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Abstract
Background: Visual recognition in multi-robot systems is afflicted with a peculiar problem that observations made
from different viewpoints present different perspectives. Hence, realizing cognitive sharing of the object among
robots in an unconstructed environment has become challenging. To cope with these issues, we have proposed the
Hierarchical Invariants Perception Model (HIPM) in which multiple representations of the target are dynamically
evaluated and selected by the robot. In this paper, we propose consensus-making algorithms to acquire a
viewpoint-invariant representation of the geometric relation, which is an unaddressed issue in the
HIPM.
Methods: The target is described by a combination of three representations: color, shape, and geometric relation. In
terms of geometric relation, we employ relative positions between the target and the salient objects, which we call a
geometric-relation-based representation (GRR). A GRR is regarded as viewpoint-invariant when satisfying two
conditions: (i) It consists of sharable objects and (ii) the number of target candidates, which is reduced by using the
GRR, is equivalent among the robots. Based on this definition, consensus-making algorithms are formulated
Results: Experiments with real-world robots demonstrated that robots perceived the viewpoint-invariant GRR even
when objects are occluded or their appearance changes. The experiment also demonstrated that the proposed
algorithms were able to reduce the candidates without succumbing to an infinite loop. The success rate of cognitive
sharing was about 60%. However, the success rate was 100% when GRR was shared. As long as robots can share the
GRR, cognitive sharing may be realized even if the environment is more unstructured and uncertainties increase.
Keywords: Cognitive sharing; Multi-robot; Consensus making
Background
Cognitive sharing of an object is a primary issue in multi-
robot task execution, where robots with different perspec-
tive are expected to cooperate in our daily unstructured
environment. As robots engage in more varied and dif-
ficult tasks, they will become a ubiquitous part of our
daily life in the future [1]. Researchers generally agree that
multi-robot systems of inherently distributed character
may behave more robustly and effectively and accomplish
cooperative tasks that are not possible for single-robot
systems (e.g., carrying a heavy object) [2]. In this paper, we
refer to the robot that makes a request to another robot
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for a task execution as the client robot and to the task
execution robot as the server robot.
Two methods are needed to realize cognitive sharing: a
method for describing suitable representations of the tar-
get object so that the server robot uniquely identifies it
and a method for sharing the representation with another
robot. Cognitive sharing of an object would be achieved
when the client robot and the server robot share repre-
sentations of the object. However, visual recognition in
multi-robot systems is afflicted with the peculiar prob-
lem that observationsmade from different viewpoints give
different perspectives. Therefore, the server robot may
mistake a target for background false positive objects and
not all representations of the object can be shared among
the robots.
Although cognitive sharing has been realized in con-
ventional work, these methods are based on structured
© 2014 Tomita et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
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environments. With the help of an artificial marker such
as an RFID tag [3] or QR code [4], or by using a single-
colored sphere as a target [5], a target object is identified
uniquely and its representation becomes viewpoint-
independent. However, in unstructured environments, a
predefined marker is difficult to use and the appearance
of the target may change according to the viewpoint.
In this paper, to describe suitable representations of a
target object, the target is described by a combination of
multiple representations by utilizing RGB-D data. RGB-
D data give many kinds of representation of an object
(e.g., color, shape, label, relative positions, and semantic
relations). We deem that, by using a combination of repre-
sentations, robots can verify whether or not they observe
the same object. Although cognitive sharing may be real-
ized by sharing a global position of the target, the global
coordinate has to be shared in advance. Even if the global
coordinate is shared, localization errors by robots will lead
to an ambiguous global position for the target and cause
misrecognition.
However, visual representations are highly affected by
the robots’ viewpoint and environmental condition. Dif-
ferent viewpoints lead to ambiguity of representations
as objects are occluded or their appearance changes.
The representations described by the robots are often
embodiment-specific even if the sensor of the robots is the
same e.g., the camera color models may differ slightly [6].
Also, unstructured environments abound with unavoid-
able disturbances, such as illumination changes, object
occlusion, and sensor faults, that would disturb cognitive
sharing and even object recognition.
To share representations of the target and to track the
target robustly, we have proposed a Hierarchical Invari-
ants Perception Model (HIPM) (Figure 1). This model
is premised on a cluttered, unstructured environment.
The purpose of this model is to realize cognitive shar-
ing of an object between two robots and robust object
tracking simultaneously. This model has three important
processes: describing representations of the target, calcu-
lating representational priority, and sharing a viewpoint-
invariant decision tree. In calculating representational
priority, representations are evaluated with two indica-
tors: ambiguity, which estimates the risk of recognition
failure for the target in a region of interest (ROI), and
stationarity, which indicates a steadiness of the ambi-
guity over time. Robust tracking is realized by select-
ing representations dynamically based on the ambiguity
and stationarity. In sharing a viewpoint-invariant deci-
sion tree, the robots try to perceive which representations
do not cause a cognitive gap, i.e., which representations
are viewpoint-invariant. Cognitive sharing of an object is
realized by sharing a suitable combination of viewpoint-
invariant representations for identifying the target, which
we call a viewpoint-invariant decision tree.
In this paper, we deal with unaddressed issues in the
HIPM concept: the definition of a relation-based repre-
sentation and sharing a viewpoint-invariant decision tree.
Although we have proposed the technique of autonomous
landmark generation [7], in which some peripheral objects
near the target are selected as landmarks in real time to
relate the target to the surroundings, problems resulting
from differences of viewpoint are not considered and a
relation-based representation among the target and mul-
tiple landmarks had not been used.
A relation between the target and the surroundings
has been investigated for object tracking. Yang et al. [8]
formulated a relation between a target and its surround-
ings under a Markov network with special topology and
Figure 1 Hierarchical Invariants Perception Model. The client robot describes different classes of representations from RGB-D data
(Describing representations of the target). The client robot evaluates the ambiguity and stationarity and selects unique and stable representations
(Calculating Representational Priority). The client robot selects a suitable combination of representations for identifying the target to construct a
decision tree and sends it to the server robot. By comparing and adjusting representations in the decision tree through communication, the robots
reach a consensus (i.e., they determine what representations can be shared). Finally, when the robots share the same decision tree, the target is
identified (Sharing-viewpoint-invariant decision tree).
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realized robust tracking against occlusion, similar objects,
and cluttered backgrounds. However, the relation would
change from another viewpoint. On the other hand, rel-
ative positions between the target and landmarks are
utilized as a relation-based representation of the target.
Gohring et al. [5] present a novel approach for multi
robot object tracking and self localization using spatial
relations of the target with respect to stationary objects.
Ahmad et al. [9] represent the problem of cooperative
localization and target tracking as a graph, where the
edges are relative positions between the target and static
landmarks, and solve the problem using sparse optimiza-
tion methods. However, these methods are based on the
use of static predefined landmarks. In unstructured envi-
ronment, the robots have to select and share undefined
landmarks autonomously. A novel approach for sharing
the landmarks is proposed in this paper.
As a relation-based representation of the target, we
also employ relative positions between the target and
the objects near the target, which we call a geometric-
relation-based representation (GRR). Use of relative posi-
tion offers two advantages: 1. The error for the relative
positions of objects is comparably small and 2. The infor-
mation is independent of robot localization and odometry
[5]. Therefore, this relation is viewpoint-invariant.
We propose consensus-making algorithms to acquire
viewpoint-invariant GRR. Through communication,
robots compare and adjust their representations of a tar-
get and perceive which representation can be shared and
what information is needed gradually. Although relative
positions are viewpoint-invariant, not all components
of GRR can be shared owing to occlusion or changes in
object appearance. Robots can recognize a specific object
regardless of viewpoint by means of a three-dimensional
model [10]. However, a priori knowledge cannot be used
in unstructured environments and three-dimensional




The purpose of the proposed approach is to share one
target object in an unstructured environment between
two robots: the client robot and the server robot. Several
assumptions are made as follows.
(a) Environment: Some objects in the environment are
similar to the target. The appearance of objects (e.g.,
its color and shape) may change as the result of a
change in viewpoint. Occlusion of objects may occur.
Objects do not move. Drastic illumination changes
do not occur.
(b) Robots: The client robot recognizes a target object.
The server robot does not know any target
information. The robots are equipped with an
RGB-D sensor and can execute translational and
rotational movement.
The proposed approach based on the HIPM has two
important features:
• Describing representations of the target The client
robot describes representations of the target from an
RGB-D image. Color and shape feature are employed
as the basic representations to recognize an object;
which are referred to as primitive representation.
Also, GRRs are employed as relation-based
representations. The procedure for describing
representations of the target is illustrated in Figure 2.
• Sharing the viewpoint-invariant decision tree The
client robot constructs a decision tree, which is a
suitable combination of representations for
identifying the target from the viewpoint of the client
Figure 2 Illustration of describing representations of target. The RGB-D image is employed as input. First, the depth image is divided into
objects and other regions. The color and shape representation of each object are then described by using the RGB image and the segmented
region. Finally, by using all the objects, geometric-relation-based representations are described.
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robot. The server robot receives this decision tree
and decides which representations are viewpoint-
invariant. If the server robot concludes that the
received decision tree includes non-viewpoint-
invariant representations, the client robot sends a
new decision tree. Through this process, robots share
a viewpoint-invariant decision tree gradually.
Calculating representational priority is addressed in [7].
Since we do not assume drastic illumination changes, this
component is not discussed in this paper.
Describing representations of the target
Object segmentation
To describe the primitive representation of each object,
the input image has to be divided into objects and
other areas, and the boundaries have to be contours of
objects. In general, a computationally efficient segmenta-
tion method is required because the robots are supposed
to move around. In this paper, we employ a segmentation
method based on the depth information obtained using
an RGB-D sensor [11]. RGB-D sensors (Kinect or Xtion)
can output sensing data at a frame rate of 30 Hz and with
this method one can extract accurate contours by using
the depth information.
Primitive representation
We employ color and shape features as the primitive rep-
resentation. In visual recognition, image features (e.g.,
color [12], shape [13], and feature points [14-17]) have
been used to recognize an object. Although feature points
may be salient and therefore suitable for object recogni-
tion, they are susceptible to viewpoint changes. However,
color and shape features tend to be robust against view-
point changes.
Because the robots have different viewpoints, the prim-
itive representation should be invariant with respect to
scale and illumination changes in the visual recognition.
A hue histogram is known to be an invariant represen-
tation with respect to scale, illumination direction, and
angle changes [18]. In this paper, the histogram similarity
function is expressed by histogram intersection [19]. The
histogram axis is divided into 32 sections for computa-
tional efficiency and recognition accuracy. The similarity













where Ha and Hb represent the hue histograms of objects
Oa and Ob, respectively, and H(i) represents the value of
the ith histogram’s bin. Equation (1) is computationally
efficient and robust against partial occlusion and resolu-
tion changes.
Also, Hu moments [20] of a contour are used as a shape
representation in this paper. Hu moments are invariant
with respect to scale changes and rotation. Fortunately,
because the depth information can be captured under
any ambient light conditions, the shape representation is
invariant against arbitrary illumination changes. By fol-
lowing the definition in [21], the similarity between two













m(i) = sign(h(i)) · log |h(i)|,
ha and hb represent the Hu moments of objects Oa and
Ob respectively, and h(i) represents the value of the ith Hu
moments.
Similarity primitive representation from different viewpoints
Before explaining how to describe a GRR, the definition
of a similar primitive representation has to be addressed.
To identify the components of the GRR and the target,
the server robot must determine which representation is
similar to the representation sent from the client robot.
In this paper, similar primitive representations are
determined by thresholding the similarity value defined
by equations (1) and (2). In general, a primitive repre-
sentation will be highly affected by changes in viewpoint.
However, empirically, a similarity of primitive representa-
tions between the same object from different viewpoints
lies within a certain range.
Assume a color representation Ha and a shape repre-
sentation ha of an objectOa are sent from the client robot.
When a color representation Hb of object Ob, which is
perceived by the server robot, satisfies
Sc(Ha,Hb) ≥ 0.7, (3)
we define Ob as having a similar color representation to
Ha. Also, when a shape representation hb of Ob satisfies
Ss(ha, hb) ≤ 0.3, (4)
we define Ob as having a similar shape representation to
ha.
Geometric-relation-based representation
Two processes are needed to form a GRR as follows:
(i) Select candidate objects of GRR components that
have a salient primitive representation. An object that
has no similar representation from the viewpoint of
the client robot is likely to be identified uniquely.
Therefore, such objects are suitable for candidates of
GRR components.
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(ii) Describe the relative positions among the target and
components of the GRR based on distance
information. Three objects of the same kind of
primitive representation (e.g., three objects that have
the same salient color representations) are selected
from the candidates, and a triangle is formed. The
reason why the same kind of primitive representation
should be selected is that color and shape
representations are invariant with respect to different
disturbances (e.g., color representation is invariant to
partial occlusion and shape representation is
invariant to changes in lighting conditions). The
reason why a triangle is chosen is that it is the
minimum unit needed to divide a flat space into a
closed area and other geometric shapes can be
represented by a combination of triangles.
A GRR divides the recognition area into 7 areas Aa(a ∈
{1, 2, . . . 7}). We denote the decomposed area where the
target belongs by At , which is uniquely represented by the
triple set of + and − signs as shown in Figure 3. If we
assume l candidates for the GRR components, the number
of constructed GRRs,m, is lC3.
Sharing-viewpoint-invariant decision tree
Construction of the decision tree
We use a binary decision tree that consists of combined
representations to identify the target because it is rather
rare when the target object can be uniquely identified by
means of a single representation. Such a limited case is the
following:
(i) When a primitive representation is employed, no
similar representation is found close to the target
object.
(ii) When a GRR is employed, no other objects belong to
At of a GRR.
Conventional methods (e.g., C4.5 and CART) tend to
construct a large tree when learning data are not ade-
quate. Cognitive sharing of an object requires classifying
two types of objects: the target object and other objects.
Because the target object is unique in the environment,
target object class data are not adequate. In this case, tak-
ing C4.5 as an example, some information lead to the same
value and C4.5 cannot select an effective node.
To construct a decision tree, we employ the branch and
bound algorithm. The branch and bound algorithm has
the advantage of constructing a decision tree that can
minimize the required number of nodes. Redundant infor-
mation may increase searching time because not all rep-
resentation can be shared owing to appearance changes
and occlusion. The solution to the problem resulting from
viewpoint changes is discussed in the next section on
consensus-making algorithms.
The branch and bound algorithm is given as follows:
Assume a set of n objects O = {O1,O2, · · · ,On}, which
is perceived by the client robot. An object Oi(∈ O) is
described by a color representation, i.e., hue histogramHi,
a shape representation, i.e., Hu moments hi, and m GRRs
gij (j ∈ M = {1, 2, . . . ,m}), where i denotes the represen-
tation of the ith object and gij denotes the jth GRR of Oi.
From the viewpoint of the client robot, the number of can-
didate target objects Ot(∈ O) can be reduced by using the
target’s representations Ht , ht , gtj according to
Rj = {Oi ∈ O|Oi ∈ Ajt}(j ∈ M), (5)
Rm+1 = {Oi ∈ O|Sc(Ht ,Hi) ≤ 0.7}, (6)
Rm+2 = {Oi ∈ O|Ss(ht , hi) ≥ 0.3}. (7)
Here Rj represents a set of candidates that belong to
Ajt , A
j
t denotes the decomposed area of gtj , and Rm+1 and
Rm+2 represent a set of candidates reduced by using sim-
ilarity criteria ht and Ht , respectively. The thresholds of
Figure 3 Representation of target position. The components of a GRR are denoted by n1, n2, n3 and connected in the counterclockwise direction.
A link vector (e12, e23, e31), which connects to the components, will decompose the recognition area into two domains. The left side of the link vector
where each vector is linked counterclockwise is denoted with a positive sign (+) and the right side of each vector is denoted with a negative sign (−).
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equations (6) and (7) are defined based on equations (3)
and (4) as follows:
(i) Objective Function and Constraint Condition
Let us denote a collection of the target’s candidate set
by R = {R1,R2, . . . ,Rm,Rm+1,Rm+2}. The goal is to
find a combination of the target’s representations
that can reduce the number of candidate objects of
the target to 1 such that the number of tree nodes is
minimized. The objective function and constraint
condition are defined as follows:
minimize |X|,where X = ∩Rk∈R′Rk , R′ ⊆ R, (8)
subject to |X| ≥ 1, |R′| ≤ 3, (9)
where | · | represents the cardinality of a set. To
reduce redundant information, the number of nodes
|R′| is limited to 3. Also, to share a ROI, a GRR is
always employed as a node of the decision tree if
there are sharable GRRs. The reason why a GRR is
employed for sharing ROI is discussed in the next
section on consensus-making algorithms. An
illustration of constructing a decision tree is shown
in Figure 4.
(ii) Branching
Subproblem Pi (breadth first search)
Minimize |X| subject to |R′| = i (i ∈ {1, 2, 3}).
(iii) Bounding
Prune if |X| ≤ z.
z is the minimum upper bound seen among
subproblems examined so far.
Finish if |X| = 1.
Viewpoint-invariant representation
Before proceeding to the next section on consensus-
making algorithms we need to define a viewpoint-
invariant representation. A representation of the target
object is regarded as viewpoint-invariant when it satisfies
two conditions from the viewpoint of the server robot:
(i) The server robot finds a similar representation in a
ROI.
(ii) The number of objects that satisfy the similarity
criteria of the representation is equivalent from the
views of both the client and server robots.
When the second condition is not satisfied, the server
robot may mistake the target because the server robot
cannot perceive which object is occluded or changes in its
appearance.
Next, we define viewpoint-invariant color, shape, and
geometric-relation-based representation. Assume a set of
n objects O′ = {O′1,O′2, . . . ,O′n}, which is perceived by the
server robot. For the target, we have color representation
H , shape representation h, and GRR g being sent from the
client robot, and the number of representations similar to
H and h from the viewpoint of the client robot is α and β ,
respectively. The number of candidates that belong to At
of g from the viewpoint of the client robot is γ .
Figure 4 Illustration of constructing a decision tree. (a) Environment. The object enclosed within the red rectangle is the target.
(b) Representations of the target and sets of candidates. A GRR (gt1), color (H
t ), and shape (ht ) are described as representations of the target (top
row). R1 is a set of candidates that belong to the same decomposed area A1t of g
t
1. R2 and R3 are sets of candidates reduced by using the similarity
criteria of color and shape, respectively (bottom row). (c) Example of a decision tree. Assume gt1 and h
t are employed as nodes of the decision tree.
The blue rectangle represents input to the decision tree; red rectangles represent nodes of the decision tree. The number of inputted candidates is
reduced to R1 = 2 by using GRR1. Then, the number of candidates (R1) is reduced to R1 ∩ R2 = 1 by using the shape representation.
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H is viewpoint-invariant when the following equation is
satisfied:
|C| = α, where C = {O′i ∈ O′|Sc(H ,Hi) ≤ 0.7}. (10)
h is viewpoint-invariant when the following equation is
satisfied:
|S| = β , where S = {O′i ∈ O′|Ss(h, hi) ≥ 0.3}. (11)
g is viewpoint-invariant when the following equation is
satisfied:
|G| = γ , where G = {O′i ∈ O′|O′i ∈ At} (12)
and the primitive representation of the component is
viewpoint-invariant.
Consensus-making algorithms
As mentioned in the preceding section for construc-
tion of a decision tree, a decision tree sent from the
client robot can include a non-viewpoint-invariant rep-
resentation. In this section, we discuss how two robots
perceive viewpoint-invariant GRRs and share a viewpoint-
invariant decision tree through communication. We
define a decision tree consisting of viewpoint-invariant
representations as a viewpoint-invariant decision tree.
Figure 5 shows a state transition diagram of the
consensus-making algorithms.
The consensus-making algorithms are composed of four
functional parts: sharing ROI, searching candidates, per-
ceiving invariants, and adjusting the decision tree.
Sharing ROI
The server robot starts sharing ROI while rotating when
receiving the decision tree (Figure 5 1©). A ROI has
to be shared to verify whether or not a representation
is viewpoint-invariant. Without sharing a ROI, robots
cannot determine the cause of the misrecognition by
searching another region or a non-viewpoint-invariant
representation.
In this paper, if the server robot finds one or more com-
ponents of the GRR, a ROI is considered to be shared
roughly. If the server robot does not find components dur-
ing one rotation, the server robot requests the client robot
to send another decision tree. This process lasts until a
ROI is shared.
Searching candidates
After sharing the ROI, the server robot searches around
the ROI for the target. The state of the server robot transi-
tions according to the number of target candidates found
by using the received decision tree. Let us denote the
number of the candidates the server robot finds using a
received decision tree by n and the number of candidates
the client robot finds using the decision tree by k. When
Figure 5 State transition diagram of the consensus-making algorithms. Top: Diagram of the client robot. Bottom: Diagram of the server robot.
The decision tree is denoted by DT. For functional parts of sharing ROI, searching candidates, perceiving invariants, and adjusting the decision tree
are labeled with 1©, 2©, and 3©, respectively. n denotes the number of the candidates that the server robot finds by using a received decision tree. k
denotes the number of candidates that the client robot finds by using the decision tree.
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n = 0, the state transitions to perceiving invariants. When
n > k, the state transitions to adjusting the decision tree.
When n = k, the state transitions to finishing cognitive
sharing (Figure 5 2©).
Perceiving invariants
The server robot regards a GRR as non-viewpoint-
invariant under three conditions: (i) when the GRR
includes the components that cannot be found in the ROI,
(ii) when the GRR includes components whose candidates
are found more than once in the ROI, and (iii) when the
number of candidates existing inside of At of the GRR,
where the target object is found, is not equivalent between
the client and server robots. Because the client robot
selects the objects that have a salient primitive represen-
tation as GRR components, such components should be
identified uniquely. However, either occlusion or appear-
ance changes may occur as a result of difference of the
viewpoints when the components are not found in the
ROI. Also, objects near the components may become sim-
ilar to the component owing to appearance change when
candidates of the component are found more than once.
The number of candidates differs when objects out of the
client robot’s view exist. In this situation, a decision tree
has difficulty in classifying the objects correctly.
If the received decision tree includes non-viewpoint-
invariant GRRs, the server robot request the client robot
to send another decision tree that does not include
unidentified components. The robots iterate this process
until they share a viewpoint-invariant GRR (Figure 5 3©).
Adjusting the decision tree
Even though the robots successfully share a viewpoint-
invariant GRR, the server robot sometimes may fail to
identify the target when the primitive representation is
not viewpoint-invariant. For example, this would occur
when an object out of the client robot’s view exists in At of
the GRR or when the objects near the target in At change
their appearance.
In these situations, the server robot has to determine
what information is needed autonomously. The server
robot calculates the similarity of primitive representations
among the candidates as reduced by using the received
decision tree. If the primitive representations of the can-
didates are not similar, the server robot requests the
primitive representation. Then, the server robot adds the
primitive representation to the decision tree and tries
to identify the target. The server robot also requests
another decision tree if the number of candidates can-
not be reduced by using only the primitive representation.
The server robot will finish searching when the number
of candidates is reduced to one or when the number of
candidates obtained by using the decision tree is the same
between client and server robots (Figure 5 4©).
Results
Experimental settings
Experiments are conducted to validate the algorithm for
use in real-world robots with basic kinds of objects from
different viewpoints of the server robot as shown in
Figure 6. The first two sections demonstrate that the
proposed approach has robustness against the following
problems:
• The server robot mistakes the target for a similar
object.
• Not all representations can be shared because of
object occlusion and appearance changes resulting
from differences of viewpoint.
In the third section, termination of the algorithm is dis-
cussed. Finally, the algorithm is evaluated quantitatively.
Each robot (client robot: Pioneer 3-DX; server robot:
Amigo Bot) is equipped with a PC (Intel Core i5 2.4 GHz),
an RGB-D camera (Kinect), and a communication mod-
ule (OKI UDv4). The client robot recognizes the target
and the server robot does not know a priori target infor-
mation. Neither robot knows the current position of the
other robot. Also, we assume that dramatic illumination
changes and movement of objects will not occur in the
time frame of communication.
Perception of viewpoint-invariant GRR
This experiment demonstrates that the client robot can
select a suitable combination of representations for iden-
tifying the target and that the server robot can perceive
the viewpoint-invariant GRR. The experimental condition
is shown in Figure 7. The relative positions of the robots
corresponds to Figure 6(a).
Snapshots of the experiment are shown in Figure 8. A
decision tree is shown in the upper left of each image. The
robot’s action and communication condition are shown
above each image. The red bounding box in the image
represents the target and the blue bounding boxes rep-
resent identified components of the GRR. White crosses
represent the objects that have viewpoint-invariant repre-
sentations.
Sharing ROI
The client robot selected a GRR as a node of the decision
tree to share the ROI. By t = 4 [s], the server robot suc-
ceeded in receiving a decision tree and started searching
the components. By t = 13 [s], the server robot found
two out of three components and succeeded in sharing the
ROI.
Perceiving invariants: appearance change
The server robot searched the last component of the GRR
but could not find it. Therefore, by t = 18 [s], the server
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Figure 6 Examined viewpoints of the server robot and experimental objects. (a), (b), (c) Examined positional relation between the client and
server robots. The client and server robots are enclosed with yellow and blue rectangles, respectively. The server robot is placed so that the
client–server–target angle is about 90, 180, and 270 degrees, respectively, in the clockwise direction from the client robot. (d) Nine experimental
objects as the target.
robot regarded the last component as non-viewpoint-
invariant and requested the client robot to send another
decision tree that did not include the unidentified compo-
nent. Actually, the color for the last component from the
viewpoint of the client robot was different from that of the
server robot.
Perceiving invariants: occlusion
The client robot selected a GRR as a decision tree
because the target could not be determined by using
only the primitive representation owing to presence of
similar object. By t = 34 [s], the server robot did not
find one of the components because of occlusion. The
server robot regarded it as non-viewpoint-invariant and
requested the client robot to send another decision tree.
Perceiving invariants: similar representation
By t = 45 [s], the server robot requested another deci-
sion tree because one of the components had a similar
representation in the environment owing to appearance
change and another component was not found.
Cognitive sharing
By t = 49 [s], the server robot reduced the number of
candidates to one because the received decision tree con-
sisted of only a viewpoint-invariant GRR, and it succeeded
in cognitive sharing.
Adjusting the decision tree
This experiment, which is conducted in the same envi-
ronment as depicted in Figure 7, demonstrates the effect
of adjusting the decision tree to share the viewpoint-
invariant decision tree. The result is shown in Figure 9.
By t = 95 [s], the robots shared the decision tree that
consists of the viewpoint-invariant representations. How-
ever, a similar color object appeared in the decomposed
area because of an appearance change; therefore, server
robot could not distinguish the candidate objects. The
Figure 7 Experimental condition. The client robot recognizes the target in the middle of the figure. An object similar to the target exists in the
middle right of the figure (labeled as “Dummy”).
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Figure 8 Snapshots of perceiving viewpoint-invariant GRR. Left column: View of the client robot. Right column: View of the server robot. Yellow
arrows represent communication flow.
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Figure 9 Snapshots of adjusting the decision tree. Top of left column: Candidates are reduced to three with the GRR. Bottom of left column: The
candidates are reduced to two by using color representation. Right column: The server robot identifies the target by adding shape representation to
the decision tree.
server robot determined the necessary representation
autonomously and requested its shape representation. By
t = 100 [s], the server robot succeeded in cognitive
sharing by adding the additional representation.
Termination of consensus-making algorithms
This experiment demonstrates that the proposed algo-
rithms reduce the number of candidates as many as
possible by using sharable representations. In this exper-
iment, the relative position of the robots corresponds
to Figure 6(b) and the target corresponds to the object
labeled “Dummy” in Figure 7.
Snapshots of the experiment are shown in Figure 10.
By t = 12 [s], the server robot found one component of
the GRR and succeeded in sharing a ROI. However, the
other components were not found owing to an appear-
ance change. Hence, the server robot regarded the GRR as
non-viewpoint-invariant and requested another decision
tree from the client robot. By t = 14 [s], the client
robot sent a new decision tree. Because two components
were regarded as non-viewpoint-invariant, there was no
sharable GRR. Therefore, the client robot selected the
primitive representation as a decision tree. This decision
tree reduced the number of candidates to two in the view
of the client robot. By t = 19 [s], the server robot ter-
minated cognitive sharing because the number of found
candidates is two. Although the target was not identified,
the proposed approach was able to reduce the number of
candidates without succumbing to an infinite loop.
Quantitative evaluation
The total number of experiments conducted was 27.
Experimental results are shown in Table 1. We deem
that cognitive sharing is successful when the server robot
identifies the target uniquely. The top two rows indicate
environmental conditions, whether or not similar objects,
Figure 10 Snapshots of termination of consensus-making algorithms. Left column: View of the client robot. Right column: View of the the
server robot. Yellow arrows represent communication flow. The object in the green rectangle represents the candidate object classified by using the
decision tree from the viewpoint of the client robot.
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Table 1 Success rate of cognitive sharing
Condition SOa exist SO do not exist
Results Invariantb Variant Invariant Variant
Share GRR 4/4c 1/1 4/4 0/0
Do not share GRR 2/8 0/1 5/6 0/3
aSO: similar objects.
bThe target’s representation is viewpoint invariant.
cThe number of successes divided by the number of situations.
and whether or not primitive representations of the tar-
get are viewpoint-invariant. The left column indicates
whether or not the robots share a GRR. When robots can
share the GRR, they achieve cognitive sharing regardless
of environmental conditions. As long as both robots can
share the GRR, cognitive sharing may be realized even if
the environment is more unstructured and uncertainties
increase.
Discussion
The experiments in Figure 8 and 10 demonstrated that
the consensus-making algorithms allow the server robot
to perceive non-viewpoint-invariant GRRs under three
conditions: (i) The appearance of GRR components
changed, (ii) a part of the components were occluded, and
(iii) peripheral objects were similar to a part of the com-
ponents in the view of the server robot. There may be
some difficult cases where the robots fail to regard GRRs
as viewpoint-invariant correctly. For example, a similar
object to one of the components is occluded in the view
of the client robot while the component is occluded in the
view of the server robot, and the number of candidates
existing inside of At of the identified GRR is equivalent
between the robots. However, such case is rare in the real
environment.
The experimental results in Table 1 show the effect of
combined representations for identifying the target. The
success rate of cognitive sharing was 100% in the case that
the robots can share the GRR, while the success rate is 38%
in the case that the robots cannot share the GRR, i.e., the
decision tree only includes the primitive representations.
Conclusions
We proposed a cognitive sharing algorithm based on
visual information. A decision tree including a geometric-
relation-based representation allows multiple robots to
share precise ROI and avoids confusing the target for a
similar object. The consensus-making algorithms serve
to acquire viewpoint-invariant GRRs under conditions in
which occlusion and object appearance changes occur.
By adjusting the decision tree, the server robot, i.e., the
robot requested to execute the task, identifies the target
even if some primitive representations are not viewpoint-
invariant. The consensus-making algorithms can reduce
the number of candidates without succumbing to an infi-
nite loop.
For future work, an important issue will be to integrate
one of the features in HIPM, i.e., calculating represen-
tational priority with the consensus-making algorithms,
thereby enabling robots to realize tracking and cog-
nitive sharing of an object simultaneously in spite of
disturbances.
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