Abstract
Introduction and Summary
Asymptotically optimal division algorithms are based on multiplicative division methods [13, 17, 21] . Current commercial processor designs employ a parallel multiplier for performing division and square-root operations for floatingpoint [1, 4, 12, 15] . The parallel multiplier is used for additional operations, such as: multiplication and fused multiply-add. Since meeting the precision requirements of division operations requires more precision than other operations, the dimensions of the parallel multiplier are often determined by precision requirements of division operations. It follows that tighter analysis of the required multiplier dimensions for division operations can lead to improvements in cost, delay, and even power consumption.
The main two methods used for multiplicative division are a variation of Newton's method [7, 8] and a method introduced by Goldschmidt [9] that is based on an approximation of a series expansion. Division based on Newton's method has a quadratic convergence rate (i.e., the number of accurate bits doubles in each iteration) and is self-correcting (i.e., inaccuracies of intermediate computations do not accumulate). A rigorous error analysis of Newton's method appears in [3, 10, 14] and for various exceptional cases in [4] . The analysis in [3, 10] considers the smallest precision required per iteration. Our error analysis follows this spirit by defining separate error parameters for every intermediate computation. In addition, the analysis in [3, 10] relies on directed roundings, a method that we use as well.
Each iteration of Newton's method involves two dependent multiplications; namely, the product of the first multiplication is one of the operands of the second multiplication. The implication of having to compute two dependent multiplications per iteration is that these multiplications cannot be parallelized or pipelined.
Goldschmidt's division algorithm also requires two multiplications per iteration and the convergence rate is the same as for Newton's method. However, the most important feature of Goldschmidt's algorithm is that the two multiplications per iteration are independent and can be pipelined or computed in parallel. On the other hand, Goldschmidt's algorithm is not self-correcting; namely, inaccuracies of intermediate computations accumulate and cause the computed result to drift away from the accurate quotient. Goldschmidt's division algorithm was used in the IBM System/360 model 91 [2] and even more recently in the IBM S/390 [19] and in the AMD-K7 TM microprocessor [15] . However, lack of a general and simple error analysis of Goldschmidt's division algorithm has averted most designers from considering implementing Goldschmidt's algorithm. Thus most implementations of multiplicative division methods have been based on Newton's method in spite of the longer latency due to dependent multiplications in each iteration [4, 12] (see also [22] for more references).
Goldschmidt's method is not self-correcting as explained in [11] (there is a wrong comment on this in [23] ). This makes it particularly important and difficult to keep track of accumulated and propagated error terms during intermediate computations. We were not able to locate a general analysis of error bounds of Goldschmidt's algorithm in the literature. Goldschmidt's error analysis in [9] is with respect to a design that uses a serial radix-Booth multiplier with ½-bits. Goldschmidt's design computes the quotient of two binary numbers in the range ½ ¾ ½µ, and his analysis shows that the absolute error is in the range ¾ ¼ . Krishnamurthy [11] analyzes the error only for the case that only one multiplicand is allowed to be imprecise in intermediate computations (the second multiplicand must be precise); such an analysis is only useful for determining lower bounds for delay. Recent implementations of Goldschmidt's division algorithm still rely on an error analysis that over-estimates the accumulated error [15] . Such overestimates lead to correct designs but waste hardware and cause unnecessary delay (since the multiplier and the initial lookup table are too large). These over-estimations were based on informal arguments that were confirmed by a mechanically verified proof that spans over ¾ ¼ definitions and ¿¼¼¼ lemmas [18] .
Agarwal et al. [1] presented a multiplicative division algorithm that is based on an approximate series expansion. This algorithm was implemented in IBM's Power3 TM . Their algorithm provides no advantages over Goldschmidt's algorithm. In double precision, their algorithm requires multiplications and the longest chain of dependent multiplications consists of multiplications.
We present a version of Goldschmidt's division algorithm that uses directed roundings. We develop a simple general parametric analysis of tight error bounds for our version of Goldschmidt's division algorithm. Our analysis is parametric in the sense that it allows arbitrary one-sided errors in each intermediate computation and it allows an arbitrary number of iterations. In addition, we suggest four practical simplified settings in which errors in intermediate computations are not arbitrary. For each of these four settings, we present a closed error formula. The advantage of closed formulae is in simplifying the task of finding optimal parameter combinations in implementations of Goldschmidt's division method for a given target precision.
We demonstrate the advantages of our error analysis by showing how it could lead to savings in cost and delay. For this purpose we consider Oberman's [15] floatingpoint micro-architecture used in the AMD-K7 TM design. We present a micro-architecture that implements our version of Goldschmidt's algorithm and follows the microarchitecture described in [15] . The modules building our micro-architecture were made as similar as possible to the modules in [15] . This was done so that the issue of the precisions of the lookup table and multiplier could be isolated from other issues. Based on our analysis, we use a smaller multiplier ( ¼ ¢ bits compared to ¢ in [15] ) and we allow a slightly larger initial error (¾ ½¿ ½ compared to ¾ ½¿ in [15] ). Based on the cost models of Paul & Seidel [16] and Mueller & Paul [14] , we estimate that our parameter choices for multiplier widths and initial approximation accuracy reduce the cost of the micro-architecture by ½¼ ± compared to the parameter choices in [15] .
The paper is organized as follows. In Section 2 we present Newton's method for division and then proceed by presenting Goldschmidt's algorithm as a variation of Newton's method. In Section 3, a version of Goldschmidt's algorithm with imprecise intermediate computations is presented as well as an error analysis. In Section 4 we develop closed form error bounds for Goldschmidt's method with respect to specific settings. In Section 5 we present an alternative micro-architecture to [15] and compare costs. Due to space limitations, all proofs are omitted and can be found in the full version [6] .
Goldschmidt's division algorithm
In this section we present Newton's method for computing the reciprocal of a given number. We then continue by describing a version of Goldschmidt's division algorithm [9] that uses precise intermediate computations. We show how Goldschmidt's algorithm is derived from Newton's method. The error analysis of Newton's method is used to analyze the errors in Goldschmidt's algorithm.
Newton's method.
Newton's method can be applied to compute the reciprocal of a given number. To compute the reciprocal of ¼, apply Newton's method to the function ´Üµ ½ Ü. Note that: (a) the root of ´Üµ is ½ , which is the reciprocal we want to compute, and (b) the function ´Üµ has a derivative ¼´Ü µ Ü ¾ in the interval´¼ ½µ. In particular, the derivative ¼´Ü µ is positive. Consider the relative error term defined by
Equation 2 has three implications:
1. Convergence of Ü to ½ at a quadratic rate is guaranteed provided that the initial relative error is less than ½. Equivalently, convergence holds if Ü ¼ ¾´¼ ¾ µ.
For
½, the relative error is non-negative, hence, Ü ½ . This property is referred to as one-sided convergence.
3. If ¾ ½ ¾µ, then also the absolute error decreases at a quadratic rate. Hence, the number of "accurate" bits doubles every iteration, and the number of iterations required to obtain Ô bits of accuracy is logarithmic in Ô.
The disadvantage of Newton's iterations, with respect to a pipelined multiplier, is that each iteration consists of ¾ dependent multiplications: « ¡ Ü and ¬ Ü ¡´¾ « µ. Namely, the product ¬ cannot be computed before the product « is computed.
Goldschmidt's Algorithm
In this section we describe how Goldschmidt's algorithm can be derived from Newton's method. Here, our goal is to compute the quotient . Goldschmidt [5, 20] ). Algorithm 1 lists Goldschmidt's division algorithm. Given and the algorithm computes the quotient . The listing uses the same notation used above, and iterates times.
Observe that the two multiplications that take place in every iteration (in Lines 3-4) are independent, and therefore, Goldschmidt's division algorithm is more amenable to pipelined implementations. The initial approximation is assumed to depend on the value of . Note that iterations of either Newton's method or Goldschmidt's algorithm require The key difficulty in analyzing the error in imprecise implementations of Goldschmidt's algorithm is due to the violation of the invariant AE . Consider the equality
Imprecise ¼ ¼ ½ accumulate to an imprecise approximation of .
Imprecise Intermediate Computations
This section contains the core contribution of our paper. We present a version of Goldschmidt's algorithm with imprecise intermediate computations. In this algorithm the invariant AE of Goldschmidt's algorithm with precise arithmetic does not hold anymore. We then develop a simple parametric analysis for error bounds in this algorithm. The error analysis is based on relative errors of intermediate computations. The setting is quite general and allows for different relative errors for each computation.
We define the relative error as follows.
Definition 1
The relative error of Ü with respect to Ý is defined by
Note that one usually uses the negative definition (i.e.,´Ü Ýµ Ý). We prefer this definition since is helps clarify the direction of the directed roundings that we use. The analysis begins by using the exact values of all the relative errors. The values of the relative errors depend on the actual values of the inputs and on the hardware used for the intermediate computations. However, one can usually easily derive upper bounds on the absolute errors of each intermediate computation. E.g., such bounds on the absolute errors are simply derived from the precision of the multipliers. Our analysis continues by translating the upper bounds on the absolute errors to upper bounds on the relative errors.
Hence we are able to analyze the accuracy of an implementation of the proposed algorithm based on upper bounds on the absolute errors.
An interesting feature of our analysis is that directed roundings are used for all intermediate calculations. Surprisingly, directed roundings play a crucial role in this analysis and enable a simpler and tighter error analysis than round-to-nearest rounding (c.f. [15] ). 
Goldschmidt's division algorithm using approximate arithmetic

Parametric Error Analysis
AE ¼ · ¿ ¼ ¾ for ¼ AE ¾ ½ · ½ otherwise.
Lemma 3 (ranges of ¼ and
¼ ) The following bounds hold:
The following claim summarizes the relative error of Goldschmidt's division algorithm using approximate arithmetic. 
Theorem 4 For
A somewhat looser (yet easier to evaluate) bound on the relative error follows from
Deriving bounds on relative errors from absolute errors
In this subsection we obtain bounds on the relative errors ´AE ¼ µ from the absolute errors of the intermediate computations. The reason for doing so is that in an implementation one is able to easily bound the absolute errors of intermediate computations; these follow directly from the precision of the operation, the rounding used (e.g., floor or ceiling), and the representation of the results (binary, carrysave, etc.). 
Definition 5 The absolute errors of intermediate computations are defined as follows:
In an implementation, the exact absolute errors are unknown. Instead, we use upper bounds on the absolute errors. We denote these upper bounds as follows: Ò Ô× Ò Ô× , Ô× Ô× and Ô× Ô × .
The following claim shows how one can derive upper bounds on the relative errors from upper bounds on the absolute errors. In the full version [6] bounds are given for the relative errors in the first and second iteration.
Closed Form Error Bounds in Specific Settings
In this section we describe specific settings of the relative errors that enable us to derive closed form error bounds. The advantage of having closed form error bounds is that such bounds simplify the task of minimizing an objective function (modeling cost or delay) subject to the required precision. Closed form error bounds also enable one to easily evaluate the effect of design choices (e.g., initial error, precision of intermediate computations, and number of iterations) on the final error. We have derived closed form error bounds in four specific settings. We are describing Setting I and Setting IV in the following. Settings II (Ò Ò and AE ¾ is exponential in ) and Setting III (Ò Ò and AE ¾ is constant) are presented in the full version [6] . 
Setting
Note that a slightly looser bound that does not involve a max function can be written as:
Based on Theorem 4 and Equation 3 the error bound in setting IV satisfies: In this section we propose an alternative FP-DIV microarchitecture for the AMD-K7 microprocessor [15] . This alternative micro-architecture is a design that implements Algorithm 2. Our micro-architecture uses design choices that are similar to those of [15] to facilitate isolating the effect of precisions on cost. Our error analysis allows us to accurately determine the required multiplier precision and thus both save cost and reduce delay. Overview micro-architecture. The FP-DIV microarchitecture of the AMD-K7 microprocessor is described in [15] . The micro-architecture is based on Goldschmidt's algorithm. We briefly outline this micro-architecture: (i) Round-to-nearest rounding is done in intermediate computations (as opposed to directed rounding suggested in Algorithm 2). (ii) The design contains a single ¢ -bits multiplier. This means that the absolute errors Ò Ô× and Ô× are identical during all the iterations (i.e., since round-to-nearest is used, Ò Ô× Ô× ¾ µ. However, our alternative micro-architecture may use smaller multipliers (even multipliers in which the multiplicands do not have equal lengths) provided that the error analysis proves that the final result is accurate enough. (iii) Intermediate results are compressed and represented using non-redundant binary representation. This means that Assumption 2 on strict directed rounding is easy to implement in our alternative micro-architecture. (Recall that directed rounding is used in Algorithm 2.) (iv) The computation of ¼ is done using one's complement computation. This means that the absolute error Ô× is identical during all the iterations, and that the error analysis of Setting IV is applicable for our alternative architecture. (v) Final rounding of the quotient is done by back multiplication. Our alternative micro-architecture uses the same final rounding simply by meeting the same error bounds needed in the final rounding of [15] . Required final precisions. The micro-architecture in [15] supports multiple precisions: single precisioń ¾ µ in one iteration, double precision´ ¿ ½½µ in two iterations, an extended precision´ ½ µ and an internal extended precision´ ½ µ in three iterations. Final rounding is based on back-multiplication: namely, comparing
