All genetic variation arises via new mutations; therefore, determining the rate and biases for different classes of mutation is essential for understanding the genetics of human disease and evolution. Decades of mutation rate analyses have focused on a relatively small number of loci because of technical limitations. However, advances in sequencing technology have allowed for empirical assessments of genome-wide rates of mutation. Recent studies have shown that 76% of new mutations originate in the paternal lineage and provide unequivocal evidence for an increase in mutation with paternal age. Although most analyses have focused on single nucleotide variants (SNVs), studies have begun to provide insight into the mutation rate for other classes of variation, including copy number variants (CNVs), microsatellites, and mobile element insertions (MEIs). Here, we review the genome-wide analyses for the mutation rate of several types of variants and suggest areas for future research.
The fundamental process in genetics
The replication of the genome before cell division is a remarkably precise process. Nevertheless, there are some errors during DNA replication that lead to new mutations. If these errors occur in the germ cell lineage (i.e., the sperm and egg), then these mutations can be transmitted to offspring. Some of these new genetic variants will be deleterious to the organism, and a select few will be advantageous and serve as substrates for selection. Therefore, knowledge about the rate at which new mutations appear and the properties of new mutations is critical in the study of human genetics from evolution to disease. The study of the mutation rate in humans dates back further than the discovery of the structure of DNA or the determination of DNA as the genetic material. In seminal work performed during the 1930s and 1940s, J.B.S. Haldane studied hemophilia with the assumption of a mutationselection balance to estimate mutation rate at that locus and determined that most new mutations arose in the paternal germline [1, 2] . Until recently, most mutation rate analyses were similar to this initial work in that they extrapolated rates and properties from a handful of loci (often linked to dominant genetic disorders; for example, see [3] ). Over the past few years, it has become feasible to generate large amounts of sequence data (including the genomes of parents and their offspring), and it is now possible to calculate empirically a genome-wide mutation rate. In addition, much interest has focused on understanding the role of de novo mutations in human disease. Therefore, in this review, we synthesize the recent analyses of mutation rate for multiple forms of genetic variation and discuss their implications with respect to human disease and evolution.
SNV mutation rate
It is now feasible to perform whole-genome sequencing on all individuals from a nuclear family; from these data, one can identify de novo mutations that 'disobey' Mendelian inheritance (Box 1, Figure I ). The first two papers to apply this approach were limited in scope to three families [4, 5] , thus restricting the total number of de novo SNVs observed. Even with this limitation, these two analyses reported similar overall mutation rates of approximately 1 Â 10 À8 SNV mutation per base pair per generation, although there was considerable variation in families [4, 5] . A more recent study using whole-sequence data from 78 Icelandic parent-offspring trios suggested a higher rate of 1.2 Â 10 À8 SNVs per generation from de novo mutations [6] . Another study used autozygous segments (see Glossary) in the genomes of Hutterite trios, who were descended from a 13-generation pedigree with 64 founders, to calculate independently the same SNV mutation rate of 1.2 Â 10 À8 [7] . A study of ten additional families of individuals affected with autism reported a rate of 1 Â 10 À8 [8] . In addition to the direct approaches in families, earlier studies used more indirect approaches to estimate mutation rate. Using fixed differences between the human and chimpanzee genomes (Box 1) yielded a mutation rate for SNVs of approximately 2.5 Â 10 À8 in pseudogenes, where selection is not a confounding factor [9, 10] ; this is over twofold higher than the rates estimated from direct approaches. However, more recent comparisons of the human, chimpanzee, and gorilla genomes bring the mutation rate estimates in line with what is observed in familybased analyses [11] . Another indirect approach estimated the mutation rate for SNVs to be 1.82 Â 10 À8 using inferred ancestry of nearby microsatellites [12] (Box 1, Figure I ). The difference between this mutation rate and those calculated with family information may be due to differences in filtering applied for SNVs or in sequencing methodology.
Recent genome-wide studies of the SNV mutation rate in humans have started to converge (Table 1) . Studies based on whole-genome sequencing and direct estimates of de novo mutations give an average SNV mutation rate of 1.16 Â 10 À8 mutations per base pair per generation [95% confidence interval (CI) of the mean: 1.11-1.22] in 96 total families [4] [5] [6] [7] [8] (Table 1) . However, it is important to note that all of these studies involve substantial filtering of de novo variants to remove false positives and often exclude highly repetitive regions of the genome. Given the relevance of variants in protein-coding sequence to disease, it is also important to understand the mutation rate in exonic regions. Studies from targeted sequencing of exomes or other regions have reported higher mutation rates (1.31-2.17 Â 10 À8 mutations per base pair per generation) [13] [14] [15] [16] ; this apparent increase may be due to several factors, as discussed below.
CNV mutation rate
In addition to SNVs, there has been considerable effort in estimating the rates of formation of CNVs. Although CNVs are operationally defined as deletions and duplications of 50 bp or more [17] , most studies have assessed de novo events only in the multi-kilobase pair range. As with SNVs, initial studies in this area focused on only a few loci. These analyses found that the locus mutation rate was higher for CNVs (2.5 Â 10 À6 -1 Â 10 À4 mutations per locus per generation) compared with SNVs and that the rate varied by more than an order of magnitude between loci [18, 19] ; data from mice suggest that the difference in rates between loci are even larger [20] . A genome-wide analysis of large CNVs (>100 kbp) revealed a mutation rate of 1.2 Â 10 À2 CNVs per generation based on approximately 400 parent-offspring trios [21] . A significantly higher mutation rate of 3.6 Â 10 À2 mutations per generation was observed for Box 1. Methods for discovering new mutations and estimating mutation rate
Most of the methods developed for estimating mutation rate were developed for SNV data, but can be applied more broadly to other forms of variation. The most common approach for estimating mutation rate is to use families to look for mutations carried by a child but not by either of his or her parents ( Figure I ). This approach has been carried out on selected loci up to whole genomes. However, it is important to note that this method can be confounded by false positives for which putative de novo variants are enriched [5] . In addition, somatic mutations in offspring of the sequenced families cannot be distinguished from germline de novo variants. The other classical approach for estimating mutation rates is to look at fixed differences between species [9, 10] . The mutation rate can then be calculated based on the estimated divergence time between the species ( Figure I ). Although this approach is not confounded by false positives or somatic mutations, there is uncertainty in the divergence time between humans and chimpanzees, the average generation time, and effective population sizes.
Recently, other approaches for determining mutation rate have been described. One group constructed a model of microsatellite evolution and applied this model to estimate the time to the most recent common ancestor (MRCA) for microsatellite alleles [12] . Because SNVs near the microsatellite have the same ancestry as the microsatellite, the mutation rate for SNVs could be calculated using the SNV differences between haplotypes and the time to the MRCA [12] . Another approach to estimating mutation rate involves the identification of heterozygous mutations in large regions of homozygosity by recent descent (autozygosity) [7, 120] ( Figure I ). Such regions are particularly abundant among founder populations, providing a means for estimating mutation rate from a recent common ancestor in populations such as the Hutterites, the Amish, and the Icelandic population. Although different in many ways, these two approaches have some important similarities. Both are less susceptible to false positive and somatic mutations than are analyses of de novo mutations in trios. In addition, both approaches estimate the time to the MRCA for segments of the genome in different ways, but benefit by studying haplotypes with a more recent coalescent time than humans and chimpanzees. Figure I . Methods of discovering new mutations and estimate mutation rate. (A) Sequence data from parent-offspring trios can be used to find mutations present in the child but not observed in either parent (red star). (B) Fixed differences between closely related species can be identified and counted; red or green stars represent mutations occurring in the lineage leading to humans and orange or yellow stars represent mutations in the lineage leading to chimpanzees. This value, in combination with the estimated number of generations between the species, can be used to calculate mutation rate. A modification of this approach can be used within species if the coalescent time of haplotypes can be estimated [12] . (C) Mutations in regions of autozygosity appear as heterozygous variants in long stretches of homozygous DNA [7, 120] . With known pedigree information, the most recent common ancestor (MRCA) of the autozygous haplotype can be identified and the mutation rate calculated [7] .
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Trends in Genetics October 2013, Vol. 29, No. 10 individuals with intellectual disability, probably because some of these de novo CNVs were influencing the development of the disorders observed in these individuals [22] . Using high-density microarrays and population genetic approaches, the rate of CNV formation was estimated to be 3 Â 10 À2 for variants >500 bp [23] . However, this rate is likely a lower boundary because selection will remove deleterious mutations from the population and most large CNVs are estimated to be deleterious [21, 23] .
Notably, when considering the total number of mutated base pairs between SNVs and CNVs, CNVs account for the vast majority. New large CNVs (>100 kbp) are relatively rare compared with SNVs: one new large CNV per 42 births (95% Poisson CI: 23-97) [21] compared with an average 61 new SNVs per birth (95% CI of the mean: 58-64) [5] [6] [7] [8] (Figure 1 ). The average number of base pairs affected by large CNVs is 8-25 kbp per gamete (16-50 kbp per birth) [21] , which is larger than the average of 30.5 bp per gamete observed for SNVs (61 bp per birth; Figure 1 ). It is important to note that the estimates for CNVs are based on microarray data that could not be used reliably to detect smaller CNVs (<100 kbp); therefore, the mutational properties and rates of formation of these smaller variants remain unknown. Comparisons between the human and chimpanzee genomes also revealed that insertions and deletions account for close to three times the number of bases that are different compared with SNVs (3% versus 1.23%) [24] . Although caution must be exercised in the estimate of the de novo rate of CNVs, the data suggest a more than 100-fold differential between the number of base pairs affected (on average) per generation, yet only a threefold difference after 12 million years of evolution based on chimpanzee and human genome comparisons. This may reflect significant differences in the action of selection or radical rate changes since divergence for these different classes of mutation [25] .
Other classes of genetic variation
In addition to CNVs and SNVs, there are many other forms of genetic variation that arise by completely different mutational processes and, consequently, have distinct biases. The largest, of course, are aneuploidies (the duplication or deletion of an entire chromosome). Due to the severity of these mutations (the most well-studied aneuploidy is Down syndrome), most aneuploidies are lethal in utero. Studies of spontaneous abortions and embryos created with in vitro fertilization suggest that 30-60% of embryos and 0.3% of newborns have a chromosomal aneuploidy (reviewed in [26] ; Figure 1 ). Interestingly, there are substantial differences between chromosomes in the incidence of aneuploidy; trisomies of chromosomes 16, 18, 21, and the sex chromosomes are most prevalent [27] . Chromosomal aneuploidies are thought to primarily arise during meiosis I through several mechanisms. Most simply, homologous chromosomes can fail to pair or stay paired in meiosis, potentially due to lack of recombination events [28] . However, trisomies can also arise if sister chromatids improperly segregate during meiosis I [29] (Figure 1) , and it appears as though different chromosomes may be primarily affected by different mechanisms [26] .
Other forms of genetic variation have been less well characterized, often due to methodological biases in their discovery leading to reduced sensitivity. The rate of small insertions and deletions or 'indels' has been reported as approximately 0.20 Â 10 À9 per site per generation for insertions and 0.53 Â 10
À9
-0.58 Â 10 À9 per site per generation for deletions; this corresponds to approximately 6% of the SNV mutation rate [3, 30] (Figure 1 ). Whole-genome sequence data from the 1000 Genomes Project suggested that each individual carries approximately one-tenth the number of indels compared with SNVs [31] , but comparison of two Sanger-sequenced human genomes suggested a ratio closer to one-fifth [32] . The estimates from short-read sequencing must be considered conservative, because repetitive and low complexity regions of the genome have been difficult to assay because short reads harboring indels are difficult to map, especially in low complexity regions of the genome where this type of variation is enriched.
In addition to indels, several recent studies have focused on the rate of MEIs. The MEI rate has been estimated to be approximately 2.5 Â 10 À2 per genome per generation or 1 in 20 births (for the active retrotransposons: Alu, L1, and SVA) [33] (Figure 1 ). It should be noted that comparative analyses of great ape genomes have suggested that this rate has varied radically in different lineages over the past 15 million years of human-great ape evolution. Unlike SNVs, the rate of MEIs has been far less clocklike over the course of evolution [34] . Within the human lineage, the insertions of Alus constitute most MEI events with a rate of 2-4.6 Â 10 À2 per genome per generation or approximately 1 in 20 births [33, 35] , whereas LI and SVA insertions are rarer, occurring at 3-4 Â 10 À3 per genome per generation (1 per approximately 100-150 births) [33, 36] and 6.5 Â 10 À4 per genome per generation (1 per 770 births) [33] , respectively. However, these rates were primarily calculated indirectly using assumptions of the SNV mutation rate; therefore, additional studies based on direct estimates from families are warranted. Given the low frequency of such occurrences and biases in terms of their integration into AT-rich and repetitive DNA, such analyses will require very large sample sizes and deeply sequenced genomes preferably with long reads to provide a reliable estimate.
Several loci in the genome are especially prone to mutation, including microsatellites [37] , rDNA gene clusters [38] , and segmental duplications (SDs) [39, 40] . [12] , which is similar to original projections based on population genotype data and Mendelian inconsistencies in families [37, 41] . It is important to note that this rate is several orders of magnitude greater than the rate for SNVs (base for base), underscoring the fact that microsatellites are an extraordinary reservoir of new mutation. In addition, the mutation rate of individual microsatellites increases with average allele length and repeat uniformity, likely because it is easier for DNA polymerase to slip on longer, purer repeats [12, 37, 42, 43] (reviewed in [44] ; Figure 2 ). Interestingly, there are length constraints on di-and tetranucleotide repeats where very long alleles tend to mutate to short ones and vice versa [12] ; in contrast, studies of loci associated with trinucleotide repeat disorders indicate a polarity toward increasing length, where mutability depends on the length and purity of the repeat tract length (reviewed in [45] ). This property, where the increasing repeat length increases the probability of new mutation, has been described as dynamic mutation in contrast to the bulk of static mutations in the human genome [46] .
Although generated by a different mechanism involving nonallelic homologous recombination (NAHR; Figure 2 ), clusters of ribosomal RNA genes (rDNA), centromeric satellites, and SDs also show extraordinary rates of mutation. The mutation rate for rDNA is estimated to be 0.11 per gene cluster per generation, leading to an incredible diversity of rDNA alleles [38] . Centromeric satellites are also large regions of highly duplicated DNA where unequal crossover is rampant [47, 48] . The mutability of these regions gives rise to large differences in chromosomal length among individuals [49] ; however, the repetitive nature of these regions has made them historically difficult to study other than by Southern blot and pulsed-field gel electrophoresis [50] . There is emerging data that SDs similarly are highly dynamic regions of the genome and prone to recurrent mutation. Copy number polymorphisms (CNPs), for example, are significantly enriched in regions of SDs [51, 52] ; 90% of CNP genes map to SDs [53, 54] . Similar to satellites and rDNA, this bias is due, in large part, to the propensity for these segments to undergo NAHR [55] [56] [57] . As a result, CNPs in SDs are less likely to be in linkage disequilibrium with nearby SNPs [58, 59] . In addition, significant overlap between CNV loci in humans and nonhuman primates is likely due to recurrent mutation rather than ancestral polymorphism [60, 61] .
Nonrandom distribution of new mutations
Given the tendency for certain types of loci to mutate, it is not surprising that new SNV and CNV mutations are not random. Several reported and predicted properties of new SNVs have been confirmed in recent genome-wide analyses. First, transitions outnumber transversions by twofold for de novo SNVs [4, 5, 30] . The rate of mutation at CpG dinucleotides has been observed to be ten-to 18-fold the rate of nonCpG dinucleotides [3, 6, 7, 30] . CpG dinucleotides are predicted to be more mutagenic because these are preferential sites of cytosine methylation, and spontaneous deamination of 5-methylcytosine yields thymine and, thus, creates a cytosine to thymine mutation (Figure 2 ). Considering that most estimates of de novo mutation rate have been based on sequencing technology that biases against particularly GCrich DNA [31, 62] , these current estimates probably represent a lower boundary.
Several different properties besides GC content have been associated with variation in mutation rate, including nucleosome occupancy and DNaseI hypersensitivity, replication timing, recombination rate, transcription, and repeat content [8, [63] [64] [65] [66] [67] [68] . The higher mutation rates reported in or near protein-coding regions may be explained in part by the higher GC content of these regions [13, 15, 16] in combination with the effects of transcriptionassociated mutations [67] . Interestingly, a recent study of human RNA-seq data and human-macaque divergence found that an increase of twofold in gene expression leads to a 15% increase in mutation due to transcription-associated mutagenesis (TAM) [67] . In addition, there is a strand asymmetry in mutations in transcribed regions of the genome where mutations induced from DNA damage (C to T, A to G, G to T, and A to T) are increased on the nontranscribed strand, likely due to exposure of singlestranded DNA during transcription [66, 67, 69] . The transcribed strand, by contrast, is subject to RNA polymerase stalling leading to the recruitment of transcription coupled repair (TCR) machinery, which corrects some mutations (reviewed in [70] ). The opposing forces of TAM and TCR lead to a bias toward G and T bases on the coding strand [67, 69] .
Recent whole-genome sequencing studies have confirmed the nonrandomness of mutations, which have been reported as an enrichment for clustered de novo SNVs. It was recently reported that 2-3% of de novo SNVs are part of multinucleotide mutations, or mutations within 20 bp of another de novo SNV [71] . Similarly, a recent study reported an enrichment of SNVs (2% of de novo variants) within 10 kbp that could not be fully explained by GC content or multinucleotide mutations [7] . Finally, other recent work [8] confirmed previous reports of large deviations in the distribution of de novo SNVs compared with what would be expected under a model of random mutation [66, 72] . These studies suggest that a model of random SNV mutation is inaccurate at many different levels. With additional genome-wide mutation rate data, it should also be possible to assign local SNV mutation rates across the genome. Such biases are critical to assessing the significance of new mutations at a locus-specific level with respect to disease [73] , especially as the community begins to explore the noncoding landscape. Similar to SNVs, new CNVs are nonrandomly distributed. Long stretches of highly paralogous sequences (SDs or low copy repeats) in direct orientation predispose to NAHR, which leads to deletions and duplications of the intervening sequence [39, 40] (Figure 2 ). The process of NAHR is involved in a greater fraction of large CNVs, and it does not contribute much to the formation of smaller (<50 kbp) CNVs [23, 74] , which are thought to arise as a result of errors in replication or microhomology-mediated mutation [75] [76] [77] [78] . Loci flanked by paralogous sequences have significantly higher rates of CNV mutation compared with loci outside of these regions [51, 79] , and many of the CNVs in these regions have been strongly associated with diseases, including developmental delay, autism, and epilepsy (reviewed in [80] ). Within loci flanked by SDs, there are differences in the rates of CNV formation. These differences are largely due to the presence of directly oriented SDs and the size and level of sequence identity of the flanking duplications. Thus, larger and more identical duplications provide better substrates for NAHR, leading to higher rates of CNV formation [81, 82] (Figure 2) . Moreover, as the size of CNVs increased so did the probability that the variants occurred de novo, reflecting the effect of strong selection against such large variants [82] (Figure 3) . Interestingly, NAHR 'hotspots' often show structural variation in the flanking SDs that mediate the NAHR events. These structural variants lead to haplotypes that are prone to, and protected from, recurrent deletion because of differences in their genomic architecture and content of the flanking SDs [79, [83] [84] [85] [86] . Interestingly, many of these 'structural' haplotypes occur at different frequencies among human populations, leading to differences in ethnic predilection to recurrent CNVs and disease [86, 87] .
Parental bias and paternal age effects
It has long been hypothesized and observed that more mutations arise on the paternal germline [2, 88] , and this difference is thought to be due to the larger number and continuous nature of cell divisions in spermatogenesis. Female eggs arise from a finite number of 22-33 cell divisions, whereas male sperm monotonically increase every 15-16 days as a result of mitotic maintenance of the spermatogonial pool (reviewed in [89] ). The dependence of SNV mutation on replication dictates an increase in mutations with advancing paternal age [88] . Wholegenome and whole-exome sequencing studies have confirmed the paternal bias for SNVs. The combined studies report that 76% (95% binomial CI = 73-80%) of new mutations arise in the paternal germline based on 497 new mutations where the parental origin has been ascertained [6] [7] [8] 15] . Multiple studies have confirmed that the number of de novo mutations increases with the age of the father [6, 8, 15 ]. Yet, the data remain conflicted on the magnitude and model of this effect (Figure 4) . In one study of the whole-genome sequences of two parent-offspring trios, for example, a paternal bias was observed in one trio and a maternal bias in the other [5] . If the increase in de novo mutations was solely due to the increased number of cell divisions in sperm production as a man aged, then it would be expected that there should be a linear relation between paternal age and number of mutations. The data from these recent publications are not inconsistent with a linear model that estimates that the number of mutations increases by one to two mutations per year of the father's life [6, 8] . However, others have suggested that an exponential increase of approximately 3% per year may be a slightly better fit for this data [6] . Further studies with larger ranges of paternal ages (especially older fathers) are needed to resolve this issue.
An important consideration in paternal bias and age effects is the selective potential of de novo mutations on spermatogonial cells. Recent analysis has revealed that mutations in several genes [e.g., encoding fibroblast growth factor receptor 2 and 3 (FGFR2 and FGFR3), vHa-ras Harvey rat sarcoma viral oncogene homolog (HRAS), and tyrosine-protein phosphatase nonreceptor type 11 (PTPN11)] likely confer growth advantages to spermatogonial cells, leading to further proliferation of sperm carrying those mutations, even though mutations in these genes lead to autosomal dominant disorders at the organismal level, including Apert syndrome (FGFR2) and achondroplasia (FGFR3) [90, 91] . A strong 'paternal age effect' has been observed for these disorders [92, 93] with mutations in these genes at a rate exceeding linear expectation [94, 95] . Mutations associated with these disorders are almost exclusively paternal (95-100%), gain-of-function missense mutations. These observations are consistent with a model of selfish spermatogonial selection, where mutations confer growth advantages to spermatogonial cells, leading to a clonal proliferation in the testis that, in turn, contributes disproportionately to the number of mutant sperm as a man ages [90, 91] . These genes are likely the reason that previous studies focused on select autosomal dominant loci estimated a faster than linear increase of mutations with paternal age [94, 95] . With the exception of a few loci such as these, the available data are consistent with a linear increase of mutations with advancing paternal age [6, 8] , primarily as a result of increased cell division and replication errors. In addition to SNVs, other forms of genetic variation have been assessed for parental origin and association with increased parental age. Similar to SNVs, a strong paternal bias has also been reported for mutations at microsatellites with a paternal to maternal ratio of 3.3:1. Once again, the number of microsatellite mutations increases linearly with paternal age [12] . Parental origin has also been assessed for structural variation, albeit limited to children with developmental delay where parental data were available.
A paternal bias has been observed for large chromosomal rearrangements visible by microscopy, including deletions, duplications, and translocations [96] . Similarly, CNVs (>150 kbp) also have been reported to have a paternal bias, with 90 out of 118 of all de novo CNVs arising on the paternal haplotype (76%; binomial 95% CI = 69%-84%) [22] . This result is driven primarily by mechanisms other than NAHR, where no significant difference is found in the number of events between paternal and maternal origin. Similar to SNVs, the number of non-NAHR CNVs increased with paternal age [22] . So far, the only exception to the rule of paternal origin for new mutations and increase with paternal age is chromosomal aneuploidy, including Down syndrome (trisomy of chromosome 21), where most mutations originate in the maternal germline and the risk of aneuploidy increases exponentially with maternal age (reviewed extensively in [26, 27] ).
New mutations, selection, and human disease There has been much recent interest in identifying de novo mutations that play a role in the development of human disease; knowledge of the patterns of human mutation is critical to the interpretation of these studies. Some broad themes are beginning to emerge. First, it is clear that deleterious de novo mutations contribute significantly to human disease and probably have played a more important role in all diseases than previously anticipated as a result of the super exponential increase in the human population over the past 5000 years [97] [98] [99] . Exome sequencing revealed an increase in the number of de novo loss-of-function SNVs in individuals with autism [15, 16, 100] and schizophrenia [101] . The story is similar for CNVs, where individuals with neurocognitive diseases show an increase in de novo CNVs [79, [102] [103] [104] . Interestingly, individuals with autism in families with multiple affected individuals also show an increased number of de novo CNVs compared with their siblings, even though the multiplex nature of these families would suggest a primarily inherited model of disease [21] .
Given the data that de novo SNVs contribute to disease in combination with an increase in mutation rate with paternal age, there has been considerable discussion regarding the effect of paternal age on disease [105] . However, it is important to consider the potential magnitude of this effect, which is likely to be modest. Even if there are two new mutations per year of paternal age or a doubling of mutations every 16.5 years [6] , most of these new mutations will be neutral and not contribute to disease. These data are consistent with epidemiological data that suggest a modest, albeit significant, increase in prevalence of disease in children from older fathers: there is a twofold increase in relative risk of a child developing autism from a father over 55 years of age when compared with a father less than 29 years of age [106] . The notable exceptions are diseases caused by mutations in spermatogonial selection genes, where the effect of paternal age increases more significantly [91] .
Inferring dates of human evolution
The increasing number of direct analyses in human families has led to discussion aimed at resolving these new rate Figure 4 . Relation between paternal age and de novo mutations. Current fitted models are shown of the increase in single nucleotide variant (SNV) mutations with paternal age from whole-exome and whole-genome sequencing of parentoffspring trios. There is some difference between the studies in regards to the magnitude of this effect, but sample sizes were relatively low and more studies, especially with older fathers, are needed to achieve a more precise estimate. The paternal age is on the x-axis, the left-hand y-axis shows the number of mutations per genome per birth and the right-hand y-axis shows the number of mutations per exome per birth. Exome data from 189 trios yielded an increase of 0.04 exonic mutations per year of paternal age (broken green line) [15] ; the smaller number of mutations compared with the whole-genome studies is consistent with the smaller target (protein-coding exons). Whole-genome data from 78 trios yielded an increase of 2.01 mutations per year (blue) [6] . Whole-genome data from ten families yielded an increase of 1.02 mutations per year (red) [8] .
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estimates with our knowledge of important dates in human evolution. This stems from the fact that the mutation rates calculated directly in human families are approximately half of that calculated based on sequence divergence and fossil record [107, 108] . As a result of these updated mutation rates, generation times in the great ape lineages may be longer than previously thought [107] . Taken together, this pushes divergence times further back, and these dates are more in line with the fossil record in some cases but seem ridiculous in others (see [107, 108] for a detailed discussion). However, if mutation rates calculated from whole-genome sequencing of human families represent a lower boundary as discussed above, then rates from direct and indirect approaches would be more concordant and the lengthening of divergence times would be overestimated. Moreover, there is also considerable uncertainty in terms of the effect of paternal age with respect to ancestral populations, and this may account for some of the difference between direct and indirect estimates of mutation rate. Adding to the complexity, there is good evidence that mutation rates have not remained constant over evolutionary time with a slowdown in hominids, likely a consequence of generational time [9, 109] . Outside of humans, there is little genome-wide data on the extent of this slowdown, even among closely related species.
Concluding remarks
Over the past few years, genomic technologies have made it possible to obtain direct knowledge concerning rates of human mutation. Recent studies are converging on similar SNV mutation rates, quantifying the male mutation bias and its relation with paternal age. The current rate estimate for SNVs likely represents a lower boundary because of biases in next-generation sequencing technology [31, 62] and the stringent filtering required to remove false positive calls. In addition, we have gained new insight into the mutational properties of large CNVs, their regional biases within the genome, and their genomic impact. However, our understanding of the properties of human mutation is far from complete. Many studies have focused on identifying de novo mutations in individuals with disease, and this may introduce biases in our understanding of the natural processes of mutation. Large studies of individuals from relatively healthy families will provide valuable insight into the general patterns of mutation. It also remains unclear how mutation rate increases with paternal age and the number of genes subject to spermatogonial selection. Many of the recent de novo mutations associated with autism have been found in genes potentially important in cell growth and chromatin modification; it is possible that mutations in these also confer growth advantage in the testis. One approach may be to sequence more families with many children or children born from particularly old fathers. It will also be important to sequence DNA from multigeneration families to understand what fraction of new mutations discovered specifically in the blood are transmitted to the next generation. In light of the importance of new mutations in understanding evolution, efforts to sequence genomes from nonhuman primate families should be a high priority to understand how the rate has changed in different lineages. Although discussed briefly, we are still lacking reliable estimates of the mutation rate and the complexity of short indels and smaller CNVs, especially those mapping within SDs. One promising approach would be to use sequencing of large-insert clones to phase long haplotypes fully [110] , which would allow parental origin to be determined for all de novo mutations and enable better interpretation of indels. Understanding the mutation rate of SDs and centromeric satellite sequences will likely require single molecular sequencing with very long reads (>50 kbp) [111, 112] and accurate de novo assembly.
Although we are beginning to understand the pattern of germline mutation, somatic mutation processes are largely unknown outside of cancer studies. Somatic mutations, however, have the potential to contribute to diseases other than cancer and may be subjected to different mutational biases as a result of differences in repair and replication between meiotic and mitotic tissues (reviewed in [113, 114] ). Such mutations can be identified as genetic differences either between tissues from the same donor or differences between monozygotic twins. Given the proportion of the somatic mutation compared with the germline alleles in a population of cells or a tissue sample and with some assumptions, one can currently estimate approximately where in development the mutation occurred [114, 115] . There is compelling evidence that somatic structural variants accumulate with age, likely as a result of an increasing number of replication copy errors [116] . The continued development of single-cell whole-genome sequencing technologies will revolutionize this area of research. It has already enabled analysis of somatic mutations in tumor samples [117] , embryos [118] , and haplotype phasing of individual cells [119] . Its application to sperm and egg will enable the calculation of the true germline mutation rate and provide data on effects of positive and negative selection of mutations within germ cells. Such technologies coupled with advances in genome sequencing will ultimately allow scientists to generate ontogenic maps of mutation tracking the origin and fate of somatic mutations during the development of organisms.
