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Cohomologies of n-simplex relations
I. G. Korepanov, G. I. Sharygin and D.V. Talalaev
Abstract
A theory of (co)homologies related to set-theoretic n-simplex relations
is constructed in analogy with the known quandle and Yang–Baxter (co)ho-
mologies, with emphasis made on the tetrahedron case. In particular, this
permits us to generalize Hietarinta’s idea of “permutation-type” solutions
to the quantum (or “tensor”) n-simplex equations. Explicit examples of
solutions to the tetrahedron equation involving nontrivial cocycles are pre-
sented.
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1 Introduction
n-Simplex equations arose as fundamental equations underlying exactly solvable
models in mathematical physics. First, there appeared the 2-simplex, or triangle,
equation, which is nothing but the famous Yang–Baxter equation (YBE) [7, 8],
and the second to appear was the 3-simplex, or Zamolodchikov tetrahedron equa-
tion (ZTE) [9]. Loosely speaking, n-simplex equations are those representable
graphically with one n-simplex in its left-hand side, and the same n-simplex but
turned “inside out” in its right-hand side. To be more exact, there are quite a
few different types of n-simplex equations, of which important for us here will be:
• quantum, or tensor, equation, or equation relating some products of linear
operators acting in the tensor product of vector spaces. See formula (1)
below for a quantum tetrahedron equation,
• set-theoretic equation, or equation relating the compositions of mappings of
some (usually finite) sets. These compositions act in a suitable Cartesian
product of the mentioned sets. Set-theoretic Yang–Baxter equation was
introduced in [1],
• functional equation. This is almost the same as set-theoretic one, except
that the mappings are not required to be defined everywhere. Typically,
they are given by rational functions. The functional tetrahedron equation
(FTE), together with a rather general scheme giving its solutions, was pro-
posed in [11].
Different kinds of n-simplex equations prove to be closely related to each
other. For instance, FTE appears to provide the most fruitful way for finding
solutions of the quantum tetrahedron equation (QTE). The first example can be
found already in [11]; also, the example [14] with positive Boltzmann weights (so
important for statistical physics) was constructed using the FTE.
Remark. Many more types of n-simplex equations and their classical analogues
can be found in literature. For instance, we can mention the classical Yang–
Baxter equation used in the theory of (classical) solitonic equations. There are
also equations in the direct sum (rather than tensor product) of linear spaces,
see again [11] for a Yang–Baxter direct-sum example, which is also dynamical :
the operators in its l.h.s. and r.h.s. can be different (in contrast with the “usual”
equations, where the operators/mappings are the same, but taken in different
orders). Also, our quantum, set-theoretic and functional equations correspond
to coloring edges around a vertex or, in the dual picture, (n − 1)-faces around
an n-cube (see Section 3 below), while there are also options of coloring faces of
other dimensions. Note in this connection that colors in Zamolodchikov’s original
paper [9] were attached to two-faces.
An n-simplex equation together with operators/mappings making its solution
is called n-simplex relation.
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Besides mathematical physics, n-simplex equations/relations look very impor-
tant for topology. Here it is quite enough to mention the connections between the
Jones polynomial and Yang–Baxter equation, see, for instance, [15] and references
therein.
One direction of searching for new solutions to the n-simplex equations is
suggested, on one hand, by Hietarinta’s permutation-type solutions [5] and, on
another hand, by the quandle cohomology [3] and Yang–Baxter (co)homology [12].
The aim of the present paper is to introduce a similar (co)homological theory
for general n-simplex relations and show how it leads to nontrivial generaliza-
tions of permutation-type solutions. Although we develop a general theory, our
main attention is paid to the tetrahedron case n = 3. Also, the examples of
permutation-type solutions used in this paper are our own.
The organization of the rest of the paper is as follows:
• in Section 2, we introduce various forms of tetrahedron equation,
• in Section 3, we generalize the set-theoretic version to any n-simplex equa-
tion, and study the related “permitted” colorings of a “big-dimensional”
cube,
• in Section 4, we define homologies and cohomologies of n-simplex relations,
based on the mentioned “permitted” colorings,
• and finally, in Section 5, we show how our theory can give nontrivial solu-
tions to a quantum (tensor) tetrahedron equation.
2 Tetrahedron equations
2.1 Quantum, set-theoretic and functional tetrahedron
equations
The tetrahedron equation (TE) arose initially (in one of its versions) in Zamolod-
chikov’s paper [9] where he considered the scattering of straight strings in (2+1)
dimensions. As TE is a higher-dimensional analogue of Yang–Baxter equation,
it is believed to find, similarly to YBE, its applications to solvable models in
statistical physics and quantum field theory; also applications to topology are
likely to be developed.
Quantum (tensor) equation. We write out here, first, the quantum constant
version of TE:
Φ123Φ145Φ246Φ356 = Φ356Φ246Φ145Φ123. (1)
Here both sides are operators in the 6th tensor degree of a linear space V ⊗6; we
write it as
V ⊗6 = V1 ⊗ V2 ⊗ V3 ⊗ V4 ⊗ V5 ⊗ V6,
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where V1, . . . , V6 are six copies of V ; each separate Φijk is a copy of one and
the same linear operator Φ ∈ End(V ⊗3) (hence the name “constant equation”),
acting nontrivially in Vi⊗Vj ⊗Vk, and tensor multiplied by identity operators in
the remaining V ’s.
Equation (1) is represented graphically in Figure 1.
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Figure 1: Graphical representation of the tetrahedron equation. Lines correspond
to vector spaces, dots — to operators Φijk.
Remark. If the space V is finite-dimensional and has a chosen basis — which is
very often the case — then equation (1) can be written in the “coordinate” form.
Each operator Φabc is represented as a tensor with three superscripts and three
subscripts, and the equation reads
Φj1j2j3i1i2i3 Φ
k1j4j5
j1i4i5
Φk2k4j6j2j4i6 Φ
k3k5k6
j3j5j6
= Φj3j5j6i3i5i6 Φ
j2j4k6
i2i4j6
Φj1k4k5i1j4j5 Φ
k1k2k3
j1j2j3
. (2)
In (2), the summation is implied over each pair of coinciding subscript and su-
perscript.
Set-theoretic equation. Our next version of TE is the set-theoretic tetrahe-
dron equation (STTE; compare with set-theoretic YBE [1, 12]). It is defined as
follows: let X be a set; then an STTE on X is
R123 ◦R145 ◦R246 ◦R356 = R356 ◦R246 ◦R145 ◦R123 : X
×6 → X×6, (3)
where Rijk are copies of a map
X ×X ×X
R
−→ X ×X ×X.
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Note that (3) is represented graphically by the same Figure 1 (with Φ changed
to R everywhere), but now we are dealing with the sixth Cartesian, rather than
tensor, degree X×6 of the set X . Of course, the subscripts indicate again the
numbers of copies of X where R is applied nontrivially, while it acts as the
identity map on the other copies, for instance,
R356(a1, a2, a3, a4, a5, a6) =
(
a1, a2, R1(a3, a5, a6), a4, R2(a3, a5, a6), R3(a3, a5, a6)
)
= (a1, a2, a
′
3, a4, a
′
5, a
′
6),
(4)
where
R(x, y, z) =
(
R1(x, y, z), R2(x, y, z), R3(x, y, z)
)
= (x′, y′, z′). (5)
Clearly, if we consider a vector space V whose basis is our set X , then the
map R will generate, in an obvious way, the linear operator Φ = ΦR satisfying (1).
Such Φ is called a permutation-type operator, compare [5]. We will consider such
operators in more detail in Subsection 5.1. On the other hand, there exist much
more general solutions of QTE that cannot be reduced to an STTE.
Functional equation. Our third type of tetrahedron equation is FTE — the
functional tetrahedron equation. This is the same as STTE except that the map-
ping R may be defined “almost everywhere” rather than be a mapping between
sets in the strict sense. Typically, X is in this situation a field like R or C, and
R is a rational function. One popular solution to FTE is the following “electric”
solution:
R(x, y, z) = (x′, y′, z′);
x′ =
xy
x+ z + xyz
,
y′ = x+ z + xyz,
z′ =
yz
x+ z + xyz
.
(6)
We call it “electric” because it comes from the well known star–triangle trans-
formation in electric circuits, see [11].
Remark. We will show in Subsection 5.2 how a genuine bijective map between
sets can be fabricated from the rational mapping (6).
2.2 Interpretation of tetrahedron equation in terms of col-
oring of cube faces
One more way to represent equation (4) graphically is dual to Figure 1 and goes
as follows. Consider a 4-dimensional cube. Its orthogonal projection onto a three-
dimensional space along its (body) diagonal is a rhombic dodecahedron, wherein
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its eight three-dimensional faces become eight parallelepipeds. In this way, our
rhombic dodecahedron turns out to be divided into four parallelepipeds in two
different ways, see Figure 2, where the indices at vertices indicate the vertex
coordinates in R4.
Figure 2: Rhombic dodecahedron, split into parallelepipeds
We now position our rhombic dodecahedron in the three-space in such way
that it will have 6 visible and 6 invisible 2-faces. Paint the visible faces in 6 colors
a1, . . . , a6 from the set X as shown in the upper part of Figure 3 (where a flat
projection of rhombic dodecahedron is pictured, in the shape of regular octagon).
Consider one of two partitionings of the rhombic dodecahedron into paral-
lelepipeds, depicted in Figure 2. As we see, the colors of three front (visible)
faces of one parallelepiped in this partitioning are a1, a2, a3. Color then its three
remaining faces with colors a′1, a
′
2, a
′
3 (obtained from a1, a2, a3 by applying the
mapping R, compare (5)) respectively. Now there has appeared a parallelepiped
whose three visible faces are colored with a′1, a4, a5, while its three invisible faces
are not yet colored. We color them in (a′′1, a
′
4, a
′
5) = R(a
′
1, a4, a5), and so on.
This process is represented in the left column in Figure 3 (the already used
faces are not pictured). We could, however, begin the process from the paral-
lelepiped whose visible faces have colors a3, a5, a6, and thus obtain the sequence
of transformations in the right column. It is not hard to see that the tetrahedron
equation states exactly that the final result — the coloring of the invisible part
of the rhombic dodecahedron surface (shown below in Figure 3) — is the same
6
Figure 3: One more graphical representation of the tetrahedron equation — dual
to Figure 1
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in both cases. Besides, if we consider the coloring of all the involved 2-faces,
including those which we used in passing, we get the coloring of all 2-faces of the
tesseract (i.e., four-dimensional cube) meeting the condition that, for any 3-face,
the coloring of its three “back” faces is obtained by applying the mapping R onto
the colors of three “front” faces.
Note also that we could write, instead of our equation (3), any other equa-
tion obtained from it using index permutations. Indeed, the group S6 acts on
the Cartesian product X×6 by permutations and, clearly, the conjugation by an
element σ ∈ S6 preserves the structure of equation (3). We call below any such
equation tetrahedron equation.
3 General n-simplex relations and colorings of
N-cube faces
Both Yang–Baxter and tetrahedron relations are particular cases of their natu-
ral generalization — the n-simplex relation. In this Section, we first do some
preparatory work in Subsection 3.1. Then we define the n-simplex relation, in its
set-theoretic version, in Subsection 3.2. This goes in the style of Subsection 2.2
— using face colorings of a cube. Finally, we investigate some specific colorings
of (n− 1)-faces in a cube of “big” dimension N in Subsection 3.3.
3.1 Cube in space RN and its faces
Consider the cube IN in the N -dimensional space RN ∋ (x1, . . . , xN ). By defini-
tion, IN is given by the following system of inequalities:

0 ≤ x1 ≤ 1,
. . . . . . . . . . .
0 ≤ xN ≤ 1.
Any face fk ⊂ I
N of dimension k, or simply k-face, 0 ≤ k ≤ N , will be specified,
in the spirit of paper [2], by a sequence τk of N symbols 0, 1 or ∗ (in [2], the
symbol x was used instead of our asterisk). This means, by definition, that fk is
determined by the following system of equalities and inequalities in RN :

xi = 0 for all i such that the i-th term is 0,
xi = 1 for all i such that the i-th term is 1,
0 ≤ xi ≤ 1 for all i such that the i-th term is ∗ .
Clearly, the total number of asterisks in such sequence is k. For instance, the
origin of coordinates is given by the sequence (0 0 0 . . . 0), while the whole cube IN
— by the sequence (∗ ∗ ∗ . . . ∗).
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We will consider the set-theoretic n-simplex equation, 2 ≤ n < N . For this
equation, faces of dimensions n − 1, n and n + 1 will be of special importance.
Let an n-face fn be given by a sequence τn of N elements 0, 1 or ∗, as described
above. Any (n − 1)-subface gn−1 ⊂ fn is determined by the same sequence τn,
but with one more asterisk replaced by a digit, i.e., with the equation
xjk = 0 or 1 (7)
in place of the corresponding inequality.
Denote the numbers of positions of asterisks in sequence τn as j1 < · · · < jn.
Then, put alternating zeros and unities in correspondence to these numbers, that
is, introduce the quantities
κj1 = 0, κj2 = 1, κj3 = 0, etc.
Definition 1. If the r.h.s. of equation (7) coincides with κjk , then the face gn−1
is called incoming for fn; if not, it is called outgoing.
The motivation for this definition will become clear when we introduce the
set-theoretic n-simplex equation in Subsection 3.2. Note that any n-face of cube
IN , N > n, has 2n subfaces of dimension (n− 1), of which n are incoming and
n are outgoing.
Definition 2. For an (n− 1)-face gn−1 ⊂ IN , its order ord gn−1 is the number of
n-faces fn containing it, gn−1 ⊂ fn ⊂ IN , and such that gn−1 is incoming for fn.
Next comes one more important definition:
Definition 3. An (n−1)-face is called absolutely incoming if it has the maximal
possible order N − n + 1, i.e., it is incoming for all n-faces containing it. An
(n− 1)-face of order 0 is called absolutely outgoing.
Lemma 1. The N-cube has exactly
(
N
n−1
)
absolutely incoming, as well as
(
N
n−1
)
absolutely outgoing, (n− 1)-faces.
Proof. We call any collection of n − 1 basis vectors in RN (n − 1)-direction.
Clearly, any (n − 1)-face in N -cube is parallel to exactly one (n − 1)-direction;
there are
(
N
n−1
)
such directions, and there are 2N−n+1 faces parallel to a given
(n− 1)-direction.
We are going to show that, for any (n− 1)-direction, there exists exactly one
absolutely incoming (or absolutely outgoing) (n − 1)-face parallel to it. Indeed,
a face is parallel to a direction ei1 , . . . , ein−1 provided the asterisks ∗ in the corre-
sponding sequence τn−1 stand at the positions i1, . . . , in−1 (and only there). Any
n-face containing a given (n− 1)-face is characterized by the fact that the corre-
sponding sequence τn has, in addition to the asterisks in τn−1 (sequence for the
mentioned (n−1)-face), one more asterisk that can stand at any of the remaining
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N−n+1 positions. The condition that a given (n−1)-face is incoming (or outgo-
ing) for an n-face containing it, determines unambiguously the symbol standing
in τn−1 at the position of the “extra” asterisk in τn. Thus, the sequence τn−1 is
restored unambiguously from the set of indices i1, . . . , in−1 and the condition of
being absolutely incoming (or outgoing).
3.2 The n-simplex equation and its geometrical meaning
We are going to give a “geometrical” definition of n-simplex equation, in analogy
with that for tetrahedron equation in Subsection 2.2. We start with the definition
of coloring of the N -cube.
Definition 4. Coloring of (n− 1)-faces in cube IN is a mapping from the set of
these faces into a fixed finite set X — color set. We call a coloring of (n−1)-faces
(n−1)-coloring or even simply coloring, if the value of n is clear from the context.
Now choose an arbitrary n-face fn ⊂ I
N ; it contains n incoming and n out-
going (n− 1)-faces (see Definition 1 and the following Remark). So, a coloring of
either all incoming or all outgoing faces is given by an element of the Cartesian
degree X×n.
Definition 5. Set-theoretic R-operator is a mapping
R : X×n → X×n
producing the colors of outgoing (n−1)-faces in fn if the colors of incoming faces
are given.
With such an operator, we define special colorings of a “big” cube:
Definition 6. Permitted coloring of (n − 1)-faces in the cube IN with respect
to a given R-operator is a coloring where the colors of outgoing faces in any n-
(sub)cube fn ⊂ I
N are obtained from the “incoming” colors using the operator R.
For the set of permitted colorings to be non-empty, conditions on different
n-faces must not contradict each other. It turns out that just one condition
on the R-operator is enough for this, and this is exactly what we will call the
set-theoretical n-simplex equation.
To introduce this equation, consider an (n+1)-cube In+1. Build the following
directed graph, which we will call Gn+1: first, take all n-faces of I
n+1 as its
vertices. Then, consider those (n− 1)-faces that are outgoing for one n-face and
incoming for another, and take them as the graph Gn+1 edges, joining the two
mentioned n-faces and directed from the first of them to the second. It turns
out that Gn+1 consists of two n-simplices, one of them “turned inside out” with
respect to the other (compare Figure 1), as the following theorem states. We
continue to use the notations introduced in Subsection 3.1, writing the faces
of In+1 as sequences of n + 1 symbols 0, 1 or ∗.
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Theorem 1. Graph Gn+1 consists of two connected components, each being an
n-simplex. To one of them — we will call it the left-hand-side component —
belong the n-faces (graph vertices) having zero at an odd position or unity at an
even position:
(0 ∗ ∗ ∗ . . . ∗), ( ∗ 1 ∗ ∗ . . . ∗), (∗ ∗ 0 ∗ . . . ∗), . . . . (8)
The rest of n-faces, i.e.,
(1 ∗ ∗ ∗ . . . ∗), ( ∗ 0 ∗ ∗ . . . ∗), (∗ ∗ 1 ∗ . . . ∗), . . . , (9)
belong to the other component, called the right-hand-side component.
Moreover, let us say that a < b for two vertices a, b ∈ Gn+1 if one can get
from a to b along (a sequence of) directed edges. Then < makes a linear order
on any of the connected components, namely,
(0 ∗ ∗ ∗ . . . ∗) < ( ∗ 1 ∗ ∗ . . . ∗) < (∗ ∗ 0 ∗ . . . ∗) < . . . (10)
in the l.h.s., and
(1 ∗ ∗ ∗ . . . ∗) > ( ∗ 0 ∗ ∗ . . . ∗) > (∗ ∗ 1 ∗ . . . ∗) > . . . (11)
in the r.h.s.
The simplest example — graph G3, consisting of two triangles — is pictured
in Figure 4.
Proof. Consider the set (8) of graph Gn+1 vertices. There are clearly n + 1 of
them. First, we show that, for any two of them, call them a and b, if b is to the
right of a in (8) (although not necessarily its nearest neighbor!), then there exists
an edge joining a and b directly and pointing from a to b. Indeed, one can check
that the intersection of n-faces a and b is exactly an (n− 1)-face outgoing for a
and incoming for b— this becomes an easy exercise if we note that the sequences
in (8) and their (n − 1)-faces are obtained from the sequence (0 1 0 1 . . . ) by
replacing all the symbols, except one or two, with ∗, and then directly apply
Definition 1.
So, restricting the set of vertices to those in (8) and considering only edges
joining these vertices, we have an n-simplex, as desired. Similar reasoning is
valid, of course, also for the set (9).
What remains to prove is that there are no more edges (that would join the
two already obtained n-simplices). Indeed, taking now n-face a from (8) and
n-face b from (9) (obtained from the sequence (0 1 0 1 . . . ) or, respectively,
(1 0 1 0 . . . ) by replacing all the symbols, except one, with ∗) and applying
again Definition 1, one can check that a ∩ b is either incoming or outgoing for
both a and b.
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Figure 4: Incoming and outgoing edges in cube I3. Sequences encoding edges are
written near the corresponding arrows; graph vertices denote 2-faces.
Definition 7. Set-theoretic (constant) n-simplex equation on a color set X is
the following equality between two compositions of R-operators, acting in the
increasing order (from right to left!) in the sense of (10) and (11):
· · · ◦R(∗∗0∗...∗) ◦R(∗1∗∗...∗) ◦R(0∗∗∗...∗) = R(1∗∗∗...∗) ◦R(∗0∗∗...∗) ◦R(∗∗1∗...∗) ◦ · · · . (12)
Each R is a copy of the same R-operator but acting on the colors within the
n-face in its subscript.
Remark. Thus, the l.h.s. of the set-theoretic n-simplex equation corresponds
graphically to the left-hand-side component of Gn+1, and the r.h.s. similarly to
the right-hand-side component.
The following geometric interpretation can also be given to the definitions in
this Subsection.
We define the orientation of any k-face in cube IN , assuming that its edges
go along the axes xj1 , . . . , xjk , with j1 < · · · < jk, as follows: it is determined by
the k-tuple ej1 , . . . , ejk of unit vectors going along these axes and taken exactly
in this order of increasing indices. To be more exact, we identify ej1 , . . . , ejk with
the standard basis f1, . . . , fk in R
k, and thus carry over the standard orientation
of Rk onto the face. Any subface I l ⊆ Ik ⊆ IN gets thus two orientations: one
from IN and one from Ik; these orientations, of course, coincide.
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As RN has its standard orientation as well, choosing face orientation is equiv-
alent to choosing an orientation in the complementary space. Below we assume
that we compose the basis in RN , taking first the vectors ej1 , . . . , ejk , and then the
basis in the complementary space; this must give the correct orientation of RN .
In particular, if k = N − 1, then the face orientation is equivalent to choosing a
direction of the normal to the face. As the orientations of opposite faces clearly
coincide, we see that one half of normals to the n-faces of (n+ 1)-cube look into
that cube, while the other half look outside. We then say that faces looking
inside correspond, by definition, to the l.h.s. of our equation, while those looking
outside — to the r.h.s.
Then, we define, for every n-face (recall that it must correspond to one R-
operator) its incoming and outgoing (n−1)-faces. We do it along the same lines as
in the previous paragraph: those whose normals (drawn within the n-face under
consideration) point inside are incoming, while the rest are outgoing. Important
is that the orientations of all n-faces in either side of our equation are obviously
consistent ! And this means that if an (n−1)-face is common for two n-faces, then
it is incoming for one of them and outgoing to the other. It is not hard to check
that this way we can come to the definition of n-simplex equation equivalent to
the above.
3.3 Partial order on n- and (n− 1)-faces
The main result of this Subsection is the following theorem, forming the basis for
homological constructions in Section 4.
Theorem 2. Assume that X is a set, equipped with an operation R : X×n →
X×n, for which the n-simplex equation holds. Then for every X-coloring of ab-
solutely incoming (n − 1)-faces of IN there is a unique permitted X-coloring of
all (n− 1)-faces of the N-cube.
Proof. Consider the following directed (i.e every edge bears “an arrow”) graph
ΓN : its vertices correspond to n-dimensional and (n − 1)-dimensional faces of
the cube IN (we shall denote them fn and fn−1 respectively). An edge of ΓN
connects an n-face fn with an (n− 1)-face fn−1 iff fn−1 ⊂ fn; it is directed from
fn, if fn−1 is an outgoing face for fn, and it is directed towards fn if fn−1 is an
incoming face; there are no other edges. We shall prove two important properties
of this graph:
Lemma 2. There are no oriented cycles in ΓN (loosely speaking, you cannot
return to the starting point, if you follow the arrows of the graph).
Proof. Consider a point, “traveling” along the edges of the graph ΓN . One can
describe the steps of such “travel” as follows:
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• when you move from an n-face to an (n − 1)-face you replace one of the
stars ∗ in the corresponding sequence τ by 1 or 0, depending on whether
the star was on an odd or even place in the set of stars inside τ , when you
count from the left;
• when you move from an (n − 1)-face to an n-face you replace one of the
digits in τ by the star ∗; the digit should be by 1 or 0, depending on whether
the new star takes an even or odd place in the set of stars inside τ , when
you count from the left.
Assume that we have made several steps of the sort we have just described:
τ = τ1 → τ2 → · · · → τp. We can regard this process as a chain of changes within
the same sequence τ . Suppose, that in the end all the “stars” in the sequence τ
are at their original places, i.e. that the places, occupied by symbols ∗ in τ1 and
in τp are the same (we don’t assume anything about the rest of the sequence). In
particular, the corresponding faces have the same dimension.
Let i be the leftmost position in the sequence τ1 = τ , which changed at least
once in the process of transformations (i.e. all the symbols on the left from i in
all sequences τ1, . . . , τp coincide). We can assume that the number of stars on
the left of i is even (the odd case can be treated similarly). Now, if we replace a
star by a digit at the i-th place, this digit should be equal to 1; if a digit at i is
replaced by star, then the digit should be equal to 0. Thus it is evident that we
cannot return back to τ in this way.
Lemma 2 means that the graph ΓN induces a partial order on the set of all
n-dimensional and (n− 1)-dimensional faces of the cube.
Lemma 3. Let N = n+1. Then in an (n+1)-dimensional cube every absolutely
incoming (n−1)-face precedes every absolutely outgoing (n−1)-face (in the sense
of the partial order given by ΓN).
Proof. Let an absolutely incoming face fn−1 be determined by the following sys-
tem {
xi = κi,
xj = κj ,
where
i < j, (13)
and let κi and κj be the numbers 0 or 1, chosen in accordance with the condi-
tions of Lemma 1; that is κi and κj are at the i-th and the j-th places in the
corresponding sequence τn−1, and all the other symbols in τn−1 are ∗.
Similarly, consider the system, which determines an absolutely outgoing face hn−1:{
xk = λk,
xl = λl,
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where
k < l, (14)
and λk and λl are 0 or 1, depending on their position (see Lemma 1).
We are going to find an “intermediate” face gn−1, such that fn−1 ≺ gn−1 ≺
hn−1 in the partial order, determined by ΓN . Moreover, the face we shall choose
is such, that the corresponding path from fn−1 to hn−1 in ΓN passes through only
two n-faces and through only one intermediate (n − 1)-face, gn−1. To do this,
observe that since we have i < j and k < l, we see that either i < j or k < j.
Now, if i < l, then gn−1 is given by the system{
xi = κi,
xl = λl,
and if k < j, it is determined by {
xk = λk,
xj = κj.
The fact that the conditions, mentioned above hold, can be checked by direct
inspection.
It follows from Lemma 2 that one can always extend an arbitrary coloring of
absolutely incoming (n − 1)-faces of a cube to a coloring of all its (n− 1)-faces,
using the operator R on n-faces (although this continuation can be contradictory
in the sense, that the same (n−1)-face can be painted in several different colors).
Indeed, starting from any (n − 1)-face of IN and moving against the arrows of
ΓN we can always get to an absolutely incoming face of the big cube, since the
number of (n− 1)-faces is finite, and there are no cycles. More accurately, a face
f 0n−1 cannot be painted in this way if and only if every n-face g
1
n for which f
0
n−1 is
outgoing, contains an incoming (n−1)-face f 1n−1, which cannot be painted either.
We can choose such face f 1n−1 and repeat the same reasoning for it. This process
can stop only if at some step k we get to a face fkn−1, which is not outgoing for any
n-face of the cube. Thus this face is absolutely incoming, and hence it has been
painted by our assumption. Reverting this process we find a way to color f 0n−1.
It is clear that this color can depend only on the sequence f 0n−1, f
1
n−1, . . . , f
k
n−1
and is otherwise uniquely defined.
Let us now prove by induction on the given ordering of (n − 1)-faces, that
the procedure, described above, does not bring up contradictions, i.e. colors of
(n − 1)-faces do not depend on the choice of sequence f 0n−1, f
1
n−1, . . . , f
k
n−1. The
base of induction corresponds to absolutely incoming faces, which are all colored
by assumption. To prove the inductive step, consider an (n − 1)-face hn−1 for
which all preceding (n−1)-faces are colored. The face hn−1 is outgoing for several
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n-faces. We shall show, that the R-operator on all these faces induce the same
color on hn−1.
It is enough to do this for any two n-faces containing hn−1, so let fn ⊃ hn−1
and gn ⊃ hn−1. Then fn and gn determine a unique (n + 1)-face I
n+1 ⊆ IN ,
such that In+1 ⊃ fn, I
n+1 ⊃ gn. The face hn−1 is an absolutely outgoing one
with respect to In+1. On the other hand, all absolutely incoming faces of In+1
precede hn−1 (see Lemma 3), and hence are consistently colored by inductive
assumption (in fact, all the faces, preceding hn−1 in I
n+1 are colored). Hence, by
the n-simplex equation, the color of hn, induced from fn and gn are the same.
4 Homologies and cohomologies of n-simplex re-
lations
Let (X,R) be a solution of the set-theoretic n-simplex equation (STSn equation
for short); here X is a set, equipped with an operation R : X×n → X×n, for
which holds the equality (12). In this section we define a new (co)homology
theory, which we call the n-simplicial (co)homology, of which a particular case
is tetrahedral (co)homology. Our construction is a direct generalization of the
Yang-Baxter (co)homology theory, see [12].
4.1 Definition of n-simplicial (co)homology
As we have explained (see section 3.2 for details), the geometric meaning of the
set-theoretic n-simplex equation can be expressed in the terms of colorings of
(n − 1)-dimensional faces of a (n + 1)-cube. Coupled with the construction of
Yang-Baxter (co)homology (see [12]), this brings us to the following definitions.
We fix the solution (X,R) of the set-theoretic n-simplex equation. Let Cn−1(IN)
denote the set of all (n − 1)-faces of the N -cube, N ≥ n − 1. As before, we
shall say, that a (permitted) (n− 1)-coloring of an N-cube in X colors is a map
c : Cn−1(IN) → X , such that for every n-face fn ⊂ I
N , colors of its outgoing
(n−1)-faces are equal to the values of R on the colors of incoming n−1-faces; i.e.
if (Cout1 (fn), . . . , C
out
n (fn)) are incoming and (C
in
1 (fn), . . . , C
in
n (fn)) are outgoing
faces of the n-face fn, then
(c(Cout1 (fn)), . . . , c(C
out
n (fn))) = R(c(C
in
1 (fn)), . . . c(C
in
n (fn))).
We shall denote the set of all such colorings by Cn(N, X).
Now we can define the complex of n-simplicial homology of (X,R) with co-
efficients in a ring k. In what follows we shall usually take k to be the field of
real or complex numbers, and when no contradiction can occur, drop k from our
notation.
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Definition 8. The complex of n-simplicial homology of (X,R) with coefficients
in k is the graded vector space
C∗((X,R), n) =
⊕
N≥n−1
k · Cn(N, X),
where k ·CN(X, n) is a free k-module, spanned by the set of all permitted (n−1)-
colorings of the cube IN . The differential dN : CN((X,R), n)→ CN−1((X,R), n)
of C∗((X,R), n) is given by the formula
dn(c) =
n∑
k=1
(
dfkc− d
r
kc
)
,
where dfkc (respectively d
r
kc) denotes the restriction of coloring c on the k-th front
(respectively, rear) N−1-dimensional face of the cube IN , which we identify with
IN−1 in an evident way.
Recall that in topology one says that a face (∗ ∗ . . . 0 ∗ . . . ∗) is a front
face, and a face (∗ ∗ . . . 1 ∗ . . . ∗) is a rear face of the cube IN . The equality
dN−1dN = 0 is an easy consequence of the fact, that result of restriction of a
coloring from a face of IN to a subface does not depend on the order in which
the restrictions are made.
Definition 9. The n-simplicial homology of (X,R) is the homology of the com-
plex C∗((X,R), n); we shall denote this homology byH∗((X,R), n; k) (orH∗(X, n),
dropping the R-operator and coefficients from notation).
Dually, n-simplicial cohomology of (X,R) is the homology of dual cochain
complex C∗((X,R), n):
C∗((X,R), n) =
⊕
N≥n−1
CN((X,R), n),
where
CN((X,R), n) = Hom (CN((X,R), n), k),
with dual differential. It will be denoted by H∗((X,R), n; k), or simply H∗(X, n).
In the case n = 2 the n-simplex equation turns into the (set-theoretic) Yang-
Baxter equation. In this case the definition we give reproduce the definition of
Yang-Baxter (co)homology given in [12]. If n = 3 we shall call the corresponding
homology and cohomology tetrahedral.
The problem to compute n-simplicial (co)homology in a generic case seems to
be quite a non-trivial one (c.f. the formulas for the differential in low dimensions,
see section 4.2). The following observation can be of some use for this: the
complex C∗((X,R), n), defined here, is a subcomplex inside the chain complex
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C˜∗(X), spanned by all possible (not necessary permitted) (n− 1)-colorings of I
N
into X colors:
C˜N(X) = k ·X
Cn−1(IN ).
The differential d˜ is given by the same formula as above. One can say, that
C∗((X,R), n) is cut from C˜∗(X) by the n-simplex equation. The homology of
C˜∗(X) on the other hand is easy to compute: choose a “zeroth” color x0 ∈ X ;
the operation, which sends an (n− 1)-coloring c of IN to the (n− 1)-coloring c′
of IN+1, given by ascribing the color x0 to all “extra” (n − 1)-faces, is a chain
homotopy between the identity and the “smothering” operation, which sends all
the colors to x0. Thus the homology of C˜∗(X) are equal to the homology of the
complex C˜∗(x0), spanned by the colorings, in which all colors coincide with x0.
This homology is evidently equal to k in all dimensions.
Let us make one more remark: the complex C˜∗(x0) coincides with the well-
known topological object: the unreduced singular cubical complex of the point.
In Topology this complex is usually normalized (see [13]) so that its homology
would coincide with the usual simplicial homology of the point. In the terms
of the quasi-isomorphic complex C˜∗(X), the normalization consists of passing to
the quotient complex C˜♯∗(X) = C˜∗(X)/Cˇ∗(X), where Cˇ∗(X) is the subcomplex,
spanned by the colorings of IN with a pair of identically-colored (N − 1)-faces.
In a similar way we can consider normalized n-simplicial homology :
Definition 10. Normalized n-simplicial homology is the homology of the nor-
malized chain complex
C♯∗(X, n) = C∗(X, n)/C∗(X, n)
⋂
Cˇ∗(X);
we shall denote it by H♯∗(X, n). Dually one can define the normalized n-simplicial
cohomology, denoted by H∗♯ (X, n).
4.2 Low-dimensional examples
It follows from Theorem 2 that every permitted (n−1)-coloring of IN is uniquely
determined by colors of the absolutely incoming (n − 1)-faces. This can be
rephrased as follows:
Theorem 3. The space CN(X, n) has a base, indexed by the colorings of the set
of absolutely incoming (n − 1)-faces into X colors, i.e. by the set X×(
N
n−1
). In
particular, if X is finite, then
dimCN(X, n) = |X|
( N
n−1
).
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In a generic situation, the differential of C∗(X, n) is expressed by a rather
complicated formula in the terms of the base, mentioned in Theorem 3. We shall
confine ourselves to giving the formulas in low dimensions and for n = 3, i.e. for
tetrahedral homology and cohomology. Formulas for other n are similar.
N = 2, 3. In dimensions 2 and 3 the complex C∗(X, 2) is very simple:
C2(X, 2) = k ·X,
C3(X, 2) = k ·X
×3.
Let a, b and c be the colors of absolutely incoming 2-faces of a 3-cube; we
shall denote the corresponding 2-coloring of a three-dimensional cube by (a, b, c).
Similarly (a) will mean the coloring of a square by the color a. In this notation
the differential is
d3((a, b, c)) = (a) + (b) + (c)− (R1(a, b, c))− (R2(a, b, c))− (R3(a, b, c)).
N = 3, 4. By Theorem 3,
C4(X, 2) = k ·X
6, since
(
4
2
)
= 6.
As before we shall denote by (a1, a2, a3, a4, a5, a6) the 2-coloring of I
4, correspond-
ing to the colors a1, a2, a3, a4, a5 and a6 on absolutely incoming faces. Then the
differential d4 : C4(X, 2)→ C3(X, 2) is given by (c.f. figure 1):
d4(a1, a2, a3, a4, a5, a6) = (a1, a2, a3) + (a3, a5, a6)
− (R1(a1, R2(a2, a4, R3(a3, a5, a6)), R2(a3, a5, a6)),
R1(a2, a4, R3(a3, a5, a6)), R1(a3, a5, a6))
− (R3(a1, a2, a3), R3(R1(a1, a2, a3), a4, a5),
R3(R2(a1, a2, a3), R2(R1(a1, a2, a3), a4, a5), a6))
+ (a1, R2(a2, a4, R3(a3, a5, a6)), R2(a3, a5, a6))− (a2, a4, R3(a3, a5, a6))
+ (R2(a1, a2, a3), R2(R1(a1, a2, a3), a4, a5), a6)− (R1(a1, a2, a3), a4, a5).
Note that dualization of this formula yields the following description of tetra-
hedral 3-cocycles: they are the maps f : X×3 → k, vanishing on the image of
d4:
f(a1, a2, a3)− f(R1(a1, a2, a3), a4, a5)
+ f(R2(a1, a2, a3), R2(R1(a1, a2, a3), a4, a5), a6)
− f(R3(a1, a2, a3), R3(R1(a1, a2, a3), a4, a5),
R3(R2(a1, a2, a3), R2(R1(a1, a2, a3), a4, a5), a6))
= −f(a3, a5, a6) + f(a2, a4, R3(a3, a5, a6))
− f(a1, R2(a2, a4, R3(a3, a5, a6)), R2(a3, a5, a6))
+ f(R1(a1, R2(a2, a4, R3(a3, a5, a6)), R2(a3, a5, a6)),
R1(a2, a4, R3(a3, a5, a6)), R1(a3, a5, a6)).
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In the notation of formula (5), this equality shrinks to
f(a1, a2, a3)− f(a
′
1, a4, a5) + f(a
′
2, a
′
4, a6)− f(a
′
3, a
′
5, a
′
6) =
= −f(a3, a5, a6) + f(a2, a4, a
′
6)− f(a1, a
′
4, a
′
5) + f(a
′
1, a
′
2, a
′
3).
Below we shall make use of the following multiplicative form of this equation:
put
ϕ(a, b, c) = e(−1)
εf(a,b,c),
where ε = (−1)#
′
(#′ is the number of “primed” arguments on the left and 1
plus this number on the right), then ϕ is cocycle iff
ϕ(a1, a2, a3)ϕ(a
′
1, a4, a5)ϕ(a
′
2, a
′
4, a6)ϕ(a
′
3, a
′
5, a
′
6)
= ϕ(a3, a5, a6)ϕ(a2, a4, a
′
6)ϕ(a1, a
′
4, a
′
5)ϕ(a
′
1, a
′
2, a
′
3).
(15)
In the same notation, ϕ is cohomologous to 0, iff
ϕ(a, b, c) =
ψ(a)ψ(b)ψ(c)
ψ(a′)ψ(b′)ψ(c′)
(16)
for some ψ : X → k.
The introduced notion of cocycle looks productive: there do exist nontrivial
cocycles. This will be shown in Subsection 5.3, see Lemma 7. Right now, we
observe that both the 3-cocycle relation (15) and 3-coboundary relation (16)
make sense also for the FTE with R being a rational mapping such as (6). So
we can generalize (at least) the notions of 3-cocycle and 3-coboundary onto the
case of FTE, and the following lemma shows that, indeed, there exist interesting
cocycles in the electric case.
Lemma 4. Consider the electric solution (6) to tetrahedron equation Φ: (a1, a2, a3) 7→
(a′1, a
′
2, a
′
3). For this case, the following expressions, as well as the product of them
raised in any integer degrees, are 3-cocycles of the tetrahedral complex:
c1(a1, a2, a3, a
′
1, a
′
2, a
′
3) = a2,
c2(a1, a2, a3, a
′
1, a
′
2, a
′
3) = a
′
2.
(17)
Proof. Direct calculation.
5 Solutions to quantum tetrahedron equations
obtained from nontrivial cocycles
The n-simplicial homologies and cohomologies introduced above are expected to
find many applications in topology, theory of dynamical systems, and other parts
of mathematics. Below we present an example of how the notion of cocycle can be
applied to obtaining new solutions to the QTE (quantum tetrahedron equation).
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5.1 Cocycles and solutions to QTE
If R is a solution to STTE on a finite set X , then there is a canonical construction
of a solution to QTE on V = k[X ] — the space of functions on X taking values
in a field k. In this space, we introduce the basis {ex}x∈X . Consider the linear
mapping in V × V × V defined as follows:
Φ(ex ⊗ ey ⊗ ez) := ex′ ⊗ ey′ ⊗ ez′ where (x
′, y′, z′) = R(x, y, z). (18)
We have then the following simple lemma:
Lemma 5. If R is a solution to STTE, then Φ is a solution to QTE.
Proof. First, as Φ acts in the very same manner as R on basis vectors ex⊗ey⊗ez ∈
V ×V ×V , both sides of QTE also act in the same way on all basis vectors in V ×6.
Second, this equalness is extended onto the whole V ×6 by linearity.
Solutions like this Φ are called permutation-type solutions, see [5].
Definition 11. Two solutions Φ and Φ′ to the quantum constant tetrahedron
equation are called equivalent if they can be obtained from one another by a con-
jugation with the tensor product of three copies of some (invertible) operator A,
each copy acting in its own copy of V :
Φ′ = (A⊗ A⊗ A) Φ (A⊗A⊗A)−1. (19)
We are going to generalize the permutation-type solutions as follows:
Theorem 4. (a) If R is a solution to STTE, and ϕ is a multiplicative cocycle
(i.e., (15) holds), then the operator determined by
Φϕ(ex ⊗ ey ⊗ ez) = ϕ(x, y, z)ex′ ⊗ ey′ ⊗ ez′ (20)
also is a solution to QTE.
(b) If ϕ and ϕ′ are two cohomologous cocycles, then the corresponding oper-
ators Φϕ and Φϕ′ are gauge equivalent and, moreover, (matrix of) operator A
in (19) is diagonal.
Proof. (a) Again, like in Lemma 5, both sides of QTE act in the same way on all
basis vectors in V ×6. This time, the resulting basis vectors acquire (in contrast
with situation in Lemma 5) some nontrivial multipliers, but these coincide in
both sides, due to the equalities (15).
(b) If ϕ and ϕ′ are cohomologous, then, according to (16),
ϕ(x, y, z)
ϕ′(x, y, z)
=
ψ(x)ψ(y)ψ(z)
ψ(x′)ψ(y′)ψ(z′)
Replacing ϕ with ϕ′ in (20), we get thus:
Φϕ′
(
ψ(x)ex ⊗ ψ(y)ey ⊗ ψ(z)ez
)
= ϕ(x, y, z)ψ(x′)ex′ ⊗ ψ(y
′)ey′ ⊗ ψ(z
′)ez′. (21)
And comparing now (21) with (20), we see that (19) indeed holds, with diagonal
A : ex 7→ ψ(x)ex.
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5.2 Avoiding the singularities in electric solution
The electric solution (6) to FTE
R(x, y, z) = (x′, y′, z′);
x′ =
xy
x+ z + xyz
,
y′ = x+ z + xyz,
z′ =
yz
x+ z + xyz
is not, generally speaking, a solution to STTE, because of possible singularities.
Remarkably, there is a possibility to avoid these singularities by taking a special
color set X . Consider the residue ring Z/pkZ, where p is either a prime number
of the form p = 4l+1, or p = 2, and k is an integer ≥ 2. For such p, the Legendre
symbol
(
−1
p
)
= 1, that is, there exists a square root of −1 in Z/pZ. We fix
one such square root and call it ε ∈ Z/pZ. Our X will be the following subset
of Z/pkZ:
X = {x ∈ Z/pkZ : x = ε mod p}. (22)
Lemma 6. The electric mapping (6) restricts correctly to a bijection of set X ×
X ×X onto itself.
Proof. First, we note that
y′ mod p = ε+ ε+ ε3 = ε,
as required. As y′ also coincides with the denominator in the expressions for both
x′ and z′, and clearly
ε 6= 0 mod pk, (23)
the division in those expressions goes without trouble. We then see that x′
mod p = z′ mod p = ε as well.
Recall that we agreed to take field R or C as our ring k of coefficients (Sub-
section 4.1, paragraph before Definition 8). What remains is to make from our
expressions (17) multiplicative k-valued cocycles. To this end, we can observe
that all elements in X are invertible (according to (22) and (23)), and apply to
expressions (17) any homomorphism
η : (Z/pkZ)∗ → k∗ (24)
of groups of invertible elements in our rings.
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5.3 Examples
Example 1. Consider the case Z/25Z, and fix ε = 2. Introduce a coordinate n
on the set X so that x = 2 + 5n, where x ∈ X and n takes values n = 0, . . . , 4,
identified with elements in Z/5Z. To be more exact, below in (26)
x = 2 + 5n1, y = 2 + 5n2, z = 2 + 5n3. (25)
In these notations, the electric transformation takes the form
R(n1, n2, n3) = (n1 + 2n2 − 2, 2− n2, n3 + 2n2 − 2). (26)
The multiplicative group (Z/25Z)∗ is a cyclic group of order 20. So, if we choose
k = C, then there are 20 possible homomorphisms η (24). The expressions (17)
yield the following cocycles:
η(y) = η(2 + 5n2) and η(y
′) = η
(
2 + 5(2− n2)
)
. (27)
Lemma 7. There are nontrivial — not being a coboundary — cocycles among
those in (27).
Proof. Take n2 = 1 and arbitrary n1 and n3 in (26). Then (26) gives (n
′
1, n
′
2, n
′
3) =
(n1, n2, n3), hence also (x
′, y′, z′) = (x, y, z), and formula (16) gives value 1 if our
cocycle is a coboundary. But, according to the second formula in (25), y = y′ = 7,
and there obviously exist homomorphisms η such that η(7) 6= 1.
Example 2. A different example of the construction in Subsection 5.2 arises if
we take the set of odd elements in the ring Z/2kZ as our finite set X , and restrict
the electric solution (6) onto this X . Consider in more detail the case k = 3. In
this case, X can be identified with Z/4Z using the mapping φ : Z/4Z → Z/8Z
given by
φ : n 7→ 2n + 1.
In this parameterization, the solution R : (n1, n2, n3) 7→ (n
′
1, n
′
2, n
′
3) to STTE can
be written as follows:
n′1 = n1 + 1 + 2(n2 + n3 + n1n2 + n1n3 + n2n3);
n′2 = n2 + 1 + 2(n1 + n3 + n1n2 + n1n3 + n2n3);
n′3 = n3 + 1 + 2(n1 + n2 + n1n2 + n1n3 + n2n3).
The cocycles are, accordingly,
η(2n2 + 1) and η(2n
′
2 + 1), (28)
where, as the group (Z/8Z)∗ is isomorphic to Z2 × Z2, there are this time four
possible η for either k = R or C. We leave the question of (possible) nontriviality
of cocycles (28), as well as their analogues for arbitrary ring Z/2kZ, for further
research.
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