Abstract -In the present paper, the problem of stability analysis for linear systems with interval time-varying delays is considered. By introducing a new Lyapunov-Krasovskii functional, new stability criteria are derived in terms of linear matrix inequalities (LMIs). Two numerical examples are given to show the superiority of the proposed method.
Introduction
Stability analysis is a prerequisite and essential element of application and implementation processes in electrical and electronic fields [1] − [4] . Because time delays occur in many systems, including networked control systems, chemical processes, transportation systems, and neural networks, the issue of stability analysis for time-delay systems has received considerable attention during the last decade. For details, see [5] − [16] and the references therein.
In the field of stability analysis for time-delay systems, a major concern is the enlargement of the feasible region of stability criteria to obtain maximum delay bounds of time delays for guaranteeing system stability in a given condition. Therefore, choosing the Lyapunov-Krasovskii functional and estimating an upper bound of its time derivative play key roles to improve the feasible region of stability criteria. The descriptor system approach, Park's inequality, and free-weight matrix techniques are mainly the utilized methods in the field of delay-dependent stability analysis [7] . Based on the method of [13] , the delay partition method [15] was utilized such that the upper bound of the derivative of the Lyapunov-Krasovskii functional could be estimated more tightly without increasing the decision variables. In [12] , some tripleintegral terms in the Lyapunov-Krasovskii functional were proposed to reduce conservatism of the stability criteria. Based on the triple-integral terms in the LyapunovKrasovskii functional, new delay-range-dependent stability criteria for linear systems with interval time-varying delays were reported in [14] . However, this method has much room for further improvement.
Motivated by the above discussions, we revisit the problem of stability analysis for linear systems with interval time-varying delays treated in [13] − [15] . Unlike the proposed Lyapunov-Krasovskii functional in [14] , new Lyapunov-Krasovskii functionals such as ( ) ∫ augmented vectors, a further improved stability criterion will be proposed. Through two numerical examples treated in [13] − [15] , the improvement of our results will be demonstrated.
In the present presentation, the following notations will be used: f t X include the scalar value of ( ) f t .
Problem statement and preliminaries
Consider the following linear systems with interval timevarying delays: The objective of the present paper is to develop delayrange-dependent stability criteria for System (1) . Before deriving our main results, the following facts and lemmata will be needed. 
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Inequality (3) 
Proof. From Lemma 1, the following inequality holds: 
Using Fact 1, Inequality (6) is equivalent to
By integrating inequality (7) from β to α , we have
From Fact 1, Inequality (8) is equivalent to inequality (5) . This completes the proof of Lemma 2. ■ Lemma 3 [18] . Let ,
The following statements are equivalent:
where B ⊥ is a right orthogonal complement of . B
Main results
In this section, we propose the improved stability criteria for System (1) with interval time-varying delays. For the convenience of readers, we have attempted to use similar notations of [14] . Here, 9 ( 1,...,9) 
We now have the following theorem: 
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Note that the differences between the proposed LyapunovKrasovskii functional and the one in [14] are as follows:
By calculating 2
.
Calculating 4 ( ) V t leads to
Here, by Lemma 1, one can obtain 
Therefore, 4 ( ) V t can be estimated as
Using a similar method shown in (17) and (18), an upper bound of 5 ( ) V t can be obtained as 
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Proof. Consider the same Lyapunov-Krasovskii functional in (12) . Taking the time-derivative of 1 ( ) V t , we have 
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2 ( ) P ( ). 
Numerical Examples
Example 1. Consider the well-known benchmark system with interval time-varying delays:
For the different conditions of μ and 1 τ , the results of maximum delay bounds for guaranteeing the system (35), which are asymptotically stable, are shown in Table 1 .
From Table 1 , Theorem 1 gives larger delay bounds compared with the results of [13] and [14] . Theorem 2 also provides a larger feasible region compared with Theorem 1. 
When μ is unknown and 1 τ is 1, 2, 3, 4, and 5, one can obtain maximum delay bounds by applying Theorems 1 and 2, as listed in Table 2 . From the table, one can see that the results of Theorems 1 and 2 provide larger delay bounds than those of [13] and [14] , which were recently published. τ is larger than 2.
Remark 7.
In delay-dependent stability analysis, the delay decomposition method that divides the delay interval into N number is very effective to enlarge the feasible region of stability criteria. Zhu et al. [15] recently proposed improved delay-dependent stability criteria for linear systems with interval time-varying delays by utilizing the delay decomposition method. Comparing our methods with the ones in [15] , our proposed methods provide larger delay when 1 τ is large. For example, in (36), the upper bound of maximum delay bounds when delay decomposition number is 4 and μ is unknown; thus, 2 2 τ = is 2.5608 in [15] . However, the results obtained by Theorems 1 and 2 are 2.5736 and 2.5685, as shown in Table 2 . Therefore, the proposed new Lyapunov-Krasovskii functionals in Theorems 1 and 2 are very effective in enhancing the feasible region of stability criteria for systems with interval time-varying systems.
Conclusion
In the present paper, two delay-range-dependent stability criteria for linear systems with interval time-varying delays have been proposed using the Lyapunov method and LMI framework. In Theorem 1, based on the method of [14] , the improved feasible region can be obtained by modifying three Lyapunov-Krasovskii functionals without introducing any free-weight matrices. With the same LyapunovKrasovskii functional considered in Theorem 1, the new stability condition that utilized more information of ( ) t τ than Theorem 1 are proposed by considering new augmented vectors and taking the upper bound of integral terms differently. Through two numerical examples, the improvements of the proposed stability criteria are successfully verified. Therefore, the proposed two theorems support that choosing Lyapunov-Krasovskii functionals and estimating their upper bounds of time-derivative play important roles in reducing the conservatism of stability criteria as mentioned in the Introduction.
