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ABSTRACT 
An efficient method is presented for evaluating the permanents p k of cyclic (0, 1) 
matrices of dimension and common row and column sum k. A general method is 
developed for finding recurrence rules for P,* (k fixed); the recurrence rules are given 
in semiexplicit form for the range 4 < k ~< 9. A table of p k is included for the range 
4 < k ~< 9, k ~< n < 80. The P,~ are calculated in the form 
[~-1] 
--7- 
P2=2+ Z T,~(n) 
rmX 
where the T~(n) satisfy recurrence rules given symbolically by the characteristic equations 
of certain (0, 1) matrices/7~; the latter turn out to be identical with the r-th permanental 
compounds of certain simpler matrices /71~. Finally, formal expressions for P,~ are 
given which allow one to write down the solution to the generalized Mrnage Problem 
in terms of sums over scalar products of the iterates of a set of unit vectors. 
1. INTRODUCTION 
Consider an n • n matr ix of the fol lowing form: in the first row, 
the first k elements are 1 and the rest 0; in the second row the first element 
is 0 while the next k elements are 1 and the remainder 0, and so forth, 
each row being obtained from the previous one by the cyclic permutat ion  
(123 .-. n). Such matrices are of considerable importance in finite combi-  
natorial  theory; part icular  interest attaches to the permanent of  such a 
cyclic (0, 1) matrix,  which we denote in this paper  by Pn ~. Clearly, 
Pn~ enumerates the subset of  the n! permutat ions which involve only the 
terms specified by the l 's  in the cyclic matrix. Correspondingly,  the 
permanent of  the "conjugate" matr ix  (with n -  k l ' s  in each row) 
* Work performed under the auspices of the U. S. Atomic Energy Commission. 
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enumerates the number of permutations "inconsistent" with the l's-pattern 
of the original matrix. These P,~ therefore solve a series of restricted 
position problems which are natural generalizations of the famous 
"Rencontres" and "Mrnage" problems. For this reason it is of interest 
to derive closed expressions for Pn k. 
By a "closed expression" we shall mean only a linear recurrence relation; 
the explicit solution of the latter will not concern us. The cases k = 1, 2 
are trivial. The recurrence for k = 3 occurs in Riordan's book [1] in a 
somewhat disguised form. In our notation it would read: 
P~+2 = P~+a + p3  _ 2 (n ~ 3). (1.1) 
As we shall show later, the recurrence for the next case takes the form: 1 
P~+3 = P~+2 + P~+I q- e , '  - 4 (n )  4). (1.2) 
This, however, is the last"s imple" case. For k = 5 and 6 we shall find, 
respectively: 
P~+10 ---- 2P~+~ + 2P~+8 --  2P~+e -- 8P~+5 --  6P~+, -- 2P~+3 
-~ 2P~+ 1 -~ Pn ~ -{-- 24 (n ~ 5). (1.3) 
P~+~5 = 2P~+~4 + 2P~+1a -q- Pnr+12 - -  4P~+1o --  lSP~+a 
--  16P~+s -- 12P~+7 --  10P~+e -- 4P~+5 + 4P~+, 
+ 3P~+3 + 2Pn~ + 2P~+~ + Pn e + 96 (n ~ 6). (1.4) 
In Section 6, we give the results for k = 7, 8, 9 in a compressed notation, 
and we indicate how further results may be obtained. The technique 
developed here leads to an efficient method for calculating cyclic 
permanents; we append a numerical table for the p k for the range 
4 ~<k ~<9andn ~<80. 
2. GENERAL METHOD OF CALCULATING en ~ 
Given the integer k, we construct a cyclic (0, 1) matrix of dimension 
nmln = 2k -- 2. (2.1) 
Following a suggestion of Jurkat and Ryser [2] we think of this matrix 
as divided into an upper and lower part, each consisting of k - -  1 rows 
1 Formulae (1.1) and (1.2) have also been derived by Minc [6l using a method entirely 
different from that employed in this paper. 
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(no knowledge of the contents of [2] is required to follow the development 
in the present paper, since the technique is clearly justified by the classical 
Laplace expansion of a permanent). In the upper half we order all the 
subsets of k -- 1 columns lexicographically and for each such subset we 
evaluate the permanent of the corresponding (k -- 1) • (k -- 1) matrix. 
These permanents are then taken to be the components of a (k-a2k-~)-dlmen" 
sional upper vector R(k; nmin). Note that all the components are non-zero. 
For each (k -  1)-subset we construct from the lower half the matrix 
formed from the remaining k -  1 columns; its permanent will then be 
the corresponding component of a lower vector C(k). (This corresponds 
to treating the lower half of the cyclic matrix in the same manner as the 
upper half except hat the components are ordered anti-lexicographically.) 
Clearly, 
k P~m~n = R(k; nm,n) 9 C(k) (2.2) 
where the dot denotes as usual the scalar product. 
We now consider the case n = nmin + 1, and again divide the matrix 
into two parts, the upper part consisting of k rows and the lower part 
of k -- 1 rows. It will now be observed that the k-th column of the lower 
part is identically zero. Therefore, to obtain a non-zero contribution to 
the permanent we are forced to include the k-th column in the upper part. 
In other words, we must construct our vector R(k; nmln -~- 1) using all 
k-subsets which include the k-th column. These are again in number 
just ~2k-2~ (k-1). The corresponding lower vector (in which we omit the identically 
zero k-th column) is again C(k). The same construction applies for all 
n ~- nnain ; if n = nmln -+" d (d > 0) we must form R(k; n) from the 
(k 1 -~ d)-subsets which include the columns k, k + 1 ..... k -- I + d. 
C(k) is therefore a constant vector and we can solve the problem by finding 
a recurrence for the (~k_]2)-dimensional upper vector R(k; n). 
To find the desired recurrence rule we consider the case n = nmln  q- 1 
and decompose the lexicographically ordered k-subsets into disjoint sets 
according to the position of the k-th column. For example, if k = 5 and 
t/ = nmln  q- 1 = 9, the decomposition takes the form: 
1 2 3 4 5 l term, 
i j k 5 1 4 groups of 4 terms each, 
i j 5 k I 6 groups of 6 terms each, 
i 5 j k 1 4 groups of 4 terms each, 
5 6 7 8 9 lterm. 
The total number of terms is: 
1 + 42 -J- 62 -]- 43 + 1 = 70 = 0 t2k-2~ 
= k / . - - i  ] "  
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The single terms 12345 and 56789 are 
the terms ijk51, l = 6, 7, 8, 9. A typical 
of which the first term has the matrix 
both equal to 1. We now consider 
group is 12356, 12357, 12358, 12359 
1 1 1 
0 1 1 . 
0 0 1 
0 0 1 
If we expand the permanent of this matrix by the bottom row we obtain 
two terms which correspond precisely to the permanents of the two 
matrices formed from the column subsets 1235, 1236 in the n = nmin 
configuration. Carrying out this expansion for all four terms we verify 
the vector equation: 
(i235i) (i 23 !) 2 3 5 = U 2 3 where the subsets tand 
2 3 5 2 3 for the corresponding 
2 3 5 2 3 permanents 
and U is the matrix 
(2.3) 
( 10 
U= 0 1 (2.4) 
0 0 " 
0 0 
A similar result holds for the other three groups of terms 1245/, 13451, 
and 23451. It is easily verified that the four groups of terms i5jkl each 
form a vector transforming under U tr. Similarly, the six groups of terms 
ij5kl transform under the 6 x 6 matrix 
(i I 0 1 0 V= 000 110 100  010 
The full O-dimensional upper vector R(5; 
following sub-vectors 
(a) the constant 2, 
(b) four 4-vectors each transforming under U, 
0i) 0 
0 
0 
0 
(2.5) 
9) is now decomposed into the 
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(c) six 6-vectors each transforming under V, 
(d) four 4-vectors each transforming under U tr. 
The components within each group (except for the constant erms) are 
in strictly sequential lexicographic order but the groups of the same 
type are not necessarily contiguous. Now it is clear that the same relations 
hold between n and n -- 1 for all n ~> nmln 4- 1. Therefore if we have 
recurrence rules for the matrices U, U tr, and V we automatically have 
recurrence rules for the corresponding subvectors. By the Hamilton- 
Cayley theorem, however, each of these matrices satisfies its own 
characteristic equation. Specifically: 
U 4-  U a -  U 2 -  U - - I=0 .  (2.6) 
V 6 -  V 5 -2V  4 -  2V a -  2V 2 4- V4- I=0.  (2.7) 
Therefore, for some sub-vector , j transforming under U we have the 
rec urrence 
J J ~" J '=0 .  
rn+4 - -  rn+3 - -  rn+2 - -  rn+l  - -  rn  ~ (2.8) 
Since U tr also satisfies (2.6), its subvectors have the same recurrence. 
An analogous result holds for the six subvectors transforming under V. 
Now let T~5(n) stand for the sum of the scalar products of the eight 
4-vectors transforming under either U or U tr with the appropriate com- 
ponents of the lower vector C(5), and let TzS(n) represent the analogous 
quantity constructed from the six 6-vectors transforming under V. We 
may then write: 
p,5 = T S(n) 4- T25(n) 4- 2, (2.9) 
where T~(n) and T25(n) satisfy, respectively, the recurrence rules: 
T15(n 4- 4) -- T15(n 4- 3) -- T~5(n 4- 2) -- T15(n 4- 1) -- T15(n) =0.  (2.10) 
T25(n 4- 6) -- T2~(n 4- 5) -- 2T25(n 4- 4) -- 2T25(n + 3) 
-- 2Tz~(n 4- 2) 4- T2~(n 4- 1) 4- T250t) = O. (2.11) 
Now it is clear that the quantity p5  _ 2 will satisfy the symbolic product 
of (2.10) and (2.11); that is, we form the product 
(x 4_x  3 -x  2 -x -  1)(x 6_x  5 -2x  4 -2x  3 -  2x ~4-x+ 1)=0 
and replace ach power x"  by P~+m -- 2. Carrying this out and transposing 
the constant term we have the recurrence rule (1.3) of Section 1 
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(Introduction). The construction as given is only valid for n ~ nmin ~ 8; 
nevertheless, (1.3) holds all the way down to n = 5. The validity of the 
recurrence rule for the range k ~< n < nmln will be demonstrated in 
Section 4. 
It is now clear how to proceed in the general case. First we write down 
all the k-subsets of  the integers 1, 2 ..... 2k - -  1 which contain the element k, 
i.e., the sets {Jl, J~ ,..., jk} where Ji = k for some i. We write each of these 
in increasing order, j l  < J2 < "'" < Jk and arrange the whole collection 
of  (~_]2) sequences in lexicographic order. For  each sequence {Jl ,..., Jk} 
we construct he permanent of  the corresponding k • k matrix whose 
columns are just the columns J i ,  J2 ..... jk of  the first k rows of the cyclic 
matrix of  dimension nmin -J- 1 = 2k --  1. These permanents are in turn 
taken to be the components of the vector R(k; 2k -- 1). Let r be the 
distance of  the element k f rom the right-hand end of the sequence. Then 
the vector R(k; 2k -- 1) may be decomposed into k types of  subvectors 
corresponding to the valueS r = 0, 1 ..... k --  1. For r ---- 0 and r = k --  1 
the corresponding element is just 1. For any other r, the subvector type 
further decomposes into (kT~) subvectors, each of dimension ~j.tk-~a Within 
each subvector, the sequences labeling the components are strictly 
sequential. In going from n --  1 to n each of these subvectors transforms 
under the same (k~l) • (k71) (0, 1) matrix which we shall call /],k. The 
decomposition is complete because 
r=0 r 
(2.12) 
by a well-known identity. 
The sequences {Jl .... , Jk}, j i ~- k for some i, are in 1-1 correspondence 
with the sequences {Jl ..... Jk-1} chosen from the set {1, 2 ..... 2k --  2} where 
there is no restriction on the Ji ; the latter serve to label the permanents 
of  the (k --  1) • (k -- 1) matrices constructed from the first k --  1 rows 
of the n = nmln = 2k -  2 configuration. The lower vector C(k) 
constructed from the lower half of the cyclic matrix of this configuration 
is, of course, obtained from the vector R(k; 2k -- 2) by a permutation 
which we need not specify at this stage. Assuming that C(k) is known, 
we introduce the quantities T~k(n) which are the sums of the scalar products 
of  the subvectors of type r and of type k - -  1 --  r with the appropriate 
components of  C(k). We may then write 
p,,k = 2 + ~ T~k(n). (2.13) 
r=l 
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The reason for taking the types r and k -- 1 -- r together is that the 
corresponding matrices (//,k)tr and / /k  - l- ,  turn out to be similar and 
hence have the same characteristic equation; this will be proved in the 
next section. 
Let f ,k (x)  be the characteristic equation of the matrix H~ k. We form 
the product 
l-I frk(x) = 0 = Z Cikxi (2.14) 
r= l  i=0 
where 
M(k)  ~- 
k--1 
[---g-] k -  1 z ( r )  
The linear recurrence rule is then 
M(7c) i (k )  
Cepe _ 2 ~ Ci e= 0. (2.15) ~i  n+i 
i=0 i=0 
In order to write (2.15) in explicit form it is of course necessary to know 
the coefficients Cik; in other words, we must be able to find the character- 
istic equations f i?(x) = 0 of the matr ices//r  k. To date we have not found 
any algorithmic procedure for accomplishing this and have had to resort 
to a direct method (we have used the method of Faddeev [3] which 
for (0, 1) matrices is a practical procedure on an electronic omputer up 
to at least dimension n = 70). The case r = 1 is exceptional, however; 
//1 k has a particularly simple structure, its first column consisting entirely 
of l's while the remaining non-zero elements (all, of course, equal to l) 
fill up the upper semidiagonal (cf. Section 3). //1~ is therefore already 
in Frobenius normal form, and its characteristic equation can immediately 
be written: 
k--1 
f lk(x)  = xk-a --  Z xk- l - i  = O. (2.16) 
i=1 
Incidentally, we now see why the recurrence rule (1.2) for k = 4 has 
such a simple form. The only matrix which occurs is//14: 
( lZ) /-I14 = 0 
0 
(2.17) 
298 METROPOLIS, STEIN, AND STEIN 
for which the characteristic equation is 
x 3 -x  ~-x -  1 ---- 0. (2.18) 
Consequent ly , / ,4  _ 2 satisfies the difference quation of  which (2.18) is 
the symbolic (or "Blissard") form, and this immediately leads to (1.2). 
In order 
1. 
2. 
3. 
4. 
5. 
6. 
(N) 
7. 
8. 
9. 
10. 
3. STRUCTURE OF THE MATRICES Hr  k 
Consider, for some fixed k, a given ordered k-subset {Jl ..... Jk} of  the 
n ~ nmin -4- 1 = 2k --  1 configuration (recall that these subsets have the 
restriction that Ji = k for some i). I f  we form the corresponding k • k 
matrix and expand its permanent by the last row, we obtain a series of  
terms each one of which is a permanent corresponding to some (k - -  1)- 
subset of  the nmin configuration. This expansion is equivalent o listing 
all "legal" (k -  1)-subsets of  {Jl ..... jk} containing all Ji which satisfy 
j~ < k; by "legal" we mean that the largest element of  any (k --  1)-subset 
must be less than 2k --  1. As before, we denote by r the distance of the 
term j, ---- k from" the right-hand end of the original k-subset, i.e., 
r = k - -  i, j i = k. (3.1) 
to facilitate the subsequent discussion we introduce the notation: 
Le tK={1,2  ..... k - -  1}. 
Let K~ be the set of all (k~l) r-subsequences. 
Let St(j) = {j~, .~ ,..., jr}, j~ < A < "'" < jr be a typical sub- 
sequence belonging to Kr.  Occasionally, we shall omit the 
argument j when no confusion can arise. 
Let 5r be the lexicographic index of St(j). 
Let S~.~(j) be the (r --  1)-subsequence obtained from Sr(j) by 
deleting the v-th element. 
Let St(j) + 1 = {Jx + 1, J2 + 1,..., f l  + 1} be the translation 
of S~(j) by 1. S~(j) + n, n > 0 is similarly defined. 
By S~(j) - -  1, we shall mean 
(a) {Jl --  1, j2 --  1 ..... f i  - -  1} i f j l  > 1, and 
(b) {J2 --  1, Ja --  1,..., f l  - -  1} if j l  = 1. St(j) -- n is then defined 
by induction (i.e., all elements ~< 0 are dropped). 
Let S*(j) = {k --  f i ,  k --  fl_l ..... k --  j~} be the dual of St(j). 
Let S~(j) be the complement of  St(j) in K. Clearly 
~)SXj) = (k;1) ~_ 1 - -  o~Sr(j). 
(Note that S~(j) is a (k --  1 --  r)-subsequence of K.) 
Let T,+t(i) = {k, S~(i) + k}. 
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In terms of this notation the permanental expansion by the last row 
is equivalent to the set decomposition: If jk < 2k -- 1 
r+l t {S~(j), T~+~(i)}--+ ~, {S;(j), Tr+L,(i)}; P=I 
but, if jk = 2k -- 1, (3.2) 
{S;(j), T~+~(i)} --+ {S~(j), T~+1.~+1(i)} (a single term). 
If we perform the decompositions (3.2) for all the (kTa) subsequences 
S~(i) ~ Kr,  we can describe the result as a (0, 1) matrix of dimensions 
(k71) x (kTa) whose rows are labeled by k-subsets and whose columns are 
labeled by (k -- 1)-subsets. These two types are of course in 1-1 corre- 
spondence. For labeling purposes it is convenient to convert he (k -- 1)- 
subsets into k-subsets of the same lexicographic ndex. It is easy to see that 
~,r Tr+l,~(i)} = c~(S~(j), k, T,.+~,,(i) ~- 1), (3.3) 
for all v. 
I f  we introduce this identity into (3.2) (so that both sides are written 
as k-sets), then we see that the elements S~(j) and k are invariant. 
Consequently, we can label the rows and columns of our matrix by the 
r-subsequences T~+x.~(i)+ 1; shifting the origin by k, we can equally 
well use the r-subsequences S~(i) as labels. We can therefore give the 
following constructive definition of the matrices/7~: 
i l. If for row s----s i~ <<k- -  1, l's appear in the r q- 1 
columns indexed by the r-subsequences 
(A) D {1, Sr,~(i) q- 1}, v = 1, 2,..., r and by S~(i) q- 1. 
2. If for row s---- s i~ =k- -  1, a 1 appears in the single 
column indexed by the r-subsequence (1, S~ r(i) § 1}. \ 
Although we shall make no explicit use of the result, it is easy to prove, 
using (A), the following 
THEOREM 1. The matrix Hr k is the r-th permanental compound of ]-I1 ~. 
The permanental compound has been encountered before [4]. Its 
definition is analogous to that of the ordinary compound except hat all 
determinants are replaced by the corresponding permanents. 
DEFINITION. Let M be an n • n matrix. Then the r-th permanental 
compound of M, Pr(M), is the (~) • ('~) matrix whose elements are the 
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r-th permanental minors of M. The labeling of the rows and columns 
of P~(M) is lexicographic with respect to the ordered r-subsets of 
N---- {1, 2,..., n). 
The structure of/71 k has already been given (cf. Section 2). (It also 
follows from (A).) Let us write down the r x (k --  1) array composed 
of the rows/1, i2 ..... i~ of / /aL If  ira < k -- 1, the im-th row has a 1 in the 
first column and a 1 in the (im+a)-th column; the (k -- 1)-th row, however, 
has a 1 only in the first column. Now the r X r permanental minors of 
this arrayare clearly all 0 or 1. Furthermore, they are 1 precisely for those 
columns specified by (A). This establishes the identity, row by row, 
of H~ k and P~(Illk). 
Unfortunately, the permanental compound is not in general an 
"invariant" matrix [5]; for example, it is not generally true that 
P~(M 2) = P~(M)P~(M). In fact, for the present case, it is easy to show 
that 
P,.((/7~k) ~) 3& P~(/7~ k) P~(H~). (3.4) 
For this reason we have not been able to use symmetric function theory 
to find the coefficients of the characteristic equation of/7~ kfrom the known 
. 
coefficients for /71 k. (In other words, the roots of f~k(x) = 0 do not 
appear to be simply related to the roots of f~k(x) = 0.) It is, however, 
true that 
(/-/k)-, =_ p,.((H ~)-1). (3.5) 
Since we shall not use this fact in the sequel, we omit the proof. One 
important property o f / - /k  that we have already used is the content of 
THEOREM II. There exists a (k71) • (k71) permutation matrix P(k, r) 
such that 
H~_I_~ = P-l(k, r)(/7~k) tr P(k, r). (3.6) 
PROOE: First we shall give an explicit construction for P(k, r) and then 
we shall prove that the construction is correct. 
In the notation (N) we write 
S* = {k -- L ,  k -- j~_l ..... k -- Jl} (3.7) 
where the asterisk denotes the dual. 
Now the mapping S~ --+ S* is a 1-1 permutation mapping of the set of 
all S,. onto itself. Similarly the mapping &~ -+ 5eS~ is a permutation of 
the integers 1, 2,..., (k~). We then assert: 
P(k, r) is the (k~-l)• (~1) permutation matrix whose rows and 
columns are labeled by the index ~,eS~ such that in row s = s 
there is a 1 in columns j ----- &aS*'. 
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I f  this assertion is true, then the operation 
P- l (k ,  r)(Hr~) tr P(k, r) 
is equivalent to the following: 
Take a column of Hr  k (i.e., a row of (Hrk)tr). It is labeled by some 
r-subset and has either k - - r  or I non-zero element(s) which are row 
labels of  H J  ~. Perform the dual-complement operation on the column 
label and on all the k --  r row labels (or the single row label). The result 
is then asserted to be a row label of  H,~_a_r and a set o fk  - -  r (or 1) column 
label(s) of this matrix. In other words (Hrk) tr has been permutationally 
transformed, row by row, into H~_l_r. 
In the proof  it is convenient o distinguish formally between a " row 
label" and a "column label." 
DEFINITION. (1) A row label is an ordered r-subset Sr of  K written in 
"untranslated" form: Sr = {Jl ,..., jr}. (2) A column label is an ordered 
r-subset of  K written in "translated" form {Jl + 1, j~ + 1 ..... jr  + 1}. 
Thus a given row label {S~(j)} has the column label form {St(j) + 1} where 
j ,  __~ j~ - 1. 
Consider now some column of ]7/~. Its label is either of  the form 
{1, ml+ 1 ..... mr - l+  l) or {ml+ 1 ..... mr+ I}. Suppose it is of  the 
first form. Then the non-zero elements of  this column have the k -- r row 
labels which contain Sr_~ ~ {ml ..... mr_~} as a subsequence. I f  we perform 
the dual-complement operation on these row labels we see that the 
resulting sequences (of length k --  l -- r) are just those which do not 
contain the elements k -  mr-1 ..... k -  m~, i.e., do not contain S*_I. 
These are in fact all such sequences, since (a) they are all distinct, 
(b) there are k --  r of them, and (c) there are just k --  r possible subsets 
of order k --  1 --  r contained in Sr_~, the complement of  S'r_1 9 Now 
perform the dual-complement operation on the column label {1, Sr_~ + 1}; 
the resulting set will not contain S*r_~ -- 1. Since in particular it does 
not contain the element k -- l, there will be k --  r sets generated from 
this set according to the construction (A) with r -+  k --  1 -- r; in other 
words, writing {1, St-1 + 1}*' in row label form, there will be k -  r 
column labels, and all these column labels will not contain S* since r--I ' 
{1, Sr-1-]-l}*' does not contain the predecessor S*_ I -  1 of  S*_ 1. 
Therefore, we have shown that the dual-complement operation per- 
formance on this column of Hr  k gives precisely a row of H~_a_r. 
I f  the column label is of  the second kind, namely Sr § 1, then the only 
non-zero element has the row label Sr 9 The dual-complement of this, S~*', 
does not contain S*. On the other hand, (St § 1)*' does not contain 
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S* --  1 but does contain the element k -- 1. Considered as a row label 
o f / /~-~- r ,  the single nonzero element of this row has a column label 
that does not contain S*. Hence the corresponding column o fHr  k has been 
transformed into a row of/7~_~_r, and the proof of the theorem is 
complete. 
Since /7~_1_~ has been shown to be similar to (//k)tr,  and since a 
matrix and its transpose have the same characteristic equation, we can, 
for the purpose of deriving a recurrence rule, take /7~ k and /7~_1_ ~ 
together as we did in (2.13). 
4. VALIDITY OF THE RECURRENCE RULES FOR k ~ n ~ nmin 
Let e~(k, r) be the j-th unit vector of dimension (k~l), i.e., the vector 
with a 1 in the j-th position and zeros elsewhere. We begin this section by 
studying the sequence of iterates (Hrk)" ej(k, r), n = 1, 2 ..... In general, 
(I-I~) ~ ej(k, r) = ~. Ci~ei(k, r), 
where the Ci ~ are non-negative integers. At the moment, however, we wish 
to consider only the number of non-zero components C~ ~ > 0 and not 
the C? ~ themselves. This motivates the following 
DEFINITION. Let 
(~7 ~) 
(II~k)" er r) = ~ C'~'~(k, r) ei(k, r) 
i~1 
and let a~.i(k, r) =- C~(k, r) (mod 1). We then write 
r 
v?(k, r) ~ ~ aj~(k, r). 
i~ l  
(4.1) 
vj~(k, r) is clearly the desired quantity, i.e., the number of non-zero 
components of the n-th iterate of e~(k, r) under Hr  k. 
We can prove the following: 
THEOREM III. Let 
b i~ (k - -1  --t ( r - - i ) ) ,  i = O, 1 .... , r; Sr = {ml ,  m s ,..., m,.} 
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and let j = ~S~ be the index o f  S~ . Then the sequence 
{v~l(k, r), v~2(k, r) ..... vjn(k, r)} 
is identical with the sequence 
{h m1-1hm2-ml  . . .  hmr -mr - lhn+l -mr~ ~0 ~1 ~r - -1  ~r  ) (4.2) 
where the latter is written in the usual part it ion notation. 
PROOF: It follows from the structure of/1,~, as given by (A), that, if 
k--2 J > (~-1), the column label form o fS , ,  {zh~ + 1 ..... m~ + 1}, zh~ ~ m~ --  1 
has ml ~ 1, while, if j ~ k-2 (~-x), ml = 0. Take first the case j ~ (~-1)k-2 and 
rewrite the column label in the form: 
{1,  S t_  1 ~- 1}, St-1 = {f t l ,  /-s ..... /~r--1}, /~i = ~'bi+l 9 
The non-zero elements of  this column are the k --  r elements whose row 
labels contain S~_~ as a subset. The first iterate of  ej(k, r) is therefore the 
k- - r  
sum ~8=1 e~ where i~ is the index of the s-th row label. We now rewrite 
each row label as a column label and repeat the process. While the first 
k - -  r row labels all contain S~_I as a common subset, the second iterate of  
ej(k, r) will result in a set of  row labels having Sr- I  --  1 in common. 
In the first case the number of distinct components i just the number of 
r-subsets of  K with r --  1 common elements: 
(k - -  1 - - ( r - -  1)) 
vjl(k, r) = k - -  r = 1 " 
Now let cr,,_~(n) be the order of S~-I -- n, where it is understood that all 
elements ~ 0 are to be dropped (cf. (N)). Clearly, then, ~_1(2) is either 
r --  1 or r --  2 depending on whether/~1 -- 1 is greater than or equal to 
zero. In the first case vj~(k, r) = k - -  r, while in the second case 
In general 
v~(k, r) = (k  - -  I - -  (r - -  2 2)). 
~?(k,  r) = (k - -  1 - -  O,-l(n)~ 
r -  ~_ l (n )  ! 
(4.3) 
and since the sequence of a's is in 1-1 correspondence with the exponents 
in (4.2) the theorem is verified for j ~ (r-1).k-z 
I f j  > (~-~),we clearly have vii(k, r) = 1 ; it is obvious that the sequence 
of v's will remain 1 for precisely m = m 1 --  1 steps, i.e., until the new 
k--2 index j(m) satisfies j(~') ~ (~-1). This completes the proof  of  Theorem III. 
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Let us now choose some subvector of  type r from the n ----- nmin con- 
figuration. The first permanental component of such a vector corresponds 
to the sequence {Jl , J2 ..... Jk- l -r  , k, k 4- 1 .... , k 4- r --  1} (i.e., an ordered 
(k -  1)-subset of  {1, 2,.,., 2k -  2}). I f  we expand the corresponding 
permanent by the last row, we obtain a series of  (k -- 2)-subsets of  
{1,2 ..... 2k - -3} ;  if j k - l -~- - - -k - -1  these will be r4 -  I in number, 
but if j~_l_~ < k --  1 only r subsets will be generated. Performing this 
operation on all (~;1) components- -which is equivalent o operating on 
the vector with (/7~k)-~---we shall obtain a new vector which has again 
(k;1) non-zero components if Jk-l-~ = k --  1, but only tr--1)'~--Z non-zero 
components if Jk-a-~ < k --  1. On continuing this process we see that 
the successive numbers of non-zero components form a sequence 
depending on the differences k - -  ji which is identical in form to (4.2) read 
in reverse. Now any (~;-X)-dimensional vector of  non-negative integers 
can be written in the form ~2 Ci'~e~(k, r); in particular, the permanental 
vector under discussion can be so written. Furthermore, it is obvious 
from the proof  of  Theorem I I I  that any initial vector whose iterates form 
the sequence (4.2) must be a multiple of a single unit vector e~(k, r). 
Since the permanental decomposition process terminates in a vector with a 
single componeni  equal to 1, it follows that each permanental subvector 
of  the n = nmln configuration must be equal to the (k --  1)-th iterate of  
some unit vector ej(k, r). Using the fact that the subsequences S*_' l_~(j) 
are in 1-1 correspondence with the row labels {St(j)}, we can establish 
the following theorem (we omit the details, which are straightforward): 
THEOREM IV. Let  Rrt(k; nmln) be the j-th (upper) subvector o f  type r 
o f  the n = nmln configuration. Then 
R / (k ;  ninth) = (H~k) ~-1 ej,(k, r), j ,  = (k --r 1) 4- 1 --  j. (4.4) 
Let us now turn to the consideration of  the cyclic matrices of  dimension 
n <~ nmin 9 We fix k and consider first n = nmin --  1 = 2k --  3. Let us 
divide this into an upper part o f  k --  2 rows and a lower part of  
k --  1 rows, The permanent can again be written as a scalar product of  
an upper vector and a lower vector but the dimension is now 
 )(or 
In order to apply our recurrence rule to this case we must rewrite this as 
the scalar product of two vectors, both of  dimension 
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furthermore, the lower vector must be the C(k) of  the n = nmln case. 
To this end, choose any k --  1 columns of  the lower part and construct 
the corresponding (k --  1) • (k - -  1) matrix. I f  the column k --  1 is not 
one of  those chosen, the permanent of  the matrix will be identical with 
some component of  C(k). I f  the column k -  1 is included, however, 
there is no corresponding component in C(k). This column, however, 
is just the sum of the columns k - -  1 and k of  C(k). Therefore if we expand 
the permanent of  the (k --  1) • (k --  l) submatrix by this column, we 
obtain two terms which can be identified as components of  C(k). In 
general, we can equate our (~-la)-dimensional lower vector with C(k) 
if in the latter we replace by zero all components whose defining sequences 
contain both elements k -- 1 and k. Alternatively, we can use the full C(k) 
if we can rewrite our (~-13)-dimensional upper vector as a (~-~)-dimensional 
one with zero components corresponding to those sequences of  the nmln 
configuration whose complements do not contain either of  the dements 
k -- 1 or k. Correspondingly, the actual components of  our upper vector 
will appear as two terms of the (~k_-~2)-dimensional upper vector whenever 
the corresponding lower vector component is the sum of  two terms, 
each of which is a component of  C(k). In fact, all this is accomplished 
automatically by extending our recurrence rule backwards to n = nmin --  1, 
i.e., by using instead of the original upper vector, the vector whose 
subvectors are 
Rr~(k; 2k -- 3) = (Hrk) k-2 e~,(k, r). (4.5) 
Similarly, in the general case n =nmtn-  d = 2k -  2 -  d we divide 
the n • n cyclic matrix into two parts, an upper part of  k - -  1 --  d rows 
and a lower part of k -- 1 rows. On expanding the permanents of  all 
(k -  1 )•  (k -  1) submatrices in the lower part we recover all the 
components of  C(k) except those corresponding to the sequences which 
contain one or more of the pairs 
(k -- d ,k ) , (k  -- d+ 1, k + 1),..., (k --  1, k + d - -  1). 
To use the full C(k) we must rewrite the (~_-~_-aa)-vector as a (~k_-i2)-vector 
with zero components corresponding to those sequences of  the n : nrnln 
configuration whose complements include one or more of  the excluded 
pairs. This again is accomplished by using the vector composed of  the 
subvectors 
Rfl(k; 2k -- 2 -- d) : (H~k) k-x-a ej,(k, r), j = 1, 2,..., (k --r 1), all r. 
(4.6) 
To show that this is correct, we must consider the operation of  iterating 
a unit vector more closely. Now a typical permanent subvector of  type r 
582/7/4-2 
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will have components corresponding in the nmln  ~- 1 configuration to the 
sequences {S;(j), k, Sr(rn) + 1}, the equivalent in the nmln configuration 
being the sequences {S;(j), S~(m)}. This permanent subvector is, according 
to Theorem IV, the (k -- 1)-th iterate of the unit vector ej,(k, r), where 
j '  = ~Ss : SfSr(j), say. The first iterate Hrkej,(k, r) will contain 
only those terms corresponding to those sets having {S~(j) --  1} as a subset. 
I f  j l  > I then there is just one term, while if j l  = 1 there are k -- r terms. 
In the nmin configuration the corresponding sequences are of the 
form {S)(j), S~( j )+ k -  2}. Now for n = k the excluded pairs are 
(2, k), (3, k+ 1) ..... (k - -  1 ,2k - -3 ) ,  i.e., d=k- -2 .  It is clearly 
impossible for both elements of any pair to be lacking in the sequences 
Fl~es,(k, r). Furthermore, since all terms of the n = k configuration are 1 
(since the original configuration consists of a single row of l's), we see that 
p k = Z R / (k ,  k) 9 C(k) ~- 2. (4.7) 
r,j 
In general, for n ----- k -~ m, m ~ k -- 2, the elements of each excluded 
pair of C(k) differ by k § m -- 2. It is easily verified that the permanental 
sequences corresponding to (Hrk) k+m ej,(k, r) must include at least one 
element of each pair. It may further be shown--we omit the details--that 
the permanental components of the original upper vector for n = k + m 
are precisely the non-zero components of (H~) k+m e~,(k, r). One merely 
has to verify the fact that in the permanental expansion by the last row the 
indices of the resulting terms--considered as sequences of the main 
configuration--are in 1-1 correspondence l xicographically with the 
non-zero components of (Hrk) k+m e~,(k, r). We therefore have 
THEOREM V. The recurrence rules established for n ~ nmln also hold 
for k ~ n < nmin .  
5. MORE EXPLICIT EXPRESSIONS FOR Pn k 
In this section we shall derive more explicit formulae for the cyclic 
permanents in terms of sums over iterates of unit vectors. The resulting 
expressions are not useful for calculation but may have some theoretical 
interest. 
Consider the m-th subvector of type r in the n = nmin  configuration. 
We denote its i-th component by ,~i . R r 9 (k, 2k -- 2). This component is 
indexed by some (k -- 1)-sequence of {1, 2,..., 2k -- 2}. In forming the 
scalar product, the component of C(k) which multiplies R~ "i will be 
indexed by the complementary sequence taken from the lower half of 
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the cyclic matrix. But, for n = nmln ,  the upper and lower arrays are 
identical except for a cyclic permutation of the columns. It is easy to see 
that the full contribution to the scalar product--call it ~-,~(m)--is given by 
r 
R, '(k; 2k 2) 2k E m i ~r~',i" - -  R r (k ;  - -  2 ) ,  (5 .1 )  
i=1 
r (5.2) 
i '~(k - -1 )  q- - r  
Clearly, in view of Theorem V, this may be generalized to any n: 
r 
T~k(m; n) ~ m.i m'.i" = Rr (k; 2k R~ (k; ,,) --  2) 
i=1 
(5.3) 
' i '  with m, given by (5.2). Therefore, 
k--2 (k~l )  
e. :Z Z 
r=l  m=l  
rr~(m; n) q- 2. (5.4) 
Let us now introduce, for each pair (k, r), the (~Tx)2-dimensional unit 
vector E~(k, r) and define the sum 
r 
6(k, 0 ---- Z E,,(k, r) 
i=l 
(5.5) 
where the s~ are given recursively by 
S 1 ~ 
r ' 
r  l)_j+ ..... 
(5.6) 
Let Rr(k; n) be the full (~l)~-dimensional subvector of type r. Then 
we have 
R,,(k; n) = (I(k, r) • 1-lr~) '~-~+1 G(k, r), (5.7) 
where I(k, r) is the unit matrix of order (~Tx). 
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Further, let C~(k) be the full (k;1)2-dimensional subvector of C(k) 
of type r, and introduce a new matrix D~ k given by 
Dr k = [J(k, r)FI~kJ(k, r)] • I(k, r), (5.8) 
where J(k, r) is the (~;1) • (k71) matrix with l's along the anti-diagonal 
(recall that the operation JAJ  completely reverses the rows and columns 
of A). Then, as a short calculation shows: 
C~(k) = [D,k] k-1 G(k, r) (5.9) 
with G(k, r) given by (5.5). 
Therefore, we have, finally: 
k-2 
Pn k = ~ Rr(k; n) 9 Cr(k) q- 2, n ~ k, (5.10) 
where the quantities Rr(k; n) and Cr(k) are as defined above (equations 
5.5 through 5.9). 
Note that (5.10) allows us to write down a more or less explicit (though 
useless) expression for the "generalized M6nage Problem," i.e., the number 
of permutations inconsistent with k successive cyclic permutations; 
for given k, this is the "conjugate" problem mentioned in Section 1, 
i.e., its solution is p~-k. 
6. NUMERICAL RESULTS 
In this section we present all relevant numerical results for the range 
4 ~< k <~ 9. These are given in tabular form at the end of this paper; 
each table is described below. All calculations were done on the 
Los Alamos Scientific Laboratory's MANIAC II computer. 
TABLE I: 
in the form 
The characteristic equation of the matrix/-/k can be written 
r ) 
f~k(x) = ~ ai(k; r) x ~ = O. (6.1) 
i=0 
The table lists the various ai(k; r) for the range 
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TABLE I 
COEFFICIENTS OF THE CHARACTERISTIC EQUATIONS 
k-I 
(~)  
f~k(x) = ~ ai(k; r)x ~ = 0 
309 
i ai(5; 2) a~(6; 2) ai(7; 2) a~(7; 3) ai(8; 2) ai(8; 3) 
0 1 1 --1 1 --1 --1 
1 1 1 --1 1 --1 --1 
2 - -2  0 0 - -3 0 1 
3 - -2  1 2 1 0 --1 
4 - -2  1 2 3 --1 2 
5 --1 --6 0 --11 - - I  --2 
6 1 --5 6 --13 0 --6 
7 --3 6 --4 10 30 
8 --2 4 16 10 26 
9 --1 --12 12 4 --10 
10 1 --10 --4 0 14 
l l  --6 8 6 --30 
12 --4 28 6 26 
13 --2 20 4 46 
14 --1 --21 --28 --310 
15 l --17 --22 --250 
16 --9 --13 40 
17 --5 --7 36 
18 --3 --4 --128 
19 -- I  - -2 --112 
20 1 --1 --10 
21 1 266 
22 302 
23 122 
24 --42 
25 58 
26 98 
27 62 
28 --98 
29 --70 
30 --34 
31 --14 
32 --7 
33 --3 
34 --1 
35 1 
Table continued 
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TABLE I (continued) 
i ai(9; 2) ai(9; 3) ai(9; 4) i ai(9; 3) ai(9; 4) 
0 1 - -1 1 
1 1 --1 1 
2 0 1 --4 
3 0 --2 1 
4 --2 --2 --5 
5 --2 --2 --10 
6 0 2 29 
7 0 0 --47 
8 --10 40 --110 
9 --11 44 25 
10 --5 --22 315 
11 0 58 154 
12 20 102 465 
13 20 78 653 
14 8 --50 --2168 
15 0 106 761 
16 28 --540 2259 
17 28 --688 --3908 
18 19 199 --2803 
19 11 --239 --1119 
20 --56 --1665 --3704 
21 --44 --980 --3531 
22 --26 388 10915 
23 --14 --1148 --766 
24 --8 3684 --7487 
25 --4 5128 14369 
26 --2 --344 13286 
27 --1 --736 12165 
28 1 11116 1715 
29 6220 20014 
30 --1316 --12171 
31 132 --41907 
32 --5596 43724 
33 --6396 32253 
34 --1392 --82389 
35 632 --26744 
36 --4259 --1517 
37 --5071 --129557 
38 --2241 23868 
39 566 187907 
40 2270 --72103 
41 2430 --71846 
42 1242 210071 
43 24 75323 
44 496 --7394 
45 660 35099 
46 490 --33287 
47 250 --62730 
48 --354 --10733 
49 --242 16623 
50 --114 --20176 
51 --46 --33717 
52 --20 --15423 
53 --8 --324 
54 --3 5919 
55 --1 9267 
56 1 4416 
57 --249 
58 841 
59 1198 
60 1483 
61 787 
62 --534 
63 --377 
64 --167 
65 --62 
66 --25 
67 --9 
68 --4 
69 --1 
70 1 
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The case r = 1 is omitted since the characteristic equation in this case 
is given explicitly by equation (2.16). For each k and r the coefficients 
ai(k; r) furnish a recurrence rule for TrY(n): 
r 
ai(k; r) Trk(n -5 i) = O, n ~ k. (6.2) 
i=0 
As mentioned earlier, the ai(k; r) were found by applying the method of  
Faddeev [3] to the matrix/-/k. 
TABLE II: In this table we list, for each k and r, the values of  T~k(n) 
for the range 
k ~ n <~ ( k - -1) -F k -5 
TABLE II 
n Tt(n) T~(n)  T~(n) T?(n) T~(n) 
4 22 
5 42 52 66 
6 78 102 161 114 604 
7 142 198 379 226 1626 
8 262 382 881 446 4290 
9 734 2047 878 11192 
10 1416 4790 1726 29090 
11 11177 3390 75726 
12 26073 6666 197780 
13 515842 
14 1344906 
15 3506752 
16 9144834 
17 23848214 
7 240 2382 2416 
8 478 6722 7631 
9 950 18758 23677 
10 1886 51970 72707 
11 3742 143442 222135 
12 7422 395586 678303 
13 14718 1092158 2075347 
14 29196 3019838 6362804 
15 8344818 19485405 
16 23054146 59650687 
17 63689958 182612029 
18 175960522 559103707 
19 486157638 1711916987 
20 1343197154 5241647367 
21 3711029598 16048596064 
22 10252933954 49136758051 
23 28327155214 150445426869 
24 460630696559 
25 1410348688091 
26 4318167636231 
27 13221244064023 
28 40480449550740 
Table continued 
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These tables (I and II) therefore give sufficient information to al low the 
extension of  the main table (Table III) by use of  the recurrences (6.2). 
In each case one extra value is included so that the reader may check the 
recurrence for himself. The T,.k(n) were calculated by one-step iteration 
as described in equations (4.4) and (5.3), with 
( /o i l )  ( /~[1) 
z,k(n) E ~?(m;n)+ E ~ " : "rk_a-~(m, n), r 3& k --  1 - -  r; (6.3) 
if r - - - -  k - -  1 - -  r, only the first sum is used. 
n 
8 
9 
10 
11 
12 
13 
14  
15 
16 
17 
18 
19 
2O 
21 
22 
23 
24 
25 
26  
27 
28 
29 
3O 
31 
32 
33 
34, 
35 
36 
37 
38 
39 
4O 
41 
42 
43  
44  
T?(n) 
494 
986 
1966 
3918 
7806 
15550 
30974 
61694 
122894 
TABLE I I  (continued) 
T~(n) T~(n) 
8586 31238 
24842 107666 
71410 366414 
204382 1236798 
583418 4154726 
1663326 13931426 
4741698 46732294 
13525678 156988782 
38608&26 527994r 
110176866 1774484210 
314373658 5961989390 
896988710 20030572846 
2559360602 6?300808870 
7302715710 226137647938 
20837345330 759862227622 
59456616166 2553238896126 
169650602250 8579060674694 
484072118282 2882621~686882 
1381226583266 96858352923086 
3941123742974 325452535595918 
11245411321210 1093549500731302 
32087110295294 3674421320389650 
91555789346818 12346367168601990 
41484835777850398 
1393925?6406708294 
468370965971860002 
1573766474930710926 
5287989681S48203742 
17768096253226550630 
59702318405737814482 
2006048818?0545961126 
674049516239516426318 
22648638?6307934304518 
7610135822800299775730 
255707055033067636576?8  
85919751651869252975262 
288697694533592278826726 
Table continued 
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n 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39  
4O 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54  
55 
56 
57 
58 
59 
60  
61 
62 
63 
64  
65 
66 
T~(n) 
Ioo4 
2006 
4006 
7998 
15966 
31870 
63614 
126974 
253438 
505872 
TABLE I1 (continued) 
T~(n) 
29216 
85730 
250582 
730498 
2125918 
6180842 
17962878 
52206850 
151781374 
441414424 
1283584978 
3732305490 
10852246534 
31554461234 
91749629914 
266778434498 
775708592502 
2255517967986 
6558328450928 
19069521181218 
55448068711790 
191225279586434 
468791700775070 
1363096841251714 
3963451070324542 
11524451827019458 
33509430397656510 
97434736539983032 
283309140713495874 
823772632924031386 
T~(n) 
176468 
640214 
2302698 
8232772 
29321138 
104213942 
37O204348 
1315748414 
468O641622 
16661811056 
59286051882 
210910263806 
750273079316 
2668995339662 
9494923248070 
33778949841732 
120172086316602 
427521303223990 
1520925326986964 
5410750546988142 
19248982389448890 
68479201073725124 
243618284012675618 
866684544852930942 
3083273750361752268 
10968898510333988630 
39022396364882294318 
138824106074112817264 
493873653917259196274 
1756980083697595295950 
6250543965379051839140 
22236620521323911556158 
79107881169957240348958 
281430213717850199639156 
1001201956581186420681266 
356182567041242518?995278 
126713?1670268124984858708 
45079033839659124522593702 
160370900951445385912839338 
570527442092635036767641348 
2029679700434323087426622866 
7220686303283406262857136614 
25687950015857978743798413852 
91386157533926762098109109134 
325110792549995535511737054086 
1156597785621499889433785137008 
4114654044481962134192224396378 
14638086046653628673777734729342 
52075717859517770594149729191924 
185261951729483503065322394958254 
659078591123597876360491338710230 
23447048097t4012984928048235707172 
8341403769953337531530120380682870-  
29674958043814409544099506545638374 
105570136536767990576720881672320212 
375571002052896317438639411355346174 
1336112486071220499476570866607,225018 
4753286504222541844236928380562561028 
Table continued 
TABLE l I  (continued) 
n T~(n) 
9 156190 
10 607009 
11 2333453 
12 8903870 
13 33812975 
14 128091525 
I 5 4849941 20 
16 1837702081 
17 6971687183 
I 8 2646931 901 4 
1 9 1 004341 84985 
20 3809823881 45 
81 1 465111056912 
22 5681657717413 
23 80794379475029 
24 78885145939198 
85 299258863607111 
26 1135253860538581 
27 4306584605759508 
28 16337010006853105 
29 61974559012066901 
30 235101486334877710 
31 891868052717669475 
32 3383295109035892097 
33 12834584573680156336 
34 68688185968635619449 
35 184699350735111710223 
36 700659815619482757062 
37 2657963989960646888"929 
38 10083028185028363816729 
39 38250125021022095633336 
40 145102443639909424552369 
41 550668369832676211839281 
42 2088134432559790506611790 
43 7981370480950010561999535 
44 30049841889153158962393313 
45 113994542529452699179335230 
46 438660069319563406466652753 
47 1640468126554433199099961725 
48 6823161328098413233081703934 
49 2360758335924228901110669s  
50 89555736645035307206098768509 
n T~(n) 
51 339731070756819745002231671480 
52 l a88775097972416483143814890417 
53 4888988367648945963693251576463 
54 18546453369540679824118193525478 
55 70356259152815913710648711299993 
56 266897562752766822223083503179765 
57 1012680053113885090535594459278626 
58 38408588t0071938915812879111039653 
59 14570357638473490610479620510673037 
60 55272878191693963315287663637127230 
61 209678522612419812539061562258713719 
62 795r  
63 3017433335257500733982953154153869870 
64 11466680262008573525748393523800931073 
65 43423159507671902695087680066361378606 
66 164726430586751938438153092402133762958 
67 624892275032540868942560177762359610283 
68 2370538559018265970588888616956243274061 
69 8992674872640881249817719665636072803024 
70 34113851916637673860721400189811864106985 
71 129611427530962966572635118351730806468351 
72 490924261983850682353628152468728771225158 
73 1862328819042865617576685053702165356033665 
74 7064773324141811567697062712029367093968169 
75 26800327424003355963608376768888617599426120 
76 101667458688558562525462735679639018758860588 
77 385677086889306055069257799285170866235676281 
78 1463072016712661167639676505242240148860184788 
79 5550186438225749947135822932576510472698190879 
80 21054718528677238682997545546613533971121698161 
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TABLE III: This Table gives the main results, namely the values of  Pn k, 
4 ~< k ~< 9, k ~ n ~< 80.1 In calculating the p,k no use was made of  the 
recurrence rules (6.2). Instead, each Trk(n) was calculated by one-step 
iteration for the full range k ~< n ~ 80. Pn ~ is then given by the expression: 
k--1 I-x-] 
p,k = ~ Trk(,) + 2. (6.4) 
TABLE III 
9 n p4 5 
n Pn 
4 24 
5 44 120 
6 80 265 
7 144 579  
8 264 1265 
9 484  2783 
0 888 6208 
1 1632 13909 
2 3000 3133,7 
3 5516 70985 
4 10144 161 545 
5 18656 369024 
6 34312 945825 
7 63108 1944295 
8 116072 4480285 
9 213489 10345391 
20 392664 23930320 
21 722220 55435605 
22 1328368 128577253 
23 2443248 298529333 
24 4493832 693719721 
25 8265444 1613210120 
26 15202520 37536800?3  
27 27961792 8738534315 
28 51429752 20351593033 
29 94594060 47413960239 
30 173985600 110493496000 
31 320009408 257554298237 
32 588589064 600461257153 
33 1082584069 1400137840901 
34 1991182536 3265233034153 
35 3662355664 7615618814224 
36 6736122264 17763788672801 
37 12389660460 41437979192207 
38 22788138384 96669268315445 
39 41913921104 225528042506783 
40 77091719944 526176021985040 
41 141793779428 1227656161072741 
42 260799420472 2864408771220541 
43 479684919840 6683494790459725 
44 882278119736 15594835643721729 
45 1622762460044 36388576774825368 
46 2984725499616 84909285534204617 
47 5489766079392 198129952371792787 
48 10097254039048 462326806604733857 
49 18571745618052 1078825773054906175 
50 34158765736488 2517423468953148608 
Table continued 
a Our results are in complete agreement with previously published values calculated 
using a program by P. J. Nikolai for the range 3 < n < 15, 3 < k < 7. The table 
appears in reference [6], p. 262. 
316 METROPOLIS, STEIN, AND STEIN 
The results for the various Trk(n) were then checked by verifying the 
recurrence rules (6.2). It should be added that Tables II and III are 
reproduced directly from the computer printouts; it is hoped that 
transcription errors have thereby been avoided. 
TABLE I i i  (continued) 
4 
n Pn 
51 62827765393584 
82 115568276748120 
53 212544807878188 
54 390930850019888 
55 719033934646192 
56 1322509592544264 
57 2432474377210340 
58 4474017904400792 
59 8229001874155392 
60 15135494155766520 
61 27838513934322700 
62 51203009964244608 
63 94177018054333824 
64 173218541952901128 
65 318598569971479556 
66 585994139978714504 
67 1077811241903095184 
68 1982403941853289240 
69 3646209313735098924 
70 6706424497491483344 
71 12335037753079871504 
72 22687671564306453768 
73 41729133814877808612 
74 76751843132264133880 
75 141168648511448396256 
76 259649625458590338744 
77 477570117102302868876 
78 878388391072341603872 
79 1615608133633234811488 
80 29715666~1807879284232 
5 
Pn 
5874399616766005237 
1370795145085175925? 
31987711017066583033 
7464~023078312521737 
174183880181905340064 
406463683875083249409 
948497632820048870711 
2213356368911118512717 
5164959562158882099835 
12052660115723128867?92 
29125433596793910637877 
6563202?136322305768981 
153155513983729012416357 
357395963815720636222977 
8340014486160829272?6840 
1946184880947169843943689 
4541522702626901635789819 
10597879373128576814512377 
247307066853?1612410065935 
57710407482624904451027520 
134670292751?03371385126629 
3142602909?35?2780369350897 
733343160558739884954960209 
1711295511833425244798162473 
3993399871771947875653515824 
9318813215269682030672868129 
21745952235150611817840040095 
50745351554102846804438095461 
118417015716646655485707897631 
276332500737652087322239908880 
Table continued 
n 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34  
35 
36 
37 
38 
39 
40  
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
TABLE III (continued) 
6 
s 
720 
1854 
4738 
12072 
30818 
79118 
204448 
528950 
1370674 
3557408 
9244418 
24043990 
62573616 
162925614 
424377730 
1105703640 
2881483458 
7510389278 
19577689120 
51038756326 
133066443346 
346944079632 
904622495746 
2358783572710 
6150613767440 
16038217209886 
41821462021634 
109055222421512 
284378555063842 
741565589943854 
1933766659643296 
5042662511628822 
13149727279063922 
34290541856666624 
89419558763573378 
233179909228227958 
608065076214363760 
1585656959166131214 
4134934173039204610 
10782714386449716152 
28118212484287508866 
73324210330639165502 
191208476120820424736 
498616827484533933510 
1300249681065472643218 
6 
n Pn 
51 3390678452056776576496 
52 8841917859047102592386 
53  2305718904084545~679302 
54 60126545888615800891728 
55 156792815591797941592318 
56 408870774311867299736450 
57 1066217933933780288619240 
58 278O391173304690306108386 
59 7250464354532471027685198 
60 18907135839337205543643968 
61 49304398920829605621372s 
62 128571761477209516066563250 
63 335278357388533226158988256 
64 874310002523379701768416258 
65 2279950269769816073916549910 
66 5945457814786460446114399920 
67 15504052486930735645768321006 
68 40430131895986812832873454210 
69 108430213623258347109768669848 
70 274931825013583592961971770434 
71 716943519540591409379791616606 
72 1869583524083533075392493362208 
73 4875338794018758950528647958438 
74 12713488353096122094105565465298 
75 33153139288173304576939661798608 
76 86453899527021613994282567098626 
77 225447028673366908267901349142566 
78 587901332585036778202777459705744 
79 1533078430425870716803816703199710 
80 3997829811919049891435812135488258 
7 
Pn 
504O 
14833 
43387 
126565 
369321 
1O81313 
3182225 
9411840 
2?888139 
82819713 
246529859 
735516229 
2198971201 
6586622953 
19763153328 
59396689421 
178786462035 
538921597297 
1626632420597 
4915681984329 
14871994495189 
45041037202240 
136541808403903 
414292809801657 
1258063572623735 
3823152845121857 
11626191484566969 
3537?300517444605 
107710947268158000 
328111341694403417 
999974393993951803 
3048908168501149629 
9299738173534777697 
28376086477357596673 
86611482143616418889 
264439694107308301824 
807596005487454153123 
2466988906241760265345 
7537648601131898393707 
23035161187824431081437 
70408506905442349902689 
21524352770745~861266401 
658111398296738390123952 
2012458571901619048887765 
7 
Pn 
6154703804013900980927987 
18825000816136199886873801 
57584543109546573094015883 
176163442675513740545476809 
538965357225969692381253741 
1649064808017463125755952192 
5045954614174986289830349879 
15440982315495269700078125721 
47253063650267622040848721567 
144612624403292914276209723673 
442589985989155784270230749305 
1354609898541712122254020413333 
4146126161566947093208740336816 
12690679503287898455668792722305 
38845432883933417749861321282875 
118906759627900437968479724222741 
363985007678884784253709147936665 
1114217079895217167713905025463649 
3410865393066622023435?68218768065 
10441598281898986387355951797824640 
31965114808412681989721463693494267 
97856972159749740304535521642535617 
299580051431748738261768304350543507 
917147260515569468574347594018684149 
2801823644701453020132933739083009089 
8596164280607019807341486157792684825 
26317419928137586349818831260601866160 
80572209746684672982412236971804866683 
246677916"770776557726400887414241998803 
755227867600874811238882487594274337313 
Table continued 
TABLE I I I  (continued) 
8 
n Pn 
8 40320 
9 133496 
10 439792 
11 1445100 
12 4745952 
13 15610304 
14  51504968 
15 170576156 
16 566725760 
17 1884905880 
18 6276850688 
19 20928532916 
20 69862104384 
21 233444217920 
22 780707250520 
23 2612710805732 
24 8748741740928 
25 29310347488328 
26 98239700385040 
27 329393900124908 
28 1104795391689632 
29 3706509386104912 
30 12437924861111176 
31 41746080357604604 
32 140137995594633344 
33 470497902016345704 
34  1579835357015667808 
35 5305306306347205940 
36 17817506609863728384 
37 59843303391759467664 
38 201007161311528038808 
39 675197360262496805252 
40 2268139077345037546880 
41 7619481119215645266648 
42 25597370910602370985904 
43 85995837410999188350124 
4& 288914793894768035677796 
45 970668340483008399402656 
46 3261214520961369202989768 
47 10957063301840840463004828 
48 36814111670220975348685952 
49 1 23691 26326061 87071 20547704 
50 41 5592388247091 791 274691 392 
8 
n Pn 
51 1396366504426812561307660788 
52 4691741161309340458087720128 
53 15764167139959867632779227424 
54  52967567057975666716258387928 
55 177971608067161075804926402660 
56 597988555078990477003318432128 
57 2009260513259382531430871709224 
58 6751195292658881322892595871696 
59 22684331202460219757247896884524 
60 76220543497094683507463089319712 
61 256105403973866870380143161610160 
62 860529943254823944192713553292040 
63 2891436721640479313530178765250812 
64 9715424687555091858977435440595072 
65 32644514901960426820389257600150984 
66 109687952973569073467215742833285792 
67 368559732267540237520450413277093620 
68 1238388868359128115051205235886389376 
69 4161082901341665867229521562468914416 
70 13981566864929621086445998426416648728 
71 46979181327778192460206835146345295492 
72 157853839832550259511137497309684206976 
73 530401748313853799833502839740184624952 
74 1782193352985908248360614712036340324208 
75 5988316652234638100998786207325174728556 
76 20121240389221873674815263860338262555104 
77 67609043061279253619516822185203797784192 
78 227172034790167930498154798152631302363720 
79 763317081001701750156579333231219907021596 
80 2564809551119593740435098828804436533578880 
Table continued 
TABLE III (continued) 
9 
n Pn  
9 362880 
10 1334961 
I1 4890741 
12 |7875140 
13 65275999 
14 238518181 
15 873224962 
16 3205784321 
17 11804363619 
18 43573050368 
19 161004831585 
20 595626912913 
21 2206240408706 
22 8182215548229 
23 30381068380981 
24 112930906207748 
25 420206722343879 
26 1565030809192385 
27 5834068315615296 
28 21766830582848529 
29 81278990483844237 
30 303741914711439636 
31 1135949132469590979 
32 4251342758790388417 
33 15921821791202066154 
34 59668608962712439889 
35 223755256594495823867 
36 839581356558089465088 
37 3152120953274017570473 
38 11840832041868649486201 
39 44503064255532945641650 
40 167346028839082398061041 
41 629576502062896706760049 
42 2369623529899009956914740 
43 8922743592316439447330007 
44 33612165397545035270788561 
45 126667361753772584129013760 
46 477523312184713987650975425 
47 1800851264009610687052085381 
48 6793704385856744972166294020 
49 25637366531443537089235365127 
50 96776721611218314081321971261 
p9 
n 9 n 
51 365419895586041158370517612306 
52 1380163799184617860098460885249 
53 52141065564041644679~8708406787 
54 19703072660868264993477749881856 
55 74470975729323628849894517730721 
56 281535830622609493275932718465889 
57 10645562996572521175341|8590375898 
58 4026122309045455790899197619936829 
59 15229440699412501941914452944851661 
60 57617595998005750295428770045058300 
61 2180199641729163285338600~6646344103 
62 825093802819155675806185666346618513 
63 3153003791598548367944658854275388608 
64 11822252193078023453736911818946042113 
65 44759274695026992850634430318842832349 
66 169479724945446519698858765171215546644 
67 641802350599753851698372020602411253675 
68 2430696977554511117880391727408737100953 
69 920669139016024727482d808051222777996026 
70 34875526177676036786~08239491685142709521 
71 132120053900289642870260589728965123725243 
72 500560333709122246884346710692080902107392 
73 1896609619530334771752238156460685700602377 
74 7186728964872295722601167846189301304304585 
75 27234190644648809445639861238582950504154562 
76 103210948554512294848205438796411733729038441 
77 391168126519153669348577239559440219123514441 
78 1482606669287546483434176251.822493586496630708 
79 561968193274957826729406796736835235837817"5543 
80 21301952195352416183931567164689434259531401281 
Table continued 
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TABLE IV: This table gives the approximate value of the "maximal" 
positive root pmax(k, r) for each of the characteristic equationsf~k(x) = 0, 
r ) 1. That such a root exists follows from the Frobenius Theorem on real, 
irreducible non-negative matrices [3, Vol. II, p. 50 ft.]. The fact that the Hr k 
are irreducible is a direct corollary of  Theorem IV which shows, inter alia, 
that (Hrk) ~-1 is a positive matrix. 
TABLE 1V 
MAXIMAL ROOT pmax(k, r) OF ilk(x) = 0 
k r pmax(k, r) 
4 1 1.83929 
5 1 1.92756 
2 2.33355 
6 1 1.96595 
2 2.60771 
7 1 1.98358 
2 2.76284 
3 3.06177 
8 1 1.99196 
2 2.85335 
3 3.36009 
9 1 1.99603 
2 2.90768 
3 3.55755 
4 3.79352 
Since pmax also has the maximum modulus, it is to be expected that the 
ratio T~k(n + 1)/Trk(n) will approach pmax(k, r) as n --~ oo. This is indeed 
observed; in fact, the ratio is seen to approach pmax monotonically from a 
certain point on. Furthermore, the term in (6.4) with the largest value 
of r (=  [(k - -  1)/2]) soon becomes dominant, so that in the limit one expects 
Pn+l __+ Pmax (k, as n --+ oo. (6.5) 
Pn k 
This behavior could probably be demonstrated without undue difficulty for 
general k; a closer algebraic analysis would undoubtedly serve to prove 
the van der Waerden conjecture for cyclic (0, 1) matrices, namely, 
pn~ l n !  k ~ 
/-----n~- >~ 1. (6.6) 
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(The proof can easily be carried out for k = 3, 4; in these cases no 
explicit use need be made of pmax.) We have not, however, pursued this 
matter since, with regard to their permanents, cyclic (0, 1) matrices are 
not minimal in the set of all (0, 1) matrices of given n and given common 
row and column sum k. Thus the proof of (6.6) would not contribute 
much to the solution of the general problem. 
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