In this work we study the reverse order laws for {1, 2, 3}-and {1, 2, 4}-inverses of a product of two matrices by using the expressions for maximal and minimal ranks of the generalized Schur complement. The necessary and sufficient conditions for B{1, 2, 3}A{1, 2, 3} ⊆ (AB){1, 2, 3} and B{1, 2, 4}A{1, 2, 4} ⊆ (AB){1, 2, 4} are presented.
Introduction
Let A be an m × n matrix over the complex field C and A * denote the conjugate transpose of A. As usual, I n denotes the identity matrix of order n, r (A) denotes the rank of A, R(A) and N (A) denote the range space and the null space of A, respectively.
For a given matrix A, a generalized inverse G of A is a matrix which satisfies some of the following four equations, as described by Penrose, and now known as the Moore-Penrose conditions: Let ∅ = η ⊆ {1, 2, 3, 4}. Then Aη denotes the set of all matrices G which satisfy (i) for all i ∈ η. Any G ∈ Aη is called an η-inverse of A. One usually denotes any {1, 3}-inverse of A as A (1, 3) which is also called a least squares g-inverse of A. Any {1, 4}-inverse of A is denoted by A (1, 4) which is also called a minimum norm g-inverse of A. Similarly, any {1, 2, 3}-inverse of A is denoted by A (1, 2, 3) and any {1, 2, 4}-inverse of A is denoted by A (1,2,4) . The unique {1, 2, 3, 4}-inverse of A is denoted by A Ď , which is called the Moore-Penrose inverse of A. We refer the reader to [1] and [6] for basic results on the g-inverse.
The reverse order law for the generalized inverses of the multiple-matrix products yields a class of interesting problems that are fundamental in the theory of generalized inverses of matrices and statistics. They have attracted considerable attention since the middle 1960s, and many interesting results have been obtained; see [1, 2, 4, [6] [7] [8] [9] [10] .
Recently, Wei [8] and De Pierro and Wei [7] , by use of PSVD (Product Singular Value Decomposition), studied necessary and sufficient conditions for the reverse order laws B{1}A{1} ⊆ (AB){1} and B{1, 2}A{1, 2} ⊆ (AB){1, 2}. In 2002, Wei and Guo [10] derived the reverse order laws for least squares g-inverses and minimum norm g-inverses of products of two matrices A and B in the same manner, i.e., B{1, 3}A{1, 3} ⊆ (AB){1, 3} and B{1, 4}A{1, 4} ⊆ (AB){1, 4}. However, It seems that there is difficulty in giving a sufficient and necessary condition for the reverse order law of {1, 2, 3}-, {1, 2, 4}-inverses of a product of two matrices.
In this work, by applying the maximal and minimal ranks of the generalized Schur complement [3] , we get the necessary and sufficient conditions for one-side inclusions B{1, 2, 3}A{1, 2, 3} ⊆ (AB){1, 2, 3}, and B{1, 2, 4}A{1, 2, 4} ⊆ (AB){1, 2, 4}.
To our knowledge, there is no article yet discussing reverse order laws for these two generalized inverses in the literature.
The keys to this work are the following two lemmas.
Lemma 1.1 ([11]
). Let A ∈ C m×n and G ∈ C n×m . Then
Lemma 1.2 ([3]
). Let A ∈ C m×n , B ∈ C m×k , C ∈ C l×n and D ∈ C l×k . Then
In addition, the following rank equalities [5] will be needed in the sequel:
2. The necessary and sufficient conditions for B{1, 2, 3} A{1, 2, 3} ⊆ ( AB){1, 2, 3}
In this section we will present the necessary and sufficient conditions for the one-side inclusion B{1, 2, 3}A{1, 2, 3} ⊆ (AB){1, 2, 3}. The main result is the following theorem: Theorem 2.1. Let A ∈ C m×n and B ∈ C n×k . Then the following statements are equivalent:
For the convenience of readers, we first briefly give an outline of the proof of this theorem before derivation. From Lemma 1.1(1), we know that the inclusion B{1, 2, 3}A{1, 2, 3} ⊆ (AB){1, 2, 3} holds if and only if B * A * = B * A * AB B (1,2,3) A (1,2,3) and r (B (1,2,3) A (1,2,3 ) ) = r (AB) for any A (1,2,3) ∈ A{1, 2, 3} and B (1,2,3) ∈ B{1, 2, 3}, which are respectively equivalent to the following two rank identities:
Hence the formula (1.2) and (1.3) in Lemma 1.2 can be used to derive the conditions for these identities.
Proof. Using the formula (1.2) in Lemma 1.2, we have max 2,3) ). 
}, where r (B (1,2,3 ) ) = r (B) has been used. Hence we have max B (1,2,3) ,A (1, 2, 3) r (B (1,2,3 
On the other hand, by applying formula (1.3) and (1.6) we have min
Hence min We now state more equivalent conditions for the one-side inclusion B{1, 2, 3}A{1, 2, 3} ⊆ (AB){1, 2, 3} without proofs since they are easy. Corollary 2.2. Let A ∈ C m×n and B ∈ C n×k . Then the following statements are equivalent: Remark. Tian [3] has provided more maximal and minimal ranks of Schur complements involved in other generalized inverses. So we can derive the conditions in a similar manner for reverse order laws of other generalized inverses instead of using Product Singular Value Decomposition (PSVD); see [8] [9] [10] . 
we easily see that
3. The necessary and sufficient conditions for B{1, 2, 4} A{1, 2, 4} ⊆ ( AB){1, 2, 4}
In this section we will derive the necessary and sufficient conditions for B{1, 2, 4}A{1, 2, 4} ⊆ (AB){1, 2, 4}. Notice that G A A * = A * and r (G) = r (A) are equivalent to the equations A A * G * = A and r (G * ) = r (A * ), respectively. This implies that, by Lemma 1.1(1) and (2), G ∈ A{1, 2, 4} if and only if G * ∈ A * {1, 2, 3}. So from the results obtained in the previous section we can get the necessary and sufficient conditions for B{1, 2, 4}A{1, 2, 4} ⊆ (AB){1, 2, 4} and hence provide the following results without proof. 
Concluding remarks
In this work we present the necessary and sufficient conditions for the inclusions B{1, 2, 3}A{1, 2, 3} ⊆ (AB){1, 2, 3} and B{1, 2, 4}A{1, 2, 4} ⊆ (AB){1, 2, 4}.
However, the reverse order laws for general inclusions A n {1, 2, 3}A n−1 {1, 2, 3} · · · A 1 {1, 2, 3} ⊆ (A 1 A 2 · · · A n ){1, 2, 3} and A n {1, 2, 4}A n−1 {1, 2, 4} · · · A 1 {1, 2, 4} ⊆ (A 1 A 2 · · · A n ){1, 2, 4} are still open problems and so they need to be studied further.
