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Abstract
We show that optimizing over non-symmetric matrices is not polyno-
mial time solvable, unless P=NP. This is in contrast to the symmetric
case for which several polynomial time algorithms are known.
1 Introduction
The classical Semidenite Programming (SDP) is the problem of optimizing a
linear function of a symmetricmatrix subject to linear constraints and the condi-
tion that the matrix of variables be positive semidenite. SDP has proved pow-
erful to cast combinatorial problems and very recently, it has been used to ob-
tain striking approximation algorithms for several problems (Max CUT [GW95],
Max 2SAT [GW95, FG95], COLORING [KMS94] and BETWEENESS [CS95].)
In all of them, the basic step is solving (in polynomial time) a semidenite relax-
ation for the problem at hand and then derive a feasible solution to the problem
whose measure is within a certain bound of the optimum. In an attempt to
nd a semidenite relaxation for the problem of Minimum Linear Arrangement
(MinLA) on graphs we came up with a semidenite program but it turned out
to be non-symmetric. This motivated our interest in studying whether such
kind of semidenite programs without the condition for the matrix of variables
to be symmetric can be solved in polynomial time.
We start with the denition of a positive semidenite matrix and some ob-
servations. In dening the semideniteness for a square real matrixA there is no
condition at all about the symmetry of the matrix. However, there is a big dif-
ference between the case when the matrix is symmetric and the non-symmetric
one, rst, in characterizing such matrices, and secondly with respect to all the
basic topics of matrix theory (decompositions, systems of linear equations, etc.)
and optimization theory.
Denition 1 Let A be a symmetric n  n matrix. The matrix A is positive
semidenite (psd, for short) i for all x 2 R
n
, x
T
Ax  0. The matrix A is
positive denite i for all x 2 R
n
  f0g, x
T
Ax > 0.

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For a given n n matrix A, we will denote by 
1
;
2
; : : : ;
n
the principal
minors of A, where 
k
is the determinant of the upper left-hand corner k  k
submatrix of A, and by 
1
; 
2
; : : : ; 
n
its eigenvalues.
For real symmetric matrices there are several equivalent criteria to test the
semideniteness property (see, e.g., [PSU88, pages 13{36]), given below.
Proposition 1 Let A be a real n  n symmetric matrix. The following state-
ments are equivalent:
(a) Matrix A is positive semidenite;
(b) All the eigenvalues of the matrix A are non-negative numbers;
(c) There exists a matrix L such that A = LL
T
;
(d) The principal minors of the matrix A are 
1
> 0;
2
> 0; : : : ;
n 1
> 0
and 
n
= 0.
We notice that when a (symmetric) matrix is psd then all its principal mi-
nors are non-negative, however the reverse not necessarily is true. It is easy
to see that, when the matrix A is not symmetric the equivalent properties of
Proposition 1 does not hold anymore. Indeed, when the matrix is not sym-
metric, its eigenvalues may well be complex numbers, the principal minors may
satisfy condition (d) but this does not imply positive semideniteness of the
matrix, etc. For a avor of this, let us consider the matrices:
A =

 m
 m 

and B =

0:5  2
2  8

for which we have:
 Matrix A is positive denite (hence psd) however its eigenvalues are 
1
=
+ I m, 
2
=   I m (i.e., not positive real numbers). Thus, (a)) (b)
doesn't hold.
 Clearly, (a) , (c) cannot hold for non-symmetric matrices since for any
matrix L, the matrix LL
T
is symmetric.
 Matrix B has its principal minors 
1
= 0:5, 
2
= 0, however the matrix
is not psd (there are vectors x 2 R
2
such that x
T
Ax < 0, e.g. x = (1; 1)),
hence (d)) (a) does not hold. However, it's worth mentioning here that
(a)) (d) holds independently of whether the matrix is symmetric or not
(cf. [GVL83, page 140]).
From this dierence between the symmetric and non-symmetric case can be
explained somehow why the symmetric case is the most studied and useful
one. Indeed, symmetric psd matrices play an important role in the theory
of symmetric linear systems compared to the non-symmetric ones (see, e.g.,
[GVL83, Chapter 4]). More remarkably, the symmetric psd matrices are crucial
in the theory of convex optimization (see, e.g., [GLS88]) since the space of such
matrices has the nice property of being convex.
Our interest here is to see how does this dierence impacts in solving ef-
ciently optimization problems over semidenite matrices with or without the
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condition of being symmetric. Let C, A
(1)
; A
(2)
; : : : ; A
(m)
be nn matrices and
b an m-vector. Let us consider the following optimization problem:
max
P
n
i=1
P
n
j=1
C
ij
X
ij
s.t.
P
i;j
A
(k)
ij
X
ij
= b
k
; 1  k  m
X psd
(SDP)
that means, in words, optimize (maximize, minimize) a linear function on X
subject to linear constraints on X and the constraint on X to be psd. Now, if
we address the question of whether this problem is solvable in polynomial time,
the answer depends heavily on over which matrices are we optimizing . Speci-
cally, when the matrixX is symmetric (i.e., the conditions to be optimized over
are those (b)-(d)) the above problem is the standard Semidenite Program-
ming (hereafter referred to as Symmetric SDP). Symmetric SDP is well-studied
and we already know that it is polytime solvable either through the Ellipsoid
Method [GLS81] or Interior-Point Method [Kar84, Ali95, HRVO93, VB96]).
Interestingly, as we mentioned previously, there are several combinatorial opti-
mization problems (e.g., Max CUT, COLORING, BETWEENESS) for which,
to any instance of the problem, there is associated a Symmetric SDP over a
matrix X that satises the equivalent conditions (a)-(d).
2 Main Result
In what follows we show that the optimization problem derived from (SDP)
without the condition for the matrixX to be symmetric, called Non-Symmetric
Semidenite Programming (Non-Symmetric SDP), is hard to solve under a rea-
sonable complexity assumption.
Theorem 1 The Non-Symmetric Semidenite Programming is not polytime
solvable, unless P=NP.
Proof: Let us consider an instance C of Max SAT problem consisting of m
clauses C
1
; : : : ; C
m
over variables x
1
; x
2
; : : : ; x
n
. We can write the following
integer program for it
1
:
max
P
C
j
2C
z
j
s.t.
P
i2I
+
j
y
i
+
P
i2I
 
j
(1  y
i
)  z
j
; 8C
j
2 C
y
i
2 f0; 1g; 1  i  n (1)
z
j
2 f0; 1g; 8C
j
2 C (2)
(SAT)
where I
+
j
(resp. I
 
j
) is the set of variables appearing positively (resp. negatively)
in clause C
j
and the intended meaning of variables is as follows: y
i
= 1 i
variable x
i
is set true and 0 otherwise; z
j
= 1 i clause C
j
is satised and 0
1
This is a folklore formulation for the problem.
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otherwise. Notice that (SAT) computes an exact solution to a given instance of
Max SAT.
Now, we will write (SAT) equivalently as Non-Symmetric SDP. As we men-
tioned above, if a matrix is positive semidenite then all its principal minors are
non-negative independently whether the matrix is symmetric or not. Therefore,
we can express conditions (1), (2), respectively, as
y
i
 1 and Y
i
=

y
i
1
y
i
y
j

be psd; (3)
z
j
 1 and Z
j
=

z
j
1
z
j
z
j

be psd: (4)
i.e., they are expressed as a linear restriction together with a condition for a
matrix to be psd. It is straightforward to see that (3) (resp. (4)) express (1)
(resp. (2)). Indeed, Y
i
psd would imply that y
i
 0 and that y
i
(y
i
  1)  0
and therefore in combination with y
i
 1 gives y
i
= 0 or y
i
= 1. Further the
conditions Y
i
psd, for all 1  i  n, can be written in a unique condition
2
by
letting Y be the block-diagonal matrix whose ith block is the matrix Y
i
, and
then conditioning Y be psd. Similarly, the conditions on Z
j
are summarized
in that of Z being psd. Finally, we see (SAT) as a Non-Symmetric SDP on
matrices Y; Z. The theorem thus follows since if we could solve in polynomial
time our Non-Symmetric SDP, it would imply that we can nd in polynomial
time the optimal solution to (SAT) which is known to be NP-complete. 2
Discussion
It is well-known from Linear Algebra that symmetric matrices have likeable
properties as opposed to non-symmetric matrices. Our result shows that such
dierence is also present when optimization over matrices is considered. In
view of the recent approximation results derived from symmetric semidenite
programming, our result may explain somehow why this technique resists the
extension to other combinatorial optimization problems.
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