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Abstract 
Nitrous oxide (N2O) emissions usually have strong spatial and temporal patterns because they 
depend on soil properties, environmental factors and climate. Spatial and temporal variability 
of N2O can lead to large uncertainties in prediction. However, current research in the 
description and estimation of N2O emissions from soil as a function of relevant 
environmental factors has ignored some important methodological issues such as spatial 
correlation and temporal autocorrelation. 
 
In this thesis, we developed and applied different statistical models by frequentist and 
Bayesian approaches to characterize the complex spatial and temporal variation in N2O 
emissions from soil based on temporal, spatial and spatiotemporal datasets. These will be 
achieved by considering the following approaches: (1) use of an auto-regressive time series 
model to examine the temporal effects of environmental factors on the emission of N2O; (2) 
developing a nonparametric, nonlinear time series model based on piecewise polynomials to 
investigate the shape of the covariate-N2O flux relation and detect the effect thresholds in the 
natural temporal variation of environmental variables on N2O emission as well as the 
potential lagged effect and seasonality; (3) comparison of various spatial correlation 
structures (independence, distance-based and neighbourhood based) on parameter estimation 
and spatial prediction of N2O emissions to assess the effects of soil properties and the spatial 
distribution, as well as use of Bayesian model averaging to take into account the model 
uncertainty; (4) development of a Bayesian conditional autoregressive model to quantify and 
investigate the spatiotemporal variation on N2O emissions across four seasons; (5) extension 
of this model to take into account missing data and particular experimental design 
characteristics; and (6) use of reversible jump Markov chain Monte Carlo to determine both 
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the shape of the nonlinear relationships and the choice of important covariates. The models 
and methods were applied to four substantive case studies of nitrous oxide emissions in 
subtropical systems in Australia.  
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Chapter 1: Introduction 
 
1.1 Research problem 
 
Nitrous oxide (N2O) is a long-lived greenhouse gas (114 years) in atmosphere which has also 
been linked to ozone depletion (Crutzen and Ehhalt, 1997). Soils are one of the major sources 
of N2O (Bouwman, 1998) with 65% of annual global emissions (IPCC, 2001) and 6% of the 
overall global warming effects coming from this source. Over 16% of the total national 
greenhouse gas emissions of Australia are from agriculture, with 80% of annual N2O 
emissions in Australia from agriculture alone. It is important to precisely estimate N2O 
emissions at the field scale for the purposes of developing effective management strategies to 
reduce of greenhouse gas emissions (Konda et al., 2008).   
 
Data on N2O emissions and environmental factors such as soil temperature, soil moisture, soil 
pH and nitrate (NO3
-
) are often measured simultaneously in different experimental chambers 
in a field. Large spatial and temporal variation in N2O emissions from soil has been observed 
because they depend on hydrology, soil property distribution, plant growing and climate 
(Choudhary et al., 2002; Garcia-Mndez et al., 1991; Kiese et al., 2003; Ruz-Jerez et al., 1994). 
Spatial and temporal variability of N2O can lead to large uncertainties in prediction (Dalal et 
al., 2003). It is difficult to precisely estimate annual N2O emissions at a field scale level 
because of high spatial and temporal variability within the field (Saggar et al., 2004). Hence, 
three main problems arise from the N2O research literature with respect to statistical 
modelling of N2O emissions. 
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The first problem is that the previous studies commonly determine the relationship between 
N2O emission and environmental factors using simple or multiple linear regression models 
(Choudhary et al. 2002; Sehy et al. 2003; Wang et al. 2005). The majority of published 
descriptions and comparisons of temporal variation in N2O have been based on plots of the 
data or summary statistics such as (linear) correlation coefficients. However, significance 
levels and goodness-of-fit from the linear regression model for time series data are often not 
valid or reliable because the assumption of independent residuals from the linear regression 
model is violated. There are few models that explicitly include terms that describe longer 
term (i.e. weekly to monthly) temporal features of the data. Some important methodological 
issues such as auto-correlation and seasonality of time series data have also not been formally 
addressed in these previous regression models. Few researchers have built models to reveal 
interrelationships between the time-dependent processes, taking into account the temporal 
nature of the data. Moreover, although time-lagged effects of soil parameters on N2O 
emissions are observed, they still are not taken into account in the models. Nonlinear and 
threshold effects for soil WFPS and soil temperature on N2O also have been reported (Conen 
et al., 2000; Dobbie and Smith, 2003; Gödde and Conrad, 1999; Machefert et al., 2004; 
Rudaz et al., 1999). These effects are often complicated because the biochemical processes 
are also associated with other soil parameters and vary over time (Breuer et al., 2000; 
Choudhary et al., 2002; Gödde and Conrad, 1999; Huang et al., 2011). Machefert et al. (2004) 
suggested that a simple linear regression for modelling N2O emission was not appropriate, 
and that traditional multiple linear regression models might be inadequate and may lead to 
yield prediction biases. 
 
The second problem is that the relationship between N2O emissions and environmental 
covariates has largely been quantified by aggregating over all sites and assuming independent 
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observations in multiple linear regression models, although data are often spatially collected 
at different chambers or locations. The perceived effects of covariates and factors on a 
response variable may be affected if spatial dependence is not taken into account when 
modelling spatial data (Cressie, 1993). Some studies have used traditional geostatistics to 
develop semivariogram models for the covariance structure in order to determine the degree 
of spatial dependence for N2O and individual variables (Ball et al., 1997; Konda et al., 2008; 
Turner et al., 2008; Velthof et al., 1996; Yanai et al., 2003). However, this approach for 
spatial prediction is not a model-driven approach and arguably belongs to exploratory data 
analysis. Furthermore, few researches have included the spatial process in the multiple 
regression models.  
 
The third problem is that little research addresses spatiotemporal variation in N2O models 
although data are often collected at different locations over time. Previous spatiotemporal 
analyses of N2O have only separately described the two sources of variation and plotted 
temporal and spatial patterns. Spatiotemporal modelling has tremendous potential to 
understand and address phenomena changing over both space and time. 
1.2 Research plan and aims 
 
In summary, the spatial, temporal and spatiotemporal behavior of N2O emissions in the 
presence of, and after accounting for, environmental factors is still largely unclear.  
To address these problems, there are three aims in this thesis:  
1. Develop frequentist and Bayesian statistical models to investigate seasonality and 
temporal variation in N2O emissions, improve N2O prediction, and better understand 
the shape of covariate-N2O flux relations. 
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2.  Develop Bayesian spatial models to accommodate spatial dependence and improve 
spatial prediction of N2O emissions, as well as account for the uncertainties in the 
spatial correlation structure. 
3. Develop Bayesian spatiotemporal models to describe the spatial evolution of N2O 
emissions over time. 
In order to achieve these aims, the following approaches and models are developed and 
examined. 
1. For the first aim, we develop two models. The first is a frequentist time series 
regression model to describe time-ordered and time-dependent phenomena in a real 
time series dataset. The second model is a Bayesian time series model for describing 
temporal variability of N2O emissions using reversible jump Markov Chain Monte 
Carlo (RJMCMC). This model includes a Bayesian model selection approach to 
develop a data-informed model of the relationship between N2O and soil parameters. 
A piecewise polynomial function is used to model the shape of the covariate-N2O 
flux relation and detection thresholds in the temporal variation of environmental 
variables on N2O emission.  Both models take seasonality and time-lagged effects 
into account.  
2. For the second aim, we develop two hierarchical Bayesian spatial models, using 
firstly a geostatistical model and secondly a conditional autoregressive (CAR) model 
to model the random effects, to estimate the effects of environmental variables on 
N2O emissions across the study site. In particular, various spatial correlation 
structures (independence, distance-based and neighborhood based) are compared 
with respect to their impact on parameter estimation and spatial prediction of N2O 
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emissions. Bayesian model averaging (BMA) is employed to address model 
uncertainty. 
3. For the third aim, a Bayesian spatiotemporal model is developed to describe spatial 
evolution over time, allowing for environmental factors. A Bayesian CAR model is 
used to quantify the spatial dependence of N2O emissions. The approach is designed 
to explore changes in the spatial distribution of N2O in different seasons.  
This research thus fills important gaps in the existing literature, in that above approaches and 
models have not been extensively used to predict N2O emissions, detect the shape of 
covariate-N2O relations and determine spatial prediction of N2O while simultaneously 
estimating covariate effects.  
1.3 Thesis overview 
 
In this thesis, chapters 3 to 6 are written to meet the obligation for a thesis by publication, and 
thus are presented as full papers in entirety with a corresponding related bibliography to the 
paper. A full bibliography is given at the end of the thesis. The thesis is constructed as 
follows:  
 
Chapter 2 gives a review of the common approaches in temporal modelling, spatial modelling 
and spatiotemporal modelling which form the basis of the techniques developed in this thesis. 
The review also includes a description of the Bayesian approach and modeling issues, 
including Bayesian model averaging, model choice, dealing with missing data and RJMCMC. 
In this chapter, we also present a detailed review of spatiotemporal models for point-
referenced data. There has been substantial development of spatiotemporal modelling in 
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various scientific fields over the past decade. However, there are still uncertainties in the 
choice of a suitable spatiotemporal model in practice.  
 
Chapter 3 presents and compares four frequentist linear regression models applied to a 
temporal dataset for sub-tropical horticultural soils. The time series regression models take 
into account lagged moisture, lagged temperature, autoregressive processes and seasonality. 
This is the first time that such time series models have been used to estimate the magnitude of 
nitrous oxide emissions for sub-tropical horticultural crops, thus providing critical 
information for Australia’s National Greenhouse Gas Inventory. This study has been 
published in the international referred journal, Soil Research. 
 
In Chapter 4, we extend the model presented in Chapter 3 to include variable selection and 
curve fitting using RJMCMC (Lunn et al., 2009). A Bayesian generalised additive model 
(GAM) is adopted, that employs piecewise polynomials to explain the shape of the 
environment-N2O relation, adjusting for seasonal variation and time-lagged effects, in a 
particular agricultural ecosystem, namely in pasture in a subtropical region in Australia.  In 
this study, we are interested in determining both the shape of the GAM relationships and the 
choice of important covariates. We suggest that this flexible Bayesian modelling approach 
could facilitate greater understanding of the shape of the covariate-N2O flux relation and 
detection of effect thresholds in the natural temporal variation of environmental variables on 
N2O emission. This study has been published in the international referred journal, Science of 
the Total Environment. 
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In Chapter 5, we consider and compare three spatial correlation structures (independence, 
distance-based and neighbourhood-based) in spatial analyses of N2O emission for point data 
obtained from irregular sampling intervals. The models are applied to a real dataset of N2O 
emissions in pasture. Two spatial models are developed under a hierarchical Bayesian 
inferential framework. In this study, we aim to compare the outcome from the hybrid model 
structure obtained by Bayesian model averaging with other three spatial correlation structures. 
This study has been published in the international referred journal, PLoS ONE. 
 
In Chapter 6, a Bayesian CAR model (Besag, 1974) is used to quantify the spatial variation in 
N2O emission within each of the four seasons and compare effects across seasons. In this 
study, to deal with situations in which different events happened in different seasons, we 
focus on identifying intra-seasonal phenomena, seasonal differential effects of environmental 
factors on N2O emissions, and changes in spatial prediction of N2O emission in different 
seasons across a study site. This study has been published in the international referred journal, 
Science of the Total Environment.  
 
Chapter 7 provides a summary of the research described in this thesis and a discussion of 
issues related to this study.  
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                            Chapter 2:   Literature Review 
 
2.1 Introduction 
 
This Chapter is divided into three sections.  The first section (2.2) provides an overview of 
the published literature on existing modellings for estimation in N2O emission, and also 
points out some drawbacks arising from the existing methods. The second section (2.3) 
reviews the popular statistical models for analysis of temporal and spatial data; we also give a 
detailed review on spatiotemporal modelling of point-reference data because there is 
uncertainty regarding the choice of spatiotemporal model.  The third section (2.3) provides a 
brief review on model choice, missing value, variable selection and curve fitting.  
2.2 Determinants of N2O emissions and modelling of N2O 
 
A number if determinants of N2O emissions have been identified. Dalal et al. (2003) gave a 
detailed review of N2O emissions from Australian agricultural lands. They stated that N2O 
emissions depended on water-filled pore space, decomposable organic carbon, nitrogen 
substrate supply, temperature, pH and salinity. Moreover, N2O emissions were sporadic both 
in time and space. 
 
Li (2000) recognised three primary challenges of modelling N2O emissions: (1) N2O 
emissions have multiple sources, such as nitrification, denitrification and chemo-
denitrification. (2) N2O emissions are consumed simultaneously in soil with a series of 
geochemical or biochemical reactions. (3) Reactions are controlled by a large number of 
environmental factors. To describe such a complex process, a number of models were 
developed for the purpose of estimating annual N2O emissions. Chen et al. (2008) reviewed 
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most of the known models based on simulation. Mechanistic simulation models include 
DNDC (Li et al., 1992), DAYCENT (Del Grosso et al., 2000; Parton et al., 1998), NGAS 
(Mosier et al., 1983; Parton et al., 1988), WNMM (Li et al., 2007) and NLOSS (Riley and 
Matson, 2000). Many uncertainties and limitations still exist in these simulation models 
(Chen et al., 2008), including the inherent difficulty of providing high spatial and/or temporal 
resolution soil, plant and climate data. Collection of these data is both expensive and time 
consuming and severely limits the application of these models across a diverse set of 
environmental conditions, hence the need for simpler modelling approaches which utilize 
readily available (or easily collected) robust information to infer causal relationships.  
 
Large temporal variation and seasonal variability of N2O emissions have been reported 
(Breuer et al., 2000; Carran et al., 1995; Choudhary et al., 2002; Flessa et al., 2002; Garcia-
Mndez et al., 1991; Kiese et al., 2003; Mummey et al., 1997; Ruz-Jerez et al., 1994). Most of 
this research has tried to determine the effects of environmental factors and management 
practices on N2O emissions, for example, soil moisture, soil temperature, fertilizer and 
rainfall. Data on N2O emissions and environmental factors are almost always measured 
sequentially over time, including monthly, weekly, daily and hourly data.  
 
Time-lagged effects of environmental factors on N2O have also been revealed in previous 
studies. Denmead (2010) indicated that fertiliser application could remain at high emission 
levels for 5 months. Werner (2006) found that re-wetting of the soil significantly influenced 
N2O emissions when soil moisture content was less than 30%. Additionally, Flessa (2002) 
reported that the effect of a single rainfall event often lasted for at least a week. All this 
information indicates that time lagged-effects should be included in models. 
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Some statistical models have been developed in order to determine the temporal variation in 
N2O. Sehy (2003) applied a statistical multiple linear regression model to analyse the effects 
of environmental factors on N2O flux rates for different periods (vegetative growth and 
winter). Variables included CO2 flux, organic carbon content, and amount of precipitation 
within 1 week before sampling, soil temperature, soil moisture and NO3
-
. Data were collected 
weekly between April 1999 and April 2000 under four different treatments in Germany.  In 
order to evaluate seasonal variation, data were separated as growth season and winter season. 
Results showed that each variable presented different effects in different models based on the 
different treatment of the two seasons. Soil moisture, soil temperature and amount of 
precipitation were determined to be important factors for N2O emissions. Wang (2005) 
developed simple linear regression models to analyse the relationship between weekly or 
monthly N2O emissions and weekly or monthly soil moisture, and weekly or monthly soil 
temperature in the growing season and the non-growing season under ungrazed and grazed 
grassland in Inner Mongolia, China. N2O emissions were all positively associated with soil 
moisture and soil temperature. Roelandt (2005) developed multiple linear regression models 
which linked seasonal climate and annual N2O emissions. In this research, seasonal climate 
was included in the model for the purpose of improving annual N2O emission predictions by 
utilizing seasonal variation. Data were divided into four seasons (spring: April-June; summer: 
July-September; autumn: October-December; winter: January-March). Variables were total 
of season precipitation, and seasonal means for temperature and N fertilization. The author 
found that N2O flux was positively related to mean spring temperature and total summer 
precipitation in cropland. Moreover, log-N2O flux was positively associated with mean 
winter temperature and N content in grassland. 
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The above research used linear regression models to estimate the temporal effect of 
environmental factors on N2O based on different time periods. The seasonal variation in N2O 
emissions has been confirmed and used to successfully explain the variation in N2O 
emissions in their research. However, their approaches might have lost some information 
because of breaks in data and/or using mean values. Time-lagged effects, seasonal wave 
pattern and autoregressive processes have not been investigated in their studies. 
 
Nonlinear and threshold effects for soil WFPS and soil temperature on N2O have also been 
observed (Conen et al., 2000; Dobbie and Smith, 2003; Gödde and Conrad, 1999; Machefert 
et al., 2004; Rudaz et al., 1999). The increments in covariates cannot be always linearly 
related to increasing N2O production because the biochemical processes are also associated 
with other soil parameters and vary over time (Breuer et al., 2000; Choudhary et al., 2002). 
The above researchers imposed the nonlinear models on the data, such as an exponential 
function or quadratic polynomial function only based on the visual relationship between N2O 
and individual covariates from the plots of the data. The data-based approach for estimating 
the shape of the environment-N2O relationship is still not employed in N2O research in order 
to more accurately understand the effects of environmental variables on N2O over time and 
their range. 
 
In the past decade, for spatial analysis of N2O emissions, traditional geostatistics was widely 
used to develop parametric models for the covariance structure by variogram and curve 
fitting methods, and the degree of spatial dependence was determined for individual 
variables, including N2O, soil moisture, soil temperature, soil nitrogen content, and soil PH 
and so on (Clemens et al., 1999; Konda et al., 2008; Velthof et al., 1996; Yanai et al., 2003). 
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A variogram is a function to describe the degree of spatial correlation in observations 
measured at sample locations. A good example of this approach was presented by Yanai et al. 
(2003). In their study, data were collected in Mikasa City, Hokkaido prefecture, Japan. A 
large number of variables were involved in the investigation, including physical, chemical 
and biological properties of the soil. The author developed variogram models for each 
variable, and explored spatial variability of N2O flux and soil properties by kriging across the 
study field.  In this analysis, a Q value (calculated as (sill-nugget)/sill) was used as a criterion 
for determining the degree of spatial dependence at the sampling scale. An isarithmic map of 
spatial prediction of N2O flux was then developed using Kriging. However, this approach did 
not use soil properties as driving factors to predict the spatial distribution of N2O and was 
instead more an exploratory data analysis. Thus the isarithmic map was not based on a 
derived N2O - environmental relationship.  
 
Bayesian spatiotemporal modelling of N2O emission was proposed by Nishina et al. (2009). 
The data were collected at 2 to 3 week intervals for one year at a 65m line transect which was 
established along a slope from the shoulder to the bottom in Nagoya University Forest, 
Toyota, Aichi Prefecture, Japan. 14 chambers were placed at 5m equal intervals along a line 
transect. A spatial CAR prior was used to model spatial dependence. The soil temperature 
variable used to explain the temporal mean was assumed to have a different regression 
coefficient for each location. Large spatial and temporal variations in N2O were identified in 
the study. To my knowledge, this is first model to incorporate spatial dependence by CAR via 
Bayesian approach. However, the limitation of this research was that it could not clearly 
explain the temporal evolution by a fixed regression coefficient for soil temperature variable 
at each location.  
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The above researchers have attempted to develop appropriate approaches to characterise 
complex patterns of N2O emission. However, temporal dependence, spatial dependence and 
spatiotemporal dependence have still not been fully addressed in previous models, allowing 
for soil properties. In the following section we present an overview of the main statistical 
methods that have been considered used for capturing the spatial, temporal and 
spatiotemporal variability of N2O emissions in this thesis. 
2.3 Statistical models 
2.3.1 Temporal analysis 
2.3.1.1 Classic time series models 
 
Time series analysis can account for sequential data points which may have some internal 
structure, such as autocorrelation and seasonal variation (Chatfield, 2004). Time series are 
observed in many fields, including finance, meteorology, chemical and physical process, 
geophysics and environmental sciences. A basic assumption in time–series analysis is that 
successive observations are dependent, that future values may be influenced by past 
observations, so there is a need to account for the time order of observations in models 
(Chatfield, 2004).  
 
There are various standard ways of viewing a time series model. A simple approach is a                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                      
compartmental model of which there are four types, including horizontal (data values 
fluctuate around a constant value, if it is a stable process, i.e. stationary), trend (the data 
appear increasing or decreasing over time), seasonality (data is changed by seasonal factors), 
cycles (data show wave swings, rises and falls without a fixed period).  
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Moving average and exponential smoothing methods are a cruder form of modelling, in that 
they are less structured and make fewer distributional assumptions about the error. Box and 
Jenkins (1976) developed an approach for model selection, parameter estimation and model 
testing in time series analysis for stationary time series data.  It is well known that a class of 
popular time series models have been developed, such as autoregressive moving average 
(ARMA) model, autoregressive integrated moving average (ARIMA) model and seasonal 
autoregressive integrated moving average model (SARIMA), based on the Box-Jenkins 
approach for analysing stationary univariate time series data for forecasting.   
 
In general, an autoregressive process would be represented by 
                              
where {Yt} is a time series. The autoregression parameter φi is a portion of the past rating 
carried over to the rating at time t, and Yt-i (i=1, 2… p) is an endogenous variable with a 
function of lags itself (Yaffee and McGee, 2000). et is an error term with zero-mean and 
variance   
   The above formula shows the current value as a function of its p previous ratings, 
and is known as an order autoregressive relationship, denoted as AR(p).     
 
Using moving average (MA) processes, Yaffee and McGee (2000) described growth of a 
time series where its mean centred series follows a random shock et at time t, plus previous 
random shocks et-q, where q is number of time lags (called the order of the MA model), 
denoted as MA(q). The moving average model of order q may be written by 
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where θ represents the moving average coefficient, and    is the white noise process with 
mean zero and variance   
 .  
 
The ARMA model includes an autoregressive process and a moving average process. Each 
value in a time series is expressed as a linear function of the preceding values in the 
autoregressive process (Yaffee and McGee, 2000). A general ARMA(p, q) model is then 
given by 
                                             
where all symbols are similar to both the AR(p) model and MA(q) model.  
 
A nonstationary time series can often be transformed  to stationarity. ARIMA (p,d,q) models 
are the most common models for forecasting a time series, which can be made stationary by 
transformations such as differencing and logs. Here, I(d) represents the integrated process, 
where d is the order of nonseasonal differencing (Yaffee and McGee, 2000). The three 
processes, namely autoregressive process, integrated process and moving average process, 
are linearly associated with previous data points (Gershenfeld, 1999).   
 
It is necessary to control for seasonality when the series exhibits seasonal patterns (Yaffee 
and McGee, 2000).  A seasonal ARIMA (SARIMA) model has been developed to adjust for 
seasonality. This model consists of both the nonseasonal components ARIMA(p.d.q) and the 
seasonal components ARIMA(P,D,Q). A full formulation of a multiplicative seasonal 
ARIMA is denoted as ARIMA(p,d,q)(P,D,Q)S (Yaffee and McGee, 2000), where s is the 
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order of seasonality. For example, if there are monthly data with seasonality, such that s = 12, 
it means the seasonal differencing is performed at a lag of 12 months.  
 
The autoregressive conditional heteroskedasticity (ARCH) model (Engle, 1982) has been 
successfully used to analyse financial time series. Here, the variance (σ) of the error term in 
this model, Var(et), depends upon the error of past values of yt, if the conditional variance of 
et is not constant (Engle, 1982). The ARCH model was generalised to the GARCH model by 
Bollerslev (1986) to accommodate the case in which the variance of the current error term 
changes over time, that is, the time series exhibits time-varying volatility.  
An ARCH(q) process is: 
  
           
        
          
  
An GARCH(p,q) process is: 
  
           
          
        
          
  
Bayesian formulations of these time series models and more general nonstationary models  
are now relatively common in financial and biostatistical studies (Koop and Potter, 1999; 
Pole et al., 1994). However, these models have not been as widely applied in biometrics. 
 
Three main approaches for adjusting for seasonality have been widely applied in air pollution 
and health time series data (Bell et al., 2008; Galán et al., 2003; Katsouyanni et al., 1996; 
Schwartz et al., 1996). Firstly, seasonality may be described by a linear combination of sine-
cosine functions of different frequencies (Wei, 1990). For example, ∑    (
    
  
)     
∑    (
    
  
)     is used for the monthly model and ∑    (
    
  
)     ∑    (
    
  
)     for the 
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weekly model. Secondly, seasonality may be described alternately as a categorical or dummy 
variable (e.g. spring, summer, autumn, winter, weekend or public holidays). Thirdly, 
temporal trend and seasonality can be controlled through a smooth function of time by a 
generalized additive model (GAM) using moving averages, smoothing splines and kernel 
smoother.  
 
As discussed above, the choice of the order p, q and seasonality is a crucial step in 
developing these time series models. In general, the Autocorrelation function (ACF) and 
partial autocorrelation function (PACF) can be used as exploratory techniques to confirm any 
seasonal patterns in the data and diagnose correlation between the observations for different 
lags (Yaffee and McGee 2000). An ACF is expressed as 
                                          ( )  
∑ (    ̂)(      ̂) (   )⁄
   
   
∑ (    ̂)  ⁄
 
   
 
 (      )
  
  
where Yt-k is the same series Yt  with k lags between them. In an adequate model, the residual 
autocorrelations should fall within the upper or lower 95% confidence bands around zero (in 
the plots of ACF and PACF). Figure 2.1 provides an illustration; it shows that the plots of the 
ACF exhibit a slight seasonal pattern (the cosine pattern) and the value of autocorrelations 
exceed 95% confidence bands. The Box-Ljung Q statistic can also be used to test the 
significance of autocorrelations (Yaffee and McGee 2000).  
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         Figure 2.1. The ACF plot of the residuals from the weekly linear regression model 
The Durbin-Watson statistic also can be used to detect the first order autocorrelation and 
seasonality. A value near two for this statistic indicates that autocorrelation or seasonality is 
satisfactorily removed. 
 2.3.1.2 Time series regression models 
 
The classic time series analysis models described above assume that the current values of 
variable based on past values of the variable, not on explanatory variables which may 
influence its response. This is mainly used for forecasting purposes in finance and economic 
areas (Girard  et al., 1990; Gjølberg and Bengtsson, 1997). Most research has been interested 
in the relationship between response and covariates, and model-based prediction. When data 
are collected over time (hourly, daily, weekly, monthly and yearly), many possible 
explanatory variables also evolve over time, such as environment, health, climate and 
pollution data. Hence, a regression model is proposed to incorporate the autoregressive 
process and seasonal component while accounting for other covariates (Katsouyanni et al., 
1996; Schwartz et al., 1996). The purpose of adjustment for autocorrelation and temporal 
variation in the regression is to satisfy assumptions when conducting hypotheses test and 
calculating goodness-of-fit statistics, and improve the precision of parameters estimates and 
prediction in the covariate-response regression model.           
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 A general time series linear regression model can be defined as  
           ∑  
 
   
     ∑         ( )
 
   
       (   ) 
                                                     (   
 );     (    
 )    (    
 ) 
where yt and xi,t  represent a response variable and covariates at time period t, respectively.   
yt-k  represents previous values of y at time periods t-k (i.e. time lags k);   are the regression 
coefficients for covariates, and    is white-noise with a mean of zero and a variance of   
 . 
The term φkyt-k, duels with adjusting for series autocorrelation, ie the autoregressive process 
with the coefficient φ indicating how strongly the current value depends on the preceding 
value. The most common forms of autoregressive processes are first-order AR(1) and second-
order AR(2) autoregressive models.  The term S(t) represents a seasonal component of a time 
series. Three main approaches can be used to adjust for seasonality, as discussed above. 
 
In practice, the relationship between response and covariates might not often show a linear 
trend. Commonly, nonlinear relationships between a response variable and independent 
variables can be described by parametric and nonparametric models based on smoothing 
splines and piecewise polynomials (Green, 1995). A nonparametric nonlinear relationship 
using GAM is referred to as data-driven rather than posing some form of parametric 
relationship (Denison et al., 1998; Pan et al., 2001; Crainiceanu et al., 2004). 
If a nonlinear function describes the relationship between the covariates and response, Model 
(2.1) is then rewritten as                                                 
           ∑  (
 
   
    )  ∑         ( )
 
   
        (   ) 
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  )  
                                                      (   
 );     (    
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 ) 
where a generalized additive model extends the generalized linear models (GLM) through 
using nonlinear functions ∑   (
 
       ) instead of the linear relationship function ∑   
 
        
(Green, 1995; Hastie and Tibshirani, 1990; McCullagh and Nelder, 1989). The function fi(xi,t) 
can be expressed as parametric or nonparametric functions. Polynomial regression is 
commonly used to solve the parametric model. However, such an approach is unsuitable for 
estimating wiggly curves (Denison et al., 1998). Nonparametric models on the other hand 
incorporate smooth functions, such as regression spline, smoothing splines and penalized 
splines (P-spline) to estimate∑   (
 
       ).  
 
Missing values, in time series analysis, are usually addressed by a variety of methods, 
including case deletion, regression model, linear interpolation, multiple imputations and 
likelihood methods (Yaffee and McGee 2000).  
 
Time series regression models can be applied to the time series N2O data to address the 
temporal variation in N2O emissions. These methods can take seasonal patterns, 
autoregressive processes and time-lagged effects into account, and also estimate the possibly 
nonlinear effects of environmental variables on the N2O response. 
2.3.2 Spatial analysis 
 
In the past decade, a variety of spatial models have been developed (Best and Richardson, 
2005; Dormann et al., 2007) and widely applied in ecology, soil science, epidemiology and 
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econometrics. Spatial data are commonly divided into point-referenced data, areal data and 
point pattern data. For point-referenced data (Figure 2.2) the location s varies continuously 
over D, a fixed subset of    Euclidean space, {Y(s), s   D};  areal data (Figure 2.3) have D 
as a fixed subset of regular or irregular areas with well-defined boundaries, and the point 
pattern data then exhibit D as itself random. In general, geostatistical models are often deal 
with point-referenced data, while conditional autoregressive models (CAR) and simultaneous 
autoregressive model (SAR) are used for areal data, and point process models are usually 
employed for point pattern data.   
                                   
                                  Figure 2.2. Experimental design for data collection in pasture region 
                                     
                              Figure 2.3. Experimental designs for data collection in rainforest region                        
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2.3.2.1 Spatial modelling for point-referenced data 
 
Traditional geostatistics primarily arises from mineral exploration and geological study. In 
the past several decades, spatial models based on a geostatistical approach have been widely 
used in many scientific areas. Matheron (1970) proposed some of the early attempts to 
develop geostatistical methodology. The development of a stochastic process (Whittle, 1954) 
and the analysis of spatial variation (Matérn, 1960) eventually facilitated  geostatistical 
approaches within the field of spatial statistics (Diggle et al., 1998).  
 
Consider a spatial process Y(s) with a finite mean and variance for all s   D.  A Gaussian 
process Y(s) has a multivariate normal distribution for Y=(Y(s1),…, Y(sn))
T
. A covariance 
function  ( )   (       )is used to describe the covariance relationship between any 
two values of the process corresponding location si and sj, where         is the Euclidean 
distance. A stationarity assumes that C(h) is a function of the separation of sites only.  A 
strictly stationary spatial process assumes that there is the same distribution between (Y(s1),…, 
Y(sn)) and (Y(s1+h),…, Y(sn+h)). If a spatial process Y(s) has a constant mean  ( )    and 
covariance Cov(Y(s), Y(s+h)) = C(h), h   , then the spatial process Y(s) is called weakly 
stationarity or second-order stationarity. An intrinsic stationary process is defined as 
                                      (   )   ( )      ( (   )   ( ))    ( ) 
which assumes    (   )   ( )        ( (   )   ( ))  depends only on h.   ( ) 
and  ( ) depict the variogram and semivariogram, respectively. If   ( ) depends only on the 
magnitude of h and not on its direction, then the process is defined as isotropic; if it also 
depends on the direction, then the process is called anisotropic. The variogram is used to 
describe the degree of spatial correlation in observations measured at sample locations. There 
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are three important parameters related to the variogram, namely nugget, sill and range. The 
semivariogram is commonly represented as a graph that shows the variance as a function of 
distance between all pairs of sampled locations. However, intrinsic stationarity does not 
provide any information for the joint distribution of variables Y(s1),…, Y(sn) and only deals 
with the first and second moments of the different variables. The relationship between the 
variogram and the covariance can be expressed as (Banerjee et al., 2004; Cressie, 1993) 
                                                           ( )   ( )   ( ) 
Under weak stationarity the covariance function becomes 
                                 ( )   ( )   ( )     ‖ ‖   ( )   ( ).  
Classes of parametric forms for the semivariogram  ( ) and the covariance  ( ) have been 
developed under isotropic and intrinsically stationary processes, including Linear, 
Exponential, Spherical, Gaussian, Matérn, Powered exponential, Rational quadratic, Wave 
and so on (Cressie, 1993). The Exponential and Gaussian forms for  ( ) and  ( ) are 
written as 
Exponential:                        ( )       (     (   ))                 
                                                       ( )       (   )                   
                                                         ( )                                   
 Gaussian:                                      ( )       (    )                
where (     ) is the sill (the limit of the variogram as the lag distance tends to infinity);    
is the nugget effect (measurement error) that is often associated with a nonspatial effect 
variance;    is the partial sill that is often related to a spatial effect variance;   is the 
correlation decay parameter and smoothness of the surface; and     ⁄  is the range (the 
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maximum distance when the variogram becomes constant). These parameters can help to 
build a mathematical model that describes the variability of the measurement in terms of 
location. The model can be applied to estimate the value of an unmeasured location in 
geostatistics. The Matérn class is another flexible and useful covariance function 
                                 ( )  
  
     ( )
( √   )
 
  ( √   ),            h > 0 
Both the exponential (    ⁄ ) and Gaussian (   ) forms are generated from the Matérn 
class as particular cases. Γ is the Gamma function. k is a modified Bessel function of the 
second kind with order  . 
   
C(h) can be further expressed as  ( )     (       ), where  (       ) is a correlation 
function. There are many classes of parametric forms for  (       ), such as 
Exponential:                                     (       )      (     ),  
Powered exponential family:          (       )      (         
 ),  
 Matérn correlation function: 
     (         )  
 
     ( )
(        )
 
  (        ) ;           
 
In geostatistical analysis, it is very important to determine a valid class of covariance 
functions for a stationary spatial process. It is typically assumed that C(h) is a positive 
definite function in order to ensure that the variance of the sum of any values of the spatial 
process at various locations is positive. Bochner’s theorem can be used as a criterion for the 
covariance to be positive definite (Banerjee et al. 2004, p32).     
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From the above knowledge, a basic stationary spatial model for a geostatistical process is 
(Banerjee et.al. 2004) 
                                                  ( )   ( )   ( )   ( )                     (2.3) 
                                                         ( )    ( )        
                                                              (    ) 
                                                           ( )        
where   (       ) is the vector of regression coefficients; X is a     matrix (k < n) for 
the covariates;  ( ) is the spatially dependent residual (spatial dependence), corresponding 
to the partial sill (  )  and decay parameter ( ), with a stationary covariance function    and 
mean-zero stationary Gaussian process for the observed locations (s1,…, sn) and    ( )  
(  (     )) with a     positive definite matrix;  ( )represents nonspatially dependent 
residual and measurement error and follows a normal distribution N (0,   ), where    is 
called nugget; H is a correlation matrix with elements      (       ),    is an isotropic 
correlation function as discussed above; and I is a      identity matrix.   ( ) provides local 
adjustment to the mean and capturing the effect of unobserved variables with spatial pattern.  
 
A Bayesian approach to geostatistical modelling is widely used in many sciences (Banerjee et 
al., 2008; Diggle et al., 1998; Webster et al., 2008). A Bayesain method estimates the 
parameters from the posterior distribution by combining the likelihood (given in (2.5)) with 
appropriate prior distributions for   ( ),  (  ),  (  )      ( ). Commonly, a multivariate 
normal distribution is proposed for , uniform distribution for   and inverse gamma for    
and   , that is, 
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                              (           )   (           ) ( ) (  ) (  ) ( ) 
Goodness of fit measures such as the deviance information criterion (DIC) may be used to 
compare the various hierarchical models (Spiegelhalter et al., 2002).  A hierarchical form of 
the geostatistical model may be written as 
                                                                  (        ) 
         (     ( ))  
 where W=(w(s1),…, w(sn))
'
. The Bayesian form for the hierarchical model is 
                (           )   (             ) (           ) ( ) (  ) (  ) ( )                                                                                
 
In Gaussian processes, several Bayesian spatial models can be expressed as the following 
hierarchical linear mixed model framework 
 ( )   (       )   (     ( ))   (      ( )   ( )) 
where Y is an     vector of observations; X is a known      matrix of covariates (m < n); 
 ( ) is     matrix with r ≤ n;   is a set of unknown process parameters.  ( ) and  ( ) 
are families of      and     covariance matrices, respectively; and   and   are a      
random vector with a normal distribution  (   ( )) and a      slope vector with a normal 
distribution  (     )  respectively, where    and   are known. Commonly,    ( ) 
assumes a proper prior distribution. The posterior means of { ,  ,   } is carried out by 
Bayesian inference. The Model (2.3) emerges as a special case of above hierarchical linear 
mixed model, where   is     with entries w(si),  ( )   In,  ( ) is     with entries C(si, 
sj; θ), let ( )      .  
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Calculating posterior distributions of the parameters often requires a Makov chain Monte 
Carlo (MCMC) technique in Bayesian inference. The major computational load in estimating 
hierarchical linear mixed model arises from unavoidable Cholesky decompositions for dense 
     positive definite matrices. This computation can become infeasible due to increase in 
the number of locations, variables and observations. One approach is to give T(θ) with r << n. 
Such models are known as low-rank models. In the literature, a lower dimensional subspace 
and more efficient representation in computation can be used to speed up calculation, such as 
spectral forms, discrete kernel convolutions, orthogonal polynomials, moving averages, low 
rank splines, empirical orthogonal functions, fixed rank filtering and Kalman filtering 
approaches (Banerjee et al., 2008; Cressie et al., 2010; Fuentes, 2002; Higdon, 2001; Lin et 
al., 2000; Sansó et al., 2008; Wikle and Cressie, 1999). 
 
In practice, spatial processes do not often adhere to the assumptions such as stationarity, 
isotropy and Gaussian processes. A number of approaches can be adopted in this case. For 
example, in the geostatistics literature, the convolution kernel approach can be used for  
geometric anisotropy and nonstationary processes (Erikson and Siska, 2000; Higdon et al., 
1998). A Bayesian hierarchical approach does not require a stationary spatial process (Cressie 
and Wilke, 2011). An exponential family data model can also be proposed for a non-Gaussian 
process (Diggle et al., 1998).  
2.3.2.2 Spatial modelling for areal data 
 
Areal data (lattice data) are often obtained from counties, field trials, municipalities, zip 
codes and pixels and so on. Many applications for areal models involve disease mapping 
(Bernardinellli et al., 1997; Besag et al., 1991; Stern and Cressie, 2000; Wakefield, 2007). 
Disease modellers are interested in geographical variations of disease and identifing the areas 
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of low and/or high risk. Best et al. (2005) presented and compared several methods of disease 
mapping. In the areal model context,    represents the ith region or ith block on D, where D is 
typically a discrete indexing set (as opposed to the continuous indexing set in the 
geostatistical context). Each region has a set of neighbours with well-defined boundaries.  
 
Point-referenced data can be treated as areal data by  a neighborhood radius structure, where 
points within specified distance of an investigation point are defined neighbours of that point 
(Hrafnkelsson and Cressie, 2003), or by a Thiessen-polygon approach which creates a 
polygon enclosing each original point (Anselin, 2003). The defined neighbourhoods can be 
used to establish a neighbourhood weight matrix for point-referenced data. One approach to 
modelling areal data is to take the average or other summary of the data over each region 
treat these as point-referenced data which is observed at the centroid of the region, and apply 
a geostatstical model to them. Wall (2004) highlighted the advantages and disadvantages of 
this method. The advantages are that spatial dependence is modelled directly by the spatial 
covariance function and the spatial structure is well understood. The disadvantages are that it 
leads to arbitrariness in allocating the average for the whole region to the centroid; that it 
leads to losing information based on average data; and that it is impossible for the 
observations being modelled to occur continuously in the study site as the model would allow.  
 
Other approaches have also been proposed. Spatial dependence implies that the values of 
random covariates are dependent on nearby locations, and hence that the relationship among 
the data can be in part denoted by a function of the neighbourhood. The conditional 
autoregressive model (CAR) originally developed by Besag (1974) and the simultaneously 
autoregressive model (SAR) developed by Whittle (1954) are popularly employed to model 
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spatial dependence for areal data. Under these approaches, the neighbourhood structures are 
commonly considered to accommodate the spatial dependence by defining a     spatial 
weight matrix W (a symmetric matrix), which denotes the strength of the latent interaction 
between regions. A spatial weight matrix can be built based on adjacency or distance criteria. 
For example, for the adjacency criteria, the entry wij of the spatial weight matrix W is one if 
region i is adjacent to region j, and zero otherwise. Analogously, for the distance criteria, the 
element wij is one for all regions for which the distance between region i and j is within a 
specified distance, and zero otherwise. However, irregular areal units can lead to a 
specification of W that is not internally consistent due to different numbers of neighbours. A 
row standardized form given by ∑          is proposed for another general spatial weight 
matrix ( ̃), not required to  be symmetric, which has entries  ̃         ⁄  and the row 
elements sum to one (Clayton and Bernardinelli, 1992).  
CAR model  
A typical CAR model is represented as: 
                                                                     (2.4)       
   ∑    (
 
   
     )                  
                                                  (   ∑    (
 
        )    
 )  
                                                               (      )    
    
                                                           
     
   
       
  
  
   
     
Here,   (      ) is an index for each location. Let yi be the response variable at location i.  
             and      
  .   
  is the conditional variance.    is a spatial random effect. 
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ei is an error term. The     can be viewed as coefficients for spatial dependence term. The 
term     is considered as a “spatial correlation” parameter,    (      ⁄         ⁄  )  here 
      and        are the minimum and maximum eigenvalues of the diagonal(    ⁄ )  
(Cressie 1993), respectively.  
 
Besag et al. (1991) developed an alternative representation using the CAR component as a 
prior in a Bayesian approach. Under this BYM model, as it is commonly known,  
                     (   )   
                                                        (    
 )  
                                                            (
∑       
   
 
  
 
   
) 
where ui and νi correspond respectively to structured heterogeneity (spatial dependency) and 
unstructured heterogeneity in the model. Here, {ui}is often referred to as an intrinsic 
autoregression, with    often set to 1.  Although the joint prior distribution for{ui}is improper, 
the posterior can be made to be proper by imposing proper hyperprior distributions on the 
precision parameters. For example, inverse gamma prior distributions may be used for the 
hyperparameters σu
2
. Vague (but proper) prior distributions may be adopted for all parameters. 
Letting τu (τu=1/σu
2
) and τν (τν=1/σν
2
) represent precision parameters, and assuming 
independent priors, the posterior model is thus given by:  
              (                 )   (   |              ) ( ) (  ) (  ) (  ) (  )         
Simultaneous autoregressive (SAR) model 
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 Recalling equation (2.4), the SAR model for the process {Yi : i =1,…, n}is given by 
(Banerjee et al., 2004) 
      ∑   (
 
   
     )                            
If (    ) is full rank, then 
                                       Y  (  (    )
   ((    )
  ) )           
Here,    is an error term with zero mean and variance    
 . Let       (  
      
 ) and 
  (   )      be a     matrix. The terms    and W represent a spatial autoregressive 
parameter and spatial weight matrix, respectively. (    ) is nonsingular if     (
 
  
 
 
  
) 
where         are the ordered eigenvalues of W.  
 
Maximum likelihood methods are often used for estimation of the SAR model (Banerjee et 
al., 2004; Doreian, 1982; Ord, 1975; Smirnov, 2005), but there are also some Bayesian 
approaches (Hepple, 1995; Lesage and Parent, 2007; Oliveira and Song, 2008). Bayesian 
modelling using MCMC or other computational methods such as INLA are most often used 
for the CAR model (Besag et al., 1991; Rue et al., 2009). 
2.3.3 Spatiotemporal model 
2.3.3.1 Spatiotemporal models for areal data 
 
Spatiotemporal lattice data are typically collected at a number of regions which are indexed 
by         , at a number of time points indexed by t. Note that t could also be continuous, 
althrough here we focus on the discrete case.  Let Yit be a response variable at region i and at 
time period t. A general spatiotemporal model is expressed 
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Here,     is a white noise random effect, and     is a spatiotemporal random effect, which can 
be proposed by a spatiotemporal CAR domain (Banerjee et al., 2004). Many methods of 
spatiotemporal modelling for lattice data arise from disease mapping in the literature 
(Banerjee et al., 2004; Knorr-Held, 2000; Knorr-Held and Besag, 1998; MacNab and Dean, 
2002; Richardson et al., 2006; Sun et al., 2000; Waller et al., 1997). Such approaches are 
based on Poisson or Binomial regression models. For example, for a Poisson regression 
model, 
            (     
    )  
where      may represent the log-relative disease risk for subgroup k at region i  and time 
period t. Banerjee et al. (2004)  proposed a spatiotemporal model for      
                                                    
     
                 (2.6) 
                                                          (  
 
  
)      (   )  
       (  )         (   )  
where    ,   ,     and    are independently and identically distributed. The terms   
   and 
  
   are the main effects for region i and group k, respectively, and xi and zk are covariates. 
Proper or flat priors may be employed for   and  . The term    is the main effect for time, 
which can be described via a proper or flat prior (fixed effects or dummy variable), or given a 
simpler structure      , or by a first- or second-order random walks (RW1, RW2) and an 
first-order autoregressive (AR(1)) model. Here,      and     capture clustering and 
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unstructured heterogeneity for spatiotemporal interactions, respectively. The joint posterior 
distribution for parameters is 
 (           )   (           ) ( ) ( ) ( ) (   ) (   ) ( ) ( )  
Waller et al. (1997) developed a spatiotemporal model for disease data, that is 
                                                                 
     
( )
   
( )
,          (2.7) 
Here, the spatiotemporal interaction is expressed as spatial evolution over time.  A spatial 
BYM model (Model 2.5) is applied to (  
( )    
( )) for each period of time. The precision 
parameters   
( )
 and   
( )
 may be different at each period. This approach does not allow the 
spatial main effects and only explains the spatial distributions at each time period.  
 
Knorr-Held (2000) developed four types of spatiotemporal interaction on areal data. He 
assumed a basic spatiotemporal model 
      
                    
where    and    are temporal structure and spatial structure, respectively, and    and    
represent unstructured temporal variation and unstructured heterogeneity, respectively. Here 
  (         ) represents the spatiotemporal interaction parameters and is commonly 
described via a normal distribution with precision matrix     , where    and    are an 
unknown scalar and a structure matrix, respectively. Knorr-Held (2000) proposed four 
different spatiotemporal interaction approaches for    : (1) independent space and time 
without any interaction structure, so that     is considered as a white noise, (2) temporal 
effects nested within regions, implying that the temporal variation differs vary for each 
different region, and spatial effect are not included in the model, (3) spatial evolution  over 
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time, allowing for the spatial variation to differ for each time period, (4)      is dependent on 
both space and time. This approach focuses on spatio-temporal interaction when spatial and 
temporal effects could not be separated. 
2.3.3.2 A review of spatiotemporal modelling of point-referenced data 
 
This section presents a review of current statistical methods for modelling spatially and 
temporally dependent point-referenced data. This review was written for submission as a 
journal article and is included here in its entirety. Hence some components may overlap with 
previous discussion.  
 Introduction 
Spatio-temporal modelling as a modern advanced statistical technique has become 
increasingly   popular over the past decade and is now widely used in air pollution, hydrology, 
ecology, meteorology, disease mapping and climatology, where scientific data often are 
routinely collected at different sites over time. These data require more complex and effective 
approaches to capture salient characteristics of the spatio-temporal distribution. Examples 
include analysis of air pollution data collected at different monitoring stations over time 
(Cressie and Huang, 1999; Eynon and Switzer, 1983; Ghosh et al., 2010; Guttorp et al., 1994; 
Sahu et al., 2007; Sahu and Mardia, 2005; Sampson et al., 2011; Smith et al., 2003; Vyas and 
Christakos, 1997), studies of meteorological and climatological fields (Cressie and Huang, 
1999; Ghosh and Mallick, 2008; Gneiting, 2002; Handcock and Wallis, 1994; Lemos and 
Sansό, 2009; Sahu and Challenor, 2008; Stein, 2005), investigation of environmental 
phenomena (Dryden et al., 2005; Ferreira et al., 2011; Haas, 1995; Huang et al., 2011; 
Paciorek and McLachlan, 2009; Stein et al., 1998; Vivar and Ferreira, 2009), and modelling 
of distribution of disease risks (Bernardinelli et al., 1995; Ferreira et al., 2011; Knorr-Held, 
2000; Martínez-Beneito et al., 2008; Richardson et al., 2006; Waller et al., 1997). Some 
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factors contributing to the increased use of spatio-temporal models are enhanced 
computational capability, Bayesian hierarchical models and availability of accurate 
geocoding of study sites.  
 
In general spatio-temporal models, a key goal is to describe the space-time correlation in the 
observed data. For example, let Z(s,t) be a stationary Gaussian spatiotemporal process at 
location s (s    ) at time t ( t    ). This process can be represented as Z(s, t) = µ(s, t) + 
w(s, t) + e(s, t) where µ(s,t) and e(s, t) are a mean trend and a Gaussian white noise process, 
respectively, and w(s, t) represents the space-time dependence structure which is commonly 
evaluated through the covariance functions (Banerjee et al., 2004).   
 
Some studies have decomposed the spatiotemporal covariance into the product or sum of 
purely spatial and purely temporal components (Carroll et al., 1997; De Iaco et al., 2001; 
Haas, 1995; MacNab and Dean, 2002; Mardia and Goodall, 1993; Myers and Journel, 1990; 
Rouhani and Myers, 1990; Sahu and Mardia, 2005). While these approaches simplify the 
modelling problem and are applicable in a range of cases, they do not entirely address the 
joint space-time dependence or spatio-temporal interaction in the data. Kyriakidis and Journal 
(1999) and Cressie and Huang (1999) detailed the limitations of using such separable space-
time dependence methods.  
 
Another approach is to nest the spatial effect within time, or to nest the temporal effect within 
each location. The latter has been investigated by Bernardinelli et al., (1995), Wikle et al., 
(1998),   Meiring et al., (1998), Gelfand et al., 2004, Rao (2008), Cressie et al., (2010) and 
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Ferreira (2011), among others.  Examples of nesting the spatial effect within time are given 
by Bogaert and Christakos (1997), Waller et al. (1997), Stein et al. (1998) and Gelfand et al., 
(2004). These approaches model the space-time process as a time dynamic or a spatial 
dynamic process in order to reveal the effects of spatial evolution over time or temporal 
evolution at each site (Banerjee et al., 2004). In the approach of nesting the temporal effect 
within regions, there is only an independent conceptual time series at each region without an 
additional spatial model. Alternatively, a separate spatial dummy process is proposed for each 
time period without an additional temporal model if the spatial effect is nested within time 
(Gelfand et al., 2004). 
 
In recent years, researchers have paid more attention to developing nonseparable 
spatiotemporal covariance functions in order to better understand the nature of space-time 
data. For example, nonseparable covariance models for point-referenced data have been 
proposed by Cressie and Huang (1999), Christakos (2000), Gneiting (2002), Ma (2003), Stein 
(2005) and Porcu et al. (2006), and nonseparable space-time models for areal data have been 
developed by Bernardinelli et al. (1995), Sun et al., (2000), Knorr-Held (2000) and Martinez-
Beneito (2008).  
 
In general, space-time datasets are based on large sample sizes. Thus the spatio-temporal 
models often focus on a random effect w(s, t) which is expressed by the covariance function. 
However, a large number of observed regions will lead to increasing covariance matrix 
complexity. Evidently, computation becomes infeasible for both frequentist and Bayesian 
inference. Separable models, as described above are a convenient way to simplify the 
covariance matrixes. Some methods have been proposed to test for separability of covariance 
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functions; see Fuentes (2006), Mitchell et al. (2006), Li et al. (2007) and Bevilacqua et al. 
(2010). On the other hand, there are other computational simplification approaches to large 
space-time data through dimension reduction. For example, a kernel convolution approach 
can be used to model a spatiotemporal process by spatially smoothing the latent process 
(Higdon, 2001; Sahu and Challenor, 2008; Ver Hoef and Barry, 1998). A space-time Kalman 
filtering approach has also been proposed for dimension reduction (Strickland, 2010;  
Banerjee et al., 2008; Meiring et al., 1998; Sahu and Mardia, 2005; Wikle and Cressie, 1999).  
 
Although the methodology in this field has expanded, there are few overall reviews of these 
approaches. This discussion extends the earlier review by Kyriakidis and Journal (1999).  It 
first introduces and discusses different spatio-temporal models based on point-referenced data, 
then presents a popular hierarchical Bayesian approach to model space-time process, and 
concludes with a brief discussion.  
Spatio-temporal models for point-referenced data 
Consider a spatio-temporal random variable Z(s, t) with a space-time process Y(s, t) and a 
Gaussian white noise process e(s, t) on  d    ; here we assume that the spatial dimension d 
is two.  A hierarchical model is often proposed for the spatiotemporal structure. We assume 
that there exists a general spatio-temporal model to describe the Z(s, t) process (Banerjee 
2004):  
                                                 Z(s, t) = Y(s, t) + e(s, t)                   
                                               Y(s, t) =µ(s, t) + w(s, t)  
                                                 Z(s, t) = X(s, t)
Tβ(s, t) + w(s, t) + e(s, t)            (1) 
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where µ(s, t) is a mean process which is related to the observed covariates x(s, t); e(s, t) is a 
Gaussian white noise process N(0,σe
2
) and independent of other processes; and w(s, t) denotes 
a zero mean spatiotemporal process. We assume that there is a stationary spatiotemporal 
covariance function C(h, u) = Cov(w(si, ti), w(sj, tj)) which depends on the space-time lag (h, 
u)=(si - sj, ti - tj)         Determination of the form of C(h, u) used to calculate w(s, t) is 
thus the main objective of this discussion.  
Space-time covariance model 
 Separable Model Separable models decompose the spatiotemporal covariance function C(h, 
u) into a purely spatial effect C1(h) and a purely temporal effect C2(u). The common forms 
are the sum model and product model, which are generally expressed as:  
                                             C(h, u) = C1(h) + C2(u) 
                                             C(h, u) = C1(h)   C2(u) 
A rich class of parametric forms is available for the covariance function C1(h) on  
d
; details 
can be found in Chapter 2 in the book by Banerjee et al. (2004). An exponential model, C1(h) 
= σ2exp(   ), and a Gaussian model, C1(h) = σ
2
exp(     ) are popular forms.  Banerjee et 
al. (2004) suggested that C2(u) might share the same exponential form or a Gaussian form if 
time t were continuous. A frequently used separable form is as follows (Banerjee et al., 2004; 
Haas, 1995; Mardia and Goodall, 1993) 
                                 C(h, u) = Cov(w(si, ti), w(sj, tj)) = σ
2 ρ1(si - sj; ø) ρ2(ti – tj; ψ) 
where ρ1 and ρ2 form a valid two-dimensional purely spatial correlation function and a valid 
one-dimensional purely temporal correlation function, respectively, and σ2 is the global 
variance. 
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As discussed above, the limitation of the separable models is that they do not account for 
space-time interaction. The models imply that each location always displays the same 
temporal pattern. Similarly, a constant spatial pattern is imposed on all time instants.  
Moreover, the sum of a purely spatial covariance and a purely temporal covariance will not 
be strictly positive definite, i.e. ∑ ∑     
 
   
 
    (           )    on  
      which 
may lead to the coefficient matrix being non-invertible (Cressie and Huang, 1999b; De 
Cesare et al., 2001; Kyriakidis and Journel, 1999). In contrast, a product model C1(h)C2(u) is 
positive definite on        Despite this drawback, the separable models are often chosen 
because they can be conveniently developed and also help to reduce expensive computation, 
particularly for large space-time data. Testing for separable space-time covariance was 
developed by Mitchell et al. (2006), Li et al. (2007) and Bevilacqua et al., (2010).   
 
Nonseparable Model Various nonseparable space-time covariance functions have been 
developed (Cressie and Huang, 1999; Stein, 2005; Fuentes et al., 2008; Rodrigues and Diggle, 
2010;).. One way of expressing a nonseparable stationary covariance function is via the 
spectral domain. Assume a stationary spatiotemporal covariance C(h, u) = C(si - sj, ti - tj) that 
is continuous on     . Its spectral distribution function can possess a spectral density 
 (   )      A continuous and symmetric space-time covariance function is  written in 
space and time separately in the spectral domain (Bochner, 1993):      
                                                (   )  ∬   
       (   )                                         
 (   )  (  )    ∬    
       (   )     
The above spectral density  (   )  is the Fourier transform of  (   ) . Classes of 
nonseparable stationary spatiotemporal spectral density   (   ) have been developed, for 
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example, Cressie and Huang (1999), Stein (2005) and Fuentes et al. (2008). However, the 
associated covariance functions by Cressie and Huang (1999) and Stein (2005) cannot be 
computed explicitly and are only available for some very limited special cases (Banerjee et al. 
2004). Fuentes et al. (2008) proposed another spatiotemporal spectral density based on a Fast 
Fourier transform, which can be calculated by numerically perfoming a one-dimensional 
Fourier transformation of the separable model. This provides a fast and efficient 
approximation.  
 
Gneiting (2002) proposed what has become a popular class of nonseparable stationary 
covariance functions that do not require integration. The general form is 
                                        (   )  
  
 (    )
 
 ⁄
 (
    
 (    )
),         (h; u)        
where ψ is some positive function with a monotone derivative on [0, ∞) and   is a monotone 
function on [0, ∞). Gneiting also gave some candidate functions for ψ and  . This approach 
avoids the limitation of covariance functions depending on Fourier transform pairs 
in  (Cressie and Huang 1999) and does not depend on closed form Fourier inversions. 
However, Stein (2005) pointed out some limitations of these covariance functions, and 
Rodrigues and Diggle (2010) proved that the function can only accommodate positive 
nonseparability when all h and all u are greater than or equal to 1.  
 
The space-time covariance functions suggested by Cressie and Huang (1999) and Gneiting 
(2002) are considered spatially isotropic and fully symmetric, that is C(si - sj, 0) only relies on  
|si - sj | and C(h,u) = C(-h,u) = C(h,-u) C(-h,-u). Stein (2005) also generated more flexible 
forms that were spatially isotropic but not fully symmetric in space-time. Porcu et al (2006) 
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developed a general class of nonseparable stationary anisotropic space-time covariance 
functions based on Gneiting’s approach.  
 
Rodrigues and Diggle (2010) built a class of non-separable space-time covariance functions, 
which accommodate negative, zero and positive non-separability. The covariance function is 
given by 
                               (   )  
  
 
   ( )  ( )    ( )  ( )  
where   ( ) and   ( ) are non-negative and integrable spatial covariance functions; and  
  ( ) and   ( ) are non-negative integrable temporal correlation functions. However, the 
implementation is computationally expensive for large datasets. 
De Cesare et al. (2001) extended the product model (De Cesare et al., 1997) to a 
nonseparable model using a product-sum covariance: 
                                         C(   )      ( )  ( )      ( )      ( )                                                   
where Cs and Ct are valid temporal and spatial covariance models, respectively. It is necessary 
to ensure that k1 > 0, k2  0 and k3   for positive definiteness when choosing the separate 
spatial and temporal variograms. This approach is generally more flexible and convenient for 
modelling space-time processes. However, De Iaco et al. (2001) pointed out that there was 
still uncertainty in choosing an appropriate model and determining the parameters in the 
model.  
Nesting of spatial effects within time, and temporal effects within locations 
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A spatio-temporal process may be obtained at, and defined for, a finite discrete set of 
locations and a finite discrete set of time points. For this case, Gelfand et.al. (2004) proposed 
another formulation for w(s, t) in equation (1) 
                                  (   )   (   )    ( )   (   )                          (2) 
                                  (   )   (   )    ( )   (   )                          (3) 
where    and    represent temporal effects and spatial effects, respectively; and  (   ) is a 
measurement error process. Z(s, t) is observed at a set of locations si= s1, s2, …,  sn , and the 
time scale is separated into equal intervals (e.g. weeks, months, quarters and years) that are 
restricted  to an index set j = 1,2,…,T on  .  
 
 Equation (2) is considered a spatial evolution over time and assumes that adjacent time 
periods are independent and that unobserved variables influence the locations but are not 
persistent in time. There is therefore no explicit temporal component at this stge. Spatial 
effects wt(s) are constructed only for each time period and are nested within time; thus, for 
example under Guassian assumptions wt' = [wt(s1), wt(s2), …, wt(sn)] ~ N(0, σw
2(t) 
H( (t))) 
where (H( (t)))ik = corr(wt(si), wt(sk)). This approach can reveal the nature of spatial evolution 
over time through comparison of the σw
2(t) 
and  (t) parameters.  
 
 Equation (3) allows temporal evolution at each location. Each location has an independent 
specific temporal structure. This approach is used to capture unobserved covariates which 
only affect specific locations and lead to deviations from the mean structure. Hence there is 
no spatial component at this stage model and only an independent time series at each location. 
In general, an autoregressive model or a random walk model is proposed to model   ( ). A 
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typical assumption is    (   )     ( )    ( )  where   ( ) are all independent and 
identically distributed. Although the above model is appealing, it still avoids a complete 
description of space-time interactions. The    process is difficult to learn if there are only one 
or two observations for each location s ((Banerjee et al., 2004). 
Dynamic linear model 
A dynamic linear model, or state-space models, is used to describe processes in which the 
current state depends on previous states.  Their tremendous popularity and growth of use 
have prompted in recent years in different scientific fields, such as ecology, economics and 
genetics. In general, a dynamic model is developed within a state space framework which 
allows for non-stationary processes. They provide a flexible framework for fitting several 
time-varying models (West and Harrison 1997) and spatio-temporal models with spatially 
varying coefficients (Gelfand et al., 2005). Alternative adaptations of dynamic linear models 
to space-time data have also been developed by Stroud et al. (2001) and Tonellato (1997).  
 
In dynamic modelling framework, yt(s) represents the observation at location s and time t. yt(s) 
is modelled through a measurement function that provides a regression specification with a 
space-time varying intercept and serially and spatially uncorrelated zero-centered Gaussian 
disturbances as measurement error   (s). The spatio-temporal component   ( ) is generated 
using Gaussian spatial processes. In general, the dynamic linear model is written as (Banerjee, 
et al., 2004) 
  ( )    ( )
      ( )    ( )       ( )  (    
 )  
                                              (    )  
  ( )      ( )    ( )                       ( )   (    (        ))             
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where   ( ),   and   ( ) are independent and identically distributed, respectively. xt(s) is a 
vector of covariates.    is a vector of coefficients which are time-varying regression 
parameters. The   (    (        ))  denotes a spatial Gaussian process with covariance 
function   (        )    
  (        ).  
                                      
A number of spatio-temporal models have been constructed using an underlying dynamic 
modelling framework. Gelfand et al. (2005) created a class of dynamic spatiotemporal 
models with spatially varying coefficients which allowed a very general mean structure and 
also non-stationary association structures. The purely temporal component is modelled as a 
state process. The Kalman filter approach (Kalman, 1960) is often used to estimate 
unobserved state space processes and has been widely applied (Banerjee et al., 2008; Cressie, 
1994; Huang and Cressie, 1996; Mardia et al., 1998; Meiring et al., 1998; Sahu and Mardia, 
2005; Wikle and Cressie, 1999). Mardia et al. (1998) provided the first general reduced 
dimension modelling strategy which combined kriging and Kalman filters. This framework 
allows for a nonstationary and space-time nonseparable process. Wikle and Cressie (1999) 
built a temporally dynamic and spatially descriptive model based on a space-time Kalman 
filter approach, which also achieves dimension reduction in the analysis of large spatio-
temporal datasets.  A spatiotemporal mixed effects model was proposed by a fixed rank 
filtering (FRF) approach underlying the dynamic framework by Cressie and Johannesson 
(2008). The FRF approach employs both the previous value and the current value to estimate 
a spatiotemporal process in an incomplete and large spatiotemporal dataset. The authors 
argue that the  approach can reduce dimension without sacrificing complexity and flexibly 
model processes that have strong temporal variation and past data at or near locations where 
current data have gaps (Cressie et al., 2010).   
CHAPTER 2: LITERATURE REVIEW 
45 
 
A specific dynamic model that is related spatially is often proposed for spatiotemporal data. 
Cressie et al. (2010) suggested three advantages of the dynamic approach: (1) it can describe 
more realistic and scientific knowledge of the phenomenon, (2) it can guarantee a valid 
covariance model (nonnegative definite), (3) it can provide sequential updating with rapid 
smoothing, filtering and forecasting.  
 Process convolution approach for spatio-temporal model  
In geostatistical analysis of large datasets, the dimensionality is often problematic due to 
inversion of the covariance matrix of the spatiotemporal process. A process convolution 
approach can provide computational simplifications and can easily extend beyond simple 
stationary spatiotemporal models (Higdon 2001). This approach has been widely applied 
(Calder, 2002; Calder, 2008; Higdon et al., 1998; Rodrigues and Diggle, 2010; Sans Ó et al., 
2008). Sansό (2008) developed two methods to model spatiotemporal processes in the 
convolution setting with a discrete kernel, with both temporal convolution and spatial 
convolution. The temporal convolution model is written as  
                                                        (   )   (   )   (   ) 
                                            (   )  ∫  (    
 
 ) (   )  ,              
where the latent process  (   )  is a Gaussian process which can be specified to have a 
covariance structure with a low dimensional parameter, and k (   ) is a smooth kernel.  
The spatial convolution model is  
                                (   )  ∫  (    
  
 ) (   )                                 
where   (    ) is a kernel with a set of parameters   which are dependent on the spatial 
correlation of the process at each time t.    
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This approach can provide nonstationarity in space and time and nonseparability but not rely 
on a space-time covariance. The temporal convolution approach is statistically convenient 
when the number of locations is larger than the number of time points. However, the model 
cannot reasonably explain its physical justification. The spatial convolution approach can 
naturally explain the spatial variation varying in time because time is often discrete in 
practice (Sansó et al. 2008).  
Discussion 
In the study, we have focused on the numerous existing space-time models for point-
referenced data.  This review has classified the various types of statistical spatiotemporal 
models into five main approaches: (1) separable model for combination of purely spatial 
effect and purely temporal effect, (2) nested spatial process within time or temporal process 
within locations, (3) nonseparable interaction effect between space and time, (4) space-time 
dynamic process, (5) spatio-temporal convolution approach. The numerous spatiotemporal 
covariance fumctions provide many options to users but lead to difficulty in judging best 
models for a particular application. This critical decision may include a comparison of the 
performance of the various space-time covariance functions. Measures of model fit, such as 
the deviance information criterion (Spiegelhalter et al., 2002), can be used to perform model 
selection in a hierarchical Bayesian spatiotemporal model. However, Cressie et al. (2010) 
identified some problems with this approach in that the joint space-time covariance models 
may still not explicitly explain the important phenomena of the spatiotemporal process.  
 
Computation of the proposed approaches is also a consideration. Some authors have provided 
specialised software. For example, there are some software packages in R that can be used to 
develop spatiotemporal models, such as spBayes (Finley et al., 2007), spTimer (Bakar and 
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Sahu, 2012), SpatioTemporal (Bergen and Lindstrӧm, 2012) and INLA (Rue et al., 2009). 
The spBayes package is suitable to model spatially varying short-term time series data. The 
spTimer package can handle covariates varying in space and time by a regression model. It 
can easily develop a hierarchical Gaussian process spatiotemporal model and a hierarchical 
dynamic spatiotemporal model. The SpatioTemporal package can develop nested model 
(spatial effects within time) with spatially varying coefficients for temporal trends. The INLA 
package is flexible and easy to develop spatiotemporal models, which can improve the 
computational speed via integrated nested Laplace approximations alternative to MCMC 
algorithm.  Finally, the choice of models inevitably depends on the physical and biological 
behaviour of the spatiotemporal process, different types of data and other scientific 
information. In practice, it is necessary to firstly know the data, including whether it 
represents discrete or continuous time, large or small regions, and large or moderate data sets. 
It is also important to understand what kind of phenomena the user would like to capture.  
2.4 Methods of modelling issues 
2.4.1 Bayesian approach 
 
Bayesian approaches have been widely and successfully used in complex statistical inference 
by update beliefs in various scientific areas due to the development of modern advanced 
computing and Markov chain Monte Carlo (MCMC) techniques. Bayes’ Theorem is the 
fundamental rule for building the Bayesian modeling, where parameter inference for a 
statistical model can be quantified from the posterior distribution through a prior distribution 
for an unknown parameter. Let   and Y denote the model parameters and observed data, 
respectively. The posterior distribution of    given Y under Bayes’Theorem is  
                                                         (   )  
 (   ) ( )
 ( )
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Here,  ( ) is a prior distribution for θ, independent of y;   (   ) is the likelihood of the data 
Y given θ; and  ( ) is the distribution of y over all values of θ. Considering the last term to 
be a constant, since it does not depend on θ, the unnormalized posterior density is expressed 
as 
                                                     (   )   ( ) (   )    
Various methods of posterior simulation have been developed. The most ubiquitous method 
is Markov chain Monte Carlo (MCMC). The Gibbs sampler (Geman and Geman, 1984) and 
the Metropolis-Hasting (Hastings, 1970; Metropolis et al., 1953) are general and popular 
computing approaches among many different MCMC algorithms. 
 
As discussed earlier in this chapter, there are numerous applications of Bayesian approaches 
in time series analysis (Choudhuri et al., 2004; Guo et al., 1999; Simon et al., 2004; West et 
al., 1999) and spatial and spatiotemporal analyses (Banerjee et al., 2008; Sahu et al., 2005; 
Besag et al., 1991). In these situations, a hierarchical statistical modelling is often proposed to 
model the uncertainties of the temporal, spatial or spatiotemporal process using conditional 
probabilities at different levels. A Bayesian hierarchical model is commonly decomposed into 
three (or more) level probability models: the data model [      , the process model [     
and the parameter model [   (Cressie and Wilke, 2011). The parameter model is at the lowest 
level and can be expressed by the joint probability distribution of all the unknown parameters. 
More details are described in the growing number of books on the topic; see, for example 
Banerjee et al. (2004), Cressie and Wilke (2011), Diggle and Ribeiro (2007), and Lawson et 
al.(2003). 
2.4.2 Model choice and Bayesian model averaging (BMA) 
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Spiegelhalter et al., (2002) developed the deviance information criterion (DIC) to compare 
complex hierarchical models in which the uncertainty of number of parameters exists. The 
DIC is based on the posterior expectation of the deviance   and the effective number of 
parameters    in the model, and is expressed as: 
                                                            .  
                                                         ( (   )) 
                                                       ̅       
                                                ( (   ))       ( (   ̅( ))) 
where D is deviance, and    is the difference between the posterior mean deviance and the 
deviance of posterior means and is used to assess model complexity.  ̅ is the posterior mean 
deviance and can be used as comparing discrepancies between models, that is, it can measure 
how well the model fits the data, the larger value indicating worse fitting. The DIC is easily 
computed from the samples generated through MCMC (Banerjee et al., 2004). A smaller DIC 
value indicates a better model fit, accounting for model parsimony. Akaike Information 
Criterion (AIC) (Akaike, 1973) and Bayesian Information Criterion (BIC) (Schwarz, 1978), 
are also widely used in model choice. However, they need to count the number of parameters. 
Hence, BIC and AIC are not appropriate for many problems in model selection such as 
hierarchical models with random effects due to the uncertainty of the number of parameters 
(Spiegelhalter et al., 2002).  
 
Bayesian model averaging is alternative approach to model selection. BMA can  take account 
of model uncertainty and make inference by taking a weighted average of models over the 
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model space (Hoeting, 2002). Let M be a model space, comparing a number of possible 
model structures Mi with parameter θi based on data D, i=1,…, L.  Let Δ be the quantity of 
interest; this could represent, for example, spatial correlation structure in this study. Hence 
the posterior distribution of Δ given data D is (Hoeting et al., 1999): 
 (   )  ∑ ( 
 
   
     ) (    ) 
The posterior probability for Mi is given by: 
                                             (    )  
 (    ) (  )
∑  ( |  ) (  )
 
   
 
 where 
                                     (    )  ∫ (       ) (     )   
 Here, p(D|Mi) is the marginal likelihood  of the data D given model Mi; θi denotes the vector 
of parameters of model Mi; L is the number of models; p(Mj) is the prior probability for 
model Mj; p(θi |Mi) is the prior density of θi given model Mi; and p(Mi) is the prior probability 
for model Mi (Hoeting et al., 1999).  
 
A Laplace approximation, typically the Bayesian information criterion (BIC) (Schwarz, 1978)  
can be used to approximate p(D|Mi) (Clyde, 2000; Hoeting et al., 1999; Jackson et al., 2009) :  
                                        ( (    )     { ( |  ̂   )}       ( ) 
                                                   { ( |  ̂   )}       ( ) 
CHAPTER 2: LITERATURE REVIEW 
51 
 
Here    { ( |  ̂   )} is the maximized log-likelihood of model i, which estimates goodness 
of fit; di is the number of parameters in model i, and n is the sample size. In the absence of 
other information, it is common to assume equal prior model probabilities p(Mi) for the 
candidate  models (Boone and Bullock, 2008; Jackson et al., 2009). Hence the BMA weights 
are approximately 
                                                               (        )      
The posterior probability for Mi is calculated as 
 (    )  
  
∑   
 
   
   
Other information criterion can be used instead of the BIC. For example Akaike’s 
information criterion (AIC      { ( |  ̂   )}     ) (Akaike, 1973) was suggested by 
Jackson et al. (2009). Jackson et al. (2009) also suggested that it may be worth investigating 
the use of the DIC as a basis for model averaging, given the increasing popularity of 
Bayesian hierarchical models. 
 
Boone and Bullock (2008) employed Bayesian model averaging to evaluate the ‘best’ spatial 
correlation structure and to average across these structure to develop a non-parametric 
alternative structure for a loblolly pine database. In their study, they developed four spatial 
models incorporating different spatial correlation structures, which were independent, Matern, 
CAR and SAR.  The prior p(Mi) was set to 1/4 for all models because there was no 
information to show which correlation structure was preferred. The marginal likelihood 
p(D|Mi) was approximated by  
                                                (    )  
 
 
∑  (  
 
      ) (       )  (  ) 
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where g(θ) was the candidate density. The above numerical approximation was calculated by 
importance sampling and Monte Carlo integration. However, integration was inefficient if 
g(θ) was not close to the density to be integrated (Boone and Bullock, 2008). The authors 
concluded that these spatial correlation structures could be combined using BMA to form a 
hybrid structure that includes the class of the original structures. 
2.4.3 Variable selection 
 
Although one can use a statistical criterion (e.g. BIC, AIC etc) to select an optimal model 
from a set of candidate plausible models, concerns remain about the uncertainty of various 
types of models or which subset of variables should be involved in analysis. Several variable 
selection approaches have been developed in a Bayesian framework, for example, adaptive 
shrinkage, Gibbs Variable Selection, Stochastic Search Variable Selection and reversible 
jump MCMC. Hara and Sillanpää (2009) give details and compare and describe these 
methods. Reversible jump MCMC is the most effective but is often quite computationally 
demanding (O'Hara and Sillanpää, 2009; Sisson, 2005). 
 
The reversible jump MCMC was first suggested by Green (1995). Let Y be a response 
variable and have n observations. The total number of covariates X is m. Let   
(       )
  denote the column indices of X and k be the current total number of selected 
variables in the model. The posterior probability of each possible model can be obtained 
through modelling the joint distribution of (k,  , Y) 
 (     )  
 ( ) (   ) (     )
∑  ( ) (   ) (     )   
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The main idea is that a fixed distinct number of parameters   is available for each possible 
model structure, where the dimension k of the parameter spaces will vary from one model to 
another. The MCMC approach can be constructed to accommodate such ‘jumps’ between 
different parameter sets. There is a wide variety of RJMCMC applications in the literature 
(Brooks et al., 2003; Denison et al., 1998; Lunn et al., 2006).  
2.4.4 Curve fitting 
 
For regression or time series data, nonlinear functions of the covariates may be considered as 
an alternative approach to model selection and adaptation. Popular nonparametric methods 
such as smoothing splines use a basis function with a number of knots at each distinct value 
of the covariates, and discover the shape of the covariate-response or effect thresholds of 
covariates underlying data.  
 
Assuming the variable Y depends on the set of covariates X, nonparametric functional 
relationships between Y and X can be described by an additive model    ( )    (Hastie 
and Tibshirani, 1990). A general polynomial spline function for a single variable x is written 
as (Ruppert et al., 2003) 
                                   ( )             
   ∑   (     ) 
  
     . 
 Here, {  (     ) 
   is a set of spline basis functions for the sequence knots k1,…, kk; p ≥ 1  
is an integer; (β1,…, βp ,       ) is a vector of regression coefficients; ( ) 
  ( )  if α ≥0 
and  ( ) 
    otherwise. The assumption in the above model is that the estimate is 
continuous and smooth; otherwise a biased estimate can be obtained (Denison et al., 1998). 
Details and applications can been found in the literature (Eubank, 1999; Ruppert et al., 2003; 
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Wand and Ormerod, 2008; Wood, 2003). Smoothing splines are commonly used in GAM 
models (Hastie and Tibshirani, 1995).  
 
A piecewise polynomial function is also a more flexible way of curve fitting. The general 
equation (Denison, et al., 1998) is given by 
                         ( )  ∑     
 
   (    ) 
  ∑ ∑    (    ) 
  
   
 
           
where k is the number of knots; θ0 is the left-hand boundary knot point; θr is the value of the 
rth knot; γ and δ are the coefficients of the splines; d (≥ 0) is the order of the piecewise 
polynomial  ( ); q is the degree of continuity at the knot points; and x+ is defined as x+= x 
(x > 0), x+= 0 otherwise.  
 
Knot selection (e.g. the number and position of the piecewise discontinuities) influences the 
trade-off between smoothness and flexibility of the fitted curve (Denison et al., 1998). In the  
RJMCMC algorithm, the number of knots (k) and their position are treated as parameters to 
be inferred. In this manner, any type of unknown curve  ( ) with any degree of smoothness 
can be estimated (Denison et al., 1998). Bayesian smoothing splines have a large 
computational burden when the sample size is large (say, > 400) because all data points are 
considered as knots. An alternative is to fix the number of knots, such as the P-splines. 
Bayesian P-splines  then performs well for large sample size (Ryu et al., 2011). 
 
2.4.5 Missing values 
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Missing data may be categorized as missing completely at random (MCAR), missing at 
random (MAR) and missing not at random (MNAR). Simple and crude methods of replacing 
missing values include using the overall mean value, the mean of a fixed period of the series 
where observation is missed, the mean of the adjacent observations, or the median of nearby 
points (Yaffee and McGee, 2000).  
 
Rubin (1978, 1987) developed the approach of multiple imputation (MI) for missing data for 
use in a frequentist context. This is superior to the above methods and preferred since it can 
incorporate the uncertainty into the imputation process (Harel and Zhou, 2007). Alternatively, 
in a Bayesian framework, missing data are treated as unknown variables and are estimated, 
for example, as part of a MCMC algorithm. For example, let Ymis represent missing data for 
the response variable at the t
th 
MCMC iteration. Assuming β(t) is a parameter at the tth 
iteration, the process draws a value of Y
(t+1)
mis from its conditional distribution P(Ymis|X, Yobs, 
β(t)), and then draws a value β(t+1) from its posterior  distribution  P(β|X, Yobs, Y
(t+1) 
mis). A 
regression method is also used to impute the missing covariate values (Van Buuren et 
al.,1999; Royston and Division 2004) 
                               Draw X
(t+1)
mis  from  P(Xmis|Xobs, X 
(t)
mis, θ 
(t)
), 
                                                                          X ~ N(θX, σ2).   
where X and  θ represent the covariate and parameter, respectively. In a Bayesian framework, 
the missing values of the covariates are drawn at each
 
MCMC iteration by specifying a model 
for the covariates. The completed data by imputing missing values are then used to simulate a 
new value of the parameter (Gimenez et al., 2009). 
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2.5 Summary  
 
Our overall conclusions from the literature review focus on three aspects.  
 
First, we summarized current issues in modelling N2O modelling. The popular problems 
included four features: (1) Seasonal variation and auto-correlation of time series N2O data 
have not been formally addressed in previous research even though high temporal variation in 
N2O has been observed. (2) Few researchers develop a data-informed model to examine the 
shape of the covariates and N2O emission relation and detect effect threshold. Current 
methods often impose a pre-defined parametric model for the shape of the data. (3) Previous 
studies have ignored spatial dependency in the models even though the data were often 
spatially collected at different locations and exhibited spatial variation. Moreover, previous 
research has typically used traditional geostatistics for spatial prediction. This is not a model-
driven approach and can be considered more as exploratory data analysis. (4) N2O emissions 
often display high spatio-temporal variability. Few researchers have applied spatiotemporal 
models to address the phenomena of N2O emissions changing over space and time.   
 
Second, based on the four problems, we reviewed popular statistical models that could deal 
with these. Five such methods were considered in this thesis: (1) A time series regression 
model was considered in order to investigate seasonality, autoregressive process, time-lagged 
environment factors and temporal resolution on N2O emissions in order to improve the 
estimation of N2O and reduce the uncertainty of temporal variability in estimated emissions. 
This method has been applied in Chapter 3 and Chapter 4 in the thesis. (2) A piecewise 
polynomial function was considered in order to understand the shapes of the covariates-N2O 
relation and detect effect threshold in the temporal variation of environmental variables on 
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N2O emission. This approach has been employed in Chapter 4. (3) A geostatistical model was 
considered in order to estimate spatial dependency based-on irregular point-referenced N2O 
data, and to compare the effects of different spatial correlation structures on parameter 
estimates. This has been used in Chapter 5. (4) A CAR model was considered in order to 
model spatial dependency based on irregular areal N2O data. The neighbourhood-based 
spatial correlation structure was also used to assess the difference of three spatial correlation 
structures on parameter estimates in Chapter 5. (5) A BYM model was considered to describe 
the spatial effect within each season. The spatiotemporal process was expressed as spatial 
evolution over seasons to deal with different events in different seasons in Chapter 6. 
 
Third, we reviewed a selection of methods related to model inference, model choice, missing 
values and curve fitting. Six such methods have been applied to this thesis. (1) Bayesian 
approaches were employed to complex statistical inference from Chapter 4 through Chapter 6 
in the thesis. (2) The DIC was used to compare the complex hierarchical Bayesian models in 
Chapter 5 and Chapter 6. (3) BMA was used to account for model uncertainty in Chapter 5. 
(4) Piecewise polynomial functions were used for curve fitting via reversible jump MCMC to 
resolve the uncertainty of the number and placement of knots in the piecewise polynomials in 
Chapter 4. (5) Reversible jump MCMC was used to select important covariates in Chapter 4. 
(6) MI was used to replace the missing values in Chapter 4. 
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3.1 Abstract 
 
Time series regression models were used to examine the influence of environmental factors 
(soil water content and soil temperature) on the emissions of nitrous oxide (N2O) from sub-
tropical soils, by taking into account temporal lagged environmental factors, autoregressive 
processes and seasonality, for three horticultural crops in a sub-tropical region of Australia. 
Fluxes of N2O, soil water content and soil temperature were determined simultaneously on a 
weekly basis over a 12 month period in South East Queensland. Annual N2O emissions for 
soils under mango, pineapple and custard apple were 1590, 1156 and 2038 g N2O-N/ha 
respectively with most emissions attributed to nitrification. The N2O-N emitted from the 
pineapple and custard apple crops was equivalent to 0.26 and 2.22% respectively of the 
applied mineral nitrogen (N). The change in soil water content was the key variable for 
describing N2O emissions at the weekly timescale, with soil temperature at a lag of one 
month having a significant influence on average N2O emissions (averaged) at the monthly 
timescale, across the three crops. After accounting for soil temperature and soil water content, 
both the weekly and monthly time series regression models exhibited significant 
autocorrelation at lags of 1-2 weeks and 1-2 months, and significant seasonality for weekly 
N2O emissions for mango crop and for monthly N2O emissions for mango and custard apple 
crops in this location over this time-frame. Time series regression models can explain a 
higher percentage of the temporal variation of N2O emission compared to simple regression 
models using soil temperature and soil water content as drivers. Taking into account seasonal 
variability and temporal persistence in N2O emissions associated with soil water content and 
soil temperature may lead to a reduction in the uncertainty surrounding estimates of N2O 
emissions based on limited sampling effort. 
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 3.2 Introduction 
 
Nitrous oxide (N2O) is a long-lived greenhouse gas which has also been linked to ozone 
depletion (Crutzen and Ehhalt 1997). Soils are one of the major sources of N2O (Bouwman 
1998) with 65% of annual global emissions (IPCC 2001) and 6% of the overall global 
warming effects coming from this source (Dalal et al. 2003). The atmospheric concentration 
of N2O is increasing at a rate of 0.2 - 0.3% per year (IPCC 2001). Over 16% of the total 
national greenhouse gas emissions of Australia are from agriculture, with 80% of annual N2O 
emissions in Australia from agriculture alone (Australian Greenhouse Office 2001).  
 
Large temporal and seasonal variability in N2O emissions from soil has been reported 
(Garcia-Mndez et al. 1991; Ruz-Jerez et al. 1994; Breuer et al. 2000; Choudhary et al. 2002; 
Kiese et al. 2003). N2O emissions from soil are mediated by two microbiological pathways, 
nitrification and denitrification, both heavily influenced by changes in soil temperature and 
soil water content (Williams et al. 1992; Machefert et al. 2004). Data on N2O emissions and 
environmental factors such as soil temperature and soil water content are often measured 
simultaneously to determine temporal relationships. For example,  the effect of a single 
rainfall event on N2O lasted for a week in a potato field (Flessa et al. 2002); the highest N2O 
emissions lasted for over a  week after a heavy rainfall in a dairy-grazed pasture (Saggar et al. 
2004) and there was a two week deferred effect of soil water content and soil temperature on 
N2O in a beech forest (Kitzler et al. 2006). The above studies indicate that current soil status 
might be affected by previous events, and that time-lagged effects of soil environmental 
parameters on N2O emission should be investigated. Regression models have been developed 
which relate the annual N2O emissions to soil temperature, soil water content and N substrate 
(Bouwman et al. 2002; Sozanska et al. 2002; Roelandt et al. 2005). Linear regression models 
CHAPTER 3: NITROUS OXIDE EMISSIONS FROM SUB-TROPICAL HORTICULTURAL SOILS: A 
TIME SERIES ANALYSIS 
 
61 
 
have been developed over short time periods (i.e. season or part of the growing season) and 
significant relationships have been found between N2O emissions and soil water content and 
soil temperature in different land use systems (Choudhary et al. 2002; Sehy et al. 2003; 
Wang et al. 2005). However, hypotheses tested and goodness-of-fit statistics from linear 
regression models for time series data are often not valid because the assumption of 
independent residuals from the linear regression model is violated. There are few N2O models 
that have explicitly included terms that describe longer term temporal features of the data, 
such as auto-correlation and seasonality. Thus the time-lagged effects on N2O are still largely 
unknown. 
 
Mechanistic simulation models have also been constructed to estimate N2O emissions. These 
include DNDC (Li et al. 1992), DAYCENT (Parton et al. 1998; Del Grosso et al. 2000), 
NGAS (Mosier et al. 1983; Parton et al. 1988), WNMM (Li et al. 2007) and NLOSS (Riley 
and Matson 2000). Many  uncertainties and limitations still exist in these simulation models 
(Chen et al. 2008), including the inherent difficulty of providing high spatial and/or temporal 
resolution soil, plant and climate data. Collection of these data is both expensive and time 
consuming and severely limits the application of these models across a diverse set of 
environmental conditions, hence the need for simpler modeling approaches which utilize 
readily available (or easily collected) robust information to infer causal relationships.   
 
The objective of this study was to quantify N2O emissions from soils under a selection of 
sub-tropical horticultural crops (custard apple, mango and pineapple crops) and apply time 
series models to describe the influence of environmental factors (soil water content and soil 
temperature) on the emissions of N2O. To our knowledge, this is the first time that the 
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magnitude of N2O emissions has been determined for sub-tropical horticultural crops, thus 
providing valuable information for international and national inventories such as Australia’s 
National Greenhouse Gas Inventory (NGGI). By taking into account time-lagged soil water 
content, time-lagged soil temperature, autoregressive processes and seasonality, the model 
provides more detailed information on the nature of the relationship between N2O and the 
environmental drivers and the effects of temporal resolution on N2O emissions, obtained 
from fitting the model with weekly or monthly data. The time series model potentially 
improves the estimation of N2O fluxes and reduces the uncertainty of temporal variability in 
estimated N2O emissions. 
3.3 Materials and Methods 
 
3.3.1 Study sites 
 
The study field site was located at the Queensland Department of Primary Industry 
Horticulture Research Station at Nambour (latitude -26.63, longitude 152.95) in south-east 
Queensland, Australia. The region is a major centre for sub-tropical horticulture (e.g. 
macadamia nuts, bananas, citrus fruits, custard apples and pineapples) and sugar production. 
The majority of rainfall (54%) occurs from December to March, and significant rainfall 
events are common between December and May. The average monthly rainfall is between 49 
and 259 mm with an annual mean rainfall of 1732 mm (Bureau of Meteorology, 2012). The 
annual evaporation rate is approximately 1400 mm. The average maximum monthly 
temperature is between 21 and 29 °C, and the average minimum monthly temperature is 
between 8 and 20 °C. The highest temperatures generally occur in January and February, and 
the lowest temperature is typically in July.  
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The soil type at the experimental site was a slightly acidic Dermosol (Isbell 2002) with a 
sandy clay loam texture (0-20 cm). For further information regarding the study site, the 
reader is referred to Burgess and Ellis (2006). Average top soil (0-10 cm) organic carbon 
content (by dry combustion) was 2.6, 4.2, and 3.5% for mango, pineapple and custard apple 
field plots respectively, with a bulk density of 1.3 g/cm
3
. Field capacity and saturated 
volumetric water contents were estimated to be 23.5 and 46.8% (vol/vol) respectively. 
Mineral N inputs equivalent to 445 and 92 kg N/ha were applied to the pineapple and custard 
apple plots respectively. A total of twenty urea applications ranging from 8-56 kg N/ha
 
were 
applied to the pineapple crop at regular intervals during the 12 month study period resulting 
in an annual application of 445 kg N/ha. In the custard apple plots, a single application of N 
(92 kg N/ha) as a compound synthetic fertiliser (Rustica Plus) containing 12% N, in equal 
portions of nitrate and ammonium was applied on November 8, 2006. A sugar cane mulch 
was applied along the rows of the custard apple crop in late September, 2006. No mineral or 
organic fertilizers had been applied to the mango plots for 4 years and none was applied 
during the study. 
3.3.2 Data collection 
 
Replicate sampling of N2O emissions, topsoil temperature and water content (0-10 cm) was 
undertaken on five mango, five custard apple and six adjacent pineapple plots on a weekly 
basis between 4 December 2006 and 11 November 2007. The in-field gas sampling system 
utilized the static closed chamber technique (Hoben et al. 2011) to capture emissions from 
soil under the three crops. This method uses a single gas-tight chamber (non-steady-state non-
through-flow) enclosing an area of soil in each replicate plot over a given time interval. 
Manual sampling chambers consisted of a 200 mm diameter PVC bucket with the bottom 
removed and a gas tight lid. A 100 mm deep, sharpened steel ring of the same diameter as the 
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chambers was first hammered into the soil then removed, the chambers were then inserted 
into the groove and left in place for the duration of study. Chambers did not include plants 
but were placed as close as possible to the base of the plants.  Chamber headspaces were 
measured several times over the experiment and averaged 8 to 10 cm over the experimental 
period. The exact volume was calculated for each chamber at each sampling time to ensure 
accuracy in the calculation of emissions. 
 
Chamber closure was achieved using a gas tight lid with a rubber septum that allowed the 
insertion of a needle and syringe.  N2O fluxes were measured by collecting four gas samples 
(including a time zero) from the chamber headspace at 15 minutes intervals over a one hour 
closure period. A double ended syringe was used to extract 12 ml gas sample into an 
evacuated glass vial (Exetainer, Labco, UK). Gas samples were collected at the same time 
(10 am) on the same day once a week. Vials were then stored overnight at room temperature 
and a 1 ml sample was analyzed for N2O using a gas chromatograph (Shimadzu GC – 8A) 
with an electron capture detector (ECD) with a 5% methane/95% argon carrier gas (flow rate 
of 30 ml min
-1
) and a Alltech Porapak Q 80/100 mesh separation column. The column and 
ECD temperatures were set at 100°C and 350°C respectively. Gas loss from the vials during 
storage was tested using a calibration gas stored with the samples.  
 
Topsoil (0-10 cm) water data (vol/vol) was recorded for each manual chamber on each gas 
sampling occasion and immediately prior to closure, using a handheld Hydrosense TDR 
(Campbell Scientific) calibrated for the site. Topsoil temperature (
o
C) was also recorded at 
each chamber at this time using a digital thermometer inserted to 5 cm and recorded after 10 
minutes. The flux rate was calculated using the procedure outline by Barton et al. (2008). 
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Flux rates were discarded if the coefficient of determination (R
2
) was <0.80 (Rowlings et al., 
2011).  
3.3.3 Statistical analysis 
 
 Time series analysis can account for sequential data points, such as N2O emissions, which 
may have some internal structure, such as autocorrelation and/or seasonal variation (Chatfield 
2004). In an autoregressive model, each value in a time series is expressed as a linear 
function of the preceding values (Yaffee and McGee 2000). The autocorrelation function 
(ACF) and partial autocorrelation function (PACF) can be used as exploratory techniques to 
confirm any seasonal patterns in the data and diagnose correlation between the observations 
for different lags. This diagnostic information enables an application relevant but 
parsimonious model to be developed (Yaffee and McGee 2000). In an adequate model, the 
residual autocorrelations should fall within the upper or lower 95% confidence bands around 
zero (in the plots of ACF and PACF). The Box-Ljung Q statistic can also be used to test the 
significance of autocorrelations (Yaffee and McGee 2000). 
 
In this study, the data on the fluxes of N2O, soil water content and soil temperature between 
2006 and 2007 were analysed as time series for each of the horticultural crops. Separate time 
series regression models were used to describe both weekly and monthly mean data for each 
crop, with N2O emissions as the dependent variable and soil water content, soil temperature, 
autoregressive process, seasonality and temporal lags of soil water content and soil 
temperature as potential exploratory variables. In general, such a model will have the 
following form:  
             
                               ∑   
 
          ∑   
 
            ∑   
 
            ∑           ( )
 
           (1)    
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Here,  yst is the observed value of N2O at time period t and at experimental plot s; x1st and x2st 
represent covariates (soil temperature and soil water content) at time period t and at plot s, 
respectively;   ys,t-k, x1,s,t-j and x2,s,t-m  represent previous values of y and x at plot s and at time 
periods t-k, t-j and t-m, respectively (i.e. time lags k, j and m); and γj and δm are the regression 
coefficients for soil temperature and soil water content which are lagged by j and m time 
periods, respectively. In this study, J and M were set equal to 1, so that soil water content at a 
lag of 1 week or month and soil temperature at a lag of 1 week or month were included in the 
model. 
 
The autoregressive (AR) term φkys,t-k in equation (1) describes the effects of the relationship 
between sequential N2O values in a series, which expresses that the current N2O value will be 
influenced by its own behaviour in prior periods, with the coefficient φ indicating how 
strongly the current value depends on the preceding value. The most common forms of 
autoregressive processes are first-order and second-order autoregressive models, denoted by 
AR(1) (corresponding to φ1) and AR(2) (corresponding to φ2), respectively. The AR(1) term 
describes a relationship between the immediately previous N2O value and the current N2O 
value in a series. The AR(2) term is concerned with  the relationship between the values in 
the two previous periods and current value in a series. The term A(t) in equation (1) 
represents the seasonal component of the time series. The seasonal relationship between N2O 
flux and the variables soil water content and soil temperature are considered using four 
models. In Model 1, seasonality was described by a linear combination of sine-cosine 
functions of different frequencies (Wei 1990). Thus A(t) represents the harmonic factors 
   (
   
  
)     (
   
  
) for the monthly model and    (
   
  
)     (
   
  
) for the weekly model. 
In Model 2, seasonality was alternately described as a categorical variable (spring, summer, 
autumn and winter). In Model 3, seasonality was excluded due to the small data set collected 
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for this study. Model 4 excluded autoregressive processes, lagged effects and seasonal terms. 
Thus φk = 0   k, γj = 0      δm = 0    and A(t) = 0. (i.e. a simple linear regression model). 
 
 Although the weekly model provides a more temporally sensitive assessment of the 
relationship between the dependent and exploratory variables, the amount of missing data at 
the weekly scale led to concern over the reliability of this model. As an alternative to 
exclusion of cases with missing data, which would have led to considerable loss of 
information, weekly missing data were replaced as the mean of the four nearest neighbours 
(Yaffee and McGee 2000). Cumulative emissions (g N2O–N/ha) were determined by 
interpolating daily fluxes for each replicate (g N2O–N/ha.day) between sample days over the 
course of the year (Hoben et al. 2010). Other methods of imputation were also employed 
(Yaffee and McGee 2000; Bennett 2001), but led to no substantive differences in inference. 
The monthly data, on the other hand, was more stable in terms of temporal consistency and 
completeness of the data.   
 
The goodness-of-fit of the models was assessed by comparing the R
2
, adjusted R
2 
and index 
of agreement (d) (Willmott 1981) statistics under the four models. A high value of them 
indicates better performance. All analyses were performed with SPSS 14.0 software (Norus 
2006). 
3.4 Results  
 
3.4.1 Descriptive analysis 
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 Annual N2O emissions from mango, pineapple and custard apple crops in sub-tropical south-
east Queensland were estimated to be 1590, 1156 and 2038 g N2O-N/ha. The N2O-N emitted 
from the pineapple and custard apple crops was equivalent to 0.3 and 2.2%, respectively of 
the applied mineral N. Table 1 outlines summary statistics for the observed data. Across the 
five experimental plots for mango crop, individual N2O measurements ranged from 0.1 to 
11.2 g N2O-N/ha.day with an average of 4.6 g N2O-N/ ha.day. The mean soil water content 
over the study period was 25.2%, with individual measurements ranging from 7.0 to 51% 
across the five mango crop plots. The average soil temperature was 21.1 
o
C with individual 
readings fluctuating between 12.3 
o
C and 28.4 
o
C across the five mango plots over the study 
period. Across the six experimental plots for pineapple, the study averages for N2O emission, 
soil water content and soil temperature were 3.3 g N2O-N/ha.day, 11.2% and 22.7 
o
C, 
respectively. The ranges for individual N2O emissions, soil water content and soil 
temperature were 0 to 16.4 g N2O-N/ha.day, 4.0% to 33.8% and 15.7 
o
C to 28.4
 o
C across the 
six pineapple plots, respectively. In the five experimental plots for custard apple, the overall 
average for N2O emissions, soil water content and soil temperature were 5.9 g N2O-N/ha.day 
(with individual measurements ranging from 0.0 to 92.7 g N2O-N/ha.day), 12.7% (range 4% 
to 36.5%) and 22.4
 o
C (range 14.4
 o
C to 29.8 
o
C), respectively. The mango crop had higher 
mean soil water content than the custard apple and pineapple crops. The average soil 
temperatures in the three crops were similar. The custard apple crop had a higher mean N2O 
emission value than both pineapple and mango crops. N2O flux and soil water content 
displayed positive skewness in the custard apple and pineapple crops (Table 3.1). 
 
N2O emissions in the custard apple soil tended to be more variable compared to the other two 
crops. Mango had lower average soil temperature and higher average soil water content than 
the other two crops due to the shading effect of the mature trees. Soil temperature fluctuations 
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were similar in magnitude for pineapple and custard apple during the study period, but the 
soil water content measurements for custard apple were generally higher than those for 
pineapple due to presence of sugar cane mulch. The reduced variation of the mean monthly 
data (relative to the weekly data) is strongly illustrated for N2O emissions. For example, in 
the custard apple soil, the range in the monthly means (0.8 to 50.9 g N2O-N/ha.day) is almost 
half that of the weekly means, measured across the five experimental plots. 
 
The mean weekly measurements for N2O emissions, soil temperature and soil water content 
over the study period for the three crops are depicted in Fig.3.1. No stable pattern of variation 
in N2O emission with soil water content and soil temperature was immediately evident in the 
different crops. Greater variation in N2O emissions was evident for custard apple. However, 
the N2O emissions appeared to be seasonal, with highest emissions in summer and autumn. 
Highest soil water contents occurred in the humid summer months of November and 
December. Soil temperature was much less variable than soil water content and changed with 
season. The minimum soil temperature was in July, and the maximum occurred in January 
and February.  
 
Pairwise linear associations (Spearman correlation coefficients) were detected between N2O 
emission and soil water content, soil temperature, soil water content at a lag of 1 week and 
month and soil temperature at a lag of 1 week and 1 month, respectively. For mango, 
negative relationships with N2O emissions were observed for soil water content at a lag of 1 
week (p<0.05) or one month (p<0.05), and soil temperature at a lag of 1 month (p<0.05), and 
positive relationships were observed between N2O emissions and weekly soil temperature 
(p<0.01) and soil temperature at a lag of 1 week (p<0.01). N2O emissions had a positive 
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relationship with weekly and monthly soil water content (p<0.05) and soil water content at a 
lag of 1 week (p<0.05) for custard apple. No significant relationships were found between 
N2O emission and other variables for pineapple. Moreover, the correlation coefficients were 
approximately 0.9 for both current soil temperature and soil temperature at a lag of 1 week 
for the three crops. Additionally, the variance inflation factors for temperature at a lag of 1 
week were 16, 10 and 10 for mango, custard apple and pineapple, respectively. This showed 
that collinearity was present between weekly temperature and weekly temperature at a lag of 
1 week. Hence, the latter variable was not included in the models in order to reduce standard 
error in the related covariates and overfitting.   
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Crop Variable Mean SD Minimum Maximum Skewness 
Mango N2O flux (g N2O-N/ha.day) 4.59 1.75 0.08 11.22 0.83 
 Soil moisture (%) 25.22 7.98 7.0 51 0.11 
 Soil temperature (°C) 21.11 4.24 12.3 28.4 -0.16 
Custard apple N2O flux (g N2O-N/ha.day) 5.85 7.16 0.0 92.67 8.46 
 Soil moisture (%) 12.66 5.34 4.0 36.5 1.86 
 Soil temperature (°C) 22.44 3.45 14.4 29.8 -0.305 
 Log-transformed N2O flux 1.75 0.5 0.0 4.45 1.09 
 Log-transformed soil 
moisture 
2.47 0.373 1.39 3.6 0.35 
Pineapple N2O flux (g N2O-N/ha.day) 3.32 1.86 0.0 16.37 1.96 
 Soil moisture (%) 11.23 4.48 4.0 33.8 2.93 
 Soil temperature (°C) 22.66 3.18 15.7 28.4 -0.286 
 Log-transformed N2O flux 1.38 0.4 0.0 2.85 0.0 
 Log-transformed soil 
moisture 
2.36 0.31 1.39 3.52 1.14 
 
Table 3.1 Summary statistics of  nitrous oxide emissions, soil moisture and soil temperature measured 
weekly in five mango crop plots, five custard apple crop plots, and six pineapple crop plots under sub-
tropical horticultural crops at the Maroochy Research Station, Nambour, Queensland (2006-07). 
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Figure 3.1. Daily N2O emissions, soil moisture and soil temperature measured weekly in (a) 
five mango crop plots, (b) five custard apple crop plots, and (c) six pineapple crop plots at the 
Maroochy Research Station, Nambour, Queensland (4
th
 December 2006 – 11th November 
2007). 
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3.4.2 Regression analyses  
 
Log-transformations were required for N2O emissions and soil water content data due to 
substantially positively skewed distributions of these data for custard apple and pineapple 
crops. The values for skewness decreased after log-transformation for these crops (Table 3.1). 
Plots of the ACF of the residuals from the simple weekly linear regression models (Model 4) 
for the three crops at each study site showed that the assumption of independent residuals is 
clearly violated, indicating that the simple linear regression model might be not appropriate 
for these time series data. This was supported by large autocorrelation coefficients, using 
Ljung-Box Q Statistic test, for residuals at a lags of 1 and 2 months from the simple monthly 
linear regression models.  Hence, first order AR(1) and second order AR(2) autoregressive 
processes were included in the time series models. Moreover, the plots of the ACF for the 
three crops exhibited slight cosine patterns. This was justified consideration of Model 1 and 2. 
 
A comparison of the R
2
, adjusted R
2 
and index of agreement d values obtained from the four 
models based on the weekly and monthly data for each crop is presented in Table 3.2. In the 
simple linear regression models (Model 4), adjusted R
2
 values were very low for the six 
models across the three crops. No significant relationships were found between N2O and soil 
water content, or soil temperature for any crop. In contrast, the adjusted R
2 
values were 
greatly improved for the rest of the models across the three crops, although they were still not 
high in the weekly time series regression models for mango and custard apple crops. Model 1 
exhibited the best fit for the monthly scale data. The adjusted R
2
 and index of agreement d 
values for models 1, 2 and 3 were similar for the weekly data for the custard apple and 
pineapple crops.   
 
CHAPTER 3: NITROUS OXIDE EMISSIONS FROM SUB-TROPICAL HORTICULTURAL SOILS: A 
TIME SERIES ANALYSIS 
 
74 
 
Table 3.2. Statistical model comparison describing N2O emissions using soil moisture and 
soil temperature from soils under sub-tropical horticultural crops at the Maroochy  Research 
Station,  Nambour, Queensland (2006-07). 
    A
Sinusoidal term: seasonality was written as sin2πt/T and cos2πt/T. 
   
B
Temporal lagged factors: soil moisture at lag 1 and soil temperature at lag 1. 
   
C
Autoregressive process: AR(1) and AR(2). 
  
D 
Seasonal factors: seasonality was described as a categorical variable (spring, summer, autumn 
and  winter).
              E
d: The index of agreement. 
Model Parameter Crop 
Weekly data 
 
  R
2 
      Adjusted R
2 
   d
E 
Monthly data 
 
R
2 
         Adjusted R
2 
     d
E 
Model 1
 
 
 
 
 
 
 
 
 
 
 
Model 2
 
 
 
 
 
 
 
 
 
 
Model 3 
 
 
 
 
 
 
 
Model 4
 
Soil moisture 
 
Soil temperature 
 
Sinusoidal term 
A 
 
Temporal lagged factors 
B 
 
Autoregressive process 
C 
 
 
Soil moisture 
 
Soil temperature 
 
Seasonal factor 
D 
 
Temporal lagged factors  
 
Autoregressive process 
 
 
Soil moisture 
 
Soil temperature 
 
Temporal lagged factors 
 
 
Autoregressive process 
 
 
Soil moisture 
 
Soil temperature 
Mango 
 
Custard apple 
 
Pineapple 
 
 
 
 
 
 
Mango 
 
Custard apple 
 
Pineapple 
 
 
 
 
 
Mango 
 
Custard apple 
 
Pineapple 
 
 
 
Mango 
 
Custard apple 
 
Pineapple 
0.226 
 
0.278 
 
0.378 
 
 
 
 
 
 
0.20 
 
0.277 
 
0.378 
 
 
 
 
 
0.181 
 
0.276 
 
0.373 
 
 
 
0.03 
 
0.042 
 
0.012 
0.203 
 
0.257 
 
0.363 
 
 
 
 
 
 
0.18 
 
0.259 
 
0.365 
 
 
 
 
 
0.164 
 
0.261 
 
0.362 
 
 
 
0.022 
 
0.035 
 
0.005 
0.603 
 
0.639 
 
0.732 
 
 
 
 
 
 
0.573 
 
0.639 
 
0.733 
 
 
 
 
 
0.549 
 
0.639 
 
0.729 
 
 
0.585 
 
0.529 
 
0.405 
 
 
 
 
 
 
0.496 
 
0.401 
 
0.378 
 
 
 
 
 
0.487 
 
0.297 
 
0.378 
 
 
 
0.013 
 
0.089 
 
0.0 
   0.504 
     
    0.437 
     
    0.312 
 
 
     
 
 
 
   0.412 
  
   0.302 
  
   0.294 
 
 
   
 
 
 0.416 
   
 0.199 
    
 0.307 
 
    
 
-0.022 
   
  0.067 
    
-0.029 
0.854 
 
0.828 
 
0.754 
 
 
 
 
 
 
0.807 
 
0.746 
 
0.736 
 
 
 
 
 
0.803 
 
0.65 
 
0.736 
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Results of the time-series regression models (Model 1) applied to the weekly and monthly 
N2O emissions estimates are presented in Table 3.3. In the weekly models, there was a 
substantive relationship (p value < 0.05) between N2O emissions and soil water content for 
mango; there was also a slight significant relationship (p value < 0.1) between N2O emissions 
and soil temperature, with adjustment for season and autocorrelation at a lag of 1 week. For 
custard apple, there was a slight significant relationship (p value < 0.1) between N2O 
emissions and soil water content after adjustment for autocorrelation at lags of 1 and 2 weeks. 
For pineapple, N2O emissions were statistically related to soil water content (p value < 0.05) 
and soil water content at a lag of 1 week (p value < 0.1) after adjustment for autocorrelation 
at lags of 1 and 2 weeks. 
 
In the monthly models, the results showed that there was a significant relationship between 
N2O emission and soil temperature at a lag of 1 month after adjustment for autocorrelation at 
a lag of 1 month and season in the mango crop. N2O emissions were significantly associated 
with soil temperature at a lag of 1 month after adjustment for autocorrelation at a lag of 2 
months and season in the custard apple. N2O emissions were significantly associated with soil 
temperature at a lag of 1 month after adjustment for autocorrelation at a lag of 2 months in 
pineapple. 
 
The simple linear regression models poorly predicted N2O emissions (Figure 3.2), while the 
time series regression models (model 1) were able to capture the flux patterns. However, it 
was obvious that the weekly regression model was not as accurate in predicting N2O fluxes 
compared to the monthly models.  
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Table 3.3. Time series regression parameters for estimating weekly and monthly N2O 
emissions from soils under sub-tropical horticultural crops at the Maroochy Research Station, 
Nambour, Queensland (2006-07). 
Parameters                          Weekly models  
Coefficients              SE                  P values 
                      Monthly models  
 Coefficients             SE               P values 
Mango       
Constant -0.584 1.932 0.763 -6.648 4.318 0.131 
φ1 0.271 0.065 0.000 -0.321 0.109 0.005 
φ2 0.011 0.066 0.868 0.125 0.112 0.269 
β 1 0.136 0.081 0.094 0.023 0.124 0.854 
γ1 - - - 0.474 0.134 0.001 
β2 0.059 0.026 0.022 0.041 0.026 0.116 
δ1 -0.02 0.024 0.415 0.004 0.026 0.867 
α -0.033 0.406 0.935 -2.549 0.959 0.011 
 
b   -0.891 0.318 0.005 -2.377 0.772 0.004 
Custard apple       
Constant 0.449 0.555 0.419 -3.983 2.364 0.100 
φ1 0.428 0.065 0.000 0.03 0.151 0.843 
φ2 0.131 0.066 0.049 0.606 0.151 0.000 
β1 0.004 0.021 0.843 -0.057 0.065 0.388 
γ1 - - - 0.286 0.061 0.000 
β2 0.156 0.093 0.094 -0.145 0.21 0.492 
δ1 -0.065 0.093 0.481 -0.177 0.231 0.448 
α -0.003 
 
0.08 
 
0.607 -1.338 0.372 0.001 
b   -0.065 0.093 0.971 -0.704 0.427 0.106 
 
Pineapple 
      
Constant 0.089 0.382 0.816 -0.122 1.297 0.925 
φ1 0.499 0.058 0.000 0.137 0.114 0.234 
φ2 0.148 0.057 0.010 0.479 0.107 0.000 
β1 0.013 0.014 0.354 -0.032 0.031 0.301 
γ1 - - - 0.089 0.035 0.013 
β2 0.166 0.076 0.031 -0.009 0.155 0.952 
δ 1 -0.13 0.075 0.084 -0.351 0.212 0.144 
α -0.015 0.52 0.767 -0.292 0.191 0.132 
b -0.058 0.046 0.207 -0.208 0.186 0.268 
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Figure 3.2. Observed and predicted (from the model 1) weekly (left panel) and mean monthly 
(right panel) N2O emissions under mango crop, custard apple crop, and pineapple crop at the 
Maroochy Research Station, Nambour, Queensland (4
th
 December 2006 – 11th November 
2007). Observed data is daily N2O emissions collected on a weekly basis.   
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The residuals of all models 1 were centred around zero with no clear pattern and little auto-
correlation after accounting for autoregressive process, sinusoidal term and temporal lagged 
factors. However, the small R
2
 values especially for the weekly models for mango and 
custard apple crops indicated that there was substantial variation in the N2O emissions that 
was not explained by the variables considered here. Comparing the two time scales analysed 
in our study, the weekly models 1 explained 20.3%, 25.7% and 36.3% of the temporal 
variation of N2O emission for mango, custard apple and pineapple crops, respectively. Nearly 
50.4%, 43.7% and 31.2% of temporal variation of N2O emissions were explained by the three 
monthly models 1 for mango, custard apple and pineapple crops, respectively. Moreover, the 
index of agreement d indicated that the monthly models performed better than the weekly 
models (Table 3.2), particularly in mango and custard apple. 
 
The residuals of all models 1 were centred around zero with no clear pattern and little auto-
correlation after accounting for autoregressive process, sinusoidal term and temporal lagged 
factors. However, the small R
2
 values especially for the weekly models for mango and 
custard apple crops indicated that there was substantial variation in the N2O emissions that 
was not explained by the variables considered here. Comparing the two time scales analysed 
in our study, the weekly models 1 explained 20.3%, 25.7% and 36.3% of the temporal 
variation of N2O emission for mango, custard apple and pineapple crops, respectively. Nearly 
50.4%, 43.7% and 31.2% of temporal variation of N2O emissions were explained by the three 
monthly models 1 for mango, custard apple and pineapple crops, respectively. Moreover, the 
index of agreement d indicated that the monthly models performed better than the weekly 
models (Table 3.2), particularly in mango and custard apple. 
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3.5 Discussion  
 
3.5.1 Magnitude of emissions 
This is the first study to measure soil borne N2O emissions from a range of sub-tropical 
horticultural crops (mango, custard apple and pineapple) over a 12 month period in Australia. 
Annual emissions ranged from 1.2 to 2.0 kg N2O-N/ha with a daily average of 4.6 g N2O-
N/ha, comparable to an average of 5.5 g N2O-N/ha.day emitted from N fertilized soils under 
sugar cane in the same region (Huang et al. 2011). The unfertilized mango crop emitted 1.6 
kg N2O-N/ha over the year which is of the same magnitude of emissions from a horticultural 
tree (lychee) crop grown in the same region (Rowlings, 2010). Globally, losses of N2O from 
horticulture range from 1.3 to 2.9% of applied N (Bouwman, 1998), which would indicate the 
(uncorrected for zero N applied) emission factors of 0.3% and 2.2% found for the pineapple 
and custard apple crops, respectively, are consistent with global estimates.     
3.5.2 Comparison of time series models 
 
Time series models are recommended for modelling N2O emissions as this data, and the 
factors that regulate these losses, are collected simultaneously and exhibit significant 
temporal variability. In the simple linear regression models for the three crops, strong 
autocorrelation in the residuals was evident, whereas autocorrelation in the residuals almost 
disappeared in Model 1, Model 2 and Model 3. The adjusted coefficients of determination R
2 
(Table 3.2) and correlation between residuals indicated that traditional linear regression 
models that assume independence between observations are inappropriate for explaining 
temporal variability in N2O emissions from relatively fertile sub-tropical horticultural soils. 
The adjusted R
2
 of the three weekly time series models for custard apple and pineapple crops, 
and the three monthly time series models for pineapple crop were similar, with no significant 
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relationships between N2O and seasonality in model 1 and 2. On the other hand, the weekly 
and monthly time series models with seasonality included (models 1 and 2) improved the 
adjusted R
2
 and d values with statistically significant relationships between N2O and 
seasonality for weekly or monthly series for mango and monthly custard apple. However, the 
results indicated that model 1 could capture the seasonal profile better than model 2, even 
with these limited data. The explained variance in terms of the adjusted R
2 
was improved by 
the models which acknowledged the temporal nature of data by including lagged soil water 
content, lagged soil temperature, seasonality and autoregressive processes, particularly for the 
monthly models across the three crops.  
3.5.3 The tendency for N2O emissions 
 
The temporal persistence in the emissions data was also confirmed by the ACF plots. There 
were quite different behaviours in autocorrelation for weekly and monthly models in the three 
crops. The results indicated that the magnitude of N2O emissions might persist for one week 
for mango and custard apple, and up to two weeks for pineapple; and monthly mean 
emissions might persist for two months for custard apple and pineapple. However, there was 
a strong negative lag 1 correlation in monthly mean N2O emissions for mango. It indicated 
that an increase in current monthly N2O emission on average was associated with a decrease 
in the next monthly N2O emission. In this study, the changes in soil temperature and soil 
water content aligned more closely with N2O emissions in the custard apple and pineapple 
crops compared to the mango crop. This in part could be explained by the fact that the mango 
crop did not receive any additional mineral N sources (to support either nitrification or 
denitrification) during the study and the emissions were consistently at a lower level 
compared to both pineapple and custard apple crops, regardless of the fluctuation in soil 
temperature and soil water content .  
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3.5.4 The effect of soil water content on N2O emissions 
 
In the weekly time series regression models, soil water content was a significant 
environmental factor, and was positively related to N2O emissions for all three crops. 
Moreover, there was a slight significant negative relationship between N2O emissions and 
soil water content at a lag of one week for pineapple. Many previous studies have 
demonstrated that soil water content has a significant influence on N2O emissions (Sehy et al. 
2003; Machefert et al. 2004). The weekly models confirmed that soil water content was a key 
factor, and was associated with increasing N2O emissions for these three crops, after 
adjusting for seasonality and autocorrelation. In the three crops, topsoil water content was 
less than 31% (vol/vol) which is equivalent to 60% water filled pore space (WFPS) (data not 
shown) for the majority of the year. Nitrification is the predominant source of N2O emissions 
when soil WFPS is less than 60% (Davidson 1991), and emissions of N2O via the nitrification 
pathway increase with increasing soil water content (Maag and Vinther 1996).  
 
When WFPS exceeds 60% and the soil atmosphere becomes increasingly anaerobic, losses of 
N via the denitrification pathway become apparent (Linn and Doran 1984). The magnitudes 
of these losses are also dependent on the amount of nitrate in the soil and availability of a 
labile (readily decomposable) source of carbon. In the latter stages of the study 
(October/November) when excessive rainfall did result in the soil water content exceeding 60% 
for an extended period of time, N2O emissions from both pineapple and mango crops 
remained static. The relatively low proportion of N2O evolved over the year from the 
pineapple crop in response to the high fertilizer N input and predominately aerobic conditions 
(due to the heavy plant density depleting surface soil water content) potentially confirms that 
nitrification was the dominant source of N2O emissions over the year in that crop. The 
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nitrification pathway would potentially have been the primary contributor to N2O losses 
under mango, which had not received any mineral N inputs for 4 years, but maintained a 
higher (average) soil water content throughout the year compared to both pineapple and 
custard apple crops due to the shading effect of the tree itself.  In contrast, we estimate that 
approximately one-third of total annual N2O emissions from the soil under custard apples 
could potentially be attributed to denitrification due to the high soil water content and source 
of labile C (from the fresh cane mulch) in the latter weeks of the study.  
3.5.5 The effect of soil temperature on N2O emissions 
 
 Temperature has been shown to be strongly associated with N2O emission (Kamp et al. 1998; 
Lu et al. 2005; Zhu et al. 2005; Koponena et al. 2006; Saggar et al. 2007; Yan et al. 2008). 
At the monthly scale, we found that soil temperature at a lag of 1 month was significantly and 
positively associated with N2O emissions rather than current soil temperature for all three 
crops. At the study location, the average monthly soil temperature fluctuated between 13 and 
28 
o
C across the year of the study and the average range was only 5 
o
C for the four seasons 
for the three crops. It is well known that soil temperature varies with heat flux into and out of 
soil. The statistically significant effects of soil temperature at a lag of one month for N2O 
might be explained by the observation that thermal capacity and conductivity are more stable 
than water content in the soil, particularly at lower depths. Surface heat fluxes are more than 
an order of magnitude more sensitive to soil water content compared to the temperature 
profile within the soil (McCumber and Pielke, 1981). It might also be due to the reduced 
variation in air temperature (compared to soil water content) throughout the year. Jury et al 
(1982) concluded that due to the large lag phase caused by gaseous diffusion, particularly in 
wet soils (as is the case at our study site), monitoring may be required for several weeks after 
N2O production ceases to ensure all emissions are captured. Thus some emissions may be 
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more predictable based on the lagged effects of soil parameters. The time-lagged effects of 
soil parameters might influence current soil conditions, such as pore continuity, microbial 
activity and so on.  There could also be other factors that influence the release of N2O, which 
are independent in their own right or for which the above variables are surrogates. More 
research is required to investigate these phenomena further. For example, covariates might 
need to be collected from different soil layers. Using a time series GARCH model, (Kitzler et 
al. 2006) found a two week deferred effect of soil water content and soil temperature on N2O 
in beech forest, and indicated that the time series model could explain a high percentage of 
variation in N2O emissions. The present study supports the fact that a time series model can 
more effectively reveal temporal variation in N2O emissions, and relationships with 
environmental variables, and that lagged air temperature might be an important factor 
associated with N2O emission in the three crops, particularly at the monthly scale. 
3.5.6 Seasonality issue 
 
Occasional high N2O fluxes cannot always be related to current environmental variables such 
as soil temperature, soil water content and nitrate concentration (Nishina et al. 2009). Our 
weekly models confirmed that soil water content was a key variable, and was positively 
associated with increasing N2O emissions for the three crops, after adjusting for seasonality 
and autocorrelation. The pattern of N2O fluxes from soil also fluctuates with climate, 
agricultural management and crop growth. The inclusion of seasonal terms, such as the sine-
cosine term used in this study, can help to capture the temporal nature of N2O emissions and 
thus decrease the uncertainty of temporal resolution of N2O emission from soil.  
3.5.7 Limitations 
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Some limitations of this study should be acknowledged. First, whilst the period of study is a 
single year, the study site has a consistent long-term record of achieving near average rainfall 
thus providing a solid basis for longer term studies examining environmental drivers of N2O 
emissions in sub-tropical soils e.g. approximately 100 years of complete climate records, 
annual rainfall has been within 20% of the mean in the majority of years.  Second, many 
additional factors could affect N2O emissions (e.g. spatial variability in soil texture and gas 
diffusivity) and this is borne out by the low coefficient of determination obtained for the 
models constructed in this paper. Lastly, very high emissions of N2O often occur over very 
short time intervals. Soil water content will respond rapidly in response to heavy rainfall 
and/or high evaporation rates. Our results indicated that the weekly models did not 
adequately capture the weekly emissions of our dataset. We acknowledge that a finer 
timescale, such as daily or hourly measurements may be necessary to more accurately capture 
temporal variability in N2O in a future study. However one of the purposes of our study was 
to examine the predictive utility of relative coarse (temporal) scale, but readily collectable, 
emissions and environmental data.  
3.6 Conclusion 
 
Annual N2O emissions for sub-tropical soils under mango, pineapple and custard apple were 
1590, 1156 and 2038 g N2O-N/ha respectively with the majority of emissions potentially due 
to nitrification. The N2O-N emitted from the pineapple and custard apple crops was 
equivalent to 0.26 and 2.22% respectively of the applied mineral N. Our results reflect the 
highly variable nature of N2O emissions over time over different crops within the same 
landscape. The change in soil water content was the key variate for describing N2O emissions 
at the weekly scale; soil temperature at a lag of one month exhibited a strong effect on N2O 
emissions at the monthly scale. Time series regression models could explain a higher 
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percentage of the temporal variation of N2O emission compared to simple regression models 
using soil temperature and soil water content as environmental drivers. By confining our 
analyses to a small number of easily measurable covariates (soil water content and soil 
temperature) at a relatively coarse temporal scale has provided valuable insights into more 
complex climate, soil and plant interactions. Finally, we suggest that taking into account 
seasonal variability and temporal persistence in N2O associated with soil water content and 
soil temperature may lead to a reduction in the uncertainty surrounding estimates of N2O 
emissions based on limited sampling designs.  
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4.1 Abstract 
 
Soil based emissions of nitrous oxide (N2O), a well-known greenhouse gas, have been 
associated with changes in soil water-filled pore space (WFPS) and soil temperature in many 
previous studies. However, it is acknowledged that the environment-N2O relationship is 
complex and still relatively poorly unknown. In this article, we employed a Bayesian model 
selection approach (Reversible jump Markov chain Monte Carlo) to develop a data-informed 
model of the relationship between daily N2O emissions and daily WFPS and soil temperature 
measurements between March 2007 to February 2009 from a pasture in Queensland, 
Australia, taking seasonal factors and time-lagged effects into account. The model indicates a 
very strong relationship between a hybrid seasonal structure and daily N2O emission, with the 
latter substantially increased in summer. Given the other variables in the model, daily soil 
WFPS, lagged by a week, had a negative influence on daily N2O; there was evidence of a 
nonlinear positive relationship between daily soil WFPS and daily N2O emission; and daily 
soil temperature tended to have a linear positive relationship with daily N2O emission when 
daily soil temperature was above a threshold of approximately 19°C. We suggest that this 
flexible Bayesian modelling approach could facilitate greater understanding of the shape of 
the covariate-N2O flux relation and detection of effect thresholds in the natural temporal 
variation of environmental variables on N2O emission.  
4.2 Introduction 
 
Nitrous oxide (N2O) is one of the most important greenhouse gases because of its high global 
warming potential, long lifetime in the atmosphere (114 years), and its ability to deplete 
atmospheric ozone (Crutzen and Ehhalt, 1997; IPCC, 2001). Previous research has indicated 
that N2O emissions are dependent on soil WFPS and soil temperature (Bouwman et al., 2002; 
Choudhary et al., 2002; Sehy et al., 2003; Van Haren et al., 2005). The majority of published 
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descriptions and comparisons of the relationship between N2O and individual covariates have 
been based on linear regression model and correlation coefficients. Nonlinear and threshold 
effects for WFPS and soil temperature on N2O have also been observed (Conen et al., 2000; 
Dobbie and Smith, 2003; Gödde and Conrad, 1999; Machefert et al., 2004; Rudaz et al., 
1999). These effects are often complicated and diverse because the biochemical processes are 
also associated with other soil parameters and vary over time (Breuer et al., 2000; Choudhary 
et al., 2002; Gödde and Conrad, 1999; Huang et al., 2011). In developing a better 
understanding of the covariate-N2O flux relation is important to take temporal variation into 
account due to the high degree of seasonality of N2O emissions (Chen et al., 2008; Dalal et al., 
2003). 
 
Nonlinear relationships between a response variable and independent variables can be 
described by a nonparametric, nonlinear model based on smoothing splines and piecewise 
polynomials (Green, 1995). In this paper, we propose a Bayesian generalised additive model 
(GAM) that employs piecewise polynomials to explain the relationship between daily N2O 
flux and daily soil WFPS and daily soil temperature, adjusting for seasonal variation and 
time-lagged effects. We then use reversible jump Markov chain Monte Carlo (RJMCMC) 
(Green, 1995) to determine both the shape of the GAM relationships and the choice of 
important covariates. The advantage of this flexible modelling framework is that it can 
simultaneously take into account the uncertainties in the structure of the statistical model, 
perform variable selection and estimate parameters of the selected models, as well as 
automatically estimate any type of unknown functional relationship (Denison et al., 1998; 
Lunn et al., 2009). In this study, we use this method to describe the shape of the environment-
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N2O relationship, taking into account seasonal variation and time-lagged effects, in a 
particular agricultural ecosystem, namely a pasture in a subtropical region of Australia.  
4.3 Material and methods 
 
4.3.1 Study location and data collection 
 
Data was collected from 600 m
2
 pasture plot located on the Sunshine Coast (latitude: 26.76; 
longitude: 152.94) in Queensland, Australia. The average monthly temperature fluctuates 
between 9.5 
o
C and 28.7
 o
C, with average annual minimum and maximum temperatures of 
15.8 
o
C
 
and 25.2 
o
C, respectively. The monthly mean rainfall ranges from 56 to 184 mm, and 
the annual mean rainfall is 1476 mm (Bureau of Meteorology, 2012). Nitrogenous fertilizer 
has not been applied to the study site for over 20 years (Rowlings, 2010). 
 
N2O emissions, surface soil WFPS and soil temperature were collected automatically using 
three 0.25 m
2 
chambers placed randomly in the study plot between March, 2007 and February, 
2009. An automated gas sampling and analysis system similar to that used by Breuer et al., 
(2000) was used to measure at least 8 individual N2O flux measurements per chamber per day,  
which in turn were averaged to provide a mean daily N2O flux estimation for each chamber. 
The in-field gas sampling system utilized the static closed chamber technique (Hoben et al., 
2011) with a gas-tight (non-steady-state non-through-flow) chamber covering the soil for 60 
minutes. Soil temperatures at 10 cm were measured automatically every minute by PT100 
probes. Volumetric soil moisture content was estimated  every half hour by Frequency 
Domain Reflectometry moisture probes (Rowlings, 2010). Because of the substantial amount 
of missing data at the hourly level, measurements were averaged into daily observations for 
this study.  
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4.3.2 Statistical methods 
 
The data for this analysis were considered as time series data over two years. A GAM model 
using a Bayesian RJMCMC approach for curve fitting (Denison et al., 1998; Lunn et al., 
2009) was employed to describe the possible nonlinear relationship between daily estimates 
of N2O emissions, soil WFPS and soil temperature. Smoothing splines are commonly and 
popularly used in GAM models (Hastie and Tibshirani, 1990), but may lead to a biased 
estimate if the true curve is not smooth (Denison et al., 1998). In this study, we used a 
piecewise polynomial function for curve fitting of daily soil WFPS and daily soil temperature. 
Seasonal variation was described in two ways: as a sine-cosine function, and as categorical 
variable (spring, summer, autumn, winter, wet season and dry season). Time-lagged effects of 
daily soil WFPS and daily soil temperature were also included in the model. Hence, the full 
time series regression model, Model 1, was described as follows: 
          (      )    (      )  ∑    
 
   
         ∑    
 
   
         ∑       
    
 
 ∑       
    
 
 
   
 
   
 ∑    
 
   
             ( ) 
where ys,t, x1,s,t and x2,s,t  refer to daily N2O, daily soil temperature and daily soil WFPS on day 
t  at chamber s, respectively; T is the number of time periods described by one sine-cosine 
function (T=365 days) (Wei, 1990);  x1,s,t-i and x2,s,t-j  represent previous values of x at 
chamber s and time lagged by i (I=7) and j (J=7) days, respectively; β1,i, and  β2,j are the 
regression coefficients for time-lagged daily soil temperature and time-lagged daily soil 
WFPS, respectively; β3,m, β4,l and β5,a are the regression coefficients for seasonality; M and L 
are used to control the frequency in sine-cosine function, let M = L = 4. Season represents 
four seasons (spring, summer, autumn and winter) and specific season (wet season: spring 
and summer; dry season: autumn and winter); and εs,t is the residual, assumed to be 
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independently and normally distributed, so that  εs,t ~ N(0,σ
2
). 
 
The parameter σ2 is ascribed a 
uniform prior distribution σ2~U(0,5).  
 
In Model 1, the functions f1(x1,s,t) and f2(x2,s,t) are the piecewise polynomial functions and 
facilitate curve fitting for  daily soil temperature and daily soil WFPS. The general equation 
(Denison et al., 1998) is given by: 
                         (    )  ∑     
 
   (       ) 
  ∑ ∑    (       ) 
  
   
 
          (2) 
where k is the number of knots; γ and δ are the coefficients of the splines; θ0 is the left-hand 
boundary knot point; θr is the value of the rth knot; d (≥ 0) is the order of the piecewise 
polynomial  (    )  set to d=2 in this analysis; q is the degree of continuity at the knot points, 
set to q=2 in this analysis; and x+ is defined as x+= x (x > 0), x+ = 0 otherwise. 
 
Model 1 includes two parts: (1) two quadratic piecewise polynomial functions for current 
daily soil WFPS and current daily soil temperature; and (2) 28 other covariates (7 variables 
for time-lagged daily soil WFPS; 7 variables for time-lagged daily soil temperature; 8 
variables for the sine-cosine function and 6 variables for season). Curve fitting for part (1) of 
the model and variable selection for part (2) were performed using RJMCMC (Green, 1995).  
 
For variable selection, there were total 28 variables including 7 variables for soil daily 
temperature at lags of 1 – 7 days, 7 variables for soil daily WFPS at lags of 1 – 7 days, 6 
season variables (e.g. spring, summer, autumn, winter, wet and dry), 8 variables for 4 sin 
functions ∑    
    
 
 
    and 4 cos functions ∑    
 
   
    
 
. Current soil daily temperature 
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and current daily soil WFPS were not included in variable selection. We denote X is an H×C 
matrix with elements xpz, where H is the number of observations and C is the number of 
above 28 independent variables,  here, let p = 1,…, H and z = 1,…, C. In Model 1 for variable 
selection part, we defined u1p = Wpβ, where   (              ) and β is a vector of 
regression coefficients of selected columns. A multivariate normal prior is assumed to β, such 
that each coefficient has mean zero and covariance τ-1Ip, here set to Ip = p×p identity matrix 
and prior precision τ=10-4 (Lunn et al., 2006). k′ is the number of selected variables.    
(              )
  is a vector of column indices of X that has been selected in the model by 
RJMCMC (Green 1995; Lunn et al.,2006). RJMCMC allows the dimension variable k′
jumping over the space of all variables. Lunn et al., (2006) improved the standard RJMCMC 
via multiple births/deaths within a single proposed move. The posterior probability of each 
candidate model can be obtained through modelling the joint distribution of (      )(Lunn 
etal., 2009) 
 (      )  
 (  ) (    ) (      )
∑  (  ) (    ) (      )    
 
Knot selection (e.g. the number and position of the piecewise discontinuities) influences the 
trade-off between smoothness and flexibility of the fitted curve (Denison et al., 1998). In the 
RJMCMC algorithm, the number of knots (k) and their position are treated as parameters to 
be inferred. In this manner, any type of unknown curve  (    )  with any degree of 
smoothness can be estimated (Denison et al., 1998). RJMCMC was also used to select the 
“best” model from the all submodels based on the 28 covariates, where model choice was 
based on posterior probabilities of the models given the data (Green, 1995; Lunn et al., 2009).  
Missing data in daily N2O measurements were treated as unknown variables and were 
estimated as part of the MCMC algorithm (Besag et al., 1995).  Posterior estimates of means 
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and quantiles for parameters of interest were obtained. Assuming β(t) is a parameter at the tth 
iteration, the process draws a value of Y
(t+1)
mis from its conditional distribution Pr(Ymis|X, Yobs, 
β(t)), and then draws a value β(t+1) from its posterior  distribution  Pr(β|X, Yobs, Y
(t+1) 
mis). 
Missing data in the covariate measurements were estimated prior to analysis using multiple 
imputation (Rubin, 1976; Rubin, 1987). A regression method was used to impute the missing 
covariate values. For example, draw X
(t+1)
mis  from  Pr(Xmis|Xobs, X 
(t)
mis, β'). The MCMC 
chains were run for 50,000 iterations with the first 5,000 iterations discarded as burn-in. 
Standard convergence diagnostics cannot be used to a no-fixed dimension model. 
Convergence was assessed by comparing the estimated model structures and posterior model 
probabilities based on different initializes (Lunn et al. 2009) from three chains in the study: 1) 
let k′=0, k=5; 2) let k′=0, k=0; and 3) let k′=20, k=10. The analysis was performed using 
WinBUGS software version 1.4 (Spiegelhalter et al., 2003). 
4.4 Results 
4.4.1 Descriptive analysis 
 
Table 4.1 presents the summary statistics of observed daily N2O emission, daily soil WFPS 
and daily soil temperature. The mean daily N2O flux was 20.5(µg N2O-N/ha/day). Daily N2O 
had a large standard deviation and a positive skew distribution, so a log-transformation was 
applied to the data. The mean daily soil WFPS was 63%; and the median was 67.7%. Daily 
soil temperature had the smallest standard deviation, with a mean of 21.9 ºC and a median of 
22.0 ºC.  
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Table 4.1. Summary statistics of observed daily N2O emission, daily soil moisture and daily 
soil temperature 
4.4.2 Selected variables 
 
The “best” models had the high posterior model probabilities and the similar model structures 
from the three chains. The model with the highest posterior model probability (78.22%) 
included daily soil moisture at a lag of 7 days, summer season and two terms for the sine-
cosine seasonal structure (cos6πt, cos8πt). The posterior estimates and 95% credible interval 
of the respective regression coefficients were -0.0084 (CI: -0.013 – 0.000), 0.945 (CI: 0.816 – 
1.137), -0.408 (CI: -0.465 – -0.351) and 0.196 (CI: 0.143 – 0.249). Summer had a strong and 
positive influence on daily N2O emission. A slight negative relationship was observed 
between daily N2O and daily soil WFPS at a lag of seven days. The second best submodel 
had a posterior model probability of only 4.34% with an additional term of daily soil WFPS 
at a lag of 2 days.  
 
4.4.3 Curve fitting 
 
Variable Mean SD Minimum Maximum Skewness 
Percentiles 
25 50 75 
N2O flux (µgN2O-
N/ha/day) 
20.51 40.79 0.25 484.65 6.12 3.41 8.29 20.87 
Log-transformed N2O 2.28 1.11 0.20 6.15 0.55 1.37 2.17 3.02 
Soil WFPS (%) 62.96 17.46 27.71 89.01 -0.43 46.09 67.69 78.16 
Soil temperature (
O
C) 21.88 4.02 12.84 29.91 -0.25 18.59 22.02 25.43 
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Figure 4.1 and Figure 4.2 show posterior means and 95% credible intervals for the effects of 
daily soil WFPS and daily soil temperature on daily N2O emission, resulting from the 
piecewise polynomial functions f1(x1,s,t) and f2(x2,s,t) after accounting for the best submodel 
described in section 4.4.2. The results indicated that there were positive non-linear 
relationships between daily N2O emission and daily soil WFPS at 32 – 41% or 61 – 71% but 
no statistically significant relationship for daily soil WFPS below 32% or between 42 – 48%; 
that increasing daily soil WFPS rapidly increased daily N2O emissions when the ranges of 
daily soil WFPS were 49 – 60% or 72 – 84%; and that a negative relationship appeared when 
daily soil WFPS was above 84%. Figure 4.2 shows that the piecewise polynomial function 
returned a positive linear relationship between daily soil temperature and daily N2O emission 
when daily soil temperature exceeded approximately 19 
O
C. 
4.4.4 Posterior predictive interval 
 
Predicted daily N2O from Model 1 captures the pattern of observed daily N2O well across the 
study period, as indicated in Figure 4.3. Notably, only 4.5% of observed daily N2O values did 
not fall into the corresponding 95% posterior predictive intervals; these were the particularly 
high emission values. 
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Figure 4.1. Posterior mean (solid) and 95% credible intervals (dash) from Bayesian piecewise 
polynomial function for describing the relationship between daily Ln(N2O) emission and 
current daily soil moisture after adjusting for seasonality and time-lagged effects in pasture in 
Queensland (3/2007-2/09). 
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Figure 4.2.  Posterior mean (solid) and 95% credible intervals (dash) from Bayesian 
piecewise polynomial function for describing relationship between daily Ln(N2O) emission 
and current daily soil temperature after adjusting for seasonality and time-lagged effects in 
pasture in Queensland (3/2007-2/09). 
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Figure 4.3. Plot of observed daily N2O and predicted daily N2O with 95% posterior predictive 
interval from the model (1) fit to the data in pasture in Queensland (3/2007-2/09). 
 
4.5 Discussion 
 
We used piecewise polynomials for describing nonlinear relationships between daily N2O 
emission and daily soil WFPS and daily soil temperature, accounting for complex seasonal 
factors and time-lagged effects (Model 1). The results showed that daily soil WFPS and daily 
soil temperature were important influential factors on N2O emissions. This supports and 
extends other published findings (Machefert et al., 2004; Sehy et al., 2003).  
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Although there was an overall positive association between daily soil WFPS and daily N2O, 
the pattern varied for different daily soil WFPS ranges (Figure 4.1). Thresholds for the 
relationship between N2O and soil WFPS have been reported previously (Dobbie and Smith, 
2003; Kiese and Butterbach-Bahl, 2002; Smith et al., 1998; Willem van Groenigen et al., 
2005) and are confirmed here. In this research, daily soil WFPS effects tended to be more 
variable and have less influence on daily N2O at WFPS values below 49%, lending support to 
published claims that high emissions are associated with values of WFPS above 50% or 60% 
(Dobbie and Smith, 2003; Smith et al., 1998; Willem van Groenigen et al., 2005). Daily soil 
WFPS was positively related to daily N2O emissions for WFPS values of 49-84%, and then 
negatively related above 84% WFPS. Smith et al. (1998) observed an exponential increase in 
N2O emissions at 50-90% WFPS with rapidly decreasing emissions over 90% WFPS in a 
grassland site in UK. For 61-71% WFPS, daily N2O emission pattern tended to slightly 
decrease with increasing WFPS. Kiese and Butterbach-Bahl (2002) found a decrease in N2O 
emissions for values of WFPS >60% at a tropical forest site in Queensland, Australia. We 
also found maximum N2O fluxes for daily soil WFPS values of 76-84% WFPS. Previous 
studies have provided evidence that maximum N2O emissions occur at 80-85% WFPS 
(Dobbie et al., 1999) and 75-85% (Machefert et al., 2002; Mogge et al., 1998; Ruser et al., 
1998) under different ecosystems. Moreover, there was a decrease in the effect of soil WFPS 
effect on daily N2O emission when daily soil WFPS values exceeded 84% in this study. 
Thresholds of above 90% WFPS (Clayton et al., 1997; Smith et al., 1998) and above 84% 
WFPS (Machefert et al., 2004) associated with a decline in N2O flux have been reported in 
grasslands and a riparian ecosystem; respectively. High WFPS values usually lead to gas 
diffusivity in soil and improve the probability of the reduction of N2O to N2 (Clayton et al., 
1997). 
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The piecewise polynomial for daily soil temperature returned a linear increasing effect on 
daily N2O emissions when daily soil temperature was over 19 
o
C (Figure 4.2). This effect can 
be attributed to both nitrification and denitrification increases with increasing soil 
temperature (Gödde and Conrad, 1999). In this study, daily soil temperature was between 
12.8 
o
C and 20.8
 o
C in winter; approximately 9% and 10% of observed daily soil temperature 
values fell below the threshold of 19 
o
C in spring and autumn, respectively. We therefore 
concluded that daily soil temperature was not substantively related to daily N2O emissions in 
winter or, with the exception of some cases, in spring and autumn. Summer had a daily soil 
temperature range of 23.4-28.6 
o
C, so this variable was an important driver in this season.  
 
The effects of daily soil WFPS and daily soil temperature on N2O emissions are complex and 
change over different timeframes and different soil conditions. Hence, the existence of 
thresholds for the environmental variables controlling N2O emissions is reasonable. 
Machefert et al. (2004) suggested that a simple linear regression for modelling N2O emission 
was not appropriate. In this study, an advantage of using piecewise polynomial functions for 
curve fitting is that the shape of the relationship between the response variable and covariates 
can be derived from the data. In contrast, a pre-defined parametric model commonly imposes 
a shape (e.g. quadratic or exponential relations) to which the data must conform; this might 
lead to biased parameter estimates or invalid inference about the relationships of interest 
(Denison et al., 1998).  
 
Our results also indicated that daily soil WFPS at a lag of seven days had a slight negative 
effect on daily N2O flux. Time-lagged effects have yet to be investigated fully for prediction 
of N2O. Our innovative idea in the study was to use time-lagged effects of soil parameters 
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(soil WFPS and soil temperature) to capture unobserved parameters, such as plant growth and 
root turnover, pore continuity and the microbial biomass, which might be influenced by 
previous effects of soil parameters and affect current N2O emissions.  The coefficient for 
daily soil WFPS at a lag of seven days was very small (-0.0084), and was therefore only 
influential at very high WFPS values. The effect of high daily soil WFPS could persist for a 
week in its influence on current soil condition in this study.  
 
A complex hybrid seasonal pattern, comprising multiple sinusoidal terms at different cycles 
(cos6πt, cos8πt) and a season factor (summer), was identified as having an important 
influence on daily N2O flux. Seasonal variation in N2O emissions has been reported widely 
(Choudhary et al., 2002; Saggar et al., 2004). It is well known that a seasonal pattern can 
override or alternatively explain some influential factors, such as plant growth, soil WFPS, 
soil temperature, plant N uptake and microbial activity (Willem van Groenigen et al., 2005). 
The positive effect of summer on N2O was highlighted among the four seasons. This might 
be linked to high soil WFPS and high soil temperature in summer.  
 
In this study, a Bayesian model fitted via a RJMCMC algorithm was used to resolve the 
uncertainty of various subsets of variables that should be included in the analysis and the 
uncertainty of number and placement of knots in the piecewise polynomials. This was a 
nature way to achieve by jointly performing covariate selection, curve fitting and parameter 
estimation. The methodology used in the study was detailed by Lunn et al. (2006). This 
method is a powerful, flexible approach to fully understanding the environment-N2O 
relationship. The shape of covariate-N2O flux relations could quickly give an insight into the 
changing effects of soil parameters on N2O emissions.  The main contribution of this research 
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was to introduce the method to N2O research and support and confirm previous research 
results. On the other hand, RJMCMC is a flexible method for Bayesian model determination. 
However, it is computationally demanding for more complex models and large data. Lunn et 
al. (2009) also indicted that a practical diagnostic needs to develop for more general user.  
4.6 Conclusion 
 
In our study of pasture in a subtropical study site, daily soil temperature tended to have a 
linear positive relationship with daily N2O emission when the daily soil temperature was 
above approximately 19°C. There was evidence of a substantial nonlinear relationship 
between daily soil WFPS and daily N2O emission. Daily N2O flux was also significantly 
related to a complex seasonal pattern. The effect of high daily soil WFPS could persist for a 
week to influence current soil condition in this study. Our results have confirmed previous 
research that daily soil WFPS and daily soil temperature are key influential factors affecting 
daily N2O flux, and their effects on N2O emission are complex and changeable. We conclude 
that the flexible and efficient Bayesian modelling and RJMCMC approach employed here 
could provide more detailed and meaningful information for understanding the shape of 
covariate-N2O flux relations and detect the effects of natural temporal variability of 
environmental variables on N2O emission.  
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Appendix to chapter: supplemental materials 
The study pasture was an improved pasture and had been set up for around 30 years. The 
current pasture grows tropical grass Setaria sphacelata with legume Silverleaf  Desmodium in 
summer and with White Clover in the winter (Rowlings, 2010). 
 
The RJMCMC algorithms used in the thesis was based on Lunn et al. (2006) developed as 
WinBUGS codes. Lunn et al., (2009) indicated “Convergence diagnosis remains a key issue 
with trans-dimensional models. For situations in which θ = (θ1,…,θk)
T 
(a vector containing 
the column indices of X corresponding to those covariates) is discrete, it seems logical to 
compare tables of estimated posterior model probabilities from multiple chains initialized in 
‘over-dispersed’ states. The standard convergence diagnostics are applicable to problems of 
this type as the main object of inference, the model fit, has fixed dimension”. Here, we 
provide and compare results based on three chains with different initialize (number of 
currently selected covariates (k′ ), numbers of knots of curve fitting for soil WFPS and soil 
temperature (k1 and k2)). The same “best” model, i.e. with largest posterior probability, was 
identified for all three chains. We provided the models corresponding to the seven highest 
posterior probabilities for the three chains as follows: 
Chain 1: the results were used in the chapter. Let k′ = 0,  k1 = k2 = 5 
          Model structure                        posterior prob.          Cumulative prob. 
0000000000000100000011010000              0.7822439024             0.7822439024 
0000000010000100000011010000            0.04341463415 0.8256585366 
0000000001000000000011010000            0.04292682927 0.8685853659 
0000000010000000000011010000            0.04034146341 0.9089268293 
0000000000001000000011010000            0.01768292683 0.9266097561 
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0000000000000100000011010100            0.01729268293 0.943902439 
0000000010000000000011010100            0.01426829268 0.9581707317 
 
Chain 2: let k′ = k1 = k2 =0 
model structure                               posterior prob. cumulative prob. 
0000000000000100000011010000            0.70095     0.70095 
0000000010000100000011010000            0.08585     0.7868 
0000000001000000000011010000            0.06055     0.84735 
0000000010000000000011010000            0.03495     0.8823 
0000000000001000000011010000            0.0337                 0.916 
0000000010000000000011010100            0.0171                 0.9331 
0000000010000100000011010100            0.0141                 0.9472 
Chain 3: let k ′ = 20, k1 = k2 =10 
model structure                                       posterior prob. cumulative prob. 
0000000000000100000011010000                  0.477275                  0.477275 
0000000100000100000011010000                  0.25455                  0.731825 
0000000010000100000011010000                  0.10275                  0.834575 
0000000010000000000011010000                  0.079925                  0.9145 
0000000010000000000011010100                  0.0168                  0.9313 
0000000000001000000011010000                 0.015925                  0.947225 
0000000010000100000011010100                 0.0159                 0.963125 
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Chapter 5: Spatial prediction of N2O emissions in pasture: a Bayesian 
model averaging analysis 
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5.1 Abstract 
 
Nitrous oxide (N2O) is one of the greenhouse gases that can contribute to global warming. 
Spatial variability of N2O can lead to large uncertainties in prediction. However, previous 
studies have often ignored the spatial dependency to quantify the N2O – environmental 
factors relationships. Few researches have examined the impacts of various spatial correlation 
structures (e.g. independence, distance-based and neighbourhood based) on spatial prediction 
of N2O emissions. This study aimed to assess the impact of three spatial correlation structures 
on spatial predictions and calibrate the spatial prediction using Bayesian model averaging 
(BMA) based on replicated, irregular point-referenced data. The data were measured in 17 
chambers randomly placed across a 271m
2
 field between October 2007 and September 2008 
in the southeast of Australia. We used a Bayesian geostatistical model and a Bayesian spatial 
conditional autoregressive (CAR) model to investigate and accommodate spatial dependency, 
and to estimate the effects of environmental variables on N2O emissions across the study site. 
We compared these with a Bayesian regression model with independent errors. The three 
approaches resulted in different derived maps of spatial prediction of N2O emissions. We 
found that incorporating spatial dependency in the model not only substantially improved 
predictions of N2O emission from soil, but also better quantified uncertainties of soil 
parameters in the study. The hybrid model structure obtained by BMA improved the accuracy 
of spatial prediction of N2O emissions across this study region. 
5.2 Introduction 
 
Soils have been considered as an important source for nitrous oxide (N2O), a well-known 
greenhouse gas [1]. N2O fluxes often exhibit spatial autocorrelation at multiple scales due to 
the distribution of soil properties and topography.  It is difficult to precisely estimate annual 
CHAPTER 5: SPATIAL PREDICTION OF N2O EMISSIONS IN PASTURE: A BAYESIAN MODEL 
AVERAGING ANALYSIS  
117 
 
N2O emissions at a field scale level because of high spatial variability within the field [2]. In 
light of these large uncertainties in prediction, spatial variation should be an explicit 
consideration in any analysis of N2O emissions [3-5]. 
 
To date, the relationship between N2O emissions and environmental covariates has largely 
been quantified by aggregating over all sites and assuming independent observations in 
multiple linear regression models. However, the presence of spatial correlation can render 
these models invalid since they can lead to biased estimates and incorrect inferences [6,7]. 
 
 In the past decade, a variety of models that take into account the spatial nature of data have 
been developed [8,9] and are widely applied in ecology, epidemiology, economics and so on. 
These models can help to better identify and explore influential factors and guide more 
informed inferences, as well as improve further experimental design in order to obtain more 
precise estimates [10].  
 
 
Bayesian spatial conditional autoregressive (CAR) models are appropriate for all locations 
that have a similar size and are regularly arranged [11], whereas geostatistical models are 
more suitable for spatial data with unidentified neighbourhoods [7]. Most published research 
on the comparison of spatial models has been based on areal data with identified neighbours 
or point data with a regular sampling pattern [7-9,12,13]. However, differences between the 
CAR model and geostatistical model with respect to parameter estimation and predicted 
spatial distribution based on point-referenced data with an irregular sampling interval and 
undetermined boundaries are not well understood. 
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One concern with spatial models is that different representations of the spatial correlation 
based on the same dataset might give different estimated effect sizes, inferences about 
significant parameters or estimated error structures [7,9].  Many candidate spatial correlation 
structures are available in spatial analysis. It is often difficult to determine the best spatial 
correlation structure based on standard information-based criteria. However, Bayesian model 
averaging (BMA) can take account of such model uncertainty and provide better average 
predictive performance [14,15]. For example, Boone and Bullock [16] used BMA to pool 
information from four spatial candidate structures in the analysis of a loblolly pine dataset.  
 
In this study, we consider three spatial correlation structures (independence, distance-based 
and neighbourhood-based) in spatial analyses of N2O emission for point data obtained from 
irregular sampling intervals in pasture. All models are developed under a hierarchical 
Bayesian inferential framework. Key attributes of Bayesian approaches are the use of 
probability for quantifying uncertainty in inferences, formal accommodation of parameter 
uncertainty [17], and flexibility of model description [8,18]. The deviance information 
criterion (DIC) is used to compare the various models [19] and provide weights for BMA 
[20]. The aims of this study are to assess the effects of various spatial dependencies on spatial 
prediction, to calibrate spatial predictions of N2O by BMA across the study region based on 
the environment-N2O relationships obtained from the three models.  
5.3 Materials and methods 
 
 5.3.1 Study site and data collection 
The study site is located at Mooloolah (26°38’40’’ S., 152°56’23’’E.) on the Sunshine Coast 
in Australia. N2O (ug N2O-N m
-2
 hr
-1
) emissions and 7 potential independent variables 
(gravimetric soil moisture (%), soil temperature (
o
C), soil NO3
- 
concentration (Kg N ha
-1
), soil 
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pH; soil sand, silt and clay content (%)) were measured at 17 chambers randomly placed 
across a 271m
2
 subtropical pasture at monthly intervals between October 2007 and 
September 2008.   
           
The pasture was a mixture of the tropical grass Setaria sphacelata and the legumes Silverleaf 
Desmodium (Desmodium uncinatum) and White Clover (Trifolium repens).  No nitrogenous 
fertilizer had been applied to the pasture site for over 20 years.  The soil was classified 
according to the Australian Soil Classification as a Haplic, Eutrophic, Black Dermosol [21] 
and had a bulk density of 1.0 g cm
-3
 (0-10 cm) and an organic carbon content of 2.8%.  
Average soil texture across the site was classified as a loam.  
 
The closed static chamber technique was used for measurements of N2O emissions.  
Chambers were 200 mm high (diameter 200 mm) inserted 100 mm into the soil, allowing a 
headspace of 80–100 mm. Chambers remained in situ throughout the length of the 
experiment. Chambers were closed for one h and sampled using 12 ml evacuated glass vials 
(Exetainer; Labco, High Wycombe, Buckinghamshire, UK) at zero (0) min and 60 min. Full 
details of chamber method and site climate are described in Rowlings et al. [22].                  
5.3.2 Statistical analysis 
The observed data can be defined as point-referenced data [23].   In order to assess the effects 
of different covariance structures on estimates of spatial variation in N2O fluxes and compare 
the estimated parameters among three Bayesian spatial models, we used a Thiessen-polygon 
approach to convert point-referenced data to areal data. This method creates a polygon 
enclosing each original point, such that each point has its own polygon. The defined 
boundaries of the Thiessen polygons can be used to establish a neighbourhood weight matrix 
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for each data point [24]. In this study, we focused on a linear regression model with three 
different correlation structures: 1) independent model (no spatial correlation structure), 2) 
geostatistical (EXP) model (spatial correlation described as the exponential decay function of 
the distance between pairs of points), and 3) conditional autoregressive model (spatial 
correlation described as first-order neighbourhood). Although other spatial correlation 
models, for example, simultaneous autoregressive model (SAR) and geostatistical models 
with other Matérn correlation functions are available, CAR and EXP models are most 
commonly used in practice [23].  
 
In all of the following models, let yir be the observed N2O fluxes at location i for replicate r, 
(i=1,…,Q, r=1,…,M; Q=17, M=13). The vector Yi = [yi1,yi2 ,yi3,...,yiM] represents  N2O fluxes  
at the ith location. Let Xir be a vector of length K=7, representing the covariates comprising 
soil moisture, soil temperature, NO3
-
 , soil texture (including sand, silt and clay) and soil pH 
at the ith site for replicate r. Measurements of  N2O fluxes  exhibited  skewness, so were log-
transformed to better approximate a normal distribution .  
5.3.3 Bayesian linear regression model (independent structure) 
In this first model, we assumed that locations were independent and that N2O emissions were 
affected by the nominated covariates independently at each location so that: 
 
                                                                 ∑   
 
                   ( ) 
 where βk are the regression coefficients and ),0(~
2 Nir is the residual under the 
independence and normality assumptions [25]. In a Bayesian framework, the posterior 
distribution for the parameters of interest is thus given by: 
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                                      (       )   (      ) ( ) (  ) 
 
where  (      )   (      ). Diffuse priors were imposed for the regression parameters, 
so that β ~ N(0.0, 1.0E6) and σ ~U(0,5).   
5.3.4 Bayesian geostatistical model (EXP model) 
The second model considered is an extension of the normal linear regression described above, 
with an additional term to account for spatial correlation between the experimental sites. The 
additional term is modelled as a random effect with the variance reflecting the spatial 
correlation. Letting s=(si; i=1,…,17) be the vector of site-specific spatial Gaussian random 
effects, equation (1) is extended as follows: 
                                               ∑   
 
               
                     ( ) 
                                          (         
   )  (         ) 
                                                            
     (    
  ( )) 
                                                  (       ) ,     i, j=1,…, 17 
                                      (       )       (    )
   ,    θ>0;  0<δ<2 
Here, ),0(~ 2 Nir is a spatially uncorrelated error term; I is a r x r identity matrix and 
))(,0(~ 2  SNS  is assumed to be a stationary, isotropic Gaussian process with mean zero 
and correlation matrix Φ with elements Φij = ƒ(dij,θ,δ) between si and sj [23]. The pairwise 
correlations Φij are usually described as a parametric function of the distance dij between each 
pair of sites i and j. The exponential decay function ƒ(dij,θ,δ) = exp[-(θdij)
δ
] [17] is the most 
popular. Here θ is the rate of decrease in spatial correlation per unit of distance, with a large 
value of θ indicating that the spatial correlation decreases rapidly [6]. The prior distribution 
for θ was specified as Uniform with lower and upper bounds corresponding to a correlation 
of 0.05 the maximum distance (25.35m) and minimum distance (0.75m), respectively, 
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between any pair of locations across the study site [26]. Covariate coefficients were modelled 
with diffuse normal prior distributions β ~ N(0.0, 1.0E6). The parameter δ controls the 
amount of spatial smoothing. Thomas et al. [27] advise a value of δ=1. The standard 
deviation σ was described by a uniform prior σ ~ U(0,5).  
 5.3.5 Bayesian spatial intrinsic conditional autoregressive model (CAR)  
The third model considered employed a different representation of the spatial nature of the data. 
Here equation (1) is extended as follows:    
                                             ∑   
 
               
                            (3) 
                                          (      )  (         ) 
                                                       (∑
   
   
     
  
 
   
)           ( )                                                                                                                                                                                                                               
Here ),0(~ 2 Nir is the within-site residual variation. A conditional autoregressive (CAR) model 
was used to describe the spatial component. This is represented by the term U, with elements ui 
denoting the local dependence at site i as a function of the site’s neighbours u-i , where u-i = [u1, u2, 
..., ui-1, ui+1,...,uQ] [28]. The local neighbourhood relationship is represented as a symmetric n×n 
matrix W of spatial weights with elements wij, and 

 
Q
j
iji ww
1
. This representation allows a great 
deal of flexibility in describing the spatial correlation. For example the spatial neighbourhood may 
be specified only as first-order neighbourhood for each site, in which case wij =1 if sites i and j 
share a boundary, and zero otherwise. As before, all covariate coefficients had diffuse normal 
priors, given by β ~ N(0.0, 1.0E6), and σu and σ had  uniform priors, σu ~U(0,10) and σ ~ U(0,5). 
5.3.6 Bayesian model averaging (BMA) 
Bayesian model averaging can account for model uncertainty by taking a weighted average of 
models over a given model space [14]. Let M be the model space, comprising L≥1 model 
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structures Ml with parameter set πl based on data (D). Let Δ be the quantity of interest; this 
could represent, for example, the posterior predictive distribution of y. Hence the posterior 
distribution of Δ given data D is [14]:  
                                 (   )  ∑  (        )
 
    (    )  
The posterior probability for M l is given by: 
                                  p(Ml |D) =  
 (    ) (  )
∑  ( |  ) (  )
 
   
 
  where                     (    )  ∫  ( |     ) (     )   . 
Here, p(D|Ml) is the marginal likelihood  of the data D given model Ml and p(πl | Ml) is the 
prior density of πl given model Ml.  p(Ml) is the prior probability for model Ml  when  Ml  is 
regarded as the true model [14]. A Laplace approximation, typically the Bayesian information 
criterion (BIC) [29] can be used to approximate p(D|Ml) [14,30,31]:  
                                        ( (    )       (    ̂    )       ( ) 
                                                            (    ̂    )       ( ) 
Here )},|(log{ ll MDp 

is the maximized log-likelihood of model l, which estimates 
goodness of fit; dl is the number of parameters in model l, and n is the sample size. In the 
absence of other information, it is common to assume equal prior model probabilities p(Ml ) 
for the candidate  models [16,31]. Hence the BMA weights are approximately 
                                                   (        )     
The posterior probability for Ml is calculated as 
 (    )  
  
∑   
 
   
 
Other information criterion can be used instead of the BIC. For example Akaike’s 
information criterion )2)},|(log{2( lll dMDpAIC  

 [32] was suggested by Jackson et 
al. [31]. In the present study, candidate models were compared and combined using the 
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deviance information criterion (DIC) [19]. The DIC is based on the posterior expectation of 
the deviance D and the effective number of parameters Dp in the model, and is expressed as: 
                                                            . 
Deviance is defined as )},|(log{2 ll MDp  where Dp is the difference between the expected 
deviance and the deviance value for the posterior expectation. The DIC is easily computed 
from the samples generated through MCMC [23]. A smaller DIC value indicates a better 
model fit, accounting for model parsimony. In the BMA analysis, we let p(Ml) be 1/3, 
indicating no prior preference for any of the three correlation structures considered in this 
study. 
5.3.7 Bayesian analysis and spatial interpolation  
Markov chain Monte Carlo (MCMC) was used to obtain distributions and corresponding 
posterior structures of means, standard deviations and quantiles for parameters of interest. 
Convergence was assessed by checking the trace and the autocorrelation plots for the sample 
of each chain [33]. For each model we ran a single MCMC chain for 150,000 iterations, 
discarding the first 50,000 iterations as burn-in. The MCMC analysis was undertaken using 
WinBUGS software version 1.4 [34]. 
 
The posterior predictions of N2O obtained from the three models and hybrid model developed 
by BMA were mapped across the study site using GS+ software [35]. If input values are 
available across the study site, the model can be used to provide predictions between the 
experimental locations. In our case, these values were not available, so kriging was used for 
spatial interpolation of the predicted N2O values. 
5.4 Results  
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Summary statistics for observed N2O and covariates were provided in Table 5.1. The overall 
means were 27.4 ug N2O-N m
-2
 hr
-1
, 19.0 Kg N ha
-1
, 35.6%, 22.2 
o
C and 5.5 for N2O, NO3
-
, 
soil moisture, soil temperature and soil pH under 17 sampling chambers, respectively. N2O 
tended to be more variable. For soil texture across 17 chambers, the overall means were 
18.4%, 44.3% and 37.3%, with range 9.7 to 23.3, 34.4 to 60.9 and 22.8 to 50.9% for soil clay, 
soil silt and soil sand, respectively. Soil clay had lower percentages in soil texture. 
 
The DIC values, measuring goodness of fit of each model, are shown in Table 5.2. The DIC 
was obviously smaller for the CAR and EXP models compared with the independent model, 
indicating the value of including spatial dependency in describing the N2O emissions in this 
dataset. The DIC values were similar for the CAR model and EXP model, indicating little 
difference in overall goodness of fit between the two representations of spatial variation. The 
results also showed that there were 2.7%, 1.8% and 1.4% of observed values that did not fall 
within the 95% posterior predictive intervals for the linear regression model, CAR and EXP 
model, respectively. The sum of the squared residuals from the geostatistical model was 
317.12, while the sum of the squared residuals from the CAR model was 319.5. 
 
Table 5.1. Summary statistics of observed variables for the 17 chambers over the sampling                       
period from a subtropical pasture at Mooloolah, Queensland. 
Variables Mean  SD Minimum Maximum 
N2O (µg N2O-N m
-2 
hr
-1
) 27.4  39.4 0.0 280.4 
NO3
- 
(kg N ha
-1
) 18.98  14.1 0.0 90.34 
Gravimetric soil moisture (%) 35.57 9.27 12.37 70 
Temperature (°C) 22.16  3.07 14.8 27.3 
pH 5.47  0.29 5.2 6.4 
Sand (%) 37.26  7.74 22.75 50.89 
Silt (%) 44.34  7.2 34.44 60.94 
Clay (%) 18.4  3.07 9.65 23.34 
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Table 5.2 shows the posterior means and 95% credible intervals (CI) of parameters for the 
three models. Soil moisture and soil temperature had a substantive positive relationship with 
N2O emissions in all three models. Only the two spatial models showed a negative 
relationship between N2O emissions and  NO3
- in the presence of the other variables in the 
model. Soil pH and soil texture, such as clay, silt and sand, were not substantial influential 
factors for N2O emissions in the three models in this study.    
                                                                                                  
The spatial patterns of predicted N2O using the CAR and EXP models were similar to the 
observed spatial pattern, particularly the CAR model (Figure 5.1). However, there were slight 
errors for classifications of areas into different emission level groups for the two spatial 
models, particularly the EXP model. The results of the independent model could not match 
the observed spatial distribution of N2O emission.        
 
Figure 5.2 shows the distributions of the posterior means of the spatial variation in N2O 
emissions which were obtained using the two spatial models and BMA model. The three 
maps of posterior spatial variation show similar patterns. However, the CAR model displayed 
slightly larger areas for high or low spatial variation in N2O than those from the EXP model 
(Figure 5.2).  
 
The CAR model had the highest posterior probability of 5.434E-1, whereas the independent 
model had a negligible probability of 0.000E-1. The EXP model had a posterior probability 
of 4.566E-1. The map of the averaged posterior predicted N2O emissions across the three 
structures was much more similar to the map of observed N2O emissions comparison to the 
maps of the CAR, EXP and independent models (Figure 5.1). The map of averaged spatial 
predictions of N2O displayed better performance in high or low emission areas than that 
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obtained from the EXP model and also it improved the accuracy of the spatial prediction of 
N2O on left side of the map compared with the CAR model. There were also slight changes in 
the map of the distribution of averaged posterior spatial variation (Figure 5.2) 
 
Parameter 
CAR  model   EXP model         Independent  model 
      Mean         Mean Mean   
β0 
 
      - 49.2 
(- 100 – 6.89) 
         162.6 
    (- 1728 – 2049) 
               -5.84 
       (- 40.62 – 30.2) 
   
 βsoil moisture       0.055           0.054                0.039    
 (0.034– 0.075)      (0.034– 0.075)          (0.02 – 0.06)    
βsoil temperature       0.16           0.16                0.15    
 (0.1 – 0.22)      (0.1 – 0.22)          (0.08– 0.21)    
βNO3
- 
     - 0.018          - 0.017               - 0.006    
 (- 0.031 – -0.004)    (- 0.031 – - 0.003)         (- 0.02 – 0.008)    
βPh       0.4           0.32                0.21    
 (-0.73 –1.55)      (- 1.19 –1.84)         (- 0.42 – 0.91)    
 βsand      0.45           - 1.67               0.023    
 (-0.11 – 1.0)       (- 20.54 – 17.22)        (- 0.35 – 0.37)    
βsilt       0.46            - 1.66              0.033    
 (-0.096 –0.978)       (- 20.52 – 17.24)       (- 0.34 – 0.38)    
βclay      0.4             - 1.7             0.004    
 (-0.16– 0.94)       (- 20.57 – 17.21)       (- 0.37 – 0.36)    
σ2      1.59               1.59                2.0    
 (1.31–1.92)       (1.30–1.93)        (1.66 – 2.43)    
σ2u , σs
2
      1.78              0.76     
 (0.46–4.81)       (0.25–1.84)     
DIC     745.75             746.1                786.69    
Table 5.2. Posterior means and 95% credible intervals of parameters for three models  
for pasture. 
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Figure 5.1. Maps of observed and posterior mean Ln(N2O) (ug N2O-N m
-2 
hr
-1
) from the 
CAR, EXP, BMA and linear regression models across the study site in pasture.  
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      Figure 5.2. Maps of the posterior means of spatial variation in Ln(N2O) (ug N2O-N m
-2 
hr
-1
)  
emission using two spatial models and Bayesian model averaging in pasture.  
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5.5 Discussion   
 
The CAR and EXP models are popular approaches for describing spatially correlated data 
and are widely used in many areas of scientific research. In this case study, we applied these 
two models and a baseline model that ignored the spatial correlation altogether. In order to 
gain some insight into the effects of different assumed spatial correlation structures on  
parameter estimation and spatial prediction of N2O emission for the same point data on an 
irregular grid, and to account for the uncertainty in evaluating spatial variability of N2O 
emissions using Bayesian model averaging. 
 
All three models identified soil temperature and soil moisture as potentially important 
influential factors positively associated with N2O emissions. This is supported by a large 
body of previous research [5,36-42]. In this study, the average of soil moisture was around 
36% in the pasture. Nitrification occurs when soil water-filled pore space is <60% [43]. Our 
result supported that increasing soil moisture and soil temperature increased N2O emissions 
via the nitrification pathway [36,39,44].  Only the CAR and EXP models yielded a significant 
coefficient for  NO3
-.The inverse relationships between N2O and NO3
- from nitrification 
have been found in grass-clover pasture and laboratory study [36,45].  The results showed 
that allowing for spatial dependence in the model affected not only the scale of posterior 
mean but also affected the determination of significant factors in the model for the pasture 
data. Moreover, the different spatial correlation structures in the models resulted in 
differences in the magnitude of the corresponding coefficients. Hence, the selection of an 
appropriate model structure is a critical step [9]. 
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The sum of the squared residuals showed that the geostatistical model was slightly better than 
the CAR model. However, the plots of spatial interpolation of the predicted N2O values by 
kriging showed that the geostatistical model tended to oversmooth high N2O emission areas 
in comparison to the results of CAR model. We found that the predicted N2O values of the 
locations which were close to the highest emission site were underestimated by the 
geostatistical model in comparison to the CAR model and the observed data. The tendency of 
the EXP model to oversmooth is supported by Best [8]. On the other hand, mapping the 
spatial prediction of interest is often an important aim of developing a spatial model. Spatial 
interpolation is a straightforward approach for spatial prediction. The map (Figure 1) based 
on the CAR model was visually quite similar to the map based on observed data, in that the 
patch of predicted high emissions under the CAR model matched the observed high emission 
locations well. The map for the linear regression model indicated that it oversmoothed the 
study region and poorly predicted the spatial distribution, in that it did not capture some of 
the regions with low or high emissions. We suggest that the CAR model is better at capturing 
the distribution of high N2O emissions areas in this study.  
 
The posterior spatial variation in N2O emissions using the CAR model based on a first-order 
neighbourhood function tended to be slightly greater than these of the EXP model based on 
an exponential distance decay function across the study site (Figure 2). This indicated that the 
CAR model gave more weight to the random effect than did the EXP model. However, the 
two spatial correlation structures largely revealed similar natural phenomena associated with 
geographic variation in this study. Finally, the N2O distribution could be predicted well 
across the survey region based on the environmental covariates-N2O relationship only, after 
adjusting for spatial autocorrelation in the models in this study.  
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Both the CAR model and the EXP model yielded similar parameter estimates for N2O 
emissions underlying point-referenced data with irregular sampling intervals. Our results  
support previous assertions that the CAR model is comparatively more flexible, and hence 
potentially more accurate and precise, for such data structures in that it can better represent 
geographic phenomena and accommodate more complex spatial structures [9]. Finally, the 
computing time of the CAR model was much faster than that of geostatistical model due to 
the different representations of the weight matrices [6].  
 
The best spatial correlation structure was unclear based on the DIC values associated with the 
CAR and EXP models in this study. The two spatial models showed differences in spatial 
prediction of N2O distribution. This justified model averaging across the three structures via 
BMA. In this article, the posterior model probability was approximated by the DIC, which 
can be considered as a Bayesian analogue of the AIC suitable for hierarchical models with 
random effects [19]. Jackson et al. [31] suggested that it was worth investigating the use of 
the DIC as a basis for model averaging, given the increasing popularity of Bayesian 
hierarchical models. Our results clearly indicated that the spatial prediction of N2O from the 
hybrid structure could better capture the observed N2O distribution across the study region 
than any of the individual component models. We therefore concluded that Bayesian model 
averaging was a potentially useful method to take account of uncertainty of different spatial 
correlation structures and could improve the accuracy of spatial prediction of N2O emissions. 
 
In this research, it is acknowledged that spatial analysis not only improves prediction but also 
highlights clustering and probabilistic uncertainties. The maps of the spatial distribution and 
the spatial variation in N2O emissions may help to guide cultivation practices and determine 
emission reduction strategies. More attention should still be paid to how to select appropriate 
CHAPTER 5: SPATIAL PREDICTION OF N2O EMISSIONS IN PASTURE: A BAYESIAN MODEL 
AVERAGING ANALYSIS  
133 
 
spatial correlation structure to improve the accuracy and precision of spatial prediction of 
N2O in study regions such as the one described here.  
5.6 Conclusions 
 
Our study showed that soil temperature, soil moisture and NO3
- were important influential 
factors in N2O emissions in pasture across this study region. High emission areas were 
accompanied by high uncertainties after taking soil moisture, soil temperature, NO3
-
, soil pH 
and soil texture into account. It was important to incorporate spatial dependency in the model 
when quantifying the relationship between N2O emissions and environmental factors for this 
pasture. Allowing for spatial dependency in the model could yield accurate spatial prediction 
of N2O. The CAR and EXP models yielded similar parameter estimates based on point-
referenced data with irregular sampling intervals. The CAR model was better at capturing 
high N2O emissions areas.  The hybrid model structure obtained by BMA could improve the 
accuracy of mapping the spatial prediction of N2O emissions in pasture across this study 
region. The maps of spatial distribution and spatial variation in N2O can improve subsequent 
experiment design and investigate unknown influential environmental covariates in a study 
site.  
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The following figure shows the study sampling design. The map also shows that the irregular 
point sites are converted to irregular regions using the Thiessen-polygon approach. Black 
solid circles represent the chamber point sites across study region in pasture. 
                         
In general, there are many choices for describing the term si for the random effect in the 
Bayesian geostatistical model (Equation 2). The covariance function   
  ( ) can be expressed 
as Spherical, Powered exponential, Gaussian, Wave, Rational quadratic and Matérn forms. One may 
select different covariance functions based on DIC for example. There are various disadvantages and 
advantages of these functions. More detail can be found in the book (pages 24-30) by Banerjee, et. 
(2004). The EXP function is a special case of the Matérn form. The advantage of the EXP model is 
that it has a simpler form and still provides a valid variogram in all dimensions, and it is suitable for 
both intrinsically and weakly stationary processes (Banerjee et al., 2004). The EXP model can also be 
easily developed in WinBUGS. 
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6.1 Abstract 
 
Soil derived N2O emissions usually display a high degree of spatial and temporal variability 
because of their dependence on soil chemical and physical properties, and climate dependent 
environmental factors. However, there is little research that addresses spatiotemporal 
variation in N2O emissions. This chapter aims to examine the impact of two environmental 
factors (soil temperature and soil moisture) on N2O emissions and explore the spatial effect 
changing over the four seasons in the sub-tropical South East Queensland region of Australia. 
The replicated data on N2O emissions and soil properties were collected at a typical 
sugarcane land site covering 25 uniform grid points across 3600 m
2 
between October 2007 
and September 2008. A Bayesian conditional autoregressive (CAR) model was used to model 
spatial dependence. Results showed that the effects of soil properties on N2O emissions 
varied over the four seasons. There was substantial variation in the spatial distribution of N2O 
emission in the different seasons. The high N2O emission regions were accompanied by high 
uncertainty and changed in varying seasons in this study site. This method more accurately 
identifies the relationships with key environmental factors and help to understand the spatial 
effects changing over time in order to reduce the uncertainty of the soil parameters and 
emissions. 
6.2 Introduction 
 
It is well known that nitrous oxide (N2O) is one of the greenhouse gases that can contribute to 
global warming, and that soil is a major source of N2O emissions, contributing an estimated 
65% of the total global annual emissions (IPCC, 2001). Agriculture produces nearly 80% of 
the annual N2O emissions of Australia (Australian Greenhouse Office, 2001) which is typical 
of most countries.  N2O emissions exhibit a high degree of spatial variation even across 
relatively uniform landscapes (Konda et al., 2008; Pennock et al., 1992; Van Kessel et al., 
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1993) including relatively homogenous agricultural fields (Bouwman, 1996; Dalal et al., 
2003; Yanai et al., 2003).  
 
Spatial dependence implies that the values of a covariate are dependent on nearby locations, 
and hence that the relationship among the data can be in part denoted by a function of the 
spatial distance or a neighbourhood (Fortin and Dale, 2005). Previous studies have described 
the spatial dependency of N2O emissions in grassland, agricultural land, tropical forests and 
dairy pasture by employing variogram and curve fitting methods, and by determining the 
degree of spatial dependence for individual variables (Ball et al., 1997; Konda et al., 2008; 
Turner et al., 2008; Velthof et al., 1996). Soil moisture and soil temperature have been 
identified as important factors in N2O emissions  (Ding et al., 2007; Kamp et al., 1998; Maag 
and Vinther, 1996). Seasonal variation in N2O emissions has also been observed (Choudhary 
et al., 2002; Saggar et al., 2004). However, there are large uncertainties about the relationship 
between spatial variation in N2O emissions and environmental factors across the four 
seasons, particularly for specific agricultural practices within different cropping regions. To 
our knowledge, spatial dependency and environmental variables have not been formally 
included in the same model to attempt to more comprehensively describe the variation in N2O 
emissions and to compare this spatial variation across different seasons. 
 
A Bayesian spatial conditional autoregressive (CAR) model is a flexible and robust approach 
for spatial analysis (Besag, 1974). These models offer convenient platforms for incorporating 
and estimating spatial correlation while simultaneously estimating covariate effects. In a 
recent study, Nishina et al. (2009) used this model to successfully analyse spatial variation of 
N2O emissions along a slope of Japanese cedar forest and reported that such a model was 
more useful than a classical model.  
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This study aims to develop a Bayesian spatial CAR model to quantify the relationship 
between spatial and seasonal variation in N2O emissions and selected environmental factors 
(soil temperature and moisture), for a particular cropping regime, (sugarcane), at a study site 
in Australia. Sugarcane is an important food and fuel crop globally, and occupies 
approximately 500,000 ha in coastal regions in Australia (Allen et al., 2010). Sugarcane soils 
are one of the highest sources of N2O emissions among agricultural soils. This is due in part 
to agricultural management practices such as the high rates of nitrogen fertiliser that is 
normally applied and biomass (green trash) retention, combined with consistently high soil 
moisture and warm soil temperatures (Dalal et al., 2003). Hence, in order to guide emission 
reduction strategies, it is essential to carefully understand how the spatial distribution of N2O 
emissions changes across an agricultural field and across different seasons.    
6.3 Materials and methods 
 
 
6.3.1 Study area 
The study site was located at Bli Bli (latitude -26.35, longitude 153.02), a major sugar 
production area in the hinterland of the sub-tropical Sunshine Coast of Queensland, Australia. 
The sandy clay loam soil at the field site was typical of those under sugar production with a 
topsoil (0-10 cm) organic carbon content of 2.6%. The summer daily average temperature at 
the site ranges from 17°C to 28°C. The winter daily average temperature is approximately 
10°C to 23°C. Sugarcane grows well when temperatures are over 21 °C, and grows for 12 to 
16 months before being harvested. Mean annual rainfall in the area is 1434 mm, with two-
thirds of the annual precipitation in summer and spring. 
6.3.2 Data collection  
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The data were collected at 1- or 2-week intervals at 25 grid points in a single mature 
sugarcane field with a 5×5m gas sampling grids across 3600m
2
 during October 2007 to 
September 2008. Gas was sampled from soil under sugarcane using a static closed chamber 
technique (Weier, 1999). Manual gas sampling chambers were constructed using 200mm 
diameter PVC with a gas tight lid with a septum for gas extraction. The cylinders were  
inserted into the soil to a depth of 2-3 cm. Individual chamber headspaces (for flux 
calculations) were measured several times over the experiment and averaged 2.5 – 3.1 litres. 
Emissions were determined after collection of 3 gas samples from the headspace of the 
chamber over a one hour period from approximately 10 am. The shading effect of the cane 
minimised changes in soil temperature which would normally influence soil gas efflux during 
any single day. A double ended syringe was used to extract a 12 ml gas sample into an 
evacuated glass vial (Exetainer, Labco, UK) and a 1 ml sample was analysed for N2O using a 
Shimadzu gas chromatograph with an electron capture detector. Gas loss from the vials 
during storage was tested using a calibration gas stored with the samples. Soil moisture 
(volume/volume) and soil temperature (
o
C) were measured within each manual chamber at 
each sampling event to a depth of 10 cm using a handheld Hydrosense Time Domain 
Reflectometer (TDR) and a digital soil thermometer.  
6.3.3 Statistical analysis 
 
The data were divided into four seasonal data sets (spring: September–November; summer: 
December-February; autumn: March-May; winter: June-August) to explore spatial and 
environmental effects within each of the four seasons and compare effects across seasons. Let 
yij be the observed log-transformed N2O fluxes at location I for time j, i=1,…, n, j=1,…, m. 
Thus the vector Yi = (yi1,yi2,yi3,...,yim) represents  N2O fluxes  at the ith location. Let Xi be the 
covariates for the ith site, comprising a constant, soil temperature and log-transformed soil 
CHAPTER 6: SPATIO-TEMPORAL VARIATION IN SOIL DERIVED NITROUS OXIDE EMISSIONS 
UNDER SUGARCANE 
 
145 
 
moisture. A baseline main effects regression model was constructed in which N2O fluxes 
were influenced by these covariates independently at each location, so that       
 
                                                         eij ~ N(0,σ
2 
)          (1) 
 
Hence β = (0, 1, 2)  is the vector of regression coefficients for the constant, soil 
temperature and log-transformed soil moisture, respectively (Wackerly et al., 2002). A spatial 
regression model was then constructed, following the Besag,York and Mollié (BYM) model 
(Besag et al., 1991):  
                                                                             (2) 
 
where ui and νi correspond to structured (spatial) heterogeneity and unstructured heterogeneity, 
respectively. A CAR model was used to describe ui as a function of its neighbours (Besag et al., 
1991; Lawson et al., 2003) via a normal distribution with conditional weighted mean given by the 
average of the neighbours without ui and conditional variance inversely proportional to the number 
of neighbours. Let u-I = [u1, u2, ..., ui-1, ui+1,...,un ].  A symmetric n ×n matrix of weights with 
elements wis was created, with wi+=∑
n
s=1wis. Neighbouring sites were equally weighted, so that wis 
was set equal to 1 if the site s is a neighbour of site I, and zero otherwise.  Hence the CAR model 
for the conditional distribution of ui |u-I is given by: 
ui|u-I ~ N(∑
i
is
w
w
u-I , 
i
u
w
2
),    I = 1,…, n            (3) 
Vague prior distributions were adopted for all parameters. Inverse gamma prior distributions 
were used for σu
2
. The unstructured heterogeneity term νi was also assumed to have a normal 
distribution with mean zero and variance σν
2
. The prior for each of the regression coefficients 
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was N(μ=0, σ2=1.0E6), and τu (=1/σu
2
) and τν (=1/σν
2
) had gamma(0.5,0.0005) priors (Lawson 
et al., 2003). 
The posterior distribution is proportional to the product of the likelihood and the prior 
distributions. Thus for model (2), the posterior is given by:  
      (                 )   (                  ) ( ) (  ) (  ) (  ) (  )      (4) 
Posterior estimates of means, standard deviations and quantiles were obtained through 
Markov chain Monte Carlo (MCMC) sampling. Time series plots were used to assess  
convergence (Gelman, 1996). Analyses were undertaken using WinBUGS software version 
1.4 (Spiegelhalter et al., 2003; Spiegelhalter et al., 2002). Estimation was based on 150,000 
iterations after an initial “burn-in” of 50000 iterations. Finally, better fitting models were 
selected from the candidate models with and without structured and unstructured variation 
using the deviance information criterion (DIC) (Spiegelhalter et al., 2002). This criterion is 
based on the expectation of deviance, penalised for the effective number of parameters in the 
model. A smaller DIC value indicates a better fitting model.  
6.4 Results 
 
6.4.1 N2O fluxes, soil moisture and soil temperature 
 
The summary statistics for N2O fluxes, soil moisture and soil temperature in each of the four 
seasons are outlined in Table 6.1. The mean N2O fluxes were 5.34, 7.22, 6.28 and 6.01 
(Gn2O-N/ha/day) in spring, summer, autumn and winter, respectively, with a large range over 
the period of study (1.61 to 232.09 Gn2O-N/ha/day). The site experienced higher than normal 
rainfall during the winter months which induced some flooding. The mean soil moisture was 
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less than 50% in all four seasons. Soil temperature in spring was more variable than the other 
seasons and fluctuated between 11°C and 30°C during the study period. 
6.4.2 Spatial variation in observed N2O fluxes, soil moisture and soil temperature 
 
The mean N2O (with error bars showing the standard deviation) for each chamber in the 
experimental field for each of the four seasons is shown in Figure 6.1. The specific locations 
related to high emissions varied over the four seasons. The mean N2O emissions had a large 
range (3.5 to 32.46 Gn2O-N/ha/day) across the chambers in summer, and were more stable in 
spring, autumn and winter, with ranges 4.06 to 6.99, 5.1 to 7.86 and 3.97 to 7.66 (Gn2O-
N/ha/day) over the chambers, respectively. The variability of the measure in most of 
chambers was smaller in summer than for other seasons. 
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 Mean SD Minimum Maximum 
Spring 
 N2O flux (Gn2O-N/ha/day) 
Soil moisture (%) 
Soil temperature (°C) 
 
5.34 
28.68 
22.48 
 
1.63 
10.59 
3.02 
 
2.6 
9 
15.8 
 
13.01 
64 
29.1 
Summer     
N2O flux (Gn2O-N/ha/day) 7.22 15.25 1.61 232.09 
Soil moisture (%) 42.59 14.94 7 87 
Soil temperature (°C) 25.56 1.67 22.8 30.1 
Autumn     
N2O flux (Gn2O-N/ha/day) 6.28 2.09 3.02 13.87 
Soil moisture (%) 28.15 11 11 72 
Soil temperature (°C) 19.39 2.83 13 24.1 
Winter     
N2O flux (Gn2O-N/ha/day) 6.01 1.55 2.44 10.11 
Soil moisture (%) 41.44 13.12 14 70 
Soil temperature (°C) 13.34 0.75 11.9 14.6 
 
Table 6.1.  Descriptive statistics of N2O emissions and soil properties under sugar cane at       
Bli Bli in Queensland, October 2007 – September 2008. 
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Figure 6.2 shows the mean soil moisture (again with error bars representing the standard 
deviation) for each chamber over the four seasons. The topsoil had higher water content in 
summer and winter than in spring and autumn across chambers (Figure 6.2). The ranges of 
mean soil moisture over chambers were 17 to 43, 35.42 to 58.98, 21.17 to 35.92 and 37.33 to 
44.67 (%) in spring, summer, autumn and winter, respectively. The spatial variation in mean 
soil moisture over chambers in spring and summer tended to be greater than those in autumn 
and winter. The error bars show that the variability of the measure in each chamber in spring 
and autumn was less than in summer and winter. Chamber 18 had high water content across 
four seasons, but the corresponding N2O emissions did not reach high values compared with 
other chambers. The spatial variation in soil temperature appeared to be much less variable 
across chambers for the four seasons, particularly in autumn and winter. Greatest variation 
was observed in spring.  
6.4.3 Spatial analysis  
 
The DIC values for the candidate models in each of the four seasons are outlined in Table 
6.2. Model 1 is the spatial model based on equation (2), which assumed that spatial 
autocorrelation existed among the observed variables. Model 2 is the linear regression model 
based on equation (1), which assumed independence between observed variables at different 
locations. The DIC values are substantially smaller for Model 1, suggesting strong spatial 
dependence in N2O fluxes after accounting for soil temperature and soil moisture, for all four 
seasons. 
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Figure 6.1. The observed soil N2O fluxes at each gas sampling chamber under sugar cane at 
Bli Bli, Queensland over four seasons in 2007/08. Bars represent standard deviations. Circles 
represent the observed mean soil N2O fluxes. 
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Figure 6.2.  The observed soil moisture at each gas sampling chamber under sugar cane at Bli 
Bli, Queensland over four seasons in 2007/08. Bars represent standard deviations. Circles 
represent observed mean soil moisture. 
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Model Parameter DIC 
Spring Summer Autumn Winter 
Model 1 Covariates 
a
 , u 
b, ν c 
Model 2  Covariates 
a 
22.95 
39.32 
505.46 
528.62 
56.18 
100.74 
-83.9 
22.89 
 
Table 6.2.  Model comparisons for soil N2O fluxes under sugar cane at Bli Bli, Queensland 
over four seasons in 2007/08, using the DIC criterion 
a
 Covariates: soil temperature and soil moisture; 
 
b
 u: structured variation;  
c
 ν: unstructured variation. 
 
The posterior means and 95% credible intervals (CI) of the model parameters (including 
covariates, structured heterogeneity and unstructured heterogeneity) for four seasons are 
presented in Table 6.3. In spring, there was a positive relationship between log-N2O fluxes 
and log-soil moisture and a negative relationship for soil temperature. In summer, log-N2O 
fluxes were negatively associated with log-soil moisture and positively associated with soil 
temperature. In the model for autumn, there was a clear positive relationship between log-
N2O fluxes and soil temperature. Finally, in winter, log-N2O fluxes were negatively related 
to log-soil moisture and soil temperature. The posterior estimates of the spatial variance 
parameters (σu2) were 0.0017 (95% CI: 0.0003 –0.081), 0.032 (95% CI: 2.0E-04 –0.247), 
0.035 (95% CI: 0.0003 –0.11) and 0.117 (95% CI: 0.0014 –0.257) in the spring, summer, 
autumn and winter models, respectively. 
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Parameter  Mean SD M.C.Error 95% Credible intervals 
Spring model     
Intercept 1.56 0.221 0.0066 1.14 – 2.0 
Ln(soil moisture) (% ) 0.111 0.055 0.00145 0.0047 – 0.22 
Soil temperature (°C) -0.0135 0.006 0.0000 -0.026 – -0.0007 
Structured variance σu
2
 0.0017 0.023 0.0008 0.0003 – 0.081 
Unstructured variance σν 
2
 0.0068 0.006 0.0002 0.0002 – 0.023 
Summer model 
Intercept 
Ln(soil moisture)  (%) 
Soil temperature (°C) 
Structured variance σu 
2
 
Unstructured variance σν 
2
 
Autumn model 
Intercept 
Ln(soil moisture)  (%) 
Soil temperature (°C) 
Structured variance σu
2   
Unstructured variance σν
2
 
Winter model 
Intercept 
Ln(soil moisture)  (%) 
Soil temperature (°C) 
Structured variance σu
2
 
Unstructured variance σν
2
 
 
1.15 
-0.179 
0.045 
0.032 
0.034 
 
1.01 
0.032 
0.035 
0.035 
0.0078 
 
4.034 
-0.149 
-0.13 
0.117 
0.007 
 
0.65 
0.074 
0.02 
0.069 
0.023 
 
0.169 
0.04 
0.0052 
0.033 
0.0075 
 
0.285 
0.04 
0.0187 
0.064 
0.011 
 
0.025 
0.002 
0.0007 
0.0017 
0.0004 
 
0.0046 
0.001 
0.0001 
0.0007 
0.0002 
 
0.011 
0.0011 
0.0007 
0.0012 
0.0003 
 
-0.069 – 2.432 
-0.326 – -0.033 
0.0055– 0.083 
0.0002 – 0.247 
0.0005 – 0.088 
 
0.677 – 1.345 
-0.046 – 0.112 
0.0246 – 0.045 
0.0003 – 0.11 
0.0002 – 0.026 
 
3.46– 4.6 
-0.229 – -0.07 
-0.167 – -0.092 
0.0014 – 0.257 
0.0002 – 0.042 
 
Table 6.3.  Posterior means and 95% credible intervals of parameters for spatial CAR models 
estimating soil N2O fluxes under sugar cane at Bli Bli, Queensland in 2007/08. 
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Maps of the posterior means of N2O fluxes distribution across the study field for each of the 
four seasons are presented in Figure 6.3. They clearly indicate that isolated areas of high 
emissions occurred at grid location (0, 0) in spring and (0, 11) in summer, and a small area of 
high emissions appeared in the centre of the study site in autumn.  In contrast, the distribution 
of N2O emissions in winter was very different from the other three seasons. The areas of high 
emissions widely covered the east and centre of the experimental field.  
 
                     
 
         
 
                            
 
              
 
Figure 6. 3. Map of posterior means of soil N2O fluxes at each gas sampling under sugar cane 
at Bli Bli, Queensland over four seasons in 2007/08. 
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Figure 6.4. Map of posterior means of spatial variation in soil N2O fluxes at each gas 
sampling under sugar cane at Bli Bli, Queensland over four seasons in 2007/08. 
                        
Maps of the spatial dependence (ui), allowing for covariates in the models for each of the four 
seasons are presented in Figure 6.4. The distributions of high spatial variation in N2O 
emissions are similar to the distribution of the posterior mean of N2O emissions in spring, 
summer and autumn. High spatial variation in N2O emissions were mainly observed in the 
southwest and south of the study site in spring and summer, respectively. There were small 
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areas of high spatial variation in N2O emissions in the east and centre of the study site in 
autumn. In winter, high spatial variations in N2O emissions were widely located in the east, 
north and centre of the study site.   
6.5 Discussion 
 
Sugarcane grows for 12 to 16 months before being harvested. During the growing period, 
farm management (e.g. nitrogen fertiliser addition), plant canopy closure and seasonal 
climate (e.g. rainfall, temperature) often influence spatial and temporal N2O emissions in 
sugarcane fields (Allen et al., 2010; Chen et al., 2008; Denmead et al., 2010). During the 
period of this study, from October, 2007 to September, 2008, 180 kg N per hectare was added 
to soil on 22 November, 2007; and flooding occurred in June, 2008. To deal with situations in 
which such events happened in different seasons, this study built four seasonal spatial models 
which took management and environmental variables into account. Some advantages of these 
models are that they might reveal intra-seasonal phenomena, identify seasonal differential 
effects of environmental factors on N2O emissions after taking account of spatial 
dependency, and describe the changes in spatial variation in N2O emission in different 
seasons across a study site. 
6.5.1 Effects of soil moisture and soil temperature on N2O emissions 
 
Previous research has demonstrated that soil moisture and/or soil  temperature play a main 
role in N2O emissions (Ding et al., 2007; Yan et al., 2008). However, relationships between 
N2O emissions and soil temperature or soil moisture for different seasons are still uncertain, 
particular taking account of spatial dependency in the models. Our results indicated that soil 
moisture and soil temperature had substantially different effects in the four seasons. In the 
spatial regression models, N2O emissions were positively associated with soil temperature in 
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summer and autumn, and negatively associated with soil temperature in spring and winter 
after accounting for spatial variability. Thus, similar average soil temperatures in spring and 
summer (Table 6.1) did not have the same effect on N2O emissions. There was a significant 
positive relationship between emissions of N2O and soil moisture in spring, a significant 
negative relationship in summer and winter, and no significant relationship in autumn. Thus 
the similar average soil moisture in summer and winter had a similar effect on N2O 
emissions, but this was not demonstrated for spring and autumn.  
 
Overall, the value of the posterior mean of soil temperature and soil moisture showed that soil 
temperature was less important than soil moisture except for autumn. Moreover, as evidenced 
by the above discussion, soil moisture and soil temperature do not always play equally 
important roles in N2O if other environmental conditions vary. 
6.5.2 Spatial distributions of N2O emissions  
 
Spatial variation in N2O emission is naturally high in major soil types (Choudhary et al., 
2002). The results of this study indicated that there was substantial variation in spatial 
distribution of N2O emission in different seasons in sugar cane soil at the study site. Maps of 
the predicted N2O emissions and the spatially dependent error (ui) showed similar spatial 
patterns, that were the high N2O emission arose from the high spatial variation regions, and 
indicated that the high N2O emission regions were accompanied by high uncertainty. 
Moreover, high emission locations changed in varying seasons. It might reflect that the 
distributions of environmental determinants of N2O emissions geographically changed in 
varying seasons. 
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The spatial variance (σu
2
) also differed across seasons, and was smallest for the spring model 
and highest for the winter model. In this study, a flooding event occurred in winter; thus 
leading to an episodic high emission event due to soil waterlogging (normally a determinant 
of high emissions) and greater spatial variability. 
 
The maps of the spatial distribution of the posterior means of soil N2O (Figure 6.3) and the 
corresponding spatial variation (Figure 6.4) depict the heterogeneity in both the magnitude of, 
and the spatial relationship between, the predicted N2O fluxes, and how these also change 
across seasons. The residual spatial heterogeneity indicates that, as expected, other 
environmental and biological covariates may influence N2O emission. Possible examples of 
these include spatial variation in above and belowground biomass, fertilization and rainfall 
(specifically high daily rainfall events). Inclusion of these covariates in the model may 
improve predictions. Of course, this depends on the availability, relevance and quality of the 
data, the interactions between the proposed covariates and the way in which these interactions 
are represented in the model. In the absence of such information, inclusion of a general 
spatial term in the model to encapsulate some of this variation can lead to improved 
prediction of N2O emissions, both at the observed and at unobserved locations. 
 
The derived maps may assist with developing a better understanding of unclear influential 
factors in agricultural management and N2O emission reduction strategies. For example, 
understanding the impact of field topography on N2O emissions within a field is critical when 
developing site-specific management zones which can be managed differently (e.g. less 
nitrogen fertiliser) for reducing emissions. Moreover, large uncertainty exists among 
nitrification and denitrification variables (Nol et al., 2010). These maps might provide clues 
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for exploring this uncertainty and thus improving both predictive models for N2O production 
and simulation models that are based on the processes of soil nitrification and denitrification. 
6.5.3 Model comparison and limitations 
 
In this study, two Bayesian models were constructed, first ignoring and then accommodating 
spatial correlation, to assess the effects of soil properties on the spatial distribution of N2O 
emissions. All better fitting models for each season included spatial dependence. As 
expected, the regression coefficients differed between the two models.  Compared with the 
independent regression models, in the spatial models soil moisture and soil temperature 
became influential factors in spring; the effect of soil moisture was diminished in summer 
and winter, and the effect of temperature slightly increased in summer and decreased in 
winter.  
 
It is common that spatial autocorrelation exists in ecological data, because values of 
environmental factors measured at nearby locations are likely to be more similar than those 
measured at locations further apart. The results of this study indicate that inadequate account 
of spatial correlation might lead to misinterpretation of the effects of environmental factors 
on N2O emissions. Moreover, the spatial model might explain some of the occasional 
extreme N2O flux values. The lower DIC values obtained for the CAR models showed that 
these spatial models might more accurately estimate both N2O emissions and the uncertainty 
of the associated regression parameters. In this study, the CAR model was very convenient 
and flexible when our sampling design was a regular grid. Furthermore, the MCMC 
algorithms based on CAR models are much faster than those for geostatistical model 
(Cressie, 1993). 
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The limitations of this study must also be acknowledged. For example, more detailed within-
field information on soil chemical properties and nitrogen fertilizer distribution could 
eventually be included to further improve the models. Moreover, this study has focused on 
one location during a single year, with the objective of providing a pilot for replicated 
assessments at other locations and times. Finally, the assessments considered here could be 
extended to crops other than sugar cane to develop models for estimating N2O emissions 
based on easily measurable abiotic soil data. 
6.6 Conclusion 
 
In conclusion, there was substantial variation in the spatio-temporal distribution of soil 
derived N2O emissions under sugarcane in different seasons. Soil moisture and soil 
temperature appeared to have substantially different effects on N2O emissions in the four 
seasons. Inadequate account of spatial correlation structure might lead to misinterpretation of 
the effect of environmental factors on N2O emissions. Derived maps can assist in agricultural 
management and help to inform future experimental designs and reduce the uncertainty of the 
soil parameters. Spatial CAR models appear to be useful in elucidating spatial variability and 
better understanding and predicting N2O emissions in soils. 
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Appendix to chapter: supplemental materials 
The data were collected by the institute for Sustainable Resources, Queensland University 
of Technology. Temperature was measured by PT100 (IMKO Germany) temperature 
probes. 
 
In this study, the data were collected at 25 grid points in a single mature sugarcane field 
with a 5×5m gas sampling grids across 3600m
2
. The following figure showed the 
sampling design. 
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Chapter 7: Discussion 
 
N2O is a very important factor that is associated with global warming. Spatial and temporal 
variation in N2O emissions affect prediction and hence influence reduction and management.  
The aim of this thesis was examination and application of statistical models for three types of 
N2O datasets, namely temporal data, spatial data and spatiotemporal data. Hence, we focused 
on the three problems, outlined in Chapter 1, arising from the characteristics of the datasets 
and the interest in understanding and addressing some phenomena of N2O emissions from 
soils changing over space and time, as well as improving prediction. 
 
In Chapter 3, we addressed the first problem, such as seasonality and serial autocorrelation, 
by developing and applying frequentist time series regression models to investigate serial 
autocorrelation and temporal variation in N2O emissions and obtain more accurate prediction. 
The time series regression model provided information about a range of issues of interest, 
including the nature of the structural relationships between N2O and the environmental 
drivers, the relationship between N2O and time-lagged effects, and the effects of time 
resolution on N2O emissions. The inclusion of seasonal terms, such as the sine-cosine term 
used in this study, can help to capture the temporal nature of N2O emissions and thus 
decrease the uncertainty of temporal resolution of N2O emission from soil. The results 
indicated that the model can largely improve the percentage of N2O variation explained, 
compared to the simple regression models using only environmental factors as drivers.  
 
In Chapter 4, we continued to investigate the first research problem of examining nonlinear 
relationship between covariates and N2O emissions, by understanding the shape of covariate-
N2O flux relations over time, allowing for missing data and design characteristics. We used 
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RJMCMC (Green, 1995) with a nonlinear time series regression model to explore the shape 
of covariate-N2O flux relations to select the “best” temporal structure. Missing data in the 
covariate measurements were estimated prior to analysis using Bayesian multiple imputation 
(Rubin, 1976, 1987). In this study, an advantage of using piecewise polynomial functions for 
curve fitting was that the shape of the relationship between the response variable and 
covariates can be derived from the data. This avoids biased parameter estimates or invalid 
inference if a shape is imposed by a pre-defined parametric model. Moreover, RJMCMC can 
account for the uncertainties in selecting the number of knots and variables. This is a 
powerful approach to facilitate understanding of the environment-N2O relationship. 
 
To solve the second problem of investigating spatial variation, in Chapter 5 we compared 
three spatial correlation structures (independence, distance-based and neighbourhood based) 
with respect to parameter estimation and spatial prediction of N2O emissions based on 
replicated, irregular point-referenced data.  A hierarchical Bayesian geostatistical model and 
a hierarchical Bayesian spatial conditional autoregressive model were developed to 
investigate and accommodate spatial dependence, and to estimate the effects of 
environmental variables on N2O emissions. The two spatial models returned similar results 
for parameter estimation. Incorporating spatial dependence in the model not only 
substantially improved predictions of N2O emission from soil, but also better quantified 
uncertainties of soil parameters in the study. Commonly, a spatial conditional autoregressive 
(CAR) model is appropriate for all locations that have a similar size and are regularly 
arranged (Kelsall and Wakefield, 1999), whereas a geostatistical model is more suitable for  
point-referenced data (Keitt et al., 2002). However, the geostatistical model tended to 
oversmooth high N2O emission areas for these data. The three approaches resulted in 
different derived maps of spatial prediction of N2O emissions. The independent structure 
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gave the poorest spatial prediction of N2O. In this study, the best spatial correlation structure 
was unclear based on the DIC values. The results indicated that the hybrid model structure 
obtained by BMA improved the accuracy of spatial prediction of N2O emissions across this 
study region. Bayesian model averaging using DIC is a flexible way of accounting for the 
uncertainty in spatial correlation structures in a hierarchical model. 
 
In Chapter 6, we addressed the third problem of estimation of spatial variation in N2O over 
time. Two Bayesian models were constructed, first ignoring and then accommodating spatial 
correlation. A Bayesian conditional autoregressive model was used to explore difference in 
spatial effects over each season. Based on DIC, incorporating the spatial dependence in the 
model improved spatial prediction.  There were substantial differences in the spatial 
prediction, spatial variation and spatial variance (σu
2
) across the four seasons. The derived 
maps of spatial prediction and spatial variation in each season may assist with developing a 
better understanding of influential factors in agricultural management and N2O emission 
reduction strategies. Understanding the impact of field topography on N2O emissions within a 
field is critical when developing site-specific management zones which can be managed 
differently in order to reduce emissions. Hence, describing the evolution of spatial effects 
evolution over specified time periods can facilitate more realistic knowledge of the 
phenomenon of N2O emissions.  A further opportunity for future work is to combine these 
four spatial models into a single model (perhaps using season as an ordered factor) that may 
have further reduced the uncertainties in model estimates and potentially improved predictive 
accuracy. It would also have been interesting to compare the two different approaches to 
model development in order to gain more suitable methods for studying spatio-temporal 
fluxes of N2O. 
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There has been a growing literature on spatio-temporal modelling of point-reference data and 
areal data. However, a spatio-temporal process is very complex. There is not a unique form 
for explaining spatio-temporal processes. There is still some uncertainty about the choice of a 
suitable spatiotemporal model in practice, particularly in selection of a joint space-time 
covariance structure. This motivated the more detailed review of spatio-temporal models for 
point-referenced data in Chapter 2. The purpose of the proposed models might depend on the 
physical and biological behaviour of the spatiotemporal process and different types of data. It 
is necessary to firstly know the data, such as whether is for discrete time or continuous time, 
large or small regions, composed of large data sets or moderate data sets. It is also important 
to understand what kind of phenomenon the user would like to capture when choosing the 
appropriate representation of the spatiotemporal process. 
 
Some issues of this thesis should be acknowledged. Firstly, RJMCMC is a flexible method 
for Bayesian model determination. However, it is computationally demanding for more 
complex models and large data. Second, the decay parameter of the powered exponential 
function in the geostatistical model is often poorly informed by the data. The choice of the 
prior has substantial influence on the inference in this study. We therefore recommend that 
reasonably informative uniform priors are used, based on exploratory analysis using 
variograms.  Third, we used DIC to approximate the marginal likelihood in Bayesian model 
averaging. In general, AIC and BIC are often used to calculate model weights in the model 
averaging literature. AIC-based model averaging is more suitable for complex model 
(Jackson et al., 2009). DIC can be considered as a Bayesian analogue of the AIC suitable for 
hierarchical models with random effects (Spiegelhalter et al., 2002). Using DIC-based model 
weights, such as exp(-DIC/2), is similar to AIC-based model weights (The MRC Biostatistics 
Unit, 2008). Jackson suggested that it was worth investigating the use of the DIC model 
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weights due to increasing popularity of Bayesian hierarchical models.  Fourth, WinBUGS 
software can not automatically deal with missing covariate values. The missing covariate 
values can be estimated by providing a prior distribution to completely specify the probability 
model. In this study, the Bayesian multiple imputation is a very flexible way of replacing 
missing values of soil moisture and soil temperature. However, using uninformative priors 
influenced obtaining incorrect replacement values in the data. Informative priors were more 
suitable for soil temperature and soil moisture in this study. Fifth, there has been little 
research comparing the difference between the geostatistical model and the areal model 
underlying irregular point-referenced data in a small field. The plots of spatial interpolation 
of the predicted N2O values by kriging showed that the geostatistical model tended to 
oversmooth high N2O emission areas in comparison to the results of CAR model. This study 
was for data in a small field and small distances between locations. Future studies are needed 
to investigate whether this result holds for larger fields and larger distances, for irregular 
shape data. Sixth, the CAR model was firstly introduced by Besag, (1974) for analysis of a 
regular lattice dataset, using equal weights for each site. However, Besag (1975) also pointed 
out that these were not   restrictions of the CAR model, and the CAR could also be used in 
non-lattice data and with unequal weights. Hence, Chapter 5 attempted to employ the CAR 
model to the irregular lattice data in order to compare different spatial correlation structures.  
Seventh, in Chapter 6, we obtained a negative DIC (-83.9) in the spatial model for winter 
data. Spiegelhalter et al. (2006) indicated that the DIC could be negative because the 
deviance might be negative when the probability density p(y|θ) was greater than 1. Therefore 
this can indicate overfitting of the models for this study. Finally, there are a range of different 
methods for measuring N2O flux from soil and the different methodologies also have 
different measurement ranges. An opportunity for future work that extends the Bayesian 
models presented in this thesis is to incorporate constraints due to instrument effects and help 
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to move the science forward in this discipline. These studies help to identify areas for future 
research, which can further improve the prediction of N2O in practice.
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