There is strong converging evidence that the intermediate and medial part of the hyperstriatum ventrale of the chick brain is a memory store for information acquired through the learning process of imprinting. Neurons in this memory system come, through imprinting, to respond selectively to the imprinting stimulus (IS) neurons and so possess the properties of a memory trace. Therefore, the responses of the intermediate and medial part of the hyperstriatum ventrale neurons to a visual imprinting stimulus were determined before, during, and after training. Of the total recorded population, the proportions of IS neurons shortly after each of two 1-h training sessions were significantly higher (approximately 2 times) than the pretraining proportion. However, Ϸ4.5 h later this proportion had fallen significantly and did not differ significantly from the pretraining proportion. Nevertheless, Ϸ21.5 h after the end of training, the proportion of IS neurons was at its highest (approximately 3 times the pretraining level). No significant fluctuations occurred in the proportions of neurons responding to the alternative stimulus. In addition, nonmonotonic changes were found commonly in the activity of 230 of the neurons tracked individually from before training to shortly after the end of training. Thus the pattern of change in responsiveness both at the population level and at the level of individual neurons was highly nonmonotonic. Such a pattern of change is not consistent with simple models of memory based on synaptic strengthening to asymptote. A model is proposed that accounts for the changes in the population responses to the imprinting stimulus in terms of changes in the responses of individual neurons.
A particular stimulus or event that is committed to memory is widely held to be represented in the brain as a neural trace, or ''engram'' (1) (2) (3) (4) . Despite the fact that more than 50 years have elapsed since Lashley published his landmark paper entitled ''In search of the engram'' (4), the nature of the trace has proved elusive. A major impediment to advance has been the difficulty of identifying brain regions in which memory traces are known to be formed (5) . This difficulty has largely been overcome in the case of visual imprinting in domestic chicks when the young birds learn the characteristics of and preferentially approach an object to which they have been exposed (6) . Because this approach is selective for the familiar stimulus it is supposed that a neural representation of this stimulus is formed, as in other instances of recognition memory (3) .
Strong converging evidence indicates that a restricted part of the forebrain stores this representation (7, 8) . Shortly after chicks have been trained by exposing them to an imprinting stimulus (training), there is an increase in the incorporation of [ 3 H]uracil into RNA in the dorsal ("roof"), but not the ventral part of the cerebral hemispheres (9) . The regional increase is closely related to learning because (i) when visual input was restricted to one cerebral hemisphere incorporation was higher in the roof of the "trained" than the "untrained" hemisphere (10) ; (ii) the magnitude of the increase was positively correlated with a measure of how much the chicks had learned (11) , and (iii) the increase could not be attributed to short-lasting effects of sensory stimulation (12) . By using autoradiographic techniques, a training-related increase in the incorporation of radioactive uracil into RNA was found in the intermediate and medial part of the hyperstriatum ventrale (IMHV) but not in any of the other forebrain regions sampled (13) . Imprinting leads to an increase in length of the postsynaptic densities of excitatory (axospinous) synapses in this region but not in a visual projection area, the hyperstriatum accessorium (14, 15) . Particular changes occurring in IMHV after training are positively correlated with the amount chicks learn and cannot be attributed to side-effects of the training, such as sensory stimulation, motor activity, or arousal. These changes include inter alia (7, 8) , an increase in the number of neurons immunopositive for the immediate early gene product Fos (16) , an up-regulation of N-methyl-D-aspartate receptors (17, 18) , increases in the amounts of neural cell adhesion molecule proteins (19, 20) , and an increase in the amount of clathrin (21) , a protein that is involved in the recycling of synaptic vesicles (22) . Furthermore, experiments involving lesions of both left and right IMHV together or sequentially, before or after imprinting establish that this region, but not certain other regions studied, is necessary for the acquisition and retention of an imprinted preference. These experiments also disclosed the existence of a storage system, SЈ, that is outside IMHV and operates in parallel with it; SЈ becomes functional between 6 and 8 h after the start of training (23) (24) (25) (26) (27) .
The trace that is formed through learning is thought to represent and to be activated by the learned stimulus (cf. ref. 3, p. 72) . Imprinting leads to a substantial increase in the proportion of neurons in IMHV, but not in the hippocampus, that respond to the imprinted stimulus (28) (29) (30) . Some of these IMHV neurons respond to the imprinted stimulus in a highly selective way and so possess the postulated properties of the memory trace (3) . In the present study, we have followed the development of the trace by tracking the responses of IMHV neurons before, during, and after training.
Materials and Methods
Domestic chicks (Gallus gallus domesticus) were used, 14 were trained and 7 were not. Approximately 10 h after hatching, a microelectrode assembly was attached to the skull of each chick under general anesthesia (28, 29) . The assembly allowed four microelectrodes to be lowered into IMHV, two into the left and two into the right. In each hemisphere, the electrode tips were separated by Ϸ200 m, one anterior to the other. The day after the operation a chick was transferred to a running wheel (Fig. 1 ) in a dimly illuminated cabinet, and the electrodes were advanced until spontaneous impulse activity was recorded. Neuronal responsiveness to each of two rotating, internally illuminated stimuli, a red box (RB) and a blue cylinder (BC), presented in sequence was then measured [''Test'', T1 (mean mid-point of recording period Ϸ0.75 h before the onset of training), see Fig.  3A ]. Approximately 15 min after the end of T1, chicks that were to be trained were exposed for 1 h to the imprinting stimulus, either the BC (seven chicks) or RB (seven chicks). Each stimulus rotated 30 times͞min (28, 29) . Fifteen minutes after this period of training, the second Test, T2, was given (mean mid-point of recording period Ϸ1.75 h after the onset of training). After an Ϸ15-min rest period, the chick was given a second 1-h period of training. After a further Ϸ15-min rest, the third Test, T3, was given (Ϸ4.25 h after training onset). Chicks remained in the running wheel throughout the period spanning T1-T3. The timing of Test T4 was chosen to be at a time when SЈ is known to have formed (27) , Ϸ8 h after the start of training. The fifth Test, T5, was given Ϸ25 h (mean mid-point of recording period) after the start of training because this corresponded to the time at which tests of neuronal responsiveness commenced in two previous studies (28, 29) . Tests of neuronal responsiveness lasted for Ϸ1 h. Rotations of the running wheel caused by the chick's approach activity toward a stimulus were measured during Tests T1-T5. Two hours after the end of the second training session, the chicks were given a preference test (23) . In this test the approach of each trained chick to the imprinting stimulus and to the alternative stimulus, respectively, were determined and a preference score calculated. A score of 50% indicates that a chick approached the stimuli equally in the test (23) . The trained chicks preferred the imprinting stimulus: the mean (ϮSEM.) preference score was 64.9 Ϯ 6.6%, significantly above 50% (t 13 ϭ 2.3, P Ͻ 0.05). After T3 chicks remained in individual compartments in a dark incubator at all times, except during preference or neuronal responsiveness testing. Recordings from T1 through T3 were made at the same site, and the activity of individual neurons was followed throughout these Tests. Because it was not possible reliably to record from individual neurons in the behaving chick for Ͼ7 h (beyond T3), and to increase the size of the sample of recorded neurons, the electrodes were advanced by Ϸ115 m Ϸ30 min before T4 and T5. Action potentials that crossed either a positive or a negative ''waveform detection'' threshold set at approximately four times the background noise level (31) were sampled at 12.5 kHz, digitized, and recorded for off-line analysis. Action potentials from simultaneously recorded individual neurons (1-12 per electrode) were software sorted (SPIKE2, Cambridge Electronic Design, Cambridge, England) and reliably discriminated by their waveforms (31) (32) (33) ; see for example waveforms 1 and 2 in Fig.  4H . For untrained chicks, neuronal responsiveness was tested at times corresponding to those for trained chicks. Neuronal responsiveness was determined by presenting a stimulus for 4 s (two complete rotations) Ϸ15-25 times at intervals of Ϸ15-60 s (28, 29) . The order of presenting these series of stimuli was varied across Tests in a quasi-random fashion. The stimulus was presented only when the chick in the running wheel was looking in the direction of the stimulus (28, 29) . A neuron was defined as responsive to a stimulus if its mean firing rate during presentations of the stimulus differed significantly from that in the 4 s preceding the presentations (two-tailed paired t test, P Ͻ 0.05). Some neurons (Ϸ25%) in the previous studies (ref. 28 and Table 3 of ref. 29) responded to the imprinting stimulus and were classified as such even if these neurons did not discriminate between it and the nonimprinting stimulus. For the purposes of comparison with these studies (Fig. 2C) , we adopted the same method of classification. Otherwise we have concentrated on those neurons [imprinting stimulus (IS) neurons] that specifically (28, 29) . The proportions of neurons responsive to a nonimprinting stimulus in trained and untrained chicks did not differ significantly and were combined. The proportions of neurons responsive to the imprinting stimulus were significantly higher than the proportions responsive to a nonimprinting stimulus (present results, BEM 1 2 ϭ 15.6, P Ͻ 0.001; previous results, BEM 1 2 ϭ 39.0, P Ͻ 0.001).
signaled the presence of the imprinting stimulus by meeting two criteria: (i) responding significantly to this stimulus and (ii) not responding significantly to the nonimprinting stimulus. Neurons that responded to a stimulus not seen in training (to the alternative stimulus in trained chicks or to either of the BC or RB in untrained chicks) are referred to as nonimprinting stimulus, NIS, neurons. The proportions of neurons responsive to each stimulus in each Test were analyzed by using ANOVAs based on a generalized linear model assuming a binomial error distribution (34) . The ANOVAs incorporated the factors neuron type (IS, NIS) and test (T1-T5). Additional factors, which were without significant effect on the results reported, were chick, hemisphere (left or right), position of electrode in hemisphere (anterior or posterior), and two factors indicating whether the activity of a neuron was related to approach activity (31 
Results
Examples of IMHV neuronal responses are shown in Fig. 1 . The pattern of responsiveness observed in the present study the day after training (at T5) is similar to that of two previous studies (28, 29) in which recordings were also made the day after training (Fig. 2C , data for left and right IMHV combined).
Population Responses. In the present study, the proportions of neurons responsive to the imprinting stimulus (IS neurons), expressed as a percentage of those responding before training, were determined for each neuronal Test and are shown in Fig.  3 . The proportions of neurons responsive to the nonimprinting stimulus (NIS neurons) also were calculated. The proportions of NIS neurons did not vary significantly across T1-T5. In contrast (IS vs. NIS by Test interaction: BEM 4 2 ϭ 19.6, P Ͻ 0.001) the proportions of IS neurons varied significantly (BEM 4 2 ϭ 15.8 , P Ͻ 0.01) with these Tests. The proportion of IS neurons increased significantly after the first period of training (at T2), and the increase was maintained after the second period of training (at T3). However, by T4 the proportion of neurons responsive to the imprinting stimulus had fallen significantly below the pooled proportions at T2 and T3 and was no longer significantly above the pretraining level. When tested at T5, there was a highly significant elevation in the proportion of neurons responsive to the imprinting stimulus relative to both that at T1 and to that at T4 (see Fig. 3 and legend) .
Artifactual generation of these nonlinear changes can be ruled out. The recording microelectrodes remained at the same sites in tests T1-T3 but were advanced before T4 and T5. However, movement of the microelectrodes cannot account for the differences in the proportions of IS neurons at these Tests because: (i) at Tests T4 and T5, the proportions of IS neurons were at their posttraining minimum and maximum, respectively, and (ii) in previous studies (28, 29) , when recordings were made Ϸ25 h after the start of training the proportions of neurons responding to the imprinting stimulus did not change as the microelectrode was advanced. The recording sites of T4 and T5 were at different depths within IMHV, but in previous studies (28, 29) , the proportions of neurons responding to the imprinting stimulus did not vary with the depth of the penetration. Moreover, there was no significant variation across the Tests, and hence sites, in the mean spontaneous firing rates of IS, NIS, or unresponsive neurons. It is possible that the reduction in the proportion of IS neurons at T4 reflects some general change in behavior, such as a reduction in the level of arousal and alertness. Such a change would be expected to be expressed in a change in the chicks' approach to the training stimulus when it was presented during T4. However, there was no discontinuity in the chicks' approach activity in this Test, and approach activity increased linearly from T1 through T5 (linear regression: r ϭ 0.33, F 1,57 ϭ 6.8, P ϭ 0.012). Finally, if any of the above factors influenced the frequency with which IS neurons were encountered, these factors would also be expected similarly to influence the proportions of NIS neurons. There was no significant variation in the proportion of NIS neurons across the Tests (Fig. 3) .
Responses of Individually Tracked Neurons. Do the responses of individual neurons to the imprinting stimulus exhibit nonlinear fluctuations during and after learning, similar to those exhibited by the population of IS neurons? Or do the responses of individual neurons increase continuously to a stable asymptote (the ''monotonic hypothesis'') as is implied by certain commonly assumed neural models of memory based on long-term potentiation and Hebbian synapses (3, 35-37)? These questions were investigated by following the activity of 230 individual neurons from Tests T1 through T3. The waveform of the action potentials generated by each of these neurons was stable throughout the recordings (see Fig. 4H, i-iv) . As the proportions of NIS neurons were stable across these Tests whereas the proportions of IS neurons varied significantly (Fig. 3) , changes were sought in responsiveness of individual IS neurons. For simplicity, neurons were divided into two groups: IS neurons that responded to the imprinting stimulus and ''other neurons.'' The latter group includes neurons that responded to the nonimprinting stimulus as well as unresponsive neurons. The numbers of IS neurons at T1, T2, and T3 are shown in Fig. 4A . The patterns of change of neurons responding to the imprinting stimulus, or not doing so (other neurons) are followed from T13T2 (Fig. 4B) , and T23T3 (Fig. 4 C-E) . In relation to the monotonic hypothesis, aspects of these findings may by summarized in the following way.
Consistent with the monotonic hypothesis, 31 of the neurons 5.2, *, P ϭ 0.023). At T4 the proportion of neurons responsive to the IS was significantly less than the pooled proportions at T2 and T3 (BEM 1 2 ϭ 4.5, P ϭ 0.034) and was not significantly different from that at T1. At T5 the proportion of neurons responsive to the IS was significantly higher than that at T1 (BEM 1 2 ϭ 20.8, ***, P Ͻ 0.001) and that at T4 (BEM 1 2 ϭ 4.9, P ϭ 0.027).
that responded to the imprinting stimulus after the first period of training, at T2, had not been responsive to it before training, at T1 (Fig. 4B) . However, the hypothesis cannot adequately account for the overall pattern of change because it predicts that: (i) all 32 IS neurons at T2 should continue to respond to the imprinting stimulus at T3, and (ii) all 16 neurons responding to the imprinting stimulus before training should remain responsive to that stimulus at T3. The data (Fig. 4 D and E, respectively) do not support these predictions (approximation from binomial distribution: t ϭ 7.8, P Ͻ 0.001 for the comparison of 32 IS neurons at T2 of which only 11͞32 remain IS neurons at T3; t ϭ 10.6, P Ͻ 0.001 for the comparison of 16 IS neurons at T1 of which only 2͞16 remain IS neurons at T3), and (iii) of the 11 neurons that maintained their responsiveness to the imprinting stimulus at T2 and T3 (Fig. 4D) , the magnitude of their response at T3 should either be the same as, or greater than at T2. In fact, their responses at T3 were significantly lower overall than at T2 (sign test, P ϭ 0.012). In all three cases, therefore, the monotonic hypothesis is rejected.
Assuming that the fluctuations in percentages of neurons responding to the imprinting stimulus reflect physiological processes, what might these processes be? One possibility is that a population of neurons becomes responsive to this stimulus, then permanently ceases to do so as another population becomes engaged, and so on-but with a dearth of them responding at T4. In this view, the population of neurons responding to the imprinting stimulus at T5 would be different from the population that responded at, e.g., T2. Another possibility is that individual neurons become responsive after training, but their responsiveness wanes and waxes over time. This possibility was investigated by inquiring whether the proportion of neurons that respond to the imprinting stimulus at T5 and T4 could be predicted by making simple assumptions based on the data from the sample population of the 230 neurons tracked from T1 through T3.
To determine the proportion of responses expected at T5 (Ϸ21 h after the end of training), it is assumed that if a neuron responded to the imprinting stimulus after a period of training, i.e., at T2 or T3, it will respond to that stimulus again at T5 (Fig.  4F) . With this assumption, the extrapolated proportion of IS neurons, 51͞230 (22.2%) is very close to the observed proportion of 55͞251 (21.9%) (Fig. 4F) . The extrapolated number of IS neurons at T5 (51͞230 ϫ 251 ϭ 55.65) closely predicts the observed number (55 neurons). To determine the proportion of IS neurons expected at T4 (Ϸ4.5 h after the end of training), it is assumed that there will be continuity at T4 of the pattern of stability and fluctuation in the responses to the imprinting stimulus observed after training, at T2 and T3 (Fig. 4 D and E) . In each set of three waveforms (e.g., i), each waveform (left to right) is reconstructed from activity in Tests T1, T2, and T3, respectively. Each neuron was sampled from a different chick. Neurons responded as follows: (i) IS neuron at T1 and T2, and other at T3, (ii) other at T1, IS at T2, and other at T3; (iii) other at T1 and T2, and IS at T3; and (iv) IS at T1, other at T2, and IS at T3. The averaged action potential waveforms superimposed in 1 have been reconstructed from activity simultaneously sampled through a single microelectrode. Those in 2 were also simultaneously sampled through a single microelectrode, although from a different chick. In both 1 and 2, the two neurons were differentially responsive, one (dashed line) responding to the RB but not to the BC, and the other (dotted line) responding to the BC but not to the RB.
Thus a proportion of neurons responding to the imprinting stimulus at T2 also responded to it at T3. There were 11 such ''stable'' IS neurons (Fig. 4D) , i.e., 11͞31 or 0.355 of the 31 recruited IS neurons of T2. Hence, assuming that the same proportion of the 19 neurons recruited to respond to the imprinting stimulus after the second training period (Fig. 4E ) also will be stable IS neurons, 0.355 of these 19 neurons, i.e., 6.74 neurons, should respond as IS neurons at T4. The total number of IS neurons at T4 (Fig. 4G) should therefore be 6.74 ϩ 11 ϭ 17.74, giving an expected proportion of 17.74͞230 or 7.7%. The observed percentage was 9.3% (100 ϫ 40͞431). The predicted number of IS neurons at T4 is 33.24 (ϭ 17.74͞230 ϫ 431), whereas the observed number was 40.
A goodness of fit 2 test comparing the observed numbers of IS neurons at T4 and T5 to the extrapolated numbers was not significant, giving no grounds for rejecting the model's fit ( 1 2 ϭ 1.38 , 0.2 Ͻ P Ͻ 0.3). The close match between observed and predicted values favors the hypothesis that through imprinting, some neurons come to respond to the imprinting stimulus, cease to do so and then after several hours respond once more. During these hours learning-related changes in gene expression occur in IMHV (13, 17, 21) .
Discussion
Previous work has examined the effects of imprinting on the responsiveness of neurons in a region (IMHV) of the chick brain known to be a memory store for the learning process of imprinting. In those studies, exposure to an imprinting stimulus led to a large and highly significant increase in the proportion of IMHV neurons responding to that stimulus the day after training. In the present study, we have confirmed these findings but found that for most IMHV neurons responding to the imprinting stimulus after training, the changes in responsiveness are highly nonmonotonic. Training initially enhances the responsiveness of some IMHV neurons to the imprinting stimulus, the responsiveness of most of them wanes, and, we propose, recovers again after several hours. What might underlie this sequence of changes in responsiveness?
The initial increase in the number of neurons responding to the imprinting stimulus could occur through a strengthening of synapses in the neural pathways mediating the activity evoked by that stimulus: synapses that at T1 were subthreshold for activating IMHV neurons became suprathreshold after the first period of training, at T2 (Fig. 4B, 31 neurons) much as Hebb (3) envisaged. However, only 11 of these neurons remained responsive to the imprinting stimulus after the second training period; the remaining approximately two thirds ceased to respond to the stimulus at this Test (Fig. 4D) . What might account for this waning of responsiveness? Of the 32 neurons that responded to the imprinting stimulus at T2, 21 ceased to do so at T3. Of these 21, six came to respond at T3 to the nonimprinting stimulus whereas 15 became unresponsive to both stimuli. If the failure of responsiveness of these 15 neurons were attributable to postsynaptic inhibition of the recorded neurons, the mean prestimulus spontaneous activity (the firing rate in the 4 s before stimulus onset) of all 15 neurons would be expected to be significantly lower at T3 than at T2. This was the case for only one of them. The response failure of the remaining 14 neurons is therefore unlikely to be brought about by postsynaptic inhibition. Other possibilities are desensitization of receptors in the recorded neurons (38, 39) or a reduction in the amount of transmitter released by the presynaptic input (40) . Whatever the reason for the failure to respond, such neurons may become unavailable for incorporation into any other memory system that may be established during their period of unresponsiveness. This unresponsiveness may afford a recently acquired trace some protection from disruption by subsequent learning.
We have suggested that neurons which respond to the imprinting stimulus at T2 or T3 come to respond to the stimulus again at T5. The extrapolated percentage of neurons responding to the imprinting stimulus, based on this assumption (22.2%), is very close to that observed (22.9%). What factors might affect the proposed recovery? Neuronal Test T4 ended Ϸ8.5 h and neuronal Test T5 began Ϸ24.5 h after the beginning of training. Each chick spent all of the intervening Ϸ16 h in its own compartment of the warm (34°C), dark incubator. It is likely that, during some or much of this time the chick was asleep; often in other similar experiments when chicks in the incubator have been inspected under dim green light, their heads are f lexed and their eyelids closed. A number of studies in mammals, including humans have suggested that, during sleep, the memory of newly learned information is stabilized (41-43) with different phases of sleep being associated with the stabilization of different forms of memory (44, 45) . The stabilizing effects are thought to be mediated by f luctuations in the activity of different neuromodulatory systems (e.g., noradrenergic, serotonergic, cholinergic) and in the levels of plasma glucocorticoids (45, 46) that have been implicated in memory consolidation in mammals (47) and birds (see ref. 7 , pp. 218 -221). Although it is not known whether any of these factors play a role in enhancing IMHV neuronal responsiveness to the imprinting stimulus from T4 to T5, there is evidence that brief exposure to such a stimulus is followed by an increase in the amount of time spent by young chicks in paradoxical sleep (48) .
The long rest period between T4 and T5 contrasts with the shorter period of Ϸ2.75 h between the end of T3 and the start of T4. At the end of T3, each chick was returned to the incubator for Ϸ45 min after which the chick was given the preference test (see Materials and Methods). This test lasted Ϸ30 min after which the chick was again returned to the incubator where it remained for Ϸ1.5 h. It is possible that these disturbances prevented the chick from sleeping long enough for the putative effects of sleep to be exerted on the memory trace. These considerations raise the possibility that: (i) training transiently increases the strength of a specific set of synapses mediating the response to the imprinting stimulus; (ii) these synapses are in some way "labeled" even though their strength attenuates, and (iii) the strength of these synapses is again enhanced several hours after training through the actions of neuromodulatory substances including glucorticoids engaged during sleep.
When chicks' preferences are tested 8-10 h after training they prefer the training stimulus. † At this time, the proportion of neurons in IMHV that respond to the imprinting stimulus has fallen to the pretraining level, suggesting that IMHV neurons do not then provide the signals necessary for the imprinted stimulus to be recognized. By this time, Ϸ8 h after the start of training, the storage system SЈ is functioning. SЈ is formed after and in parallel with the store in IMHV (23) (24) (25) (26) (27) , is able to sustain an imprinted preference in the absence of IMHV, and would be expected to do so when IMHV neurons cannot provide the information necessary for recognition. If the kind of variation in neuronal responsiveness found in IMHV is found in other memory systems, they may well incorporate a store such as SЈ, out of phase in its formation and in parallel with an equivalent structure to IMHV. The topic of late-developing stores is of considerable current interest (49) (50) (51) .
We have tracked the changes in neuronal responses that occur with learning in a real memory system both in individual neurons and in population measures of neuronal responsiveness. These changes are surprisingly nonlinear. Our findings present a challenge to current ideas concerning cellular mechanisms of mem-ory, in particular those that assume that, through learning, the strength of synapses and hence the responsiveness of neurons in a memory system increase monotonically to a stable asymptote (3, (35) (36) (37) .
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