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Abstract—In this paper, after analyzing the reasons of poor 
generalization and overfitting in neural networks, we 
consider some noise data as a singular value of a continuous 
function - jump discontinuity point. The continuous part can be 
approximated with the simplest neural networks, which have 
good generalization performance and optimal network 
architecture, by traditional algorithms such as constructive 
algorithm for feed-forward neural networks with incremental 
training, BP algorithm, ELM algorithm, various constructive 
algorithm, RBF approximation and SVM. At the same time, we 
will construct  RBF neural networks to fit the singular value with 
every  error in 2 ( )dL  , and we prove that a function with m  
jumping discontinuity points can be approximated by the 
simplest neural networks with a decay RBF neural networks in 
2 ( )L  by each   error, and a function with m  jumping 
discontinuity point (x), x dy f E    can be constructively 
approximated by a decay RBF neural networks in 2 ( )dL  by 
each 0   error and the constructive part have no 
generalization influence to the whole machine learning system 
which will optimize neural network architecture and 
generalization performance, reduce the overfitting phenomenon 
by avoid fitting the noisy data. 
 
Keywords—neural network architecture, decay RBF neural 
networks, overfitting,  generalization. 
I. INTRODUCTION 
Neural Networks have attracted increasing attention from 
researchers in many fields, including information processing, 
computer science, economics, medicine and mathematics, and 
have been used to solve a wide range of problems such as data 
mining, function approximation, pattern recognition, expert 
system and data prediction etc. The widespread popularity of 
neural networks in many fields is mainly due to their ability to 
approximate complex multivariate nonlinear functions directly 
from the input samples. Neural networks can provide models 
for a large class of natural and artificial phenomena that are 
difficult to handle using classical parametric techniques. 
One of the most important problems that neural network 
designers face today is choosing an appropriate network size 
for a given application. However, the process of selecting 
adequate neural network architecture for a given problem is 
still a controversial issue. 
 
 
 
And it is empirically known that the problem is 
particularly serious when the size of the network is large. 
When a network is trained with noisy data, it may have a very 
small training error that is caused by fitting the noise rather 
than the true function underlying the data. In such 
situations, the generalization error tends to be larger than its 
optimal level because the trained network may deviate from 
the true function[1]. We also call this phenomenon overfitting 
[2-5]. 
The overfitting problem is a critical issue that usually leads 
to poor generalization [6-8]. One of the main reasons of over-
fitting is the excessive noise data or singular value in the 
practical problems [9, 10]. So the traditional methods of 
processing noise data is to remove noise data before 
approximation through various algorithms such as wavelet 
transform [11-14], principal component analysis [15, 16] and 
various filtering algorithms [17-20]. But sometimes, the 
"noisy" data we think of ways to remove is often some 
singular value of a process which contains important 
information [21]. 
In this paper, we will consider some noise data as a singular 
value of a continuous function - jump discontinuity point. The 
continuous part can be approximated using less size neural 
network, which have optimal architecture and good 
generalization performance, by traditional algorithms such as 
constructive algorithm for feedforward neural networks with 
incremental training [22, 23], BP algorithm [24, 25], ELM 
algorithm [26, 27], various constructive algorithm[28-30], 
RBF approximation [31-33] and SVM [34]. At the same time, 
we will construct a RBF neural network to fit the singular 
value with every error in 2 ( )dL  , and then the whole network 
will have optimal architecture and generalization. 
  This paper is organized as follows; Section 2 investigates 
the phenomenon of neural network overfitting caused by noisy 
data. Section 3 gives some previous works on approximation 
of functions by neural networks. Section 4 investigates 
constructive multidimensional approximation of a function 
with one jump discontinuity point. Theorems 6-9 are proved. 
Section 5 investigates constructive multidimensional 
approximation of a function with finite number of jump 
discontinuity point, Theorems 10-13 are proved. Section 6 
provides some conclusions. 
II. THE PHENOMENON OF NEURAL NETWORKS OVER-FITTING 
CAUSED BY NOISY DATA 
Overfitting is a well-known generalization problem for 
neural network due to the finite training set, which greatly 
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reduce its generalization ability in practical applications [35]. 
But one of the important factors to cause overfitting is noisy 
data[36]. In the real world, some underlying function 
relationship between the input and desired output are simple, 
but the sample data are always corrupted by noise to some 
degree. Consequently learning with noisy data would need too 
many hidden neurons and then results in poor generalization 
ability. We will describe this phenomenon through a simple 
experiment. 
Example: the following sample dataset A  comes from the 
function cosy x  which contained 60 points (Fig.1). And 
sample dataset B comes from function  
1
cos
( )
2
x x
y f x
x


    
, 
which has a noise data in function cosy x and also contained 
60 points (Fig.2).  
 
 
Fig.1 sample dataset A  comes from function cosy x  
 
Fig.2 sample dataset B  comes from function 1( )y f x  
In the following experiments, we will approximate the 
dataset A  and B using traditional single hidden layer 
feedforward neural networks trained by BP algorithm. 
Although there are many variants of BP algorithm, a faster BP 
algorithm called Levenberg-Marquardt is used in our 
experiments. All the experiments are carried out in MATLAB 
7.10 (R2010a) environment running in a Intel(R) Core(TM) 
i3-2120 3.30GHz CPU. We will use 54 points of the dataset to 
train the neural networks and the other 6 points to test the 
networks. 
In the experiments, we will compare the following 
performance index: training time; the ratio of the training time 
with the training time of dataset A (RTT) 
training time of dataset BRTT
training time of dataset A
 ; 
training and testing  root mean square error (RMSE) 
2
0
1 ( ( ) )
1
n
i i
i
RMSE f x y
n 
     
where iy  is the output value of the neural networks in the 
simulation  point; the ratio of training RMSE (RTRR) 
trainging time of dataset BRTRR
training time of dataset A
  
the ratio of testing RMSE (RTER) 
testing time of dataset BRTER
testing time of dataset A
  
and the number of the hidden neurons. 
 
Fig.3 training and testing to dataset A with 4 neurons 
 
In Fig.3, the neural network only need 4 hidden neurons to 
fit the function cosy x very well with 0.234 CPU training 
time, 79.2318 10 training RMSE and 0.00026123 testing 
RMSE. 
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Fig.4 training and testing to dataset B  with 4 neurons 
 
In Fig.4, because there is one noise point in dataset B , 4 
hidden neurons in the neural networks is not enough to fit the 
dataset B , which it spent 5.8926 CPU time to train the 
networks with 0.012537 training RMSE that is 13580 times of 
that in Fig.3, and 0.0057322 testing RMSE which is 21.943 
times of that in  Fig.3. 
So we increased hidden neurons to 10 to fit it well, in Fig 5, 
it spent 2.4024 CPU time to train the networks with 
79.9419 10 training RSME which is almost equals that in Fig.1, 
but the testing RMSE is 0.00083815 that is larger 3.2085 
times than that in Fig.1. So with the increase of the complexity 
of the networks and the precision of training RMSE, the 
generalization of the neural networks was reduced instead 
because of the noise data. 
The results above three experiments are concluded into the 
table 1. 
 
Fig.5 training and testing to dataset B  with 10 neurons 
 
 
In this paper, the dataset with noisy data is divided into two 
parts, one part contains simple function relationship, and the 
other part consists of jumping discontinuity points. The first 
part can be approximated with the optimal neural network 
architecture, which has less number of hidden neurons and 
good generalization performance, by traditional algorithm 
such as BP, ELM and SVM. At the same time, we will 
construct a RBF neural network to approximate the singular 
value with every   error in  2 ( )dL   which has no influence to 
the generalization of the first part and the whole neural 
networks. 
III. PREVIOUS WORKS ON APPROXIMATION OF FUNCTIONS BY 
NEURAL NETWORKS 
There are many good results on approximation of 
continuous functions relationship without noisy data by neural 
networks that have best performing architecture and well 
generalization by properly using traditional algorithm such BP, 
ELM, SVM and some constructive approaches. 
Let : .    Define 
 ( ) (w.x ) : , w,x ,d dspan b b                  (1) 
Then ( )dN   if and only if 
j
0
(x) (w .x )
n
j j
j
N c b

  ,                         (2) 
where , 0, ,jc j n   are real numbers and n  is a positive 
integer. 
We say that   is a sigmoid function, if it verifies 
lim ( ) 0
t
t   and lim ( ) 1t t  , then (2) is called single-layer 
feed-forward neural network. If 0(x) ( x-x )   dx , we 
call (x)  RBF function, then (2) is called RBF neural 
networks. 
  In the case of continuous functions we have the following 
density results 
Theorem 1([37]) Let ( )C   . Then ( )d   is dense in 
( )dC   in the topology of uniform convergence on compact if 
and only if   is not a polynomial. 
Corollary 1([38]) (x) ( )dy f C    can be approximated by a 
simplest neural networks (such as with Minimum number of 
TABLE I 
PERFORMANCE COMPARISON FOR DATASET A WITH B 
Performance
 
 
 
 
Dataset 
Training Testing 
Neurons
Time RTT RMSE RTRR RMSE RTER
A 0.234 1 79.2318 10  1 0.00026123 1 4 
B 5.8968 25.2 0.012537 13580 0.0057322 21.943 4 
B 2.4024 10.267 79.9419 10  1.0769 0.0008318 3.2085 10 
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hidden neurons). 
In the case of not necessarily continuous functions we also 
have some density results. 
Theorem 2([39]) Let   be bounded, measurable and 
sigmoidal. Then ( )d   is dense in 1([0,1] )dL . 
  The following theorem is a generalization of the above 
results. 
Theorem 3([40]) Let   be a Lebesgue measurable function, 
not a.e. equal to a polynomial, satisfying ( )
pb
a
x dx    for all 
,a b . Let K be a compact set in d . Then for any function 
( ) ( 1)pf L K p  and every 0  , there is a network 
( )dN   such that 
,K p
N f   , 
where 
1
,
( ( ) )
p p
K p K
g g x dx  . 
For RBF neural networks we have the following results. 
Theorem 4([31]) Let   be a RBF function, Then for any 
function ( ) ( 1)pf L p  and every 0  , there is a network 
( )dN   such that 
pN f   , 
where 
1
( ( ) )
p p
pg g x dx  . 
Theorem 5([28]) 1. Let x [ , ]k ka b   , and (x)f  be a 
multivariate continuous function ,  x [ , ]ki a b  0,1, ,i n   
be an uniform grid partition to [ , ]ka b , where [ , ]a b  is divided  
to s equal partition , and arrange by breadth-first such that  
0 1x ,x , , xn  ( kn s ). Then 
1 1 1
2 2
x xi i
k
b a b a
sn

    . 
2.  A depends on  n， that is ( )A A n . 
3.  The real numbers if  are the images of x i  under a 
multivariate continuous function (x)f , that is (x ),i if f  
0,1, 2, ,i n   . 
    For each 0  , we can construct a decay RBF neural 
network (x, ( ))aW A n , and there exists a function ( )A n  and a 
natural number N  such that , when n N , we have 
(x) (x, , ( ))af W n A n   , 
for all x [ , ]ka b .  
The above theorems on approximation of continuous 
function can be carried out by many traditional machine 
learning systems with good generalization such as in Fig.3. 
IV. CONSTRUCTIVE MULTIDIMENSIONAL APPROXIMATION OF 
A FUNCTION WITH ONE JUMP DISCONTINUITY POINT 
In this section, we introduce a new constructive approach to 
reduce the overfitting phenomenon of machine learning 
system, especially neural networks, which can reduce the 
hidden neurons to optimal neural network architecture. The 
sample dataset with one noisy data is divided into two parts, 
the first part is considered to come from a simple continuous 
function. The other part is consisted of noisy data and is 
considered as one jumping discontinuous point of the 
continuous function. Then we can use many traditional 
methods to fit the continuous function with optimal 
architecture and  good generalization, for the noisy part, we 
can construct a decay RBF neural network to fit it without 
influence the generalization to the first part and the whole 
machine learning system. 
Definition 1. Consider ( )x  be a continuous real function, 
also the condition is given as 
2
lim ( ) 0 ( )x
x
x o e    , and (0) 0  . We 
call ( )x  is a decay RBF, and the decay RBF neural networks 
(DRNNs) can be written as 
0
( x ) ( x ), x ,
n
k
j j j j
j
N W c t t R 

   ,       (3) 
  where ,j jt  are inner weights, jc  outer weights 
respectively, and for 2 ( )L   , 12 2( ( ) )
R
x x t dt   
As we known that Gaussian function 2( ) xx e   and wavelet 
functions, e.g. Mexican Hat wavelet 21/ 4 2 / 2( ) (2 / 3) (1 ) xx x e      
and Morlet wavelet 2 / 2( ) (2 / 3) cos5xx e x   belong to decay 
RBF. The definition and nature of wavelet function are 
introduced in [41, 42]. 
Replace ( ) ( ) / (0)x x   to (3), we can get (0) 1  , 
lim ( ) 0
x
x

  then we can rewriting (3) as follow 
0 0 0
( x )
(x) ( x ) (0) ( x )
(0)
n n n
j j
j j j j j j j
j j j
t
NW c t c k t
       
        
Lemma 1 . Consider ( )x is a decay RBF function, there exist 
real numbers 1k , 2k  and positive real number A , such that 
when x A , we have 2 21 2( )x xk e x k e   , and ( )x  is 
bounded in   
Proof, as 
2
lim ( ) 0 ( )x
x
x o e 

  , then 2( )lim xx
x k
e

  , and for each 
0   there exists a positive real number A , such that when 
x A , we have 2( )xx ke
    , that is, 2
( )
x
x k
e
     , 
then 2
( )
x
xk k
e
      and  
2 2 2 2
1 2( ) ( ) ( )
x x x xk e k e x k e k e           .□ 
Now, consider (x) x dy f   is continuous except 0x=x , 
that is meaning, 
0
0x x
lim (x) (x )f f

 , We can decompose (x)f  
as two parts (x)cf  and (x)df , it`s shown as (x) (x)cf f , 
(x)df where  
0
0
0x x
(x) x x
(x) lim (x) x xc
f
f f
  
 is continuous and  
0
0
0 0 0x x
0 x x
(x) (x ) lim (x) x xdf f f h
    
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Example 1: for one-dimensional function: 
cos
( )
2
x x
y f x
x


      
 
Fig.6 the figure of function ( )y f x  
( )f x can be decomposed as to ( )cf x  and ( )df x , that is 
meaning ( ) ( ) ( )c df x f x f x  , where 
( ) coscf x x  and 0( ) 1d
x
f x
x


    
Example 2: 2-D function ( , )z f x y  
2 2
2 2
2 2
2 2
sin
0
2 0
x y
x y
z x y
x y
       
 
 
Fig.7 the figure of function ( , )z f x y  
We can decompose ( , )f x y  to ( , )cf x y  and ( , )df x y , so 
( , )f x y can be denoted as ( , ) ( , ) ( , )c df x y f x y f x y  ,  where  
2 2 0
2 2
2 2
( , )
( , ) lim ( ) 01
0
,c
x y
x y
x y
f x y
f x y f x y
 
  

 
 is continuous and  
2 2 0
2
0
2
2 2
0
( , ) (0,0) lim ( ,
0
) 01d
x y
f x y f f x
x
xy h
y
y
 
 
 
    
 
Theorem 6 For each 0  , there exists a constructive RBF 
neural networks (x, )dNW A  and a positive real number A , 
such that when A A we have 
(x) (x, )d df NW A    
Proof, consider 0 0(x, ) ( x x )dNW A h A   is a RBF neural 
networks with one neuron, so  
0 0 0 0(x , ) ( x x )dNW A h A h    
0
0
12
2
0 0
12
2
0 0
12
2
0 0x x
12
2
0x x
(x) (x, ) (x, )
( ( x x ) x)
( ( x x ) x)
[( ( x x ) x)
( ( x x ) x) ]
d d d
R
R
f NW A NW A
h A d
h A d
h A d
A d






 
 
 
 
 
 
 




 
By Lemma 1, (x) 0M   ,then 
0
12
2
0 0 0x x
[( ( x x ) x)
2
h A d h M
      , only if 02 h M
  , 
and when 0 1x xA A   that is, 1 1
0x x
A AA   , we can get  
0
2 2 2 2
2
12
2
0 0x x
x x
0 2 0 2
0 2 0 2x
( ( x x ) x)
A A
R R
R
h A d
h k e dx h k e dx
h k h k
e dx
A A
 
 
 
 


 
  

 

, 
Then ,when 0 2h kA  , we can get 
(x) (x, )
2 2d d
f NW A       .□ 
Remark 1, the decay neural network (x, )dNW A  can be 
constructed to fit the noisy data without influence to the 
generalization of whole machine learning. 
Theorem 7  A function with one jumping discontinuity point 
can be repaired to a continuous function in 2 ( )L   by decay 
RBF neural networks with each   error. 
Poof, It is obvious by Theorem 6.□ 
For Example1, function  
cos
2
x x
y
x


     
can be repaired by  2 2( )cos A xy x e    with Gaussian RBF 
function 2xe for each   when 1A A , having y y    
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Fig.8 The repaired approximation of function ( )y f x  with 
decay RBF neural networks 
Example2, The function  
2 2
2 2
2 2
2 2
sin
0
2 0
x y
x y
z x y
x y
       
 
can be repaired by 2 2 2( )( , ) A x ycz f x y e   with Gaussian RBF 
function 2 2( )x ye  for each   when 1A A , having z z    
 
Fig.9 The repaired approximation of the function ( , )z f x y  
with decay RBF neural networks 
Theorem 8  A function with one jumping discontinuity point 
can be approximated by a simplest neural networks with a 
decay RBF neural networks in 2 ( )L  by each   error. 
Poof. It is obvious by theorem 4 and Corollary 1 
Theorem 9  A function with one jumping discontinuity 
point (x), x dy f E     can be constructively fitted by a 
decay RBF neural networks in 2 ( )dL  by each 0   error. 
Poof,  As (x) (x) (x), (x) ( )dc d cf f f f E C     , from theorem 
4, for each 0  , we can construct a decay RBF neural 
network (x, )cNW A , and there exists a natural number 1A  such 
that , when 1A A , we have 
(x) (x, )
2c c
f NW A   , 
for all x dE   .  
  And from Theorem 6 For each 0  , there exist a 
constructive RBF neural networks ( , )dNW x A  and a positive 
real number 2A , such that when 2A A we have  
( ) ( , )
2d d
f x NW x A   . 
Then when  0 1 2max ,A A A A   we have  
(x) ( (x, ) (x, ))
(x) (x, ) (x) (x, )
2 2
c d
c c d d
f NW A NW A
f NW A f NW A
  
 
   
  
        (4) 
And ( , ) ( , ) ( , )c dNW x A NW x A NW x A   is also a constructive 
RBF neural networks.□ 
Based on the above theorems, a sample dataset with one 
noisy point can be divided into two parts; the first part can be 
considered from a simple continuous function which can be fit 
by traditional machine learning system such as Fig.1, the noisy 
part can be fit by a decay neural network with constructive 
approach. Then the whole machine learning system has 
optimal architecture and well generalization of part one, which 
can reduced the overfitting phenomenon of machine learning 
system. 
V. CONSTRUCTIVE MULTIDIMENSIONAL APPROXIMATION OF 
FUNCTION WITH FINITE NUMBER OF JUMP DISCONTINUITY 
POINT 
The content of this section is the extension of Section IV to 
the situation of m noisy points which has the same conclusion 
of optimizing neural network architecture and generalization. 
Let (x) x dy f   has m jumping discontinuity points 
x 1,2, ,j j m   , that is, x xlim (x) (x )j jf f    1,2, ,j m  .We 
can decompose (x)f  to (x)cf  and (x)df , that is, (x) (x)cf f  
(x)df ,where  
  
x x
(x) x x 1,2, ,
(x) lim (x) x x 1,2, ,
j
j
c
j
f j m
f f j m
    

 ，       (5) 
is continuous and  
x x
0 x x 1,2, ,
(x) (x ) lim (x) x x 1,2, ,
j
j
d
j j j
j m
f f f h j m
      

       (6) 
Theorem 10 If (x) x dy f   has m jumping discontinuity 
points x 1,2, ,j j m   , that is,  
x x
lim (x) (x ) 1,2, ,
j
jf f j m     
 and (x) (x) (x)c df f f  such as (5) and (6), for each 0  , 
there exist a constructive RBF neural networks (x, )dNW A  and 
a positive real number A , such that when A A we have  
(x) (x, )d df NW A    
Proof, Firstly let
1
(x) (x)
m
d dj
j
f f

  , where  
x x
0 x x
(x) (x ) lim (x) x x
j
j
dj
j j j
f f f h
    
. 
Then for each jumping discontinuity point x j , by theorem 6, 
for each 0  , there exist a constructive RBF neural networks 
(x, ) ( x x )dj j jNW A h A   with one neuron and a positive real 
number jA , such that when jA A we have  
(x) (x, )dj djf NW A m
  . 
Then, we construct  
1 1
(x, ) (x, ) ( x x )
m m
d dj j j
j j
NW A NW A h A
 
    , 
when  1 2max , , , mA A A A A      , we have  
 7
1
(x) (x, ) (x) (x, )
m
d d dj dj
j
f NW A f NW A
m
m
 

  
 

□ 
Theorem 11  A function with m  jumping discontinuity point 
can be repaired to a continuous function in 2 ( )L   by decay 
RBF neural networks with each   error. 
Poof, It is obvious by Theorem 10. 
Theorem 12  A function with m  jumping discontinuity point 
can be approximated by a simplest neural networks and a 
decay RBF neural networks in 2 ( )L  by each   error. 
Poof, It can be proved similarly to Theorem 8. 
Theorem 13  A function with m  jumping discontinuity 
point (x), x dy f E     can be constructively 
approximated by a decay RBF neural networks in 2 ( )dL  by 
each 0   error. 
Poof, It can be proved similarly to theorem 9. 
VI. CONCLUSIONS  
In this paper, in order to optimize neural network 
architecture and generalization, after analyzing the reasons of 
overfitting and poor generalization of the neural networks, we 
presented a class of constructive decay RBF neural networks 
to repair the singular value of a continuous function with finite 
number of jumping discontinuity points. We proved that a 
function with m  jumping discontinuity points can be 
approximated by a simplest neural network and a decay RBF 
neural network in 2 ( )L  by each   error, and a function with 
m jumping discontinuity point (x), x dy f E     can be 
constructively approximated by a decay RBF neural network 
in 2 ( )dL  by each 0   error. Then the whole networks will 
have less hidden neurons and well generalization in the same 
of the first part.  
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