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Abstract
In this paper, we ﬁnd new conditions to ensure the existence of inﬁnitely many homoclinic
type solutions for the Schrödinger equation
−u+ V (x)u= g(x, u) for x ∈ RN .
Assuming V (x) and g(x, u) depend periodically on x, we deal with the situations where g(x, u)
is, as |u| → ∞, asymptotically linear, or superlinear with certain hypothesis different from ones
used in previous related study. Our approach is variational and we use the Cerami condition
instead of the Palais–Smale one for deformation arguments.
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1. Introduction and main results
This paper concerns the existence of inﬁnitely many solutions of the nonlinear
Schrödinger equation
{−u+ V (x)u = g(x, u) for x ∈ RN,
u(x)→ 0 as |x| → ∞. (NS)
This equation arises in applications from mathematical physics. Making a standing
wave ansatz, for instance, reduces the problem to that of studying (NS). Solutions of
(NS) can also be interpreted as stationary states of the corresponding reaction-diffusion
equation which models phenomena from chemical dynamics.
In their paper [10], Coti-Zelati and Rabinowitz dealt with the situation where V and
g satisfy the following assumptions:
(g0) V ∈ C1(RN,R), V (x) > 0 and is 1-periodic in xj for j = 1, . . . , N ;
(g1) g ∈ C2(RN × R,R) and g(x, u) is 1-periodic in xj for j = 1, . . . , N ;
(g2) g(x, 0) = 0 = gu(x, 0)
and, letting G(x, u) := ∫ u0 g(x, s) ds, 2∗ := 2N/(N − 2) for N3,
(f1) there are a1, a2 > 0 and s > 2 if N = 1, 2, s ∈ (2, 2∗) if N3 such that
|gu(x, u)|a1 + a2|u|s−2 for all (x, u);
(f2) there is  > 2 such that
0 < G(x, u)g(x, u)u for all x ∈ RN and u ∈ R \ {0}.
They established the existence of inﬁnitely many geometrically distinct solutions (with
more characterization) of (NS) via a novel variational argument (see also [3] for “multi-
bump” bounded states of (NS), and Séré [18] for a related argument on existence of
homoclinic orbits of Hamiltonian systems). Here two solutions u1, u2 of (NS) are said
to be geometrically distinct (or ZN -distinct) if u1 = ku2 for all k = (k1, . . . , kN) ∈ ZN ,
where (ku)(x) = u(x1 + k1, . . . , xN + kN).
Observe that condition (f2) implies that g grows at a superlinear rate as |u| → ∞,
and plays an important role in their argument for showing particularly the boundedness
of Palais–Smale sequences. This kind of technical condition was ﬁrstly introduced
by Ambrosetti and Rabinowitz [1] and often appears as necessary to use variational
methods when solving superlinear differential equations such as elliptic problems, Dirac
equations, Hamiltonian systems and wave equations. See also [2,4,5,13–15,20] (and their
references) for Schrödinger equations.
The main goal of this paper is to ﬁnd some new classes of nonlinearities to ensure
the existence of inﬁnitely many solutions of (NS) as [10]. We are interested in particular
in the cases where g(x, u) grows at an asymptotically linear rate or a superlinear rate
different from (f2) as |u| → ∞. Typical examples are the following:
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Example 1 (Asymptotically linear). G(x, u) := 12V∞(x)u2
(
1− 1ln(e+|u|)
)
where V∞(x)
is 1-periodic in xj and inf V∞(RN) > sup V (RN);
Example 2 (Superlinear). g(x, u) = a(x)u ln(1+ |u|) where a(x) > 0 is 1-periodic in
xj ;
Example 3 (Superlinear). G(x, u) = a(x)(|u|+(−2)|u|− sin2(|u|/)) where a(x)
is as above,  > 2 and 0 <  < −2 if N2,  ∈ (2, 2∗) and 0 <  < +N−N/2
if N > 2.
These examples do not satisfy (f2).
Firstly we state the asymptotically linear case. Setting  := inf V (RN),  :=
sup V (RN) and G˜(x, u) := 12 g(x, u)u − G(x, u), we assume (g0)–(g2) are satisﬁed
and instead of (f1)–(f2) the following assumptions hold:
(g3) G(x, u)0, and gu(x, u)→ V∞(x) as |u| → ∞ uniformly in x, where V∞(x) is
1-periodic in xj for j = 1, . . . , N and inf V∞(RN) > ;
(g4) G˜(x, u)0, and there is  ∈ (0, ) such that G˜(x, u) whenever g(x, u)/u−
.
Our ﬁrst result reads as
Theorem 1.1. If (g0)–(g4) hold, then (NS) has inﬁnitely many ZN -distinct solutions.
Clearly Example 1 satisﬁes (g0)–(g4). Indeed, we have
g(x, u) = V∞(x)u+
(
− V∞(x)u
ln(e + |u|) +
V∞(x)|u|u
2(e + |u|) ln2(e + |u|)
)
,
G˜(x, u) = V∞(x)|u|
3
4(e + |u|) ln2(e + |u|) .
We mention that the asymptotically linear conditions like (g3)–(g4) were used in
[19] for obtaining one solution of (NS), and in [11] (provided moreover a symmetry
assumption) for getting inﬁnitely many solutions, when 0 lies in a gap of the spectrum
(−+V ). We note also that certain asymptotically linear assumptions different from
ours were used in [8] for establishing existence of solutions of a class of parameter-
dependent elliptic problems in RN . In addition, in [21] Van Heerden obtained inﬁnitely
many solutions of (NS) in the asymptotically linear case with g being independent of x
(in particular, V∞(x) ≡ a, a constant greater than ¯). The main difference between [21]
and the present paper is that our arguments apply also to the problem with superlinear
nonlinearities like Example 2 (See Theorem 1.2 below).
Next we consider the superlinear situation. We assume
(g′3) G(x, u)0, G(x, u)/u2 →∞ as |u| → ∞, and |gu(x, u)|a1
(
1+|u|p−2) where
a1 > 0 and p > 2 if N = 1, 2, p ∈ (2, 2∗) if N3;
(g′4) G˜(x, u) > 0 if u = 0, and
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(1) G˜(x, u)a2u2 if |u|R,
(2) (g(x, u)/u)a3G˜(x, u) if |u|R,
where R, a2, a3 > 0 and  > 1 if N = 1,  > N/2 if N2.
We have the following result.
Theorem 1.2. If (g0)–(g2) and (g′3)–(g′4) hold, then (NS) has inﬁnitely many ZN -
distinct solutions.
Remark that (g′3) implies that G is nonnegative and g is superlinear and subcritical.
(g′4)-(2) is equivalent to
G(x, u)
(
1
2
− |g(x, u)|
−1
a3|u|+1
)
g(x, u)u for |u|R.
Examples 2 and 3 verify (g1)–(g2) and (g′3)–(g′4). In fact, it is trivial for Example 2.
To check Example 3 note that
G˜(x, u)
|u|− =
− 2
2
a(x)
((
1+ sin (2|u|

))|u| + (− 2− ) sin2 ( |u|

))
,
hence, there exist c1, R > 0 such that
G˜(x, u)c1|u|− for all |u|R,
consequently (g′4)-(1) holds. Since |g(x, u)|c2|u|−1 for all |u| large, taking  = −−2 ,
we get also (g′4)-(2).
If (g1)–(g2) and (g′3) are satisﬁed, and there is q2 with qp < 2(q+N)/N such
that lim inf |u|→∞ G˜(x, u)/|u|q > 0, then g(x, u) satisﬁes also (g′4).
If (f1) and (f2) hold then (g′3) and (g′4) are satisﬁed. (g′3) and (g′4)-(1) are apparent.
To check (g′4)-(2), note that (f1) implies G˜(x, u)c1|u|s . Since s/(s− 2) > N/2, one
can take N/2 <  < s/(s−2) such that G˜(x, u)−1/|u|2c2|u|(s−2)−sc3. By (f2),
g(x, u)u 2−2 G˜(x, u), hence
(
g(x, u)
u
)

(
2
− 2
)
G˜(x, u)−1
|u|2 G˜(x, u)c4G˜(x, u).
Our arguments are variational. The solutions are obtained as critical points of the
functional associated to (NS):
(u) :=
∫
RN
(
1
2
(
|∇u|2 + V (x)u2
)
−G(x, u)
)
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deﬁned on E = H 1(RN). Under the assumptions  possesses the “Mountain-Pass”
structure. We do not know in our situations whether the Palais–Smale sequences for
 are bounded. However, we can check that any Cerami sequence is bounded. Recall
that a sequence (un) ⊂ E is called a Cerami sequence at level b ((C)b-sequence, for
short) if (un) → b and (1 + ‖un‖)′(un) → 0 as n → ∞ (see [6]). Thus any
(C)b-sequence is a bounded Palais–Smale sequence, and consequently it concentrates,
invoking a concentration argument, to a certain set consisting of sums of critical points
of  below the level b. This enables us to establish some deformations we need. The
idea here is to consider the ﬂow associated to certain vector ﬁeld of the form, roughly,
V(u) ∼ −V (u)/(1+‖u‖) where V (u) is the usual pseudo-gradient vector ﬁeld. It is here
a subtle analysis on the ﬂow is needed due to taking into account the (C)b sequences
other than the Palais–Smale ones. With these technical results we arrive ﬁnally at the
proofs of the main results as in [10].
The paper is organized as follows. In next section, we prove mainly that any (C)b-
sequence is bounded. Then in Section 3, we establish deformations of the levels of .
Finally, in the last section we show the proofs of the main results.
2. Preliminaries
Let E = H 1(RN) be equipped with the inner product
(u, v) =
∫
RN
(∇u∇v + V (x)uv)
and the associated norm ‖u‖ = (u, u)1/2. It is known that E ↪→ Ls(RN) continuously
for s ∈ [2, 2∗], and locally compactly for s ∈ [1, 2∗).
Let S := −+ V , the selfadjoint operator on L2(RN). It is known by (g0) that the
spectrum (S) is absolute continuous, and, setting  := inf (S), one has
 (2.1)
and
|u|22‖u‖2 for all u ∈ E. (2.2)
On E we deﬁne the functional
(u) := 1
2
∫
RN
(
|∇u|2 + V (x)u2
)
−
∫
RN
G(x, u)
= 1
2
‖u‖2 −
∫
RN
G(x, u).
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Then  ∈ C1(E,R) and its critical points are solutions of (NS) (cf. [10]). Let a :=
{u ∈ E : (u)a},b := {u ∈ E : (u)b} and ba = a ∩ b for all ab.
Set K := {u ∈ E : ′(u) = 0}, Ka = K ∩ a, Kb = K ∩ b, Kba = K ∩ ba and
K(a) = Kaa .
Lemma 2.1. Assume (g0)–(g2) and either (g3)–(g4) or (g′3)–(g′4). Then (u) = 12‖u‖2
+ o(‖u‖2) as u→ 0.
Proof. This follows easily from that for any ε > 0 there is Cε > 0 such that
G(x, u)εu2 + Cε|u|p for all (x, u) (2.3)
by assumptions. 
As a consequence, we have
Lemma 2.2. Under the assumptions of Lemma 2.1, there exist 	, 
 > 0 such that
(u) > 0 for all u ∈ B	(0) \ {0}, and inf (B	(0))
.
In the asymptotically linear case, it follows from (g3) and (2.1) that
 < 0 := inf V∞(RN),
hence we can take ¯ satisfying  < ¯ < 0. In the superlinear case we take arbitrarily
¯ > . Set Y0 := (E¯ − E)L2 where {E :  ∈ R} denotes the resolution of S. Since
V (x) is 1-periodic, A commutes k for all k ∈ ZN and so Y0 is an inﬁnite dimensional
subspace of E. Moreover, it follows from (2.2) and the choice of ¯ that
|u|22‖u‖2 ¯|u|22 for all u ∈ Y0. (2.4)
Lemma 2.3. Under the assumptions of Lemma 2.1, for any u ∈ B1(0)∩ Y0, lims→∞
(su) = −∞.
Proof. Firstly, we consider situation (g0)–(g4). Arguing indirectly, assume that, for
some u ∈ Y0 with ‖u‖ = 1, there is a sequence sn → ∞ such that (snu) − C for
some C > 0 for all n. Set
f (x, u) := g(x, u)− V∞(x)u and F(x, u) =
∫ u
0
f (x, s) ds.
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By (g3) and (2.4)
−C
s2n
 (snu)
s2n
= 1
2
− 1
2
∫
RN
V∞(x)u2 −
∫
RN
F (x, snu)
s2n
 −1
2
(
0
¯
− 1
)
−
∫
RN
F (x, snu)
s2n
.
Since F(x, u)/u2 → 0 as |u| → ∞,
|F(x, snu)|
s2n
Cu2 and F(x, snu(x))
s2n
→ 0 a.e.
It follows from the Lebesgue dominated convergence theorem that
∫
RN
F (x, snu)
s2n
→ 0.
Hence
−C
s2n
 − 1
2
(
0
¯
− 1
)
−
∫
RN
F (x, snu)
s2n
→ −1
2
(
0
¯
− 1
)
which is a contradiction.
Next, assume (g0)–(g2) and (g′3)–(g′4) hold. By (g′3) there is b > 0 such that
G(x, u)− ¯
2
|u|2 > 0 for all |u|b.
Let b be the characteristic function of the set {u ∈ R : |u|b}. Set
Fb(x, u) := b(u)
(
G(x, u)− ¯
2
u2
)
.
Then
G(x, u)G(x, u) := ¯
2
|u|2 + Fb(x, u)
and
(u)˜(u) := 1
2
‖u‖2 −
∫
RN
G(x, u)
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for all u ∈ E. Repeating the previous argument with G replaced by G we obtain the
conclusion for ˜, and hence for . 
In what follows we say that (un) ⊂ E is a vanishing sequence if, for each r >
0, limn→∞ supa∈RN
∫
Br(a)
|un|2 = 0, and (un) is a nonvanishing sequence if there
are r,  > 0 and (an) ⊂ RN such that lim supn→∞
∫
Br(an)
|un|2. Clearly, in the
nonvanishing case we may assume (an) ⊂ ZN by enlarging r if necessary. In the
following two lemmas we establish the boundedness of (C)c-sequences corresponding
to the asymptotically linear and superlinear cases, respectively.
Lemma 2.4-I. Assume (g0)–(g4) are satisﬁed. Then any (C)c-sequence is bounded.
Proof. Let (um) ⊂ E be such that
(um)→ c and (1+ ‖um‖)′(um)→ 0. (2.5)
Arguing indirectly, assume by contradiction that ‖um‖ → ∞. Set vm = um‖um‖ . Then‖vm‖ = 1, and by a Lions’ concentration compactness principle [16], either (vm) is
vanishing (in this case |vm|s → 0 for all s ∈ (2, 2∗), or it is nonvanishing. Therefore
the proof of the lemma will be completed if we show that (vm) is neither vanishing
nor nonvanishing.
Assume (vm) is vanishing. By deﬁnition
′(um)um = ‖um‖2 −
∫
RN
g(x, um)um = ‖um‖2
(
1−
∫
RN
g(x, um)vm
‖um‖
)
,
that is,
(
1−
∫
RN
g(x, um)vm
‖um‖
)
= 
′(um)vm
‖um‖ .
By (2.5) one sees
∫
RN
g(x, um)vm
‖um‖ → 1.
Set by (g4)
Im :=
{
x ∈ RN : |g(x, um(x))||um(x)| − 
}
and I cm := RN \ Im. (2.6)
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Using (2.2) and (2.1),∣∣∣∣
∫
Im
g(x, um)vm
‖um‖
∣∣∣∣ =
∣∣∣∣
∫
Im
g(x, um)vm|vm|
|um|
∣∣∣∣
 (− )|vm|22
− 

< 1
for all m. Thus,
lim
m→∞
∫
I cm
g(x, um)vm
‖um‖ = 1− limm→∞
∫
Im
g(x, um)vm
‖um‖
 1− − 

 

. (2.7)
Recalling that by (g1)–(g4)
|g(x, u)|C|u| for all (x, u), (2.8)
there holds for an arbitrarily ﬁxed s ∈ (2, 2∗)∫
I cm
g(x, um)vm
‖um‖ C
∫
I cm
v2mC|I cm|(s−2)/s |vm|2/ss .
Since |vm|s → 0, one gets |I cm| → ∞. Using (g4),
G˜(x, um) := 12 g(x, um)um −G(x, um) on I
c
m,
hence ∫
RN
G˜(x, um)
∫
I cm
G˜(x, um)|I cm| → ∞.
However, it follows from (2.5) that ∫RN G˜(x, um) = (um)− 12 ′(um)um → c, yielding
a contradiction.
Assume (vm) is nonvanishing. Setting u˜m(x) = um(x + am), v˜m(x) = vm(x + am)
and m(x) = (x − am) for any  ∈ C∞0 we have by (g3)
′(um)m = (um,m)− (V∞um,m)L2 −
∫
RN
f (x, um)m
= ‖um‖
(
(vm,m)− (V∞vm,m)L2 −
∫
RN
f (x, um)m
|vm|
|um|
)
= ‖um‖
(
(v˜m,)− (V∞v˜m,)L2 −
∫
RN
f (x, u˜m)
|v˜m|
|u˜m|
)
.
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This results
(v˜m,)− (V∞v˜m,)L2 −
∫
RN
f (x, u˜m)
|v˜m|
|u˜m| → 0.
Since ‖v˜m‖ = ‖vm‖ = 1, we can assume that v˜m ⇀ v˜ in E, v˜m → v˜ in L2loc and
v˜m(x) → v˜(x) for x ∈ RN . Since limm→∞
∫
B(0,r) |v˜m|2, v˜ = 0. Since |f (x, u)|
C|u|,
∣∣∣∣f (x, u˜m) |v˜m||u˜m|
∣∣∣∣ C|||v˜m|,
it follows from (g3) and the dominated convergence theorem that
(v˜,)− (V∞v˜,)L2 = 0.
Thus v˜ is an eigenfunction of the operator S˜ := − + (V − V∞) contradicting with
the fact that S˜ has only continuous spectrum (since V (x) − V∞(x) is 1-periodic, see
[17]). The proof is hence ﬁnished. 
Lemma 2.4-II. Assume (g0)–(g2) and (g′3)–(g′4) hold. Then any (C)c-sequence is
bounded.
Proof. Let (um) ⊂ E be such that (um)→ c and (1+‖um‖)′(um)→ 0. We have,
for large m
C1(um)− 12 
′(um)um =
∫
RN
G˜(x, um). (2.9)
Note that, by (g′3)–(g′4), for any 	 > 0, there is a	 > 0 such that
a	u
2G˜(x, u) whenever |u|	, (2.10)
thus, letting Qm(b) := {x ∈ RN : |um(x)|b} for b > 0, it follows from (2.9) and
(2.10) that
∫
Qm(	)
u2mC	 :=
C1
a	
. (2.11)
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Arguing indirectly, assume ‖um‖ → ∞. Set vm = um/‖um‖. Then ‖vm‖ = 1 and
|vm|sCs for all s ∈ [2, 2∗]. In addition, using (2.11),
∫
Qm(	)
v2m =
1
‖um‖2
∫
Qm(	)
u2m
C	
‖um‖2 → 0,
hence by Hölder inequality, for s ∈ [2, 2∗)
∫
Qm(	)
|vm|sC2
∗(s−2)/(2∗−2)
2∗
(∫
Qm(	)
v2m
)(2∗−s)/(2∗−2)
→ 0 (2.12)
for all 	 > 0. Observe that
|vm(x)| b‖um‖ → 0 for all x ∈ Q
c
m(b) := RN \Qm(b) (2.13)
for any b > 0. Note that
′(um)um = ‖um‖2 −
∫
RN
g(x, um)um
= ‖um‖2
(
1−
∫
RN
g(x, um)um
‖um‖2
)
,
so
∫
RN
g(x, um)um
‖um‖2 → 1.
Set
Jm :=
{
x ∈ RN : g(x, um(x))um(x)|um(x)|2 

2
}
and J cm := RN \ Jm. (2.14)
One has
∣∣∣∣
∫
Jm
g(x, um)um
‖um‖2
∣∣∣∣  2 |vm|22 12
for all m. Thus,
lim
m→∞
∫
J cm
g(x, um)um
‖um‖2 
1
2
. (2.15)
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Remark that, by (g2), g(x, u) = o(|u|), there is 	 > 0 such that g(x, u)u 12 |u|2
whenever |u|	. Hence |um(x)| > 	 for all x ∈ J cm. For any bR, there is Cb > 0
such that |g(x, u)|Cb for all |u|b, hence,
∫
J cm∩Qcm(b)
g(x, um)um
‖um‖2 =
∫
J cm∩Qcm(b)
g(x, um)umv
2
m
u2m
 Cb
	
∫
J cm∩Qcm(b)
v2m
 Cb
	
∫
Qm(	)
v2m → 0
as m → ∞ by (2.12). On the other hand, by (g′4)-(2) and noting that 2′ = 2/
(− 1) < 2∗,
∫
J cm∩Qm(b)
g(x, um)um
‖um‖2 
∫
Qm(b)
g(x, um)
um
v2m

(∫
Qm(b)
(
g(x, um)
um
))1/ (∫
Qm(b)
v2
′
m
)1/′

(
a3
∫
Qm(b)
G˜(x, um)
)1/ (∫
Qm(b)
v2
′
m
)1/′
 C′
(∫
Qm(b)
v2
′
m
)1/′
→ 0
as m→∞. Therefore,
lim
m→∞
∫
J cm
g(x, um)um
‖um‖2 → 0
contrary to (2.15). 
Lemma 2.5. Under the hypotheses of Lemma 2.1, there hold
(i) c := inf{(u) : u ∈ K \ {0}} > 0;
(ii)  := inf{‖u‖ : u ∈ K \ {0}} > 0.
Proof. Firstly, let (g0)–(g4) be satisﬁed. Assume by contradiction that there is a se-
quence um ∈ K \ {0} such that (um) → 0. Let Im and I cm be deﬁned as
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in (2.6). Then
(um) = (um)− 12 
′(um)um =
∫
RN
G˜(x, u)
 |I cm| +
∫
Im
G˜(x, u)|I cm|.
Thus |I cm| → 0. Since um ∈ K , one has using (2.8)
‖um‖2 =
∫
I cm
g(x, um)um +
∫
Im
g(x, um)um
 (− )
∫
Im
|um(x)|2 + C1
∫
I cm
|um|2
 (− )
∫
RN
|um(x)|2 + C2|I cm|(2
∗−2)/2∗ |um|22∗
 (− )|um|22 + C3|I cm|(2
∗−2)/2∗‖um‖2,
hence for m large
‖um‖2 − 1− C3|I cm|(2∗−2)/2∗
|um|22.
We see by (2.4) that
|um|22‖um‖2
− 
1− C3|I cm|(2∗−2)/2∗
|um|22,
consequently,
 − 
1− C3|I cm|(2∗−2)/2∗
→ − ,
a contradiction, and (i) is proved. (ii) follows from (i) and Lemma 2.1.
Next, assume (g0)–(g2) and (g′3)–(g′4) are satisﬁed. Again arguing indirectly suppose
there is a sequence (um) ⊂ K \ {0} such that, by (g′3),
0 ← (um) =
∫
RN
G˜(x, um) > 0. (2.16)
Clearly (um) is a (C)0-sequence, hence it is bounded by Lemma 2.4-II. Let Jm and
J cm be deﬁned as in (2.14). Recall that |um(x)|	 if x ∈ J cm. Using (2.10) and (2.16),
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we see
(um)
∫
J cm
G˜(x, um)a	
∫
J cm
|um|2a		2 |J cm|,
hence |J cm| → 0. By (g2) and (g′3), we have g(x, um)um |um|2 + C1|um|p, hence,
‖um‖2 =
∫
Jm
g(x, um)um +
∫
J cm
g(x, um)um
 
2
|um|22 +
∫
J cm
(
|um|2 + C1|um|p
)
 
2
|um|22 + |J cm|(2
∗−2)/2∗ |um|22∗ + C1|J cm|(2
∗−p)/2∗ |um|p2∗
 1
2
‖um‖2 + C2
(
|J cm|(2
∗−2)/2∗ + |J cm|(2
∗−p)/2∗‖um‖p−2
)
‖um‖2.
There results 12C2
(
|J cm|(2∗−2)/2∗ + |J cm|(2∗−p)/2∗‖um‖p−2
)
→ 0, a contradiction, and
so (i) is proved. Again (ii) follows from (i) and Lemma 2.1. 
From Lemmas 2.4-I and 2.4-II we see that any (C)c-sequence is also a bounded
Palais–Smale sequence. Let [r] denote the integer part of r ∈ R. As a consequence of
the lemmas we have
Lemma 2.6. Assume (g0)–(g2) and either (g3)–(g4) or (g′3)–(g′4) are satisﬁed. Let
(um) be a (C)c-sequence. Then either
(i) um → 0 (and hence c = 0), or
(ii) cc and there exist a positive integer .[c/c], points v1, . . . , v. ∈ K \ {0}, a
subsequence denoted again by (um), and sequences (aim) ⊂ ZN, i = 1, . . . , ., such
that
∥∥∥∥∥um −
.∑
i=1
aimvi
∥∥∥∥∥ → 0,
.∑
i=1
(vi) = c
and for i = j ,
|aim − ajm| → ∞
as m→∞.
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Proof. See [9, Proposition 2.31]. By Lemmas 2.4-I and 2.4-II, (um) is bounded, hence
a (PS)c-sequence. We conclude that
0
∫
R
G˜(x, um) = (um)− 12 
′(um)um → c,
hence, c0. Assume (um) does not converge to 0. Arguing as in [10] we obtain the
desired conclusion (ii). 
Set for a subset Q ⊂ E and an integer m
[Q;m] :=


l∑
j=1
kj uj : 1 lm, kj ∈ ZN, uj ∈ Q

 .
In particular, for Q = Kb,m = lb := [b/c] we have the following lemma as a
consequence of Lemma 2.6.
Lemma 2.7. For any b > 0, r > 0, there is ˜ > 0 such that
(1+ ‖u‖)‖′(u)‖ ˜ f or all u ∈ b \Nr([Kb; lb]).
We recall that, by [9, Proposition 2.57], if Q is a ﬁnite set then
[Q;m] := inf{‖u− v‖ : u = v ∈ [Q;m]} > 0. (2.17)
3. Deformations
From now on we assume always that (g0)–(g2) and either (g3)–(g4) or (g′3)–(g′4)
hold. Set
 := {g ∈ C([0, 1], E) : g(0) = 0 and g(1) ∈ 0 \ {0}}
and deﬁne
c := inf
g∈
max
∈[0,1]
(g()).
Then c is well deﬁned and c
 by Lemma 2.2.
As in [10] we shall consider the following assumption:
(1) There is an  > 0 such that Kc+/ZN is a ﬁnite set.
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If (1) is not satisﬁed then (NS) possesses inﬁnitely many geometrically distinct solutions
in c+/ZN and so the conclusion of Theorems 1.1 and 1.2 is already true. So in the
following we always assume (1). We assume without loss of generality that  < c/3
and Kc+ = Kc, hereafter, c denotes the number given by Lemma 2.5. We write
K := Kc+/ZN . Let .¯ := [(c + )/c]. By (2.17) and Lemma 2.5 we take  satisfying
0 <  < min{[K; .¯], }. (3.1)
It is clear that there is M0 > 0 such that ‖u‖M0 for u ∈ [K; .¯], hence ‖u‖Mr :=
M0 + r for r0 and u ∈ Nr([Kc+; .¯]). We ﬁx a positive constant M satisfying
MM0 + + 1. (3.2)
In this section we shall prove the following two propositions.
Proposition 3.1. Under (1), there is g0 ∈  such that
c = max
∈[0,1]
(g0()).
Proposition 3.2. Under (1), there is a ﬁnite set A ⊂ K(c) such that for all ε¯1/2
and r1/12 there are ε1 ∈ (0, ε¯1) and g1 ∈  such that
1◦. max∈[0,1] (g1())c and
2◦. (g1()) > c − ε1 implies g1() ∈ Nr1(A).
These propositions will be established via deformation arguments. We start with to
show the following:
Lemma 3.3. Under (1), we have:
(1) for r > 0,
r := inf
{
(1+ ‖u‖)‖′(u)‖ : u ∈ c+ \Nr([K; .¯])
}
> 0;
(2) for 0 < 	 < r/3,
r,	 := inf

‖′(u)‖ : u ∈ c+ ∩
⋃
v∈[K;.¯]
(
Br(v) \ B	(v)
) > 0.
Proof. (1) follows easily from Lemma 2.7. We check (2). Suppose by contradiction
that there are un ∈ Br(vn) \ B	(vn), vn ∈ [K; .¯], such that ′(un) → 0. By (3.2),
‖un‖M , hence up to a subsequence (un) is a (C)b¯ sequence with b¯c + . It then
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follows from Lemma 2.6 that ‖un − wn‖ → 0 for some (wn) ⊂ [K; .¯]. Since r/3,
there must hold that vn = wn which implies that 	‖un − vn‖ → 0, a contradiction.

For εˆ > 0 let V be a locally Lipschitz continuous vector ﬁeld on E \ K with the
properties (cf. [10])


(i) ‖V (v)‖4εˆ/‖′(v)‖,
(ii) ′(v)V (v)2εˆ,
(iii) V (kv) = V (v) for all k ∈ ZN and v ∈ E \K.
(3.3)
First we assume εˆ = 1/2 and consider the following ﬂow:
d
ds
= − V ()
1+ ‖‖ , (0, v) = v. (3.4)
Lemma 3.4. Assume (1) and b ∈ (c, c + ). Let s¯(v) be the maximal existing time
of (s, v). Then, for each v ∈ b \ c, either there is T (v) ∈ (0, s¯(v)) such that
(T (v), v) ∈ intc, or s¯(v) < ∞ and the limit u := lims→s¯(v) (s, v) exists with
u ∈ K(c).
Proof. Assume, for some v ∈ b \c, (s, v) /∈ intc for all s ∈ (0, s¯(v)). We show
ﬁrst that s¯(v) <∞. Arguing indirectly suppose s¯(v) = ∞. Observe that for s0
‖(s, v)− v‖
∫ s
0
2
(1+ ‖‖)‖′()‖ (3.5)
and
((s, v)) = (v)−
∫ s
0
′()V ()
1+ ‖‖ b −
∫ s
0
1
1+ ‖‖ . (3.6)
It follows from (3.6) that (s, v) is unbounded. Now either (i) (1 + ‖‖)‖′()‖
for some  > 0 for all s > 0, or (ii) (1 + ‖um‖)‖′(um)‖ → 0 for some um =
(sm, v), sm ↗ s¯(v). If (i), by (3.5), ‖(s, v)−v‖2s/ which implies ‖(s, v)‖‖v‖+
2s/, hence by (3.6)
((s, v))b −
∫ s
0
1
1+ ‖v‖ + 2t/ = b −

2
ln
(
1+ 2s
(1+ ‖v‖)
)
→−∞
as s → ∞ contrary to ((s, v))c. Consider (ii). Since um ∈ bc it follows from
Lemma 2.6 that um → [K; .¯] up to a subsequence. Taking r < /3, since (s, v) is
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unbounded and [K; .¯] is bounded, there must be a sequence of points wj ∈ [K; .¯]
(wi and wj are not necessary distinct), a sequence of disjoint intervals (sj , tj ) such
that (sj , v) ∈ Br/2(wj ), (tj , v) ∈ Br(wj ) and (s, v) ∈ Br(wj ) \ Br/2(wj ) for
s ∈ (sj , tj ). Then as (3.5), using Lemma 3.3,
r
2
= ‖(tj , v)− (sj , v)‖ =
∥∥∥ ∫ tj
sj
˙
∥∥∥ 2
r,r/2
(tj − sj ). (3.7)
On the other hand, if  meets k+ 1 such balls in the interval (0, s) (s < s¯(v)) then as
(3.6)
c  ((s, v))(v)−
∫ s
0
1
1+ ‖‖
 b −
k∑
j=1
∫ tj
sj
1
1+ ‖‖b −
1
1+M
k∑
j=1
(tj − sj ), (3.8)
which, together with (3.7), implies
b − c  k rr,r/2
4(1+M), (3.9)
contrary to the arbitrariness of k.
Hence s¯(v) < ∞. Again either (i) (1 + ‖‖)‖′()‖ for some  > 0 for all
s ∈ [0, s¯(v)), or (ii) (1+ ‖um‖)‖′(um)‖ → 0 for some um = (sm, v), sm ↗ s¯(v). If
(i), then for any 0 < s < t < s¯(v) one has as before ‖(t, v) − (s, v)‖2(t − s)/,
hence (s, v) is uniformly continuous which implies that it can be extended beyond s¯(v)
contrary to the maximality of s¯(v). Therefore, (ii) occurs. By Lemma 2.6 um → [K; .¯].
Either (1) um enters inﬁnitely many Br/2(yi) where (yi) ⊂ [K; .¯] are distinct, or (2)
um ∈ Br/2(u) for some u ∈ [K; .¯] for all large m. If (1), let 0si < ti < s¯(v) be
such that (si, v) ∈ Br/2(yi), (ti , v) ∈ Br(yi) and (s, v) ∈ Br(yi) \ Br/2(yi) for
s ∈ (si, ti). Then as (3.7) and (3.8) one induces that if  meets k + 1 such balls in
the interval (0, s) then (3.9) holds, a contradiction. Therefore, (2) must be true. This
implies that um → u and u ∈ K(c). It remains to show that lims→s¯(v) (s, v) = u. In
fact, if not, then as above one ﬁnds a sequence (sj , tj ) with tj < sj+1 → s¯(v) such
that (sj , v) ∈ Br/4(u), (tj , v) ∈ Br/8(u) and (s, v) ∈ Br/4(u) \ Br/8(u) for all
s ∈ (sj , tj ). Then one obtains an estimate similar to (3.9), a contradiction. 
We now invoke this lemma to deﬁne Tv for each v ∈ b \ c as the time such
that ((Tv − 0, v)) = c and ((s, v)) > c for all s ∈ [0, Tv). By setting (Tv, v) =
limε→0 (Tv − ε, v) if necessary we may assume that (s, v) is continuous on the
interval [0, Tv].
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Lemma 3.5. Tv is continuous.
Proof. If (Tv−0, v) /∈ K(c) then it is obvious by virtue of the continuous dependence
in ODE. So we only consider the case that (Tv − 0, v) ∈ K(c).
Assume by contradiction that Tv is not continuous at some v0 ∈ b \ c with
u0 := (Tv0 − 0, v0) ∈ K(c). Then there is vm → v0 such that |Tvm − Tv0 |ε0 for
some ε0 > 0. Let 0 ∈ (0, Tv0) be such that (s, v0) ∈ Br/2(u0) for all s ∈ [0, Tv0 ].
By the continuous dependence in ODE we can assume (0, vm) ∈ Br(u0) for all m.
We claim that there is C0 > 0 such that ‖(s, vm)‖C0 for all m and s ∈ [0, Tvm ]. In
fact, if not then up to a subsequence there are sm ∈ [0, Tvm) such that ‖(sm, vm)‖ →
∞. Since Nr([K; .¯]) is bounded, let tm < sm be such that (tm, vm) ∈ Nr([K; .¯]) and
(s, vm) ∈ bc \Nr([K; .¯]) for all s ∈ (tm, sm]. Then lm := ‖(sm, vm)− (tm, vm)‖ →
∞. It follows from Lemma 3.3, letting  = r , that
‖(s, vm)− (tm, vm)‖ 2(s − tm) ,
hence sm →∞ and ‖(s, vm)‖M + 2(s − tm)/ for all s ∈ [tm, sm]. Now as before,
((sm, vm))  ((tm, vm))−
∫ sm
tm
1
1+M + 2(s − tm)/
 b − 
2
ln
(
1+ 2(sm − tm)
(1+M)
)
→−∞
as m→∞, a contradiction.
Since |Tvm − Tv0 |ε0, either (i) TvmTv0 + ε0 or (ii) TvmTv0 − ε0 along a subse-
quence. Consider (i). For any ε > 0, by the claim
((Tvm − ε, vm))  ((Tv0 − ε, vm))−
∫ Tvm−ε
Tv0−ε
1
1+ ‖(s, vm)‖
 ((Tv0 − ε, vm))−
ε0
1+ C0 ,
consequently,
((Tv0 − ε, vm)) > c +
ε0
1+ C0
which results
((Tv0 − ε, v0)) = limm→∞ ((Tv0 − ε, vm))c +
ε0
1+ C0 .
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Letting ε → 0 yields cc+ ε0/(1+C0), a contradiction. The proof in the case (ii) is
similar. 
Next, we invoke the ﬂow of (3.4) to deﬁne a map  : [0, 1] × b → b by setting
(s, v) :=


(sTv, v) for (s, v) ∈ [0, 1)× (b \ c),
lim
t→1−0 (tTv, v) for (s, v) ∈ {1} × (
b \ c),
v for (s, v) ∈ [0, 1] ×c.
Lemma 3.6.  is continuous, and
(1) (0, v) = v for v ∈ b;
(2) (s, v) = v for v ∈ c;
(3) ((s, v)) is nonincreasing in s;
(4) (1,b) ⊂ c;
(5) (s, kv) = k(s, v) for all k ∈ ZN, s ∈ [0, 1] and v ∈ b.
Proof. It remains to check that  is continuous. There are four cases to be distinguished:


(a) (s, v) ∈ [0, 1] × intc,
(b) (s, v) ∈ [0, 1)× b \ c,
(c) (s, v) ∈ {1} × b \ c,
(d) (s, v) ∈ [0, 1] × −1(c).
Cases (a) and (b) are trivial. The proofs of cases (c) and (d) are similar and we only
verify (c). Let u0 = (Tv0 − 0, v0) ∈ K(c). We shall show that for any ε > 0 there
is ϑ0 > 0 such that ‖(s, v) − u0‖ < ε whenever ‖v − v0‖ < ϑ0 and 1 − ϑ0 < s.
Since ((1 − ϑ1)Tv0 , v0) → (Tv0 − 0, v0) = u0 as ϑ1 → 0 and, for arbitrarily ﬁxed
ϑ1 > 0, ((1 − ϑ1)Tv, v) → ((1 − ϑ1)Tv0 , v0) as v → v0, we can choose, for any
small ϑ1 > 0, a ϑ2 = ϑ2(ϑ1) < ε/2 such that
TvTv0 + 1 and ‖(1− ϑ1, v)− u0‖ <
ε
8
if ‖v − v0‖ < ϑ2.
Recall that by Lemma 3.3 for any ε < /3, ‖′(u)‖ε,ε/8 for all u ∈ Bε(u0) \
Bε/8(u0). Choose ϑ1 so small that 4(Tv0 + 1)ϑ1 < εε,ε/8. We claim
‖(s, v)− u0‖ < ε for all (s, v) ∈ [1− ϑ1, 1)× Bϑ2(v0)
and consequently complete the proof. Indeed, if not then there are s′ < s′′ and v′ ∈
Bϑ2(v0) such that
ε
8
‖(s, v′)− u0‖ε for all s ∈ [s′, s′′] ⊂ [1− ϑ1, 1)
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and
‖(s′, v′)− u0‖ = ε8 , ‖(s
′′, v′)− u0‖ = ε.
Thus
7ε
8
 ‖(s′, v′)− (s′′, v′)‖
∫ s′′
s′
∥∥∥∥dds
∥∥∥∥
 2Tv′(s
′′ − s′)
ε,ε/8
<
2(Tv0 + 1)ϑ1
ε,ε/8
<
ε
2
which is impossible. 
Remark 3.7. As a consequence of Lemma 3.6, we see by a standard argument that c
is a critical value of .
Proof of Proposition 3.1. By deﬁnition, there is g ∈  satisfying (g()) < c + 
for all  ∈ [0, 1]. Applying Lemma 3.6 we obtain g0() := (1, g()) ∈  such that
(g0())c for all  ∈ [0, 1]. 
In order to prove Proposition 3.2 we need another pseudo-gradient ﬂow. Therefore,
given b > 0, r > 0 and 0 < ε < εˆ < ε¯, set
(v) :=
∥∥∥v −Nr/8(Kb+ε¯b−ε¯ )∥∥∥∥∥∥v −Nr/8(Kb+ε¯b−ε¯ )∥∥∥+ ∥∥∥v −Ncr/4(Kb+ε¯b−ε¯ )∥∥∥ ,
(v) :=
∥∥∥v − (b−εˆ ∪ b+εˆ)∥∥∥∥∥∥v − (b−εˆ ∪ b+εˆ)∥∥∥+ ∥∥∥v − b+εb−ε∥∥∥ .
We then deﬁne
V(v) := −(v)(v) V (v)
1+ ‖v‖ (3.10)
and consider the following ﬂow:
d
ds
= V(), (0, v) = v. (3.11)
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Lemma 3.8. Assuming (1), for any b ∈ (0, c + ), 0 < ε < εˆ < ε¯ and r < /3, the
ﬂow of (3.11) exists for all s0, and satisﬁes
1◦. (0, u) = u for all u ∈ E;
2◦. (s, u) = u if u /∈ b+ε¯b−ε¯;
3◦. ((s, u)) is nonincreasing in s;
4◦. (s, ku) = k(s, u) for all k ∈ ZN, s0, and u ∈ E.
Proof. The properties 1◦–4◦ follow directly from the deﬁnition of V. It remains to
show that  exists for all t0. This is apparent if v ∈ Y := b−εˆ∪b+εˆ∪Nr/8(Kb+ε¯b−ε¯ ).
Let v /∈ Y . If (s, v) exists only up to s¯ = s¯(v) < ∞, let sm ↗ s¯ and um = (sm, v).
Then (um) → b¯ ∈ [b − εˆ, b + εˆ], (1 + ‖um‖)′(um) → 0, and um → [K; .¯] as
in Lemma 2.6. Either (i) um ∈ Br/2(u) for some u ∈ [K; .¯] for all large m, or (ii)
um enters inﬁnitely many such Br/2. If (i), it is easy to check that um → u and thus
′(u) = 0 contrary to um /∈ Nr/8(Kb+ε¯b−ε¯ ). If (ii), there is a sequence (yi) ⊂ [K; .¯] such
that (s, v) travels from Br/2(yi) to B
c
r(yi). Let 0si < ti < s¯ be such that (si, v) ∈
Br/2(yi), (ti , v) ∈ Br(yi) and (s, v) ∈ Br(yi) \ Br/2(yi) for s ∈ (si, ti). Then
r
2
= ‖(ti , v)− (si, v)‖ =
∥∥∥∥
∫ ti
si
V()
∥∥∥∥

∫ ti
si

4εˆ
(1+ ‖‖)‖′()‖
4εˆ
r,r/2
∫ ti
si
 (3.12)
by Lemma 3.3. On the other hand, if  meets k + 1 such balls in the interval (0, s)
(s < s¯) then
b − εˆ < ((s, v))(v)−
∫ s
0

2εˆ
1+ ‖‖
 b + εˆ − 2εˆ
1+M
∫ s
0
b + εˆ − 2εˆ
1+M
k∑
i=1
∫ ti
si

so
k∑
i=1
∫ ti
si
 < 1+M
which, together with (3.12), implies
1+M > k rr/2
8εˆ
,
contrary to the arbitrariness of k. 
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In the following let Bd := {u ∈ E : ‖u‖ < d}. By (3.2), Nr([K; .¯]) ⊂ Bd for any
dM .
Lemma 3.9. Assuming (1), if b ∈ (0, c + ), then for any ε¯ ∈ (0, ] and r < /3,
5◦. there is ε ∈ (0, ε¯) such that, for each u ∈ b+ε \Nr/4(Kb+ε¯b−ε¯ ), (Tu, u) ∈ b−ε for
some Tu0;
6◦. for any dM there is ε = ε(d) ∈ (0, ε¯) such that (1,X) ⊂ b−ε where X :=(
b−ε ∪ b+ε ∩ Bd
) \ Nr/4(Kb+ε¯b−ε¯ ), and (1, Br/4(v)) ⊂ b−ε ∪ Br(v) for each
v ∈ b+εb−ε ∩Nr(Kb+ε¯b−ε¯ ).
Proof. The conclusions for u ∈ b−ε are clear. We consider the other cases.
Case 1: u ∈ b+εb−ε \ Nr/4([K; .¯]). Observe that the orbit (s, u) either (i) intersects
Nr/8([K; .¯]) or (ii) intersects b−ε. If (i), let 0s1 < s2 be such that (s1, u) ∈
Nr/4([K; .¯]), (s2, u) ∈ Nr/8([K; .¯]) and (s, u) ∈ b+εb−ε∩Nr/4([K; .¯])\Nr/8([K; .¯])
for s ∈ (s1, s2). Then, since  and  equal 1 and ‖‖M in the region under
consideration,
r
8
= ‖(s2, u)− (s1, u)‖
∫ s2
s1
‖V()‖

∫ s2
s1
4εˆ
(1+ ‖‖)‖′()‖
4εˆ
r/8
(s2 − s1) (3.13)
and
2ε(u)− ((s2, u))
∫ s2
0
′()V ()
1+ ‖‖ 
2εˆ
1+M (s2 − s1), (3.14)
which implies
r
8
 4ε(1+M)
r/8
. (3.15)
This is impossible provided
ε <
rr/8
32(1+M). (3.16)
Therefore, (ii) occurs, that is, there is Tu0 such that (Tu, u) ∈ b−ε. Let (u)
denote the amount of time it takes  to reach b−ε. We have
‖((u), u)− u‖ 4εˆ(u)
r/8
(3.17)
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and
(u) r/8(1+ ‖u‖)
4εˆ
(
e4ε/r/8 − 1
)
. (3.18)
In fact, in this case, we have (s, u) ∈ Ncr/8([K; .¯]) for all s ∈ [0,(u)], so as above
‖(s, u) − u‖4εˆs/r/8 hence ‖(s, u)‖‖u‖ + 4εˆs/r/8 for all s ∈ [0,(u)]. This
implies
b − ε  b + ε −
∫ (u)
0
2εˆ
1+ ‖‖
 b + ε − 2εˆ
∫ (u)
0
1
1+ ‖u‖ + 4εˆs/r/8
= b + ε − r/8
2
ln
(
1+ 4εˆ(u)
r/8(1+ ‖u‖)
)
hence (3.18) follows.
Case 2: u ∈ (b+εb−ε ∩ Nr/4([K; .¯])) \ Nr(Kb+ε¯b−ε¯ ). Then u ∈ Br/4(v) for some v ∈
[K; .¯] \Kb+ε¯b−ε¯ . Either (i) (s, u) reaches Br/2(v), or (ii) (s, u) remains in Br/2(v) for
all s ∈ [0, 1]. If (i), the estimates of (3.13)–(3.15) with r/8 replaced by r/4 show that
(s, u) reaches b−ε before it reaches Br/2(v) provided
ε <
1
1+M min
{
εˆ,
rr/4
16
}
, (3.19)
hence (ii) occurs. Then by the argument of (3.14) and (3.15), (s, u) reaches b−ε
within time 1. Letting (u) be again the time at which  reaches b−ε, it is clear
that
(u)1 and ‖((u), u)− u‖r. (3.20)
Assuming ε satisﬁes (3.16) and (3.19), and setting (u) = Tu = 0 for all u ∈
b−ε \Nr/4(Kb+ε¯b−ε¯ ), 5◦ hence follows from Cases 1 and 2.
In order to verify 6◦ we require furthermore that ε = ε(d) satisﬁes
ε r/8
4
ln
(
1+ 1
1+ d min
{
r,
4εˆ
r/8
})
. (3.21)
It follows from (3.17) and (3.18) that (3.20) holds for u ∈ Bd ∩ b+εb−ε \ Nr/4([K; .¯]).
Clearly (3.20) keeps true for u ∈
(
b−ε ∪ b+εb−ε ∩Nr/4([K; .¯])
)
\ Nr(Kb+ε¯b−ε¯ ). If u ∈
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b+ε ∩ Nr/4(Kb+ε¯b−ε¯ ), then u ∈ Br/4(v) for some v ∈ Kb+ε¯b−ε¯ , and as in Case 2, (t, u)
remains in Br/2(v) for all t ∈ [0, 1]. 6◦ hence is proved. 
We now can give a proof of Proposition 3.2.
Proof of Proposition 3.2. Let g0 ∈  be given by Proposition 3.1 with max∈[0,1]
(g0()) = c. Since g0([0, 1]) is compact, the intersection A := g0([0, 1]) ∩K(c) is a
ﬁnite set. From Lemma 3.9−6◦ with b = c, r = r1, ε¯ = ε¯1 we obtain ε1 = ε and  as
in the statement of the lemma. Deﬁne
g1() = (1, g0()).
Then
(g1())(g0())c.
If (g1()) > c−ε1 then g0() ∈ Br1/4(v) for some v ∈ A, and hence g1() ∈ Nr1(A).

4. Proof of the main results
We now turn to the proof of our existence results. Firstly, some notations are in
order. As in [10], for k ∈ N \ {1} and  = (1, . . . , k) ∈ [0, 1]k , let
0i = (1, . . . , i−1, 0, i+1, . . . , k) and 1i = (1, . . . , i−1, 1, i+1, . . . , k).
Set
k := {G = g1 + · · · + gk : gi satisfying (h1)–(h3)},
where
(h1) gi ∈ C([0, 1]k, E), 1 ik;
(h2) gi(0i ) = 0 and (gi(1i )) < 0, 1 ik;
(h3) There are open sets Oi , 1 ik, such that Oi∩Oj = ∅ if i = j and supp gi() ⊂
Oi for all  ∈ [0, 1]k .
Deﬁne
bk := inf
G∈k
max
∈[0,1]k
(G()).
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By the same proof as in the Proposition 3.4 of [10] we have
bk = kc.
Let A ⊂ K(c) be the set given by Proposition 3.2 and Z = (j1, . . . , jk) ∈ (ZN)k
with |ji − jm|n0 for i = m, where n0 ∈ N is chosen so that
∥∥∥∥∥
k∑
i=1
ji vi
∥∥∥∥∥ k 2 (4.1)
for all choices of vi ∈ A. Set
M(k, Z,A) =
{
k∑
i=1
ji vi : vi ∈ A
}
and
M∗(k, Z,A) =
⋃
.∈N
M(k, .Z,A).
Since A is a ﬁnite set, we can further assume
|(v)− kc| <  for v ∈M∗(k, Z,A). (4.2)
As in Proposition 3.22 of [10] we have
Lemma 4.1. There is rk ∈ (0, 1) such that if rrk and w ∈ Nr(M∗(k, Z,A)) ∩ K ,
then w ∈ Kkc+kc− .
In addition, one has
Lemma 4.2. Let (1) be satisﬁed and r < min {/12, rk}. Then either
(i) there is a . = .(k, Z,A, r) such that ‖′(w)‖. for all w ∈ Nr(M(k, .Z,A)),
or
(ii) there is a w ∈ Nr(M(k, .Z,A)) such that ′(w) = 0.
Moreover, if
L :=
⋃
{. ∈ N : (i) holds f or M(k, .Z,A)}
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and
W :=
⋃
.∈L
M(k, .Z,A),
then there is  = (k, Z,A) independent of . such that ‖′(w)‖ for all w ∈
Nr(W) \Nr/8(W).
Proof. See Proposition 3.23 of [10]. We note that N1(W) is bounded. Enlarging M
(cf. (3.2)) if necessary we can assume
‖u‖M for all u ∈ N1([K; k]). (4.3)
Thus a sequence (um) ⊂ Nr(W) is a (C) sequence if and only if it is a (PS) sequence.
Now using Lemma 2.6 and arguing as in Proposition 3.20 of [9], we obtain the desired
conclusions. 
Now we state the existence result as follows (comparing with Theorem 3.27 of [10]).
Theorem 4.3. Let (g0)–(g4) or (g0)–(g2) and (g′3)–(g′4) be satisﬁed. If (1) holds, then
for any choice of Z = (j1, . . . , jk) ∈ (ZN)k with corresponding n0 satisfying (4.1) and
(4.2), there is an r0 > 0 such that if r ∈ (0, r0)
(
Kkc+kc−/Z
N
)
∩ Nr (M(k, .Z,A)) = ∅
for all but ﬁnitely many . ∈ N.
As an easy consequence of this theorem we give ﬁrstly the following.
Proof of Theorems 1.1 and 1.2. If (1) is false, then c+/ZN contains inﬁnitely
many critical points of  which are geometrically distinct homoclinic orbits of (NS).
Assume (1) holds. Then invoking Theorem 4.3 we obtain inﬁnitely many critical points
of  in kc+kc−/Z
N for any k2, and ﬁnish the proof. 
Now we turn to the proof of Theorem 4.3.
Proof of Theorem 4.3. It sufﬁces to show that L is ﬁnite. Arguing indirectly let us
suppose that L is inﬁnite. We shall deduce a contradiction, that is, there would be a
G ∈ k such that max∈[0,1]k (G()) < kc. The argument will be carried out along a
way as in [10] which may be outlined as follows. Firstly, one ﬁnds map G ∈ k such
that the k components of suppG are as far apart as we like as measured by a parameter
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 depending on . ∈ L. Next, one deforms G to get G and then, modiﬁes G to obtain
Gˆ near G with Gˆ()(x) being smooth in x and having a compact support such that
max∈[0,1]k (Gˆ()) < kc. Thirdly, one redeﬁnes the values of Gˆ on RN \ suppG to
get U with U() small outside suppG as we please as long as . large. Finally one
truncates U to obtain H ∈ k with max∈[0,1]k (H()) < kc. We shall only sketch the
proof with focusing on some modiﬁcations so that the above analytic setting applies to
our situation. We refer the reader to the proof of Theorem 3.27 of [10] for more details.
Step 1: Let r and  be the numbers given by Lemma 4.2. By the deﬁnition of c and
Proposition 3.2, a truncation argument yields an
ε < min
{
r
40(1+M),

2(1+M)
}
(4.4)
(M the number of (4.3)) and a gˆ ∈  such that
max
t∈[0,1] (gˆ(t))c +
ε
2k
,
(gˆ(t)) > c − 3ε
2
implies gˆ(t) ∈ Nr/8k(A)
and
supp gˆ(t) ⊂ BR/2(0) for all t ∈ [0, 1]
for some R > 0. Set, for m ∈ ZN and y ∈ RN , mBR(y) := BR(y + m). Since L is
inﬁnite, for any  > 0, there is . ∈ L such that
|.jiBR(0)− .jnBR(0)|+ 2 (4.5)
if i = n. Set
G() =
k∑
i=1
.ji gˆ(i ) for  ∈ [0, 1]k.
By construction it is not difﬁcult to check that G ∈ k with
suppG() ⊂
k⋃
i=1
.ji
(
BR/2(0)
)
, (4.6)
max
∈[0,1]k
(G()) < kc + ε
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and
(G()) > kc − ε implying G() ∈ Nr/8(W). (4.7)
Step 2: Consider the ﬂow  given by (3.11) for v = G(), where b = kc, ε¯ = ,
and εˆ = /2.
If (G())kc − ε, we set (G()) = 0 so ((G()),G()) ∈ kc−ε.
Suppose v = G() with (v) > kc − ε. Then, by (4.7), v ∈ Br/8(u) for some u ∈
W. If (s, v) does not exist for all s ∈ [0, 1], let [0, s¯(v)) be the maximal interval of
existence of (s, v) with s¯(v)1. Then by the theory of ODE, the set ([0, s¯), v) must
be unbounded, consequently,  crosses Br(u) because Br(u) is bounded. Therefore,
either (i) (s, v) reaches Br(u) at some s1, or (ii) (s, v) remains in Br(u) for
s ∈ [0, 1].
Assume (i). Then  crosses from Br/8(u) to Br(u). Let 0s1 < s21 be such that
(s1, v) ∈ Br/8(u), (s2, v) ∈ Br(u) and (s, v) ∈ Br(u) \Br/8(u) for s ∈ (s1, s2). If
in this time interval  did not reach kc−ε, then
7r
8
= ‖(s2, v)− (s1, v)‖ 4εˆ
∫ s2
s1
()() (4.8)
and
2ε((s1, v)− ((s2, v) 2εˆ1+M
∫ s2
s1
()(), (4.9)
which induces
ε 7r
32(1+M),
contrary to (4.4). Thus there is a unique (v)s21 such that
(((v), v) = kc − ε. (4.10)
Moreover, since ‖(s1, v)− v‖ < r/4 and as in (4.8) and (4.9)
‖((v), v)− (s1, v)‖ 4εˆ
∫ (v)
s1
()() 4(1+M)ε

<
r
10
,
one has
‖((v), v)− v‖ < r. (4.11)
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Assume (ii). In this case either (1) (s, v) remains in Br/2(u) for all s ∈ [0, 1], or
(2)  crosses from Br/8(u) to Br/2(u). If (2), an argument as above shows that there
is (v) < 1 such that (4.10) and (4.11) hold. Consider (1). One has ((s, v)) = 1 for
all s ∈ [0, 1]. If ((s, v)) > kc − ε for all s ∈ [0, 1], then ((s, v)) = 1 and so as
in (4.9)
2ε(v)− ((1, v)) 2εˆ
1+M
contrary to (4.4). Thus there is (v) < 1 such that (4.10) holds. Clearly, (4.11) also
holds since (s, v) ∈ Br/2(u) for all s ∈ [0,(v)].
We now deﬁne
G() := ((G()),G()).
By construction we have
(G())kc − ε and ‖G()−G()‖r for all  ∈ [0, 1]k
and
G(0i ) = G(0i ) and G(1i ) = G(1i ), 1 ik.
Next, as in (4.38)–(4.45) of [10], by ﬁrstly mollifying G and then cutting off the
molliﬁcation one ﬁnds Rˆ = Rˆ(r) > R as large as we need and Gˆ ∈ C([0, 1]k, E)
depending on Rˆ with Gˆ() ∈ C∞(RN,R) for each  ∈ [0, 1]k such that
supp Gˆ() ⊂ B
Rˆ+2(0) for all  ∈ [0, 1]k,
supp Gˆ() ⊂
k⋃
i=1
.ji (BR(0)) for  = 0i , 1i , 1 ik,
‖G()− Gˆ()‖2r for all  ∈ [0, 1]k, (4.12)
(Gˆ())kc − ε
4
for all  ∈ [0, 1]k (4.13)
and
|S − .ji (BR(0))| min
i =m |.ji (BR(0))− .jm(BR(0))|+ 2,
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1 ik, where S denotes the smooth bounded domain of RN with k “holes” disjoint
with pair-distance + 2 (cf. (4.5)):
S :=
{
x ∈ RN : |x| < Rˆ + 2 and x /∈
k⋃
i=1
.ji (BR(0))
}
.
Step 3: In what follows, for a domain D ⊂ RN , let ED = W 1,2(D) be equipped
with the equivalent norm
‖w‖2D :=
∫
D
(|∇w|2 + V (x)w2).
Let
Eˆ() :=
{
v ∈ ES : v|S = Gˆ()|S, ‖v‖S < 8r
}
.
Note that, by (4.6), G()|S = 0, so by (4.12), ‖Gˆ()‖S = ‖Gˆ()−G()‖S2r which
implies Gˆ()|S ∈ Eˆ(). Set
(v) :=
∫
S
(
1
2
(
|∇v|2 + v2
)
−G(x, v)
)
and consider the following variational problem:
minimize
v∈Eˆ()(v). (4.14)
Recall that (g0)–(g2) and (g3) or (g′3) imply that there is A0 > 0 such that
G(x, z) 18 |z|2 + A0|z|2
∗ for all (x, z). By the Sobolev inequality there is A1 > 0
independent of S such that ‖w‖L2∗ (S)A1‖w‖S for all w ∈ ES . Assume that r satisﬁes
A0A
2∗
1 (8r)2
∗−2 1
8
. (4.15)
There is also A2 > 0 such that |gu(x, z)| 18 +A2|z|4/(N−2) for all (x, z). We require
furthermore that r satisﬁes
A2A
2∗
1 (8r)4/(N−2) <
7
8
. (4.16)
By (4.15) and (4.16), applying the same arguments of Proposition 5.7 of [10], one
sees that (4.14) possesses a unique solution v = v() ∈ Eˆ() satisfying v ∈ C2,(S)
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for all  ∈ (0, 1), depending continuously on  ∈ [0, 1]k in norm ‖ · ‖S , and when
 = 0i , 1i , v()(x) = 0 for x ∈ S.
In addition, setting D	 := {x ∈ S : |x − S|	}, by Proposition 5.24 of [10],
there is A3 = A3(	, N, p) > 0 (p the constant from (g′3), noting that (g3) implies
also |gu(x, u)|a1(1 + |u|p−2)) such that ‖v‖L∞(D	)A3‖v‖S . Using (g2) and (g3)
or (g′3), one ﬁnds a z > 0 such that |g(x, z)| 12|z|2 for all |z|z. We ask r so small
further that
r(8A3)−1z. (4.17)
Then, letting Sˆ := {x ∈ RN : R + 1 |x|R + + 1} and
A :=
{
x ∈ Sˆ : R + 
2
− 1 < |x| < R + 
2
+ 1
}
,
the arguments for (5.66) of [10] imply
v2(x)2z2 exp
{
−
4
}
cosh
1
2
for x ∈ .jiA, 1 ik. (4.18)
Now using the minimizer v we deﬁne
U() =
{
Gˆ()(x) for x ∈ S,
v()(x) for x ∈ S.
Clearly
suppU() ⊂ B
Rˆ+2(0) (4.19)
and since Gˆ()|S ∈ Eˆ(), by (4.13), for  ∈ [0, 1]k ,
(U())(Gˆ())kc − ε
4
. (4.20)
Step 4: Let
h()(x) =


U()(x) if |x| < R + 2 ,
2
∣∣∣|x| − R − +12
∣∣∣U()(x) if R + 2 < |x| < R + +12 ,
0 otherwise.
Deﬁne, for 1 ik,
hi() = .ji h()
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and
H() :=
k∑
i=1
hi().
One checks by construction that H ∈ k .
Observe that, by (4.20),
(H()) = (U())+ ((H())− (U()))
 kc − ε
4
+ ((H())− (U())) . (4.21)
By deﬁnition,
H()(x) = U()(x) if x ∈ S :=
k⋃
i=1
.ji
(
BR+/2(0)
)
and by (4.19), suppH(), suppU() ⊂ S ∪ S. Let D = S \ S. Then
∣∣(H())− (U())∣∣ = ∣∣∣∣
(
1
2
‖H‖2D −
∫
D
G(x,H)
)
−
(
1
2
‖U‖2D −
∫
D
G(x,U)
)∣∣∣∣

∣∣∣∣12 ‖H‖2D −
∫
D
G(x,H)
∣∣∣∣+
∣∣∣∣12‖U‖2D −
∫
D
G(x,U)
∣∣∣∣
=: H + U .
Invoking (4.18), taking  so large that
2 exp
{
−
4
}
cosh
1
2
1. (4.22)
One veriﬁes as in (5.87) of [10] that there is A4 = A4(N, p) > 0 such that
H A4
(
R + 
2
+ 1
)N−1
exp
{
−
4
}
.
Choosing  so large that
A4
(
R + 
2
+ 1
)N−1
exp
{
−
4
}
 ε
16
, (4.23)
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one gets
H 
ε
16
. (4.24)
By (g2)–(g4) or (g2)–(g′3)− (g′4),
G(x, z) and g(x, z)z 1
4
z2 + a4|z|2∗ ,
hence, as before, there is A5 > 0 independent of S and r such that
∫
D
G(x, v) and
∫
D
g(x, v)v
(
1
4
+ A4‖v‖2∗−2S
)
‖v‖2D.
Recalling that ‖v‖S4r we require furthermore that r satisﬁes
1
4
+ A5(4r)2∗−2 12 . (4.25)
Then one veriﬁes as in (5.100) of [10] that
U
ε
16
. (4.26)
Combining (4.21), (4.24) and (4.26) shows
(H())kc − ε
8
.
Choosing r satisﬁes (4.15)–(4.17), (4.25), and  satisﬁes (4.22), (4.23) completes the
proof. 
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