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ABSTRACT
Partial occlusions in face images pose a great problem for
most face recognition algorithms due to the fact that most
of these algorithms mainly focus on solving a second order
loss function, e.g., mean square error (MSE), which will mag-
nify the effect from occlusion parts. In this paper, we pro-
posed a kernel non-second order loss function for sparse rep-
resentation (KNS-SR) to recognize or restore partially oc-
cluded facial images, which both take the advantages of the
correntropy and the non-second order statistics measurement.
The resulted framework is more accurate than the MSE-based
ones in locating and eliminating outliers information. Ex-
perimental results from image reconstruction and recognition
tasks on publicly available databases show that the proposed
method achieves better performances compared with existing
methods.
Index Terms— Sparse representation, kernel non-second
order measurement, correntropy, sparse recovery.
1. INTRODUCTION
Face recognition has become an important research direction
in the pattern recognition field in recent years due to their
wide uses in real-world applications, such as security systems,
video surveillance, and pedestrian tracking [1] [2] [3]. The ef-
fectiveness of a face recognition technology largely depends
on how to learn discriminative features from given data sam-
ples, which plays an important role in enhancing recognition
precision [4] [5]. Another challenge is to solve occlusion and
corruption problems, namely weakening the influence from
these artificial defects when extracting features [6] [7]. Ob-
taining discriminative features under these difficult environ-
ments makes face recognition even more challenging.
In past years, sparse representation has shown great po-
tential in tackling computer vision problems, such as image
denoising, image restoration, and image classification [8] [9].
Wright et al. [10] proposed a sparse representation classifier
(SRC) and boosted the research of sparse representation of
face recognition. It can better solve the occlusion and corrup-
tion problems in comparison with existing face recognition
methods. However, SRC still cannot solve the contiguous oc-
clusion for face recognition [11]. The computational cost of
SRC is also expensive. Recently, information theoretic learn-
ing (ITL) [12] has shown its superiority in robust learning and
classification. For example, He et al. [11] proposed a robust
face recognition method based on maximum correntropy cri-
terion (CESR) which is much less sensitive to outliers.
However, the loss function in [11] is based on the sec-
ond order statistical measure in the kernel space, which is
still sensitive to outliers. The non-second order loss func-
tion [13] [14] [15] has been frequently used in the learning
system to learn good features due to the fact that it is more
efficient than the second order statistics based methods in
handling non-Gaussian noise or large outliers in the training
data. In this work, we proposed to learn a robust sparse rep-
resentation based on a kernel non-second order minimization
(KNS-SR). The KNS-SR algorithm uses the non-second or-
der correntropy loss function and can efficiently cope with
contiguous occlusions in real world applications. To optimize
the objective function, we transform the loss function into a
reweighted least squared problem and effectively solve it by
the active set algorithm [16]. A new classifier based on the
non-second order kernel measurement is also developed to
minimize the effect from outliers for classification.
2. RELATED WORKS
Given training data D = [D1, . . . Dc] ∈ Rm×n from c dif-
ferent classes, and the new test samples Y = [y1, . . . , yN ] ∈
Rm×N . Normally any test sample y ∈ Rm can be approxi-
mately represented by a linear combination of given training
samples from the same class or all the training samples:
y ≈ Diαi = Dα (1)
where αi and α correspond to the sparse coefficients of class
i and all the classes.
He et al. [11] (CESR) took the advantage of the cor-
rentropy in handling non-Gaussian noise and large outliers
and proposed a maximum correntropy criterion based robust











where g(x) = exp(− x
2
2σ2 ). The correntropy based classifier





Correntropy is a second order statistical measure in the
kernel space, which is a local measurement between two
random variables A and B [15], defined by V (A,B) =
E[〈ϕ(A), ϕ(B)〉H], where E[·] denotes the expectation op-
erator. ϕ(a) is a nonlinear mapping function and transforms
a from the original space to the Hilbert space, satisfying
〈ϕ(a), ϕ(b)〉H = k(a, b). In this paper, we use the Gaussian







where σ is the kernel bandwidth. Motivated by the non-
second order statistic measure having the advantages in
improving the ability of eliminating the information from
outliers, in this work we use the kernel non-second order
correntropy loss (KNS-loss):
JKNS-loss(A,B) = 2
−p/2E[‖ ϕ(A)− ϕ(B) ‖pH]
= E[(1− kσ(A−B))p/2],
(3)
where p > 0 is the power parameter. Obviously, the above
equation includes the case for the c-loss function when p is 2.
3.2. KNS-SR
Given a training data set D = [D1, . . . , Dc] = [d1, . . . , dn] ∈
Rm×n and a testing sample A = (yi1, yi2 . . . , yim)T ∈
Rm×1 transformed from the i-th facial image, the testing
image then can be approximately represented by a linear
combination of training samples in D. Let B be this repre-
sentation, namely B = (
∑
i di1αi, . . . , dimαi), the sparse

















ρ(||ej ||2) + λ||α||1,
(4)
where ej = (yj −
∑n
i=1 djiαi), and ρ(||ej ||2) = (1 −
exp(||ej ||22/2σ2))p/2 belongs to the M -estimation type of ro-
bust cost function. Based on the theory of M -estimation, the
problem in (4) can be transformed into a weighted least square
problem and can be solved by the iteratively reweighted least
square algorithm which has already been successfully applied
in computer vision and face recognition [17].
3.3. Optimization Algorithm for KNS-SR
According to the general framework of M -estimator, the first
term (ρ(||ej ||2)) in (4) will be equivalent to the following




ρ(||ej ||2) = min
m∑
j=1
γ(||ej ||2)||ej ||22, (5)
where ej = yj −
∑n
i=1 djiαi and the weight function
γ(||ej ||2) is defined by:
γ(||ej ||2) = ρ′(||ej ||2)/||ej ||2, (6)























which means that a large error gets larger attenuation and
the learned subspace will have little influence from outliers.
Based on (5)-(7), the loss function in (4) can be rewritten in a
weighted least square problem as:
argmin
α
(y −Dα)TΓjj(y −Dα) + λ
∑
i
αi, s.t. αi > 0,
(8)
where Γjj is a diagonal matrix with each element being cal-
culated from (6). After some algebraic operations, the opti-
mization problem in (8) can be rewritten in a function of α:
J(α) = min (
λ
2
− ŷT D̂)α+αT D̂T D̂α, s.t. αi > 0, (9)
where D̂ = diag(
√−γj)D and ŷ = diag(
√−γj)y. Since
D̂T D̂ is a positive semidefinite matrix, this quadratic prob-
lem in (10) is convex and is actually a monotone linear com-
plementary problem (LCP) [16]. Based on the Karush-Kuhn-
Tucker optimal conditions, the standard LCP framework of
(9) is derived as follows [18]:
LCP(D̂, ŷ) : find (ω, α)
s.t. ω = ∇J(α) = D̂T D̂α− D̂T ŷ + λ
2
αTω = 0, ω ≥ 0, α ≥ 0.
(10)
We propose to use the active set algorithm to solve the
LCP [11] [16]. The convex nonnegative least squares problem
works with complementary solutions, namely those vectors
[α;ω] verifying ω = D̂T D̂α − D̂T ŷ + λ2 and α
Tω = 0.
Let us denote the working set by A ⊂ {1, . . . , n} and its
complement by B = (1 : n) \ A, partitioning the matrices,
vectors accordingly as follows:
D̂ = [D̂A ∈ Rm×|A|, D̂B ∈ Rm×|B|],
y = [yA ∈ R|A|, yB ∈ R|B|],
ω = [ωA ∈ R|A|, ωB ∈ R|B|],
(11)
where |A| and |B| are the number of elements in A and B.


























The optimal solution αA and ωB can be obtained from the
following iterative procedure [11] [16]:
min
αA∈<|A|











The optimal solution is given by α = (αF , 0) and ω =
(0, ωB). During the optimization of the proposed algorithm,
the kernel size is an important factor. We calculate the kernel




(DAαA − y)T (DAαA − y). (14)
Algorithm 1 summarizes the optimization procedures of the
proposed approach.
Algorithm 1 Algorithm of KNS-SR
Input:
Training data D (normalized), and define A = φ, B =
1, . . . , n. α = 0n×1, ω = −DT y, γ = −1m×1.
Output:






Step 2: compute ω = min{ωi : i ∈ B}. If ωs < 0,
then add s toA, and delete s from B, otherwise stop with
α∗ = α.
Step 3: compute the temporal variables αA by solving
(13). If ᾱA > 0, then let αk+1 ← [ᾱA, 0], and go to step








: i ∈ Ak, ᾱi < 0
}
and let αk+1 ← [αA + θ(ᾱA − αA); 0]. Delete from Ak
all index j (s among them) such that αj = 0, then add
them to Bk and got to step 3 with k ← k + 1.
Step 4: compute ωB by (13) and go back to step 2 with
k ← k + 1.
Step 5: update the auxiliary vector γk+1 and kernel size
σ using (7) and (14), respectively. Return to step 1.
3.4. Learning Robust Classifier with KNS-SR
Unlike other works that design the classifier based on the Eu-
clidean distance [19] [10] or correntropy [11] of the repre-
sentation error, we design the classifier based on KNS-loss.
Let δci(α) be the sparse coefficients of class ci, then we ob-
tain the approximated representation for each class as ŷci =
Dciδci(α). Based on the KNS-loss, the test sample y can
be classified by assigning it to the class corresponding to the
minimal nonlinear difference between y and ŷci :
argmin
ci
rci(y) = (1− kσ(y −Dciδci(α)))p/2. (15)
4. EXPERIMENTAL RESULTS
We carry out experiments on the public AR face database [20]
and extended Yale B face database [21], which serves both
to demonstrate the efficacy of the proposed KNS-SR algo-
rithm and to validate the claims of the previous sections.
Image reconstruction and classification are implemented suc-
cessively to examine the learned sparse features using our
framework, comparing performances across various evalu-
ation measurements, and comparing to methods including
LRC [19], SRC [10], and CESR [11].
4.1. Face Classification Against Real-World Occlusion
We first verify the face recognition ability of our algorithm
on occluded images from the AR database which consists of
50 male and 50 female subjects. We choose 8 non-occluded
images ({1st-4th} and {14th-17th}) with varying expressions
from each subject for training. All the images with sunglass
occlusion, {8th-10th} and {21st-23rd}, are selected for test-
ing. First, we compare the sparsity and robustness of the pro-
posed method against the CESR algorithm. Fig. 1 shows the
results of both algorithms on a sunglass occlusion image from
the 3rd male subject. The dark blue parts of the weight images
in the 2nd column are the detected occlusion area. Although
both algorithms can detect the sunglass parts, the weight dis-
tribution of the proposed algorithm with p = 0.8 is much
more clear than that of CESR. This is because with a smaller p
power acted on the kernel function, the weights corresponding
to the outlier region or the occlusion region will be further re-
duced in comparison with the correntropy-based CESR. Sub-
figures in the 4th column show the sparse coefficients of the
testing image. Although sparse coefficients from both algo-
rithms give correct results, the coefficient vector from the pro-
posed method is more sparse than that from CESR. Since the
proposed method obtains more accurate sparse coefficients,
the image reconstruction accuracy from the proposed algo-
rithm is better than that from the CESR.
Then we carried out image classification on different
downsampled images with downsampling ratio of {1/16,
1/10, 1/4, 1/2, 1}. To numerically evaluate the performance,
we compare the recognition rates of the proposed algorithm
and all the baseline algorithms in Fig. 2(a) which shows that
the recognition rates of our algorithm with p = 0.8 are appar-
ently higher than that of benchmarks because our method has
the superiority in minimizing the effect of occlusion. These








Fig. 1. Sparse representation of CESR (first row) and KNS-
SR(second row) on an occluded image. Left to right: origi-
nal images with sunglasses occlusion, weight images, recon-
structed images, and sparse coefficients.
results also convey the information that the algorithms based
on the mean square error loss function (e.g., LRC and SRC)
and second-order statistics (CESR) are sensitive to outliers
(occlusion part), and thus have difficulties in classifying oc-
cluded images. Fig. 2(b) plots the recognition rates of the
proposed method with varying p values, and we know that
the rates of the proposed method with p < 2 are apparently
better than with p = 2.






















































Fig. 2. (a) The recognition rates of different methods under
different sampling rates; (b) The recognition rates of the pro-
posed method under different p.
4.2. Face Classification Against Contiguous Occlusion
We now verify the image reconstruction and classification
ability of the proposed algorithm on images with contiguous
occlusions. The experiment are performed on the extended
Yale B face database in which there are 30 subjects, and we
randomly select 32 images per subject to construct the dictio-
nary D. We simulated the contiguous occlusion by replacing
a randomly selected local region in each testing image with
an unrelated image. We compared the sparse representation
and reconstruction on an occluded image (45% percent oc-









Fig. 3. Sparse representation by CESR (first row) and KNS-
SR (second row) against contiguous occlusion. Left to right:
original test images with contiguous occlusion, weight im-
ages, reconstructed images, sparse coefficients.
KNS-SR are more clear than that from CESR, and the coeffi-
cients of KNS-SR are more sparse. We computed recognition
rates with these occluded images under different downsam-
pling rates {1/24, 1/16, 1/8, 1/4, 1/2}. Fig. 4(a) shows the
recognition rates of different algorithms with various dimen-
sion of features. KNS-SR achieves the highest recognition
rates under different feature spaces, and reaches the best result
when sampling rates is 1/2. Fig. 4(b) shows the recognition
rates under different parameters for p. The best recognition
accuracy is reached when p is 1.6.





















































Fig. 4. (a) The recognition rates from different methods un-
der different sampling rates; (b) The recognition rates of the
proposed method under different p.
5. CONCLUSION
This paper presented a new framework based on the Infor-
mation Theoretic Learning to improve the robustness of the
representation ability on the occluded images. By introduc-
ing the non-second order statistic based loss function, more
flexible constraints are imposed on the error loss, resulting
in greater occlusion detection ability and improved perfor-
mances in different image processing applications. Experi-
mental results on the occluded images show that our algo-
rithm outperforms existing methods in terms of the face re-
construction and recognition.
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