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The elliptic Kirchhoff equation in RN
perturbed by a local nonlinearity∗
A. Azzollini †
Abstract
In this paper we present a very simple proof of the existence of at least
one non trivial solution for a Kirchhoff type equation on RN , forN > 3. In
particular, in the first part of the paper we are interested in studying the ex-
istence of a positive solution to the elliptic Kirchhoff equation under the ef-
fect of a nonlinearity satisfying the general Berestycki-Lions assumptions.
In the second part we look for ground states using minimizing arguments
on a suitable natural constraint.
keywords: Kirchhoff equation, Pohozaev identity, natural constraint, minimiz-
ing sequence
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Introduction
The multidimensional Kirchhoff equation is
∂2u
(∂t)2
− (1 +
∫
Ω
|∇u|2)∆u = 0 (1)
where Ω ⊂ RN and u : Ω → R satisfies some initial or boundary conditions.
It arises from the following Kirchhoff’ nonlinear generalization (see [5]) of the
well known d’Alembert equation
ρ
∂2u
(∂t)2
−
(
P0
h
+
E
2L
∫ L
0
∣∣∣∣∂u∂x
∣∣∣∣
2
dx
)
∂2u
(∂x)2
= 0. (2)
Equation (2) describes a vibrating string, taking into account the changes in
length of the string during the vibration. Here, L is the length of the string, h
is the area of the cross section, E is the Young modulus of the material, ρ is the
mass density and P0 is the initial tension. In [6] the problem was proposed in
the following form:

∂2u
(∂t)2 −M(
∫
Ω |∇u|
2)∆u = f in Ω× (0, T ),
u = 0 in ∂Ω× (0, T )
u(0) = u0, u
′(0) = u1,
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where M : [0,+∞[→ R is a continuous function such that M(s) > c > 0 for
any s > 0, and Ω is a bounded set in RN ,with smooth boundary.
This hyperbolic problem has an elliptic version when we look for static solu-
tions.
In [14], it has been considered a class of problems among which the following
elliptic Kirchhoff type equation was included{
−M(
∫
Ω |∇u|
2)∆u = f in Ω,
u = 0 in ∂Ω
(here Ω is an open subset of RN ).
Taking into account the original formulation of the equation given by Kirch-
hoff, we assume the following
Definition 0.1. If there exist two positive constants a and b such thatM : R+ → R
can be writtenM(s) = a+ bs, thenM is called Kirchhoff function.
Recently, many authors have used variational methods to study the Kirch-
hoff equation perturbed by a local nonlinear term (see [7] for a short survey
on the topic). By arguments based on the mountain pass theorem, in [1] the
problem {
−M(
∫
Ω |∇u|
2)∆u = f(x, u) in Ω,
u = 0 in ∂Ω
has been solved in a bounded domain of RN under suitable growth conditions
on f : RN × R → R and M : [0,+∞[→ R. Taking N = 1, 2 or 3, the problem
has been treated also in [10] where M is a Kirchhoff function, and the nonlin-
earity f(x, t) has been supposed to behave linearly near 0 and like t3 at infinity.
The Yang index has been used to find a nontrivial solution. A similar growth
at infinity has been assumed in [15] where the authors have looked for sign
changing solutions. They also have obtained a sign changing solution when
the nonlinearity f satisfies either the following growth condition
|f(x, t)| 6 C(|t|p−1 + 1), uniformly in x, for p < 4
or the following Ambrosetti-Rabinowitz condition
νF (x, t) 6 tf(x, t), for |t| large and ν > 4.
In [8], the equation has been studied assuming that the nonlinearity grows at
infinity more than t3, without introducing the Ambrosetti-Rabinowitz hypoth-
esis. Using a variational approach, a multiplicity result has been showed in [4].
Finally we recall the recent result obtained in [11], where three solutions have
been found for the Kirchhoff type problem{
−M(
∫
Ω |∇u|
2)∆u = λf(x, u) + µg(x, t) in Ω,
u = 0 in ∂Ω
where λ and µ are two parameters.
The joining point of all these papers is that they consider the equation on a
bounded domain, with Dirichlet conditions on the boundary.
In this paper we study an autonomous Kirchhoff type equation on all the space
Kirchhoff equation in RN 3
R
N , looking for the existence of positive solutions, namely we consider the
problem {
−M(
∫
Ω |∇u|
2)∆u = g(u) in RN , N > 3,
u > 0.
(K)
In this sense, the problem turns out to be a generalization of the well known
Schro¨dinger equation
−∆u = g(u), in RN . (S)
In the first part of the paper we are interested in studying the problem (K)
in presence of a Berestycki-Lions nonlinearity. In order to explain what this
means, we provide the following definitions
Definition 0.2. A function g : R → R is called a Berestycki-Lions nonlinearity if it
satisfies the following assumptions
(g1) g ∈ C(R,R), g(0) = 0;
(g2) −∞ < lim infs→0+ g(s)/s 6 lim sups→0+ g(s)/s = −m < 0;
(g3) −∞ 6 lim sups→+∞ g(s)/s
2∗−1 6 0;
(g4) there exists ζ > 0 such that G(ζ) :=
∫ ζ
0 g(s) ds > 0.
A function g : R → R is called a zero mass Berestycki-Lions nonlinearity if it
satisfies (g1), (g3), (g4) and the following zero mass assumption
(g2)’ −∞ < lim infs→0+ g(s)/s, lim sups→0+ g(s)/s
2∗−1 6 0.
Remark 0.3. Using the terminology inherited by [2], we refer to the constant m in
(g2) calling it mass. This is the reason for which we say that a function g satisfying
(g2)’ instead of (g2) is a zero mass nonlinearity.
In the very celebrated paper [2], these types of nonlinearities appeared for
the first time, and it was showed that the hypotheses (g1),. . .,(g4) are almost
optimal to get an existence result for the Schro¨dinger equation.
In the first section of this paper, we use a simple rescaling argument to
establish a sufficient condition for the existence of a solution to (K). The first
result we get is the following
Theorem 0.4. LetM : R+ → R+ \ {0} a continuous function such that
lim inf
t→0
tM(t
2−N
2 ) = 0 (3)
and let g : R → R a (possibly zero mass) Berestycki-Lions nonlinearity. Then the
problem (K) has a solution in C2(RN ).
We point out that any Kirchhoff function satisfies our assumptions ifN = 3.
On the other hand, when M is a Kirchhoff type function we are able to refine
our estimates and we get the following result
Theorem 0.5. Let g : R → R a (possibly zero mass) Berestycki-Lions nonlinearity,
f : R+ → R+ a continuous function and M(s) = a + bf(s). Then for any N > 3
there exists a positive constant δ (depending on a) such that if b ∈]0, δ], the problem
(K) has a solution in C2(RN ). If moreover
lim inf
t→0
t
2
2−N f(t) = 0, (4)
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then there exists a positive constant δ (depending on b) such that if a ∈]0, δ], the
problem (K) has a solution in C2(RN ).
We again remark that when M is a Kirchhoff function, then f = id|R+ and
assumption (4) is automatically satisfied for N > 5.
In the second part of the paperwe study the existence of the so called ground
state solutions to the Kirchhoff equation
−(a+ b
∫
RN
|∇u|2)∆u = g(u). (5)
We recall that a ground state is a solution which minimizes the functional of
the action among all the other solutions.
The problem of finding such a type of solutions is a very classical problem:
it has been introduced by Coleman, Glazer andMartin in [3], and reconsidered
by Berestycki and Lions in [2] for a class of nonlinear equations including the
Schro¨dinger’s one. Here we will use a minimizing argument based on an idea
developed in [13] (recent applications can be found in [9] and in [12]). In that
paper the author showed that the ground state for the Schro¨dinger equation
can be found as the minimizer of the functional of the action restricted to a par-
ticular natural constraint. This natural constraint actually is a manifold which
is constituted by all non null functions satisfying the Pohozaev identity related
to the Schro¨dinger equation.
Unfortunately, a similar manifold turns out to be a nice constraint in order
to look for ground state solutions of the Kirchhoff equation only if N = 3 or
N = 4 : when N > 5, we are no more able to establish if the restricted func-
tional is bounded below. The final result we get is
Theorem 0.6. If N = 3 or N = 4 and g is a Berestycki-Lions nonlinearity, then
equation (5) possesses a ground state solution.
The paper is so organized:
in Section 1 we show our rescaling argument to get a solution for (K) in
the general case described in Theorem 0.4 and in the particular situation of a
Kirchhoff type function as in Theorem 0.5.
In Section 2 we study the problem of the existence of a ground state solution
for the Kirchhoff equation using a variational approach.
1 Bound state solution
In the sequel, we denote by v a ground state solution of (S) (respectively a
bound state solution if g is a zero mass Berestycki-Lions nonlinearity).
Proof of Theorem 0.4 Observe that, by hypothesis (3) and since
lim
t→+∞
tM(t
2−N
2 ) = +∞,
by continuity we have that there exists t¯ > 0 such that t¯2M(t¯2−N
∫
RN
|∇v|2) =
1. The function u : RN → R defined as follows:
x ∈ RN → v(t¯x) ∈ R,
Kirchhoff equation in RN 5
satisfies the equalities{
M(
∫
RN
|∇u|2) = 1
t¯2
−∆u(x) = −t¯2∆v(t¯x) = t¯2g(v(t¯x)) = t¯2g(u(x)),
and then it is a solution of (K). 
Remark 1.1. We point out that, since the only moment in which we use hypothesis (3)
is to determine the rescaling parameter t¯, we can relax our assumption just requiring
that
inf
t>0
tM
(
t
2−N
2
∫
RN
|∇v|2
)
6 1. (6)
Proof of Theorem 0.5 As in the proof of Theorem 0.4 we look for a solution
to the equation
t2
(
a+ bf(t2−N
∫
RN
|∇v|2)
)
= 1.
Taking into account the previous remark, it is enough to prove that
inf
t>0
Ψ(t) 6 1,
where Ψ(t) := t
(
a+ bf(t
2−N
2
∫
RN
|∇v|2)
)
. Set
h¯ = f
(
(2a)
N−2
2
∫
RN
|∇v|2
)
and δ1 =
a
h¯
. It is easy to verify that, if b 6 δ1, then Ψ(1/2a) 6 1.
Now suppose that (4) holds. We deduce that
lim inf
t→+∞
tf
(
t
2−N
2
∫
RN
|∇v|2
)
= 0.
Let t¯ such that t¯f
(
t¯
2−N
2
∫
RN
|∇v|2
)
6 12b and choose a 6 δ2 =
1
2t¯ . Again we
have that Ψ(t¯) 6 1. 
2 Ground state solution
In this section we use a variational approach which requires some preliminar-
ies. In next subsection we will use the same arguments as in [2] to modify
the nonlinearity g in such a way we can study equation (K) looking for critical
points of a suitable functional.
2.1 Functional framework
Define s0 := min{s ∈ [ζ,+∞[ | g(s) = 0} (s0 = +∞ if g(s) 6= 0 for any s > ζ).
We set g˜ : R→ R the function such that
g˜(s) =


g(s) on [0, s0];
0 on R+ \ [0, s0];
(g(−s)−ms)+ − g(−s) on R−.
(7)
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By the strong maximum principle, if u is a nontrivial solution of (K) with g˜ in
the place of g, then 0 < u < s0 and so it is a positive solution of (K). There-
fore we can suppose that g is defined as in (7), so that (g1), (g2), (g4) and the
following limit
lim
s→±∞
g(s)
s2∗−1
= 0 (8)
hold.
We set
g1(s) :=
{
(g(s) +ms)+, if s > 0,
0, if s < 0,
g2(s) := g1(s)− g(s), for s ∈ R.
Since
lim
s→0
g1(s)
s
= 0,
lim
s→±∞
g1(s)
s2∗−1
= 0, (9)
and
g2(s) > ms, ∀s > 0, (10)
by some computations, we have that for any ε > 0 there exists Cε > 0 such that
g1(s) 6 Cεs
2∗−1 + εg2(s), ∀s > 0. (11)
If we set
Gi(t) :=
∫ t
0
gi(s) ds, i = 1, 2,
then, by (10) and (11), we have
G2(s) >
m
2
s2, ∀s ∈ R (12)
and for any ε > 0 there exists Cε > 0 such that
G1(s) 6
Cε
2∗
s2
∗
+ εG2(s), ∀s ∈ R. (13)
We define the functional
I(u) :=
1
2
M˜(‖u‖2)−
∫
R3
G(u)
where we are denoting by ‖ · ‖ the norm
(∫
R3
|∇ · |2
) 1
2 of the space D1,2(RN ),
which is the closure of the compactly supported smooth functions with respect
to the norm ‖ · ‖. The previous functional is C1 in H1(RN ), being H1(RN ) the
closure of the compactly supported smooth functions with respect to the norm
‖ · ‖2H1(RN ) =
∫
R3
|∇ · |2 +
∫
R3
| · |2.
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We will look for critical points of the functional I inside
H1r (R
N ) := {u ∈ H1(RN ) | u is radial},
which is a natural constraint for the functional I by Palais’ principle of sym-
metric criticality. By standard variational arguments, it is easy to prove that
any critical point of I corresponds to a weak solution of the equation. By the
maximum principle we will get a positive solution.
2.2 Existence of a ground state solution
We look for a ground state solution to
−(a+ b‖u‖2)∆u = g(u), u : RN → R, N = 3, 4.
A ground state of (5) is a nontrivial solution u¯ ∈ H1(RN ) such that, if v ∈
H1(RN ) is another nontrivial solution of (5), then
I(u¯) 6 I(v),
where I : H1(RN )→ R is the functional of the action related with (5), namely
I(u) =
1
2
(
a+
b
2
∫
RN
|∇u|2
)∫
RN
|∇u|2 −
∫
RN
G(u).
Usually a standard technique to find a ground state consists in looking for min-
imizers of the functional of the action restricted to a natural constraint which
contains all the possible solutions. A candidate to play this role is the following
Pohozaev set
P = {u ∈ H1(RN ) \ {0} | P (u) = 0}
where for any u ∈ H1(RN )
P (u) = a
N − 2
2N
∫
RN
|∇u|2 + b
N − 2
2N
(∫
RN
|∇u|2
)2
−
∫
RN
G(u).
Actually the equality P (u) = 0 is nothing but the Pohozaev identity related
with equation.
We will prove Theorem 0.6 following this scheme:
step 1: we show that P is a C1 manifold containing all the possible solutions of
equation (5);
step 2: we prove that P is a natural constraint, in the sense that every critical
point of I restricted to P is a critical point of I ;
step 3: we show that I|P is bounded below and
µ = inf
u∈P
I(u) = inf
u∈P
1
N
(
a
∫
RN
|∇u|2 +
(4−N)b
4
(∫
RN
|∇u|2
)2)
is achieved.
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It is easy to see that P is a C1 functional. Moreover P is nondegenerate in
the following sense:
∀u ∈ P : P ′(u) 6= 0
so that P is a C1 manifold of codimension one. Indeed, suppose by contradic-
tion that u ∈ P and P ′(u) = 0, namely u is a solution of the equation
−
(
a
N − 2
N
+ 2b
N − 2
N
‖u‖2
)
∆u = g(u). (14)
As a consequence, u satisfies the Pohozaev identity referred to (14), that is
a
(N − 2)2
2N2
∫
RN
|∇u|2 + b
(N − 2)2
N2
(∫
RN
|∇u|2
)2
=
∫
RN
G(u). (15)
Since P (u) = 0, by (15) we get
−2a
∫
RN
|∇u|2 + b(N − 4)
(∫
RN
|∇u|2
)2
= 0
and we conclude that u = 0: absurd since u ∈ P . So P is a C1 manifold.
It obviously contains all the solutions to (5) since every solution satisfies the
Pohozaev identity P (u) = 0.
Now we pass to prove that P is a natural constraint for I. Suppose that
u ∈ P is a critical point of the functional I|P . Then, there exists λ ∈ R such that
I ′(u) = λP ′(u),
that is
−(a+ b‖u‖2)∆u − g(u) = −λ(a
N − 2
N
+ 2b
N − 2
N
‖u‖2)∆u− λg(u).
As a consequence, u satisfies the following Pohozaev identity
P (u) = λa
(N − 2)2
2N2
∫
RN
|∇u|2 + λb
(N − 2)2
N2
(∫
RN
|∇u|2
)2
− λ
∫
RN
G(u)
which, since P (u) = 0, can be written
λ
(
−2a
∫
RN
|∇u|2 + b(N − 4)
(∫
RN
|∇u|2
)2)
= 0.
Since u 6= 0,we deduce that λ = 0, and we conclude.
Now it remains to show that µ is achieved.
By the well known properties of the Schwarz symmetrization, we are al-
lowed to work on the functional spaceH1r (R
N ) as showed by the following
Lemma 2.1. For any u ∈ P there exists u˜ ∈ P ∩H1r (R
N ) such that I(u˜) 6 I(u)
Kirchhoff equation in RN 9
Proof Let u ∈ P and set u∗ ∈ H1r (R
N ) its symmetrized. It is easy to see that
there exists 0 < θ˜ 6 1 such that u˜ := u∗(·/θ˜) ∈ P ∩H1r (R
N ) and
I(u˜) =
1
N
(
a
∫
RN
|∇u˜|2 +
(4 −N)b
4
(∫
RN
|∇u˜|2
)2)
= a
θ˜N−2
N
∫
RN
|∇u∗|2 + b
(4−N)θ˜2(N−2)
4N
(∫
RN
|∇u∗|2
)2
6
a
N
∫
RN
|∇u∗|2 +
(4−N)b
4N
(∫
RN
|∇u∗|2
)2
6 I(u).

Before we proceedwith the proof of the main result, another preliminary result
is required
Lemma 2.2. µ := inf{I(v) | v ∈ P} > 0.
Proof If u ∈ P , then, by (13), we have
C‖u‖2 6 a
N − 2
2
∫
RN
|∇u|2 + b
N − 2
2
(∫
RN
|∇u|2
)2
+N(1− ε)
∫
RN
G2(u)
6 NCε
∫
RN
|u|2
∗
6 C′‖u‖2
∗
where ε < 1, Cε, C andC
′ are suitable positive constants. We deduce that there
exists a positive constant C′′ such that ‖u‖ > C′′ for any u ∈ P . The conclusion
then follows once one observes that I|P(u) > C˜‖u‖
2. 
Now let (un)n be a minimizing sequence for I|P inH
1
r (R
N ), namely
{un}n ⊂ P ∩H
1
r (R
N ), I(un)→ µ. (16)
Obviously ‖un‖ is bounded. Moreover, since {un}n ⊂ P , certainly, by (13),
there exist 0 < ε < 1 and Cε > 0 such that
a
N − 2
2
∫
RN
|∇u|2+b
N − 2
2
(∫
RN
|∇u|2
)2
+N(1−ε)
∫
RN
G2(u) 6 CεN‖un‖
2∗
2∗ ,
and then we deduce also the boundedness of the L2−norm of {un}n by the
continuous Sobolev embedding D1,2(RN ) →֒ L2
∗
(RN ) and (12).
Let u ∈ H1r (R
N ) be the function such that, up to subsequences,
un ⇀ u, weakly inH
1(RN ). (17)
We are going to prove that there exists θ¯ > 0 such that
u¯ ∈ P and I(u¯) = µ
where u¯ := u(·/θ¯).
Actually, by compactness due to the radial symmetry, from the weak conver-
gence (17) we deduce
lim
n
∫
RN
G1(un) =
∫
RN
G1(u). (18)
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Of course, u 6= 0.Otherwise, by (18) and since un ∈ P for any n > 1,we should
have that
0 6 lim sup
n
a
N − 2
2
‖un‖
2
6 N lim
n
∫
RN
G1(un) = 0,
which, by (16), contradicts Lemma 2.2.
By (18), the lower semicontinuity of theD1,2(RN )−norm and the Fatou lemma,
we have
a
N − 2
2
∫
RN
|∇u|2 + b
N − 2
2
(∫
RN
|∇u|2
)2
+N
∫
RN
G2(u)
6 lim inf
n
(
a
N − 2
2
∫
RN
|∇un|
2 + b
N − 2
2
(∫
RN
|∇un|
2
)2
+N
∫
RN
G2(un)
)
= lim
n
N
∫
RN
G1(un) = N
∫
RN
G1(u).
Let 0 < θ¯ 6 1 such that u¯ = u(·/θ¯) ∈ P . Using the lower semicontinuity of the
D1,2(RN )−norm, we infer that
I(u¯) = a
θ¯N−2
N
∫
RN
|∇u|2 + b
(4−N)θ¯2(N−2)
4N
(∫
RN
|∇u|2
)2
6 lim inf
n
a
N
∫
RN
|∇un|
2 +
b(4−N)
4N
(∫
RN
|∇un|
2
)2
= lim
n
I(un) = µ
and then we conclude.
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