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Preface 
This volume contains selected research in progress papers at DESRIST 2017 – the 12th International Conference 
on Design Science Research in Information Systems and Technology held during May 30 – June 1, 2017, at 
Karlsruhe, Germany.  
This year’s DESRIST conference continues the tradition of advancing and broadening design research within the 
information systems discipline. DESRIST brings together researchers and practitioners engaged in all aspects of 
Design Science Research (DSR), with a special emphasis on nurturing the symbiotic relationship between Design 
Science researchers and practitioners. As in previous years, scholars and design practitioners from various areas, 
such as information systems, business & operations research, computer science, and industrial design come 
together to discuss both challenges and opportunities of Design Science and to solve design problems through the 
innovative use of information technology and applications. The outputs of DESRIST, new and innovative constructs, 
models, methods, processes, and systems, provide the basis for novel solutions to design problems in many fields. 
The conference further builds on the foundation of eleven prior highly successful international conferences held in 
Claremont, Pasadena, Atlanta, Philadelphia, St. Gallen, Milwaukee, Las Vegas, Helsinki, Miami, Dublin, and St. 
Johns.  
The 12th DESRIST conference has the theme “Designing the Digital Transformation” and emphasizes the 
contemporary challenge of transforming businesses and society using information technologies. The rapid digital 
transformation of businesses and society creates new challenges and opportunities for Information Systems (IS) 
research with a strong focus on design, which relates to manifold application areas of IS research. This year`s 
DESRIST, therefore, introduces selected themes in order to account for and further stimulate DSR in such areas. 
Specifically, DESRIST features seven themes: DSR in business process management, DSR in human computer 
interaction, DSR in data science & business analytics, DSR in service science, methodological contributions, 
domain-specific DSR applications, and emerging themes and new ideas. In total, we received 135 submissions (66 
full research papers, 19 prototypes and products, and 50 research-in-progress papers) to the conference for review. 
Each research paper was reviewed by a minimum of two referees. In this proceedings appear 21 research in 
progress papers, with an acceptance rate of 42%. The full research paper and descriptions of prototypes and 
products are published in the separate Springer LNCS proceedings.   
We would like to thank all authors who submitted their papers to DESRIST 2017. We trust that the readers will find 
them as interesting and informative as we did. We would like to thank all members of the Program Committee as 
well as the many additional reviewers who took the time to provide detailed and constructive critiques for the 
authors. We are grateful for the support of many colleagues who took responsibility in Chair positions, such as the 
Doctoral Consortium Chairs, the Industry Track Chairs, the Product and Prototype Chairs, and the Local 
Arrangement Chairs, as well as for the great dedication of the many volunteers, whose efforts were instrumental to 
bring about another successful DESRIST conference. Our special thanks go to Dr. Stefan Morana who managed 
the operational review and publication process in his role as Proceedings Chair. Furthermore, we thank the 
Karlsruhe Institute of Technology (KIT) and the sponsoring organizations, in particular SAP, Bosch, IBM, Senacor, 
as well as the Cyberforum / Digital Innovation Center for their support. We believe the papers in these proceedings 
provide many interesting and valuable insights into the theory and practice of DSR. They open up new and exciting 
possibilities for future research in the discipline. 
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Abstract. Complexity is a problem that can be found in many aspects of research 
that deals with design. In particular, complexity is found in various business pro-
cesses that must be modeled and represented in a meaningful way. One of the 
ways to address complexity is by using decomposition, for which a number of 
decomposition principles have been proposed.  However, there are two domain 
specific areas in which these principles are lacking: the scope and the context of 
the problem. This research addresses this problem by deriving two new principles 
for managing complexity, and evaluates the proposed principles through an ex-
ample case to illustrate their potential use. 
Keywords: Complexity · Design · Scope · Context, Conceptual modeling · 
Business process management · Decomposition principles · Domain design 
principles  
1 Introduction  
In today’s business environment, designers and developers must cope with the com-
plexity that is inherent in the processes they model, which requires the application of 
effective design rules at the conceptual modeling phase of systems analysis.  Although 
there have been ideas and principles proposed to deal with complexity, there are still 
some aspects that remain challenging. The objectives of this research are to: define 
complexity with respect to conceptual modeling for business process management; ex-
amine existing design principles to identify where these design principles are lacking; 
and propose new design principles and demonstrate their potential effectiveness.  
Motivated by real world problems in business process management, this research 
builds upon existing design principles from decomposition rules. Thus, this research 
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contributes to decomposition by identifying two new principles, scope and context. 
These principles are derived based on notions of decomposition from Simon’s [29] in-
ner/outer environment and Alter’s [1] work system framework. Application of the pro-
posed scope and context principles is intended to address the issue of complexity in 
conceptual modeling.  
The rest of the paper proceeds as follows. It first defines complexity in terms of prior 
work on conceptual modeling and design science research. Then, existing principles 
are analyzed, and two new ones, scope and context, are derived. These principles are 
then applied to an existing problem to show their potential usefulness and value for 
teaching conceptual modeling, as well as for professional designers. We conclude with 
a summary and suggestions for future work.  
2 Related Research 
2.1 Complexity 
The concept of complexity is inherently problematic since it arises from the interaction 
of a number of closely linked (sub)systems, which may have emergent properties which 
are distinctly different from the sum of the properties of the individual subsystems [29]. 
Within the context of information systems, complexity is a problem that is found in 
many different types of problems that deal with design [6, 11, 36]. Although a number 
of different methods have been proposed to explain complexity, such as, complexity 
theory [13], chaos theory [7], complex adaptive systems theory [11], dissipative struc-
ture [25] and living system theory [15], or to compute complexity, e.g. system dynamics 
[30], agent based modeling [8], none of these approaches directly provides a method to 
resolve information systems design complexity.  
According to [22], “Complexity is the way the world is; systems thinking and rigor-
ous design methodologies are the key to success”. Design science research has a tradi-
tion of being especially suited for solving complex or “wicked” problems [28] while 
being engaged in knowledge production [2. 31]. Although the notion of complexity is 
well recognized in the design science research literature, it is mostly submerged in the 
intractable nature of the problem and the complexity of the information systems envi-
ronment, with greater focus on resolving these intractable problems through the gener-
ation of novel artifacts [12, 16, 19]. 
2.2 Conceptual Modeling 
One way to address complexity in designing novel solutions is simplification. [23], 
suggest that to capture the complexity of the problem so that the artifact appropriately 
addresses the problem requirements, it may be helpful to atomize or decompose the 
problem conceptually. [17] suggests that decomposability is a way to uncover simple 
answers to complex problems and lead to elegant, simple designs.  Therefore, having a 
good understanding of the problem is key to a successful design. Conceptual models 
help provide a good representation of the real world problem scenarios. A good con-
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ceptual model provides a means of communication and common understanding be-
tween system analysts, designers as well as the system’s users [18]. Thus, conceptual 
models are the elements of a design science process which aims at solving real world 
problem situations. Not only do they help in representing the real world, they also help 
provide this representation at an appropriate level for a given situation; i.e. the level of 
detail provides adequate information, but is abstract enough to make sense of, without 
redundancy or complexity. This requires: 1) the right level of abstraction and 2) a syn-
tactical diagram [21].  
2.3 Existing Decomposition Principles 
The Bunge-Wand-Weber (BWW) models [32-35] that originally drew on Bunge’s on-
tology [3, 4], provides a formal approach to modeling information systems for practical 
application. [34] good decomposition model provides a way to address the complexity 
of a real world system by providing a method to represent it in such a way that users 
can achieve a better understanding of a system. According to Wand & Weber, there is 
one high-level object that should be decomposed into a set of sub-systems based upon 
some rules that guide as to what should/should not be included and also to what degree 
the system should be decomposed (and when to terminate this decomposition).  Based 
upon the evaluation of the BWW model, five principles have been defined for good 
decomposition, thereby leading to effective management of complexity in systems de-
sign.  These good decomposition principles [34] can be summarized as follows: 
Minimality – the characteristic of a system with state variables where each sub-sys-
tem, at every level of the decomposition, has no redundant state variables. 
Determinism – the characteristic of a system where, for each of the subsystems with 
a certain level of the decomposition, an event is either an external event or a well-
defined internal event. 
Losslessness – the characteristic of a system where the decomposition into subsys-
tems, results in the preservation of each hereditary or emergent state variable. 
Minimal coupling – this characteristic of a system results when any environmental 
change has the least amount of impact on any of the subsystems in the decomposition. 
Strong cohesion – the characteristic of the output variables being cohesive if they 
depend on a common input variable and if any additions to the output variables do not 
necessitate additional input variables. 
3 Domain Design Principles: Scope and Cotext 
3.1 Limitations of Existing Decomposition Principles 
The BWW model has been richly examined, evaluated and applied [5, 10, 26, 27]. 
Although the BWW ontology is well established, work is still required to understand 
how processes and process-oriented systems can be decomposed [27] with a lack of 
generally accepted criteria for assessing the goodness of decomposed process models 
[14]. Practically, decomposition and conceptual modeling are well established methods 
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employed in systems analysis, for mapping business problems and processes. Concep-
tual modeling (e.g., drawing a data flow diagram) can be considered as decomposing a 
system.  
In this context, we can use the minimality, determinism, losslessness, and minimum 
coupling principles. Nevertheless, strong cohesion might not be necessary at the top 
level diagram as this principle can potentially result in too many details at that level, 
but should be enforced in lower level diagrams.  For example, based on [20], people 
have been using 7 ± 2 processes in level 0 data flow diagrams (DFDs).  Enforcing strong 
cohesion at level 0 might result in significantly more processes at level 0 DFD, which 
is not recommended. 
The five decomposition principles assume the existence of a system to be decom-
posed.  In reality, during conceptual modeling, the scope of the system is not necessarily 
known.  This is observed, for example, in problems that occur with student modeling 
exercises.  For example, in analyzing a warehouse, assume that many customers com-
plain about the long delay in getting their items. If the root of the problem is delivery, 
then drivers should be included in the analysis scope; if the root cause is locating the 
items, then drivers will not be included in the analysis scope, but the scope should in-
clude how items are being stored. Similarly, after identifying the root problem, the so-
lution to the problem could be different. For example, if the problem is delivery, but 
drivers are already doing their best, the solution might be to provide customers a better 
estimation of arrival date/time. Thus, the initial customer interactions must be included 
in the scope of the analysis. Scope identification is an important practical issue in sys-
tems analysis [1, pp. 33-34], but is not addressed in existing decomposition principles. 
Similarly, the five decomposition principles do not consider a major objective of 
conceptual modeling, which is for the purpose of understanding and communication 
[21]. The understanding and communication can be among management, users, ana-
lysts, and developers. Using the warehouse example as above, when describing the 
steps of the warehouse operations, two students capture different steps: 
1. Check customer authority, check warehouse items, check items, arrange transporta-
tion, delivery, arrange pick-up, and process document. 
2. Check authority, pass request, process request, arrange transportation, and receive 
order for transport. 
Common challenges are: i. How many steps, and ii. What steps, are needed? The 
above examples are 6-7 steps, yet they convey a different picture of the warehouse 
operation. Knowing what to represent for the purpose of understanding and communi-
cation, is a practical issue, but not addressed in the existing decomposition principles. 
3.2 The Two Domain Principles 
There are two domain specific limitations in the deployment of these five principles 
for achieving good decomposition. This leads to the proposal of two new principles to 
supplement the existing five principles, which we call the scope and context principles. 
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None of the five decomposition principles can guide scope determination as shown in 
the above examples. Since scoping is very much an issue in systems analysis, we utilize 
one of them to derive the scope principle. Based on Alter’s [1] work system framework, 
a work system should be the smallest unit in which the problems or opportunities occur, 
we propose: 
Scope principle: A conceptual model should be the smallest system, in which the prob-
lems or opportunities occur. 
Similarly, the five decomposition principles do not guide the identification of sub-
systems (e.g., a process in a data flow diagram) for the purpose of understanding and 
communication. To resolve this issue, we turn to Simon’s [29] decomposability in the 
context of the inner and outer environment, where his strategy is to hide the details of 
the inner environment so one can study the outer environment without having to know 
much about the inner environment.  Considering the outer environment as a purpose of 
understanding and communication, Simon’s strategy will be applicable here with the 
inner environment containing the subsystems. This implies that subsystems should be 
designed so that we do not need to know much about them, but they are sufficient for 
us to study the outer environment. 
Using Simon’s inner/outer environments terminology, the determinism principle 
captures the inner environment of a decomposed subsystem, but does not provide guid-
ance to the outer environment, which is the interaction of the subsystems. Interactions 
of subsystems are guided by the minimum coupling principle. A data flow diagram 
(DFD), for example, with straight-forward linear steps of transforming data (i.e., each 
process has only one data flowing in and one data flowing out) can fulfill minimum 
coupling, but provides no guidance as to what constitutes a good set of processes to be 
used at the top level diagram. Thus, we propose the following principle.  
Context principle: A conceptual model should contain the smallest number of subsys-
tems (with a minimal knowledge of each subsystem) and their interactions so that it is 
sufficient to be used for the purpose of understanding and communication. 
4 Application of the Domain Principles 
An important part of design science research is to demonstrate the applicability and 
utility of the model [9, 12, 24]. To assess the validity and utility of the two proposed 
principles, we apply the principles to an example case that was given as a student as-
signment in a large North West university as a proof-of-concept. Our findings indicate 
that these principles can delineate diagrams that communicate more with less.  See Ap-
pendix 1 for the assignment and Appendix 2 for 2 sample DFDs. For the purpose of 
this discussion, the DFD processes are listed below, because they are considered sub-
systems in the DFDs.  
Example 1 DFD processes: 
   Check stock availability 
   Process payment 
Example 2 DFD processes: 
   Assist customer 
   Place shoes on hold 
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   Update inventory 
   Process return 
   Produce restock request 
   Submit request 
   Generate sales report 
   Process sales transaction 
   Sign up member 
   Create receipt 
   Return shoes 
   Restock inventory 
Both example solutions conform to the 5 decomposition principles. Nothing in the 
processes is redundant, thus conforming to the minimality principle. The solutions con-
form to the determinism principle because they have a deterministic reaction to each 
data flowing in each process. The suggestion of a strong verb to name each DFD pro-
cess usually addresses this principle. Losslessness is already taken care in the DFD rule: 
each child diagram should have the same input and output data flow as the parent pro-
cess. Similarly, weak coupling or minimum coupling is already taken care in the DFD 
rule that all data flows should be named. This minimizes the unnecessary interactions 
among processes. Since each process in both diagrams only has one input data flow or 
one output data flow except when the process accesses a data store, this conforms to 
the strong cohesion principles because all output depends on all input data flows. Nev-
ertheless, the above two examples violate at least one of the two new principles. 
In both examples, the DFDs fulfill the rule of 7 ± 2 processes at the top level DFD. 
Clearly, they convey two different stories although they are the same assignment. Ex-
ample 1 did not include “signing up member”, while Example 2 did not include “gen-
erating sales report”. One can argue that “signing up member” occurs when processing 
payment and thus is part of “process payment” in Example 1. It can also be argued that 
“generating sales report” is beyond the scope of this DFD, thus not included in Example 
2. Hence, new principles are needed. According to the scope principle, if the problem 
to be addressed in this DFD is to increase sales, then “generate sales report” should be 
within the scope of this DFD. However, if the problem is to improve customer shopping 
experience, then “generate sales report” can be outside the scope of this DFD. Thus, 
pinpointing the problem or opportunity is important in determining the scope of DFDs. 
According to the context principle, we should not need to know the details of a pro-
cess, to understand and communicate DFD at that level. If signing up a member is im-
portant for improving sales or providing a better customer experience, then this should 
not be hidden inside the process payment process in the Example 1 DFD. On the other 
hand, submit request receives its data flow from produce restock request. It does not 
seem necessary to know whether a restock request is being submitted at this top level 
DFD as we assume that someone analyzing restocking requirements, will do something 
about it. Therefore, according to the context principle, Example 1 DFD should combine 
restock request and submit request into one process. Similarly, create receipt should be 
part of process sales transaction in Example 2. More importantly, according to the con-
text principle, Example 2 conveyed a better understanding of how the shoe store works 
as it provided signing up member and placing a hold on shoes services (not seen in 
Example 1 DFD). Interestingly, Example 2 received a lower grade from the grader than 
Example 1. This shows that traditional rules for drawing DFDs did not consider the 




Conceptual modeling has always been difficult because of the challenges in model-
ing the real world in a manner that can be understood. Although a number of techniques 
and approaches have been proposed for conceptual modeling, challenges remain for 
how to develop “good” and accurate models that facilitate understanding and commu-
nication.  A well-recognized challenge in doing so is dealing with complexity. This 
research has analyzed existing decomposition approaches for complexity and proposed 
two new principles: scope and context, both of which are derived from the literature on 
design science. The utility of the principles was demonstrated through an application 
to a DFD exercise. Further research will require empirical studies (e.g. as those carried 
out by [5]) that use the principles and assess their value. 
Appendix 1: The Shoe Store Case for the DFD Assignment.  
Kits Footwear is a Canadian shoe retailer based in Vancouver. The company has 
seven stores and two warehouses across Canada. Each store is run by a store manager; 
the retail manager supervises all the seven store managers. Depending on the size of 
each store, between 4-6 sales associates and 2-3 cashiers are employed by the store 
manager. When a customer enters a Kits Footwear store, the sales associates welcome 
the customers, explain the existing promotions and discounts, and answer their ques-
tions. When a customer decides to try a pair of shoes, the sales associate asks the cus-
tomer his/her shoe size and check the store stock availability. If the shoes are in stock, 
the sales associate brings them to the customer to try on. If not, the sales associate 
suggests the customer pick other styles, or if the customer prefers, the sales associate 
contacts other Kits Footwear branches to check for availability. If another branch has 
the right size in stock, the sales associate places a hold request and asks the customer 
to visit the other branch within 24 hours. After the customer decides to purchase a pair 
of shoes, the sales associate escorts him/her to the cashier. The cashier asks if the cus-
tomer has any coupons or Kits Footwear membership card. Seniors and students with 
proper identification are also eligible for extra discounts. If the customer would like to 
apply for a membership card or renew it, the cashier proceeds with the request. Finally, 
the cashier collects the payment in cash or by credit/debit card, files the sales receipt, 
and gives a copy of it to the customer.  
Kits Footwear has the return policy for unused items within 30 days of purchase. 
When a customer visits the cashier to return an item, the cashier should call the store 
manager, who has the authority to process the return requests. The store manager asks 
for the return reasons, and if the product is eligible for return, confirms the refund. The 
cashier completes the refund transaction, requests the customer to sign the return form, 
and gives a copy of the new receipt to the customer. The store manager is responsible 
for managing the business performance of the store. The retail manager meets weekly 
with all the seven store managers to analyze sales in the last week and set new sales 
goals. If the marketing department has created new promotions or discounts, the retails 
manager passes on this information to the store managers. Each store manager then uses 
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the sales goals to schedule the store personnel and define daily goals for the sales asso-
ciates. Finally, the store manager should maintain an appropriate stock level of products 
in the store and reorder products if necessary. Weekly, she provides a list of required 
items and submits the list to the retail manager. After the retail manager confirms the 
reorder, the store manager sends a request to the closer warehouse. When the ordered 
items arrive, the sales associates refill the store stock. 
Appendix 2: Two sample DFDs .  
  
DFD Solution 1 DFD Solution 2 
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Abstract. In this study, we analyze the activity logs of fully resolved incident 
management tickets in the Volvo IT department to understand the handoff pat-
terns i.e., how actors pass work from one to another using a sequence analytic 
approach (a method for studying activity patterns from event log sequences). A 
generic actor pattern here describes the sequence in which actors participate in 
the resolution of an incident. We classify actor handoff patterns as straight, loop 
and ping-pong. Then we analyze the patterns by frequency and duration to draw 
insights about how actor patterns affect the incident resolution time. The results 
are quite surprising. In particular, we find that certain loop and ping-pong pat-
terns outperform straight patterns even though more steps are involved in them. 
Our results have implications for resource allocation in organizations. They sug-
gest that handoff patterns should be another factor to be considered while allo-
cating work to actors along with position, role, experience, skill, preferences, etc. 
Keywords: Workflows · Routines · Handoffs · Sequence analytics · Actor pat-
terns · Pattern variety 
1 Introduction 
Any business or healthcare process can be viewed as a series of handoffs between task 
actors (or workers) who perform successive tasks until the process instance is com-
pleted. After an actor completes her task she hands off the process instance or case to 
the next actor. Such behavior is observed in various kinds of application areas ranging 
from medicine and software development to insurance claim processing. Some 
handoffs also occur in a ping-pong pattern such that an actor A hands off a task to actor 
B only to have it returned later, either after some work is done or just untouched.  This 
leads to an actor handoff pattern represented by the sequence A-B-A, A-B-C-D-A, etc. 
Such ping-pong behavior arises from an alternating pattern in which the same actor 
appears more than once.  
Most of the research in the Business Process Management (BPM) and workflow 
literature has been devoted to the discovery of process models, conformance checking 
and process enhancement. This research assumes that historical process execution logs 




T1 – T4 – T5 
T1 – T3 – T5 – T4 
T1 – T2 - T4 – T5 
T1 – T2 
T1 – T5 
 
By applying a process mining algorithm [18] we may discover a process model 
that always starts with task T1; next tasks T2 and T3 appear in a choice (or alternative) 
structure and are followed by a parallel structure of T4 and T5 that can appear in any 
order. Moreover, it is also possible to skip the T2-T3 or T4 -T5 substructure, but only 
one skip is allowed not both. The discovery of process models in this manner is useful 
for it helps us to understand the control flow of a process.  The drawback with nearly 
all process mining approaches though is that when considerable variety is inherently 
present in a process, capturing it in excruciating detail leads to a model that becomes 
unreadable. The model becomes overrun with so many connectors and edges to accom-
modate all the flow paths that it looks like spaghetti.  In turn, it becomes very hard to 
decipher and this diminishes its real value.  
Researchers in the area of organizational routines define routines as “repetitive, 
recognizable patterns of interdependent actions, carried out by multiple actors.”[4]  
They accept that variety exists in real world processes and have developed approaches 
to quantify routine variation, by posing questions like: Does the process in Unit A have 
more variety than the one in Unit B?[11]  Moreover, researchers in organizational rou-
tines ascribe greater agency and tacit knowledge to actors of various tasks in terms of 
their interpretations of how the task should be done rather than treating actors as fully 
interchangeable. Their focus is on interdependencies among actions, people and tech-
nology in contrast to the control flow, data flow and resource perspectives of BPM.  
Our approach is in part inspired by previous work in the context of routines 
[11,12], but our work fits into the broader area of work distribution and resource allo-
cation in BPM (e.g. [6, 14] ). To this end, we conduct a preliminary exploratory study, 
and pose new questions for understanding handoffs patterns in workflow data. Thus we 
ask: what are the patterns of interaction among generic actors (as opposed to actions) 
in a large real log and how can they inform us? A pattern like 1-2-1-3-1 shows the order 
of involvement of actors 1, 2 and 3 in the completion of a process instance through four 
handoffs among themselves.  In this pattern, one might place multiple interpretations. 
We can interpret this pattern as actor 1 dividing some work between actors 2 and 3 and 
finally integrating the two pieces of work for resolving the ticket. Alternatively, this 
pattern could arise when 2 was unable to complete the work sent by 1 and returned it, 
thus 1 had to instead turn to 3 to perform it. The first interpretation suggests a produc-
tive way of completing a work instance while the second is counter-productive. By 
examining the patterns in more detail in conjunction with the duration of various in-
stances that conform to that pattern we expect to be able to design better work allocation 
methods.  
      Our study was made possible by access to a large log from the incident reso-
lution process at the Volvo automotive company.  This data set is public and hence the 
results can be verified. By correlating the most frequent types of actor sequence patterns 
in this dataset with the duration for resolving the incident we were able to gain many 
useful insights about the significance of actor patterns.  By analyzing this data, we hope 
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to address questions like: What are the common actor patterns found in resolving tickets? 
Are some patterns better than others and why? How does actor pattern variety affect 
resolution time of the tickets? In this way, we can shed more light on the resource per-
spective in a business process. This perspective has implications for assignment of re-
sources to a process in an efficient way.   
       This paper is organized as follows. Section 2 gives some preliminaries about 
handoffs and sequence analytics. Then, Section 3 describes our log data and the main 
results of our analysis. Next, Section 4 offers a discussion and mentions some related 
work. The paper concludes with Section 5.  
2 Sequence Analytics  
A handoff is a transfer of work from one actor to another. Research in healthcare has 
shown that communication breakdowns among medical professionals can lead to ad-
verse effects on surgical patients [10]. These breakdowns result from poor handoffs in-
volving verbal communications and ambiguities about responsibilities. There is ample 
evidence to suggest that the nature of social interactions and interdependencies among 
participants (or resources) who collaborate on a routine or a process does have an impact 
on the outcome and performance of the process in terms of quality, failure rate, etc. [7].  
Sequence analytics refers to the concept of analyzing the sequences of actions or 
elements to detect similarities and differences across the sequences [11]. For example, 
in biology this concept is used to detect evolutionary patterns, rate of mutation and any 
genetic modifications that occurred in time. This concept was later adopted by sociolo-
gists and more recently in information systems to detect socio-material entanglement in 
work processes [5]. An action or task sequence pattern is a series of possible orderings 
of related tasks to complete a process or a workflow. Some examples are: 
 
T1-T2-T3-T4 
T1-T3-T4-T1   
 
      Similarly, it is possible to also consider actor sequences. An actor sequence 
would define sequences of specific actors such as: A1-A2-A3-A4, or A3-A2-A4-A1, 
etc. Each sequence denotes the order in which various actors perform tasks to complete 
a workflow or routine.  In contrast to these two notions, in this paper we are interested 
in studying actor patterns. By a pattern, we mean an ordering in which generic actors 
perform tasks to complete a workflow or a routine. Thus an actor pattern like 1-2-3-4 
means that some actor 1, handed over the work to actor 2 who in turn passed it along 
to 3 and so on.  We call this a straight pattern. Another pattern is 1-2-3-1 is a loop 
pattern where the work is returned at the end to the same actor who started it. Yet 
another pattern may be 1-2-1-2-1-3.  This is a ping-pong pattern since the actors alter-
nate with one another.  It is important to note here that 1, 2, 3 are generic placeholders 
for actors, and not specific names of actors. See Fig. 1 for examples of these patterns. 
     Our goal is to analyze such generic patterns to determine the kinds of patterns 
appear most frequently and also to understand if some patterns are better than others in 
terms of incident resolution times.  
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 (a) Straight                          (b) Loop                              (c) Ping-pong 
Fig. 1. Different kinds of generic actor patterns 
3 A Case study of Volvo IT Incident Management  
3.1 Data Set Description and Analysis 
This process log data is publicly available and was initially released as a part of the 
Business Process Intelligence (BPI) Challenge in 2013 [1].  The dataset contains a log 
of incidents or cases to be resolved.  Each incident has a unique serial number. Typi-
cally, there are many log records for each incident to reflect any status or owner change. 
A log record captures the status of the incident and includes information like serial 
number, date-timestamp, status, sub-status, impact, product, country, owner, support 
team, and organizational line (see the partial log shown in Table 1).  There are 7554 
cases or incidents and 65553 events or records in the log for an average of 8.7 log 
records per incident. The period of this data set extends from the end of March 2010 
until middle of May 2012.   
Table 1. A snapshot of the incident log 
SR Number     Date Status Impact Product Country Owner 
Name 
1-364285768 2010-03-31 Accepted Medium PROD582 France Frederic 
1-364285768 2010-03-31 Accepted Medium PROD582 France Frederic 
1-364285768 2010-03-31 Queued Medium PROD582 France Frederic 
1-364285768 2010-04-06 Accepted Medium PROD582 France Anne Claire 
 
The owner attribute in the log record denotes the actual actor who performs a 
task. When two successive (in time sequence) log records have different owners it in-
dicates a handoff of work from the previous owner to the new one.  If two successive 
records have the same owner, it means that there is a status change and not a handoff. 
We were only interested in the incidents where at least one handoff occurred.   
The dataset was loaded in a MySQL database for the analysis. We first removed 
the log records for the owner 'Seibel' because this is the information system, and not a 
human owner. Our focus was on studying the effect of handoffs among human actors 
only.  After all, a resource allocation algorithm can only select a specific human from 
a set of alternatives. Then we removed all records for incidents where only one human 
owner was involved and also for incidents that were not resolved.  This left us with 
4375 incidents - 1755 tickets of low impact, 2413 of medium impact, 204 of high im-
pact and 3 of major impact. Next, we wrote MySQL queries to determine the duration, 
number of handoffs, number of owners, and handoff pattern for each incident.  
 
ϭ           Ϯ             ϯ             ϭϭ           Ϯ             ϯ             ϰ ϭ           Ϯ             ϭ              Ϯ            ϭ             ϯ
15 
 
Table 2. Incidents by impact level between April 1 and May 15, 2012 






By plotting resolution time for incidents against time it was observed that reso-
lution times declined with time. This was attributed to a learning curve effect in the 
initial period that stabilized later on.  Moreover, the largest number of incidents were 
also concentrated in the last part of the dataset, within a short period from April 1 until 
May 15 of the year 2012. There were 4064 incidents during this period out which the 
largest number by impact were 2204 medium impact incidents (see Table 2). By con-
centrating on this period, we were able to eliminate any learning curve effect by remov-
ing just a small fraction of the total number of incidents. For our analysis we decided 
to focus only on the medium and low impact incidents.  
Next, we created generic or abstract patterns from the sequences of handoffs for 
each incident in the log in the following manner. For example, the ticket #1-523391859 
has 8 events recorded in the log and contained series of operations in resolving the case. 
The incident went through multiple hands, 'Elaine-Elaine-Elaine-Elaine-Elaine-Rafael-
Rafael-Siebel', before finally getting resolved in Siebel. As we were interested in the 
abstract handoff patterns among actors, we removed consecutive repetitions with the 
same owner name (and also owner Siebel) resulting in, 'Elaine-Rafael'. By coding first 
actor as '1' and second actor as '2' and so on, we were able to generate patterns to convert 
the sequence of owners' names to numbers 1, 2, 3, .... These numbers give the order in 
which an actor appears in the incident resolution process. For each incident we gener-
ated the actor pattern along with other information like frequency, average duration, etc. 
These results are shown in Tables 3 and 4 for medium and low impact incidents, re-
spectively. 
3.2 Analysis of Results 
Tables 3(a) and (b) show the top 10 most frequent actor patterns that appear in the data 
set for low and medium impact incidents, respectively. The top 5 actor patterns account 
for about 70% and the top 10 account for about 80% of the incidents in both tables. The 
last column of Tables 3(a) and (b) shows the rank by duration time of the various pat-
terns. We have excluded from both tables patterns that had a frequency of less than 
roughly 1% of the total number of incidents in their category. From these patterns one 
can easily determine the number of unique owners that took part in resolving the cor-
responding incident and also the number of handoffs.  
Note that 9 out of 10 patterns are common to both tables. Further, the top 3 
patterns are identical, and 4 out of the top 5 are common as well. This suggests that 




Table 3. Top 10 most frequent actor patterns for Low and Medium Impact Incidents 
(a) Low impact tickets                                             (b) Medium impact tickets 
Actor  
Pattern  Freq-uency Average  Duration Rank 
1-2 577 10.2 1 
1-2-3 317 10.8 3 
1-2-3-4 177 14.3 7 
1-2-3-4-5 83 15.0 8 
1-2-3-4-5-6 48 15.5 9 
1-2-3-1 33 10.5 2 
1-2-1 31 10.9 4 
1-2-3-4-5-6-7 27 17.8 10 
1-2-3-2 25 13.0 5 
1-2-3-4-1 19 13.8 6 
 
Actor  
Pattern  Freq-uency Average  Duration Rank 
1-2 747 9.3 5 
1-2-3 492 10.4 6 
1-2-3-4 195 13.8 8 
1-2-1 92 9.0 3 
1-2-3-4-5 90 12.9 7 
1-2-3-1 78 7.6 1 
1-2-3-4-5-6 35 14.3 9 
1-2-3-4-1 30 8.0 2 
1-2-3-2 19 16.2 10 
1-2-3-4-5-1 18 9.2 4 
  
One interesting effect found in Table 3(b) is that a pattern like 1-2 is more fre-
quent than a similar pattern 1-2-1, but the latter takes smaller duration.  Similarly, we 
find that pattern 1-2-3 is more frequent than 1-2-3-1 that has a shorter duration by 27%. 
We find that many such loop patterns have a shorter duration than their straight pattern 
counterparts. This raises the question, why does an instance with one additional handoff 
take a shorter duration than without it? Further investigation showed that in many inci-
dents there was a large lag time between the last two log entries of “Completed-Re-
solved” and “Completed-Closed”. The last step was performed by the system.  In many 
cases with the straight pattern it increased to 8 days but was lower in the loop pattern.  
We also examined all 106 incidents for `Prod424'and show the results for the top-10 
patterns in Table 4. Notice from the last column for pattern type that only two of the 10 
patterns are straight patterns though they account for 80% incidents, while the other 
patterns for 20% incidents.  
Table 4. Top 10 smallest duration actor patterns for Medium Impact Incidents for Prod424 
 Pattern Frequency Average  Duration Pattern type 
1. 1-2-3-4-2 1 6.0 Ping-pong 
2. 1-2 24 6.8 Straight 
3. 1-2-1-2-3 1 8.0 Ping-pong 
4. 1-2-3-1-2-4-5-6 1 8.0 Ping-pong 
5. 1-2-1 5 8.8 Loop 
6. 1-2-3-4-5-2-5 1 9.0 Ping-pong 
7. 1-2-3-2 1 9.0 Ping-pong 
8. 1-2-3-1 2 9.0 Loop 
9. 1-2-3-4-2-5-6-1 1 9.0 Ping-pong 
10. 1-2-3 26 9.6 Straight 
3.3 Understanding Factors that Affect Duration 
To gain a better understanding of the factors that affect the duration of an incident, we 
made an ordinary least regression (OLS) model in R to predict Duration using number 
of owners (Owners) and number of handoffs (Handoffs) as independent variables. Since 
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there is a correlation of 0.90 between Handoffs and Owners we introduced a new vari-
able, Ping = Handoffs – Owners + 1. The correlation between Owners and Ping is 0.55. 
The results in Fig. 2 show that there is a significant relationship between Owners and 
Duration at the 1% level.  After trying several models, this model produced better re-
sults than models with a single or two variables.  More importantly, by trying single 
variable models with Owners and Handoffs we found that Owners is a better predictor 
of Duration than Handoffs with a higher R-squared and coefficient values. 
 
4 Discussion and Related Work 
Several interesting initial results emerge from our study. By categorizing the actor pat-
terns into straight, loop and ping-pong, we found that straight patterns are often domi-
nated by loop and ping-pong patterns with the same (or even more) number of owners. 
The OLS models confirmed that handoffs have a smaller effect on duration.  
The superior performance of loop and ping-pong patterns suggests that rather 
than one actor holding onto an incident, frequent exchanges among actors are better. A 
second feature of loop, and also ping-pong patterns, is that a single actor may take 
ownership of the incident and monitor it.  This accelerates its progress leading to faster 
resolution. In fact, the actor who appears more than once may be playing the role of a 
“coordinator” to facilitate the smooth transfer of work among others. Evidence of this 
is also found in the work of Liu, et al. [8] who have constructed social network analysis 
to develop an enhanced organizational model.  In their model, various actors play social 
roles like team leader, coordinator, etc. arguably leading to superior team formations.  
Although the loop and ping-pong patterns perform better, yet the straight pat-
terns are predominant. This suggests that for relatively easy incidents straight patterns 
are perhaps the best. What our results also indicate is that resource allocation algorithms 
should be designed to take handoff patterns into consideration.  In terms of pattern va-
riety, out of 106 cases pertaining to Prod424, there were 32 actor patterns.  Among 
Call: 
lŵ;foƌŵula = DuƌatioŶ ~ OǁŶeƌs + piŶg + OǁŶeƌs:piŶg, data = cdataͿ 
Residuals: 
    MiŶ      ϭQ  MediaŶ      ϯQ     Max  
-ϭϱ.ϵϮϮ  -ϰ.ϵϲϴ  -ϭ.Ϯϱϲ   Ϯ.ϴϯϵ  ϰϬ.ϳϰϰ  
CoefficieŶts: 
                      Estiŵate    Std. Eƌƌoƌ t ǀalue Pƌ;>|t|Ϳ     
;IŶteƌceptͿ      ϲ.ϳϳϯϭϲ    Ϭ.ϰϬϰϰϬ  ϭϲ.ϳϰϵ   <Ϯe-ϭϲ *** 
OǁŶeƌs           ϭ.ϮϰϭϮϳ    Ϭ.ϭϭϲϱϴ  ϭϬ.ϲϰϳ   <Ϯe-ϭϲ *** 
PiŶg                 Ϭ.ϰϮϭϵϭ    Ϭ.ϮϯϳϮϴ   ϭ.ϳϳϴ   Ϭ.Ϭϳϱϱ .   
OǁŶeƌs:piŶg -Ϭ.Ϭϰϴϭϯ    Ϭ.ϬϮϴϴϵ  -ϭ.ϲϲϲ   Ϭ.Ϭϵϱϵ .   
--- 
SigŶif. codes:  Ϭ '***' Ϭ.ϬϬϭ '**' Ϭ.Ϭϭ '*' Ϭ.Ϭϱ '.' Ϭ.ϭ ' ' ϭ 
Residual staŶdaƌd eƌƌoƌ: ϳ.ϳϵϰ oŶ ϮϮϬϬ degƌees of fƌeedoŵ 
Multiple R-sƋuaƌed:  Ϭ.Ϭϳϲϱϵ,   Adjusted R-sƋuaƌed:  Ϭ.Ϭϳϱϯϯ  
F-statistic: ϲϬ.ϴϮ oŶ ϯ aŶd ϮϮϬϬ DF,  p-ǀalue: < Ϯ.Ϯe-ϭϲ 
Fig. 2. Output of OLS regression 
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these, 28 had a frequency of 5 or less (24 patterns only 1).  The longest pattern had 18 
handoffs and the smallest 1. This illustrates the diversity of patterns that are used to 
resolve incidents.   
Typically, there are many decisive factors that are used to determine what actor 
would be assigned to perform a task in a process. These include among others the role 
or position of the actor, experience, skills, etc. These factors should naturally be taken 
into consideration. There is a large body of work on resource allocation in BPM (see, 
e.g. [6,14]) that we cannot review for space reasons. However, one part of this work 
relates to resource assignment languages [2], resource preference models [3], etc. There 
is also some valuable work in the area of organizational mining that helps to understand 
resource assignment patterns and relates to how the involvement of resources influ-
ences the control flow of a process [9,15,16]. Related work has also looked into af-
fordance networks that combine actors, actions and artifacts [13].  Event interval anal-
ysis [17] is also very relevant in the context of actor patterns to understand the nature 
of handoff intervals.   
5 Conclusions 
Our work here is complementary to a large body of work already published on human 
resource allocation in business processes. In this paper we presented an approach for 
analysis of actor pattern sequences that can help to improve our understanding of the 
resource perspective of a process and give fresh insights into work design practices. 
This empirical study was conducted in the context of a rich data set from an incident 
resolution process. We found that the straight, ping-pong and loop patterns were pre-
dominant in the dataset we analyzed and that often the straight pattern was dominated 
by the other two patterns. 
In future work, we would like to examine some other data sets to see if the patterns 
found here are of a general nature and whether there are other kinds of frequent patterns 
that are found in them as well. Moreover, it would be nice to study how handoff patterns 
can be more tightly integrated into resource allocation methods. A resource allocation 
algorithm should be able to learn to distinguish good handoff patterns from bad ones 
and then promote those patterns. Finally, it would be helpful to analyze the role of va-
riety of patterns to see whether more variety is conducive or detrimental to better per-
formance.   
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Abstract. Lack of proper hand hygiene is often the source of hospital
acquired infections. Despite many efforts, on average, health care workers
still perform hand hygiene in less than 50% of the occasions in which they
must. Serious games have been used successfully to achieve behavioral
change in other health care domains. In order to tackle the complex
problem of hand hygiene compliance we followed a design science research
approach combining the build-phase with three evaluation cycles. In this
paper, we present a preliminary design of a serious game to explore the
possibilities of achieving better hand hygiene compliance of health care
workers.
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1 Introduction
Healthcare associated infections (HAIs) are infections for which there is no ev-
idence of presence or incubation at the time of admission. Patients with a HAI
need longer to recover and have an increased probability to die. In the European
Union alone, the estimated number of HAIs is 4.5 million annually, leading di-
rectly to around 37.000 deaths, 16 million extra days of hospital stay and 110.000
indirect deaths [7, 14]. The most effective counteractive measure to HAIs remains
proper hand hygiene by health care workers [1]. It is estimated, that 20-30% of
HAIs could be prevented by better hand hygiene compliance [7, 14].
The problem of hand hygiene in hospitals is a complex issue with two main
aspects: (1) proper training in the cleaning technique and (2) compliance with
desinfection procedures [15]. In recent years several applications to improve edu-
cation of the hand cleaning technique have been implemented and tested in the
field [10]. However, since health care workers wash their hands in less than 50%
of the appropriate moments [23], the main issue is behavioral. Therefore, it is of
interest to explore new approaches of improving health care workers’ hand hy-
giene behavior. Thompson, Debbe, et al. found that theoretically based serious
games can be effective at achieving behavioral change in both diet and physical
activity [13].
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In this paper, we describe the design of a serious game for the Microsoft
HoloLens with the purpose of improving hand hygiene compliance. We have
built a first prototype of an Augmented Reality application named CatCare.
We decided to use Augmented Reality in order to make the users relate their
actions and the lesson of the game to the real world and thus have implemented
the application on the Microsoft HoloLens. The Hololens is capable of markerless
tracking and therefore does not require a set up procedure before users can play
with it. In CatCare, the user needs to take care of sick cats by feeding them.
Whenever the user touches a cat, his hands become visibly contaminated and he
needs to wash them before touching another cat. If the user fails to do proper
hand hygiene, other cats will get infected and the user looses the game. The
application is still research in progress. However, three implementation iterations
with evaluations have already been conducted. We contribute to the field of
serious games and gamification for health care education by presenting design
objectives gathered from the scientific literature and learnings that have emerged
throughout the development of the application.
2 Research method
In order to design a serious game to educate and motivate health care work-
ers, patients and visitors in health care facilities, our research applies the de-
sign science research method (DSRM) [22]. We follow the methodological steps
described by Peffers [22] involving the following activities: (1) problem identifi-
cation and motivation, (2) definition of the objectives for a solution, (3) design
and development, (4) demonstration, (5) evaluation and (6) communication. In
this article, we apply this methodology as follows: In the introduction section
we motivate (1) the problem of hand hygiene compliance and define the central
solution objective of the artifact. After reviewing the literature associated with
the problem, we derive requirements for the artifact (2). Based on the back-
ground literature we develop an artifact iteratively (3). We demonstrate (4) the
artifact’s evolution and the design knowledge that was gained through iterative
testing. The artifact was evaluated (5) in several stages of its evolution via ques-
tionaires and interviews. This article fulfills the purpose of communicating the
results (6).
3 Related work
CatCare was implemented with WHO five moments as educational basis. The
WHO five moments is a simple conceptual framework for when hand hygiene
should be performed is are used as the basis for professional medical education
[9].
Researchers have drawn upon psychological theory to explain the lack of hand
hygiene compliance. Kretzer & Larson [4] found that beliefs, perceived health
threat, cues, self-efficacy and attitude influence hand hygiene behavior. In order
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to increase health care worker’s perceived threat we used Augmented Reality so
the user sees virtual germs on his hands and surroundings.
Kretzer & Larson [4] also found consistent evidence, that self-efficacy is asso-
ciated with behavioral change and that interventions targeting behavioral change
should include the concept of self-efficacy [4]. Self-efficiacy can be influenced in
various ways. In the past serious games have been used to increase self-efficiacy
in various health care domains [13, 12, 11], such as diabetis and HIV prevention.
In recent years researchers have started to use gamification and serious games
as interventions to improve hand hygiene compliance. Sanchez et al. [8] did a
literature review on gamification but only identified four games related to hand
hygiene.
Vazquez et al. [16] built a simulation, where users have to decide when and
how they must perform hand hygiene. However, their simulation does not simu-
late a stressful situation as health care professionals experience throughout their
daily routine. Marques et al. [18] used a gamification approach in a health care
facility. Their system tracks the nurses’ actions and awards points for good hand
hygiene behavior but does not focus on facilitating the education of health care
workers.
Galluzi et al. and Kutafina et al. [17, 10] focus on teaching proper hand
washing technique via gamification but do not teach in which situations hand
hygiene is necessary.
3.1 Design objectives based on the literature
The factors that lead to poor hand hygiene compliance of individual health
care workers have been researched extensively. Risk factors for hand hygiene
compliance include understaffing, bad role models and working in an intensive
care unit. Moreover, male health care workers and physicians are more likely to
have low hand hygiene adherance (compared to nurses) [1, 7].
Many studies highlight that education is a cornerstone for improvement with
handhygiene practices but there are limitations such as financial constraints or
lack of teaching experience [1, 7]. Moreover, education has been found to be most
effective, when it includes workshops, bedside teaching, and simulation-based
training [7]. Therefore, in order to create a simulation that resembles the real
world struggle in which health care workers need to do proper hand hygiene while
having to treat many patients, we propose that the artifact should simulate a
stressful activity that needs to be accomplished, while the user needs to perform
proper hand hygiene.
Additionally, the artifact should be easily accessible to health care workers.
it should not require prior knowledge, complicated setup procedures or a special
infrastructure. Moreover, it should be easy to fit into the time schedule of health
care workers. From this reasoning we argue that the artifact should be easily
accessible to health care workers.
Furthermore, high-quality and timely feedback on hand hygiene behavior is
important to raise the awareness of health care workers [7, 5]. Being caught red
handed makes it easier for people to remember their actions that lead to the
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mistake. Moreover, if nobody sees the mistake and judges, it might be more
likely to achieve a mindshift and behavioral change. Therefore the user should
get instant feedback when he does a severe hygiene mistake.
4 Artifact Design
To study hand hygiene compliance in a serious game context, we developed
CatCare. Since it was developed iteratively some parts of it have changed over
time. We will now briefly describe the latest version (version 3) of CatCare:
Figure 1 shows an overview of the holograms the user sees augmented in to
his surroundings while playing CatCare. On the far right of the figure is the
sink. The two beds with the sick cats are to the left of the sink. The food bowl
is on the counter with the green symbol on the left and the water bowl is on the
counter with the blue water drop. There are five cats wandering around on each
bed. The cats on one bed have a different disease than the cats on the other bed
and need to be held in quarantine from each other. The user can see that the
cats are sick by coloured particles radiating around the cats. The cats on the
first bed have green particles and the cats on the other bed have red particles.
Over time a cat will become thirsty or hungry. The user then needs to pick up
the cat and carry it to the food or the water bowl. Once the cat is done with
eating or drinking, the user needs to carry it back to its bed. If the cats are not
nurished within a certain period of time, they will starve and the game is over.
Whenever the user picks up a cat, his virtual hands will get contaminated with
the cat’s disease. The virtual hand will then also have radiating color particles
around it. The user can decontaminate his hands by clicking on the virtual sink.
The virtual hands will then instantly become clean again. If the user transmits
a disease to a kitten it dies and the game is over. Therefore, in order to win the
game, the user needs to make sure the cats get their food in time, while he does
proper hand hygiene in order to prevent transmitting a desease. So far, three
iterations of the game have been implemented. Each iteration was evaluated
using the System Usabilty Scale (SUS) and open questions for feedback. The
first iteration was tested by 39 users and had a SUS of 71.5, the second iteration
by 9 users (SUS: 74.1) and the third iteration by 14 users (SUS: 73.9)
Next we will discuss the differences between the three iterations of CatCare,
why they were made and what conclusions we derived from them.
5 Discussion
Regarding existing design principles, there is a consensus in the scientific lit-
erature on serious gaming and gamification that games need to be fun for the
user [21]. However, the use of gamification and serious game design principles
in mHealth applications is yet a burgeoning innovations practice [20]. In order
to make our application fun to use, we tested different game elements and regu-
larly tested the usability of our application. To make design decisions we relied
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on observations, verbal comments from the users, results of the SUS and written
comments in the open ended comment section we added to the SUS.
Fig. 1. This figure shows an overview of the holograms the user will see augmented in
to his surroundings.
In version 1 we were using a virtual arrow to help the user learn the game.
The arrow followed the naive strategy depicted in figure 2 without optimizations.
However, during test we soon observed that users were ignoring the arrow and
only started using it once we told them to use it. Moreover, they would then
just click on whatever the arrow was pointing at without reflecting upon their
actions. In version 2 we therefore read them written instructions explaining the
setup and the goals of the game without using the arrow. Users then found
optimizations to the naive strategy much faster and also seemed much more
engaged in the game.
In versions 1 & 2 there was only one level and users often found that the
game was not challenging enough. Two users wrote they would have liked ”more
difficulty, more variation” and ”more complexity”. Therefore, in version 3 we
implemented four different levels so the users could adjust the difficulty to their
preferences. Figure 2 shows a flow diagram of the game and table 1 shows an
overview of the different levels of CatCare. When we tested the application with
users we found that users seemed more engaged and tried out different levels,
until they found a level that was appropriately challenging for them.
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Fig. 2. This figure shows a flowchart of the CatCare application
6 Evaluation
There is no standard for measuring compliance with hand hygiene practices. [19]
The three most frequently reported methods of measuring compliance are direct
observation of practice, self-report of healthcare workers and indirect calculation
based on hand hygiene product usage or electronic monitoring devices [19].
We are planning to evaluate CatCare with health care workers in a health
care facility. We will let each health care worker in a ward play CatCare for
half an hour following a standardized procedure. The treatment will be repeated
every two weeks. Over the course of the intervention and the three succeeding
months we will measure the desinfection fluid consumption in the ward and a
second ward that we will treat as the control group. Consumption of hand-rub
desinfection fluid is an accepted dependant variable of hand hygiene compliance
[1].
7 Conclusion and potential contribution
Lack of hand hygiene compliance in health care facilities is a serious problem.
Serious games have been used in other health care domains to achieve behavioral
change. In this paper, we utilize a design science approach to design, develop
and evaluate our serious game artifact. We are developing an Augmented Reality
serious game called CatCare that could be used for health care worker’s hand
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Table 1. Differences between the levels
Level 1 (easy): One cat will randomly get thirsty every 40 seconds and the
user has 40 seconds time to give water to the cat before it dies.
Level 2 (medium): Cats can get hungry or thirsty. One cat will randomly get
hungry or thirsty every 30 seconds.
Cats die if the user does not treat them within 30 seconds
Level 3 (hard): Hunger or thirst will appear every 20 seconds. Cats die
if the user does not treat them within 30 seconds
Level 4 (extreme): Hunger or thirst will appear every 15 seconds and the
germs become invisible. Cats die if the user does not treat them within 30 seconds
hygiene education. The novelty of our approach lies in the idea to employ a
serious game that has parallels to health care workers daily routine. By using
Augmented Reality, we enable the users of CatCare to see where germs are
and how they are transmitted on to health care worker’s hands. By focusing
the user’s attention to tending cats, we simulate the time pressure and stress
that health care workers perceive in their everyday life and diverts them from
doing proper hand hygiene. Since CatCare provides instant feedback when hand
hygiene errors are made, users can test methods for themselves that will help
them perform proper hand hygiene under stress.
We have described how we are planning to evaluate the application. If we
can show that the application improves hand hygiene behavior of health care
workers, the application could be used as a tool in the education of health care
workers. Maybe it could also be used in regular intervals to refresh the hand
hygiene motivation and knowledge of health care workers. If we can show that
people without prior knowledge of hand hygiene can learn hand hygiene from
the artifact, it could be used to make hospital visitors aware of HAIs.
Our work contributes to the literature on hand hygiene compliance by ex-
ploring a new design-oriented intervention. Finally, we contribute to the field
of health care education by presenting design objectives for serious games de-
rived from the scientific literature and learnings from implementing them into
an artifact.
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Abstract. Receiving feedback from colleagues and supervisors via computer-
mediated communication (CMC) is part of daily work life and considered to be 
desirable. Unfortunately, negative feedback in connection with CMC can lead to 
misunderstandings and negative affect. Against this background, the psycholog-
ical research field of “perspective-taking” provides options to reduce perceived 
feedback negativity and, in doing so, to increase the acceptance of negative feed-
back. With the ability to recognize and reflect human emotions, a new type of 
technology – so-called “affective technology” – has the potential to provide suit-
able support for perspective-taking. Aiming at developing an explanatory design 
theory, we propose a research model by identifying design options for affective 
technology which lead to perspective-taking in e-mail communication and in-
creased negative feedback acceptance. The research-in-progress paper at hand 
then outlines the experimental approach planned for testing the presented re-
search model. 
Keywords: Affective Technology · Computer-Mediated Communication · Neg-
ative Feedback Acceptance · Perspective-Taking · Design Theory · Experiment 
1 Introduction 
As information and communication technology has become increasingly ubiquitous, 
computer-mediated communication (CMC) is an integral part of our daily life. Many 
people communicate online in a broad variety of contexts. Aside from contacting 
friends, CMC is used for education, health, games, work, and more. 
 In the work context, feedback – particularly negative feedback – in connection with 
CMC frequently leads to misunderstandings and negative affect. This might be ex-
plained by the fact that emotional expressions and the recognition of emotions lack 
visual and auditory cues when writing and reading e-mails [4]. As non-verbal emotion 
expression is faced with many obstacles in e-mails (e.g. emoticons are not only ambig-
uous, but also regarded as too informal), and verbal emotion expression is less likely 
communicated [10], the probability for misunderstandings increases. Consequently, 
feedback via e-mails might get interpreted more neutral or more negatively than in-
tended [4]. Such e-mails may in turn lead to reduced feedback acceptance.  
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Although research indicates that there is a relationship between disclosing emotions 
when writing e-mails and reduced misunderstandings [4], to the best of our knowledge, 
no research exists regarding the question how to increase negative feedback acceptance 
without there being any need for the sender to actively verbalize or visualize their feel-
ings. Wang et al. [27] have shown that emoticons can reduce negative reactivity even 
to intentional negative feedback. However, emoticons are often too informal and have 
to be actively applied by the sender of a message, which requires a certain effort. 
Options to reduce perceived feedback negativity and, in doing so, to increase feed-
back acceptance are provided by the psychological research field of “perspective-tak-
ing”. Perspective-taking, as the cognitive dimension of empathy, takes place when an 
individual (the perspective taker) views a situation from the perspective of another in-
dividual (the target) to understand thoughts, feelings or behaviors [6, 7]. In other words, 
perspective-taking is the process of ‘putting oneself in other shoes’. Research has indi-
cated that being aware of the self and being presented with cues about the perspective 
of the target can lead to increased perspective-taking [1, 2, 26]. 
How technology can be designed to increase perspective taking, and in doing so, 
feedback acceptance, is a question inherent to design science research and explanatory 
design theories. Specifically, explanatory design theories should show that “a system 
with feature X will perform better on measure M than a system without feature X” (p. 
7) [15]. 
Our objective is to create a design theory for the design of so-called ‘affective tech-
nology’ which, with ability to recognize and reflect human emotions, have the potential 
to provide suitable support for perspective-taking. In accordance with the definition of 
affective computing [25], affective technology can be defined as technology which can 
sense and/or generate human emotions such as happiness, anger, or fear. It is an inno-
vative type of technology that can support people in different areas, for example in car 
driving [18]. In the context of learning, for instance, an affect-aware system can detect 
boredom, confusion, frustration, or engagement of the learner based on conversational 
cues, body language, and facial features and respond adequately to improve the learning 
experience and to increase the learning effect [8]. In the CMC context, affective tech-
nologies could be used to recognize the emotions of both the sender and the receiver, 
and disclose them to both communication partners. As research has indicated that ver-
bal information about emotions is largely interpreted congruently across individuals 
[23], the perspective of the communication partner might be accessed more easily, and 
negative affect due to misunderstandings might be reduced. 
Thus, we aim to develop an explanatory design theory, proposing a research model, 
identifying design options for affective technology which lead to perspective-taking in 
e-mail communication and increased negative feedback acceptance. The paper is there-
fore guided by following research questions: 
RQ1: Can affective technology be used to disclose one’s own affective state to in-
crease perspective-taking and feedback acceptance in CMC? 
RQ2: Can affective technology be used to disclose the other’s affective state to in-
crease perspective-taking and feedback acceptance in CMC? 
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2 Related Work 
Feedback acceptance is defined as "the recipient's belief that the feedback is an accurate 
portrayal of his or her performance. Whether or not this belief is itself correct is incon-
sequential to acceptance" (p. 356) [20]. Feedback acceptance has a diverse set of pre-
dictors, including (perceived) characteristics of the feedback provider (e.g. power), 
characteristics of the recipient (e.g. self-esteem), and characteristics of the feedback 
(e.g. perceived feedback valence) [20]. With respect to negative feedback – understood 
as critical comments given to identify areas for improvement [17] – and to emotions, a 
study of Wang et al. [27] has suggested two predictors that can be influenced by emo-
tion-related stimuli. First, perceived good intention of feedback, is focused on the feed-
back provider. Second, perceived feedback negativity, is focused on the actual feedback 
the feedback provider has given. While Wang et al. have argued that the characteristics 
of the feedback recipient are unlikely to be influenced by means of emoticons, we pro-
pose that by having affective technology at hand, characteristics of the recipient, spe-
cifically increased perspective-taking, can nonetheless be altered.  
Perspective-taking takes place when an individual views a situation from the per-
spective of another individual [5, 6]. Perspective-taking can be differentiated into a dis-
positional and situational construct. The dispositional construct refers to the general 
ability to adopt perspectives of others in various situations [6] whereas the situational 
construct refers to the degree to which an individual is able to adopt the perspective of 
another person in a specific situation [7]. In this paper, we focus on the situation-spe-
cific aspects of perspective-taking. In the context of feedback, perspective-taking has 
the potential to reduce aggression after receiving negative feedback [21]. 
Objective self-awareness and perspective-taking. Research has indicated that being 
aware of the self can lead to increased perspective-taking [1, 2, 26]. Objective self-
awareness theory [9] helps to explain these results: Individuals who are aware of their 
own existence take a separate perspective from the self. Thus, the individuals see them-
selves as separate from others – an ability needed for taking the perspective of another 
person [26]. The influence of self-awareness on perspective-taking could be observed 
both in the laboratory [26] and in the field [1]. Specifically, in a field experiment, Ab-
bate et al. [1] could demonstrate that perspective-taking is enhanced by showing an 
individual a mirror (versus a photo of a baby) and, in doing so, to induce self-awareness. 
Although other results show that the relationship between self-awareness and per-
spective taking can be a negative one [12], there is strong experimental support for a 
moderating variable in the relationship of perspective-taking and self-awareness. When 
individuals are presented with cues about the perspective of the target (e.g. specific 
information on the target group), higher self-awareness leads to higher perspective-tak-
ing whereas this pattern reverses when no cues are present [1]. 
3 Hypothesis Development and Design Options 
To gain scientific insights with a comprehensible theoretical basis for the design of 
technology, the “design science paradigm” provides appropriate methods. Within the 
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design science paradigm, two types of theory have evolved: “design practice theories” 
and “explanatory design theories” [3, 15, 16, 19, 22, 24]. Whereas the former describes 
the process of constructing an artifact (how), the latter explains the reasons for con-
structing an artifact in a specific way (why) [3, 15]. Comparable to structural equation 
modeling terminology, explanatory design theories consist of an “outer model” and an 
“inner model” [24]. The outer model comprises design options and measurement items 
whereas the inner model specifies the relationship between latent design variables and 
latent dependent variables. Design options can be understood as the characteristics of 
an artifact. The study at hand pursues the target to empirically propose a starting point 
to develop an explanatory design theory for the dependent variable perspective taking 
using two affective technology design features (emotional self-disclosure and emo-
tional cue). Furthermore, aftermath impacts are illustrated utilizing perspective taking 
as a moderator for negative feedback acceptance making use of a recommended ap-








Fig. 1. Explanatory design theory 
Perceived good intention of the feedback provider has been indicated to influence feed-
back acceptance in studies about, for example, leadership [11] and use of emoticons 
[27]. According to these studies, feedback is more readily accepted when a feedback 
recipient believes that the feedback provider had honest intentions to help (in contrast 
to negative intentions such as embarrassment). Thus, we hypothesize: 
H1: Perceived good intention of the feedback provider increases acceptance of neg-
ative feedback. 
As negative feedback poses a threat to a desired positive self-image [12], it is more 
likely rejected to prevent this [27]. As the negative relationship between perceived feed-
back negativity and feedback acceptance has already been shown by the results of Wang 
et al. [27], we aim to strengthen these results with our study: 
H2: Perceived negativity of feedback decreases feedback acceptance. 
When negative or ambiguous feedback is given, the feedback recipient has to estimate 
whether the intentions of the feedback provider were positive or negative [20]. If the 
recipient tries to understand what the feedback provider was thinking and feeling when 
they were writing the feedback, deciding that the feedback provider had good intentions 
might become more likely. This can be assumed because perspective-taking leads to 
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increased external attributions of behavior, e. g. when observing deviance at the work-
place [13]. Thus, negative evaluations of the perspective-taking target are reduced. We 
therefore assume that perspective-taking is likely to play a relevant role in perceived 
good intentions of the feedback provider: 
H3: Perspective-taking increases perceived good intentions of feedback provider. 
Perspective taking has been shown to correlate negatively with aggressive reactions 
after receiving negative feedback [21]. Thus, when perspective-taking is high, per-
ceived feedback negativity should be reduced: 
H4: Perspective-taking decreases perceived feedback negativity. 
Abbate et al. [2] showed that perspective-taking is influenced by an interaction between 
self-awareness and cues regarding the state of the perspective-taking target. When in-
dividuals’ looks were disclosed by placing them in front of a mirror (high self-aware-
ness condition) and were given cues about the target (cue condition), they showed 
higher perspective-taking than when one or both of these conditions were not met. In-
stead of using a mirror as a form of self-disclosure, we show participants their real-time 
emotional strain for inducing self-awareness and thus, perspective-taking. Congruently, 
we cue the emotional strain of the target to participants. Hence, our design-options are 
shown in Table 1 and we hypothesize the following interaction effect: 
H5: Disclosure of the own emotional state leads to increased perspective-taking 
when the communication partner's emotional state is cued.         
 
Table 1. Affective technology-based design options for increasing perspective taking and nega-
tive feedback acceptance 
 Self-disclosure Cue 
Textual Real-time assessment of feed-
back recipient’s emotional 
strain is disclosed textually at 
the right side of the text inser-
tion field as either low, moder-
ate, or high (e.g.: “low emo-
tional strain”). 
A text-field displayed at the left side 
of the messages from the feedback 
provider states: “high emotional 
strain”. 
None No emotions are textually dis-
played for feedback recipient.  
No emotions are textually displayed 
for feedback provider. 
4 Method 
4.1 Design, Participants, and Procedure 
Design: To test our hypotheses, we want to conduct a fully randomized 2 (emotional 
self disclosure: textual vs. none) x 2 (emotional cue: textual vs. none) between-subjects 
laboratory experiment in a simulated work context.  
Participants: We plan to recruit 80 students from our local university. To ensure the 
motivation of the participants we indicated the chance to win a reward of 25€. 
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Procedure: After participants receive an explanation about the alleged purpose of 
the experiment, they, in the self disclosure condition, put on the mood ring and are 
seated in front of a computer workplace in individual rooms. In the next step, to increase 
the credibility of the experiment, participants see the following information on the com-
puter screen: “As we want to reward participants who have written the three best essays 
with 25€, another student will tell you how they evaluated your essay. Afterwards, you 
will have the opportunity to reply to their evaluation to improve your chances of getting 
the reward.”  
Afterwards, the use of the e-mail program is explained. Participants in the self dis-
closure and cue conditions receive additional explanation that they can view their own 
emotions/their communication partner's emotion in the e-mail program. From this point 
forward, the self disclosure manipulation (recipients’ emotional strain) and/or the emo-
tional cue manipulation (feedback providers’ high emotional strain) are displayed con-
tinuously until the e-mail program closes. The emotional cue manipulation is used as 
cue for a higher stress level. For participants in the control group (emotional disclosure: 
none & textual disclosure: none) there is no textual information on the level of their 
own or the feedback provider’s level of emotional strain. 
The experiment itself consists of five different phases. First, all participants are 
asked to write an essay about fake news in social media sites. Additionally, they receive 
the information that they have ten minutes to complete this task, have to write at least 
150 words, and that another student will subsequently evaluate their essay after they 
have sent it via the e-mail program. After ten minutes, participants have to send their 
essay to their fictive communication partner. Second, participants are given the infor-
mation, that their fictive communication partner is evaluating their essay right now and 
will respond soon. In the meantime, participants complete a questionnaire collecting 
different variables. Third, participants receive the following e-mail from their fictive 
communication partner:  
“I did not like your essay and think it has a plethora of weaknesses: your arguments 
are rather weak and your train of thought is hard to understand.”. 
Fourth, participants are given five minutes to answer to this e-mail and are told they 
have the opportunity to improve the chances of winning the 25€ by replying to the 
feedback. Afterwards, the e-mail program gets closed and participants complete the 
manipulation checks, and the scales for perspective-taking as well as feedback. 
4.2 Measures and Data Analysis 
Perspective-taking: We use a perspective-taking scale adapted from Grant & Berry 
[14]. An example item is "I imagined how my communication partner was feeling". 
Feedback measures: Feedback acceptance, perceived good intentions and perceived 
feedback negativity scales are adapted from Wang et al. [27]. 
Manipulation checks: We ask participants whether they have seen their own/their 
partners’ level of emotional strain. 
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Self-awareness and cue manipulation: In the disclosure self manipulation, the par-
ticipants wear the Moodmetric ring1 that collects data on electrodermal activity. The 
design-options are presented to as described in Table 1. 
Data analysis: To test the effectiveness of our hypotheses, we aim to make use of 
different statistical tools. Specifically, we will utilize multiple regression analysis to 
protect our data from unwanted confounding effects, ANOVAs to see if the experi-
mental groups show different values in the dependent variables more frequently than 
random, and PLS to test the whole postulated research model. 
5 Limitations and Outlook 
With the proposed paper, we will contribute to research on feedback as well as design 
science. Furthermore, we will inform practitioners on how affective technologies can 
be used and designed in at work to raise the acceptance of computer-mediated negative 
feedback. However, some limitations have to be noted. First, as we do not assess any 
neurophysiological measures because they could confound with the manipulation of the 
self-disclosure design-option, including these measures would be a promising road for 
future research. Second, we focused on feedback acceptance in the context of perceived 
good intention and perceived feedback negativity. Future studies could address addi-
tional variables such as sender credibility or message formality. In the next step, we 
plan to recruit participants and conduct the experiment in our laboratory. 
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Abstract. Work-related stress has the potential to increase the risk of chronic 
stress, major depression and other non-communicable diseases. Organizational 
stress monitoring usually applies long-term self-report instruments that are de-
signed in a retrospective manner, and thus, is obtrusive, time-consuming and, 
most important, fails to detect and predict short-term episodes of stress. To ad-
dress this shortcoming, we apply design science research with the goal to design, 
implement and evaluate a stress management service for knowledge workers 
(stressOUT) that senses the degree of work-related stress solely based on mouse 
movements. Using stress theory as justificatory knowledge, we implemented 
stressOUT that tracks mouse movements and perceived stress levels randomly 
twice a day with the goal to learn features of mouse movements that are related 
to stress perceptions. Results of a first longitudinal field study indicate that mouse 
cursor speed is negatively related to perceived stress. Future work is discussed. 
Keywords: Stress monitoring · Mouse tracking · Human-computer interaction · 
Neuromotor noise · Stress theory · Longitudinal observational field study. 
1 Introduction 
Work has changed over the past decades, resulting in steadily increasing workloads [9]. 
By 2020, approximately five out of ten health issues worldwide will be stress-related 
and the workplace will constitute the primary source of stress [4]. In this work, stress 
is defined as the “psychological and physical state that results when the resources of 
the individual are not sufficient to cope with the demands and pressures of the situation” 
[25, p. 67]. It negatively impacts the health condition of employees and thus, also the 
performance of their organizations. That is, stress has a negative relationship with per-
ceived quality of life, work-related goals, self-esteem or personal development [25, 27]. 
Detection of work-related stress represents therefore a prerequisite not only to antic-
ipate any negative health effects in the long term but also to offer just-in-time (organi-
zational) health promotion interventions [26]. Beyond organizational and psychological 
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barriers to directly report stress to colleagues or supervisors [7], there already exist 
several self-report instruments for measuring individual stress levels [5, 6, 18, 30]. 
However, applying these instruments has two major limitations: First, stress polls 
are usually conducted at a low frequency with several weeks or even months in between 
[33]. The resulting granularity of stress data is low, i.e. short-term episodes of stress 
with serious negative health outcomes cannot be identified reliably. Second, conducting 
work-related surveys several times a year, is time-consuming, obtrusive and costly due 
to data collection, analysis and interpretation activities. The measurement itself affects 
the performance of employees, too. 
Recent findings in the field of human-computer interaction indicate a link between 
mouse movements and affective states of individuals [14, 17, 29]. It has been even 
shown a link between mouse movements and stress perceptions [32]. However, short-
comings of current findings are either the artificial mouse tasks employed or that the 
studies were conducted in a laboratory or experimental [14, 17, 32] or a highly-con-
trolled field setup [17, 29]. Our research aims to address these shortcomings and thus, 
formulates the following research question: Which features of mouse movements are 
related to stress perceptions at the workplace in the field? 
To address this question, we apply design science research [1, 16] with the goal to 
design, implement and evaluate a stress management service, denoted as stressOUT, 
that senses knowledge workers’ stress solely based on mouse movements. We focus on 
knowledge workers, i.e. employees that are seen as “the most valuable asset of a 21st-
century” [8, p. 79], because they usually use a computer mouse rendering these inter-
actions a mirror of their work. We further adopt stress theory and its neuromotor noise 
concept [34] as justificatory knowledge to build stressOUT. In this research-in-progress 
paper, we describe the design and evaluation of a first version of stressOUT. This ver-
sion does not yet automatically detect work-related stress but does record mouse move-
ments together with subjective perceptions of stress with the goal to identify relevant 
mouse movement features that are related to these stress perceptions. To motivate em-
ployees to use this first and still obtrusive version of stressOUT, i.e. to provide their 
stress perceptions on a regular basis, the application also visualizes perceived stress 
over time in the form of a quantified-self diary and provides weekly intervention tips 
to support employees to better cope with their work-related stress. 
The remainder of this work is structured as follows. Next, we present the justificatory 
knowledge of stressOUT from which concrete design requirements are derived. Then, 
the stressOUT application is described. With a focus on our research question, i.e. the 
identification of relevant mouse features, we describe a longitudinal field study and 
present preliminary findings. We finally discuss the results and provide an outlook on 
future work. 
2 Justificatory Knowledge and Hypothesis 
The goal of this section is to outline the theoretical underpinnings of the envisioned 
stressOUT application. Stress theory, as introduced by van Gemmert and van Galen 
[34] and adopted by research in human-computer interaction [e.g. 14, 22], is considered 
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in the current work because it aims at explaining the relationship between work-related 
stress, variations in the motor system through the concept of neuromotor noise, and 
human performance. It allows us therefore to theorize about the relationship between 
an employee’s motor performance as reflected by mouse movements and the degree of 
work-related stress. 
In contrast to organizational stress detection approaches that employ self-report in-
struments [2], stress theory is derived from neurophysiology [34]. The theory suggests 
that an imbalance of high job demands and low job resources is reflected by increased 
information processing demands. These “increased processing demands (e.g. in dual-
task situations) lead to increased levels of neuromotor noise and, therefore, to decreased 
signal-to-noise ratios in the [motor, the author(s)] system.” (ibid., p. 1300) Here, neu-
romotor noise is a key concept and outcome of stress that is generated by cognitive 
activities in the brain. In high-demand work situations, neuromotor noise results from 
a competition of individuals’ information processing resources (ibid.). The resulting 
decrease of the signal-to-noise ratio has direct effects on the motor system, which can 
be measured by increased variations of human movements. Against this background, 
mouse movements have already been shown to be valid proxies of cognitive and affec-
tive processing in laboratory settings [14, 23, 36] because they provide “continuous 
streams of output that can reveal ongoing dynamics of processing, potentially capturing 
the mind in motion with fine-grained temporal sensitivity.“ [12, p. 1] 
With respect to these considerations, we assume that mouse movements under work-
related stress will still follow a trajectory towards a pre-defined mouse target, for ex-
ample, a button or a position within a paragraph in a word processing application. How-
ever, in the sense of an neuromotor noise overlay, this trajectory will be overwritten by 
micro-movements (“shivering”) and needs to be re-adjusted several times as depicted 
in Fig. 1. First visual inspections support this assumption (see Fig. 2). Here subjects 
had to move the mouse pointer several times 600 pixels from the left to the right target. 
As neuromotor noise results in a decreased signal-to-noise ratio of the motor system, 
we assume that mouse cursor speed will naturally decrease in high-stress situations due 
cognitive load required for these re-adjustments. Therefore, we hypothesize the follow-
ing relationship with respect to our research question: 
 
Hypothesis: Mouse cursor speed is negatively associated with perceived stress. 
 
Fig 1. Assumed mouse trajectories in  
low-stress (a) and high-stress (b) situations 
 
Fig 2. Actual mouse trajectories of one single 
subject in a low-stress (a) and  
high-stress (b) situation 
Mousetarget
Low-stresssituatioŶ
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3 Design Requirements for stressOUT 
To test the hypothesis and to build the envisioned stressOUT service for knowledge 
workers, the following two design requirements (DR) were defined: 
DR1: stressOUT must be able to record mouse movements unobtrusively. 
DR2:  stressOUT must provide a user interface to record subjective stress levels. 
Although these design requirements focus directly on the research question and hypoth-
esis of the current work, they do not provide any utility to knowledge workers per se 
with the consequence that they are not using stressOUT. Consequently, employees must 
be motivated in the first place to use stressOUT on a regular basis. Therefore, additional 
requirements have been identified. For this purpose, we collected feedback from eight 
knowledge workers (three females) of a business organization who were interested in 
testing stressOUT in a longitudinal field study. Here, the primary contact was the di-
rector of the human resources (HR) department. The following requirements resulted 
from a three-hour focus group discussion excluding the director of the HR department: 
DR3:  stressOUT must visualize perceived stress data in the form of a diary to foster 
an individual’s self-reflection capabilities. 
DR4:  stressOUT must provide an option to share an individual’s stress data with col-
leagues, friends or supervisors. The goal is to encourage a discussion about crit-
ical stress events and to better handle them in future situations. 
DR5:  stressOUT must provide a list of strategies and / or tips to better cope with work-
related stress. 
DR6:  stressOUT must give employees the full control of their data. That is, employees 
must be able to delete the complete history of their stress recordings without any 
limitations or negative side effects, e.g. by the HR department or any of their 
supervisors. 
4 Implementation of stressOUT 
The stressOUT app is a cross-platform Java program that runs on several operating 
systems. It is planned as a module for the open source behavioral intervention platform 
MobileCoach (www.mobile-coach.eu) [10, 15]. A schematic overview of stressOUT is 
shown in Fig. 3. In line with DR1/2, stressOUT consists of two sensing modules, i.e. 
one for mouse movements and one for stress perceptions. In particular, mouse coordi-
nates and meta information (e.g. single-click, double click, etc.) are stored together with 
timestamps in a text file. While previous experimental research used artificial high sam-
pling rates (e.g. 500Hz), special mouse hardware and dedicated software drivers [e.g. 
11, 32, 35], stressOUT employs a standard sampling rate of today’s operating systems 
and of-the-shelf computer mouse hardware, i.e. about 125Hz on average. 
According to the notion that “stress and emotion should be treated as a single topic” 
as “emotion encompasses all the phenomena of stress” [21, p. 53], we operationalize 
perceived stress as an emotional response to a stressor [e.g. 19-21, 25, 31]. Consistent 
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with prior work [13, 28], we used an adapted version of the Self-Assessment Manikin 
(SAM) [3] to measure the arousal and valence dimension of emotions several times a 
day as opposed to instruments designed to measure stress over several weeks such as 
the Perceived Stress Scale [5]. While arousal is used to measure the intensity of stress, 
i.e. it was anchored from completely relaxed (1) to fully stressed (7), valence measures 
whether the emotions are perceived rather negative (1) or positive (7), also known as 
distress and eustress [24, 31]. We did not include the dominance dimension of SAM 
because prior research on work-related stress focused on arousal and valence only [24]. 
Moreover, it has been recently shown that dominance ratings were not related to phys-
iological stress but valence and arousal ratings [28]. A corresponding stressOUT screen 
is shown in Fig. 4 (all screenshots in this paper were translated into English) and pops 
up if an employee clicks on a small 120 square-pixel stressOUT icon on the lower right 
corner of the desktop, which slowly moves the eyes and hands, indicating that it is time 
to create a new perceived stress record. In accordance with the HR department and 
standard working hours of the employees of our industry partner, the stressOUT icon 
appears twice per day at a random point in time, once between 9:00 am and 11:00 am 
and once between 2:00 pm and 4:00 pm. 
 
Fig. 3. Schematic overview of stressOUT. Note: The dotted sensing module is required only in 
the first version of stressOUT, i.e. to identify relevant features of mouse movements 
 
Fig. 4. Recording stress perceptions. 
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Furthermore, a stress visualization and sharing module (DR3 and DR4) as shown in 
Fig. 5 allows employees to monitor and share their stress perceptions in the form of a 
visual quantified-self diary. The stress intervention module (DR5) provides tips to bet-
ter cope with work-related stress on a weekly basis. The tips are provided in the form 
of short text paragraphs as shown in Fig. 6 or audio files and covered topics such as 
relaxation exercises or recommendations to increase physical activity or to switch the 
smartphone off for several hours. In line with the last requirement, the privacy control 
module allows employees to take full control over their data. That is, they could use a 
button to share their stress data or delete the complete history of their stress reports. 
Finally, we implemented also an encrypted data transfer and storage module that al-
lowed us to collect the stress data on a central server for data analyses. 
  
Fig. 5. Visual stress diary with share option Fig. 6. The list of relaxation tips 
5 Longitudinal Observational Study and First Results 
To test our hypothesis, we conducted a longitudinal field study with a business organi-
zation between December 2015 and April 2016. The study was accepted by the authors’ 
institutional review board. The HR department of our industry partner invited 496 
knowledge workers with dedicated computer workstations by email. This invitation 
contained a link that allowed employees to participate and to directly install the 
stressOUT application by the company’s software delivery platform. No financial in-
centives for participation were offered but the employees were invited to a social 
stressOUT event after the study that had the objective to present and discuss the results 
and to gather feedback from the participants with respect to further improvements of 
stressOUT. Overall, 62 (12.5%) employees (28, 45% females) accepted the invitation 
and submitted their stress levels at least ten and at most 62 times resulting in an overall 
dataset of 2.086 tuples of stress perceptions, i.e. arousal and valence values, at a specific 
point in time. Mouse cursor speed in pixel per millisecond was calculated and averaged 
for the last 30 minutes before each stress report. 
Because of the data collection approach and the resulting data structure, i.e. stress 
perceptions and mouse interactions are nested within each participant, we adopted a 
linear mixed-effects model to test our hypothesis. We used the lme4 package version 
1.1-12 for R version 3.3.3 for this purpose and calculated first a random intercept only 
(RIO) model with subjects as the random effect: RIOarousal=lmer(arousal~(1|subject), 
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data=stressOUT, REML=FALSE). Then, the random intercept model with cursor speed 
as fixed factor was calculated (RIMCSarousal=lmer(arousal~ speed+(1|subject)…) and 
compared with the RIOarousal model by analysis of variance. We found no differences 
between the two models (χ2(1)=0.28, p=.600). That is, mouse cursor speed is not sig-
nificantly related to arousal ratings. 
The same analysis was then applied to the valence ratings. Here again, no differences 
of the two models were found (χ2(1)=3.24, p=.071). However, the probability to reject 
the null hypothesis by chance decreased considerably to .071. Here, mouse cursor speed 
explained R2=0.15% of a total variance of R2=43.7% for RIMCSvalence (the 
r.squaredGLMM function of the MuMIn package version 1.15.6 for R was used to cal-
culate marginal and conditional R2 coefficients). That is, cursor speed increases valence 
ratings by about 0.15 ± 0.083 (standard errors) indicating that lower (higher) mouse 
cursor speed is associated with more distress (eustress). 
Finally, we used the arousal ratings, i.e. the intensity of emotions, as weighting factor 
on the valence ratings. To separate distress from eustress, valence ratings were first 
recoded from -3 (negative valence) to +3 (positive valence). Cases with valence ratings 
of zero were dropped as multiplication with varying arousal ratings is not defined. With 
the resulting 209 cases, the RIO and RIMCS models differ significantly (χ2(1)=5.63, 
p=.018). Now, cursor speed explains R2=2.13% of the variance from a total of 
R2=48.6% for RIMCS. That is, cursor speed increases the weighted valence ratings by 
about 1.24 ± 0.52 (standard errors) indicating that lower (higher) mouse cursor speed 
is associated with more distress (eustress). The data supports therefore our hypothesis. 
6 Discussion and Future Work 
To the best of our knowledge, this research-in-progress presents for the very first time 
results from a longitudinal field study in a realistic organizational (business) context 
that evaluates the relationship between work-related stress and mouse movements. In-
deed, we could identify a significant and negative relationship between mouse cursor 
speed and the degree of perceived (di)stress when arousal and valence reports are com-
bined. We also find that lower mouse cursor speed is associated with more distress 
measured by valence and that there is no association with emotional arousal ratings. 
These findings are promising as they are consistent with prior work [14, 17] that con-
ducted their studies in more controlled environments as opposed to this work. 
We presented only preliminary findings. We will therefore expand our analysis not 
only to additional features of mouse movements such as the standard deviation of speed, 
deviation from the shortest path between two mouse clicks or the time range used to 
aggregate the features, but we will also control for chronic stress conditions, personality 
traits and additional socio-demographic factors which we have also collected. In addi-
tion, we will build and evaluate a stress classification module for the stressOUT appli-
cation. To conclude, there is only first evidence from data “in-the-wild” that cursor 
speed is related to stress and further analyses are required to come close to the envi-




1. Astor, P.J., Adam, M.T.P., Jercic, P., et al.: Integrating Biosignals into Information Systems: 
A NeuroIS Tool for Improving Emotion Regulation. Journal of Management Information 
Systems 30, 247-277 (2013). 
2. Bakker, A.B., Demerouti, E.: The Job Demands-Resources Model: State of the Art. Journal 
of Managerial Psychology 22, 309-328 (2007). 
3. Bradley, M.M., Lang, P.J.: Measuring Emotion: the Self-Assessment Manikin and the 
Semantic Differential. Journal of Behavior Therapy and Experimental Psychiatry 25, 49-59 
(1994). 
4. Cartwright, S., Cooper, C.L.: Towards Organizational Health: Stress, Positive 
Organizational Behavior, and Employee Well-being. In: Bauer, G.F., Hämmig, O. (eds.) 
Bridging Occupational, Organizational and Public Health: A Transdisciplinary Approach, 
pp. 29-42. Springer, Dordrecht (2014). 
5. Cohen, S., Kamarck, T., Mermelstein, R.: A Global Measure of Perceived Stress. Journal of 
Health and Social Behavior 24, 385-396 (1983). 
6. Demerouti, E., Bakker, A.B., Vardakou, I., et al.: The convergent validity of two burnout 
instruments: A multitrait- multimethod analysis. European Journal of Psychological 
Assessment 19, 12-23 (2003). 
7. Demerouti, E., Le Blanc, P.M., Bakker, A.B., et al.: Present but sick: a three-wave study on 
job demands, presenteeism and burnout. Career Development International 14, 50-68 
(2009). 
8. Drucker, P.F.: Knowledge-Worker Productivity: The Biggest Challange. California 
Managament Review 41, 79-94 (1999). 
9. Eurofound: Fifth European Working Conditions Survey. Publications Office of the 
European Union (2012). 
10. Filler, A., Kowatsch, T., Haug, S., et al.: MobileCoach: A Novel Open Source Platform for 
the Design of Evidence-based, Scalable and Low-Cost Behavioral Health Interventions - 
Overview and Preliminary Evaluation in the Public Health Context.  14th annual Wireless 
Telecommunications Symposium (WTS 2015). IEEE, USA, New York (2015). 
11. Freeman, J.B., Ambady, N.: MouseTracker: Software for studying real-time mental 
processing using a computer mouse-tracking method. Behavior Research Methods 42, 226-
241 (2010). 
12. Freeman, J.B., Dale, R., Farmer, T.A.: Hand in motion reveals mind in motion. Frontiers in 
Psychology 2, 1-6 (2011). 
13. Gaggioli, A., Cipresso, P., Serino, S., et al.: Positive Technology: A Free Mobile Platform 
for the Self-Management of Psychological Stress. Annual Review of Cybertherapy and 
Telemedicine 12, 25-29 (2014). 
14. Grimes, G.M., Jenkins, J.L., Valacich, J.S.: Exploring the Effect of Arousal and Valence on 
Mouse Interaction.  International Conference on Information Systems (ICIS), Milan, Italy 
(2013). 
15. Haug, S., Paz, R., Kowatsch, T., et al.: Efficacy of a web- and text messaging-based 
intervention to reduce problem drinking in adolescents: Results of a cluster-randomised 
controlled trial. Journal of Consulting and Clinical Psychology 85, 147-159 (2017). 
16. Hevner, A.R., March, S.T., Park, J., et al.: Design Science in Information Systems Research. 
MIS Quarterly 28, 75-105 (2004). 
17. Hibbeln, M., Jenkins, J.L., Schneider, C., et al.: How Is Your User Feeling? Inferring 
Emotion Through Human-Computer interaction Devices. MIS Quarterly 41, 1-21 (2017). 
45 
 
18. Kessler, R.C., Barber, C., Beck, A.L., et al.: The World Health Organization Health and 
Work Performance Questionnaire (HPQ). Journal of Occupational and Environmental 
Medicine 45, 156-174 (2003). 
19. Lazarus, R.S.: Stress and Emotion: A New Synthesis. Springer, New York (1999). 
20. Lazarus, R.S., Folkman, S.: Stress, Appraisal, and Coping. Springer, New York, USA 
(1984). 
21. Lazarus, R.S., Cohen-Charash, Y.: Discrete Emotions in Organizational Life. In: Payne, 
R.L., Cooper, C.L. (eds.) Emotions at Work: Theory, Research and Applications for 
Management, pp. 45-81. John Wiley, Chichester (2001). 
22. Lin, C.-J., Wu, C.: Factors affecting numerical typing performance of young adults in a hear-
and-type task. Ergonomics 54, 1159-1174 (2011). 
23. Maehr, W.: eMotion: Estimation of User's Emotional State by Mouse Motions. VDM, 
Saarbrücken, Germany (2008). 
24. McGowan, J., Gardner, D., Fletcher, R.: Positive and Negative Affective Outcomes of 
Occupational Stress. New Zealand Journal of Psychology 35, 92-98 (2006). 
25. Michie, S.: Causes and Management of Stress at Work. Occupational and Environmental 
Medicine 59, 67-72 (2002). 
26. Nahum-Shani, I., Hekler, E.B., Spruijt-Metz, D.: Building Health Behavior Models to Guide 
the Development of Just-in-Time Adaptive Interventions: A Pragmatic Framework. Health 
Psychology 34, 1209-1219 (2015). 
27. Nyberg, S.T., Fransson, E.I., Heikkilä, K., et al.: Job Strain as a Risk Factor for Type 2 
Diabetes: A Pooled Analysis of 124,808 Men and Women. Diabetes Care 37, 2268-2275 
(2014). 
28. Oldehinkel, A.J., Ormel, J., Bosch, N.M., et al.: Stressed out? Associations between 
perceived and physiological stress responses in adolescents: The TRAILS study. 
Psychophysiology 48, 441-452 (2011). 
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Abstract. Business Information Visualization (BIV) is increasingly recognized 
in research and practice. Nevertheless, studies show that BIV is often inappropri-
ately applied in business reporting, which may lead decision makers to wrong 
conclusions. Users who create these reports complain about difficulties to imple-
ment appropriate BIV due to insufficient software support. As a result BIV ac-
ceptance suffers. A promising approach to overcome this are user assistance sys-
tems (UAS). Hence, the overarching goal of our research project is to gain insight 
to what extent UAS affect the acceptance of BIV. Since we could not identify in 
literature a UAS that helps to apply appropriate BIV, we intend to develop such 
a UAS first. Based on design science research, the aim of this paper is to intro-
duce a UAS prototype that may increase BIV acceptance. Besides evaluating 
UAS on acceptance, the artifact may help practitioners to adhere to appropriate 
BIV in their everyday work. 
Keywords: User Assistance System · Self-Service Business Intelligence · Busi-
ness Information Visualization · Guidelines · Design Science Research 
1 Problem Identification and Motivation 
The relevance of appropriate business information visualization (BIV) for decision sup-
port is supported by findings in literature [1] and is increasingly recognized by compa-
nies to avoid threats and realize opportunities [2]. A recent study shows that 78% of the 
respondents rate BIV important or very important due to the avoidance of misappre-
hensions and faster information transfer [2]. On the other hand, research shows that 
BIV is often not appropriately applied within business reporting [3, 4]. Such insufficient 
BIV may lead to selective or distorted perception [4]. For example, truncated axes ex-
aggerate the magnitude of a trend, because the sizes of intervals on the vertical axis are 
unequal [5]. In consequence, these reports do not fulfil their central tasks: Creating 
business transparency and providing relevant information as basis for decision making 
[6] by drawing attention to critical areas and revealing needs for action. It is has been 
shown that this deficiency may guide decision makers to wrong conclusions [4, 5], 
which can lead to tremendous negative results. For instance, the German project Airport 
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Berlin Brandenburg wasted billions of euros [7] since managers relied on poorly visu-
alized reports [8]. 
A technology, which is used to create management reports and is gaining importance 
in the field of Business Intelligence, is Self-Service Business Intelligence (SSBI) [9]. 
Here, users have a variety of personal decision support features (e.g. visualizing) to 
independently develop their own management reports in a timely manner [10]. One 
pitfall however is, that this technology often gears its visualizations towards what is 
technically feasible, but not towards what is visually reasonable [11]. Since SSBI users 
can be regarded as relative BIV layman, they complain about difficulties to implement 
appropriate BIV, which leads to a lack of BIV acceptance [2]. One reason for this is 
insufficient software support that fails to assist in creating reports based on predeter-
mined BIV guidelines [2], such as the International Business Communication Standards 
(IBCS). Since user assistance systems (UAS) help users to perform their tasks better 
[12], it appears to be a promising approach to increase the perceived usefulness and 
perceived ease of use of BIV. This leads to enhanced acceptance, referring to the tech-
nology acceptance model [13]. According to the design science research (DSR) meth-
odology proposed by Peffers et al. [14], this paper aims to introduce a prototypically 
implemented software artifact as preliminary result.  
The following sections will outline the research objective and the design and devel-
opment of the prototype. Its demonstration and proposed evaluation is outlined, before 
the paper closes with a preliminary conclusion and a plan for future research. 
2 Objective of the Research Project 
2.1 Research Objective 
The project’s overarching goal is to gain insight to what extent UAS affect the ac-
ceptance of BIV in management reporting, in particular in an SSBI environment. To 
evaluate this, UAS that analyze business charts for inadequate BIV and correct short-
comings according to scientific found guidelines have to be investigated. Since after a 
systematic search we could not identify such UAS in literature, in a first step a UAS for 
BIV has to be developed. Thus, the research objective of this article is: 
Designing a software-based user assistance system that increases the acceptance of 
appropriate business information visualization. 
Herewith we follow the call of Maedche et al. [12] to study the effects of assistance 
systems in the field of information systems research and provide a specific solution in 
the form of a prototype, based on DSR [15]. 
2.2 Related Work 
Before a UAS for fostering the acceptance of adequate BIV is developed, we want to 
characterize the state of the art of UAS that help to avoid misleading BIV. Since studies 
in BIV are fundamentally multidisciplinary, literature from prior research in computer 
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science, human visual perception, and an application domain (i.e., management ac-
counting) [16] was included in our literature search. We conducted the search based on 
the term “user assistance system” in the databases IEEE Xplore, ACM digital library, 
AIS Electronic Library, and Emerald Insight to reflect the before mentioned multidis-
ciplinarity. To complement the search, management accounting as well as information 
systems journals were included (i.e., HMD Praxis der Wirtschaftsinformatik, Decision 
Support Systems, Management Accounting Research, Journal of Management Ac-
counting Research, Journal of International Financial Management and Accounting, 
Advances in Management Accounting, Management Accounting Quarterly). Even so 
UAS could be identified (e.g., UAS for: a ticketing process of an issue tracking system 
[17], remote experimentation [18], fostering multimedia skills [19]), none of the articles 
characterizes a UAS for BIV.  
Since this first search did not reveal a specific UAS, which focuses on BIV guide-
lines, a further search comprising the terms “chart” and “misleading” and synonyms 
thereof was conducted. Here several publications [20–23] got identified that deal with 
the topic of misleading BIV and show a demand for user assistance. However, these 
articles do not describe or develop a concrete software application.  
Referring to these reviews, no approach for implemented software that assists to re-
veal and amend misleading graphics based on scientific found guidelines could be iden-
tified. This shows a research gap that we want to bridge with our research project. 
3 Design and Development  
3.1 Theoretical Background 
Business Information Visualization. 
Information visualization can be considered as an aid of thought to assist managers 
in decision making [1]. When information visualization technologies are used to visu-
alize business information (e.g., charts or tables) it is referred to as BIV [24]. Hence, 
BIV is the use of computer-supported interactive visual representations of business data 
to amplify cognition for improved decision making [25]. This involves defining graph-
ical elements and their relationships to display relevant information [1]. Based on the 
approach of external cognition (i.e. the use of the external world to accomplish cogni-
tion), the main idea of BIV is, that visual representations provide information to amplify 
cognition [26] to support decision making. 
Cognitive theories help to determine how information has to be visually presented 
to amplify cognition. For example, cognitive load theory refers to the total amount of 
mental effort being used in the limited working memory and gives guidance on how to 
design the presentation of information for improved intellectual performance [27]. Cog-
nitive fit theory proposes that the match between task (e.g., detect relationships) and 
presentation format (e.g., diagram) leads to superior task performance [28].  
One approach to comply with this knowledge are guidelines [16]. In the context of 
BIV, we define a guideline as a general rule, principle, instruction, or piece of advice 
for the use of computer-supported visual representations of business data to amplify 
cognition. There are several guidelines for information visualization in general (e.g., 
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[29], [30]), which draw on those insights. A framework that refers to these guidelines 
and highlights the design of business reports and presentations are the IBCS [31]. More-
over, the IBCS are increasingly recognized by industry [32] and showcase comprehen-
sively inadequate BIV examples alongside their proposed corrections [33], which is the 
reason why we use these guidelines for our UAS.  
Technology Acceptance Model and User Assistance Systems. 
The technology acceptance model (TAM) was developed to improve our under-
standing of user acceptance processes and to provide a theoretical basis for a practical 
user acceptance testing methodology [13]. The TAM posits that perceived usefulness 
and perceived ease of use determine an individual's intention to use a system [26]. Davis 
[13] defines perceived usefulness as the extent to which a person believes that using a 
particular system will enhance job performance. Perceived ease of use is defined as the 
degree to which a person believes that using a particular system will be free of physical 
and mental effort [13]. 
Since UAS are defined as an intelligent and interactive information technology com-
ponent that enables individuals to perform tasks better [12], it is a promising approach 
to improve the acceptance of adequate BIV. UAS guide users while performing a spe-
cific task [12] (e.g., creating visualizations), which may increase the perceived ease of 
use. Moreover, further determinants of perceived usefulness, such as job relevance, 
output quality or result demonstrability [34] may be positively affected. Job relevance 
is given as our UAS supports users (e.g., management accountants) in performing their 
task of creating visualizations for reports. The output quality may increase due to ad-
herence to scientific found BIV guidelines. Since reports are a mean of communication 
and it can be measured if a visualization adheres to a set of predetermined guidelines, 
result demonstrability is given. 
Since the TAM is a widely employed model of adoption and use and has shown to 
be highly predictive for these items [34], we are going to use it as theoretical back-
ground to evaluate our UAS on BIV acceptance. 
3.2 Development Method 
For the development of the prototype we draw on the human-centered design (HCD) 
process, that is frequently used in the domain of human computer interaction [35]. The 
four-staged iterative process comprises specifying the context of use, specifying the user 
requirements, producing a design solution, and evaluating the artifact [35].  
The context of use is in our case SSBI, in which users widely generate and analyze 
relevant information without the support of reporting specialists [36]. These users are 
students of a management information system course. They can be regarded as prospec-
tive BIV professionals (e.g., information producer) as studies indicate that managers 
and students behave similarly [37]. In their role, they are confronted with management 
reports by either producing or consuming them or doing both.  
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The user requirement is to fulfill the specifications of predetermined BIV guidelines 
by using a UAS that helps to identify and correct inadequate BIV. As a result users may 
accept to adhere to adequate BIV. 
With the subsequent step, produce a design solution, a prototype is developed, which 
follows the vertical prototyping concept since its system features are available in its 
final functionality, but limited in scope [38]. The final prototype will meet the require-
ments of the final application, but has not implemented all, but only a sample (e.g., 
truncated axis or inverted timelines) of the identified BIV guidelines.  
The last step of the iterative part of the HCD process is the evaluation of the artifact. 
We use a two-staged approach for the evaluation. First we demonstrate the functionality 
of the prototype. In a second step we will evaluate the artifact on BIV acceptance re-
ferring to the TAM. 
3.3 Design of the Software Prototype 
Our UAS, the “BIV Assistant”, analyzes graphics for inadequate BIV, e.g., a truncated 
axis that exaggerates the magnitude of a trend and therefore may lead to wrong decision 
making. In case the visualization shows inadequate BIV elements, the BIV Assistant 
will prompt a warning message based on the respective IBCS guideline. Being warned, 
users receive an explanation why the visualization is inappropriate. Hence, users may 
perceive adequate BIV as being useful for supporting decision making. In a next step, 
they may decide if the BIV Assistant should automatically amend the inadequate BIV 
by applying the relevant IBCS guideline. Herewith, the BIV Assistant helps the user to 
identify and correct inadequate BIV. Hence, it facilitates to adhere to the IBCS, which 
may result in an increased perceived ease of use and perceived usefulness. 
The prototype of the BIV Assistant, is the result of the first iteration of the HCD 
process as described in the previous section. The current version of the BIV Assistant 
detects four different misleading visualization patterns, which refer to Courtis [39]. In 
his work, Courtis [39] graphically illustrates four misleading charts extracted from an-
nual reports, together with a correct construction of each graph. The BIV Assistant ad-
dresses these visualizations and detects their inappropriateness by referring to specific 
guidelines from the IBCS.  
The first is a truncated axis. Here, the BIV Assistant examines, if the starting value 
of the axis is zero. If not, based on the IBCS guideline CH 1.1, the warning message 
“Avoid truncated axes: Charts with value axes not starting at zero […] do not corre-
spond to the numerical values upon which the chart is based. Therefore, value axes 
should generally start at zero” is displayed (see Figure 1). The user has the possibility 
to let the BIV Assistant automatically emend the inadequate BIV. Doing so, the BIV 
Assistant sets the starting value of the axis to zero. 
The second misleading element, which can be detected by the BIV Assistant is an 
inverted timeline. Here the BIV Assistant examines if the values of the time axis are in 
descending order. In this case, the following message appears: “Your chart contains an 
inadequately visualized time series. In charts, horizontal axes visualize data series over 
time […] moving from left to right” [31]. This refers to the guideline UN 3.3-1 [31]. 
The BIV Assistant sorts the values to an ascending order to amend this chart.  
51 
 
Revealing filtered elements on the ordinate axis is the third deceptive element that 
prompts a warning, based on the IBCS guideline ST 3.2: “Your chart contains filtered 
values. If some important arguments […] are left out, the given answer will not be 
convincing” [31]. The correction of the element is done by clearing the filter. 
 
Fig. 1. BIV Assistant Prototype – Processing Steps 
The last misleading element, which can be detected by the BIV Assistant are differently 
scaled axes in a combination chart. Referring to the IBCS guidelines CH4/ CH4.1, the 
following message appears: “Your chart contains differently scaled axes. Proper visual 
comparison requires the usage of identical scales […]. If presenting more than one chart 
[…] on one page, use the identical scale for these charts” [31]. This distorted visualiza-
tion is rectified by comparing the maximum values of the first and the second ordinate 
and adjusting the lower value to the higher. 
4 Demonstration and Evaluation 
Referring to Peffers et al. [14], a prototype has to demonstrate to solve one or more 
instances of the problem. Moreover it has to be evaluated how well the artifact supports 
a solution to the problem [14]. As suggested by Bucher et al. [40], the prototype got 
functionally evaluated by using a demonstration example. In our case, drawing on ex-
amples from Courtis [39], the prototype was successfully tested. The prototype demon-
strated that it recognizes inadequate BIV, prompts a warning message in which the 
pitfalls of the diagram are described, and finally corrects the inadequate BIV to meet 
the respective requirements mentioned by Courtis [39]. 
Having finished the development of the prototype, it will be evaluated on BIV ac-
ceptance. The effect of the independent variable (i.e., assistance) on the dependent var-
iable (i.e., acceptance of appropriate BIV) will be measured in a between-subject ex-
perimental design, where the subjects are randomly assigned into two groups. On a 
given business case, both groups will have to create or alter management reports using 
a SSBI tool while adhering to the IBCS. The treatment group may use the BIV Assis-
tant, whereas the control group has to perform the task without any assistance. To eval-
uate the effect on acceptance, questionnaires with validated items from prior research 
from Venkatesh and Bala [34] will be used. 
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5 Discussion and Conclusion 
BIV suffers from lack of acceptance due to insufficient software support. This unsatis-
factory support can be confirmed by our study since no implemented software that as-
sists to identify and correct misleading BIV could be found in literature. Even so, our 
prototype is a first approach to bridge this gap. At its current stage, it is limited with 
regard to the number of implemented guidelines. However, additional IBCS guidelines 
will be implemented during further development iterations. Although the prototype has 
demonstrated its functionality, the actual evaluation on BIV acceptance still has to be 
done. Therefore, in a next step the prototype will be evaluated in a between-subject 
experimental design, referring to validated items from prior research to test the BIV 
acceptance. Depending on the evaluation results, the overarching project’s scientific 
contributions may be to underpin or disprove the relative importance of TAM con-
structs in the area of UAS for BIV. Generalizing our findings, we may contribute to 
how software-based UAS have to be designed to increase user acceptance. Practitioners 
who create management reports using SSBI (e.g., managers or management account-
ants) are addressed, as our artifact may assist in their everyday work. 
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Abstract. Extracting meaningful knowledge from (big) data represents
a key success factor in many industries today. Supervised machine learn-
ing (SML) has emerged as a popular technique to learn patterns in com-
plex data sets and to identify hidden correlations. When this insight
is turned into action, business value is created. However, common data
mining processes are generally not tailored to SML. In addition, they fall
short of providing an end-to-end view that not only supports building
a ”one off” model, but also covers its operational deployment within an
information system.
In this research-in-progress work we apply a Design Science Research
(DSR) approach to develop a SML process model artifact that comprises
model initiation, error estimation and deployment. In a ﬁrst cycle, we
evaluate the artifact in an illustrative scenario to demonstrate suitability.
The results encourage us to further reﬁne the approach and to prepare
evaluations in concrete use cases. Thus, we move towards contributing
a general process model that supports the systematic design of machine
learning solutions to turn insights into continuous action.
Keywords: Data Mining Process, Supervised Machine Learning, Infor-
mation Systems
1 Introduction & Methodology
In parallel to the ”data tsunami” triggered by sensor or social media data [1],
also the availability of methods and tools to exploit data has quickly picked up.
Thus, possibilities to take advantage from insights drawn from (big) data have
dramatically increased [2]. While many early attempts in knowledge discovery
or data mining have focused on one time analyses, organizations increasingly
embed such machine learning approaches in operational processes to reap on-
going beneﬁts, e.g. predictive maintenance provision, forecasting processes, or
customer churn predictions. Signiﬁcant importance has been attributed to su-
pervised machine learning approaches [3, 4]—where developed models can be
turned into analytics services embedded within larger applications [5].
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While there are several different process models on data mining in general
and although these models are widespread [6], existing approaches bear deﬁcien-
cies in at least two aspects—as we will show in more detail later: First, they
are not tailored to SML classiﬁcation and, thus, not granular enough to serve
as a hands-on guidance for data analysts. Second, they typically do not cover
the critical step of the model error estimation and the ultimate process step to
deploy an analytics service within an information system. In order to address
both of these gaps, we apply a Design Science Research (DSR) approach [7]
to design a comprehensive, end-to-end process model speciﬁcally for classiﬁca-
tion using SML. This artifact describes the activities and the data ﬂow during
the initiation, error estimation and deployment of a generic SML classiﬁcation
model built to predict a certain attribute from a given dataset. Thus, we aim to
add knowledge in the form of operational principles/architecture, thus making a
”level 2” contribution to knowledge (”nascent design theory”) [8, p. 341]. As we
aim to develop a new solution for a known problem, the DSR contribution type
is an improvement [9]. Figure 1 depicts our approach—with the individual steps
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problem
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Fig. 1. DSR activities of the ﬁrst cycle, according to Peffers et al. [10]
also serving to structure the remaining paper: At ﬁrst, we review relevant litera-
ture and conduct exploratory interviews with two experts from industry—both
conﬁrming awareness of an issue (section 2). Then, we explain the suggestion and
development of our novel process model (section 3). In the evaluation step, we
test the artifact for suitability in an illustrative scenario [11] (section 4). Accord-
ing to Peffers et al. [10], an illustrative scenario is an evaluation method type and
deﬁned as ”Application of an artifact to a synthetic or real-world situation aimed
at illustrating suitability or utility of the artifact” [10]. In our case we apply the
process model (artifact) to the development of a SML classiﬁcation service to
predict the age of Twitter users (real-world situation) to illustrate its suitabil-
ity. Finally, we derive knowledge out of the completed design cycle—which then
leads us into subsequent design cycles (section 5).
2 Awareness of Problem
There is a variety of different process models for data mining [6], common rep-
resentatives amongst researchers and practitioners being Knowledge Discovery
in Databases (KDD) [12] and Cross Industry Standard Process for Data Mining
(CRISP-DM) [13]. While these process models are highly popular, they are ei-
ther pursuing particular objectives or are focusing on a limited part of the overall
process only [6]. None is speciﬁcally tailored to SML classiﬁcation challenges nor
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does any of them include the error estimation and deployment steps of a predic-
tive model within an information system. Table 1 compares the most common
models as to the full coverage of a SML process from model instantiation to
model deployment.
Table 1. Comparison of different data mining process models regarding a holistic su-
pervised machine learning process
Source Model initiation Model error estimation Model deployment
Fayyad et al. [12] (KDD) G# G# #
Chapman et al. [13] (Crisp-DM)  #  
Witten et al. [14] # #  
Cabena [15] G# # #
Anand & Bu¨chner [16]  # #
Cios et al. [17] G# # #
Brodley & Smyth [18]   #
#= Not addressed, G#= Partially addressed,  = Fully addressed
As the table shows, related work is very much focused on the process steps of
the model initiation (like preprocessing and model training)—but usually misses
out on the error estimation as well as the important ﬁnal step to embed the
generated models within an IS artifact (and thus to create an actionable analytics
service). Furthermore, none of the existing processes is describing the data ﬂow
during the process, which is a crucial aspect for creating a well-performing SML
model.
Therefore, in this research-in-progress paper we propose a holistic process
model for SML classiﬁcation—from problem to ﬁnal deployment. Such an artifact
can then be used for arbitrary SML model scenarios aiming at actionable SML
analytics services, e.g. in predictive maintenance applications or any of the other
scenarios mentioned before.
In order to contrast evidence from literature to current industry perception,
we additionally conduct exploratory interviews with two experts that analyze
data on a daily basis. They conﬁrm the necessity of a ﬁne-grained process model
tailored to SML classiﬁcation tasks and emphasize the importance of standard-
ization in this context. According to them, currently established processes (e.g.
KDD) are insufficient as a guideline for building a SML classiﬁcation model that
serves to derive knowledge out of data and is deployed for continuous use. Thus,
insights from both the literature review and industry interviews conﬁrm the lack
of a holistic process model tailored to SML applications.
3 Suggestion & Development
Our goal is to design a process model that depicts the activities as well as the
data ﬂow throughout the initiation, error estimation and deployment of a SML
classiﬁcation process to predict a certain attribute from a large set of data. The
process runs through three consecutive phases, and ends with a deployed SML
classiﬁcation model (ﬁgure 2). From a data perspective, we have to keep in mind
that for any supervised learning a ground truth data set (where the targeted
57 
attribute is known) is needed to train and test the model. To achieve this, the
process starts with a well-deﬁned problem that describes the (business) setting
as well as the objective to be predicted. In the ﬁrst phase, the model initiation,
the problem space is explored to gain insights. Methods, like an exploratory
data analysis [19], can be of use to ﬁnd meaningful patterns and to identify
the relevant data (features) that can later on be processed. Furthermore, the
performance metrics are selected that are afterwards used to validate and test
the model. Common metrics include Fβ-score, ROC-AUC, sensitivity, recall,
speciﬁcity, accuracy, Cohen’s Cappa and others. The metrics are selected in
light of the speciﬁc problem setting, e.g. reﬂecting classiﬁcation error impacts.
After that, the raw data is gathered. Should the target attribute not already
be included in the data, a manual labelling process is necessary. In that case,
to ensure correctness of the ground truth data, it is advisable to categorize the
data by more than one human assessor to minimize the manual classiﬁcation
bias [20]. Next, this data is cleaned and structured and further preprocessed
(if necessary). Depending on the data input, fundamental preprocessing might
be necessary. For instance, if text needs to be analyzed, common preprocessing
techniques from the ﬁeld of natural language processing (NLP) would be a n-
gram generation [21] or stemming [22]. The result of this step is the ground truth
data, which serves as the basis for the remaining process. The only remaining
step is choosing a classiﬁcation algorithm.
The second main phase is the model error estimation, where the goal is to
estimate the expected performance of a model on unseen data. This is necessary,
as a model selection without a previous error estimation cannot make meaningful
estimations about performances and will result in too optimistic results [23]. As
we aim at identifying a solid model, we also need to regard different algorithm
parameters, which will characterize our machine learning model. A parameter, for
instance, is the error term penalty in case of evaluating a support vector machine
[24]. For each parameter a range of values has to be chosen (search space).
Then, data is split to be handled in an outer and inner cross validation (nested
cross validation). In the inner iteration, the model is trained and validated for
different parameter sets towards its ﬁt for the given problem. Various techniques
for parameter tuning, such as a grid search, a bayesian optimization [25], a
gradient-based optimization [26] or a random select [27] can be used. Ultimately,
the previously deﬁned metrics determine the best performing parameters on the
inner iteration. After iterating through all possibilities (in case of a grid search),
the best performing pair of parameters (on average) is then used to train on the
whole data set from the inner fold and validate it on completely unseen data
from the outer fold. Only by doing this, we can gain insight on how well the
model would perform on new, unseen data—and how the results vary across
different scenarios [28]. This process is repeated multiple times—depending on
the amount of folds and runs from the outer cross validation. After all outer
fold are iterated, we can calculate the mean, deviation and conﬁdence interval
for the different acquired performances from their validation on the outer folds.
This result gives then insight about the expected performance of our model on
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unseen data and how widely it varies—and therefore how stable the model is
and how much it tends to over-ﬁt [29].
Fig. 2. End-to-end process model for SML classiﬁcation including the data ﬂow, divided
into model initiation, error estimation and deployment.
The goal of the ﬁnal model deployment phase is the generation, implementa-
tion and distribution of a built SML model—potentially as an analytics service—
within an information system. First, we perform another cross validation with
the identical parameter search space from the error estimation. We identify the
combination of parameters which achieves the best results regarding our pre-
viously deﬁned performance metrics. As data is always valuable and in most
cases scarce, the complete data set is used to train the ﬁnal machine learning
classiﬁcation model using the previously selected parameters. Then, an export of
the ﬁnal model (serialization) is needed to save the state of the model and the
used preprocessing pipeline for further usage. Now, the serialized object can be
included into a workﬂow, such as a connected web service, to predict the target
value of new, incoming data. Hereby, data gets sent to the serialized object to
be preprocessed and classiﬁed by the model. The deployed SML classiﬁcation
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model, including the preprocessing steps, is the ﬁnal output of the third phase
and the overall process.
4 Evaluation
The developed artifact is evaluated by performing an illustrative scenario [10]
to show its suitability as an SML classiﬁcation process model. As a real-world
scenario, we want to predict the age-class (1-17, 18-24, 25+ years of age) of
a Twitter user by applying NLP and SML to the user’s tweets. This informa-
tion would be valuable, e.g., to analyze demographics of trending topics or the
automatic elicitation of customer needs [20].
Fig. 3. Overview over the process that includes the three main sub-processes of solving
a text mining problem.
As depicted in ﬁg. 3, we follow the developed process to cope this challenge
as an illustrative scenario. During the model initiation, we explore the problem
space by comparing research about age classiﬁcation and the feasibility of a
tweet-based age classiﬁer [30]. We deﬁne the F1-score as our performance metric,
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which represents a trade-off between recall and precision. After that, we use the
official Twitter API1 to gather proﬁles and tweets of Twitter users who have at
least 20 tweets and who mention their age in the proﬁle description. Manually, we
sort out proﬁles that might be misleading, e.g. bots (structure & clean data). We
then link the proﬁles to the corresponding age class (manually label proﬁles). For
each proﬁle we concatenate 20 tweets that represent a text with a corresponding
age-class. This yields in a imbalanced data set with 781 categorized texts with a
distribution of 305 (1-17) to 285 (18-24) to 191 (25+). We use Natural Language
Processing (NLP) techniques as preprocessing [30], such as an n-gram processing,
emoticon-count, hashtag-count and hyperlink-count, and preprocess the tweets.
The output now represents our ground truth data set. Now we perform a pre-
test using several SML classiﬁer algorithms and choose the Stochastic Gradient
Descent classiﬁer as the best performing algorithm.
During the model error estimation phase, we ﬁrst deﬁne a range of parame-
ters to tune the SML algorithm which deﬁnes our parameter search space. Now
we perform a nested cross validation with an inner 4-fold cross validation and
an outer 10-fold cross validation, to ﬁrst tune and then validate the classiﬁer
parameters. As an output of the inner cross validation, we get the best perform-
ing parameters. Then, the outer cross validation outputs the performance results
that we use to calculate the expected performance on unseen data. The mean is
47.47% F1-score, a deviation of 5.05% and conﬁdence interval of [36.12; 57.04].
In a last step, the model deployment, we perform a 10-fold cross validation
with a Grid Search to identify the best performing parameters out of the param-
eter search space. The best run scores a F1-score of 52.02% which lays inside
the conﬁdence interval identiﬁed during the model error estimation phase. Now
all ground truth data is used to train the ﬁnal model. This ﬁnal text classiﬁer
is exported and deployed in a web service architecture. Providing a REST-API,
concatenated tweets of Twitter users can be sent to the API, triggering the clas-
siﬁer to predict the age and return the the response. The deployed model now
has an expected performance on unseen data derived during the model error esti-
mation phase. The classiﬁer is made publicly accessible as a web service through
a user interface for demonstration2. With that, the age predicting SML classiﬁer
can be embedded in other applications to dynamically segment groups of users.
As we tightly adhere to the developed process and succeed in building a text-
based age classiﬁer for Twitter users, we demonstrate that the developed artifact
is suitable and helpful to guide both activities and data ﬂow during the initiation,
generation and deployment of a SML classiﬁcation model.
5 Conclusion
We suggest and develop a holistic process model as an artifact to systematically
build SML classiﬁcation models that predict an attribute from a given dataset.
It both attends to the speciﬁcs of a SML classiﬁcation model and includes the
1
2
https://dev.twitter.com/rest/public,  last  accessed  on  23-02-2017.  
http://age-prediction.science,  last  accessed  on  21-04-2017.
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deployment into an information system for continuous use and actionability. In
a ﬁrst design cycle we run a ﬁrst validation to test the suitability of the artifact
via an illustrative scenario [11]: We build a text-based age classiﬁer for Twitter
users applying a step-by-step mapping to the developed process model.
Our future research will include additional evaluations of the artifact—in
concrete case studies and in experimental benchmarks vs. established process
models. We expect to generate more insights from the evaluations that will help
us to further reﬁne the artifact in future design cycles, e.g. by detailing sub-steps
or providing decision guidance.
Thus, we contribute a ﬁrst version of an artifact that will augment the in-
ventory of concepts and methods in knowledge discovery. The managerial impli-
cations of a comprehensive process model for supervised machine learning are
evident. As data availability and SML classiﬁcation approaches soar in impor-
tance, a standardized and holistic process model is key to ensure ﬂawless, high
prediction quality and efficient SML classiﬁcation models that can also be em-
bedded in information systems for continuous support of decisions and actions.
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Abstract. The design of user interface is known to influence the users’ attention 
while they are interacting with applications such as Business Intelligence and 
Analytics (BI&A) dashboards. BI&A dashboards are considered as critical be-
cause they contain a lot of compressed information and managers only spend a 
little time to process the provided information. Thereby, they need to manage 
their visual attention properly due to inattentional blindness and change blindness 
issues. We propose to investigate the design of BI&A dashboards that are sensi-
tive to the users’ attention. So called attention-aware BI&A dashboards are of 
utmost importance in the field of BI&A systems since attention is known to play 
a major role in constructing decisions. We motivate our research project and pre-
sent the initial design of attention-aware BI&A dashboards. Especially the inclu-
sion of eye-tracking technology is an important aspect of our proposed design.  
Keywords: Attention-aware · Eye-tracking devices · BI&A · Dashboards · Vis-
ual attention 
1 Introduction 
User interface (UI) design is known to influence attention of the users while they are 
interacting with applications [1]. The users’ attention is assumed to be selective [2] as 
only a limited amount of visual information can be processed simultaneously [3]. There 
are two methods of directing attention while users are interacting with an UI, stimulus-
driven and goal-directed selection [4]. In the stimulus-driven selection, the attention is 
guided by salient visual features, which make elements in the interface stand out from 
their neighbours and therefore grab the user’s attention. In the goal-directed selection, 
the users’ intention is considered and that users select specific parts of the interface 
consciously. However, even with a perfect UI design, users will allocate their attention 
differently, depending on their task, the environment, and the users’ characteristics [5]. 
UIs that are sensitive to the users’ attention are called attentive user interfaces [6] and 
managing the users’ attention is one of the most pressing but also difficult challenges 
in human-computer interaction (HCI) research [7].  
Business Intelligence & Analytics (BI&A) systems focus on supporting users in the 
decision making process. Specifically, BI&A dashboards refer to graphical UIs that 
contain analytical results and measures of the organization’s business performance [8]. 
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Such dashboards contain functional and visual features that support and enable mana-
gerial decision making [8]. The intersection of HCI and BI&A, such as designing 
proper BI&A dashboards, is considered as critical [9], because there is a lot of com-
pressed information on them and managers only spend little time to process the pre-
sented information. On the one hand, using the powerful analytical capabilities and 
provided analytical results in BI&A dashboards promises to support decision makers. 
This is critical since including not enough information in a BI&A dashboard can make 
it useless and having relevant data that fits to the tasks of decision makers is crucial 
[10, 11]. On the other hand, processing such enormous amount of information is a dif-
ficult task for decision makers. A reason for that is the limitation of the capacity of 
humans to process visual information [12]. To cope with this limitation, decision mak-
ers process the vast amount of information provided in BI&A dashboards by using se-
lective visual attention [13, 14] . Selective visual attention refers to the cognitive pro-
cess in that decision makers are concentrating on the discrete aspect of analytical results 
on a dashboard while ignoring other parts. Simon [15] recognized that a wealth of in-
formation may create a poverty of attention. Thus, there is a need to allocate the deci-
sion maker’s visual attention efficiently among the overabundance of information 
sources on a dashboard, since attention is known to play an important role in construct-
ing decisions [16].  
We propose to investigate the design of BI&A dashboards that are sensitive to the 
users’ attention. So called attention-aware BI&A dashboards are of utmost importance 
in the field of BI&A systems, because of the constructing role of attention in human 
decision making. From a technological point of view, eye-tracking devices can be uti-
lized for designing attention-aware dashboards. Visual attention is particularly relevant 
to attention-aware systems since the current predominant modality for computer-to-
human communication is visual [17]. Researchers found that the users’ eye movements 
can be used as an approximation for users’ visual attention [18]. Moreover, eye move-
ments can be used to approximate the users’ cognitive processes and give a hint about 
what users are currently thinking or what their intentions are [19]. In addition to that, 
researchers in the IS domain suggest using these tools to design systems that reduce 
cognitive overload by enhancing the users’ capabilities [20]. So far, there is only limited 
research examining BI&A systems and the related cognitive user states, despite their 
economic significance and widespread use [21]. Moreover, there is a lack of research 
in designing attention-aware BI&A dashboards. In our research, we focus on the design 
of attention-aware BI&A dashboards by applying a design science research (DSR) ap-
proach [22]. We specifically focus on the design of BI&A dashboards that are sensitive 
to the users’ visual attention by analyzing their eye movement data. Summed up, our 
research project addresses the following overall research question: 
How to design attention-aware BI&A dashboards in order to improve the indi-
vidual performance of decision makers? 
Our research project will contribute by providing design knowledge for attention-
aware BI&A dashboards. In this research in progress paper, we motivate this important 
research topic, outline the structure of our research project, and present the initial design 
for attention-aware BI&A dashboards.  
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2 Conceptual Foundations and Related Work  
2.1 Business intelligence and analytics dashboards 
BI&A systems are a well-known class of supportive systems for decision makers. 
They refer to the techniques, technologies, systems, practices, methodologies, and ap-
plications that analyze critical business data to help an organization understanding its 
business and market better as well as to make timely business decisions [23]. To support 
decision makers, BI&A systems are generating insights by utilizing analytical tech-
niques and then visualizing the insights in the form of dashboards. The dashboards 
should be designed in a way to help decision makers to maintain their cognitive tasks 
such as decision making in convenient ways. Therefore, dashboards need to be evalu-
ated according to their design features and the way the users interact with them to make 
decisions [8]. The interaction between decision makers and BI&A dashboard is mainly 
focused on investigating the information visualization [24]. In fact, the proper usage of 
the BI&A front-end (e.g. dashboards) and matching it to the decision makers’ tasks are 
known to affect the success of such systems [25]. The design of dashboards is important 
and there is an ongoing discourse in research on how to design them properly [8]. 
2.2 Eye-tracking and attention  
The users’ attention is assumed to be selective [2] and researchers refer to attention 
as the set of processes enabling and guiding the selection of incoming perceptual infor-
mation [17]. Measuring the users’ attention, or an approximation of it, is possible by 
applying subjective and objective measurements [12, 26]. Researchers use eye-tracking 
devices in neuroscience, psychology, ergonomics, advertising, and design [27] as the 
users’ eye movements can be used as an approximation of their visual attention [13] 
[18], their cognitive processes, and the users’ intentions [19]. Eye-tracking devices rec-
ord the users’ eye movements when interacting with UIs, and this information can be 
used as input for intelligent UIs [28], such as attentive UIs [6]. Duchowski [29] distin-
guishes between interactive and diagnostic eye-tracking applications. Based on this cat-
egorization, interactive applications utilize eye-tracking for attentive interactions such 
as moving the cursor or selecting an object through individuals’ eyes. On the other 
hand, diagnostic applications record the eye movements, and use this source of data as 
an evidence of the users’ visual and attentional processes [29]. Lack of attention while 
working in the digital environments can cause different errors which are known as at-
tentional breakdowns [30]. The eye movement data can be used for the design of atten-
tion-aware systems in order to support users to avoid or recover from attentional break-
downs. The failure to notice a fully visible, but unexpected content in UIs can be ex-
plained by the phenomenon named inattentional blindness. Failing to visually recognize 
an object can occur because of a lack of attention since this is a necessary precondition 
for visual perception [31]. Moreover, the ability to notice changes is important for users 
[32] and the inability to detect changes is called change blindness [33]. The phenome-
non of change blindness has inspired strong claims about visual attention, visual 
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memory, and awareness [32]. Moreover, attention is important to support change de-
tection [34]. The difference between change blindness and inattentional blindness is 
that inattentional blindness refers to missing information on one display at a specific 
point in time while change blindness refers to missing changes between related displays 
in different points of time. 
3 Research Method  
Our research project follows the DSR approach proposed by Kuechler and Vaishnavi 
[35] and is divided into two consecutive design cycles (see Fig. 1). 
 
 
Fig. 1. Design cycles and research activities 
In the first design cycle, we conducted a literature review on designing attention-
aware UIs to get an overview on the topic and to identify research gaps. We identified 
the need to investigate the issue of missing important information because of attentional 
breakdowns, especially focusing on the two phenomena inattentional blindness [31] 
and change blindness [33]. Moreover, we identified the need to support BI&A dash-
board users to manage their visual attention while using dashboards. The availability of 
new technology, such as affordable and reliable eye-trackers enables us to design an 
innovative solution to these issues. At the moment, we are in the suggestion phase of 
the first design cycle and identified initial meta-requirements for the design of attention-
aware BI&A dashboards. Next, the meta-requirements will serve as the baseline for 
theory-grounded design principles. The derived design will be instantiated in the form 
of an attention-aware BI&A dashboard artifact that will be evaluated in a laboratory 
experiment.  
In the second design cycle, we will start with the reflection of the previous design 
cycle’s results and refine our design accordingly. In addition, we will conduct a series 
of expert interviews with BI&A dashboard users. In these interviews, we will discuss 
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our current findings and present the instantiated attention-aware BI&A dashboard arti-
fact to receive feedback from them. We will use the interviews’ results and additional 
theoretical knowledge to adapt our design. Subsequently, we will develop an improved 
attention-aware BI&A dashboard artifact based on the adapted design and conduct a 
second laboratory experiment evaluation. The findings of both experiments will serve 
as the baseline to derive a nascent design theory for attention-aware BI&A dashboards.   
4 Attention-aware BI&A Dashboard Design  
In the following, we discuss the current state of deriving meta-requirements for the 
design of attention-aware BI&A dashboards by focusing on missing important infor-
mation on BI&A dashboards as an attentional breakdown [30]. BI&A dashboards and 
the included interactive technologies have the potential to bias decisions by focusing 
attention on a limited set of alternatives, increasing the salience of less diagnostic in-
formation, and encouraging inappropriate comparisons [11].What users see or do not 
see depends on how they allocate their attention while interacting with BI&A dash-
boards. Missing important information on BI&A dashboards can be approached by ad-
dressing the two phenomena inattation blindness [31] and change blindness [32]. Hav-
ing a comprehensive overview of the presented information on BI&A dashboards and 
also notice changes from the past are essential for the decision makers. We especially 
include eye-tracking devices in our proposed design for BI&A dashboards, as eye 
movement data is an important aspect of the proposed solution to the addressed issues. 
First, we argue that an attention-aware BI&A dashboard should be able to capture the 
users’ current visual attention. Thus, we propose our first meta-requirement (MR): 
MR1: Monitor the users’ visual attention. 
There exist subjective as well as objective measurements for the users’ visual attention. 
Researchers argue that the users’ eye movements, as well as their current eye fixations, 
are an approximation for their visual attention and their cognitive processes [18, 19]. 
Eye-tracking technology can be used to detect the users’ gaze position and collect the 
relevant eye movement data (such as fixation, saccade, etc.) in real-time. Based on this 
data, the users’ visual attention can be analyzed. Thus, we propose the second MR: 
MR2: Utilize eye-tracking devices to collect users’ eye movement data. 
Decision makers face the challenge to make biased decisions by focusing their attention 
on a limited set of alternatives on BI&A dashboards [11]. Having only a subset of the 
required information can result in inaccurate decision making. Providing feedback on 
their current visual attention can enable them to allocate their visual attention more 
efficient and avoid attentional breakdowns and miss important information [30]. Such 
feedback can direct users to allocate attention on missed important information and 
avoid inattentional blindness while investigating the BI&A dashboard. Moreover, hav-
ing efficient attention allocation on the BI&A dashboard will support decision makers 
to compare the results and find the changes. Feedback refers to sending back infor-
mation about what action has been done, and various kinds of feedback are available 
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for interaction design [36]. How and where users paid attention is known as a valuable 
source of information to provide feedback [37]. Thus, we propose the third MR:  
MR3: Provide feedback on the users’ visual attention. 
Based on the three MRs, we propose a preliminary design as well as system archi-
tecture for attention-aware BI&A dashboard (see Fig. 2) in the following. Please note, 
as our design is not finalized yet, the presented design and system architecture is dis-
cussed only on an abstract level.  
 
  
Fig. 2. Attention-aware BI&A dashboard system architecture 
 
The proposed architecture includes the eye-tracking, BI&A, and attention-aware 
subsystems. The BI&A subsystem handles the relevant business data, data analysis, and 
visualizes the analytical results in the form of a BI&A dashboard. On the other hand, 
the eye-tracking subsystem is responsible for tracking the users‘ eye movements while 
interacting with the BI&A dashboard and stores the relevant eye movement data (such 
as fixation, saccades, etc.). This subsystem contains the “eye movement data handler” 
that is responsible for analyzing the real-time eye movement data and extracting the 
relevant information. This information is used to determine the users’ visual attention. 
The attention-aware subsystem includes the “visual attention analyzer” component that 
merges the information from the “eye movement data handler” and the BI&A dash-
board layout. It receives the gaze position from the eye-tracking subsystem and identi-
fies the users’ attentional spotlight in the BI&A dashboard. This component analyzes 
whether the decision maker missed some visible information or paid enough attention 
to the relevant content, determines the time to give feedback, and process the changed 
information, etc. The other component in this subsystem is the “attention-aware inter-
activity”. Interactivity is the key IT’s ability to affect cognitive processes and ultimately 
the performance of such systems [38]. This component implements and supports the 
attention-aware interaction between the decision maker and the BI&A dashboard. Each 
of these interactions can support decision makers in managing their visual attention in 
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an efficient way. An example of such interaction is “attention feedback” that provides 
real-time feedback to the decision makers about how they allocated their visual atten-
tion on the BI&A dashboard. Providing real-time feedback will help decision makers 
to reduce mental load and make the interaction easy [39]. Moreover, we argue that such 
attention feedback supports users to manage their visual attention in a better way. The 
current design is still work in progress and based on the provided information and MRs, 
there can be different attention-aware interactions.  
5 Conclusion  
This research in progress paper presents the motivation of our research project on 
the design of attention-aware BI&A dashboards. According to the classification by 
Gregor & Hevner [40] our research represents an improvement as we address an exist-
ing problem (support users to manage their visual attention) by combining eye-tracking 
devices and BI&A dashboards and providing the design of a new solution (attention-
aware BI&A dashboards) [40]. Thereby, the research will contribute to research and 
practice by providing design knowledge for attention-aware BI&A dashboards. As next 
steps, we will finalize the design suggestion in the first design cycle and implement an 
artifact based on it. We will then evaluate this attention-aware BI&A dashboard artifact 
in a laboratory experiment with respect to the validity of the design as well as the effect 
on the users’ visual attention. In addition to the research activities planned for this re-
search project, there are further opportunities for future research on this important issue. 
An attention-aware BI&A system is not limited to a feedback component. Instead, there 
are further attention-aware interactive elements such as guidance design features [41] 
to find changes, the provision of real-time explanations when users pay attention to the 
particular part of graphs, adaptive user interfaces based eye movement data, eye-based 
interactive information visualization, etc.  
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Abstract. The digital and data-driven economy requires enterprises from all in-
dustries to revisit their existing data management approaches. To address the 
changing and broader scope of data management activities in the digital econ-
omy, this research in progress paper proposes a reference model, that describes 
the design areas of data management. 
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1 Introduction 
In recent years, the digitalization of processes and the digital transformation of business 
models has altered many industries, and data is regarded as a key resource for compa-
nies enabling new products and services [1]. For example, Industry 4.0 scenarios in the 
manufacturing industry are transforming logistics and production processes. In the fu-
ture, a smart product will steer itself through the production process, order transporta-
tion services, and inform the manufacturing stations about the required assembly steps 
[2]. For fulfilling this vision, data from multiple sources and sensors need to be gath-
ered, aggregated, maintained, enriched, and provided.  
Understanding data as a strategic and valuable resource is a change for corporations 
and requires them to broaden the scope, challenge existing practices, and refine current 
approaches of data management. Traditionally, data management comprises “policies, 
practices and projects that acquire, control, protect, deliver and enhance the value of 
data and information” [3]. To guide practitioners in the implementation and conduction 
of data management, a number of data management frameworks and reference models 
has been suggested. However, these have been designed in the 1990s and 2000s, and it 
is unclear whether they address the requirements of the digital and data-driven econ-
omy.  
Following the design research paradigm, this paper identifies requirements and pro-
poses a reference model for effective data management in the digital and data-driven 
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economy. In accordance with Fettke and Loos [4], this reference model describes solu-
tion patterns for data management professionals and researchers and provides recom-
mendations for conducting effective data management. It has been developed based on 
a systematic action design research (ADR) approach in a joint effort with more than 15 
European companies and researchers from three universities. The paper reports on the 




Data management aims at the efficient usage of data in companies [5]. Academic liter-
ature has traditionally elaborated on the role and importance of data assets as well as 
on data quality. It comprises all management tasks of the data lifecycle on a strategic, 
governing, and technical level [6]. Data management includes the formulation of a data 
strategy [7], the definition of data management processes, standards, and measures, the 
assignment of roles and responsibilities [8], the description of the data lifecycle and 
architecture – covering data models and data modeling standards – [9], and the man-
agement of applications and systems [10].  
To guide practitioners in the implementation of data management, various data man-
agement frameworks and reference models have been suggested. These include contri-
butions from consortia – such as the DAMA-DMBOK Functional Framework [11], the 
CDQ Framework [12], and the DGI Data Governance Framework [13] –, from consult-
ing firms – including Capgemini [14], Gartner [15], Forrester [16], and Infosys [17] –, 
from software vendors – like Oracle [18], IBM [19], Informatica [20], and SAS [21] –
, and with GS1 [22] from a standardization body. The majority of these frameworks as 
well as a large number of research considers the provision of high quality data as the 
most important goal of data management [23]. 
Research Gap: Data Management in the Digital Economy  
Data is the key resource of companies in the digital economy. The term “digital econ-
omy” considers the digitalization of processes and the digital transformation of business 
models in corporations as well as the digitalization of the society [24]. It covers various 
trends such as Industrie 4.0, the Internet of Things (IoT), and Big Data and is mainly 
driven by technological advances, which led to falling prices for sensors and cheaper 
and faster processing of data. While data is considered a key concern in digitalization 
initiatives, the advances of data management are still limited. The majority of existing 
data management frameworks has a narrow scope and focuses on the quality of master 
data from company-internal sources. However, with the growing importance of data in 
the digital economy, data managers are challenged by additional requirements to fulfill 
compliance, privacy, and security concerns in their activities and to include further data 
types such as streaming data or data from external sources. There are first publications 
to address these aspects, such as data management for big data [25–27]. Nevertheless, 
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to the best of our knowledge, a comprehensive reference model providing guidance to 
data managers and researchers in the context of the digital economy does not exist. Our 
research addresses this gap by answering the following research question: How to de-
sign data management for the digital and data-driven economy? 
3 Research Approach 
Our research aims at developing a reference model that outlines the main design areas 
to be addressed by companies to effectively manage data as corporate resource. A ref-
erence model specifies the generally valid elements of a system that can serve as a 
reference for designing company-specific models [4]. Our research objectives thereby 
consist of developing prescriptive knowledge as described by Gregor’s [28] type V 
theory and constructing information system-related problem solutions. The emerging 
artefact has been designed in a consortium research program [29] since February 2016, 
following ADR. ADR combines design science research (DSR) and action research 
(AR) and constitutes “a research method for generating prescriptive design knowledge 
through building and evaluating ensemble IT artifacts in an organizational setting” [30]. 
Senior data management professionals from more than 15 European enterprises in var-
ious industries and researchers from three academic institutions have contributed to the 
artifact over a period of more than twelve months. After an initial discussion about the 
need for a reference model at a consortium workshop in February 2016, the require-
ments and the emerging reference model were discussed and evaluated at five consor-
tium workshops between April 2016 and February 2017. Fig. 1 provides an overview 
of the four main stages of ADR, which are described in the following. 
 
Fig. 1. Adopted ADR Process on the Basis of Sein et al. [30] 
Problem formulation: The research activities were initiated by experienced data 
managers in the consortium research program. Although these data managers were us-
ing established data management frameworks, they were lacking guidance for facing 
the new data-related challenges in the digital economy. Based on this call for action, 
76 
 
the specific requirements as well as existing solutions were discussed during consor-
tium workshops in three focus groups in February (with 38 experienced data managers), 
April (8), and June 2016 (12). The discussion results were documented and triangulated 
with scientific publications by the researchers.  
Building, intervention, and evaluation (BIE) includes two cycles. As suggested by 
Sein et al. [30], the first BIE cycle aims at developing an early alpha version of the 
artefact, which is a stable version that will be instantiated, repeatedly tested, and con-
tinuously refined in the second cycle. In the first cycle, the emerging artefact was re-
peatedly discussed and refined by practitioners in four focus groups during consortium 
workshops in June (with twelve experienced data managers), September (9), December 
2016 (16), and February 2017 (10). Each of the four sessions lasted two hours, was 
moderated by the same researcher and observed by a second researcher. The discussion 
results were documented and formed the basis for further adjustments of the artefact. 
The first three focus group sessions focused on the structure, design areas, content, and 
naming of the reference model, while the last session concentrated on the graphical 
visualization. Section 4 outlines the resulting alpha version of the artefact. In addition 
to evaluations in focus groups discussions, we conducted a questionnaire-based evalu-
ation in December 2016. The results are presented in section 5. In the second BIE cycle, 
we are instantiating the artifact in selected companies. Based on the interventions and 
evaluations from these cases, a final beta version of the artefact will be developed. The 
research team has initiated the activities of this cycle and we are currently applying the 
reference model in several companies. 
Reflection and learning is conducted in parallel to the first two stages. It includes the 
continuous reflection on the design and redesign of the artefact as well as the documen-
tation of requirements and the detailed descriptions of the reference model and its de-
sign areas. 
Formalization of learning ensures that learnings from company-specific instantia-
tions are further developed and documented as general solutions. In addition to general 
recommendations on data management in the digital economy, we are preparing a for-
mal description of the reference model in the form of a meta-model.  
4 The Data Excellence Model – Reference Model for Data 
Management in the Digital Economy 
4.1 Purpose and Requirements 
The reference model aims at structuring the main design areas of effective data man-
agement, while – at the same time – addressing the requirements of the digital and data-
driven economy. These requirements have been derived from the focus groups and are 
supported by literature. They are summarized in Fehler! Verweisquelle konnte nicht 
gefunden werden.. Data are business-critical in the digital economy. Identifying and 
addressing data needs of the business requires – apart from technical capabilities – close 
alignment between data management and the business as the consumer of data-driven 
insights (R1) [31]. R2 refers to the growing number of digital services for business and 
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private purposes – such as smart factories, smart products or social media – that in-
creases the number of data sources and the volume of data available. For making use 
of big data and generating data-driven insights, data management needs to expand its 
traditional scope on master and transactional data to include further data types – like 
meta, analytical, or sensor data [32]. R3 is motivated by the high portion of compliance-
, privacy-, and security-critical data created in the digital economy [33]. Consequently, 
not only data quality but also these further aspects have to be taken into account by data 
managers. Finally, as the importance and scope of data management grow in the light 
of the digital economy, investments are required. To justify these investments, the value 
generated by data and the contribution of data management to the business activities 
need to be transparent (R4).  
Table 1. Requirements of the Digital Economy on Data Management 
Requirement Description Design Decision 
R1: Address the in-
creasing business 
criticality of data 
Identification of business-critical 
data needs 
Introduce the “goals” that translate 
business capabilities into data 
management capabilities 
R2: Manage data 
from different 
sources and for dif-
ferent purposes 
Inclusion of further data sources 
and types (e.g. meta, analytical, 
or sensor data) in addition to 
master and transactional data 
Introduce data lifecycle as “ena-
bler” and implicitly address further 
data types in all other “enablers” 
R3: Address relevant 
data-related concerns 
Focus on data compliance, data 
privacy and security in addition 
to data quality  
Introduce data excellence as “re-
sult” of data management that co-
vers quality, compliance, privacy, 
and security 
R4: Demonstrate the 
value contribution of 
data management to 
business 
Transparency about the value 
contribution of data management 
to the business 
Introduce business value as “re-
sult” of data excellence contrib-
uting to processes, customers, fi-





Fig. 2. Reference Model for Data Management in the Digital Economy 
The first BIE cycle resulted in an alpha version of the reference model for data man-
agement in the digital and data-driven economy. Fehler! Verweisquelle konnte nicht 
gefunden werden. depicts this version. The descriptions of the design areas are detailed 
in Fehler! Verweisquelle konnte nicht gefunden werden.. 
4.2 Structure of the Reference Model  
Given the understanding of data as a strategic resource for the digital economy, the 
structure of the reference model builds on existing work from performance manage-
ment, which measures, controls, and communicates indicators to improve the organi-
zational achievement of objectives [34]. Performance management approaches con-
sider a continuous management cycle with four phases, which are often referred to as 
plan, do, check, act. The reference model reflects this. It organizes design areas for data 
management in three categories – goals, enablers, and results – that are interlinked in 
a continuous improvement cycle. Goals define the strategic direction for data man-
agement. Enablers facilitate the goals. Results measure the achievement of the goals. 
Improvement emphasizes the dynamic nature of the model, indicating a process to ad-
just the goals and improve the enablers. 
Design Areas 
As a starting point for defining the design areas of the reference model, we reviewed 
the elements of existing data management models (cf. [11–22]) and data management 
literature. This review identified the following most common design areas of data man-
agement that we consider as “enablers”: data strategy, performance management, or-
ganization, processes and methods, data architecture, and data management applica-
tions [35]. These design areas were confirmed as highly relevant by the data managers 
in the consortium research program. However, in order to address the requirements of 
the digital economy (see Fehler! Verweisquelle konnte nicht gefunden werden.), we 
consider – based on the practitioners’ input – five further design areas. For ensuring the 
alignment of data management with the business (R1), we introduced capabilities in the 
goals section of the model. Capabilities describe what a company does or it should be 
doing [36]. By first reviewing “business capabilities” and, then, identifying the required 
“data management capabilities”, data managers are able to directly align with the busi-
ness. For the new data types introduced by digitalization (R2), we realized that they 
influence almost all other design areas. However, we added “data lifecycle” as an ad-
ditional enabler to reflect the involved data managers’ need for documenting and re-
viewing sources, operational activities, consumers, and purposes of data. The outcomes 
of data management are twofold. First, data management has a direct impact on data 
itself, defined as “data excellence” in the reference model. These data-related results 
consider data quality levels as well as the fulfillment of data compliance, data security, 
or data privacy requests (R3). Second, data excellence contributes to creating value to 
79 
 
the business (R4). The “business value” design area reflects this. In line with the di-
mensions of the Balanced Scorecard [37], the impact of data management on the com-
pany’s financials, business processes, customers, and growth potential is reviewed. 
Table 2. Descriptions of the Design Areas  
Design Area Description 
Business  
Capabilities 
are sets of skills, routines, and resources a company needs to have in 
order to achieve business objectives. 
Data Management 
Capabilities 
are sets of skills, routines, and resources a company needs to have in 
order to support business capabilities through data management. 
Data Strategy defines the scope and objectives of data management and specifies the 
roadmap for providing the data management capabilities required. 
People, Roles and 
Responsibilities 
defines the skills and organization to ensure effective data management 
and consistent use of data across the entire organization. 
Performance  
Management 
defines the measures to monitor and control the performance (i.e., pro-
gress and outcome) of data management with the help of a key perfor-
mance indicator system. 
Processes and 
Methods 
defines procedures and standards for managing and using data properly 
and consistently. 
Data Architecture defines the conceptual data model, specifies which data is stored in 
which application, and describes how data flows between applications. 
Data Lifecycle defines data objects and documents, and reviews data sources, opera-
tional data activities (i.e., ranging from data acquisition and creation to 
data archiving), data consumers, and data use contexts. 
Data Applications defines the software components supporting data management activities. 
Data Excellence refers to the impact of data management on the data itself, first and fore-
most with regard to data quality (defined as “fitness for purpose”), but 
also with regard to additional data related aspects, such as data compli-
ance, data security and privacy. 
Business Value refers to the impact of data management on business with regard to fi-
nancials, business processes, customers, and organizational growth. 
5 Evaluation 
For evaluating the alpha version of the artifact, we conducted a questionnaire-based 
evaluation following the criteria presented by Prat et al. [38]. 25 experienced data man-
agers participated in the survey, which comprised 24 five-point Likert-scale and seven 
open questions. After a presentation of the reference model, participants were asked to 
evaluate the structure (i.e. the completeness, simplicity, clarity, style, homomorphism, 
level of detail, consistency), the adaptability (i.e. robustness, learning capability), and 
the environmental fit (i.e. personal and organizational utility, understandability, organ-
izational fit) of the reference model for data management in the digital economy. Over-
all, 86 percent of the respondents confirmed that the reference model is useful for their 
data management activities. On a more detailed level, 88 percent regard the reference 
model as complete (i.e. it covers all relevant areas), 83 percent agreed that the model 
depicts the reality of data management, and 80 percent regard it as robust enough to 
reflect future changes in the environment of data management.  
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First instantiations also confirm the utility of the artefact. For example, we applied 
the reference model for developing a data management strategy for a European-based 
healthcare company by first discussing the strategic objectives of the company, identi-
fying required business capabilities, and deriving the necessary data management ca-
pabilities. We, then, reviewed the status of the six enablers, developed a target state for 
every design area of the enablers, and defined data excellence and business value met-
rics to measure and control the progress and performance of data management. 
6 Conclusion and Outlook to Further Work 
The paper presents a reference model for data management in the digital economy that 
was systematically developed in the four stages proposed by ADR. The emerging arte-
fact provides a reference for structuring, reviewing, and establishing the design areas 
of data management. The evaluation of the alpha version of the artifact as well as first 
instantiations have demonstrated its utility. Limitations of the artefact stem from the 
consortium program as the research context. This program comprises only companies 
with a European origin. Furthermore, the data management activities of these compa-
nies have generally a high maturity and the participants share a common understanding 
of data management through a longtime membership in the program and frequent in-
teractions on five workshops per year. 
Further research activities are currently ongoing to instantiate the artifact in further 
companies and refine the reference model in the second BIE cycle. Planned results of 
these research activities include instantiations as well as more detailed descriptions of 
the scope and deliverables for every design area. To the best of our knowledge, the 
presented reference model is one of the first systematic approaches to extend data man-
agement in order to cover the requirements of the digital and data-driven economy.  
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Abstract. The innovated fitness-utility Systems Design Research (SDR) model 
is generalized from the Extended Action Design Research (EADR) model and 
discussed in terms of the Design Science Research (DSR) framework. In the con-
text of SDR as well as the recent Paris Agreement, the 2030 Agenda for Sustain-
able Development and the Agenda for Humanity the challenges of holistic cli-
mate services are discussed. As an application of the trans-disciplinary SDR ho-
listic grass-root mobile climate services are developed for local farmers in com-
munities of an African developing country. 
Keywords: Design science research · Fitness-utility model · Trans-disciplinary 
systems · Holistic climate services 
1 Introduction 
In the discussed research in progress we are concerned with obvious demands for de-
signing holistic grass-root mobile climate services (HGMCSs) to empower local farm-
ers in communities of an African developing country to cope with the changing climate. 
The services are critical because traditional tacit knowledge no more works. The task 
includes increased awareness of climate impacts and the improvement of our trans-
disciplinary baselines to meet them. In concert with the recent Paris Agreement (PA) 
[1], Transforming our world: the 2030 Agenda for Sustainable Development (ASD) 
[2], Agenda for Humanity (AH) [3] and Natural Disasters and Climate Change: Man-
aging Risks & Crises Differently (NDCC) [4] our effort is to get a holistic view included 
in climate services and our prototype HGMCSs landed for active use and further par-
ticipatory development by local farmers. The subjective demand, not only the objective 
need for HGMCSs became apparent during our several pilot studies since 2011 in dif-
ferent grass-roots level contexts in Africa. 
   The four references [1-4] mentioned above give an overall view of the current sit-
uation of the global leadership in climate change issues. Formerly UN Framework Con-
vention on Climate Change (UNFCCC) with its Conferences of Parties (COPs) kept the 
leading role in climate change issues by global agreements on climate change, like the 
Kyoto Protocol of 1997 and PA. 
   Recently the UN General Assembly has released as its resolution the ASD. This 
agenda includes nineteen Goals of Sustainable Development with Goal 13 “Take urgent 
action to combat climate change and its impacts”. ASD presents the social, economic, 
and environmental dimensions as the three dimensions of the sustainable development. 
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ASD integrates them, climate included, fully in a coherent, holistic, comprehensive and 
balanced way. 
    The Secretary-General of UN released AH in the World Humanitarian Summit 
(WHS) in 2016 in Istanbul. In addition WHS released also NDCC, in which the Core 
Commitment 1 repeated the urgency of ASD Goal 13. 
   As a consequence of the actions mentioned above UN has taken the global leader-
ship in integrating the issues of climate change and its impacts into ASD and AH. 
   Regarding the climate change and its impacts PA gives to us recommendations 
how we can contribute to limit and to stop the human-induced climate change to a bear-
able extent. In changes of climate impacts we focus on two changes in climate, on 
changes in extreme values and on changes in climate variability. These are the aspects, 
which impact most directly the baselines of the societies. 
   One crucial question to accomplish sustainable development is to achieve a climate 
with stable mean values and stable variability. For design science SDR with its artifacts 
offers one possibility to contribute to the development of sustainable holistic climate 
services. 
As the needed Design Science Research (DSR) [5] tool we present and discuss the 
setup, the stages and the objectives of the Systems Design Research (SDR) fitness-
utility model, which is a generalization of the Extended Action Design Research 
(EADR) model by Mullarkey and Hevner [6]. In the same context, we introduce the 
Epistemic Implementation Delphi (EID) model with its stages as the design artifact of 
SDR. Finally, we outline some prospects of SDR and conclude our presentation. 
2 Systems Design Research 
We develop SDR to study several concurrently interacting systems. In fig. 1 we present 
the stages of our Systems Design Research (SDR) fitness-utility model on the contin-
uum of the entry point chain of our trans-disciplinary Epistemic Implementation Delphi 
(EID) model. 
The stages of SDR resemble the stages of EADR. However, in the first left-hand box 
we have replaced motivation by encountering, which in the case of developing coun-
tries means that the primary idea of the project should come up from the local grass-
root discussions and preferably from local farmers. More generally the primary idea of 
the project should be presented by the end-users. The inclusion of end-users as experts 
of their own condition is complementary if not contradictory to conventional develop-
ment projects where the motivation to set up a project is based on needs that are usually 
explicated by external experts.  
Concurrently during the encountering, we search competent members to SDR com-
pletion team primarily from the local community and from local pertinent expert insti-
tutes. The role of outside supervisor parties, like representatives of foreign development 
aid should be relatively strong at the beginning of the project and decrease during the 
participatory working phase. 
It is important to recognize that the epistemic base of EID is the General Theory of 
Consistency (GTC) [7]. According to GTC the local population participating to the 
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project experiment on grass-root level is divided into two groups: not-learning beings, 
who trust on the use of traditional tacit knowledge, and learning beings, who are willing 
to learn and use advised modern methods.  
In the second box from the left the chosen EID expert team looks for possible rational 
artifacts during the opening stage and leaves them all available for the process. In case 
of considerable uncertainties, like in the development of HGMCSs, EID expert team 
together with SDR completion team determines the criteria of a sufficient solution in 
terms of both utility and fitness. 
At the design and development stage of SDR the expert team of EID elaborates fur-
ther the action lines as rational artifacts. This takes place at the opening and especially 
the argumentation stage of EID. It is important that the elaborated artifacts as different 
versions of the developed climate services are kept separate from each other. The out-
come of the design and development stage of SDR is one artifact recommended by EID 
expert team to be implemented in the demonstration stage by EID management team. 
The completion team of SDR together with the expert and management teams of 
EID evaluates the implemented artifact to check, whether this artifact meets the utility 
and fitness criteria of sufficiency. If so, then the concluding stage of EID is accom-
plished and SDR proceeds to the communication stage. In case the outcome of the im-
plemented artifact is not sufficient, the completion team of SDR returns the process 
back to the design and development stage to pick up the artifact option next on the 
recommendation list for implementation. This iteration is executed in as many loops as 
needed to find a sufficient outcome or all available artifacts being scrutinized. Thereaf-
ter SDR completes the communication stage with appropriate scholarly and profes-
sional publications. 
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3 Design Science Research 
Next, we discuss SDR in terms of DSR framework [5] depicted in fig. 2. Where appro-
priate we focus our discussion on our particular application of SDR in the development 
of HGMCSs for local farmers in communities of an African developing country. 
Environment.  We start with the environment and in it with people. In our coming 
prototype project, we have three groups of people: the local farmers of the communities 
(LCG), the various kinds of local experts extending from the community to the national 
level (LNG), and the supervisors from the foreign development aid party (SFG). 
Ideally the first encountering should take place by a meeting of LNG and SFG, when 
a letter of intent has been sent or preliminary discussions of intention on a joint SDR 
project have taken place. The expertise of LNG should include scientific experts on 
relevant invariances and experts on local social aspects and human behavior, decision 
makers with the authority to allocate needed local resources as well as funding, and 
synthesizers with the overall vision to become supervisors. Compared with LNG, the 
composition of SFG should rather be experts on decision-making issues and have the 
needed backup in funding issues. The outcome of this meeting should be a draft of the 
project agreement, the mutual written understanding of the joint objectives and com-
mitments, and the written consent of the right to archive and use the compiled video-
recorded interviews as well as other collected data. 
 
 
Fig. 2. Design Science Research Framework [5]. 
Early prior to the expected rain season LCG not-learning and learning groups of the 
participating communities should together make overall crop cultivation plans, where 
every community decides the cultivated crop species, the tilling method, and the possi-
bly used fertilizer, pesticide or plant disease control agent. During this planning, the 
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local farmers consult the needed national expert institutes, like the national institute of 
agricultural research as well as the national meteorological and hydrological institute, 
in order to get advice on proper crop selection, expected precipitation, risk for draughts, 
floods, pests, and plant diseases for the coming rain season. Co-designing the services 
need to be closely tied to the planning activities. 
After the overall cultivation plans are ready the local decision-makers plan the allo-
cation of the needed separate experiment parcels for the not-learning and the learning 
farmers on a fair basis including also the access to eventual irrigation. The crop yields 
of the parcels are compared under the assumption that both groups have equal access 
to the information disseminated by HGMCSs. As our approach is holistic we cannot 
limit our scope just to develop technically appropriate trans-disciplinary climate ser-
vices and compare their effects. In developing countries, we have several other factors 
affecting significantly the crop yield, like the use of quality seeds, fertilizers, pesticides, 
plant disease control agents as well as of modern tilling methods. The local experts 
need to consider, which of these factors need to be included explicitly in our field ex-
periments in the form of additional parcels so that we can convincingly demonstrate the 
sufficient success of the developed HGMCSs. 
All human-driven activities presented above tie the people, pertinent organizations 
and technologies to joint business needs, which are elaborated further under the de-
velop/build and justify/evaluate phases of the trans-disciplinary DSR. The objective of 
these efforts is to develop beneficial local HGMCSs and to take place under SDR 
steered EID actions. 
Knowledge Base. We introduced SDR combined with EID as a fitness-utility model 
[8]. It is our contribution to the knowledge base. 
Regarding the fitness of our model we assess it in terms of the fitness definition #2 
[8]. With HGMCSs and holistic views in mind we need to take into account pertinent 
aspects of human and social behavior. Here an essential part of the collected data con-
sists of compiled and video-recorded interviews, including especially those from the 
co-design process. As guidance for the interviews we use the set of twelve questions of 
the Critical Systems Heuristics (CSH) [9], which in our application concern boundary 
judgments of particular HGMCSs. The consideration of boundary judgments and the 
possible extension of the boundaries of our design space stand both for an opportunity 
and a necessity in the development of HGMCSs. All in all, this makes our fitness con-
siderations an exciting and demanding challenge where experience and resilience are 
needed. 
In the context of our design artifact EID the utility has to cover two aspects, the 
metric utility for measurable quantities, like crop yield, and the epistemic utility for 
assessed qualities, like motivation. To build the metric utility function is a straightfor-
ward objective matter, whereas the epistemic utility is a different issue and involves 
subjective evaluations. As a first trial, we form an epistemic utility function by dichot-
omizing the observations on a one step scale from zero to five as follows: 0 = cannot 
be assessed, 1= very poor, 2 = moderately poor, 3 = medium, 4 = moderately good, and 
5 = very good. One more sophisticated way to assess the epistemic utility would process 
the original transcribed video-recorded interviews by applying the Computer Aided 
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Qualitative Data Analysis Service (CAQDAS) [10] with the Transana qualitative anal-
ysis software for text, audio and video data [11] to help us to explore the design space 
and to find new aspects in it. 
The nine first questions of CSH apply to those, who use and develop HGMCSs and 
are involved in the process. The first three questions are on motivation, the next three 
on control and questions seven to nine on knowledge. The last three questions concern 
those affected by the process, like neighboring communities, and are on legitimacy. 
The interviewer presents the questions both in the form “ought to be” and “is/are”, the 
former pointing to the future and the latter to the presence. According to Ulrich and 
Reynolds [9] it is easier to start the interview with the “ought to be” questions, which 
allow the interviewee to respond by future wishes. Thereafter the “is/are” questions on 
the present situation become easier for the interviewee to answer. For newcomer CSH 
interviewers Ulrich and Reynolds [9] have recommended an order to present the ques-
tions. However, the questions are independent and can be presented in the order an 
experienced interviewer finds appropriate for a particular interview. As Ulrich [12] 
pointed out the quest for competence in CSH is a life-long learning process. 
With the observed changes of climate and climate variability we recognized that our 
representative climate records were short. Therefore, our current climate records in-
clude considerable uncertainties in the epistemic meaning of the word. Then reliable 
risk estimates by statistical methods are not possible to make. In addition, in developing 
countries data records of other pertinent disciplines, like agriculture, are at their best 
sporadic and inhomogeneous. All in all, classical statistical methods cannot be applied. 
In concert with this we include CSH into our fitness-utility model. In addition, we will 
take into account advances in heuristics [13]. 
IS Research and the Design Cycle. With reference to the first framework Systems 
Design Research we discuss here only the box on justify/evaluate. 
After having accomplished and submitted our article on the theory and artifacts of 
SDR, EID and CSH we implement a field experiment in some representative commu-
nities of an African developing country in Ethiopia or in Kenya as a prototype case 
study of our fitness-utility model. We start this by building our preliminary plan for the 
first encountering meeting, which we hope to take in the African host country in sum-
mer 2017.  
At the first encountering meeting, we need to establish the core network of the joint 
project and ascertain our mutual engagement to it. In addition, the needed prior capacity 
building of local focal persons and students as well as practical arrangements for the 
whole period of the project need to be discussed, agreed and delegated in a truly par-
ticipatory manner. Already from the beginning we need a convincing local commitment 
to the project and the development of HGMCSs so that by the end of the project its 
ownership is in active and firm local hands for further development. This means also 
that we have to ensure that our joint undertaking has the local funding for the needed 
operative expenses and sustainable development. We, the representatives of the foreign 
development aid funding, make clear our role as kicking off the development of 
HGMCSs to support local sustainable development in terms of improved crop cultiva-
tion and food security. 
89 
 
One crucial issue throughout our project is communication. Not to underestimate the 
role of the publications smooth, open and pertinent communication is a fundamental 
part of our project. In local practice this means that HGMCSs information must be dis-
seminated also in forms, which illiterate community members can understand and make 
use of. However, our emphasis on co-designing the services means that every partici-
pant is involved even in the agile prototype design process, which requires learning 
communication within the highly heterogeneous co-design team.   
After the survey of the existing IT networks the needed supplements are designed 
and established prior to the field experiments. 
The local languages pose another interesting challenge. First of all, we need a suffi-
cient number of interpreters (local language – English – local language), like local stu-
dents, for CSH guided interviews and also to transcribe these interviews both in local 
language and in translated English. This is important for the reason that the correspond-
ence between the answer in local language and its English translation is never one-to-
one as the evolution of any language takes into account the local culture and habits, 
which are partly baked into the used expressions. These features are of importance in 
the context of epistemic assessments to extend our design space. The quest for common 
understanding is not limited to human languages, but will also cover more artificial 
languages, for the co-design team to control the technology. 
One important item to be discussed at the first encountering meeting is the evaluation 
of our fitness-utility model and the project in terms of HGMCSs. This evaluation covers 
three aspects, namely the holistic, the metric and the epistemic evaluations.  They all 
focus on the benefit, feasibility, validity, relevancy, and fitness of the model and the 
project. 
The metric evaluation is based on variables with measurable quantities, like crop 
yield, cost of tilling, cost of fertilizers etc. With their values, we can determine the profit 
gained by the experiment parcel under consideration. The obtained profit numbers give 
one view on the considered evaluation qualities and especially on the benefits, which 
are of fundamental importance under conditions of poverty or nearby poverty. How-
ever, we need to keep in mind that the profit numbers alone give a limited scope of the 
synthesized view in the holistic context. 
The epistemic evaluations of qualities like motive, truthlikeness, trust and willing-
ness to participatory cooperation give us wider understanding to form the synthesized 
view on the sufficiency of the developed HGMCSs. Here we should keep ourselves to 
conclusions based on the primary projecting results as the dichotomized data is at least 
partly prone to subjective judgments and to possible biases associated with heuristics.  
As pointed out by Gill and Hevner [8] in the context of a fitness-utility model the 
assessment of its fitness is a demanding task. Here we have at least three opportunities, 
by which we can have an influence on improved fitness of our model. The first option 
is the communication box of SDR. At least we could focus some of the publications in 
both categories to fitness related items so that the readers could become convinced of 
the benefits of our holistic model. The second option lies in the environment column of 
the DSR framework in various organizations of at least regional coverage. In the Afri-
can context, we could proceed on this path up to the African Union. The third option is 
the needed landing of the recent global agreements and agendas [1-4] down to the grass-
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root level as well as the associated need for synthesized views and messages. All in all, 
by doing our own job well we can let the publicity work for the fitness of our model.  
4 Future Prospects of SDR 
The impetus to innovate SDR was in our case the need to develop HGMCSs and to 
demonstrate the feasibility of our idea. Even if we still are in the midst of the task we 
are with our earlier experience already confident that we can reach sufficient outcomes. 
In addition, we can see that SDR itself is not bound to our particular application and 
can be explored in many other trans-disciplinary contexts. 
Meinke [14] and most probably quite a few other scientists have presented the idea 
that during the present century it is time to emphasize the need of synthesizing ap-
proaches beside the earlier well established analytical research line. SDR can be seen 
as one response to this recent suggestion. The challenging part of SDR lies in the initial 
data of its design artifact EID. First the divide of the experiment population to not-
learning and learning beings is by no means a straightforward task and needs careful 
considerations. Also, GTC sameness assumptions especially on the not-learning being 
group limits the step from the initial state to the final state. In many cases this limits the 
predictability, and the data for every prediction step has to be initialized. In addition, 
the theoretical feasibility of SDR framework remains to be analyzed. In our view SDR 
opens up to DSR the opportunity to become a major player on the synthesis research 
line. 
Along our development of HGMCSs we hope that SDR can gain wider fitness and 
contribute significantly to the alleviation of poverty and hunger in developing countries. 
It should be recognized that SDR framework does not limit the possible climate service 
applications to the grass-root level. The reasons why we focused our attempts on the 
grass-root level in a developing country were our earlier experiences in this field, the 
expected feasibility of the attempt as a prototype project, and the urgent local need for 
help. However, the field is wide open for challenging undertakings and could lead to a 
snowball effect both in the fitness of SDR and an extended landing of pertinent global 
agreements and agendas [1-4]. We hope that SDR through our prototype experiment 
can convince the decision-makers to enhance the guidance of DSR also in climate-re-
lated issues. 
5 Conclusions 
With the SDR framework accomplished our progressing research has entered now the 
implementation of its prototype HGMCSs experiment in communities of an African 
developing country. By the outcomes we expect to demonstrate the feasibility, the va-
lidity and the relevancy of SDR as a fitness-utility model. We look forward to enhance 
its fitness with appropriate publications and contacts to relevant decision-makers. 
We hope also that the outcomes of SDR prototype HGMCSs experiment encourage 
DSR community to seize on the need to develop tools suitable for designing trans-dis-
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Abstract. Cloud Computing spot markets have enabled the users to make use of 
the spare computing capacities of the cloud providers at a relatively cheaper price 
which in turn has given the providers such as Amazon and Google an opportunity 
to earn extra money by auctioning-off the underutilized resources. However, re-
source availability is a problem in the spot market owing to spot-price fluctua-
tions. Ignoring the customer’s preference is one of the potential reasons behind 
this. In this paper, we propose a time preference (value of service at different 
points of time) based stochastic integer linear programming model to allocate the 
cloud resources among the cloud users with a view to maximizing the revenue of 
cloud providers from the spot-market.  
Keywords: Cloud Computing · Resource Allocation · Spot Market · Time Pref-
erence · Stochastic Programming. 
1 Introduction  
According to the National Institute of Standards and Technology, "Cloud computing is 
a model for enabling ubiquitous, convenient, on-demand network access to a shared 
pool of configurable computing resources (e.g., networks, servers, storage, applications 
and services) that can be rapidly provisioned and released with minimal management 
effort or service provider interaction." [NIST 2016]. In fact, cloud computing is an 
online marketplace where users with less computing capacity can make use of others’ 
computing resources shared over the internet. There are mainly four types of cloud 
computing facilities available in the market namely On-Demand, Reserve, Dedicated 
Host and On-Spot1. Each of the computing resources varies in terms of facilities pro-
vided by the cloud providers. First three types of the resources allow the cloud users to 




access the virtual machines2 for a longer period of time whereas On-Spot users can use 
the cloud resource on an hourly basis. 
This paper focuses on the Spot market, which was first introduced by Amazon in the 
year 2009 to make better use of computing resources available in the cloud computing 
market [Amazon 2016]. Spot market works like electricity market where a number of 
users bid for a resource, and resource is allocated to the winner [Muli et al. 2013, Song 
et al. 2012]. For example, in the case of Amazon AWS, users of the spot instances bid 
for a resource, and Amazon dynamically set a spot price depending on the incoming 
bid and the available resources. If the user’s bid exceeds the spot price of the instance, 
the resource is assigned to the user. Thus, spot markets provide a mechanism for buying 
and selling of computing services in a form of Cloud Instance. Cloud users act as a 
buyer as they need to procure computing resources. Like other online markets, spot 
markets also influence buyers’ decision making while buying resources. In this context, 
one of the most important factors is the willingness to buy a resource at a particular 
time. To elaborate on this, we can say that a user may want to access one resource at 
time t or (t+1). But, (s)he prefers to get the resource at t to (t+1) i.e. he should be willing 
to pay more at t for that resource than the time-period (t+1). This behavior of customers 
in online marketplaces has been studied extensively in the literature of Intertemporal 
Choice Theory [Frederick et al. 2002], the study of trade-offs between cost/benefits of 
goods/ services and delivery at different times. In the context of spot market of cloud 
computing, we introduce this concept of the trade-off between time and cost as Time-
preference where the cloud providers capture the time preferences of the interested us-
ers at the different point of time. Based on the captured preferences, cloud providers 
allocate the resources among the users. We term this special kind of market as an Ex-
tended Spot Market which considers Time Preference of the users as additional infor-
mation during spot resource allocation. In the previous work of Mukherjee et al. (2016), 
authors have already mathematically proved that additional information such as Time 
Preference in spot resource allocation improves the cloud providers’ revenue from the 
traditional spot allocation followed in Amazon [Mukherjee et al. 2016]. In this paper, 
we present a model and solution methodology to allocate cloud resources among the 
interested cloud users based on the time preference. Our paper is structured as follows: 
Section 2 presents a review of the relevant literature. Problem definition is included in 
Section 3, while Sections 4 and 5 detail the Mathematical Model and Solution Approach 
respectively. Implications and concluding remarks are available in Sections 6. 
2 Literature Review 
In the past, researchers have done extensive work on the revenue maximization and 
cost minimization for the cloud providers and cloud users in the context of resource 
allocation. Research on these domains can be broadly classified into the following two 
categories as follows: 
                                                          




Cloud providers provide four types of services namely On-Spot, On-Demand, Reserved 
and Dedicated Host. Cloud users are charged based on the services they use. Research-
ers have identified that the cloud providers always try to maximize their revenue from 
the cloud services. On the contrary, cloud users tend to minimize the cloud computing 
cost incurred by them. So, algorithms have been proposed in the literature to address 
this kind of problem. As an example, Chaisiri et al. presented a stochastic programming 
and Benders decomposition based cloud resource provisioning technique to minimize 
the cost of cloud consumers [Chaisiri et al. 2012] whereas Toosi et al. employed a dy-
namic pricing based auction mechanism to generate near-optimal profit of the cloud 
provider in spot market resource allocation [Toosi et al. 2016]. In the context of revenue 
maximization, Alzhouri et al. have shown that the dynamic pricing scheme in spot mar-
ket can help the cloud organizations utilize the spare resources (VMs) more efficiently 
[Alzhouri et al. 2017]. Toosi et al. devised dynamic programming based allocation al-
gorithm to maximize the overall revenue of the cloud providers by allocating Virtual 
Machines to three different cloud service markets namely on-demand, on-spot and res-
ervation [Toosi et al. 2015].  
Cloud Auction & Pricing 
In the realm of auction and pricing, researchers have proposed various schemes and 
methodology for the betterment of existing techniques.  In Ijakian et al., a double auc-
tion based resource allocation mechanism is presented to allocate resources among the 
users for better resource utilization, profit allocation, and execution rate [Ijakian et al. 
2010]. Few researchers have argued that the fixed price models, as adopted by Amazon 
EC2, Microsoft Azure [Amazon 2016, Azure 2015] etc., do not guarantee economically 
efficient resource allocation [Zaman and Daniel 2013]. Rather application of combina-
torial auction with prior knowledge of user’s demand in cloud resource allocation gen-
erates better revenue of the cloud providers by maximizing the user’s utility with higher 
resource utilization [Zaman and Daniel 2013]. However, this article does not talk about 
the truthfulness of the bidders. Toosi et al. proposed a back-propagation based price 
formation algorithm to maximize the market surplus as well as truthful bidding by the 
users [Toosi et al. 2016]. 
In the context of bidding, user’s response to the Quality of Service offered by the 
cloud providers plays a key role in resource allocation. De et al. considered user’s pa-
tience while allocating the VMs to the different users [De et al. 2016]. Their experiment 
shows that the proposed strategy reduces the resource allocation cost and improves the 
Quality of Service (QoS) level. 
 
However, the research on the time-preference based cloud resource allocation is almost 
scant in the literature. We pick up on this idea and try to address the gap by developing 
a time-preference based mathematical model to allocate resource in cloud spot-market. 
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3 Problem Definition 
Set of jobs (henceforth called cloud users) arrive at the cloud spot marketplace (say 
Amazon Web Service) to access the cloud resources as per their needs/ requirements. 
Cloud providers ask the cloud users for their time preferences for the next t time periods 
(say 5 time periods). The rate of arrival jobs is purely stochastic3 in nature. The problem 
can be explained as follows:  
First, the cloud provider captures the time preferences of the users/ customers arriv-
ing at time period t1 for the next t time periods (i.e. up to t1+t) and allocates resource 
for the t1th period. In the next time period (i.e. at t2th or (t1+1)th), an additional number 
of users arrive at the same cloud marketplace to access the cloud resources. Hence, the 
cloud provider needs to capture the time preferences of these customers for the next t 
time periods (i.e. up to t2+t where t2>t1). This process continues for each time period as 
soon as a new customer arrives at the cloud marketplace. On the contrary, the cloud 
provider needs to allocate resources to the existing customers at each time period on a 
rolling basis depending on the availability of the resources. Note, the number of avail-
able resource changes over time. So, the resource allocation should be done in such a 
way that the overall revenue of the cloud provider is maximized given that the waiting 
time of the customer to get the preferred resource is not exceeded by a certain threshold. 
However, the spot market is a highly unstable market. The choice of a resource to bring 
in the spot market from the reserve instances may influence the overall revenue of the 
cloud provider as the power consumption cost by a resource may vary over time. Thus, 
selecting the right resource for the current spot market is a key decision to be taken by 
the cloud provider. In this paper, we aim to develop a solution methodology to help the 
cloud provider maximize the overall revenue from the cloud spot market by selecting 
the right resource for the right users/ customers. 
4 Stochastic Programming Model 
As mentioned earlier, few parameters such as arrival rate of the customers etc. are sto-
chastic in nature. Thus, Stochastic Programming Model will be a good option to address 
the real-life spot market resource allocation problem mentioned in this paper. In past, 
the researchers have captured the stochastic parameters using various distributions such 
as Normal distribution, Poisson distribution, Pareto distribution [Beloglazov and Buyya 
2010, Alzhouri et al. 2017, Javadi et al. 2011]. Hence, we decide to use these distribu-
tions to develop the Stochastic Programming model. The detailed description of the 
model is given below. 
                                                          
3 Note, stochastic means the number of users bidding for a resource at a time is changing over 
time.   
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4.1 Model Description 
The objective of the model is to maximize the revenue of the cloud provider by calcu-
lating the difference between the amount of money earned from the users’ time prefer-
ences and the operational cost of the resources [Equation 1]. In the context of cloud 
computing, we assume that the operational cost4 is proportional to the power consump-
tion. Further, we consider the cloud resources (Virtual Machines) as the key component 
of the allocation mechanism. Hence, we have added two constraints related to the re-
source namely resource requirement by the user as well as the resource availability 
[Equation 2]. The first part of the Equation 2 refers to the Requirement Constraint which 
indicates the total number of resources required by the cloud users at that time-period 
whereas the second part refers to the total number of available resources at that time-
period. However, the cloud users too play a key role in the revenue maximization of 
the cloud provider. As the spot-market is highly competitive in nature, all the cloud 
users may not be able to get their preferred resources as soon as entering the market. 
They may have to wait for some time to get hold of the resource. In the Equation 3, we 
have captured the user’s willingness to wait for a resource. Finally, we need to check 
the quality of resource present in the spot market. Equation 4 guarantees that the best 
revenue generating resources are brought into spot market by the cloud provider [Note, 
the term ‘best’ refers to the virtual machines capable of accommodating more number 
of cloud users with lesser operational cost]. In this paper, we are assuming that all the 
non-stochastic input parameters such as operational cost, waiting time of the users etc. 
are known beforehand.  
4.2 Formulation 
In the context of cloud computing, we have considered the user’s time preference [ ܲݎ݁ ௜݂ሺ௧௥ሻ] and the power consumption rate [P(U)] by the available resources as stochas-tic parameters. The term stochastic refers to the uncertain nature of the parameter. To 
explain it further, we can say that the power consumption rate depends on the resource 
utilization which varies over time. Again, the number of users may vary each time-
period, so does the preferences [Alzhouri et al. 2017]. According to Beloglazov and 
Buyya, the power consumption rate can be modeled as Normal Distribution [Belo-
glazov and Buyya 2010] whereas many researchers suggested that the arrival rate of 
customers follow Poisson distribution [Alzhouri et al. 2017]. Similarly, the resource 
availability as well as requirements in the spot market changes with time. In this case, 
resource availability follows Pareto distribution and resource requirement follows 
Poisson distribution [Javadi et al. 2011]. A detailed description of the model is given 
below: 
Allocation Constraint A number of resources allocated to the users should lie between 
 the required number of resources and available number of  
                                                          
4 Operational cost can be found on the product of the power consumption (by the Virtual Ma-
chines) derived from the power model proposed by [Beloglazov and Buyya 2010] and per-
unit power consumption cost. 
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resources. (Equation 2). 
Waiting-Time Constraint  Waiting time of the cloud users should be within a specified time 
 duration. (Equation 3). 
Resource Constraint Which resources to bring in the spot-market? (Equation 4) Notations 
Input Variables  ܲݎ݁ ௜݂ሺ௧௥ሻ Time-Preference of ith user at tth time-period for rth resource. ܲሺܷሻ The power consumption of a resource as a function CPU-Utilization. ܥ݋ݏݐ௥ Per-unit power consumption cost of the resource.   ܴ݁ݍݑ݅ݎ݁݀ሺݐሻ The stochastic demand of number resources by the cloud users. ܣݒ݈ܾ݈ܽ݅ܽ݁ሺݐሻ Stochastic supply of a number of resources by the cloud provider. ݓܽ݅ݐሺ݅ݎሻ Waiting time of the cloud users to access the resource.  ݇ The fraction of the power consumed by an idle-server. ௠ܲ௔௫  Maximum power (e.g. 250W) usage by a cloud resource. ܷሺݐሻ Utilization of resource at time t. ௥ܷതതത Mean of CPU Utilization of each resource r. ܵ௎ೝଶ  The variance of CPU utilization of each resource r. ܦ݁ܿ݅ݏ݅݋ܸ݊ܽݎܾ݈݅ܽ݁ݏ 
௜ܺሺ௧௥ሻ 1, ith user is allotted rth resource at tth time-period.  0, otherwise ௥ܻ 1, rth resource type is selected.  0, Otherwise 
Objective ܯܽݔ ܧ ቂܲݎ݁ ௜݂ሺ௧௥ሻ ௜ܺሺ௧௥ሻቃ − ܧ[ܲሺܷሻܥ݋ݏݐ௥ ௥ܻ] (1) 
SUBJECT TO CONSTRAINTS,  ܧሺܴ݁ݍݑ݅ݎ݁݀ሺݐሻ ௥ܻሻ ≤ ෍ ௜ܺሺ௧௥ሻ௜௥  ≤ ܧሺܣݒ݈ܾ݈ܽ݅ܽ݁ሺݐሻ ௥ܻሻ ,  ௧ (2) 
 ෍ ݐ ௜ܺሺ௧௥ሻ௧  ≤ ݓܽ݅ݐሺ݅ݎሻ ,  ௜,௥ (3) 
 ෍ ௥ܻ ௥  = ܧሺܣݒ݈ܾ݈ܽ݅ܽ݁ሺݐሻሻ ,  ௧ (4)  ௜ܺሺ௧௥ሻЄ {Ͳ,ͳ}  (5)  ௥ܻЄ {Ͳ,ͳ}  (6) 
                                        Where,  
 ܲሺܷሻ = ݇ ௠ܲ௔௫ + ሺͳ − ݇ሻ ௠ܲ௔௫ ܷሺݐሻ (7) 
  ܷሺݐሻ ~ ܰ݋ݎ݈݉ܽ − ܦ݅ݏݐݎܾ݅ݑݐ݅݋݊ሺ෍ ௥ܷതതത௠௥ୀଵ , ඩ෍ ටܵ௎ೝଶ௠௥ୀଵ ሻ (8) 
 ܣݒ݈ܾ݈ܽ݅ܽ݁ሺݐሻ ~ Pareto-Distribution(Scale, Shape) (9) 
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 ܴ݁ݍݑ݅ݎ݁݀ሺݐሻ ~ Poisson-Distribution(mean) (10) 
 ܲݎ݁ ௜݂ሺ௜௥ሻ ~ Poisson-Distribution(mean) (11) 
 ݓܽ݅ݐሺݐݎሻ ~ Poisson-Distribution(mean) (12) 
5 Solution Approach 
As discussed in the previous section, the mathematical model presented in this paper is 
stochastic in nature which is practically very difficult to solve in real-time. In the past, 
researchers have presented various approaches to solving stochastic programming. As 
an example, the detailed methodologies to solve linear programming under uncertainty 
have been addressed in the literature [Powell 2014, Minoux 2007, Dantzig 1955, Birge 
1997]. In this section, we have presented a solution methodology in the context of spot 
market cloud resource allocation. To avoid the complexity of the problem, we have 
considered a special case of our model outlined before. In this regard, we have consid-
ered only one stochastic variable namely resource availability (available) and rest are 
kept deterministic. Further, we assume that the available resources are identical to each 
other. Hence, the resource utilization and power consumption cost are constant. So, we 
have discarded the second expression (pertaining to operational cost) from the objective 
function as well as the resource index r from the mathematical model. On the other 
hand, as we have considered identical resources, we do not need to have a separate 
decision variable to choose the best resource among all. Hence, the constraint pertain-
ing to choose a resource is not required in the problem. Thus, we decide to remove 
Equation 4 from the mathematical model. Finally, we can rewrite the Stochastic Pro-
gramming model as follows: ܯܽݔ ܲݎ݁ ௜݂ሺ௧ሻ ௜ܺሺ௧ሻ                                                            [Problem Pͳ] ሺͳ͵ሻ               Subject to Constraints,  ෍ ௜ܺሺ௧ሻ௜  ≤ ܣݒ݈ܾ݈ܽ݅ܽ݁ሺݐሻ   ,  ௧   ሺͳͶሻ  ෍ ݐ ௜ܺሺ௧ሻ௧  ≤ ݓܽ݅ݐሺ݅ሻ  ,  ௜  ሺͳͷሻ                   ௜ܺሺ௧ሻЄ {Ͳ,ͳ}  ሺͳ͸ሻ 
To solve the problem (P1), we have adopted the methodology namely Stochastic Inte-
ger Linear Programming with Uncertainty in Right Hand Side proposed by Gabrel et 
al. 2010. As already mentioned earlier, the key objective of our work is to present a 
candidate solution methodology of the spot market resource allocation problem. Hence, 
the methodology proposed in Gabrel et al.’s paper is expected to work well in our prob-
lem as we are also dealing with uncertainty on the right-hand side of the constraint [i.e.  ܣݒ݈ܾ݈ܽ݅ܽ݁ሺݐሻ of Equation 14]. According to [10], we can consider that the number of 
resources varies in the interval [ܽ, ܽ] such that ܣݒ݈ܾ݈ܽ݅ܽ݁ሺݐሻ can take values from the 
defined closed interval. [Gabrel et al. 2010] have shown that the optimum solution of 
the problem can be found in polynomial time by including the interval constraint in the 
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linear program. After the inclusion of interval constraint [Equation 18], the math model 
becomes:   
                         ܱ݌ݐ݅݉݅ݖ݁    Problem Pͳ ሺͳ͹ሻ                                   Subject to Constraints,   ܽ ≤ ܣݒ݈ܾ݈ܽ݅ܽ݁ሺݐሻ ≤ ܽ ,  ௧  ሺͳͺሻ 
So, we need to solve this deterministic Integer Linear Program5 for cloud resource al-
location. To explain it further, if we add all the expressions which have been discarded 
earlier in this section for the sake of simplicity (provided the operational cost is known 
beforehand), the problem becomes a deterministic equivalent of the stochastic program-
ming proposed in Section 4.2. This methodology gives us an initial direction to solve 
the basic Stochastic Programming for spot market cloud resource allocation. 
6 Research Implications and Conclusions 
The problem we have considered here is a resource allocation problem in the cloud 
computing domain. In our exhaustive search of the literature, we have not found any 
cloud resource allocation paper using the time-preference of the users. As this is a re-
search-in-progress paper, we have proposed a candidate solution methodology to solve 
this problem. In future, we will extend this research further by considering multiple 
stochastic parameters simultaneously. 
The key contribution of the paper is the incorporation of user’s time preference in cloud 
computing paradigm. As this is a stochastic problem, it is very difficult to get a good 
solution of this problem in real time. So, our next aim is to come up with theorems/ 
online algorithm for efficient resource allocation which will maximize the revenue of 
the cloud providers with better resource allocation capability in the cloud spot market. 
In addition to it, we aim to extend this problem by defining a market place which will 
help both the cloud users as well providers gaining better revenue by exchanging re-
sources among different cloud providers across different zones (inter-zonal and intra-
zonal transfers). 
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Abstract. Scholars have demonstrated that business model (BM) choices have a 
significant impact on the success of products, innovations and organizations. 
However, knowledge about key elements of BMs is disseminated across a large 
body of literature and builds on different conceptualizations. We take a step back 
and provide a new approach to formalize BM concepts and related BM 
knowledge, based on concepts from the semantic web. We introduce and evaluate 
the Resource Description Framework (RDF) as a data model for comparable and 
extensible BM descriptions. Moreover, we use this new perspective to analyze 
commonalities and differences between BM concepts, to reflect critically on the 
process of translating concepts to RDF and evaluate its relevance for BM design 
practice. 
Keywords: Business Model · Business Model Representation · RDF · Seman-
tics 
1 Introduction 
The business model (BM) is a highly interesting object for product owners, innovation 
managers and strategists alike [1]–[3]. It can represent the logic and capabilities of a 
business in a “remarkably concise way” [4] and serve as a holistic approach to renew 
and innovate organizations in times of digitization and change [5], [6]. Research seeks  
to develop “conceptual toolkit[s] that enables entrepreneurial managers to design their 
future business model, as well as to help managers analyze and improve their current 
designs to make them fit for the future.” [7].  
A main challenge in the BM domain, however, is that multiple definitions, represen-
tations and formats of BMs exist [8], [9]. These conceptualizations are either very for-
mal in terms of ontologies or taxonomies or less formal and result in many different 
perspectives of what the “key” constructs of the BM concept are [10]. At the same time, 
arguments have been made to make research “more cumulative in nature, and to effect 
a more efficient transfer of research results into practice” [11]. 
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We assume that each (re-)conceptualization of a BM adds novel, partially overlap-
ping yet equally relevant facets that, together, are a valuable source of knowledge for 
BM innovation and decision making. However, to translate these insights from rigor to 
relevance we address the challenges of how to find, integrate and use different BM 
conceptualizations. Consequently, the research question is the following: How can var-
ying BM conceptualizations be integrated to make key aspects of the concepts as well 
as attached BM knowledge comparable? 
We take a step back and provide a new approach to formalizing BM concepts and 
related BM knowledge, based on ideas from the semantic web. We introduce and eval-
uate the Resource Description Framework (RDF) as a data model for comparable and 
extensible description of BMs. This approach allows not only the representation of very 
formal BM ontologies but also of less-structured concepts that are primarily text-based 
– in a common format (schema). We do not focus on a specific kind of BM concept but 
on the underlying mechanisms of describing, comparing and transferring BM 
knowledge. Moreover, we use this new perspective to analyze commonalities and dif-
ferences between BM concepts, to reflect critically on the process of translating con-
cepts to RDF and evaluate its relevance for BM design practice. 
2 Conceptual foundations 
This section introduces the two key concepts – BMs and the resource description frame-
work – before proposing why and how both can benefit from each other. 
2.1 Business models 
BMs have become a critical element for business success and the concept is identified 
“as the missing link between business strategy, processes, and Information Technol-
ogy” [11]. Scholars from various disciplines use the concept to understand how organ-
izations create, capture and deliver value in different markets [12]. [13] classify BM 
research in three streams: overarching concept (“meta-models that conceptualize 
them”), taxonomies (generic BM types with common characteristics), and the instances 
(that “consists of either concreate real world business models or […] descriptions of 
real world business models”). Many scholars have tried to define BMs formally by 
developing ontologies, taxonomies or frameworks [13]–[15]. No definition seems to 
satisfy all purposes [9], [16]. Thus, our research provides a data model to describe dif-
ferent BM concepts (meta-models) and demonstrate the application of this data model 
based on BM types and instances.  
2.2 Resource description framework 
The resource description framework (RDF) is a standard model and abstract syntax to 
represent information [17] and is primarily used in the context of the semantic web 
[18]. In RDF, information is represented in a set of triples. Each triple consists of a 
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subject, predicate and object. By forming triples, we build statements about the rela-
tionship (predicate) between two resources (subject and object) [17]. For example, one 
could state that the city “Berlin” (subject) “has-major” (predicate) “Michael Müller” 
(object). Or that the customer segment “professionals” (subject) “have-a-need-for” 
(predicate) “seamless online shopping” (object). 
 
 
Fig. 1. An RDF graph with two nodes (subject and object), a triple connecting them (predicate) 
[17], additional properties and examples (“bms:” prefix serves as identifier for a namespace) 
2.3 RDF schemas as flexible, comparable and reusable ontologies 
Without constraints and additional semantics, the triple-logic could be used to describe 
any kind of (un-)meaningful data. For example, the following statements are meaning-
less in a BM context: 
:large-enterprises :type :software  
:customer-segment :customer-segment :customer-segment.  
Therefore, predefined RDF vocabularies are available in the RDF namespaces that can 
be used to create simplified, domain-specific ontologies, called schemas, which provide 
a set of definitions and constraints for the underlying RDF data. For example, a schema 
could define “Customer Segment” as a meaningful “type” of RDF Resource, which can 
have a Property “has-a-need-for”1. Schemas provide the meta-data for the actual infor-
mation. 
2.4 Towards comparable and extensible business model concepts based on RDF 
schemas 
This research is motivated by the fact that the body of BM research has similar charac-
teristics to the World-Wide-Web where data “covers diverse structures, formats, as well 
as content […] and lacks a uniform organization scheme that would allow easy access 
to data and information” [18]. We assume that the business model is a complex, multi-
faceted concept with different, equally relevant aspects that differ across context or 
purpose and that the concept will evolve even further in the future. Here, RDF and RDF 
                                                          
1 Please refer to the official specifications [17] for additional information on the RDF concept 
and the set of predefined vocabularies. 
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schemas can help to create comparable, extensible and processible descriptions of BM 
(meta-)information. In specific, we see the following advantages of RDF: 
 Properties: Unlike traditional object- and class-oriented data models, RDF provides 
a rich data model where relationships are also first class objects, “which means that 
relationships between objects may be arbitrarily created and be stored separately 
from the two objects. This nature of RDF is very suitable for dynamically changing, 
distributed, shared nature of the Web” [18]. In other words, relationships between 
objects can be added without changing the definition of the class. An existing BM 
construct such as “Customer Segment” can be enriched with idiosyncratic properties 
(e.g. linking customer segments with atomic values or other resources). 
 Namespaces: A unique feature of RDF is that is uses the XML namespace mecha-
nism: “A namespace can be thought of as a context or a setting that gives a specific 
meaning to what might otherwise be a general term. […] using namespaces, RDF 
provides ability to define and exchange semantics among communities.” [18]. The 
advantage of this is that each BM concept can be associated with its own namespace 
and BM information building on different concepts be exchanged.  
 Mixing definitions: One of the most interesting features of RDF is its extensibility 
and shareability. It “allows metadata authors to use multiple inheritance to mix def-
initions and provide multiple views to their data. In addition, RDF allows creation of 
instance data based on multiple schemas from multiple sources” [18]. Scholars, who 
document information about BM instances, often combine different BM conceptu-
alizations. 
 Query language: With SPARQL (an acronym for SPARQL Protocol and RDF 
Query Language) a powerful tool to query RDF data is available (see the following 
example that gets all BMs with a customer in the software industry). 
@prefix bm: http://bm.example.com/exampleBmOntology# 
SELECT ?businessModel ?customer 
WHERE { 
  ?businessModel bm:hasCustomer ?customer . 
    ?customer bm:isInIndustry  bm:Software; 
}   
3 Methodology 
This research follows a design science paradigm [19] and Peffers et al’s. [20] specific 
guidelines. Peffers et al. suggest the following phases: problem identification & moti-
vation, objectives of a solution, design & development, demonstration, evaluation, 
communication. Problem, motivation and objective were already outlined in the previ-
ous sections. Communication takes place in academic conference proceedings. The fol-
lowing sub-sections explain the remaining phases.  
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3.1 Design and development: eliciting conceptual meta-constructs and creating 
an exemplary BM schema vocabulary 
We leverage an exemplary set of six BM conceptualizations (see table 2) and trans-
late the underlying implicit or explicit constructs into RDF schemas. Conceptual liter-
ature is defined as peer-reviewed, scientific articles that explicitly discuss the nature of 
the BM concept (in contrast to case studies that use the BM lens, to understand how a 
company works, for example [21]) and have a significant number of citations (>150). 
In contrast to previous BM ontology mapping approaches [22], [23], we do explicitly 
include also more qualitative concept definitions. For example, [7] consider BMs as 
activity systems which are “a set of interdependent organizational activities centered 
on a focal firm” with two relevant design parameters “design elements and design 
themes”. The concept is not as formal as a taxonomy and rather implicit but holds val-
uable information about key BM constructs. Specifically, we translate text and concepts 
into a set of triple statements which will then be consolidate in an RDF schema in the 
namespace of the authors. To remain with the example of [7], the sentence “an activity 
in a focal firm’s business model can be viewed as the engagement of human, physical 
and/or capital resources of any party to the business model” is translated into the fol-
lowing schema (extract): 
@prefix za: http://schema.bm.org/2010/Zott_and_Amit 
za:BusinessModel  za:consistsOf  za:Activity  
za:Activity    za:linkedTo   za:ActivityLink 
za:Activity    za:uses     za:Resource 
za:ActivityLink  za:hasNovelty  rdfs:Bag [“Novel”, “Not-
Novel”] 
za:Physical    a        za:Resource 
In a parallel step, we review these concepts for commonalities to create a common BM 
schema within its own namespace (BMS) that represents a custom schema mapping – 
yet again extensible and comparable in RDF. 
3.2 Demonstration: Representing business models and BM knowledge 
To demonstrate the value of compatible BM RDF schemas for BM design purposes we 
select exemplary BMs from the BM literature (e.g. [21]) and represent them by manu-
ally selecting constructs from the concept schemas. Moreover, we want to demonstrate 
that BM knowledge that builds currently on different BM concepts (e.g. [24]) can be 
described and identified. We select in total 10 exemplary articles from the body of BM 
research that build on one (or a combination of) the above BM concepts. These articles 
represent BM design knowledge either by BM type or instance. We use an instance of 
Apache Jena, an open source framework for semantic web and linked data applica-
tions2, to store and query the RDF data.  





We adopt the following evaluation criteria: 
Table 1. Evaluation criteria 
Criterion Definition and measurement 
RDF translatabil-
ity 
In general, any text or concept can be translated into more formal ontol-
ogies, regardless of the data format. Thus, we reflect on our experiences 
with RDF and provide qualitative insights, whether we perceived this 
process as easy or difficult and whether enhanced text-to-ontology 
methods could support this process. Moreover, we provide suggestions 
for researchers who want to code other BM information bases.  
Construct-schema 
coverage 
An interesting aspect is, to what extend different BM conceptualizations 
build on similar meta-constructs and whether a common schema is 
meaningful. We build the BMS iteratively, based on the body of 
knowledge identified as describe in section 3.1 and try to identify the 
lowest common denominator of constructs. We provide a simple meas-
urement of construct coverage in our schema. This will support our un-




The main research objective is to assess whether RDF supports the rep-
resentation and extraction of meaningful BM knowledge for BM design 
purposes. We evaluate this aspect based on ten BM instances and inter-
views with at least three different BM experts (who have more than two 
years of experience working on BM innovation or BM development). In 
particular, we will assess whether the underlying semantics help to iden-
tify a) problems such as inconsistency between BM elements and b) ad-
ditional, previously unknown BM knowledge to improve the BM de-
sign.  
4 Preliminary results 
4.1 Representing and comparing BM concepts in RDF (ongoing) 
Table 2. Business model concept meta-constructs (legend: ● key construct, explicitly defined 
and ex-plained ۛ defined and explained ◑ mentioned but not explicitly defined ۚ mentioned 
briefly ○ not mentioned) 
   Named Ele-
ments 
      




Author(s): concept name  
















































Akkermans & Gordijin: e³-value ontol-
ogy [14] 
● ● ○ ● ● ۚ ○ ● ● ● ● ●  ○ 
Osterwalder & Pigneur: business model 
ontology [13] 
● ◑ ● ● ● ● ● ● ◑ ◑ ۚ ۚ  ۚ 
Zott & Amit: Activity system [7] ● ◑ ◑ ● ◑ ● ۚ ◑ ● ◑ ● ۛ  ◑ 
Johnson et al. [25] ● ◑ ● ● ● ● ۛ ◑ ◑ ● ۚ ۚ  ○ 
Casadesus-Masanell & Ricart : Choices 
and consequences [26] ◑ 
● ◑ ● ۚ ● ۚ ۚ ۚ ◑ ◑ ●  ◑ 
Demil & Lecocq : RCOV [27] ● ● ● ● ● ◑ ○ ۚ ۚ ● ◑ ◑  ◑ 
 
Our current results are mainly based on a detailed analysis of a subset of BM con-
cepts and a simple analysis of all concepts for similar constructs (Table 2). For a subset 
of concepts [7], [27], [28], we have extracted all sentences and images that include 
relevant facts about the BM concept, for example “Choices, [..] are not the sole constit-
uent of business models. As all authors highlight, choices must be connected to value 
creation and value capture, or to alternative goals the company may want to pursue” 
[28] and translated them into RDF statements. These statements were then consolidated 
to create an initial BM concept schema within the namespace of the corresponding au-
thors (e.g. Casadesus-Masanell_and_Ricart). In general, our impression is that the pro-
cess of translating text to RDF works very well and the resulting schema is consistent 
even when created independently by two authors of this paper. Moreover, we discover 
some constructs that appear frequently, such as the idea to decompose a BM into ele-
ments and links between these elements and novel constructs that are usually not ex-
plicitly modeled (for example the properties “novelty” of an activity link or “switching 
costs” of a customer [7]). This is also a main difference to previous ontologies and 
ontology mappings because we discover additional properties that may have important 
implications for the understanding of a BM.  Moreover, our current impression is that, 
yes, concepts differ significantly but have certain constructs in common. These com-
mon constructs can then be used the make links between the concepts explicit.  For 
example, [13] consider revenue models, costs and activities (besides others such as 
channels, customers etc.). In contrast, [7] focus mainly on activities and consider the 
revenue model as “conceptually distinct” and [28] introduce price as a “choice” and 
cost as a “consequence”. We look forward to evaluate whether a standard BM schema 
improves concept integration. Our preliminary results strengthen the assumption that 
each BM concept is unique and that attempts to conciliate them into one ‘ideal’ ontol-
ogy are likely to remain impracticable because ontology mappings and simple taxono-
mies neglect relevant properties. Given that these concepts are then used to capture BM 
knowledge, for example about the development of cloud BMs in the software industry, 
a flexible and comparable schema language, such as RDF can then help to them in a 
simple, yet effective way and to model the underlying BM information. 
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Abstract. This paper reports on the results of a study to investigate how scholars 
engage with and use the action design research (ADR) approach. ADR has been 
acknowledged as an important variant of the Design Science Research approach, 
and has been adopted by a number of scholars, as the methodological basis for 
doctoral dissertations as well as multidisciplinary research projects. With this 
use, the research community is learning about how to apply ADR's central tenets 
in different contexts. In this paper, we draw on primary data from researchers 
who have recently engaged in or finished an ADR project to identify recurring 
problems and opportunities related to working in different ADR stages, balancing 
demands from practice and research, and addressing problem instance vs. class 
of problems. Our work contributes a greater understanding of how ADR projects 
are carried out in practice, how researchers use ADR, and pointers to possibilities 
for extending ADR. 
Keywords: Action design research · Use · Design science research and practice 
1 Introduction 
After the publication of action design research as a research methodology [1], a number 
of projects [2-10] have been initiated or converted to follow Action Design Research 
(ADR) as their core research methodology. ADR represents a variant of Design Science 
Research (DSR) [11-13] that privileges the organizational influences on the design and 
evolution of the artifact, emphasizing the building-intervention-evaluation (BIE) cy-
cles, as an alternative to the stage-gate model, allowing both the researchers as well as 
the organizational stakeholders to shape the artifact over the research lifecycle. As sev-
eral new research projects [2-6] have been initiated with the ADR methodology, others 
[7-10] who completed their work before the publication of ADR have suggested that 
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they have implicitly followed the tenets of ADR. Scholars in the research community 
have also examined ADR proposing modifications and/or extensions to the methodol-
ogy such as a stronger emphasis on how to elaborate the participatory aspect of con-
ducting ADR with stakeholders and users [14-15], or elaborating a focus on agile soft-
ware development methods as part of ADR [16].  
    These efforts along with others [17] have resulted in a better understanding of how 
to position the ADR methodology as a strategy for conducting a particular sub-class of 
design science research projects that deals two concerns. First, it addresses real world 
problems (e.g. specific client’s problem in an organization), which requires the research 
team to consider at least two stakeholder groups: the client organization and the re-
search community. Second, it requires that research team balance the specific problem 
against the need to consider that problem as an instance of a class of problems. How 
does the research team actually engage with these difficult concerns?  
The question may be seen as an effort to understand the sufficiency of ADR, e.g., 
how it guides the researchers to address the two concerns outlined above. It may also 
be seen as an effort to understand how researchers operationalize the central tenets of 
ADR as they engage in research, and identify any problems they may face as they do 
this. These issues drive the work we report in this paper. We explore how ADR is being 
used in research projects and to understand the specific problems that researchers may 
face in operationalizing ADR in specific contexts. We do this by collecting primary 
data, via interviews of researchers who have used ADR within the context of a project, 
either ongoing or recently completed. The data is analyzed with a view to surfacing 
recurring themes, using modified content analysis techniques [18-19].  
The key contribution of our work is to reveal how researchers actually use ADR in 
practice and what their experiences are. Based on such insights, our initial results we 
report in this paper can provide input for developing best practices that future practi-
tioners of ADR can draw upon. They also suggest directions that may be followed for 
potential elaborations of ADR in response to concerns that have surfaced.  
We proceed as follows. In the next section, we review prior work about the ADR 
methodology, including more recent efforts to extend the methodology, and briefly out-
line possible problems about using ADR in practice. Next, we describe the research 
approach including the use of specific techniques for data collection and analysis. The 
Findings section outlines key outcomes that resulted from this analysis. We conclude 
with a discussion of implications, and provide an outlook for next steps.  
2 Prior Work 
The introduction of ADR [1] was a direct response to the DSR paradigm [11]. ADR 
was described as a design research method for generating design knowledge through 
building and evaluating IT-artifacts in an organizational setting. The ADR methodol-
ogy focused on two major challenges: (1) addressing a problem situation encountered 
in a certain organizational setting through intervention [e.g. 4]; (2) building and evalu-
ating an IT-artifact, which addresses the class of problems typified by an encountered 
situation [e.g. 6-7]. Since its publication, ADR has been adopted by several researchers 
112 
 
to solve problems in organizations through building, intervention, and evaluation of IT-
artifacts [2-6]. These scholars have communicated their experiences through design 
principles and design theories to the design science community [5-10]. The central ten-
ets of ADR advocate significant collaboration with key stakeholders and end-users 
within the organization to encourage active participation and contributions that shape 
the IT artifact over the research lifecycle [14-16].  
The ADR methodology emphasizes the collaborative philosophy by emphasizing the 
membership of stakeholders within the ADR research team. This allows the team to 
address the tension between addressing a particular instance of a problem against the 
demand to deal with a class of problems. Experts and scholars argue and agree that 
design can never be decontextualized [20]. Scholars also agree, starting from Rittell 
and Weber [21] that design remains a wicked problem that starts from an issue, a prob-
lem [21, p. 5]. The contextual nature of design poses a challenge for how the ADR 
methodology should be operationalized in practice.  
3 Research Approach 
To explore how researchers engage in a research project with the use of ADR method-
ology, we collected and analyzed primary data via interviews with ADR teams. The 
intent was to gain insights into how they used ADR during the research life cycle and 
how they addressed any issues that came up. Instead of self-reporting, which can be 
subject to vagaries of recall and interpretation [22], we collected data for our study via 
direct interviews. To identify subjects for the study, we located researchers who have 
published research papers that declared ADR as their core research methodology. At 
the time of this writing, these interviews continue. In this paper, we report findings 
based on an analysis of four subjects, selected based on the richness of their responses 
and the opportunity to share key recurring themes.  
The data was gathered via semi-structured interviews following a variation of the 
critical incident technique [23-24], which suggests procedures for collecting data about 
human experiences. This allowed the research team to overcome recall concerns by 
providing the participants the ability to explore key concerns in the context of a specific 
scenario that they would identify within their ADR project. This was accomplished by 
encouraging the respondents to recall specific moments that concerned their use of 
ADR. The interviews were primarily conducted by one of the researchers, sometimes 
joined by another researcher. The procedure for conducting the interviews included the 
following phases. 
First, an informational meeting was conducted using an audio/video platform, where 
the participants were asked to recall a specific incident in their ADR project. Using this 
anchor, the researchers followed a protocol that included initial and probe questions 
such as: When was it most challenging to work with stakeholders? How did you involve 
them? During which ADR-stages did they engage more or less? Each interview was 
recorded and transcribed. The researcher also took notes, which were captured in a 
document that was securely shared with the respondents, allowing them to adjust and 
refine the notes, as well as provide additional commentary. A second phase followed, 
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which included follow-up questions that allowed the respondents to build upon their 
responses. The same shared document was used to facilitate this phase of data collec-
tion, which included questions such as: What elements of ADR would you like to en-
hance further? How can other researchers engage better in the reflection and learning 
stage? Do you have any other concerns that you would like to discuss? The two-phase 
structure for data collection allowed the respondents to separate (a) sharing what they 
did as part of their ADR projects, and (b) their suggestions for further elaborating or 
improving the ADR methodology. The recorded interviews, followed by the co-editing 
of the notes also ensured member-checking [22] that added reliability to our data col-
lection, and partially, to the data analysis process.  
Table 1 shows a summary of the subject’s structure with essential elements such as 
the respondents’ name, age, gender, domain of research and so forth. Due to an ethical 
agreement with the respondents, we do not explicate the respondents’ actual name and 
age.  
 
Table 1. Respondents and Summary of Data Collection  
Name Age Project Research Domain  Status Length (Minutes) 
Aaru 39 Dissertation IS and Health Care On-Going 58  
Sofia 42 Dissertation ICT for Smart Cities  Completed 38  
Nasib 34 Dissertation Competence Management  On-Going 32  
Rafael 37 Dissertation Innovation Ecosystems On-Going 52 
 
We coded the data following an open coding [18-19] approach to identify themes 
and categories to reveal how the researchers used ADR in their respective research pro-
jects.  
4 Preliminary Findings 
Several categories emerged from our analysis. We report some of these, first as impres-
sions across the different ADR stages, and then in terms of the two specific concerns 
identified earlier. We note that the respondents (Sofia and Rafael) mentioned that they 
only loosely followed ADR stages although reported that the inspiration for their work 
could be described as ADR, and two other respondents (Aaru and Nasib) followed ADR 
implicitly during the earlier stages due to project initiation in 2010. However, all re-
spondents described their categorical choice to frame and communicate the results of 
their research as outcomes of ADR projects, citing correspondence to the ADR tenets. 
Due to the small number, we do not report frequencies, relying, instead, on actual 
quotes from the respondents and interpretations. 
4.1 Working with ADR Stages  
Several themes emerged from the data. During the first stage, problem formulation, the 
researchers did not describe crafting of a research question as a key concern. Instead, 
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their concerns centered around working with stakeholders and addressing different pri-
orities of stakeholders. Multiple respondents described this concern thus:  
[it was] difficult to involve stakeholders from health care due to accessibility and 
time priority. Furthermore, Stakeholders did not take part of this stage due to lack of 
awareness of ADR in general (Aaru) 
A living lab was established to involve stakeholders. Overall, the stakeholders were 
accessible and involved through focus groups, workshops and interviews. (Sofia)  
Due to high degree of accessibility, there were no difficulties with involving stake-
holders through daily work activities such as meetings and discussions. But it was a big 
challenge keeping them happy and motivated all the time. (Nasib)  
Comments about the second stage, building, intervention and evaluation, continued 
this focus on working with the stakeholders. The respondents mentioned that the ongo-
ing interactions suggested by ADR were clearly instrumental in making this stage a 
success. With mechanisms such as agile development, they were able to engage in the 
BIE stage with the stakeholders. Multiple respondents described this concern thus: 
Efficient and rewarding to demonstrate increments of the IT-artifact continuously 
through workshop sessions. (Aaru) 
[we] worked together through an agile approach to deliver early mock-ups and func-
tionality. (Sofia) 
Stakeholders were gathered to share their own data and mindset towards building a 
new artifact. They felt motivated when interacting with early prototype versions. (Ra-
fael)  
The third stage, reflection and learning, produced the most varied responses. Most 
respondents, however, commented about difficulties related to ongoing reflection and 
learning, and the need to document lessons learned. In response, they described the use 
of mechanisms such as workshops, which may provide specific opportunities for cap-
turing reflections. Multiple respondents described this concern thus: 
Difficult to document reflection and learning continuously, but easy to conduct ded-
icated workshops. (Aaru) 
This stage was removed and replaced with a stage for defining design requirements. 
This due to the notion that reflection and learning occurred all the time, and was not 
necessary as a separate stage. (Sofia) 
Workshop sessions were conducted for reflection and learning. However, there were 
a great lack of documenting the outcomes continuously in the project. (Nasib) 
Table 2 describes the themes.  
 
Table 2. Recurring Themes about Working in Different Stages of ADR 
Theme Description Stage 
Stakeholder Access, 
Awareness, Priorities 
 Access was not a significant concern 
 Researchers used different approaches to work with 
stakeholders 






 Early and frequent stakeholder interaction a motivating 





 Researchers used strategies such as agile development 
to facilitate this stage 
Evaluation 
Problems with Ongoing 
Reflection and Learn-
ing 
 Reflecting and document continuously considered dif-
ficult  
 Researchers used strategies such as dedicated work-
shops  
 One researcher (who managed ongoing reflection) re-
moved it as a separate stage 
Reflection 
and Learning 
4.2 Balancing Expectations from Industry Partners and Research Community 
Three key themes emerged from the analysis related to balancing expectations from the 
industry partners and the research community. The respondents leaned towards seeing 
this as a concern to be managed. They acknowledged that ADR provided an opportunity 
to address a relevant problem and a chance to produce research outcomes.    
    They described this dichotomy between solving real-world problems and distilling 
design knowledge as an ongoing issue to be managed. They described it thus:  
the stakeholders [could] see that the system worked because we delivered small in-
crements of the IT-artifact so that the stakeholders could interact and evaluate early 
on… (Aaru) 
we conducted 5 big workshops in the living lab and had discussions through base 
camp… we felt that early iterations were useful for balancing outcomes for practice and 
research… (Sofia) 
the design iterations generated both outcomes for new design and functionality, but 
also input for formalization of learning for research … (Sofia)  
but the key success was to deliver everything coupled to the IT-artifact through small 
batches, and have some progress… (Nasib) 
at the same time, it was rewarding for research because we could write and publish 
preliminary findings… (Rafael) 
    As the illustrative quotes above show, the balancing concerns manifested in a number 
of ways. Table 3 describes the themes we were able to discern from this data. 
 
Table 3. Recurring Themes about Balancing Expectations 
Theme Description and Consequences 
Impedance 
Mismatch 
 The speed of business for the organizational partners versus the need for slow 
deliberation important for research writing was cited by respondents as a recur-
ring problem 
 Research activities [were perceived as] slowing things down 
 Ongoing, incremental delivery of functionality via the IT artifact was considered 





 The multi-disciplinary composition of the research team meant different individ-
uals within the research team were busy at different times 
 Keeping the industry partners engaged and motivated remained an ongoing con-
cern 
 Researchers conducted activities (e.g. workshops) focusing on different areas of 
interest to keep the industry partners interested and motivated  
Separate but 
Equal 




 The researchers needed to make an effort to continue generating outcomes such 
as versions of prototypes and also generate research outcomes based on prelimi-
nary findings  
4.3 Balancing the Problem Instance-Class Dichotomy 
Here, respondents shared insights about how the practical problems were formulated 
working the stakeholders, whereas research problems were identified and formulated 
by the researchers alone. This lack of reciprocity among the stakeholders, practitioners 
and researchers was described by multiple respondents thus: 
The research team had their research questions that were formulated within the re-
search groups, which consisted of psychologists, doctors, nurses, IS-researchers etc… 
(Aaru) 
however, the problems for research were identified by us researchers throughout the 
ADR-stages, and not separately identified… (Sofia) 
people were mostly involved when they were brainstorming about ideas for devel-
oping the software and so forth… (Nasib) 
the stakeholders were not interested in producing knowledge, but more interested in 
the actual artifact instead… (Nasib)  
so it was hard to allocate class of problems for research together with stakeholders… 
this was done by us researchers instead … (Rafael) 
An analysis of this data revealed three concerns across the respondents. Table 4 de-
scribes the themes we were able to discern from this data. 
 




 With multi-disciplinary teams, problem identification remains a prob-
lem (likely because of disciplinary requirements) 
 New and interesting research problems continue to crop up as the team 
engages in the research life cycle 
Taking on Research 
Responsibility 
 Hard to involve stakeholders for casting the problem instance to a class  
 Easy to focus on solving the problem and ignore the class of problems 
 Identifying the class of problems requires making a choice 
Focus of IT Artifact 
Easier 
 It is easier to describe and elaborate features of the IT artifact  
 It is easier to elicit and document solution requirements for the IT arti-
fact 
 It is important to cast these in terms of a class of problems 
5 Discussion and Next Steps 
In this paper, we have taken initial steps towards investigating the use of ADR in actual 
projects. Based on an analysis of data gathered from lead researchers in four ADR pro-
jects, we find that ADR did provide support to the research activities, such as continu-
ously building, evaluating and demonstrating early prototype versions, and engaging in 
close collaboration with industry partners to allow mutual shaping of the IT artifact. 
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The preliminary findings also reveal that researchers continue to find it difficult to bal-
ance the (sometimes conflicting) demands from industry-partners versus those of the 
research community (e.g. impedance mismatch, see Table 3). This is also manifested 
in the need to focus on problem instance vs. considering the class of problems (e.g. 
problem evolution, see Table 4).  
    We note that there are a number of prior research streams that the research com-
munity can draw upon to further understand and develop solutions to these concerns. 
For instance, our preliminary findings indicate that there exists an interest for position-
ing and distinguishing ADR from other DSR-methods. ADR is not positioned as an 
explicitly isolated DSR-method. This due to the fact that it is used in multidisciplinary 
research settings by a team of researchers, practitioners, stakeholders, and end-users. 
Furthermore, ADR is – as indicated by our findings and previous use of ADR – con-
sidered as compatible for retrospectively framing and reporting research findings to a 
dual community of practitioners (e.g. through the prototype) and researchers (e.g. 
through scientific concepts such as design principles and theories). This implies that 
the ADR-method is flexible and adjustable for solving real world problems and gener-
ating knowledgeable learning outcomes. Finally, our preliminary findings also suggest 
possibilities for further refinements to ADR such as greater guidance for engaging in 
reflection and deriving outcomes such as design principles. We hope that theses initial 
findings will provide the impetus for greater dialog within the research community to 
develop practices and refining the ADR approach for further research.  
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Abstract. In recent years, Living Labs (LLs) are emerging as relevant design 
methodologies among IS researchers. Prior research leveraged Action Design 
Research (ADR) to position LLs within this discipline. Through a systematic lit-
erature review, this paper proposes the positioning of LLs’ methodologies within 
ADR. Based on preliminary findings of this study, we argue that, whilst LL’s 
offer an opportunity to advance learning in ADR in several ways, some critical 
divergences can be identified in the literature to-date between the two methodol-
ogies. 
Keywords: Living Labs · Action Design Research · Systematic Literature Re-
view 
1 Introduction: Living Labs and IS Research 
The concept of Living Labs (LLs) is ascribed to be firstly introduced by MIT Professor 
William Mitchell in the context of urban planning and city design [1]. The central idea 
was about bringing citizens together for the design of solutions for their homes. These 
concepts were taken up and pushed forward in 2005 by the European Commission with 
the establishment of the European Network of Living Labs (ENoLL). The rationale of 
LLs concerns enabling users’ involvement in the conceptualization, design, and evalu-
ation of new solutions, products and services in real-life environments. Whilst, aca-
demic publications on LLs began to appear in 2005. Surprisingly, today, LLs have not 
yet entered Information Systems (IS) mainstream literature. In this way, recent litera-
ture acknowledges that “a theoretical and methodological gap continues to exist in 
terms of the restricted amount and visibility of living lab literature” [2] and, subse-
quently, its contributions to research [3]. In order to address this issue, IS scholars [4] 
started to propose LLs as a new form of Design Science Research (DSR) [5]. Following 
[6], Thapa et al. [7] propose LL as an exemplar of “the growing interest in conceptual-
izing the artefact in socio-technical terms, where the artefact is regarded not only as a 
stand-alone piece of technology, but also as something that is significantly interwoven 
with organizational and social elements and related logics” (p.2), thus relating LLs to 
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Action Design Research (ADR) methodology [8]. In this way, one attempt has been 
made in IS literature to compare ADR and LLs [9]. Their study reflects on a methodo-
logical overlap between LLs and ADR projects on the basis of four LL methodologies 
examined [10, 11, 12, 13] and their fit within the four activity-blocks and cycles of 
ADR (i.e. Problem Formulation, Building Intervention and Evaluation, Reflection and 
Learning, and Formalization of Learning) [8]. Based on these reflections, Coenen et al. 
[9] conclude that “Living Labs Methods are congruous with ADR” (p.4037). 
In summary, our research focuses on establishing LLs as an IS methodological guid-
ance for the iterative design and evaluation of IS-related artefacts in user-driven open 
innovation environments. In this research in progress paper, in response to previous 
research [9], we argue that before establishing LLs as an instance of ADR, some chal-
lenges need to be overcome. In particular, through a Systematic Literature Review 
(SLR) study we have undertaken on LLs methodologies, we propose a positioning of 
twenty different LL methodologies systematically identified in the literature to-date 
(within and beyond IS) within ADR.  
This paper is structured as follows: section 2 outlines the SLR method that has been 
carried out. Section 3 focuses on the analysis of twenty LL methodologies and their 
positioning within the four phases of ADR. Ultimately, Section 4 proposes preliminary 
findings of this research and future research avenues that will be undertaken towards 
establishing LLs as a design-related methodological guidance for IS researchers. 
2 Living Labs Systematic Literature Review 
The Systematic Literature Review Process adhered to Okoli and Schabram’s 8 step 
methodology [14]. These steps are: (1) Purpose of the Literature Review, (2) Protocol 
and Training, (3) Searching for the Literature, (4) Practical Screen, (5) Quality Ap-
praisal, (6) Data Extraction, (7) Synthesis of Studies, and (8) Writing the Review. In 
our case, this study was conducted to analyse the stream of research connected to Living 
Labs. In this way, the review question (RevQ) defined was: what are the proposed 
phases in Living Labs methodologies? To answer this RevQ, we used as guidance the 
Concept Matrix method proposed in [15]. Concerning the third step of [14]’s method, 
we considered both general and specific subject (i.e. related to IS) databases for search-
ing academic literature. We searched across Google Scholar, Scopus, and the “AIS 
Basket of 8”. Given that the focus of the papers should be on methodological contribu-
tions to Living Lab research, the search strategy entailed searching for “Living Lab(s)” 
in the title or the keywords of academic papers. 
In total, we collected 1,143 unique English language papers (after cleaning) from 
Scopus and GS, though the search across the “AIS Basket of 8” did not produce any 
result. We subsequently screened papers by analysing titles. At this stage, 427 articles 
were further considered. At this step, abstracts were read and 169 papers selected for 
final screening and extraction, by reading the full papers. In particular, we verified their 
consistency with the RevQ and identified twenty unique contributions for answering 
our RevQ (i.e. papers in which a unique LL methodology is outlined). 
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Consistent with the lack of LL-related publications in the mainstream literature, we 
did not undertake further evaluation of the quality of the papers as a further exclusion 
criterion, beyond selection of peer reviewed conference and journals only. At this stage, 
we had arrived at relevant articles needed to answer our RevQ, and proceeded to ex-
traction and synthesis of twenty methodologies found through our SLR process. 
3 Positioning Living Labs Methodological Phases within ADR 
When extracting the data from these papers we developed an outline of each method-
ology based on the stages / phases proposed. All phases extracted from the methodolo-
gies identified were mapped using Webster and Watson’s [15] Concept Matrix tech-
nique based on the four phases of ADR: (1) Problem Formulation; (2) Building Inter-
vention and Evaluation; (3) Reflection and Learning; and (4) Formalization of Learn-
ing. While engaged in this exercise, we noticed that a number of LL methodologies 
include a set-up stage prior to the actual problem formulation. Although we recognize 
that activities such as ensuring long-term commitment and setting up roles and respon-
sibilities are part of ADR (specifically at the end of the problem formulation stage) [8], 
these were considered separately within the developed concept matrix (see Appendix 
1). As shown in Appendix 1, this exercise enabled us to achieve a comprehensive un-
derstanding on if and how (and how much) different LLs methodological phases can 
be positioned within ADR. The following sub-sections provide reflections for each of 
the four phases. 
3.1 Set-up and Problem Formulation 
In ADR, the problem formulation stage is drawn upon 2 principles: (1) Practice In-
spired Research, and (2) Theory Ingrained Artefact. Sein et al. [8] acknowledge that a 
number of inputs can be leveraged for this phase including: practitioners, end-users, 
researchers, existing technologies, and review of existing research. The problem pro-
vides the motivation for undertaking the research effort. 
In the context of LL methodologies, as shown in Appendix 1, 11 problem formula-
tion phases were outlined across the 20 methodologies identified. The common denom-
inators across these problem formulation stages are: (1) the active involvement of end-
users; (2) the prior establishment of the LL’s participants, their roles, and their respon-
sibilities. However, two different typologies emerge from the literature. The first refers 
to the focus on identifying an actual problem (e.g. “when a change in a political legis-
lation occurs” [16]) or need, emerging from the early stage interaction with members 
of a defined community [12]. The second one sees a problem or need emerging from 
predefined usage scenarios [17, 18], general classes of product or services [19], or par-
ticular technology-related prototypes or ideas [20]. From another angle, in LLs, this 
process can be supported by either the identification of an actual problem [10, 13, 16, 
18] or through an appreciative form of enquiry for the generation and formalization of 
needs [12, 20]. Both approaches comply with ADR’s Practice Inspired Research prin-
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ciple. In fact, in ADR a problem can be “perceived in practice or anticipated by re-
searchers” [8, p.40]. In relation to the latter, it is noted that the process of generating 
and formalizing needs is seen as the result of research activities conducted with repre-
sentatives of communities of users in which researchers are responsible for extracting 
and analysing narratives to finally generate and prioritise users’ needs (e.g. [21]).  
On the other hand, the role of theories (i.e. “the power to generalise” [22]) and the 
need for theory-ingrained artefacts do not emerge as a scope of LL methodologies to-
date. One further difference is that set-up activities are undertaken in different stages 
of the two methodologies. Whereas in ADR activities such as ensuring long-term com-
mitment and assigning roles and responsibilities are undertaken after the problem has 
been substantially formulated, in LLs these activities are completed prior to the problem 
formulation stage. 
3.2 Building Intervention and Evaluation 
This second stage of ADR proposes the implementation of design, intervention, and 
evaluation cycles. These are undertaken as an iterative process in a defined environment 
in which design, testing, and evaluation activities operate concurrently. Although Sein 
et al. [8] distinguish between Organizational and IT dominant cycles based on the actual 
nature of the artefact, this stage is drawn upon 3 principles: (3) Reciprocal Shaping; (4) 
Mutually Influential Roles; and (5) Authentic and Concurrent Evaluation.   
In LLs methodologies, the design and evaluation processes involve two different 
levels of iteration finally constituting a spiral process [12]. On a higher level, three 
iterations are generally proposed in terms of concepts, prototypes and final solutions 
[12, 17, 18, 23, 24]. The second level of iteration typically involves design, testing / 
trial, and evaluation cycles within each of these stages. Similar to ADR, these activities 
are meant to inform actions towards refining the artefact that is being designed (across 
its concepts, prototype, and final system iterations).  
In relation to Principle (3) of ADR, it is noted that intervention in ADR is often 
described as experimentation in LLs, e.g. [18, 25]. Most of the proposed experimenta-
tion and evaluation stages of LLs are undertaken in “naturalistic, natural, and real life 
settings” [12]. The potential mismatch between LL and ADR in relation to this principle 
reflects the differences between intervention in ADR and experimentation in LLs. In 
fact, the shaping in LLs is unidirectional, i.e. the setting shapes the artefact that is being 
designed. The only exception is [10]’s methodology. This was partially drawn from 
Baskerville’s Action Research process [26]. However, as shown in previous research, 
ADR is understood as a specific case of Design Science Research in which action is 
incorporated as opposed to a specific approach of Action Research per se [27]. Overall, 
we argue that Principle (3) of ADR is not reflected in current formulations of LL meth-
odologies. On the other hand, significant overlap is found for Principles (4) and (5). In 
relation to the former, the fact that all participants within the LL team have influential 
roles in the design, experimentation and evaluation activities is well acknowledged. 
Most of the methodologies found in the literature indicate this process as co-design, 
e.g. [28], or co-creation, e.g. [29]. Furthermore, this aspect is supported by one of the 
key principles of LLs: “influence” [12]. This stresses the importance of viewing “all 
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stakeholders” [30] (i.e. the LL team) as active and competent partners in the design 
process.  
Finally, Principle (5) is at the heart of both ADR and LL methodologies. In fact, 
likewise ADR, design and evaluation in LLs are undertaken concurrently [11]. Also in 
alignment with ADR, two main iterative evaluation stages are proposed in LLs. In par-
ticular, the “alpha version” proposed in ADR is reflected in the evaluation of the actual 
usability of the prototype in LLs [12, 31], therefore contributing to the refinement of 
the artefact itself; on the other hand, the focus on the “beta version” of ADR is referred 
in LLs as the evaluation of the user experience of the final system [12]. 
3.3 Reflection and Learning 
As shown in Appendix 1, only one of the LLs methodologies we found in the liter-
ature proposes a stage that partially overlaps with the Reflection and Learning stage of 
ADR. In this way, Schaffers et al. describe their “Learning” [10] phase as follows: 
“outcomes of the evaluation phase serve as input for the next development cycle. In a 
sense the spiral of incremental improvements eventually leads to the best fit of solution 
closest to the engineering target point” [10, p.6]. It is clear that this phase differs sig-
nificantly from stage 3 of ADR which focuses on moving “conceptually from building 
a solution for a particular instance to apply that learning to a broader class of problems” 
[8, p.44]. Therefore, we argue that the Reflection and Learning stage of ADR (and sub-
sequently principle (6) Guided Emergence upon which it is drawn) is lacking in LLs 
methodologies to-date.  
3.4 Formalization of Learning 
The last phase of ADR emphasizes the need for moving from “the situated learning 
[…] to general solution concepts for a class of field problems” [8, p.44]. This phase is 
drawn upon Principle (7) Generalized Outcomes. This conceptual move is argued in 
ADR as being required at three different levels: (a) generalization of the problem; (b) 
generalization of the solution; and (c) derivation of the design principles from the re-
search design process. As shown in Appendix 1, LL methodologies propose set of ac-
tivities to be conducted with the objective of moving from a solution in a specific real-
world context, to a situation in which the artefact is commercialised [12, 29, 31, 32]. 
Other LL methodologies similarly stress the importance at this stage of fostering adop-
tion and diffusion of the final artefact [13, 16, 19, 28]. This is meant as enabling market 
entry of the LL’s outcome [31] thus enabling scalability of the artefact [13]. Although 
this seemingly overlaps with Principle (7) of ADR, it is noted that scalability is under-
stood in a commercial sense only. In other words, LLs methodologies do not address 
issues in terms of generalizability of the design principles and subsequently, of the con-
tribution to existing theory from the researchers involved in LLs. In summary, we argue 
that LLs overlap with only two of the three levels proposed within the Formalization of 
Learning phase of ADR (i.e. generalization of both the problem and the solution).  
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4 Preliminary Findings 
Preliminary findings from this study demonstrate that although LLs might seem con-
gruous for ADR [9], some critical issues and differences still exist. These issues were 
outlined in the previous section of this paper. In particular, our SLR study demonstrates 
that ADR’s Principles (2), (3), (6), and (partially) (7) are not reflected in current LL 
methodologies. These divergences support the fact that ADR aims at developing gen-
eralised prescriptive knowledge, whereas LLs’ outcomes tend to be much more imme-
diate, contextualised, and practice-oriented. In fact, existing methodological ap-
proaches do not address the need for academic researchers to reflect on the theoretical 
learning and to proceed towards its formalization into a contribution to existing IS the-
ories. Partially related to this, the role of theory within LL’s studies is vague and un-
clear. This is in contrast with the Theory-Ingrained Artefact proposition of ADR. 
As part of our future research, multiple case studies will be carried out with a specific 
focus on how academic researchers can formalize the learning (e.g. design patterns and 
principles) from LLs-based design projects. The preliminary findings presented in this 
research in progress paper suggest that whilst LL’s offer an opportunity to advance 
learning in ADR in several ways (e.g. its extension beyond organizational settings and 
its applicability in open environments), LLs should benefit from ADR in terms of con-
ceptualizing and formalizing the prescriptive learning of these processes. 
Acknowledgements. This research is funded by LERO, Science Foundation Ireland, 
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Appendix: LLs Concept Matrix  
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Abstract. As part of an ongoing research project, we have designed and imple-
mented a mobile crisis response system (MCRS), which creates a nexus between 
relief organizations and unaffiliated disaster volunteers. We developed the 
MCRS using a design science approach and address information management, 
coordination, and motivation challenges in the context of managing unaffiliated 
disaster volunteers in crisis response and disaster relief activities. In this research-
in-progress paper, we propose a design for the evaluation of the MCRS prototype 
based on a field experiment, which will be conducted during a joint mission ex-
ercise performed by three major German relief organizations. We adapt the en-
terprise systems success model and suggest evaluating the system quality, infor-
mation quality, individual impact, and organizational impact of the prototype. 
Keywords: Design Science · Design Research · Evaluation · Unaffiliated Dis-
aster Volunteers · Relief Organizations · Field Experiment · Crisis Response · 
Mobile Crisis Response Systems 
1 Introduction 
Relief organizations increasingly find themselves confronted with a scarcity of paid 
relief workers [1] and even growing frequency of man-made crises [2]. Unaffiliated 
disaster volunteers who participate voluntarily in disaster relief activities, and who of-
ten self-organize via social media [3], play an important role in coping with crisis and 
disaster situations (e.g., by providing goods, services, and time [4]). For example, when 
more than 80 percent of Thailand’s provinces were surprised by a severe flooding crisis 
in 2011, citizens used social media to disseminate crisis-related information, provide 
emotional support, and coordinate their collaborative relief efforts, when authorities 
and official relief organizations were overwhelmed by the impact of the crisis [5]. The 
benefits of the volunteers’ support, however, comes with the challenge of managing 
them in crisis situations. Unaffiliated disaster volunteers—that is, individuals not affil-
iated with official relief organizations who engage spontaneously in crisis response ac-
tivities—are particularly difficult to integrate into the organizational processes and 
structures of professional relief organizations. One reason for this is the absence of a 
technical and organizational nexus between relief organizations and unaffiliated disas-
129 
 
ter volunteers, which leads to various information management, coordination, and mo-
tivation issues that hamper the management of unaffiliated disaster volunteers [1, 6].  
Motivational issues, for example, can occur with regards to the sustained encourage-
ment of unaffiliated disaster volunteers. A concern frequently voiced by the relief or-
ganization officials we interviewed in the context of this study is the high of degree of 
volatility in the availability of unaffiliated disaster volunteers. While their help is a 
welcome resource to relief organizations, unaffiliated disaster volunteers are not bound 
by formal hierarchies and tend to operate on their own schedule, which can result in 
work being left undone when they leave without notice. By providing a nexus in the 
form of a technical artifact that connects unaffiliated disaster volunteers and relief or-
ganizations, we enable the integration of unaffiliated volunteers into the organizational 
structures and processes of relief organizations. In doing so, we aim to overcome some 
of these issues and improve the effectiveness and efficiency of unaffiliated disaster vol-
unteers in crisis response activities. 
As part of an ongoing research project, we have designed and developed such an 
artifact: a mobile crisis response system (MCRS) to support the management of unaf-
filiated disaster volunteers. It provides unaffiliated disaster volunteers with a central 
platform they can use to register as volunteers and offer their help with specific tasks. 
It offers relief organizations a simple interface for managing tasks with which they need 
help and allows them to receive information provided by unaffiliated disaster volun-
teers. In contrast to crisis response systems (CRS) typically used by relief organizations 
[7], we focus on providing a technical platform to connect unaffiliated disaster volun-
teers with relief organizations and integrate these volunteers into the organizational 
processes and structures of the relief organizations. We developed the MCRS using a 
design science approach [8, 9] and seek to answer the following research question: 
“Does MCRS usage improve the management of unaffiliated disaster volunteers?” Re-
sults from earlier stages of our design science approach have been published in [10]. In 
this research-in-progress paper, we present the design of our evaluation phase, which 
is based on a field experiment. 
The remainder of this paper is structured as follows: Section 2.1 introduces the re-
search problem we address. Section 2.2 briefly describes the proposed artifact. Section 
2.3 focuses on the planned evaluation. Section 3 presents our conclusion. 
 
2 Designing a MCRS 
We use the design science approach [8] to develop a design for a MCRS that will sup-
port the management of unaffiliated disaster volunteers. This paper covers the first five 
steps of the methodology proposed by [9]: problem identification and motivation, ob-
jectives of a solution, design and development, demonstration, and evaluation (see Fig. 
1). Thus far, we have generated a conceptual design based on knowledge drawn from 
theoretical and practical sources. We implemented this design as a responsive web ap-
plication, which we demonstrated to relief organization employees, experts in the field, 
and professionals working on similar projects. We refined the artifact based on their 
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feedback and repeated this procedure several times before reaching a stable state in the 
artifact development. 
 
Fig. 1. Research approach; based on the interpretation of [11] of [9] 
The following sections briefly illustrate the results of the steps already performed and 
describe in detail our plans for evaluating the artifact. 
2.1 The Problem 
We followed a problem-driven approach and conducted open interviews [12] as well 
as expert workshops [13] with official representatives of the three largest relief organ-
izations in Germany, i.e. German Red Cross, Johanniter-Unfall-Hilfe, and Arbeiter-Sa-
mariter-Bund. Similar to organizations like the German Federal Agency for Technical 
Relief (THW) or UNICEF, the involved relief organizations employ professional full-
time helpers, but depend on the support of volunteer helpers, which formally join and 
affiliate themselves with the organizations. The activity of the organizations involved 
in our work, however, focuses primarily on emergency services and social services. In 
this context, unaffiliated disaster volunteers play an increasingly important role in 
providing additional resources in crisis situations. The goal of this phase was to identify 
problems arising in the context of managing unaffiliated disaster volunteers in various 
types of crises and disaster situations. As a result, we defined the problem addressed in 
this research as follows: There is neither an organizational nor a technological nexus 
between unaffiliated disaster volunteers and relief organizations, which leads to several 
information management, coordination, and motivation challenges. 
2.2 The Solution 
To define the objectives of our solution, we first analyzed research on existing CRS 
solutions. This allowed us to identify limitations of similar projects and potential chal-
lenges for our own solution. In addition, we adopted an empirical approach and con-
ducted semi-structured telephone interviews with the system’s stakeholders, i.e. relief 
organization employees and unaffiliated disaster volunteers, using open-ended ques-
tions [12] to develop the conceptual MCRS design. By focusing on both, the relief or-
ganizations and the unaffiliated disaster volunteers, we developed a middle ground so-
lution that avoids an overemphasis on the top-down model of disaster management, 
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which undermines the role of the community [5]. Further, we used user stories to de-
scribe the functionality of individual requirements and facilitate discussion about them 
[14]. These results formed the basis for the next step.  
As part of the design and development phase, we derived design requirements for an 
artifact, which we propose as a solution to the problem identified, by analyzing the data 
collected in the preceding phases in three consecutive steps: descriptive coding, inter-
pretive coding, and definition of overarching themes, that is, recurring motives [12]. 
We developed functional and non-functional requirements [15] based on the approach 
proposed by [16]. 
In the first step, we derived seven design requirements by integrating the overarching 
themes identified. Following [16], we then translated these requirements into three gen-
eral design principles that describe the main functions of the conceptualized system in 
a generic and abstract manner: improve information management, improve coordina-
tion, and maintain engagement. Further, we mapped these principles to 13 concrete de-
sign features that would eventually constitute specific ways to implement a design prin-
ciple in an actual artifact. Those comprise eight functional design features (FDFs) and 
five non-functional design features (NFDFs). The FDFs are: collect unaffiliated disaster 
volunteers’ data (FDF 1), provide crisis related information to unaffiliated disaster vol-
unteers (FDF 2), provide key performance indicators on volunteer activities to relief 
organizations (FDF 3), enable data aggregation for analysis (FDF 4), enable the crea-
tion of tasks for relief workers to call for support (FDF 5), provide a matching process 
to recommend tasks to unaffiliated disaster volunteers depending on their skills and 
qualifications (FDF 6), enable directed communication in the form of task related mes-
sage boards (FDF 7), and enable broadcast communication in the form of mission-wide 
notifications and news provided by heads of operations (FDF 8).  The NFDFs are: es-
tablish different levels of unaffiliated disaster volunteer participation (NFDF 1), enable 
data privacy (NFDF 2), minimize complexity (NFDF 3), facilitate the provision of in-
surance to unaffiliated volunteers (NFDF 4), and utilize personal approach (NFDF 5). 
The core functions of the artifact to address the most important specified design features 
comprise: a simple registration process; a management interface to create, update, and 
delete crisis response activities offered to unaffiliated disaster volunteers; message 
boards to provide a central communication nexus for response activities; and news 
feeds to distribute official information provided by relief organizations. To improve the 
coordination of tasks and helpers, we further specify design features for an appropriate 
matching process that presents available crisis response activities to unaffiliated volun-
teers who meet potential requirements (e.g., possess a driver’s license; have first aid 
skills). The matching system provides unaffiliated disaster volunteers access to crisis 
response activities based on their preferences and qualifications. Further, it enables re-
lief workers to prioritize specific activities by recommending them manually to indi-
vidual volunteers. In addition, we propose features to motivate unaffiliated disaster vol-
unteers during their involvement, such as a low entry threshold for new users, data 
privacy, and low complexity (for further information on the development of the design 
features and a more detailed description of the artifact, see [10]). 
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Finally, we developed an initial prototype of the artifact based on the results of this 
phase. To account for the unaffiliated disaster volunteers’ independence and spontane-
ity, we implemented a prototype system as a “mobile first” solution by means of a re-
sponsive web application with a lightweight user management system. This allows for 
ad-hoc access using mobile and other devices (e.g., desktop computers). We arranged 
an expert workshop [13] and asked relief workers to conduct functional tests to demon-
strate the artifact to a diverse audience and evaluate its capability for solving the prob-
lem. Based on the feedback, we refined the prototype, which will be used in the planned 
evaluation. 
2.3 The Planned Evaluation 
This section describes in detail the evaluation phase of our design science approach. Its 
goal is to measure meaningful characteristics of the artifact and to determine its ade-
quacy for the specified problem [17]. 
To design the evaluation, we applied the four-step DSR (Design Science Research) 
evaluation research design method proposed by [18]. We plan to conduct a field exper-
iment [19] to assess the system’s quality. The experiment is based on a joint mission 
exercise which will be performed by the involved relief organizations (German Red 
Cross, Johanniter-Unfall-Hilfe, Arbeiter-Samariter-Bund). During the exercise, the re-
lief organizations will simulate a crisis scenario under realistic conditions, which are 
derived from a real natural disaster that took place in a medium-size German city in 
2013. During a festival located on the banks of a river, heavy rain resulted in a substan-
tial rise in the river’s water level, which in turn caused a rapidly rising flood that con-
fronted the festival’s organizers and responsible relief organizations with tremendous 
challenges. Visitors had to be evacuated from the affected area, and then employees of 
the relief organizations involved had to manage unaffiliated disaster volunteers who 
wanted to help with urgent tasks. For example, tents had to be taken down and injured 
persons provided with care. The situation is ideal for studying the phenomenon of un-
affiliated disaster volunteering and to evaluate our artifact. 
Within the limits of this mission exercise, we suggest an adjusted post-test only/con-
trol group design [20]. Accordingly, we will divide the experiment between two inde-
pendent groups, the control group and the treatment group. Both groups will perform 
the same tasks with the same resources. The control group will manage unaffiliated 
disaster volunteers based on the traditional approach—oral communication—while the 
treatment group will use the MCRS prototype. Each group will be comprised of three 
types of participants: relief organization employees responsible for the coordination of 
the overall mission (i.e., heads of operations); relief workers directly involved in field 
activities and who are in contact with unaffiliated disaster volunteers; and unaffiliated 
disaster volunteers who appear spontaneously, are not affiliated with official relief or-
ganizations, and engage in self-organized disaster relief activities. 
In total, there will be 73 experiment participants: one head of operations, located at 
a distant command center, who will be directing the operation and coordinating both 
the treatment and control groups (necessary due to a limitation imposed by the design 
of the mission exercise that provides the foundation for our field experiment); two 
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groups of 26 relief workers each (six coordinators and two task forces of ten in each 
group); and two groups of ten unaffiliated disaster volunteers each. As stated before, 
both groups of relief workers and disaster volunteers will be given identical assign-
ments comprising various tasks of different natures and complexity and requiring var-
ying degrees of cooperation. Once the experiment is completed, relief workers in the 
field and unaffiliated disaster volunteers will be asked to complete a survey, and some 
will participate in follow-up interviews. The head of operations will be interviewed 
based on differentiated, open-structured questions to analyze the effect of MCRS usage 
during the evaluation. Figure 2 shows the overall constellation of the experiment. 
 
 
Fig. 2. Experimental Design 
The central premise of our artifact’s evaluation is to demonstrate that MCRS usage 
improves the management of unaffiliated disaster volunteers in a crisis context. In other 
words, we want to prove the success of our proposed design. That is why we use the IS 
Success Model [21, 22] as a basis for the survey design. In addition to describing a 
causal/process model of the dependent variable success, the IS Success Model also de-
picts a measurement model [23]. The model’s constructs fit the core elements of the 
problem identified. Information quality addresses poor information management, indi-
vidual impact addresses the unpredictable motivation of unaffiliated disaster volun-
teers, and organizational impact addresses coordination problems. In addition to the 
adequacy of our solution for the problem identified, we want to understand the artifact’s 
system quality based on the respective constructs. Therefore, we use the proposed con-
structs as dimensions to design an adequate survey instrument. We adapt the Enterprise  
System Success Model proposed by [21] to the context introduced and use it accord-
ingly. For this purpose, we remove measurements that are not relevant for the context 
of an MCRS and add three additional constructs. The result is a model consisting of 
four dimensions: system quality (seven measurements), information quality (six meas-
urements), individual impact (seven measurements), and organizational impact (five 
measurements) (see Table 1). The added constructs are necessary to measure properties 
that are distinctive for a MCRS and that are not part of a typical enterprise system. Both 
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matching effectiveness and matching efficiency address the quality of the implemented 
matching process, which helps to coordinate the accrual of tasks and available helpers. 
Similarly, we added a construct to determine the prototype’s effect on unaffiliated dis-
aster volunteers’ motivation to maintain their engagement. We use the term “system” 
for the MCRS prototype in using the dimension system quality for both experimental 
groups; the term also describes the traditional system of managing unaffiliated disaster 
volunteers. 
Table 1. Adaption of the Enterprise System Success Model [21] 
 
The treatment and control groups will receive the same surveys. The first survey will 
be administered to relief workers in the field (i.e., the second type of participants de-
scribed earlier) and will include all four described dimensions. The second survey will 
be administered to unaffiliated disaster volunteers (i.e., the third type of participants) 
and will comprise all but the last dimension, since this group is not part of the organi-
zation itself. The additional interviews with both participant types, as well as the open-
structured interview with the head of operations, will also be based on these dimen-
sions, but will leave room for additional comments and detailed feedback.  
Since the size of the experiment and the number of participants is subject to limita-
tions beyond our control, we plan to conduct qualitative and descriptive analyses of the 
results to assess the design’s success. If the feedback is unsatisfactory, we will revisit 
the design phase and revise our solution. Otherwise, the design study will enter the 
concluding communication phase. 
3 Conclusion 
The focus of this research-in-progress paper is on developing an appropriate evaluation 
design to determine the artifact’s adequacy for the problem of managing unaffiliated 
disaster volunteers during crisis response activities. To complete the study, we need to 
conduct the actual evaluation of the prototype. In particular, we need to assess whether 
the artifact developed, when used as part of managing unaffiliated disaster volunteers, 
increases the effectiveness and efficiency of collaboration compared to existing meth-
ods. To achieve this, we propose a detailed plan for a comprehensive field experiment 
involving 73 participants from all stakeholder groups. Subsequently, we need to ana-
lyze the elicited data to assess the success of our design, which may then inform another 
System Quality Information Quality Individual Impact Organizational Impact 
SQ1 Ease of use IQ1 Availability II1 Learning OI1 Organizational costs 
SQ2 Ease of learning IQ2 Usability II2 Awareness/ Recall OI2 Staff requirements 
SQ3 User requirements IQ3 Understandability II3 Decision effectiveness OI3 Increased capacity 
SQ4 System features IQ4 Relevance II4 Individual productivity OI4 Overall productivity 
SQ5 System accuracy IQ5 Format II5 Matching efficiency* OI5 Improved outcomes 
SQ6 Flexibility IQ6 Conciseness II6 Matching effectiveness*  Cost reduction✝ 
SQ7 Integration    II7 Motivation*  e-Government✝ 
 Sophistication✝      BP Change✝ 
 Customizability✝       
✝removed, * added 
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build-and-evaluate iteration. If we can successfully test the appropriateness of the arti-
fact for the problem identified, we can move to the last step of the design study—that 
is, the communication of our results. We plan to present the problem and its importance, 
the artifact, its utility and novelty, the rigor of its design, and its effectiveness to re-
searchers and other relevant parties [9]. It is especially important to communicate the 
results of our research to relief organizations so they can employ an appropriate MCRS 
and improve the management of unaffiliated disaster volunteers. 
To interpret the implications of the evaluation design presented, readers should con-
sider the following limitations of our study. The field experiment will be restricted by 
organizational constraints of the relief organizations involved, which are ultimately re-
sponsible for the execution of the experiment. Hence, we have had to adjust the tradi-
tional post-test only/control group design. We are aware that the artifact will not be 
tested under optimal conditions, but we are certain that the field experiment will con-
tribute considerably to the artifact’s improvement. If, however, the evaluation we have 
described should not suffice, we plan to conduct an additional lab experiment that 
could, for example, place a stronger focus on the head of operations subgroup (the par-
ticipant of the first type described earlier). 
The proposed design provides a nexus in the form of a technical artifact that connects 
unaffiliated disaster volunteers and relief organizations. Choosing a more general con-
text could result in different or additional design requirements and principles. We ex-
pect, however, that the design could be generalized and applied to contexts, in which 
groups of volunteers are willing to provide their time and resources to solve simple 
location-based tasks, which are specified and monitored by a coordinating organization 
(e.g., UNICEF and Doctors Without Borders). The generalizability of our solution is 
facilitated by the high degree of aggregation with regards to the functional and non-
functional design principles and features.  
Finally, [22] have shown that there are few design science studies that evaluate in-
stantiated artifacts using illustrative scenarios, which allow for evaluation of the artifact 
under realistic conditions. Rather, researchers tend to apply limited technical experi-
ments to test instantiations under laboratory conditions. We hope to contribute to the 
knowledge base about scenario-based evaluations in IS design studies by proposing an 
exemplary approach based on a combination of a comprehensive field experiment and 
a customized measurement framework derived from the IS Success Model. 
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Abstract. A review of existing knowledge builds the foundation of any research 
project. However, conducting a rigorous and systematic literature search that pro-
vides the required literature sample is a complex and tedious task. Existing tech-
nical solutions, like literature databases or scientific web search engines, provide 
only limited support for systematic literature searches, due to their narrow cov-
erage, oversimplified user interfaces, or non-transparent search processes. In this 
paper, we report the first results of an ongoing design science research project 
focusing on how to design systematic literature search systems (SLSS) that ef-
fectively facilitate systematic literature searches. The meta-requirements and de-
sign principles derived in this paper provide a starting point for future research 
on SLSS. Our research results may also serve as blueprints for new SLSS that 
increase the comprehensiveness, precision, and reproducibility of systematic lit-
erature searches. 
Keywords: Systematic literature searches · Design principles · Systematic liter-
ature search systems · Design science research 
1 Introduction 
Even though a review of literature is essential for any academic project [1] and all re-
searchers like to find and use relevant literature, no one likes to search for it, perhaps, 
with the exception of librarians [2]. Conducting a rigorous literature search is often 
complex and time-consuming, especially for students and novice researchers [3,4]. 
However, identifying the literature to be analyzed determines the review’s quality [5,6]. 
Carelessness during the search process will lead to an outdated, scattered, and irrelevant 
literature sample, which, eventually, reduces the quality of the research output [5]. A 
rigorous and systematic literature search is therefore a necessity for any high-quality 
research project [1,4]. To support reviewers, (i.e., researcher who is conducting a liter-
ature review) numerous approaches and guidelines exist. The proposed methods range 
from highly systematic approaches [7,8] to more traditional or narrative reviews 
[1,5,6,9]. Which method is best suited for a specific review depends on different as-
pects, such as the research question, available resources, and the topic under review 
[7,10]. Although there is no universal recipe for conducting literature reviews or 
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searches [9], any high-quality literature review requires a systematic approach to some 
degree [1,3,7]. Unsystematic reviews tend to be subjective, give no justification why 
certain literature is selected, and are often based on a partial examination of the availa-
ble literature, which might result inaccurate or even false findings [3,5]. Since it is dif-
ficult to draw a line between systematic and narrative reviews [7,10], in this paper we 
use the term ‘systematic’ synonymously for the degree to which a review follows a 
rigorous methodology.  
Systematic literature searches are regarded as a complex task for different reasons. 
Due to the limited coverage, a literature search usually requires querying multiple lit-
erature databases, each with its own peculiarities (e.g., available features, search fields, 
and query syntax). This is even more of an issue when the topic under review is inter-
disciplinary. A good example is the information systems (IS) field, where scientific 
contributions are published in a wide variety of outlets (e.g., journals and conference 
proceedings), which are dispersed over numerous databases [4,11]. To address this is-
sue, much research has been dedicated to investigating the applicability of alternative 
search systems. For instance, scientific web search engines (e.g., Google Scholar) were 
found to have a higher coverage of scientific outlets in comparison to individual litera-
ture databases, while being criticized for their oversimplified search interfaces, undoc-
umented and fluctuating search indexes, and export limitations [12-14]. Another exam-
ple are scientific meta-search engines, like EBSCO Discovery or ProQuest’s Summon, 
which are described as efficient but are also found to have a limited coverage and in-
flexible search interfaces inapt for systematic searches [15,16]. However, unlike studies 
on existing search tools, research on developing new systematic literature search sys-
tems (SLSS) for the specific purpose of facilitating systematic literature searches is 
scare. Extant research focuses instead on, for instance, the design of retrieval systems 
with high user interaction [17], search systems with faceted or symbiotic interfaces 
[18,19], paper recommender tools [20,21], systems to support synthesis and analysis of 
research articles [22,23], meta-search engines for individual full-text articles [24,25], 
specialized web crawler for indexing research papers [26,27], and citation analysis tools 
for mining academics’ social networks [28,29]. While all these efforts seek to assist 
researchers during the literature review process, systems or individual features for the 
specific purpose of conducting systematic, rigorous searches are not investigated. How-
ever, a deeper understanding of the design and effects of SLSS would provide not only 
new design knowledge on this class of systems but also insights into why existing sys-
tems fail to sufficiently aid reviewers and guidance on the construction of innovative 
systems that, eventually, increase efficiency and quality of systematic literature re-
views. 
To address the existing literature gap, we want to answer the following research 
question: How to design a SLSS that effectively facilitate systematic literature 
searches? To approach this question, we use the design science research (DSR) para-
digm [30,31]. Our research method consists of multiple design cycles (DC) comprising 
artifact development, evaluation, and refinement. This paper focuses on the results of 
the second DC, containing a first set of design principles for SLSS along with their 
instantiation in form of a prototype web application. We thereby contribute to both 
research and practice by providing novel design knowledge that may serve as a starting 
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point for future research on SLSS and guide the development of new information sys-
tems that aid reviewers in conducting rigorous, systematic literature searches.  
2 Research Method 
Following DSR guidelines [30-32], our research method comprises multiple DC. The 
first DC was informed by initial requirements from the application domain. We identi-
fied problems and opportunities through a requirements workshop with seven research-
ers from the IS field. Furthermore, we reviewed extant research on information retrieval 
systems and investigated existing artifacts in the application domain. Based on our in-
sights a first prototype application was developed and afterwards evaluated through an 
expert review with five IS researchers and developers. The results of the expert review 
demonstrated the technical feasibility of the prototype and showed a necessity for fur-
ther refinements (e.g., improvements of the search process and usability). Building on 
the knowledge elicited from the first DC, the goal of the second DC was to develop a 
first set design principles for SLSS. Design principles serve as an abstract blueprint for 
the construction of design products or methods [32]. The principles developed in this 
paper can be classified as materiality oriented design principles [33]. These principles 
describe the shape and features of an artifact rather than the intended use of the artifact 
(i.e., action oriented design principles) [33], similar to principles of form and function 
[30,32]. However, before design principles can be developed, a clear understanding of 
the purpose of a design artifact in form of meta-requirements is required [30,32]. In the 
literature search context, meta-requirements should reflect the acknowledged quality 
criteria for the search process and its results. To expand our initial understanding of the 
meta-requirements for SLSS, we conducted a systematic literature review of literature 
review guidelines. Following Webster, Watson [1], we searched the eight top IS jour-
nals (AIS Senior Scholar’s Basket) and a special issue of the Communications of the 
AIS (Vol. 37, 2015) on literature reviews. The eight basket journals were selected due 
to their high methodical rigor and diversity [34], which makes them most likely to pub-
lish or reference the acknowledged review guidelines we were looking for. To identify 
such guidelines and review articles referencing them, we searched in titles, abstracts, 
and keywords using the broad query ‘literature AND review*’. From the resulting in 
266 articles, 57 articles were either literature review guidelines or review articles refer-
encing at least one guideline in their method section, which were also included (back-
ward search). This way we wer able to identify a total of 25 literature review guidelines. 
After coding all requirements related to either the literature search procedure or its re-
sults, we aggregated them incrementally into meta-requirements, as presented in sec-
tion 3. In the second step, we derived five design principles for SLSS by reflecting on 
the design knowledge acquired through the first DC and on the insights from our liter-
ature review of review guidelines (see section 4). In the third step, we instantiated the 
developed design principles by refining the existing prototype web application. This 
allowed us to investigate potential implementations of the derived design principles and 
provide a first proof-of-concept [35] (see section 5). Finally, we conducted a naturalistic 
ex-post evaluation of the prototype implementation through nine semi-structured expert 
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interviews. The experts were researchers from the IS field with high expertise on the 
literature review process. The interview transcripts were analyzed using an iterative 
coding process to assess the utility, necessity, and sufficiency of the instantiated design 
principles. The interview results are briefly discussed in section 6.  
3 SLSS Meta-Requirements 
Our review of literature review guidelines shows that, despite their different ap-
proaches, there is a common understanding in the IS community on criteria that consti-
tute a good literature search. The following three meta-requirements synthesize this 
understanding. 
Comprehensiveness (MR1) of a literature review describes the degree to which all 
relevant literature on the investigated topic is covered. The main goal of literature re-
views is to find the existing body of knowledge. A fragmented literature sample can 
lead to a partial view on a topic [3,5] and increases the chance that individual biased 
articles effect the integrity of an entire review [3,36]. A comprehensive overview of 
extant research is, thus, essential for finding and justifying research gaps [3]. The only 
way to achieve a comprehensive literature review is a comprehensive literature sample 
[5]. However, comprehensiveness usually does not equal completeness. Compiling a 
complete literature sample is usually either inefficient or even impossible [6,37]. Re-
view guidelines therefore suggest “a good or reasonable coverage” [37, p. 246]. 
Precision (MR2) describes the fraction of documents in a result set that is relevant 
to the reviewer. Manually identifying relevant documents form a large result set is one 
of the most time-consuming tasks during a review [37], especially, when applying an 
iterative search and review approach [6,9]. Because reviewers’ resources are usually 
limited [7], guidelines recommend the definition of explicit inclusion and exclusion 
criteria that pre-filter search results. These criteria include selecting appropriate data-
bases (database-centered strategies) or outlets (outlet-centered strategies) as well as pa-
rameters like keywords or authors [3,7,10]. However, a more precise search is also 
more restrictive and more likely to exclude relevant research contributions [37]. A good 
literature search is therefore both precise enough to exclude as many irrelevant articles 
as possible and comprehensive enough to include all vital contributions [5].  
Reproducibility (MR3) defines the degree to which results of a literature review 
can be reproduced. A good literature search follows an approach that is reliable (i.e., 
results do not vary over time) and allows to communicate and justify each process step 
[4,5]. Hence, one major precondition for reproducibility of literature searches is trans-
parency of the search process [6]. A transparent search process enables reviewers to be 
explicit about how a literature sample was compiled, including queried data sources 
(e.g., databases or outlets) and exclusion and inclusion criteria [3,6,7]. A reproducible 
literature search is more reliable [7,36] and contributes to the credibility of a review 
[3,4]. Fellow researchers are enabled to assess the exhaustiveness of a literature sample 
and are encouraged to use and extend a review [4,11]. Furthermore, a reproducible and 
well documented search process allows to refine previous search steps and increases 
the chance of publication [1,6]. 
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4 SLSS Design Principles 
[DP1] Multi-sourcing: A SLSS needs the ability to access and combine multiple data 
sources. To address MR1, a comprehensive search has to cover all sources that might 
contain literature relevant to the topic under review [5,6] and is not limited to one set 
of journals or geographic region [1]. In the IS field, like most interdisciplinary fields, 
there is no central literature database. IS related research is published in over 800 outlets 
[38], which are spread over numerous databases (e.g., ProQuest and AISeL) [5,9]. Even 
scientific search engines, like Microsoft Academic or Google Scholar, offer only lim-
ited coverage [12,13]. Thus, to provide a reasonable coverage for a comprehensive lit-
erature search, SLSS must access and merge (without overlaps) data from multiple 
sources, when either building their own catalogue or querying on behalf of reviewers. 
[DP2] Flexibility: A SLSS must be flexible enough to support reviewers’ individual 
search strategies. Reviewers require the ability to formulate search requests that balance 
the trade-off between comprehensiveness (MR1) and precision (MR2). Since this trade-
off is unique for each search, providing the freedom to implement strategies and con-
straints (i.e., exclusion and inclusion criteria) appropriate for a review’s goals and lim-
itations is vital for any search tool [9,37]. Furthermore, a fit between an SLSS’s func-
tionality and the researchers’ needs will not only lead to a higher task performance but 
also increases usage acceptance of the system [39]. 
[DP3] Transformation: A SLSS needs the ability to translate search requests into 
data-source-specific queries. Increasing comprehensiveness by searching multiple data 
sources with one request requires multiple queries, due to lack of database standards 
[9]. Most literature databases have their own request format (e.g., syntax, parameters 
and wildcards), catalog style (e.g., outlet names), and restrictions (e.g., number of terms 
or Boolean expressions). Ignoring such peculiarities can lead to unexpected results dur-
ing a cross-database search [9], and eventually decreases its comprehensiveness, preci-
sion, and reproducibility. Hence, SLSS must transform reviewers’ requests to take pe-
culiarities of queried data source into account, either for indexing or querying purposes.  
[DP4] Transparency: A SLSS must provide transparent information on the search 
process. Detailed information on how the search results were produced (e.g., queried 
data sources and outlets, applied parameters) enables reviewers to understand the com-
prehensiveness of their search and, if necessary, to either extend the search to increase 
comprehensiveness or document gaps to increase reproducibility [3,4,37]. For instance, 
the undocumented catalogue of web search engines makes it impossible to determine 
which sources were searched [12-14], whereas a transparent search tool provides ample 
information on where and how the presented results were attained.  
[DP5] Reliability: A SLSS must produce similar search results for identical search 
requests. Unpredictable search algorithms or search catalogue with high content fluc-
tuation, like Google Scholar [12,14], will lead to unique search results depending on 
when the search is performed or by whom [13], no matter how thoroughly the search 
process is described. To provide reproducible search results (MR3), SLSS not only have 
to provide a transparent search process but also a stable environment (i.e., catalogues 
and search algorithms) to replicate results when following this process. 
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5 Instantiation of the SLSS Design Principles 
This section gives a brief overview on the instantiation of the five SLSS design princi-
ples in form of LitSonar (http://litsonar.com), a prototype web application designed to 
support systematic literature searches. For an extensive description of the prototype and 
its development process we refer to Sturm et al. [40]. LitSonar provides unified access 
to multiple literature databases by utilizing the meta-search approach and, thus, ad-
dressing DP1. Reviewers’ search requests are dispatched to up to six curated databases 
containing IS-related literature (e.g., ProQuest and EBSCOhost). By utilizing curated 
data sources, LitSonar passes their catalogues’ stability on to the reviewer, which con-
tributes to the reliability of the search results (DP5). LitSonar’s user interface provides 
two novel features for entering search requests to increase precision (DP2), besides 
typical filters, like time-span or articles types. First, a flexible keyword editor lets re-
viewers define complex nested query structures of any depth using graphical elements, 
instead of the usual “expert mode” (i.e., a single text field), as most databases provide 
for complex requests. Second, a data-source-selection-form allows reviewers to either 
select multiple databases directly (database-centered) or compile a list of journals and 
conferences (outlet-centered). In the latter case, reviewers can choose from individual 
outlets and predefined lists of outlets based on journal and conference rankings. LitSo-
nar automatically identifies appropriate databases, so that all selected outlets in the 
specified timeframe are covered.  
After receiving a reviewer’s request, LitSonar transforms it into database-specific 
search queries, including the translation of syntax and parameter values (e.g., outlet 
names) to match the respective format (DP3). During this process, the semantic of que-
ries is altered only with the reviewer’s knowledge and consent to keep the search pro-
cess transparent (DP4) and reliable (DP5). After dispatching the requests to the queried 
data source, returned results are presented in a homogenous, deduplicated list. Review-
ers can browse through the list, download articles, compose individual result lists, and 
export article references. Additionally, LitSonar provides extensive reports on the cov-
erage of literature databases and outlets to increase transparency of the search process 
(DP4). The database report shows which databases were searched and how many results 
per database were found. If a selected database could not be searched, an explicit warn-
ing is presented. In that case database-specific search query are provided, along with 
instructions on how to proceed manually. LitSonar also provides an outlet coverage 
report, if the reviewer restricted the search to certain outlets. This report gives detailed 
information about each selected outlet by listing the searched time periods and high-
lighting gaps in coverage. This information enables reviewers to assess and communi-
cate the exhaustiveness of the conducted search and, if necessary, manually comple-
ment the results. 
6 Qualitative Evaluation and Next Steps 
The evaluation of LitSonar through expert interviews underline reviewers’ need for 
SLSS. The manual search process is described as complex, time-consuming, and error-
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prone. Furthermore, we find a fit between LitSonar and the task of systematically 
searching literature. The interviewed experts express strong intent to use the system. 
Using the system is expected to have a positive outcome on performance in form of a 
higher comprehensiveness and efficiency of the search process, which contributes to 
the quality of literature reviews. These findings indicate the technical feasibility and 
utility of our prototype implementation and, thus, also give evidence for the relevance 
of our five design principles. Another interesting finding from the evaluation of LitSo-
nar is that the interview experts mentioned a lack of support from the prototype during 
the early stages of a systematic literature search (e.g., for identifying relevant search 
keywords). It was also mentioned that these activities are probably not fully automata-
ble and therefore difficult to implement. This is in line with Levy, Ellis [5], who de-
scribe identifying the right keywords as a creative process and a classic cold-start prob-
lem. Often several search and analysis cycles are necessary to refine naïve search terms 
into a complete set of relevant keywords [5]. This finding raises the question of whether 
SLSS can support the entire systematic literature search process, or even the broader 
question of what are the limitations of SLSS. To answer these questions, further re-
search is necessary. 
In conclusion, we learn that the SLSS design principles and their instantiation are 
technically feasible and carry the potential to facilitate systematic literature searches. 
However, to rigorously examine the utility and relevance of the designed artifact and 
thereby make a valuable contribution to the design knowledge base, LitSonar must be 
studied directly in the application domain [30,31]. The results from our qualitative eval-
uation demonstrate that LitSonar reaches a sufficient level of maturity allowing us to 
subject the prototype to a large-scale field test. Building on the output of the previous 
two DC, the next steps of our research incorporate a third DC of artifact refinement and 
evaluation. To evaluate LitSonar’s impact on the efficiency and quality of the search 
process and the acceptance of the artifact by users from the application domain, the 
prototype will be rigorously examined in a quantitative evaluation. The evaluation will 
be conducted in course of a large-scale field test at two German universities, allowing 
us to study LitSonar directly in the application domain. Students and researchers will 
have open access to the system. The data collection method will include both data logs 
and a voluntarily questionnaire. Besides completing the third DC, the quantitative eval-
uation will contribute to the DSR knowledge base. Studying LitSonar in its environ-
ment allows us to assess whether the SLSS design principles adequately address the 
prevailing challenges and improve the application domain as intended by DSR. 
The contributions of this paper are twofold. We contribute to research by identifying 
an initial set of meta-requirements through a systematic literature review, deriving de-
sign principles for SLSS, and providing first evidence for their utility. This paper can 
serve as knowledge repository and starting point for future research on SLSS. Fellow 
researchers might use the presented design knowledge to explore its relevance in dif-
ferent contexts (i.e., research areas) or develop novel evaluation instruments to measure 
the suitability of systematic literature search solutions. We also contribute to practice 
by providing meta-requirements and blueprints (i.e., design principles) for SLSS that 
facilitate the systematic search process. Developers can use this knowledge to create 
innovative search systems or add systematic search features to existing solutions. Our 
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research results could help to increase comprehensiveness, precision, and reproducibil-
ity of future systematic literature searches and, eventually, have a positive effect on the 
overall quality of literature reviews. 
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Abstract. The increasing ubiquity of sensors embedded in products enables in-
novative business logics in physical industries: value is co-created and exchanged 
among multiple organizations in a collaborative ecosystem. However, current 
means of business model design and analysis mainly offer an organizational cen-
tric perspective. By adopting a design science approach, we develop a model to 
represent business models in physical industries from an ecosystem perspective. 
In this research in progress, focused of the automotive industry, we describe the 
first cycle of problem identification and artifact design, as well as further steps in 
our approach. 
Keywords: Business Ecosystem · Business Model Representation · Design Sci-
ence 
1 Introduction 
In 1965, Gordon Moore suggested that the number of transistors, and thus the power, 
of an integrated circuit would double every two years, while the cost remained the same 
[1]. In other words, “the continuing miniaturization of computer and communication 
hardware […] and more effective power management, has made the vision of ubiqui-
tous computing very close to reality” [2]. This phenomenon, combined with rapidly 
changing consumer expectations shaped by digital technologies [3], enables the devel-
opment of new business models (BMs), and organizational forms [4, 5]. Managers per-
ceive the combination of the digital component with their analog product as “extremely 
challenging” [3]. For instance, car manufacturers are struggling to integrate various 
forms of computing capabilities into the existing integrated platforms [6]. The viability 
is also a major hurdle: the design of new BMs with valuable propositions through digital 
innovation is one of the top managerial concerns in car manufacturing [3]. Automotive 
is indeed an exemplary industry for research purpose: on-board microprocessors make 
it possible to design novel services that meet insurance, safety, and maintenance needs 
[2]. In practice, car connectivity, and therefore access to massive amounts of car data, 




This increasing inter-organizational exchange of data and other assets leads to high 
complexity in business model (BM) analysis and design, where the shift is from organ-
izational to “ecosystemic” focus, or from value creation to value co-creation [8]. In this 
scenario, an ecosystem perspective in the representation of the business logic is more 
suited to organizations where both the product and supply and demand chain are digit-
ized [9]. However, while most of BM representations propose an organizational centric 
perspective [10], only few authors (e.g., Turber et al. 2014) made a first attempt to 
provide guidelines for designing BMs from an ecosystem perspective. We address this 
gap by means of a design science approach, building a model for designing and analyz-
ing BMs in physical industries from an ecosystem perspective.  
2 Theoretical Background 
2.1 Business Ecosystems 
“It is no longer enough to think of a firm as a member of a closed system subject to 
uncontrollable outside shocks. It is actually part of a network that produces its own 
change” [9]. Building on biological research, [12] theorizes business ecosystems as an 
economic community that is supported by a foundation of interacting organizations and 
individuals – the organisms of the business world. Business ecosystems are nested com-
mercial systems where each player contributes a specific component of an overarching 
solution [13, 14]. This perspective goes beyond suppliers and customers: “Moore ex-
panded previous supply chain network theories to include other organizations such as 
universities, industry associations and other (non- commercial) stakeholders, as well as 
the interactions between them” [8]. Through collaboration in a value network, firms 
exploit their interdependencies and have a competitive advantage over isolated compa-
nies, which internalize all components of a value chain [15].  
As intrinsic characteristic, business ecosystems do not follow a linear value creation 
process [14] and many of their players fall outside the traditional value chain [15]. It is 
not a linear process with upstream and downstream players but a network of companies 
with many horizontal relations that cooperate to jointly deliver a product or service to 
a customer, leading to a competition among ecosystems rather than individual organi-
zations [14]. Therefore, the focus needs to shift from linear value creation and capture 
to value co-creation and co-capture [8]. 
2.2 Ecosystem Perspective in Business Model Representations 
Among the variety of definitions, the BM concept is understood as a “focusing device 
that mediates between technology development and economic value creation” [16]. 
With the diffusion of the Internet in the 1990s, The IS community adopted the BM 
perspective to explain the new ways of value creation and value capture on the Web 
[17]. Multiple BM representations have been proposed, as combination of components 
related to either value proposition, creation or capture in the business logic (e.g., [18–
20]). These representations are mainly focused on the single organization as core unit 
148 
 
of analysis and therefore not suitable for analyzing the interdependent nature of growth 
and success of companies evolving in an interconnected context [8, 21].  
A broader perspective on BMs, where the focus is on multiple organizations, often 
defined as “actors”, is suggested by few authors. These perspectives take different 
shapes, such as ontologies [22, 23] or frameworks [11, 24] and, although they all refer 
to “multiple actors that co-create value for the same customer” [25], they are labeled 
with different terms - e.g., ecosystem or value network. At the best of our knowledge, 
the framework from [11], looking at BMs for Internet of Things, is the only attempt to 
provide a generic BM representation for primarily physical industries, taking an eco-
system perspective. However, as stated by the authors, such framework has “some lim-
itations concerning the criteria ‘level of detail’” [11]. The component-based ontology 
from [26] provides instead a fair level of details in representing BMs. However, the 
authors’ focus, being the artifact designed during the diffusion of the Web, is on “real-
world services”, which has different characteristics from today’s ubiquitous computing 
[2]. 
3 Proposed Research Approach 
The objective of this research is the design of a model to represent BMs in primarily 
physical industries from an ecosystem perspective. To this purpose, we adopt a design 
science approach [27], following the method suggested by [28] combined with and 
adapted according to the four validation gateways proposed by [29]. Overall, our re-
search will provide a contribution to the theory V., design and action [1], since we 
suggest explicit prescription for designing and analyzing BMs [30]. Table 1 provides 
an overview of how we apply the method in our research. 
Through multiple semi-structured interviews with practitioners, we explore the ac-
tual requirements in designing and analyzing BMs from an ecosystem perspective. Sec-
ondly, building a taxonomy of the current BM representations (e.g., frameworks or on-
tologies) [31], we identify the relevant dimensions for our model. The focus on the 
automotive industry during the design and development phase enables an in-depth anal-
ysis of an ecosystem, which is key to reach completeness and effectiveness of the arti-
fact. 
Table 1. Design science research approach based on [34] and [35] 





 Semi-structured interviews with mul-
tiple players in the automotive in-
dustry 
 Collection and analysis 





 Review of extant research 
 Taxonomy of dimensions in current 
BM representations 
 Consolidation of di-
mensions required in 
the model  
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 Selection of relevant dimensions ac-
cording to the requirements collected 
through interviews  
Evaluation 1 – 
Problem formula-
tion, ex ante 
 Literature review to justify the research gap 





 Iterative prototyping of the artifact in 
interdisciplinary team, based on spe-
cific conceptual modelling language 
 Multiple versions of 
model 
Evaluation 2 – 
Design validation, 
ex ante 
 Interviews with multiple industry players to validate design specifi-




 Multiple pilot workshops with various 
players from automotive industry and 
its ecosystem  
 Cross-industry case study 
 Instantiation of the 
model in artificial set-
ting 
Evaluation 3 – ar-
tificial setting, ex 
post 
 Instantiation of the artifact in workshops to evaluate its effectiven-
ess, robustness and suitability 
Evaluation 4 – na-
turalistic setting, 
ex post 
 Validation of artifact’ fidelity with the real world phenomenon and 





 Academic conferences 
 Articles in practitioners’ outlets 
 Workshop format 
 Peer reviewed publica-
tions 
4 Preliminary Results  
4.1 Problem Identification and Motivation (ongoing) 
Two semi-structured interviews with a senior consultant in the automotive industry 
have been conducted so far. The broad knowledge of the interviewee, with about ten 
years of experience in consulting the major OEMs and their current or potential part-
ners, allowed us to explore the phenomenon in analysis, reaching a good understanding 
of the current ecosystems in place and how their actors expect these ecosystems to 
evolve. The interviewee has also stated a first set of dimensions that need to be consid-
ered when designing or analyzing a BM from an ecosystem perspective (table 2).  
A minimum of other 10 interviews with other actors are planned. In particular, we 
expect to collect critical dimensions from two OEMs, two startups, two insurances, two 
automotive suppliers, one roadside assistance provider one digital car-platform provide, 
one retailer and one public/government institution (e.g., police department). 
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Table 2. Dimensions for representing BMs from an ecosystem perspective 
(January 20th, 2017) 
Dimension Description Interview 1 Interview 2 
Actor’s jobs-to-be-
done 
Needs and motivations for each 
organization and the end user to be 
part of the ecosystem  
X  
Actor’s role 
Specific label for each actor ac-
cording to the value they bring to 
the ecosystem 
X  
Criticality degree of 
each actor 
If and how an actor is essential to 
the viability of the ecosystem  X 
Classification of va-
lue exchanged 
E.g.: data, IP, money, hardware, 
etc. X  
Rights on end user Direct or indirect interaction of each actor with end user  X 
Legal constraints Legal feasibility of a value exchange (e.g., data security)  X 
Bottlenecks analysis Potentially dangerous value flows  X 
Ecosystem opportu-
nities 
Overall value (revenues) of the 
ecosystem X  
4.2 Definition of Solution Objectives (ongoing) 
In this phase we aim at reviewing the literature [32] on representations of BMs to 
identify existing dimensions that might complement the ones identified in the inter-
views previously described. Through a key word search on AISeL database, a prelimi-
nary collection of relevant representations is currently in place. Out of ten representa-
tions collected, including ontologies, frameworks and meta-models, we selected those 
which have a core focus on ecosystem or network of organizations (e.g., value network 
as component). This selection led to a current set of five BM representations eligible 
for our taxonomy of relevant dimensions. To develop such a taxonomy for identifying 
existing dimensions in BM representations, we are following the method proposed by 
[31] in the information systems literature. This approach leads to a set of dimensions 
that complement the ones collected through our interviews. Due to paper-length con-
straints, in table 3 we propose an extract of the dimensions currently composing our 
model. We label as “TX” those dimensions gathered from the taxonomy of the existing 
literature and as “IN” the ones proposed by our interviewees. 
Table 3. Partial set of dimensions from taxonomy (TX) or interviews (IN) (February 9th, 2017) 
Dimension Example Source 
Actor’ role End user TX, IN 
Actor’s jobs-to-be-done Enhanced infoteinment IN  
Devices Car, smartphone TX 
Value object Real-time location TX, IN 
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Value classification Data IN 
Value provider End user (actor), car (device) TX, IN 
Value target (addressee) Insurance TX, IN 
Value flow classification Alpha (generic label) TX 
Legal constraints EU regulations on data security IN 
Bottlenecks analysis - IN 
4.3 Artifact Design and Development (ongoing) 
In figure 1 we show an instantiation of the current version of the model. In this case the 
simplified ecosystem is composed of six actors (e.g., OEM), which co-create value for 
a car driver. Each actor has specific value propositions (upper part of the box) and spe-
cific jobs-to-be-done (lower part of the box). Each value proposition can be “plugged” 
to one or more of the jobs-to-be-done of other actors, working as value flow. Out of the 
two interviews conducted, six types of value flows have been currently identified: data, 
software, hardware, intellectual property, money, generic. Potential constraints for each 
value flow, e.g., legal, are represented with a specific symbol. Further dimensions to be 
included are currently subject to discussion.  
 
Fig. 1. Instance of the current status of the artifact (February 14th, 2017) 
Our current version of the artifact complement the ontology from [33], showing the 
criticality degree of each actor in the ecosystem, which also enables an evaluation of 
potentially disruptive bottlenecks. Being privacy and data security critical to todays 
economy, our model provides also explicit representation of direct or indirect relation-
ships with the end user, as well as potentially disruptive legal constraints. Differently 
from the framework from [11], our model enables a greater level of details. For in-
stance, our artifact goes beyond the differentiation of monetary and non-monetary ben-
efits, providing six types of value flows and their representation. 
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5 Further Work 
The dimensions collected so far in an exploratory manner are rather generic. By means 
of in-depth interviews with multiple actors in the automotive ecosystem, we expect to 
describe specific requirements for representing BMs. This approach is critical to itera-
tively design and testing the model and improve each composing dimension. Moreover, 
design principles need to be defined in order to make the model usable by practitioners 
and scholars. 
Although our focus is explicitly on primarily physical industries, we expect to extend 
our model to industries that leverage connected products to offer services. For instance, 
we consider public transportation, looking at smart traffic, and therefore potentially 
relevant for the automotive ecosystem, as relevant case study. The analysis of further 
industries would increase the generalizability of the artifact which, being focused on 
the automotive ecosystem, could lack of fundamental elements. 
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Abstract. This paper proposes that idea-level granularity is an innovative design 
construct that has the potential to extend the boundaries of a range of human and 
organizational capabilities. Two examples are provided of how technology based 
on idea-level granularity versus document-level granularity can broadly trans-
form collaborative work. Organizational success will depend on enabling suffi-
cient information sharing across teams and organizations while preserving essen-
tial confidentiality and integrity. This paper explores the problems of producing 
and consuming information at different levels of classification and presents how 
technology based on idea-level granularity can overcome these problems.  
Collaborative learning works; but, instructors are frustrated in assessing indi-
vidual contributions, students complain about freeloading, and worst, freeloaders 
may fail to learn. Over two years, technology based on idea-level granularity was 
used to mitigate these flaws by allowing individual contributions within collabo-
rative work to be identified, tracked, and analyzed. Students liked the ability of 
the instructor to monitor contributions; do not like overwriting other’s work, nor 
other’s overwriting their work; and most importantly, enjoyed a more positive 
group experience than in prior classes. 
Keywords: Collaboration Technology · Architecture · Collaboration · Secure 
Knowledge Sharing · Collaborative Learning · Idea-level Granularity. 
1 Introduction 
This paper proposes that idea-level granularity is an innovative design construct that 
has the potential to extend the boundaries of a range of human and organizational ca-
pabilities and meet Hevner et al’s requirements for design-science research [1]. 
Evidence of this potential is provided through two examples of how technology 
based on idea-level granularity versus document-level granularity could transform a 
broad spectrum of collaborative work. Computer Supported Collaborative Work 
(CSCW) “as a research area devoted to exploring and meeting the support requirements 
of cooperative work arrangements ... is basically a design oriented research area [2].” 
The first describes the problem of enabling collaborative work across security levels, 
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within and among organizations. The second reports on the use of this technology to 
support collaborative learning.  
In collaborating across security levels, knowledge management is expected to be-
come more people-centric with the growing realization that it is the networking of com-
petent and collaborating people that enable organizational success. Increasingly these 
teams are ad hoc, consist of people from multiple organizations who may work in dif-
ferent time zones and have dissimilar clearance levels. Organizational success will de-
pend on how well organizations exploit synergies while minimizing risk in collabora-
tion, i.e., enable sufficient information sharing while preserving essential confidential-
ity and integrity. This paper explores the problems of producing and consuming infor-
mation at different levels of classification and presents how technology based on idea-
level granularity could overcome these problems to enable successful collaboration 
across security levels at lower costs. 
Collaborative learning works; but, instructors are frustrated in assessing individual 
contributions, students complain about freeloading, and worst, freeloaders may fail to 
learn. Two critical flaws of existing collaboration learning technologies are: (a) the in-
ability to disassemble the unique contributions of each contributor from the work of the 
group as a whole; and (b) the inability to represent the instructor as a virtual presence 
in each group. Technology based on idea-level granularity allows individual contribu-
tions within collaborative work to be identified, tracked, and analyzed over time. In 
essence, the instructor and student become “visible to each other.” This visibility pro-
vides an opportunity for the instructor to unobtrusively insert himself or herself into the 
group process to provide instructor value around identifiable contributions. This paper 
reports on the use of such technology for two years in advanced, year-long capstone 
classes in software development. 
2 Idea-Level Granularity 
Documents are made up of many ideas. Idea-level technology allows the dynamic seg-
mentation of a document into idea-level granularity. It provides a means to tear apart a 
whole software object, such as a document, into parts; independently control, store, and 
work separately on the parts; and automatically reconstitute the whole as if never torn 
apart, but with any changes to the parts incorporated (see Fig. 1). 
This technology is structured to be integrated within existing applications to add 
advanced collaboration functionality. In this way, it leverages existing participant 
knowledge and advances in the underlying application. For example, instead of requir-
ing users to learn and use a separate, less-capable word processor, this idea-level ena-
bled functionality is currently integrated within MS Word, the leading word processor 
of choice with superior capabilities. 
It is useful to better understand how this idea-level granularity uniquely supports 
collaboration by comparing it to current technologies that support collaborative work: 
Sharepoint™ from Microsoft and Google Docs™. 
MS Sharepoint™ and Google Docs™ support a document/file-centric view. MS 




Fig. 1. Idea-level Granularity 
lar co-authoring, temporarily locks a paragraph while being updated by others. The 
second, real-time co-authoring, is similar to Google Docs™. They use concurrency 
controls to allow users to simultaneously modify the same/document file, i.e., changes 
are allowed as long as they do not simultaneously conflict with other changes. In es-
sence, they support “Last one in, wins”, i.e., the last one to save the document/file has 
that version saved. Idea-level granularity enables ideas to be captured as separate nodes 
in a database. This provides some of the following benefits: 
Participants can work in parallel in a controlled way. Ideas can be controlled so that 
others can not overwrite them. This concept is especially important and deserves more 
discussion. There is an erroneous, implicit assumption that collaboration is always egal-
itarian. Users may not like others to overwrite their work and like less overwriting the 
work of others. There could be multiple reasons for this. In one case, the idea may move 
in phases to the point where the group feels comfortable with a version of an idea and 
wants more control over the change, or perhaps someone with the most expertise or 
authority is given control as to what is acceptable. With idea-level granularity, similar 
to what we would do socially in other situations, if one does not have control or does 
not feel comfortable in overwriting, one can suggest an alternative version and provide 
rationale for this alternative, i.e., why this change is needed. The participant who con-
trols the idea/section can evaluate the suggested alternative and its rationale and ac-
cept/reject as he/she sees fit - and even provide rationale for his/her decision.  
There is an assumption that simultaneous collaborative work is preferred, however, 
idea-level granularity better supports the various phases of collaborative work and the 
preferred method of work for a given phase as identified by Salcedo and Decouchant 
[3]. They identified five phases: Planning - collaborators establish the objectives, struc-
ture, and divide up parts of the shared work product to be created. Creation - collabo-
rators compose their portion of the joint work product.  Although they may work alone, 
it is important that they are aware of what the other collaborators are doing. Evaluation 
- collaborators review, propose changes, and add comments to each other’s work. Ne-
gotiation - collaborators discuss proposed changes with one another and decide on what 
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changes should be made. Consolidation - collaborators resolve conflicts and merge 
changes into the shared work product. It should be stressed that these phases are nor-
mally not sequential. There is continuing cycling through these phases for different 
sections of the shared work product, e.g., while negotiation is occurring for one part, 
creation could be occurring for another part. Dealing with these social, intellectual, and 
procedural complexities, collaborators work asynchronously and synchronously as they 
navigate through these phases [4]. Collaborators prefer to work synchronously when 
planning, negotiating, and consolidating and asynchronously when creating and evalu-
ating. 
One can temporarily or permanently identify separate ideas/sections. One can create 
a segment/idea for control and discussion, but then merge the segment/idea and remove 
the discussion when agreement has been reached and there is no longer value in seg-
mentation. However, one can also have permanent divisions at the idea-level - for ex-
ample, the instructor can create a template with segmented divisions. Although control 
of these divisions can be assigned and further subdivided, as long as the instructor re-
tains control of the section that contains these divisions, they will remain extant, i.e., 
no one else can remove them.  
One can further segment any idea/section into as small a section as one character.  
This provides the ability for someone who is in control of some idea/section to further 
subdivide and assign control. This allows for the orderly segmentation of collaborative 
work. 
Any idea/section can be separately opened and worked on independently of others. 
This can be especially valuable when documents become large. The ability to just open 
an idea/section saves time and reduces complexity. 
Whenever you open up a section/idea that includes other subsections/ideas, the latest 
versions of these subsections/ideas are automatically incorporated. This eliminates con-
solidations and allows participants to maintain situational awareness of what others are 
doing without necessarily opening up the entire document. This is especially difficult, 
yet critical to effective joint development [5]. 
Because ideas can remain extant, participants can track versions of ideas not just 
track versions of the document/file over time. This also allows participants to: track 
who made the change and at what time; compare versions of ideas not just versions of 
the document/files; and replace current versions of ideas with earlier versions.  
Notification can be targeted so that if one has interest in some ideas and not others, 
one can be notified when a specific idea changes and directed to that change, rather 
than be notified at the grosser level that the document has changed. This functionality 
is complementary and separate from physically segmenting a document into sec-
tions/ideas for control and deserves some further discussion. Participants will be able 
to place watches on regions of interests (ROIs)/ideas. Many times participants have an 
interest in only one or several parts of a large document when these areas are not under 
their control and changed by some participant. These ROIs may require their expertise 
or pertain to their area of responsibility. When an ROI/idea is changed, participants can 
choose to be notified, via a range of communication channels, and directed to the spe-
cific ROI.   
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It can be recorded when someone reads an idea and one participant can selectively 
direct comments to those participants based on who has read an idea. For example, in 
one case, the instructor can monitor those students who have not read an idea yet and 
direct attention just to those who have not done so.  In another case, this ability to 
monitor who has read an idea can support the process of more effectively and efficiently 
correcting an error. For example, if there are 30 people in the class and the instructor 
needs to correct a mistake in a part of the document, the instructor can see that only 2 
of 30 have seen the error on this part and direct the attention of those 2 to that item to 
view the correction, rather than send notices to 28 others who have not seen the error.  
The instructor can monitor the progress of these 2 students to view the correction with-
out bothering all 30 students with a blanket notice that the document has changed. 
One can have chats around ideas, rather than have chats parallel to document crea-
tion. With idea-level granularity these are associated with an idea, but not included 
within the document and the content can be of any format - audio, video, etc. The as-
sociation is itself important information and there is value, especially to formative and 
summative evaluations, in associating such discussions/rationale with specific 
ideas/sections. 
Database management tools can be built to analyze these interactions at the idea-
level to support formative and summative evaluation. 
3 Sharing Information Across Security Levels 
This section explores the problems of producing and consuming information at differ-
ent levels of classification and presents an architecture and strategy based on idea-level 
granularity to overcome these problems to enable successful collaboration across secu-
rity levels. 
Producers and consumers of classified information require secure access to essential 
information chunks that exist within documents. “With 14 million new documents 
stamped secret in 2003, the government created 60% more secrets in 2003 than in 2001 
– the biggest jump in secrecy for at least a decade [6]”. This trend has only accelerated. 
Government and non-government documents usually contain information of various 
classification levels, but are classified at the highest level. Serious problems include: 
collaboration across domains and security levels suffers; producers must classify too 
much information at higher levels; more people need higher security levels than war-
ranted with concomitant increases in administrative costs to investigate; information is 
less secure while costs to manage escalate; producers restrict access to classified infor-
mation because they fear leaks when non-essential consumers are granted access; con-
sumers, who are denied access to essential information, fail. 
Currently, multiple networks, file servers, and web servers are constructed for each 
sensitivity level, and individual documents are implicitly labeled by virtue of the net-
work from which they each are accessible. Similarly, a user's workstation is attached to 
a network matching their clearance level. This separation-of-networks approach has 
many disadvantages. For example, many users have to use multiple workstations with 
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consequent high hardware, space, weight, and power costs. In addition, the network 
infrastructure is inflexible in response to the formation of new coalitions. 
Consumers of classified information greatly outnumber producers. Therefore, 
providing consumers the right access, at the right time will provide immediate benefits 
while development will be easier and risk of failure reduced. Initially one can build a 
One-way, Multi-level Secure Access System [7] (see Fig. 2). Data will be stored only 
at a single level. A One-way Multi-level Security component could be constructed to 
mediate with a Secure Data Storage System provided by existing companies in the mar-
ketplace. Separate instances of the component would run for each security level. The 
component would only retrieve information from lower security levels, never write to 
lower security levels (one-way), never collate and display data that is above its security 
level, and be small to make formal testing easier. Then one can build separate function-
ality to produce (write) unclassified and classified information. Build one or more sep-
arate components for producers of classified information. Ultimately, integrate func-
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Fig. 2. Multi-level Secure Access System 
In summary, idea-level granularity enables securing information to maximize bene-
fits while minimizing costs: 1) Users may never view sections of documents for which 
they do not have clearance or approval. In fact since parts can be physically stored 
separately according to their classification, there is never a situation where a document 
contains classified information above the access level of the viewer. This is a major 
problem with redaction solutions. In redaction, the sensitive text does exist within the 
document and expensive, error-prone, and time-consuming actions must be taken to try 
and insure that it is blocked for certain levels of access before publishing. 2) Control is 
enhanced by controlling at the part-level what can be done; who can work on a part; 
when work can be performed; control from where work can be performed; control how 
work can be performed on a part, i.e., what procedures need to be followed, e.g., require 
two people at a certain access level, from authorized locations, to input unique codes 
before access to a part is allowed; and control work on a part based on why the work 
must be performed, e.g., viewing of a part is permitted in hot pursuit of terrorists in a 
homeland security emergency. 3) A statement within the shared document may be at a 
lower classified level, but there may be discussions and rationale associated with the 
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statement that are at a higher level, e.g., the design requirement for some part, such as 
a satellite, is specified for manufacturing, but the discussion, or parts of the discussion, 
for the rationale of the specification may be at a more secure level and not available for 
consumption by all. 
4 Supporting Collaborative Learning 
Collaborative learning can improve learning outcomes [8, 9, 10] and engender positive 
attitudes towards group work while overcoming racial and gender biases [11, 12, 13, 
14]. However, teachers are disinclined to use collaborative learning pedagogy because 
some students freeload and instructors can not identify individual contributions of 
group members [8].  Freeloaders may fail to learn, and those, who don’t freeload, de-
velop negative attitudes towards group work [8, 15]. 
Mitigating these problems will encourage instructors to incorporate more collabora-
tive learning opportunities, which matches the preference for women and non-tradi-
tional students for collaborative strategies. This will result in learning environments 
that encourage all students, including women and under-represented minorities, to ac-
tively engage in and enjoy learning more and develop more positive attitudes towards 
teamwork. 
Virtual Instructional Presence (VIP) encompasses, but extends beyond mere instruc-
tor and student social presence. VIP provides information to the instructor about the 
quality and quantity of student input within the learning process, thus facilitating form-
ative and summative assessments. Idea-level granularity allows individual contribu-
tions within collaborative group work to be identified, tracked, and analyzed over time. 
In essence, the instructor and student become “visible to each other.” This visibility 
provides an opportunity for the instructor to unobtrusively insert himself or herself into 
the group process to provide instructor value around identifiable contributions. Instruc-
tional value includes such things as assessment (evaluation), encouragement, guidance, 
answers to questions, suggestions, rationale, etc. Content can be provided in almost in 
any format, such as videos, spreadsheets, voice messages, etc. and can be associated 
with, but separately stored from, ideas. 
Research Method. Technology that supports idea-level granularity was used in mul-
tiple sections of the year-long capstone experience taught by the same instructor. Stu-
dents work with real-world clients over an academic year.  Students work in teams of 
approximately five people to a team, although team size can vary between 4 and 10 
people depending on the complexity of the project. In the first semester they learn anal-
ysis and design techniques and create detailed analysis and design documents. These 
documents can become quite large and some have grown to over 100 pages. In the 
second semester, teams program, test, and develop the user manuals for the application. 
Online, anonymous surveys were given after the end of the 2nd semester, after grades 
were assigned. Students were given extra credit before completing the survey based on 
their professed willingness to complete the survey. 
Results & Discussion. Samples from first class (13) and the second (12) were tested 
for independence and found to be from the same population, so they were combined. 
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This was the most difficult project ever for most students.  We were trying to understand 
if there is a cut-off point of difficulty where freeloading becomes more important, i.e., 
for more difficult, complex tasks is it much more important that participants contribute 
equally and not freeload, and therefore more important for technology to help mitigate 
freeloading in group work? However, students thought that it was similarly important 
in prior and current group work that team members needed to contribute equally. Stu-
dents felt they experienced less freeloading in the current, very demanding group task 
(although not statistically significant (.18)). Most importantly, students were more sat-
isfied with their group experience at a statistically significant level of .01. It seems 
reasonable that if higher performing students were more satisfied with more accurate 
assessment of their contributions and lower performing students freeloaded less, then 
these two factors can help to explain the greater satisfaction with this group experience. 
Students liked the fact that the instructor could more accurately ascertain individual 
contributions within their group work. Pearson correlations did not show a relationship 
between grade point average and the desire of students to have instructors assess their 
contributions.  Because of the limited data points, several correlations were run to iden-
tify if there was a cutoff point where students would not like this ability, i.e., we col-
lapsed the data into two values based on grade point average. There was a break point 
at 3.0, i.e., students above 3.0 liked it, but those below did not. There were few grades 
below 3.0, so this is being reported as something interesting that should be studied 
more. 
Students do not like others overwriting their work and they like capabilities that keep 
them from overwriting other people’s work. These data make sense and require more 
research. Some examples where the issue of control and overwriting are important in-
clude: some may have more expertise on parts of a document than others and should 
control content; some idea in a document moves to an accepted stage and should not be 
changed afterwards; instructionally, teachers need to understand who has contributed 
to ideas within group work and not just be provided with marked up versions that chron-
icle document changes. 
Students were positive about the value of the technology supporting collaborative 
learning pedagogy. Students were especially positive concerning: technology useful-
ness, enhanced sharing, virtual nodding, enabling give-and-take with the instructor, and 
chatting. 
5 Summary 
Documents are made up of many ideas. Many collaborative processes occur around 
ideas within a document, while much process support remains at the document/file-
level and not at the idea-level. The main purpose of this paper was to challenge accepted 
practices and explore the effect of moving away from document-level granularity to-
wards idea-level granularity. Idea-level granularity is proposed as a powerful, innova-
tive design construct that can impact a range of human work and organizations.  
Two very different applications were presented as examples of how broadly tech-
nology based on idea-level granularity can transform collaborative work. One discussed 
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sharing information across security levels within and among organizations, while the 
other reported on its affect in collaborative learning. 
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Abstract. In this paper, a review of the state of the art of theory associated with 
the young and quickly evolving Design Science Research (DSR) paradigm is pre-
sented. The core of the review consists of a structured literature search covering 
the senior scholars’ basket of eight from 1977 until the end of 2016, which re-
sulted in data set of 196 sources. An iterative, selective coding of the title and 
abstracts revealed four major grounded clusters (138 papers). Three clusters (93 
papers) were selected for co-citation analysis and augmented with additional for-
ward and backward searches. The co-citation analysis affords an objective look 
at the current state of theory use in DSR and allows for the systematic identifica-
tion of research opportunities. Altogether, the paper presents a multi-grounded 
DSR approach to literature reviews and contributes a reliable platform for further 
analysis and development of the DSR paradigm. 
Keywords: Design Science Research · Literature Review · Co-Citation Analy-
sis · Network Analysis 
1 Introduction 
One core idea of scientific enquiry is the generation of reliable abstract knowledge 
about phenomena that is applicable in a variety of contexts. Recognizing the importance 
of the design of artifacts, Simon [1] lay the foundations for a new kind of science, ex-
plicitly focused on design: the sciences of the artificial. Since then, research and design 
has been thoroughly entangled with many different perspectives regarding their rela-
tionship [2, 3]. Through the concerted effort of scholars providing evidence for the view 
that design is a valid form of scientific enquiry [4-7], design science research (DSR) 
has been emerging as a recognized research approach. During this process a key differ-
ence between traditional forms of scientific enquiry and DSR has become evident: 
whereas traditional forms of scientific enquiry are often focused on a specific aspect of 
a phenomenon (e.g., market transactions) investigated via a specific research method 
(e.g., qualitative or quantitative research) from the perspective of a specific discipline 
(e.g., economics), DSR is emerging as a generally boundary spanning and multi-para-
digmatic research activity focused on the design of ever more complex artifacts, which 
shape and are reshaped by associated disciplines [8]. A central question that arises in 
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this context is how does DSR deal with this complex entanglement of research areas 
and activities on a paradigm level?   
To start answering this question, this research-in-progress paper contributes a new 
perspective on the emerging DSR paradigm. It provides an up to date overview of the 
theories and opinions associated with DSR as presented in the IS senior scholars’ bas-
ket. The analysis builds on a keyword search, which identified 196 article records in 
total. This data set was investigated with an inductive-deductive coding procedure, 
which lead to the identification of four major clusters representing qualitatively 
grounded themes in the data. Moreover, to gain deeper insight into the intellectual struc-
ture of the research, three clusters were selected for co-citation analysis [9]. The co-
citation analysis suggests that the core concept at the center of research about DSR is 
the design theory. Furthermore, the co-citation analysis also supports the notion that 
DSR is still an emerging paradigm with research about DSR developing relatively iso-
lated from other research areas and their knowledge bases. 
This research makes two main contributions to the DSR knowledge base. First, the 
literature review provides several insights that may provide a platform for future re-
search. For example, the co-citation analysis suggests that the relationships between 
research about DSR and other research areas are not yet well defined and may be fruit-
fully developed by future research. Second, an existing literature review method is re-
fined and appropriated to the DSR paradigm. The resulting approach is useful in that it 
is conceptually simple, generic and, thus, easily tailorable to a specific context. As such, 
it can act as a framework for the analysis of the literature review process and support 
literature reviews that employ novel forms of analysis.  
The rest of the paper is structured as follows. First, the general approach of literature 
review is described in detail. Second, the specific analyses and results are presented. 
Third, the findings are discussed and evaluated in terms of their contribution to the DSR 
paradigm. Fourth, a short summary and conclusion are given. 
2 Literature Review  
 




The literature review followed a version of the four-phase tool-supported literature re-
view approach proposed by Bandara et al. [10] adapted to the DSR paradigm (see Fig. 
1). The core idea of the approach is to increase the rigor of the literature review with 
comprehensive tool support. Tools such as reference managers, qualitative data analy-
sis (QDA), or network analysis tools are used to extend the analyses that can be done 
based on the literature and associated metadata.  
The approach can be summarized as follows. In phase 1, the relevant literature was 
extracted from the knowledge base. This phase corresponds to a multi-staged search 
process for journals, databases, and finally literature based on keywords, references or 
citations [11] utilizing tools such as literature databases or citation analysis tools [10]. 
Table 1 summarizes the initial keyword search that the rest of the review is based upon. 
The literature search was supported by LitSonar.com [12] an online tool which can 
generate appropriate search queries for a variety of literature databases (i.e., it converts 
a generic search query as shown in Table 1 into queries tailored for selected databases). 
The exact queries used for the literature search, the resulting data set and other supple-
mentary data can be found at [13].  
Based on a search of the IS senior scholar's basket covering the years from 1977-
2016, a representative sample of 196 records from high quality research outlets was 
identified. A reference manager was used to consolidate the literature and associated 
meta data. Phase 1 was also revisited in a later stage when the Web of Science [14] was 
used to conduct a forward (a search for articles that reference a given article) and back-
ward search (a search for the references of a given article) for selected articles.  




("design science" OR "design theory" OR "design research" OR 
DSR OR artifact OR artefact) AND (framework OR theor* OR on-
tolog* OR paradigm OR concept OR model OR discipline) 
Journal Coverage Database Records 
JAIS 2000-2016 AISeL 53 27% 
MISQ 1977-2016 EBSCO BSC 41 21% 
JMIS 1984-2016 EBSCO BSC 23 12% 
EJIS 1991-2016 ProQuest 21 11% 
ISR 1990-2016 EBSCO BSC 18 9% 
JIT 1986-2016 ProQuest 17 9% 
JSIS 1991-2016 ScienceDirect 11  6% 
ISJ 1998-2016 EBSCO BSC 10 5% 
  Total 196 100% 
 
Afterwards, and extending Bandara et al. [10], the literature processing was realized in 
a multi-instance Design & Evaluate cycle with two main phases of organization & 
preparation as well as coding & analysis. The general goal or outcome of the literature 
processing are analysis artifacts (e.g., a concept matrix as described in [15] or illustra-
tions and data based on co-citation analysis [16]) that are "worth-while" to present to 
the scientific audience. "Worth-while" in this context relates to the subjective expecta-
tions of the scholars that are engaged in the processing. Expectations mainly emerge in 
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the organization & preparation phase and set the boundaries for the coding & analysis 
of the literature. The processing of the literature may be paused and continued until the 
expectations of the involved scholars are met (e.g., reviewers might request additional 
processing).  
In general, this literature review aims to integrate a neutral representation of DSR 
as a developing paradigm and its associated central issues for a general scientific au-
dience by covering a representative sample of high quality research. Towards this goal, 
multiple analysis artifacts were constructed as presented in this paper. 
3 Analysis and Results 
3.1 Initial Classification of Major Themes in the Data Set 
In an initial step, an inductive-deductive coding procedure was conducted by the first 
author utilizing a QDA environment. Inductive open-coding lead to the identification 
of goals, kernel theories, research methods, thematic as well as theoretical focus and 
perspective as core concepts that were used as a basis for further selective coding of the 
articles. This set the foundation for a thematic synthesis [17] which lead to the identi-
fication of four major themes (multi-classification possible), sic., applied DSR, about 
DSR, about information system as an artifact, and about information systems as a dis-
cipline in the data set. Table 3 details these themes with a coding example and includes 
a record count to help the reader gauge the prevalence of a given theme within the data 
set. 58 articles or around 30% of the data set could not be classified as relevant to the 
research question and were, thus, excluded from further analysis. 
Table 2. Overview of identified themes 
Theme Coding example Records 
Applied DSR "Using a design science approach [...]" [18] 64 33% 
About infor-
mation system 
as an artifact 
"[...] the nature of trust in technological artifacts is still an 
under-investigated and not well understood topic. [...] Con-
sumers treat online recommendation agents as 'social actors' 
and perceive human characteristics (e.g., benevolence and 
integrity) in computerized agents." [19] 
44 22% 
About DSR 
"Our primary objective is to propose a methodology for the-
ory-driven design. We enhance Walls et al.’s (1992) IS De-
sign Theory by introducing the notion of “applied behavioral 





as a discipline 
"We present an alternative set of heuristics that can be used 
to assess what lies within the domain of IS scholarship." [21] 35 18% 
 Total (distinct) 138 70% 
 
Based on this emersion in and parallel classification of the literature the goal of the 
review was refined into more specific research question: how does DSR deal with the 
complex entanglement of associated research areas and activities on a paradigm level? 
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To answer this question, a co-citation analysis of the three (meta-)research clusters was 
undertaken to gain insight into the intellectual structure of (meta)-research about DSR 
and how it has interacted with the rest of the research in the IS discipline [9, 16].  
3.2 Co-Citation Analysis 
 
Fig. 2. Co-citation network (nodes: 512; links: 2156; diameter: 9; average path length: 3,741; 
modularity: 0,709) based on forward and backward searches of the articles in all three selected 
literature themes (2470 records).  
Co-citation is a measure of the frequency with which two papers are cited together in a 
third paper [9]. Strong co-citation relationships have been argued to be associated with 
subject similarity or association of ideas and are, therefore, generally useful to identify 
and evaluate the intellectual structure of scientific literature [9, 16, 22]. In this view, a 
reference is seen as a symbol for a specific concept - it acts as a concept marker [23] - 
and if multiple authors cite the same references together, it reflects consensus in the co-
usage of concepts [22]. In simpler terms, a co-citation analysis explicates the relation-
ships that the general research community sees between a set of articles. 
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The goal of this specific co-citation analysis was to get a broad overview of how 
(meta-)research about DSR has interacted with the rest of the research in the IS disci-
pline. Towards this end, the previously identified themes about DSR, about information 
system as an artifact, and about information systems as a discipline were selected as 
the core data set for further analysis. The Web of Science1 (WoS) was utilized to per-
form forward and backward searches for every record in the data set.2 In total 2470 
records were identified. The co-citation analysis was conducted using CiteSpace [16] 
and Gephi [24]. CiteSpace was used for the construction of the co-citation network 
(configuration: time slicing: 1977-2016 in 1 year intervals; link retaining factor: 2; look 
back years: unlimited; selection criteria: g-index with k = 10; otherwise standard set-
tings). Gephi was used for visualization and network analysis. As co-citation networks 
are just unimodal undirected graphs, the standard algorithms for the calculation of be-
tweenness-centrality3 [25] and community detection [26] were used to facilitate the 
meaningful visualization and interpretation of the networks.  
Fig. 2 shows the co-citation network of the core data set with node size reflecting 
betweenness-centrality (i.e., more central nodes are larger) and node color community 
affiliation. Six major communities (each greater than 5% coverage, together about 72% 
of all nodes) were identified by a community detection algorithm and are annotated in 
the figure.  
4 Discussion 
The co-citation network suggests that the core concept at the center of research about 
DSR is the design theory. Walls et al. [27] seminal paper about design theories acts as 
the central hub and "point of origin" for the DSR cluster and is also a major hub in the 
network connecting DSR to other established research areas. As can be seen from Fig. 
2, research about DSR seems to be focused on developing this core concept of DSR 
and has not been co-cited with other research areas in a broad way. This is evidence for 
the notion that DSR is still an emerging paradigm with research about DSR being rela-
tively isolated from other research areas so far – including the integration of existing 
knowledge bases from other IS research areas. This view is further supported by the 
small size of the DSR cluster, which only covers about seven percent of the entire net-
work - even though the underlying data set is biased towards literature about DSR. The 
co-citation network also allows for a comparison between the clusters DSR and 
Knowledge-Intensive Systems / Big Data just above it. While both clusters consist of 
relatively new literature, Knowledge-Intensive Systems / Big Data is connected to sev-
eral older research areas whereas DSR remains largely isolated. This demonstrates that 
DSR is indeed seen by the community as a unique and emerging paradigm that is only 
in the process of being tied to the more established research areas. 
                                                          
1  http://apps.webofknowledge.com/ 
2  Six records could not be found in the WoS citation index. 
3  A general-purpose measure for the centrality of a node in a network. Defined as the number 
of shortest paths that pass through a node.  
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While this is somewhat to be expected as research about DSR is a rather new area, 
it leads to some interesting considerations regarding the way that the DSR community 
deals with the complex entanglement with associated research areas and activities. The 
clear separation indicates that the DSR community seems to pursue a defensive ap-
proach to the problem, with meta-research on DSR focused on defending the existence, 
identity and scientific rigor of DSR and prescriptive knowledge [5, 7, 27-29]. Research 
focused on integrating DSR with other research approaches has clearly not found its 
way into the mainstream, yet. This is somewhat surprising, as DSR is generally thought 
to encompass a diverse set of research activities [30] that resemble those found in es-
tablished research approaches [4]. For example, problem identification is strongly re-
lated to qualitative research methods for observation (e.g., case studies) and technology 
evaluation is linked to experimental research methods. Some researchers even go as far 
as to argue that any research is always an act of design [31]. Thus, research focused on 
integrating DSR with established research methods and paradigms seems promising. 
Interesting research questions that come to mind are, for example: How does DSR relate 
to qualitative research? How does DSR relate to experimental research? Can DSR in-
form or support these established research areas? What is the role of DSR for the field? 
What is the best strategy to establish DSR as a core integrator for the IS field?  
Future research should investigate the research question targeted in this paper in 
more detail. While the presented co-citation analysis allows for a rather unbiased view 
on the co-usage of concepts by the IS community, it necessarily lags cutting edge re-
search and emphasizes only the most recognized articles. An in-depth analysis and clas-
sification of the articles in the core data set is, therefore, already planned. 
While not the core focus of this paper, the presented literature review method is also 
viewed as a useful contribution to the knowledgebase. The existing literature review 
method by Bandara et al. [10] was refined and appropriated to the DSR paradigm. The 
resulting approach is useful in that it is conceptually simple, generic, extensible and, 
thus, easily tailorable to a specific context. It highlights that during a literature review 
many different types of analysis may be carried out (e.g., co-citation) and emphasizes 
the important coordinating and organizing role of reference management in this pro-
cess. As such, it can act as a framework for the analysis of the literature review process 
and may inspire meta-research targeted at improvement of literature reviews. For ex-
ample, reference management software vendors may use it to improve the coordination 
features (e.g., data storage, transformation and export capabilities) of their offerings. 
5 Conclusion 
This research-in-progress project set out to investigate the research question: how does 
a generally multi-paradigmatic and boundary-spanning research areas such as DSR 
deal with the complex entanglement of associated research areas and activities on a 
paradigm level? Towards this goal, a broad keyword search of high quality journals 
was performed. The resulting data set was qualitatively analyzed and segmented into a 
core data set of 93 article records. Additional forward and backward searches were then 
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conducted to augment the data set for a comprehensive co-citation analysis. The pre-
sented co-citation analysis affords a grounded view at the intellectual structure of re-
search about DSR and highlights the focus (in mainstream research) on differentiation 
of DSR against other research methods. This finding provides a valuable contribution 
for DSR researchers who may want to push the integration of DSR with established 
research methods (e.g., [32]) and the development of DSR as an integrative methodol-
ogy for the IS field (e.g., [33]) into the mainstream. The co-citation analysis highlights 
ample opportunities for future research into the integration of DSR into the IS-field.  
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Abstract. Crowdfunding has received increasing attention in the financial ser-
vices space in the past few years. This is because crowdfunding has become a 
viable alternative to traditional capital investment and thus a threat to investors 
in that sector. Various platforms exist which allow fundraisers to pitch an idea 
and spread awareness with the intention of acquiring backers. Most backers of 
crowdfunding campaigns come to the platform with the fundraiser rather than 
from the platform itself [25]. Fundraisers must find and engage a crowd and not 
rely on the platform for provision of the crowd. This paper sets out four action 
design principles for identifying and engaging a crowd. Using a boundary object 
theory approach, the crowdfunding campaign is broken down based on backer’s 
social worlds which define the crowd and their interests. 
Keywords: Crowdfunding · Boundary Object Theory · Social Worlds · Design 
Science. 
1 Introduction 
The literature on crowdfunding has been defined as embryonic [5]. Crowdfunding has 
been described as an open call to financially support specific parts of a project or idea 
[20].  
Research to date in the crowdfunding space has, for the most part, looked at the 
donations process and how projects become successful or not. There is a lack of pre-
scriptive literature based around how the fundraiser should identify, engage, and man-
age potential backers and the campaign in a way that will lead to success.  
Platforms such as Kickstarter aim to provide fundraisers with a ‘crowd’. This paper 
takes a different view on backers and where they come from. We argue that crowds are 
often attracted to a project not through the plat-form itself but through other channels 
including the relationship with the fundraiser. This suggests that backers often give 
money to one or more projects and may never back another project on the platform. 
This is based on evidence that many backers come from the inner circle of a fundraiser 
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and they are backing the project due to their relationship with the backer [1,12]. The 
inner circle is made up of those who can be reached personally and have a high rate of 
donation to crowdfunding campaigns [24]. Thus, the key factor to a successful crowd-
funding campaign is not the plat-form, but the crowd that a fundraiser brings to that 
platform [25]. The phrase ‘crowdfunding campaign’ in this study encapsulates the plan-
ning of and the execution of the fundraising and is not limited to the online aspect or 
the platform upon which the campaign exists. 
 
To achieve the desired contributions, the remainder of the paper is structured as fol-
lows. First, crowds are conceptualized as dispersed groups and the literature that points 
to this is investigated. Following on from this, a boundary object perspective of crowd-
funding is presented. We look at various applications of boundary object theory which 
are relevant to this study. The research method of action design research (ADR) is dis-
cussed next in relation to the needs of this study. The four concepts of boundary object 
theory are then applied to crowdfunding campaigns. This leads to four design principles 
which can be applied to crowdfunding campaigns to better understand and identify, 
engage, and manage backers. The principles aim to aid in the creation of successful 
crowdfunding campaigns. Finally, we apply these principles to real crowdfunding cam-
paigns to test their reliability. 
2 Crowds as Dispersed Groups 
Crowdfunding allows entrepreneurs to fund their efforts by drawing on relatively small 
contributions from a relatively large number of individuals using the internet, without 
standard financial intermediaries [18]. Backers are not only motivated to collect re-
wards, but also to help others, be part of a community, and support specific causes or 
projects [14,10]. It is intuitive that some backers may stumble across the project simply 
because they are frequent users of the platform chosen by the fundraiser. However, this 
research focuses on the other groups of people for whom a project has value, yet will 
not become participants unless they are proactively and deliberately sought out. Differ-
ent communities attach themselves to different settings.  Understanding these commu-
nities is central to ensuring utilization of the right communication channels to reach 
backers be it social media, forums, email etc. This means fundraisers need to under-
stand who the likely backers are and where they are to come from. Often a project in 
need of funding will appeal to multiple communities or crowds and this is when a fund-
raiser must prioritize and find the best strategy to spread awareness and gain backers 
[4,9]. Each of these communities may exist on different platforms so the fundraiser 
must try to bring these dispersed groups together to create the crowd which will support 
the project. 
3 Applying Boundary Object Theory to Crowdfunding 
This research will apply a boundary object approach to the crowdfunding campaign 
process. Before doing this the concept of boundary object theory and where it comes 
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from must be understood. Boundary objects are used to allow different social or soci-
otechnical environments to coordinate activities and share information [2,7]. There are 
four core concepts in boundary object theory: social worlds, translation, boundary ob-
jects, and coherence [22]. Boundary objects are described by Star and Griesemer [22] 
as adaptable to different viewpoints and robust enough to maintain identity across them.  
Applying a boundary object approach to an examination of crowdfunding platforms 
will lead to actionable findings which can be implemented in the creation of a crowd-
funding campaign. Boundary objects can be abstract, concrete or a mix of both. The 
original case study looked at by Worrall [26] looked at the maps of life zones in Cali-
fornia which were concrete for the more “professional biologists” but abstract for those 
from other worlds who were not as familiar with what life zones are. This idea can be 
seen when looking at crowdfunding platforms as backers see projects differently de-
pending on their backgrounds and other factors influencing decision making. In another 
example, Albrechtsen [3] looked at classification system in the Electronic Library as 
boundary objects. Albrechtsen put forward the idea that within an information ecology 
which consists of multiple agents, users and technologies all interacting together sim-
ultaneously, a one-size-fits-all paradigm cannot work. Instead a cooperative interaction 
must be sought. Take for example an augmented reality (AR) headset as a project on a 
crowdfunding platform, for experts in technology or the AR industry, the projects, its 
details and the interest of the backers will be concrete. Some potential backers may not 
have any understanding of the product but are aware of the focus on AR in the tech 
industry. To these potential backers, the project will be more abstract. The viewpoints 
and prior knowledge of backers may differ greatly but people from opposite ends of the 
spectrum will back the project regardless.  
A further example is the use of a boundary object perspective in cross-border disaster 
management systems [6]. These applications demonstrate the need to bring a diverse 
crowd of actors together as one, even if only for a small subset of tasks or short periods 
of time. 
When creating a crowdfunding campaign, looking at the different possible backers 
and what motivates them to back a project, a one-size-fits-all approach will not work. 
Because of the different social worlds involved a key step in creating a successful 
crowdfunding campaign is acknowledging this fact. 
4 Method 
It was decided that the best way in which to derive principles to identify, engage, and 
manage backers in a crowdfunding campaign was to use action design research (ADR) 
[21]. ADR is similar to design science in that it focuses on the creation of prescriptive 
artefact-related knowledge [13,16]. However, it differs in that, while the IT artefact is 
still at the heart of the study, the design is also likely to include supporting institutional 
or social structures [15,19]. This often involves iterative improvements of design prin-
ciples based on observed outcomes [21]. 
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5 Applying 4 Concepts of Boundary Object Theory to 
Crowdfunding Campaigns 
5.1 Social Worlds 
The concept of social worlds was developed by Strauss [23] as part of the symbolic 
interaction school of sociology that originated at the University of Chicago. Since then, 
other scholars have operationalized this concept of social worlds to the study of groups 
in a variety of context [26]. One example involves McKnight and Zietsma’s [17] study 
of the forest industry in British Columbia, specifically around Different social worlds 
were identified and a development partnership was formed that included forest compa-
nies, environmental NGOs, governments, and community members. In terms of creat-
ing a crowdfunding campaign, social worlds should identify the various groups of po-
tential backers and, consistent with the symbolic interactionist origins of the concept, 
characterize their communication and interaction norms. Thus,  
 
Design Principle 1: Crowdfunding campaigns need to identify different groups of po-
tential backers and identify dominant norms in those groups 
5.2 Translation 
Translation is defined by Star and Griesemer [22] as follows: 
In order to create scientific authority, entrepreneurs gradually enlist participants 
from a range of locations, re-interpret their concerns to fit their own programmatic goals 
and then establish them-selves as gatekeepers.  
Thus, it can be concluded that translation is the act of reconciling alternative mean-
ings for objects, methods and concepts across each of the related social worlds. 
Translation is likely to be important when creating a crowdfunding campaign as it 
provides a clear link to all the different social worlds. Backers will not all have the same 
level of understanding or interest in certain aspects of a project; rather they will often 
latch onto certain aspects that appeal to their personal interests or values [11]. Innocen-
tive, a crowdsourcing platform for large corporations understands the importance of 
translation. One of the benefits of using the platform is that they help challenge creators 
to draft the challenge in such a way that it will be understood by as many people as 
possible as they know that ideas can come from any background or discipline, not just 
the one specific to the project. Thus, in a crowdfunding context, translation requires 
that returns and the manner in which they are communicated match the values and in-
terests of specific social worlds.  
 
Design Principles 2: Crowdfunding campaigns need to design and pre-sent returns in 
a manner that appeals to the specifically targeted social worlds 
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5.3 Boundary Objects  
The concept of a boundary objects is the most unique contribution from Star and 
Griesemer [22]. Boundary objects are needed where social worlds intersect, effectively 
enacting translation processes. Boundary objects can be molded to fit multiple social 
worlds simultaneously. The case study which led to the development of boundary ob-
jects was Star & Griesemer’s look at the Berkley Museum of Vertebrate Zoology, in 
which they noted how similar artefacts took on subtly different meanings for different 
groups, generally with positive effects.  
This view suggests crowdfunding campaigns must be treated as more than a webpage 
and seen as an ever-evolving sociotechnical artefact balancing participation and trans-
lating interactions between different social worlds. The crowdfunding campaign is 
where all backers come together as one and where there must be a common understand-
ing as to what the project entails and what the funding is being used for. This is one 
reason why campaigns typically make use of social media, email, face-to-face and 
many other forms of interaction [18].  
 
Design Principle 3: Crowdfunding campaigns must create an assemblage of artefacts 
capable of translating content and balancing participation across each of the related 
social worlds. 
5.4 Coherence 
The concept of coherence occurs if a boundary object successfully balances participa-
tion among social worlds over time [22]. The dynamic and shifting nature of this par-
ticipation means that any number of coherent sets of translations may be possible at 
some point in time [26]. A failure to understand this is one reason why one-size-fits-all 
approaches to classification tools often fail to fulfil their full function [3]. Viewing 
backers in a crowdfunding context as users (at least of the boundary object) suggests 
that differing intentions and motives for backing a project means various groups must 
be managed independently at specific times. There is evidence that communication 
evolves over time in a way that may create new norms [4,8,10]. There is also evidence 
that communication tends to be stronger when first creating a crowdfunding campaign 
but falls away over time, e.g. a lack of regular check-ins with backers can cause unrest 
and support may waiver [18].  
 
Design Principle 4: Crowdfunding campaigns should create an ongoing communica-
tion strategy which is specific to each social world.  
6 Preliminary data gathering and anticipated conclusions 
Preliminary research was performed by assisting in a small fundraising campaign for a 
board game café in north west Europe. The principles were applied to increase the reach 
of the campaign and encourage the use of stretch goals to increase participation. The 
campaign exceeded its tar-get of €5,000, raising over €6,000 (€4,000 of which in the 
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final three weeks after the researchers became involved). Feedback from the fund-raiser 
was positive, though it was clear the principles required substantial interpretive work 
to operationalize, meaning examples were especially valuable. The fundraiser felt the 
principles were also useful as a general tool for mindfully considering potential cus-
tomers in the future and for keeping them engaged as the campaign moves forward.  
A larger study is currently underway to fundraise for a charity that focuses on home-
lessness. The principles have been used to identify several groups, to plan rewards tar-
geting each and events to spread awareness. Champions are also being recruited for 
tighter social worlds where social media and email access is not feasible. Again, feed-
back from the fund-raiser has been positive, particularly with regards to increasing stra-
tegic clarity and providing a structure to fundraising activities.  
7 Contributions 
7.1 Contribution to crowdfunding 
There has been research to date which has looked at crowdfunding campaigns and their 
success or failure. However there have been few comprehensive application of bound-
ary theory when looking at crowdfunding campaigns to date. This new way of looking 
at campaigns brings a new insight to the process of creating a successful crowdfunding 
campaign. Boundary objects are flexible enough to be understood by individual groups 
while being rigid enough to be independent of any one group. As a means of under-
standing communication among heterogeneous groups, viewing a process as a bound-
ary object can help bring together a crowd of diverse people with different knowledge 
bases, motivations and locations. This is why it fits perfectly into crowdfunding in 
terms of identifying and engaging backers.  
7.2 Understanding Boundary Objects in General 
Boundary object theory is well explored in research in general and has been applied to 
many different contexts. With each application it be-comes easier to understand and 
opens it up for understanding by experts in a different field. The boundary object ap-
proach proved useful in the context of creating a crowdfunding campaign and thus can 
be used going forward as a successful application of boundary object theory. 
7.3  Prescriptive Design Principles 
The upshot of this paper is a set of principles which can be followed by fundraisers 
leading to a better understanding of potential backers and how to engage them. Alt-
hough the paper is specific to crowdfunding, the principles which come out of the paper 
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Abstract. Designing can be viewed as a collective activity that accumulates and reuses 
knowledge over time and, in the information systems field, such knowledge often 
takes the form of design principles. While design principles are now a predominant 
from to capture, accumulate, and reuse design knowledge, their reusability cannot be 
taken for granted. In this paper, we present the preliminary findings of an ongoing 
series of experiments that aim to explore the characteristics of design principles that 
facilitate or inhibit their reuse. Our preliminary findings suggest that, interestingly, 
these characteristics occur as contradicting elements. We situate the tensions in the 
light of hermeneutics, expert intuition, and C-K design theory. We hope that, through 
our ongoing work, we can trigger further discussion on design principles reuse in the 
DSR community. 
Keywords: Design principles · Knowledge reuse · C-K design theory 
1 Introduction 
It is not an overstatement to consider designing as a fundamental human activity, since we 
use it in various life domains, from solving problems and exploring the unknown territories 
in the universe to creating our future for better or worse [1]. Good design can go far beyond 
a single success story. Once the knowledge that underlies a specific design is captured in a 
sufficiently abstract way, it can inform other design endeavors in similar areas. On this view, 
designing is a collective activity that accumulates and reuses design knowledge over time. 
In the Information Systems (IS) field, design principles are now a predominant way to cap-
ture, accumulate, and reuse design knowledge [2, 10]. They have been defined as 
“knowledge about creating other instances of artifacts that belong to the same class” [3, p. 
39]. 
As is the case for other forms of knowledge, design principles can be reused as they are, but 
designers can also modify or recombine them with other forms of abstract and practical 
knowledge [4]—and reuse can be facilitated by enhancing the reusability attribute of the 
design knowledge itself [5]. Therefore, we ask, what characteristics can enhance the reus-
ability of design principles?  
In this research-in-progress paper, we present and discuss the preliminary findings of a study 
that is part of larger series of experiments, with the main goal of addressing this question. 
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Interestingly, our preliminary findings suggest that the design principles formulated by ex-
pert designers are rich in tensions and contradictions, and they give us important insight 
about the reuse of design principles. By focusing on the characteristics of design principles, 
we contribute to the ongoing debate on how design principles should be formulated and 
used in IS [9, 30]. Notably, the characteristics of design principles have gained increased 
attention in various disciplines, such as educational technology [6], mechanical design [7], 
organizational design [8], and indeed IS [9]. Before presenting our preliminary findings and 
our discussion, we first characterize the key concepts and briefly describe the overall re-
search design and more specific research procedures. We conclude with a brief outlook on 
future studies that aim at addressing the characteristics of reusable design principles in IS. 
2 Characterizing Design and Design Principles Reuse  
2.1 Design and Redesign  
The analysis of design activities has undergone several paradigm shifts over the past years. 
Initially seen as being similar to decision making and problem solving [10] and structured 
into a process that emphasizes objectivity and rationality—what Cross [11, p. 1] dubbed 
“scientised” —design problems have been identified as wicked problems [12, 13] that call 
for a different approach. The last decades saw the turn into viewing design as a reflective 
practice [14-16] and an expandable rationality [17]. Considered a reflective practice, design 
incorporates both technical knowledge and artistry and occurs as a reflective conversation 
between designers, their actions, and their situations [14]. Seen as an expandable rational-
ity—an extension of Simon’s concept of bounded rationality—design should not be reduced 
to problem solving, even though it involves problem solving [17]. Therefore, design is both 
rational and reflective [16, 18].  
In spite of the differences between various approaches employed in studying design, all of 
them tend to follow complementary traits or logics of design [19]. These traits can be sum-
marized as “recognition of the unknown, propagation of the concept based on available 
knowledge, and generation of new concepts” (p. 4). Design is also viewed as redesign [e.g., 
20], because it “is never a process that begins from scratch […] There is always something 
that exists first as a given, as an issue, as a problem” [21, p. 5]. This argument, however, is 
not to be confused with the notion of redesigning by users [cf. 22, p. 99] that rather deals 
with product adjustments or uses that differ from the intention of its designer.  
2.2 Design Principle Reuse  
We argue that design knowledge is passed from one (re)design situation to another. Design 
knowledge is generally defined as the knowledge “of and about the artificial world and how 
to contribute to the creation and maintenance of that world” [23, p. 6]. Such knowledge is 
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gained by engaging in the activity of designing and producing artifacts, as well as by re-
flecting upon and using those artifacts [23].   
As is the case for other forms of knowledge, design principles can be reused  as they are, 
but designers can also modify or recombine them with other forms of knowledge [4]. Even 
though reusing is often seen synonymous to repetition, reuse has been observed in contexts 
where innovation is the main goal [24, 25]. In reuse, design principles are often treated as 
“guidelines for making design decisions” and guidelines in navigating “through the design 
space and obtain an effective design” [24, p. 67].  Knowledge reuse can be facilitated by 
enhancing the reusability attribute of the design knowledge itself (e.g., capturing and docu-
menting knowledge) or making knowledge transfer among designers easier (e.g., develop-
ing and maintaining good repositories for knowledge dissemination [5]). For knowledge 
reuse to take place, a community of practice needs to share a common knowledge base, 
which can also be assumed for the designer community [26]—including the IS field. The 
focus of this research is on inferring what specifically matters about design principles that 
makes them effectively reusable for designers.  
2.3 Tensions and Paradoxes in Design and Design Principles Reuse  
Paradoxes embrace “contradictory yet interrelated elements [27]—elements that seem ‘log-
ical’ in isolation but absurd and irrational when appearing simultaneously [28, p. 760]. In 
this paper, we utilize the notion of tension to soften the claim of something being a paradox. 
Prominent scholars have noted that design is “nothing if not full of paradoxes and contra-
dictions. Divergent and convergent thinking are at its core. The new and the old. Letting the 
mind wander and focusing it” [22, p. 7]. Some even went on to define design as “the reso-
lution of paradoxes between discourses in a design situation” [16, p. 17]. Similarly, IS DSR 
scholars have identified the ambiguity of the word “design,” that is both a verb and a noun 
[e.g., 29]. The basic trait of design theory —and thus design principles—has even been put 
forward as the “creation of the language of the unknown and generativity” [19, p. 5], which 
again indicates a tension of known/unknown at work. Against this background, we postulate 
that design principles reuse contains tensions and even paradoxes. The first step towards 
enlightenment, we argue, is therefore the recognition of the tensions and paradoxes to be 
resolved in order to enhance the reusability of design principles.  
3 Method 
3.1 Overview of Research Design 
This research continues the collective attempt to understanding what makes up design prin-
ciples in IS [e.g., 9] and through which mechanisms designers reuse design principles [e.g., 
30]. Inspired by Barbara Tversky’s works with her colleagues on designing instructions 
[e.g., 31, 32], this research is designed as a series of experiments that can be summarized in 
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three key stages: (1) production of design principles; (2) formulation preference; and (3) 
output comparison. Due to space restriction, this paper only elaborates on the design of the 
first study and reports on its preliminary findings. 
3.2 Production of Design Principles 
The voluntary participants in our study on the production of design principles (i.e., the first 
in a series of three key studies) are User Interface (UI) designers with several years of ex-
perience, who speak English in their professional setting. We provided the participants with 
a smartphone with an energy conservation application (app), two sheets of paper, two pens, 
and a box of coloring pencils. The particular app was selected for its high user rating and 
intuitive design and because its domain is not too familiar, so that the participants still need 
to think and reflect when completing the task.    
The participants were first asked to use the already launched app on the smartphone given 
to them in any way they felt comfortable with. They were given the task to understand what 
the app is for, how it is designed, and what users can do with it. They were also specifically 
asked to think about how they can design a similar app. Next, they were asked to produce a 
set of design principles that is aimed at UI designers like themselves. We gave the partici-
pants neither time constraint nor brevity constraint in completing the task. The instruction 
goes as follows [adapted from 32]: 
“Suppose other User Interface (UI) designers want to design a similar app and ask 
you for advice. Please write some guidelines to help them designing the app, so that 
they can make their design decisions efficiently. You can use a combination of pic-
tures and words. The pictures can be sketches; there is no need to worry about the 
way they look, as an artist will do the actual drawings. Please ensure that the guide-
lines are straightforward and easy to understand by your fellow designers.” 
4 Tensions and Paradoxes in Design Principles (DP) Formulation 
and Reuse 
4.1 A Brief Summary of Preliminary Analysis and Findings 
At the time of writing this research-in-progress paper, we have collected four sets of design 
principles from practicing designers (referred to as D1, D2, D3, and D4) with at least five 
years of professional experience. In accordance with the exploratory nature of this study we 
tried to identify similarities and differences among the four sets of design principles, as well 
as among the individual sets of design principles, without any predefined rules. Due to the 
brevity constraint, we summarize the preliminary findings as the following contradicting 
elements and discuss them in light of several theoretical narratives.   
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#1 Mapping problem space vs. solution space: D1 and D3 said much about the app fea-
tures (e.g., “illustrate the savings-level of the user with a photo”), while D2 and D4 also 
considered the user’s perspective (e.g., “show and track how much energy, trees and water 
[people] saved with their actions“). The former corresponds to the solution space, while the 
latter to the problem space. These tendencies and their potential implications have been dis-
cussed in depth in [9].   
#2 Design principles as rules vs. lessons learned: While most of the proposed guidelines 
are rule-like (i.e., they are based on what works well in the current app and other proofs-of-
concept), we found some to be strikingly intuitive (e.g., “gamification makes the app inter-
esting” and “don’t let people add as many activities as they want because they can lose the 
motivation to do any of them looking at the long list” by D4). The latter statements are 
rooted in expertise intuition gained by accumulating lessons learned in doing design. A sim-
ilar distinction has been put forward in [33].  
#3 Positive vs. negative knowledge: Two of our participants (D3 and D4) proposed how 
to improve the app design. While D3 suggested incremental improvement (such as the 
presentation of activities as push cards), D4 began critiquing the current design and stating 
guidelines on what not to do (e.g., “don’t put the formulas (calculation) on the app but on a 
separate webpage”) before saying what to do.  
#4 Design principles in pure textual form vs. in combination with visual cues: While 
not being strictly paradoxical in nature, participants’ preference in using only text or a com-
bination of text and sketch is worth noticing. Recall that all participants were given the same 
instruction (Section 3.2). We observed only very slight differences in the text lengths, where 
the standalone ones were slightly longer (by D3 and D4) and more elaborate than those that 
were in combination with sketches (by D1 and D2).   
4.2 Discussion 
What are the implications of these preliminary findings in the discourse of design principle 
formulation and reuse? In the following sections, we address this question in light of some 
established streams of thought.  
DP Formulation and Reuse in Light of Hermeneutics  
It has been suggested that the first act of understanding takes the form of a guess [34].  This 
means, “we have to guess the meaning of the text because the author’s intention is beyond 
our reach” (ibid). The important step comes thus after guessing, namely the validation of 
the guess. The validation is not necessarily an empirical verification that leads to a true/false 
conclusion, but rather showing that “an interpretation is more probably in the light of what 
we know” (p.76).  
This idea can be applied to describe how a designer reuses design principles that are formu-
lated in textual form. We can argue that reusing begins with understanding, which in turn 
starts with guessing the essential knowledge that can be derived from the design principles 
185 
 
and followed by a validation of the guess. A similar idea was also captured in Nonaka and 
Takeuchi’s [35] SECI portrayal of knowledge dimensions and the dynamics among them. 
Using their terms, what Riceour has proposed can be restated as follows. The knowledge 
gained through and employed throughout designing is crystallized in a set of design princi-
ples. When other designers try to reuse the knowledge, they first internalize the design prin-
ciples, combine them with their expertise and experience, and then generate new concepts 
to be applied into their design situation. But in how far does the expertise matter? 
DP Formulation and Reuse, Best Practices and Expert Intuition  
The debate between the importance of best practices (rules) drawn from evidence versus 
expert intuition has been going on among cognitive scientists [36]. Rules and expert intui-
tion often contradict each other. On the one hand, rules are considered “an important oppor-
tunity for any community to shed outmoded traditions and unreliable anecdotal procedures” 
since “they enable organizations to act in a consistent way” [37, p. 253]. On the other hand, 
the same authors expressed their concern that “practitioners in a variety of disciplines may 
have trouble gaining expertise if they just mechanically apply prescribed rules” [37, p. 250]. 
Applying the tension to our preliminary findings, we can say that even though design prin-
ciples can contribute to enhanced reliability of the design outcome, we need to find a right 
balance between design principle reuse and reliance on designers’ expertise in order to avoid 
unreliable procedures on the one hand and not to constrain innovation on the other. This line 
of thinking is consistent with the common approach of managing codified knowledge in a 
learning organization that keeps a healthy amount of tacit knowledge [e.g., 38]. 
C-K Design Theory and DP Formulation and Reuse  
The C-K design theory was proposed by Hatchuel and Weil [39, 40] with the goals of of-
fering a clear and precise definition of design and going forward from the idea of design 
being nothing else than problem solving to design as being an integration of creative think-
ing within problem solving. According to this theory, design happens in two spaces—a 
knowledge space (K) and a concept space (C). All propositions of K have a logical status 
(true or false), while the propositions in the C space have no logical status in a space K and 
have a tree based structure.  
Design is then defined as (a) the process “by which a concept generates other concepts or is 
transformed into knowledge, i.e., propositions in K” [40, p. 5] and (b) the process “by which 
KC disjunctions are generated, then expanded by partition or inclusion into CK con-
junctions” (p. 8). Please consult [39, 40] for an in-depth explanation. This theory postulates 
two types of creativity (p. 12): C-k creativity or a “conceptual innovation” that involves 
adopting daring concepts but then quickly looking for new knowledge expansion outside 
the team; c-K creativity or an “applied science” where one adopts an acceptable concept that 




The proponents of the C-K theory once asked, “what is the impact of knowledge codification 
on the ability to design?” [40, p. 13]. We can address this question by putting the C-K theory 
into the phenomenon of designers reusing design principles. On the one hand, we expect to 
find c-K creativity, because available design principles add to designers’ K space. In this 
case, designers already know what works well and can therefore apply the knowledge in 
attaining their goals. Nevertheless, this conjecture only holds given that we assume design 
principles to have a logical status following a rigorous validation and thus being part of the 
K space (i.e., rule-based). If design principles are assumed to be propositions in the C space 
(i.e., lessons learned), on the other hand, we can expect to see either a conceptual innovation 
(C-k) or simply a design activity that is not innovation-oriented. This tension will be ad-
dressed in our future studies. 
5 Conclusion and Outlook 
Good design can go far beyond a single success story. Once the underlying knowledge is 
captured, it can inform other design endeavors in similar areas. Design principles are an 
appropriate vehicle to disseminate knowledge contributions of design science research 
(DSR) endeavors [10], and it is thus important to account for artifacts’ instantiation validity 
[11, 12] and the reusability of design principles. Through this paper, we would like to kindle 
a discussion in the DSR community on the characteristics of reusable design principles or 
design theory [41, 42]. We took a first step by illuminating the contradicting elements in 
design principles formulation and by discussing the possible implications for design princi-
ple reuse in light of hermeneutics, expert intuition, and C-K design theory. Our ongoing and 
further research follows the previously discussed research design—we will empirically 
compare and contrast the contradicting elements of design principles in terms of designers’ 
preference (stage 2: formulation preference) and the resulting design process and products 
(stage 3: output comparison). We hope that this research will make a contribution to devel-
oping a strong body of prescriptive knowledge in IS that is reusable and actionable.  
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