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RIGIDITY IN HIGHER REPRESENTATION THEORY
SABIN CAUTIS
Abstract. We describe a categorical g action, called a (g, θ) action, which is easier to check in
practice. Most categorical g actions can be shown to be of this form. The main result is that a (g, θ)
action carries actions of quiver Hecke algebras (KLR algebras). We discuss applications of this fact to
categorical vertex operators, affine Grassmannians (or Nakajima quiver varieties) and to homological
knot invariants.
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1. Introduction
The higher representation theory of Kac-Moody Lie algebra g involves the action of Uq(g) on cate-
gories. This means that to each weight λ of g one assigns an additive (graded) category C(λ) and to
generators Ei and Fi of Uq(g) one assigns functors Ei : C(λ) → C(λ + αi) and Fi : C(λ + αi) → C(λ).
These functors are then required to satisfy certain relations analogous to those in Uq(g). For example,
the relation [Ei, Fi] =
Ki−K
−1
i
q−q−1 becomes
EiFi|C(λ) ∼= FiEi|C(λ)
⊕
[〈λ,αi〉]
idC(λ) if 〈λ, αi〉 ≥ 0(1)
FiEi|C(λ) ∼= EiFi|C(λ)
⊕
[−〈λ,αi〉]
idC(λ) if 〈λ, αi〉 ≤ 0.(2)
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Since such categorical actions involve functors one would like to understand their natural transfor-
mations. For instance, one might wonder about End(EiEi) or End(EiEj) or any other composition of
E’s and F’s. Moreover, these natural transformations should induce the isomorphisms in (1) and (2).
One answer to this question is given by Khovanov-Lauda [KL1, KL2, KL3] and Chuang-Rouquier
[CR, R]. They suggest that one should require the endomorphism algebras of composition of E’s to
be certain Hecke quiver algebras (or KLR algebras). More precisely, Khovanov-Lauda show that these
algebras, together with several other explicit natural transformations relating E’s and F’s, determine
all the necessary isomorphisms of functors such as the ones in (1) and (2). In this sense this gives a
categorification of quantum groups by replacing isomorphisms of functors with equalities of natural
transformations.
On the other hand, suppose one is given a “naive” categorical action of g. This means that we have
categories C(λ) and functors Ei,Fi together with the knowledge that certain compositions of functors,
such as those in (1) or (2), are isomorphic. There are many examples of such actions (see section 1.2
for a couple). In such cases there is little reason to expect the quiver Hecke algebras to act. In other
words, one would expect the space of natural transformations, between say compositions of E’s, to
depend on the choice of categories C(λ).
The purpose of this paper is to show that, under some mild conditions, a naive categorical action
of g carries an action of the quiver Hecke algebras by natural transformations. This is a rigidity result
for the higher representation theory of Kac-Moody Lie algebras g because it implies that the spaces of
natural transformations are determined by g.
We do not know if such rigidity phenomena are common. For example, it is not clear the extent to
which similar results hold for the higher representation theory of the Heisenberg algebras from [CLi1].
1.1. Main results. In section 2.2 we introduce the concept of a (g, θ) action. Roughly this is a naive
categorical g action together with another piece of data θ. The main result of this paper, Theorem 2.2,
states the following.
Theorem 1.1. A (g, θ) action carries an action of a quiver Hecke algebra (modulo transient maps).
Remark 1.2. Transient maps are certain negligible 2-morphisms as defined in section 7. If g = sln
then this result holds without having to mod out by transient maps (section 12).
The definition of a (g, θ) action is designed to be as minimal as possible so that it is easier to check
in examples. For example, we do not require the existence of divided powers E
(r)
i and F
(r)
i . These only
appear a posteriori as a consequence of the affine nilHecke relations. We also do not require the Serre
relation nor the commutativity relation EiEj ∼= EjEi when 〈αi, αj〉 = 0.
The proof of Theorem 2.2 is largely based on a sequence of Hom-space calculations. For exam-
ple, one can show by using adjunction together with isomorphisms (1) and (2) that Hom(EiEj ,EjEi) is
one-dimensional if 〈αi, αj〉 = 0. Thus, up to rescaling, this gives us a map Tij : EiEj → EjEi which sub-
sequently turns out to be the isomorphism EiEj ∼= EjEi. These Hom-space calculations are performed
in a series of Lemmas in the appendix. They reflect a certain rigidity of categorical g actions.
Finally, Theorem 2.2 together with the main result of [CLa] implies the following.
Corollary 1.3. A (g, θ) action induces a 2-representation in the sense of Khovanov-Lauda (modulo
transient maps).
Remark 1.4. As before, if g = sln then the condition on transient maps is not necessary.
Recall that a 2-representation in this sense is a 2-functor U˙Q(g)→ K. Here U˙Q(g) is the 2-category
defined by Khovanov-Lauda which categorifies g while K is the target category.
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1.2. Applications. In section 14 we discuss three applications of Theorem 2.2.
The first application (section 14.1) is to categorical vertex operators. In [CLi2] we construct a (gˆ, θ)
action on the homotopy category of a categorification FΓ of the Fock space for a particular Heisenberg
algebra hΓ. Corollary 1.3 implies that this action can be lifted to a 2-representation of U˙Q(gˆ) (in this
case there are no transient maps to worry about).
It is interesting to note that in this case it is very difficult to work with (or even define) divided powers
E
(k)
i and F
(k)
i . Likewise it is very difficult to check the Serre relation. Subsequently the computations
in [CLi2] are made tractable because a (g, θ) action does not require checking either of these relations.
A second application is to geometric categorical g actions (section 14.2). We show that such a
geometric action, defined in [CK3], induces a (g, θ) action (essentially, a geometric categorical g action
is a geometric way to define a (g, θ) action). This implies that the quiver Hecke algebras act on the
2-category KnGr,m constructed in [CKL1, C] using coherent sheaves on certain varieties Y (λ). These
Y (λ) are convolution varieties obtained from the affine Grassmannian of PGLm. As in the previous
example, this action of the quiver Hecke algebras is difficult to see directly.
For our final application (section 14.3) we discuss how the rigidity of categorical g actions implies
a rigidity for knot homologies. More precisely, in [C] we explained how to use categorical (sl∞, θ)
actions to define homological knot invariants. By Corollary 1.3 we know any such action lifts to a
2-representation of U˙Q(sl∞). Subsequently this knot invariant does not depend on the particular 2-
representation we choose. In particular, this means that various homological knot invariants defined
by very different means (coherent sheaves, category O, matrix factorizations, foams, etc.) must be
isomorphic.
Acknowledgments. Research was supported by NSF grant DMS-1101439, NSERC grant and the Tem-
pleton foundation.
2. (g, θ) actions
2.1. Notation. Fix a base field k, which is not assumed to be of characteristic 0, nor algebraically
closed. Let Γ be a connected graph without multiple edges or loops and with finite vertex set I (i.e.
simply laced Dynkin diagram). In addition, fix the following data.
• a free Z module X (the weight lattice),
• for i ∈ I an element αi ∈ X (simple roots),
• for i ∈ I an element Λi ∈ X (fundamental weights),
• a symmetric non-degenerate bilinear form 〈·, ·〉 on X .
These data should satisfy:
• the set {αi}i∈I is linearly independent,
• Ci,j = 〈αi, αj〉 (the Cartan matrix) so that 〈αi, αi〉 = 2 and for i 6= j, 〈αi, αj〉 ∈ {0,−1}
depending on whether or not i, j ∈ I are joined by an edge,
• 〈Λi, αj〉 = δi,j for all i, j ∈ I.
We will often abbreviate 〈λ, αi〉 = λi and 〈αi, αj〉 = 〈i, j〉. The root lattice will be denoted Y and
Yk := Y ⊗Z k. Associated to a Cartan datum we fix a choice of scalars Q consisting of tij ∈ k
× for all
i 6= j ∈ I such that tij = tji if 〈i, j〉 = 0.
2.2. Definition of (g, θ) actions. Associated to Γ we have a Kac-Moody Lie algebra g. A (g, θ)
action consists of a target graded, additive, k-linear idempotent complete 2-category K where the
objects (0-morphisms) are indexed by λ ∈ X and equipped with
(i) 1-morphisms: Ei1λ = 1λ+αiEi and Fi1λ+αi = 1λFi where 1λ is the identity 1-morphism of λ.
(ii) 2-morphisms: for each λ ∈ X , a linear map Yk → End
2(1λ).
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Remark 2.1. We will abuse notation and denote by θ ∈ End2(1λ) the image of θ ∈ Yk under the
linear maps above.
By a graded 2-category we mean a 2-category whose 1-morphisms are equipped with an auto-equivalence
〈1〉. K is idempotent complete if for any 2-morphism f with f2 = f the image of f is contained in K.
On this data we impose the following conditions.
(i) Hom(1λ,1λ〈l〉) is zero if l < 0 and one-dimensional if l = 0 and 1λ 6= 0. Moreover, the space
of maps between any two 1-morphisms is finite dimensional.
(ii) Ei and Fi are left and right adjoints of each other up to specified shifts. More precisely
(a) (Ei1λ)R ∼= 1λFi〈λi + 1〉
(b) (Ei1λ)L ∼= 1λFi〈−λi − 1〉.
(iii) We have
EiFi1λ ∼= FiEi1λ
⊕
[λi]
1λ if λi ≥ 0
FiEi1λ ∼= EiFi1λ
⊕
[−λi]
1λ if λi ≤ 0
(iv) If i 6= j ∈ I then FjEi1λ ∼= EiFj1λ.
(v) If λi ≥ 0 then map (IθI) ∈ End
2(Ei1λFi) induces an isomorphism between λi+1 (resp. zero)
of the λi + 2 summands 1λ+αi when 〈θ, αi〉 6= 0 (resp. 〈θ, αi〉 = 0). If λi ≤ 0 then the
analogous result holds for (IθI) ∈ End2(Fi1λEi).
(vi) If α = αi or α = αi+αj for some i, j ∈ I with 〈i, j〉 = −1 then 1λ+rα = 0 for r ≫ 0 or r ≪ 0.
(vii) If δ = αi+αj +αk with i, j, k ∈ I a triangle in the Dynking diagram or δ = αi+αj +αk+αλ
with i, j, k, l ∈ I forming a square then 1λ+rδ = 0 for r ≫ 0 and 〈λ, δ〉 > 0 if 1λ 6= 0.
(viii) Suppose i 6= j ∈ I and λ ∈ X . If 1λ+αi and 1λ+αj are nonzero then 1λ and 1λ+αi+αj are also
nonzero.
One thing to notice is that there are no divided powers E
(r)
i or F
(r)
i mentioned in the definition
above. This is because their existence follows a posteriori. In certain examples (such as [CLi2]) these
divided powers are complicated and it is helpful to not have to deal with them. Here are a few more
remarks about the conditions above.
• The condition 1λ = 0 (or 1λ 6= 0) means that the object in K indexed by λ is zero (or nonzero).
• Condition (v) is necessary in order to avoid “degenerate” examples of categorical g actions
(c.f. [CR, Remark 5.19]).
• Condition (vii) is only used in the proofs of Lemmas 11.3 and A.12.
• Condition (viii) is only used in a few places to shorten the argument (mostly in section 6). It
is not used, for instance, to prove the Serre relation. It is possible to remove this condition
but it would make several arguments more cumbersome and lengthy.
2.3. The quiver Hecke algebra action. Given a (g, θ) action on K, an action of the quiver Hecke
algebra (a.k.a. KLR algebra) RQ on K consists of a choice of 2-morphisms:
(i) Xi : Ei1λ → Ei1λ〈2〉 for each i ∈ I, λ ∈ X ,
(ii) Tij : EiEj1λ → EjEi1λ〈−〈i, j〉〉 for each i, j ∈ I, λ ∈ X .
These 2-morphisms must sastisfy the following relations:
(i) Tii and Xi satisfy the affine nilHecke relations
Tii(XiI) = (IXi)Tii + II and (XiI)Tii = Tii(IXi) + II ∈ End(EiEi),
T 2ii = 0 ∈ End
−4(EiEi) and (TiiI)(ITii)(TiiI) = (ITii)(TiiI)(ITii) ∈ End
−6(EiEiEi).
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(ii) If i 6= j ∈ I then
(IXi)Tij = Tij(XiI) and (XjI)Tij = Tij(IXj) ∈ Hom(EiEj,EjEi〈−〈i, j〉+ 2〉).
(iii) If i, j ∈ I with 〈i, j〉 = −1 then
(TjiI)(ITii)(TijI) = (ITij)(TiiI)(ITji) + tij(III) ∈ End(EiEjEi)
(Tji)(Tij) = tij(XiI) + tji(IXj) ∈ End
2(EiEj)
(Tij)(Tji) = tij(IXi) + tji(XjI) ∈ End
2(EjEi).
(iv) If i, j ∈ I with 〈i, j〉 = 0 then (Tji)(Tij) = tij(II) ∈ End(EiEj).
(v) If i, j, k ∈ I with i 6= k then
(TjkI)(ITik)(TijI) = (ITij)(TikI)(ITjk) : EiEjEk → EkEjEi〈−ℓijk〉
where ℓijk = 〈i, j〉+ 〈i, k〉+ 〈j, k〉
(vi) Far apart maps that do not interact with each other commute. For instance,
(XiI)(IXj) = (IXj)(XiI) and (TijI)(IIXk) = (IIXk)(TijI).
The following is the main result in this paper.
Theorem 2.2. Modulo transients, a (g, θ) action carries an action of a quiver Hecke algebra RQ.
Remark 2.3. Transients are certain negligible 2-morphisms defined in section 7. However, if g = sln,
then we show in section 12 that Theorem 2.2 holds without having to mod out by transients.
Unfortunately, in Theorem 2.2 we cannot say for what choice ofQ the algebraRQ acts. One exception
is when Γ is a tree in which case any two choices of Q are equivalent (so there is no ambiguity).
2.4. Outline of proof. Many of the arguments are based on a series of Hom-space calculations. These
calculations only involve properties in the definition of a (g, θ) action. In particular, they do not use
results proved in the main body of the paper. For this reason we have separated them and placed them
in the appendix. The common argument used is to prove these lemmas involves repeatedly applying
adjunction (condition ii) and then using the commutator relation between E’s and F’s (conditions iii
and iv) to simplify.
The proof of Theorem 2.2 follows a sequence of 10 steps where we gradually prove the quiver Hecke
algebra relations. The order of these steps is important as we often use earlier results in later proofs.
We now briefly describe these 10 steps.
• Step #0. Define 2-morphisms Tij , uij , vij and adjunctions adji, adj
i. The maps Tij will be
subsequently rescaled but nonetheless they can be used to define a pairing
(·, ·)λ : End
2(1λ)⊗k Yk → k.
• Step #1. Study the structure of End(EiEi). In the process show that Tiii and T
′
iii are nonzero
which allows one to prove a preliminary version of the affine nilHecke relations (Proposition
4.7). Proposition 4.7 also implies that EiEi ∼= ⊕[2]E
(2)
i which is used later.
• Step #2. Show that Tiij , T
′
iij , Tjii, T
′
jii are all nonzero. Show that EiEj
∼= EjEi if 〈i, j〉 = 0.
• Step #3. Rescale maps Tii so that Tiii = T
′
iii, Tiij = T
′
iij and Tjii = T
′
jii.
• Step #4. Define transient maps (from here until step #9 in section 12 we will work modulo
transients). Rescale αi ∈ End
2(1λ) so that (αi, αi)λ = 2. Use this to define Xi ∈ End
2(Ei).
• Step #5. Prove the affine nilHecke relations.
• Step #6. Prove the Serre relation EiEjEi ∼= E
(2)
i Ej ⊕ EjE
(2)
i if 〈i, j〉 = −1.
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• Step #7. If 〈i, j〉 = −1 rescale Tij so that, for some tij , tji ∈ k
×, we have
Tiji = T
′
iji + tij(III) ∈ End(EiEjEi) and Tjij = T
′
jij + tji(III) ∈ End(EjEiEj)
TjiTij = tij(XiI) + tji(IXj) ∈ End
2(EiEj) and TijTji = tij(IXi) + tji(XjI) ∈ End
2(EjEi)
• Step #8. Rescale maps Tij again so that Tijk = T
′
ijk when i, j, k are distinct.
• Step #9. Show that if g = sln one can redefine the X ’s so that the quiver Hecke algebra
relations hold on the nose and not just modulo transients.
In the sequence of steps above we tried to prove as many of the relations involving T ’s as possible
before moving onto relations involving X ’s. The former are usually easier to prove because the spaces
of maps involved are smaller. For example, dimEnd−6(EiEiEi) ≤ 1 so the relation Tiii = T
′
iii is
almost immediate once we know that Tiii and T
′
iii are both nonzero. On the other hand, the relation
TjiTij = tij(XiI) + tji(IXj) is much more difficult because dimEnd
2(EiEj) is relatively large.
3. Step #0 – Preliminary definitions and properties
3.1. Notation and assumptions. From now on we will assume that if λ, µ ∈ X correspond to nonzero
weights spaces inside K then λ − µ belongs to the root lattice Y (in other words, λ and µ belong to
the same coset in X/Y ). This assumption is only for notational convenience and not an additional
condition because E’s and F’s only go between weights in the same coset of X/Y .
For a weight λ we will denote by 1λ the identity 1-morphism of λ in K. The identity 2-morphism of
1λ will be denoted Iλ. Sometimes, to shorten notation, we will omit Iλ.
Given two 2-morphisms f, g in K we write f ∼ g to mean that f equals some nonzero multiple of
g. If A and B are 1-morphisms in K then Endd(A) will be short hand for Hom(A,A〈d〉) and likewise
Homd(A,B) for Hom(A,B〈d〉).
The fact that the space of maps between any two 1-morphisms in K is finite dimensional means
that the Krull-Schmidt property holds. This means that any 1-morphism has a unique direct sum
decomposition (see section 2.2 of [Ri]). In particular, this means that if A,B,C are morphisms and V
is a Z-graded vector space then we have the following cancellation laws (see section 4 of [CK3]):
A⊕ B ∼= A⊕ C⇒ B ∼= C
A⊗k V ∼= B⊗k V ⇒ A ∼= B.
Suppose that A is a 1-morphism in K with End0(A) ∼= k and that X,Y are arbitrary 1-morphisms.
Then a 2-morphism f : X→ Y gives rise to a bilinear pairing Hom(A,X)×Hom(Y,A)→ Hom(A,A) ∼= k.
We define the A-rank of f to be the rank of this bilinear pairing.
We can also define A-rank as follows. Choose (non-canonical) direct sum decompositions X =
A ⊗k V ⊕ B and Y = A ⊗k V
′ ⊕ B′ where V, V ′ are k vector spaces and B,B′ do not contain A as a
direct summand. Then one of the matrix coefficients of f is a map A ⊗k V → A ⊗k V
′, which (since
End0(A) ∼= k) is equivalent to a linear map V → V ′. The A-rank of f equals the rank of this linear
map. We define the total A-rank of f as the sum of all the A〈d〉-ranks as d varies over Z. In this paper
this will always turn out to be finite.
For n ≥ 1 we denote by [n] the quantum integer qn−1 + qn−3+ · · ·+ q−n+3 + q−n+1. By convention
[−n] = −[n] and [0] = 0. More generally,[
n
k
]
:=
[n] . . . [1]
([n− k] . . . [1])([k] . . . [1])
.
If f = faq
a ∈ N[q, q−1] and A is a 1-morphism in K we write ⊕fA for the direct sum ⊕a∈ZA
⊕fa〈a〉.
For example, ⊕[n]A = ⊕
n−1
k=0A〈n− 1− 2k〉.
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3.2. Definition of Tij. Using Lemmas A.2, A.4 and A.5 we can fix nonzero maps
Tij : EiEj1λ → EjEi1λ〈−〈i, j〉〉
for any λ ∈ X , i, j ∈ I. This can be done uniquely up to a nonzero multiple. For the moment we
choose this multiple arbitrarily.
To shorten notation, for i, j, k ∈ I (not necessarily distinct) we will denote
Tijk := (TjkI)(ITik)(TijI), T
′
ijk := (ITij)(TikI)(ITjk) ∈ Hom(EiEjEk,EkEjEi〈−ℓijk〉)
where ℓijk := 〈i, j〉+ 〈i, k〉+ 〈j, k〉.
3.3. Definition of uij and vij . Using Lemma A.6 we fix maps the following morphisms which span
the corresponding one-dimensional spaces:
uji : FjEi1λ → EiFj1λ and vij : EiFj1λ → FjEi1λ
adji : FiEi1λ → 1λ〈λi + 1〉 and adj
i : 1λ → FiEi1λ〈λi + 1〉
adji : EiFi1λ → 1λ〈−λi + 1〉 and adj
i : 1λ → EiFi1λ〈−λi + 1〉
These are uniquely defined up to a nonzero multiple. Note that if i 6= j then uji and vij are isomor-
phisms since EiFj ∼= FjEi.
Lemma 3.1. The compositions (vii)(uii)1λ ∈ End(FiEi1λ) and (uii)(vii)1λ ∈ End(EiFi1λ) are equal
to some nonzero multiple of the identity if λi ≥ 0 and λi ≤ 0 respectively.
Proof. If λi ≥ 0 then EiFi1λ ∼= FiEi1λ ⊕[λi] 1λ where by adjunction
Hom(FiEi1λ,⊕[λi]1λ)
∼= Hom(Ei1λ,⊕[λi]Ei1λ〈−λi − 1〉)
∼=
λi−1⊕
r=0
Hom(Ei1λ,Ei1λ〈−2− 2r〉).
This is zero by Lemma A.1. Thus the map uiiIλ must be the inclusion FiEi1λ →֒ EiFi1λ. Similarly,
the map viiIλ must be the projection EiFi1λ ։ FiEi1λ. Subsequently, the composition (vii)(uii)Iλ is
some nonzero multiple of the identity map on FiEi1λ. The case of (uii)(vii)Iλ when λi ≤ 0 is proved
similarly. 
3.4. The “pitchfork” relations.
Lemma 3.2. For i, j ∈ I the following pairs of compositions are equal up to a nonzero multiple
EiEj1λFi
TijI
−−−→ EjEi1λFi〈−dij〉
Iadji−−−→ Ej1λ+αi〈−λi − 1− dij〉 and
EiEj1λFi
Ivji
−−→ EiFi1λ+αi+αjEj
adjiI−−−→ Ej1λ+αi〈−λi − 1− dij〉
(3)

Ej1λ
Iadji
−−−→ EjFiEi1λ〈λi + 1〉
vjiI
−−→ FiEjEi1λ〈λi + 1〉 and
Ej1λ
adjiI
−−−→ FiEiEj1λ〈λi + dij + 1〉
IT ij
−−−→ FiEjEi1λ〈λi + 1〉
(4)

FiEjEi1λ
uijI
−−−→ EjFiEi1λ
Iadji−−−→ Ej1λ〈λi + 1〉 and
FiEjEi1λ
ITji
−−−→ FiEi1λ+αjEj〈−dij〉
adjiI−−−→ Ej1λ〈λi + 1〉
(5)

Ej1λ+αi
Iadji
−−−→ EjEiFi1λ+αi〈−λi − 1〉
TjiI
−−−→ EiEjFi1λ+αi〈−λi − 1− dij〉 and
Ej1λ+αi
adjiI
−−−→ EiFiEj1λ+αi〈−λi − 1− dij〉
Iuij
−−−→ EiEjFi1λ+αi〈−λi − 1− dij〉
(6)
where dij := 〈i, j〉. Moreover, each one these compositions is nonzero if and only if 1λ,1λ+αi ,1λ+αj
and 1λ+αi+αj are all nonzero.
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Proof. We prove that the two compositions in (3) are equal (the proof of the others is the same). First,
note that
Hom(EiEj1λFi,Ej1λ+αj 〈−λi − 1− dij〉)
∼= Hom(EiEj1λ,Ej(1λFi)L〈−λi − 1− dij〉)
∼= Hom(EiEj1λ,EjEi1λ〈−dij〉)
which, by Lemmas A.2, A.4 and A.5, is at most one-dimensional. Moreover, it is nonzero if and only
if 1λ,1λ+αi ,1λ+αj ,1λ+αi+αj are all nonzero. So it remains to show that our two compositions in (3) are
nonzero. But, by adjunction, these two compositions are equivalent to Tij ∈ Hom(EiEj1λ,EjEi1λ〈−dij〉)
and vji ∈ Hom(EjFi1λ+αi ,FiEj1λ+αi). Both of these are nonzero if 1λ,1λ+αi ,1λ+αj ,1λ+αi+αj are
nonzero. 
Corollary 3.3. For i, j, k ∈ I not necessarily distinct and γ ∈ Endd(EjEk1λ+αi) the compositions
(γI)(ITik)(TijI) ∈ Hom
d−dij−dik(EiEjEk1λ,EkEjEi1λ) and(7)
(Iγ)(vjiI)(Ivki) ∈ Hom
d(EjEkFi1λ+αi ,FiEjEk1λ+αi)(8)
are either both zero or both nonzero. Similarly for
(Iγ)(TjiI)(ITki) ∈ Hom
d−dij−dik(EjEkEi1λ+αi ,EiEjEk1λ+αi) and
(γI)(Iuik)(uijI) ∈ Hom
d(FiEjEk1λ,EjEkFi1λ).
Proof. The composition in (7 is zero if and only if the composition
EjEkFi1λ+αi
adjiIII
−−−−−→ FiEiEjEkFi1λ+αi
I[(γI)(ITik)(TijI)]I
−−−−−−−−−−−−−→ FiEkEjEiFi1λ+αi
IIIadji−−−−−→ FiEjEk1λ+αi
is zero (we omit the shifts to simplify the notation). Using Lemma 3.2 twice, we find that this compo-
sition is (up to a nonzero multiple) equal to
EjEkFi1λ+αi
IIadjiI
−−−−−→ EjEkFiEiFi1λ+αi
IIIadji−−−−−→ EjEkFi1λ+αi
(Iγ)(vjiI)(Ivki)
−−−−−−−−−−→ FiEjEk1λ+αi
which (up to a multiple) is the same as (8). Thus (7) and (8) are either both zero or both nonzero.
The equivalence of the second pair of compositions follows similarly. 
3.5. Some properties of θ’s.
Lemma 3.4. Suppose i ∈ I and θ ∈ Yk so that 〈θ, αi〉 6= 0. Then the compositions
1λ
adji
−−→ Ei1λ−αiFi〈−λi + 1〉
Iθλi−1I
−−−−−→ Ei1λ−αiFi〈λi − 1〉
adji−−→ 1λ if λi ≥ 1
1λ
adji
−−→ Fi1λ+αiEi〈λi + 1〉
Iθ−λi−1I
−−−−−−→ Fi1λ+αiEi〈−λi − 1〉
adji−−→ 1λ if λi ≤ −1
are both to a nonzero multiple of the identity map in End(1λ).
Proof. If λi ≥ 0 then 1λ〈λi − 1〉
adji
−−→ EiFi1λ ∼= FiEi1λ
⊕
[λi]
1λ is the inclusion of 1λ〈λi − 1〉 into
the lowest degree summand 1λ on the right side. By assumption (v) on θ, the map (Iθ
λi−1I) ∈
End2(λi−1)(Ei1λ−αiFi) induces an isomorphism between the lowest degree and highest degree sum-
mands of 1λ inside EiFi1λ.
Finally, FiEi1λ
⊕
[λi]
1λ ∼= EiFi1λ
adji−−→ 1λ〈−λi − 1〉 is the projection from the highest degree
summand of 1λ in EiFi1λ onto 1λ〈−λi − 1〉. Thus composing the three maps gives an isomorphism
1λ
∼
−→ 1λ which, by condition (i), must be a multiple of the identity. The case λi ≤ 0 is similar. 
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Lemma 3.5. Suppose i ∈ I and θ ∈ Yk so that 〈θ, αi〉 6= 0. Then the maps
uii
λi−1⊕
r=0
[(IθrI) ◦ adji] : FiEi1λ
⊕
[λi]
1λ
∼
−→ Ei1λ−αiFi if λi ≥ 0 and
vii
−λi−1⊕
r=0
[(IθrI) ◦ adji] : EiFi1λ
⊕
[−λi]
1λ
∼
−→ Fi1λ+αiEi if λi ≤ 0
are isomorphisms.
Proof. Suppose λi ≥ 0 (the case λi ≤ 0 is similar). By Lemma 3.1 the map uii is the inclusion of the
summand FiEi1λ into EiFi1λ.
On the other hand, adji : 1λ〈λi − 1〉 → EiFi1λ is the inclusion of 1λ〈λi − 1〉 as the lowest degree
summand 1λ inside EiFi1λ. This means that, by condition (v), the composition
1λ〈λi − 1− 2r〉
adji
−−→ Ei1λ−αiFi〈−2r〉
IθrI
−−−→ Ei1λ−αiFi
is an isomorphism between 1λ and the degree −λi + 1 + 2r summand of 1λ inside Ei1λ−αiFi (for
r = 0, . . . , λi − 1). Since End
l(1λ) = 0 for l < 0 we get that the composition
λi−1⊕
r=0
[(IθrI) ◦ adji] :
⊕
[λi]
1λ → Ei1λ−αiFi
∼= FiEi1λ
⊕
[λi]
1λ →
⊕
[λi]
1λ
(where the rightmost map is a projection) must be an upper triangular matrix with isomorphisms on
the diagonal. The result follows. 
Next we have the following description of End2(Ei).
Lemma 3.6. Choose θ ∈ Yk so that 〈θ, αi〉 6= 0. Then the space End
2(1λ+αiEi1λ) is spanned by
(i) (IIθ) and elements (γII) for some γ ∈ End2(1λ+αi), if λi ≥ −1,
(ii) (θII) and elements (IIγ) for some γ ∈ End2(1λ), if λi ≤ −1.
Proof. Suppose λi ≥ 0. First we have
Hom(Ei1λ,Ei1λ〈2〉) ∼=Hom(1λ+αi ,Ei(Ei1λ)L〈2〉)
∼=Hom(1λ+αi ,EiFi1λ+αi〈−λi + 1〉)
∼=Hom(1λ+αi ,
λi+1⊕
r=0
1λ+αi〈2− 2r〉
⊕
FiEi1λ+αi〈−λi + 1〉)
∼=
λi+1⊕
r=0
Hom(1λ+αi ,1λ+αi〈2− 2r〉)
⊕
Hom((1λ+αiFi)L,Ei1λ+αi〈−λi + 1〉)
∼=End(1λ+αi)
⊕
End2(1λ+αi)
⊕
Hom(Ei1λ+αi ,Ei1λ+αi〈−2λi − 2〉).(9)
The right hand term above is zero by Lemma A.1. If f ∈ End2(Ei1λ) then we denote the map induced
by adjunction f ′ ∈ Hom(1λ+αi ,EiFi1λ+αi〈−λi + 1〉) and the induced maps (via the isomorphisms
above) in End(1λ+αi) and End
2(1λ+αi) by f0 and f1 respectively.
Using the isomorphism
EiFi1λ+αi
∼
−→ FiEi1λ+αi
⊕
[λi+2]
1λ+αi
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from Lemma 3.5 we see that f ′ is a sum of compositions
1λ+αi
f1−r
−−−→ 1λ+αi〈2− 2r〉
adji
−−→ Ei1λFi〈−λi + 1− 2r〉
IθrI
−−−→ Ei1λFi〈−λi + 1〉.
where r = 0, 1. Consequently, by adjunction, f is spanned by compositions of the form
1λ+αiEi1λ
f1−rII
−−−−→ 1λ+αiEi1λ〈2− 2r〉
IIθr
−−−→ 1λ+αiEi1λ〈2〉.
Finally, f0 must be some multiple of the identity by Lemma A.1 and the result follows.
The case λi = −1 follows as above except that (9) is now End(1λ+αi) ⊕ End(Ei1λ+αi). The case
λi ≤ −1 is similar except that the first step is Hom(Ei1λ,Ei1λ〈2〉) ∼= Hom((Ei1λ)LEi1λ,1λ〈2〉). 
3.6. A natural pairing. For any i ∈ I and θ ∈ End2(1λ) we have Tii(IθI)Tii = cTii ∈ End
−2(Ei1λEi)
for some c ∈ k (this is simply because dimEnd−2(Ei1λEi) ≤ 1 by Lemma A.1).
Definition: For each λ ∈ X we define the pairing (·, ·)λ : End
2(1λ) ⊗k Yk → k by (θ, αi)λ := c
which we extend linearly.
Remark 3.7. The definition of (·, ·)λ depends on Tii but this dependence is mild. For example,
rescaling Tii (as we do in section 6) does not changes whether or not (θ, αi)λ is zero.
4. Step #1 – The structure of End(EiEi)
We begin by studying the structure of End(EiEi) and ultimately show that there exist E
(2)
i such that
EiEi
∼= ⊕[2]E
(2)
i .
4.1. Some technical Lemmas. For the remainder of this section we fix i ∈ I and θ ∈ Yk such that
〈θ, αi〉 6= 0. We also use the convention that a claim such as “f ∈ End(A) is nonzero” assumes the
obviously necessary condition that A is nonzero. We begin with a few technical results.
Lemma 4.1. If θ ∈ Yk with 〈θ, αi〉 6= 0 then Tii(Iθ
|λi|+1I)Tii ∈ End
2|λi|−2(Ei1λEi) is nonzero.
Proof. Let us suppose λi ≥ 0 (the case λi ≤ 0 is the same). Consider the following composition
Ei1λ
IIadji
−−−−→ Ei1λEiFi
(TiiI)(Iθ
ℓ+1II)(TiiI)
−−−−−−−−−−−−−−→ Ei1λEiFi
IIadji−−−−→ Ei1λ
where we omit the shifts for convenience. We can use Lemma 3.2 to rewrite this composition as
Ei1λ
adjiII
−−−−→ Ei1λFiEi
(IIvii)(Iθ
λi+1II)(IIuii)
−−−−−−−−−−−−−−−−→ Ei1λFiEi
adjiII−−−−→ Ei1λ.
Now, since λi ≥ 0 we have viiuii ∼ id and so this simplifies to give
Ei1λ
(adjiII)
−−−−−→ Ei1λFiEi
(Iθλi+1II)
−−−−−−−→ Ei1λFiEi
(adjiI)−−−−→ Ei1λ.
By Lemma 3.4 this is (up to rescaling) equal to the identity map on Ei1λ. 
Lemma 4.2. If λi ≤ −2 then End(EiEi1λ) is spanned by Tii(IIρ) where ρ ∈ End
2(1λ) together with
another 3-dimensional space. Likewise, if λi ≥ 2 then End(1λEiEi) is spanned by Tii(ρII) where
ρ ∈ End2(1λ) together with another 3-dimensional space.
Proof. Let us suppose we are in the second case where λi ≥ 2 (the first case is the same). The same
adjunction argument as in the proof of Lemma A.2 shows that
End(1λEiEi) ∼= Hom(1λ+αiEiEi,1λ+αiEiEi〈−2λi + 2〉)⊕Hom(1λEi,
⊕
[2][λi−1]
1λEi〈−λi + 3〉).
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If λi ≥ 3 then the middle term above is zero while all but three terms in the direct sum on the
right are zero. The surviving three terms are End2(1λEi) ⊕ End(1λEi)
⊕2 ∼= End2(1λEi) ⊕ k
⊕2. The
term End2(1λEi1λ−αi) is spanned by IIθ for a choice of θ ∈ Yk with 〈θ, αi〉 6= 0 and by ρII where
ρ ∈ End2(1λ) is arbitrary. If one traces back through the isomorphisms the maps ρII correspond to
maps Tii(ρII) ∈ End(1λEiEi). The result follows.
If λi = 2 then the middle term above is one-dimensional and the direct sum on the right is just
Hom(1λEi,⊕[2]1λEi〈1〉) ∼= End
2(1λEi)⊕ End(1λEi). The same argument as above now applies. 
4.2. Some non-vanishing results.
Lemma 4.3. If λi ≥ −1 then TiiiIλ−αi is nonzero while if λi ≤ −1 then T
′
iiiIλ−αi is nonzero.
Remark 4.4. The adjunction argument below does not tell us whether TiiiIλ−αi and T
′
iiiIλ−αi are
nonzero if λi < −1 and λi > −1 respectively.
Proof. To show that T ′iiiIλ−αi 6= 0 it suffices to show that
FiEiEi1λ
uiiI−−→ EiFiEi1λ
Iuii−−→ EiEiFi1λ
TiiI−−→ EiEiFi1λ〈−2〉
is nonzero. This is a consequence of Corollary 3.3 where we take i = j = k and γ = Tii.
Suppose λi ≤ −2 (the case λi = −1 is a little different). Precomposing with (viiI)(Ivii) and using
Lemma 3.1 we obtain the map TiiI ∈ End
−2(EiEiFi1λ) (up to a nonzero multiple). This map is clearly
nonzero since we can precompose it with Ei and simplify to obtain several copies of TiiIλ−αi which are
nonzero.
If λi = −1 we have
Ei1λ ⊕ FiEiEi1λ ∼= EiFiEi1λ ∼= Ei1λ ⊕ EiEiFi1λ
which means that FiEiEi1λ ∼= EiEiFi1λ. Then the same argument as in Lemma 3.1 shows that the
composition (Iuii) ◦ (uiiI) is an isomorphism. The argument used above when λi ≤ −2 now applies.
This concludes the proof that T ′iiiIλ−αi 6= 0 if λi ≤ −1. The nonvanishing of TiiiIλ−αi if λi ≥ −1 is
proved similarly. 
Lemma 4.5. Suppose λi ≥ −1. If
(10) id = a1(ITiiI)(IIθII) + a2(IIθII)(ITiiI) + (ITiiI)(γ) ∈ End(1λ+αiEi1λEi1λ−αi)
where γ = a3(IIIIθ) + (ρIIII) for some ρ ∈ End
2(1λ+αi) and a1, a2, a3 ∈ k then Tii(IθI)Tii ∈
End−2(Ei1λEi) and T
′
iiiIλ−αi are both nonzero. Conversely, if Tii(IθI)Tii ∈ End
−2(Ei1λ−αiEi) and
T ′iiiIλ−2αi are both nonzero then (10) holds.
Similarly, suppose λi ≤ 1. If
(11) id = a1(ITiiI)(IIθII) + a2(IIθII)(ITiiI) + (ITiiI)(γ) ∈ End(1λ+αiEi1λEi1λ−αi)
where γ = a3(θIIII) + (IIIIρ) for some ρ ∈ End
2(1λ−αi) then Tii(IθI)Tii ∈ End
−2(Ei1λEi) and
Iλ+αiTiii are both nonzero. Conversely, if Tii(IθI)Tii ∈ End
−2(Ei1λ+αiEi) and Iλ+2αiTiii are both
nonzero then (11) holds.
Proof. Suppose λi ≥ 0 (the case λi ≤ 0 is the same). Composing (10) on the right with (ITiiI) we
get (ITiiI) = a1(ITiiI)(IIθII)(ITiiI) which implies that a1 6= 0 and Tii(IθI)Tii ∈ End
−2(Ei1λEi) is
nonzero. Note that we also get a2 6= 0 by multiplying on the left with (ITiiI).
Now suppose T ′iiiIλ−αi = 0 and consider
T ′iii(IIθI) = (ITii)(TiiI)(ITii)(IIθI) ∈ End
−4(EiEi1λEi).
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On the one hand this is zero while on the other we can use (10) to rewrite it as
a−11 (ITii)(TiiI)− a2a
−1
1 (ITii)(TiiI)(IIθI)(ITii) = a
−1
1 (ITii)(TiiI)− a2a
−1
1 (ITii)(IIθI)(TiiI)(ITii)
= a−11 (ITii)(TiiI)− a
2
2a
−2
1 (TiiI)(ITii)
where we use that T ′iiiIλ−αi = 0 on several occasions to simplify above. Thus we get that
a1(ITii)(TiiI) = a
2
2(TiiI)(ITii) ∈ End
−4(EiEiEi1λ−αi).
Multiplying by (TiiI) on the left gives a1TiiiIλ−αi = 0 which is a contradiction by Lemma 4.3.
To prove the converse suppose we have
(12) c1(ITiiI)(IIθII) + c2(IIθII)(ITiiI) + c3(ITiiI)(IIIIθ) + (ITiiI)(ρIIII) = 0
inside End(1λ+αiEi1λEi1λ−αi) for some ρ ∈ End
2(1λ+αi) and c1, c2, c3 ∈ k. Let e ≥ 1 be the smallest
integer such that Tii(Iθ
eI)Tii ∈ End
2e−4(Ei1λEi) is nonzero (such an e exists by Lemma 4.1). Then
composing (12) on the right with (IIθe−1II)(ITiiI) all but the first terms vanish and we get c1 = 0.
Similarly, composing on the left gives c2 = 0.
Next, consider the composition
EiEi1λ−αiEi
(IIθI)(ITii)
−−−−−−−−→ EiEi1λ−αiEi
Tiii−−→ EiEi1λ−αiEi.
On the one hand, since T ′iiiIλ−2αi 6= 0 it follows that T
′
iiiIλ−αi ∼ TiiiIλ−αi and hence the composition
above equals (up to rescaling)
EiEi1λ−αiEi
(ITii)(IIθI)(ITii)
−−−−−−−−−−−→ EiEi1λ−αiEi〈−2〉
(ITii)(TiiI)
−−−−−−−→ EiEi1λ−αiEi〈−6〉.
Now, since Tii(IθI)Tii ∈ End
−2(Ei1λ−αiEi) is nonzero, it must be equal to Tii (up to rescaling). So
the composition above becomes T ′iiiIλ−2αi which is nonzero.
On the other hand, if c3 6= 0 then we can rewrite the composition as
1λ+αiEiEiEi
c
−1
3
(ITii)(ρIII)
−−−−−−−−−−→ 1λ+αiEiEiEi
Tiii−−→ 1λ+αiEiEiEi〈−6〉
which equals zero. We conclude that c3 must be zero.
This means that modulo maps of the form (ITiiI)(ρIIII) ∈ End(1λ+αiEi1λEi1λ−αi) the first three
maps in (12) are linearly independent. It follows by Lemma 4.2 that id ∈ End(Ei1λEi) must be a linear
combination as in (10). This concludes the proof. 
Corollary 4.6. The maps TiiiIλ and T
′
iiiIλ as well as Tii(IθI)Tii ∈ End
−2(Ei1λEi) are all nonzero.
Proof. Suppose λi ≥ 0 (the case λi ≤ 0 is the same). By Lemma 4.5 it suffices to show that T
′
iiiIλ−αi
and Tii(IθI)Tii ∈ End
−2(Ei1λEi) are both nonzero when λi = −1 and λi = 0.
Suppose λi = −1. We know T
′
iiiIλ−αi 6= 0 by Lemma 4.3. Now suppose Tii(IθI)Tii ∈ End
−2(Ei1λEi)
is zero. By Lemma 4.2 we know that there exists a nontrivial linear relation
(13) b0 · id+ b1(ITiiI)(IIθII) + b2(IIθII)(ITiiI) + b3(ITiiI)(θIIII) + (ITiiI)(IIIIρ) = 0
inside End(1λ+αiEi1λEi1λ−αi) for some b0, b1, b2, b3 ∈ k. Composing on the left by (ITiiI)(IIθII) and
on the right by (IIθII)(ITiiI) all but the first terms vanish and we get b0(ITiiI)(IIθ
2II)(ITiiI) = 0.
By Lemma 4.1 this means b0.
Next, composing on the right with (IIθII)(ITiiI) we get b1(ITiiI)(IIθ
2II)(ITiiI) = 0 which means
b1 = 0. Likewise, composing on the left gives b2 = 0. Subsequently, we are left with
b3(ITiiI)(θIII) + (ITiiI)(IIIρ) = 0 ∈ End(1λ+αiEiEi1λ−αi).
To see this cannot be the case consider the composition
(14) Ei1λ+αiEiEi
(TiiI)
−−−−→ Ei1λ+αiEiEi〈−2〉
(Iθ2II)
−−−−−→ Ei1λ+αiEiEi〈2〉
Tiii−−→ Ei1λ+αiEiEi〈−4〉.
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On the one hand this is equal to
Ei1λ+αiEiEi
(TiiI)(Iθ
2II)(TiiI)
−−−−−−−−−−−−→ Ei1λ+αiEiEi
(TiiI)(ITii)
−−−−−−−→ Ei1λ+αiEiEi〈4〉.
By the same argument as in the proof of Lemma 4.3 this composition is equivalent to (after composing
with the appropriate adjunction maps and applying Lemma 3.2)
(ITii)(IIθ
2I)(ITii) ∈ End(FiEi1λ+αiEi).
Composing on the left with Ei and simplifying gives 3 copies of (Tii)(Iθ
2I)(Tii) ∈ End(Ei1λ+αiEi)
which is nonzero by Lemma 4.1. Thus the composition in (14) is nonzero.
On the other hand, (14) is equal to (up to rescaling)
(T ′iiiI)(Iθ
2III)(TiiII) = b
−2
3 (T
′
iiiI)(TiiII)(IIIIρ
2) = 0 ∈ End−4(Ei1λ+αiEiEi1λ−αi).
Thus we arrive at a contradiction which means that Tii(IθI)Tii ∈ End
−2(Ei1λEi) must be nonzero.
Next, suppose λi = 0. A more careful look at the argument used to prove Lemma 4.2 reveals that if
you follow through the adjunctions when λi > 0 then the 3-dimensional subspace of End(Ei1λEi) when
λi > 0 is spanned by Tii(IθI), (IθI)Tii and id. More precisely, the first step in the adjunction gives
Hom(Ei1λ,Ei1λEiFi〈−λi + 1〉) ∼= Hom(Ei1λ,Ei1λFiEi〈−λi + 1〉 ⊕[λi] Ei1λ〈−λi + 1〉)
and the identity map id corresponds to the copy of Ei in the highest degree (i.e. in degree zero) in
the right hand summation. However, if λi = 0 the direct sum vanishes. In this case the 3-dimensional
space is spanned by Tii(IθI), (IθI)Tii as before but instead of id one finds a map Tii(β)Tii for some
β ∈ End4(Ei1λEi). We could make β explicit but we do not need to. The only thing to notice now is
that we must have a relation as in (10) except that
γ = (ITiiI)(IβI)(ITiiI) + (ρIIII) ∈ End(1λ+αiEi1λEi1λ−αi).
However, it is easy to check that the rest of the argument in Lemma 4.5 goes through exactly as before
to show that Tii(IθI)Tii ∈ End
−2(Ei1λEi) and T
′
iiiIλ−αi are still nonzero. 
4.3. Divided powers.
Proposition 4.7. We have
(15) id = a · (IθI)Tii + a · Tii(IθI) + Tii(τ) ∈ End(Ei1λEi)
where a 6= 0 and
(16) τ =
{
(IIIρ) + b · (θIII) ∈ End2(1λ+αiEiEi1λ−αi) if λi ≤ 0
(ρIII) + b · (IIIθ) ∈ End2(1λ+αiEiEi1λ−αi) if λi ≥ 0
for some b ∈ k and ρ ∈ End2(1λ−αi) or ρ ∈ End
2(1λ+αi) respectively.
Proof. By combining Lemma 4.5 and Corollary 4.6 we know that
id = a1 · (IθI)Tii + a2 · Tii(IθI) + Tii(τ)
for some nonzero a1, a2 ∈ k. Composing with Tii on the left one gets Tii = a1 · Tii(IθI)Tii while
composing on the right gives Tii = a2 · Tii(IθI)Tii. Thus a1 = a2 and the result follows. 
Corollary 4.8. There exists E
(2)
i 1λ−αi so that EiEi1λ−αi
∼= ⊕[2]E
(2)
i 1λ−αi and likewise for Fi’s.
Proof. Suppose λi ≥ 0 (the case λi ≤ 0 is the same). In the notation of Proposition 4.7 define
XiIλ := (ρII) + a(IIθ) ∈ End(1λ+αiEi1λ) and IλXi := a(θII) + b(IIθ) ∈ End(1λEi1λ−αi).
Then it is easy to check that the affine nilHecke relations
id = Tii(XiI)− (IXi)Tii = (XiI)Tii − Tii(IXi) ∈ End(EiEi)
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holds. It is now a standard fact that Ei1λEi ∼= E
(2)
i 1λ−αi〈−1〉 ⊕ E
(2)
i 1λ−αi〈1〉. More precisely, the two
summands are given by orthogonal idempotents Tii(XiI) and −(IXi)Tii. The isomorphism between
them is given by Tii and (XiI) (which explains why they lie in different degrees). The same result for
Fi’s follows by adjunction. 
Remark 4.9. The definitions of Xi above are not the ones we will use later. They are only used here
in order to prove the decomposition of EiEi.
5. Step #2 – Nonvanishing of Tiij
The next step is to show that Tiij , Tjii as well as T
′
iij , T
′
jii are all nonzero.
Proposition 5.1. Suppose i, j ∈ I are distinct. Then TjiiIλ, T
′
jiiIλ, TiijIλ and T
′
iijIλ are all nonzero
if and only if 1λ+ǫiαi+ǫjαj 6= 0 for ǫi ∈ {0, 1, 2} and ǫj ∈ {0, 1}.
Proof. One direction is immediate since one can easily check that the weights λ+ ǫiαi+ ǫjαj all appear
in every one of the compositions TjiiIλ, T
′
jiiIλ, TiijIλ or T
′
iijIλ.
For the converse we prove the case of TjiiIλ (the other cases are the same). If 〈i, j〉 = 0 then Tij and
Tji are invertible and the claim is obvious. If 〈i, j〉 = −1 then using Corollary 3.3 it suffices to prove
that the composition
EiEiFj1λ+αj
Ivij
−−→ EiFjEi1λ+αj
vijI
−−→ FjEiEi1λ+αj
is nonzero. Since vij is an isomorphism it remains to show that EiEiFj1λ+αj 6= 0. If λi ≤ −2 then
we compose on the left with FiFi and simplify to get several copies of Fj1λ+αj . This is nonzero since
Ej1λ 6= 0. Similarly, if λi ≥ −1 then we compose EiEiFj1λ+αj
∼= Fj1λ+αj+2αiEiEi on the right with
FiFi to obtain several copies of 1λ+2αiFj which are again nonzero. 
Corollary 5.2. For i, j ∈ I we have Tiij ∼ T
′
iij and Tjii ∼ T
′
jii.
Proof. To prove that Tjii ∼ T
′
jii suppose 〈i, j〉 = −1 (the case 〈i, j〉 = 0 is clear). By Lemma A.9 we
know dimHom(EjE
(2)
i 1λ,E
(2)
i Ej〈d〉) is zero if d < 2 and at most one-dimensional if d = 2. From this it
follows that dimHom(EjEiEi1λ,EiEiEj1λ) ≤ 1. On the other hand, we know that
TjiiIλ, T
′
jiiIλ ∈ Hom(EjEiEi1λ,EiEiEj1λ)
are nonzero by Lemma 5.1. So we must have TjiiIλ ∼ T
′
jiiIλ. The proof that TjiiIλ ∼ T
′
jiiIλ is the
same. 
Corollary 5.3. Suppose i, j ∈ I and θ ∈ Yk so that 〈θ, αj〉 = 0 and (θ, αi)λ 6= 0.
(i) If λj ≥ −1 then (IIθ) = (γII) ∈ End(1λ+αjEj1λ) for some γ ∈ End
2(1λ+αj ). Moreover, if
EiEiEj1λ−αi 6= 0 then (γ, αi)λ+αj 6= 0.
(ii) If λj ≤ 1 then (θII) = (IIγ) ∈ End(1λEj1λ−αi) for some γ ∈ End
2(1λ−αj ). Morevover, if
1λ+αiEjEiEi 6= 0 then (γ, αi)λ−αj 6= 0.
Proof. Suppose λi ≥ −1. The fact that (IIθ) = (γII) for some γ ∈ End
2(1λ+αj ) follows from Lemma
3.6. It remains to show that (γ, αi)λ+αj 6= 0. To do this consider the following composition
(17) EiEiEj
(ITij)(TiiI)
−−−−−−−→ EiEj1λEi
IIθI
−−−→ EiEj1λEi
(ITii)(TjiI)
−−−−−−−→ EjEiEi
where we omit the grading shifts for convenience. On the one hand this is equal to
(ITii)(IIθI)(Tiij) ∼ (ITii)(IIθI)(T
′
iij)
= [(ITii)(IIθI)(ITii)](TijI)(ITij)
= (θ, αi)λT
′
iij .
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Notice that TiijIλ−αi ∼ T
′
iijIλ−αi are nonzero since EiEiEj1λ−αi 6= 0 by assumption and Ei1λEi 6= 0
because (θ, αi)λ 6= 0.
On the other hand, the composition in (17) is equal to
EiEiEj
(ITij)(TiiI)
−−−−−−−→ Ei1λ+αjEjEi
IγII
−−−→ Ei1λ+αjEjEi
(ITii)(TjiI)
−−−−−−−→ EjEiEi
which we can simplify as above to get (γ, αi)λ+αjTiij . Since (θ, αi)λ 6= 0 we get (γ, αi)λ+αj 6= 0.
The case λi ≤ 1 is proved in the same way. 
As a final consequence of Corollary 5.3 we have the following result which will be used on several
occasions later (particularly in the proof of the Serre relation).
Lemma 5.4. Fix i, j ∈ I with 〈i, j〉 = −1. If λi ≤ −1 then Ej-ranks of
FiEiEj1λ
ITijI
−−−→ FiEjEi1λ〈1〉 and FiEjEi1λ
ITjiI
−−−→ FiEiEj1λ〈1〉
are both −λi. Similarly, if λi ≥ 0 then the Ej-ranks of
EiEj1λFi
TijII
−−−→ EjEi1λFi〈1〉 and EjEi1λFi
TjiII
−−−→ EiEj1λFi〈1〉
are both λi + 1.
Proof. Let us consider the first map
(18) ITij : FiEiEj1λ → FiEjEi1λ
(we will omit the grading shifts for convenience). Fix θ ∈ Yk so that 〈θ, αi〉 6= 0 but 〈θ, αj〉 = 0. The
left side of (18) is isomorphic to EiEjFi1λ ⊕[−λi+1] Ej1λ where, by Corollary 3.5, the isomorphism
involving the Ej1λ summands is given by
(19) Ej1λ
adjiI
−−−→ Fi1µEiEj
Iθℓ1II
−−−−→ Fi1µEiEj
where µ = λ+ αi + αj and ℓ1 ∈ {0, 1, . . . ,−λi}.
Now, suppose µj ≤ 1 (the case µj ≥ −1 is similar). Then by Corollary 5.3 we have
(θII) = (IIγ) ∈ End2(1µEj1µ−αj )
for some γ ∈ End2(1µ−αj ) with (γ, αi)µ−αj 6= 0.
Now, the right side of (18) is isomorphic to EjEiFi1λ⊕[−λi−1]Ej1λ where the isomorphism involving
Ej1λ summands is given by
(20) FiEjEi1λ
uijI
−−−→ EjFi1λ+αiEi
IIγℓ2I
−−−−→ EjFi1λ+αiEi
Iadji−−−→ Ej1λ
where ℓ2 ∈ {0, 1, . . . ,−λi − 1}. The composition of (19) and (20) is given by
(Iadji)(IIγ
ℓ2I)(uijI)(ITij)(Iθ
ℓ1II)(adjiI) = (Iadji)(IIγ
ℓ1+ℓ2I)(uijI)(ITij)(adj
iI)
∼ (Iadji)(IIγ
ℓ1+ℓ2I)(uijI)(vjiI)(Iadj
i)
∼ (Iadji)(IIγ
ℓ1+ℓ2I)(Iadji)
where we used the second relation in Lemma 3.2 to get the second line. This last map is the composition
Ej1λ
Iadji
−−−→ EjFi1λ+αiEi
IIγℓ1+ℓ2I
−−−−−−→ EjFi1λ+αiEi
Iadji−−−→ Ej1λ.
By degree reasons this composition is zero if ℓ := ℓ1 + ℓ2 < −λi − 1 and, by Lemma 3.4, a nonzero
multiple of the identity if ℓ = −λi − 1.
Now, ITij from (18) induces a map between summands Ej1λ on both sides which is represented by
a matrix of size (−λi + 1) × (−λi) whose (ℓ1, ℓ2)-entry is the composition of (19) and (20). By the
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calculation above this matrix is upper triangular and carries invertible maps on the (almost) diagonal.
Thus it induces a map whose Ej-rank is −λi. This proves that the map
FiEiEj1λ
ITijI
−−−→ FiEjEi1λ〈1〉
has Ej-rank −λi. The Ej-ranks of the other three maps are calculated similarly. 
Lemma 5.5. Fix i, j ∈ I with 〈i, j〉 = 0. If λi ≤ −1 then Ej-ranks of
FiEiEj1λ
ITijI
−−−→ FiEjEi1λ and FiEjEi1λ
ITjiI
−−−→ FiEiEj1λ
are both −λi. Similarly, if λi ≥ −1 then the Ej-ranks of
EiEj1λFi
TijII
−−−→ EjEi1λFi and EjEi1λFi
TjiII
−−−→ EiEj1λFi
are both λi + 2.
Proof. The proof is similar to that of Lemma 5.4 (the only difference is keeping track of the gradings
correctly given that 〈i, j〉 = 0). 
Corollary 5.6. If 〈i, j〉 = 0 then Tij : EiEj1λ → EjEi1λ is an isomorphism.
Proof. Suppose λi ≥ −1 (the case λi ≤ 1 is the same). By Lemma 5.5 the map TijII : EiEj1λFi →
EjEi1λFi induces an isomorphism between all λi + 2 > 0 summands Ei on either side. Likewise for
TjiII : EjEi1λFi → EiEj1λFi. Thus the composition TjiTij ∈ End(EiEj1λ) is nonzero.
Since dimEnd(EiEj1λ) ≤ 1 by Lemma A.5 it follows TjiTij is some multiple of the identity. Sim-
ilarly we can argue that TijTji is also some multiple of the identity. It follows that Tij must be an
isomorphism. 
6. Step #3 – Rescaling Tii
Fix i ∈ I. We will now explain how to rescale each TiiIλ so that for any j 6= i we have
(TiiI)(ITii)(TiiI)Iλ = (ITii)(TiiI)(ITii)Iλ ∈ End
−6(EiEiEi1λ)(21)
(ITji)(TjiI)(ITii)Iλ = (TiiI)(ITji)(TjiI)Iλ ∈ Hom
−2−2〈i,j〉(EjEiEi1λ,EiEiEj1λ)(22)
(TijI)(ITij)(TiiI)Iλ = (ITii)(TijI)(ITij)Iλ ∈ Hom
−2−2〈i,j〉(EiEiEj1λ,EjEiEi1λ).(23)
The key observation that allows us to do this is that given TiiIλ there is a unique way of rescaling
TiiIλ+αj so that (21) holds if i = j and (22), (23) hold if i 6= j. We denote this rescaling TiiIλ  
TiiIλ+αj . Similarly one also has the rescaling TiiIλ+αj  TiiIλ.
Proposition 6.1. One can rescale all TiiIλ so that relations (21), (22) and (23) hold.
Proof. Consider a sequence of rescalings
(24) TiiIλ  TiiIλ+c1αk1  TiiIλ+c1αk1+c2αk2  · · · TiiIλ+
∑
ℓ
cℓαkℓ
= TiiIλ
where cℓ = ±1 and
∑
ℓ cℓαkℓ = 0. We need to show that this sequence ends up trivially rescaling TiiIλ
(multiplication by one). Let us encode the sequence of rescalings from (24) as ck = (c1k1, . . . , cmkm).
There are two operations that one can perform on such a sequence.
• The switch operation Sa given by
(c1k1, . . . , caka, ca+1ka+1, . . . , cmkm) 7→ (c1k1, . . . , ca+1ka+1, caka, . . . , cmkm)
if ca + ca+1 = 0 and ka 6= ka+1.
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• The drop operation Da given by
(c1k1, . . . , caka, ca+1ka+1, . . . , cmkm) 7→ (c1k1, . . . , ca−1ka−1, ca+2ka+2, . . . , cmkm)
if caka + ca+1ka+1 = 0.
The way ck and Sa · ck ends up rescaling TiiIλ are the same due to Corollary 6.6. The way ck and
Da · ck rescales TiiIλ are also the same (essentially by definition). Finally, it is easy to see that the
actions of Sa and Da can be used to transform any sequence cα into the trivial sequence of length zero.
This completes the proof. 
Proposition 6.2. Suppose i, j, k ∈ I are distinct. Then TijkIλ and T
′
ijkIλ are nonzero if and only if
1λ+ǫiαi+ǫjαj+ǫkαk 6= 0 for ǫi, ǫj , ǫk ∈ {0, 1}.
Proof. One direction is immediate since one can easily check that the weights λ + ǫiαi + ǫjαj + ǫkαk
all appear in both TijkIλ and T
′
ijkIλ.
For the converse there are various cases to consider depending on whether i, j, k ∈ I are joined by
an edge. We will consider the most difficult case when 〈i, j〉 = 〈i, k〉 = 〈j, k〉 = −1 as the other cases
are similar but easier. Note that λi + λj + λk > 0 so at least one of λi, λj , λk must be positive.
To show TijkIλ 6= 0 it suffices to show, using Corollary 3.3, that the following composition is nonzero
EjEkFi1λ+αi
Ivki−−−→ EjFiEk1λ+αi
vjiI
−−→ FiEjEk1λ+αi
ITjk
−−−→ FiEkEj1λ+αi .
Since vki and vji are isomorphisms we conclude that
(25) TijkIλ 6= 0⇔ ITjk : FiEjEk1λ+αi → FiEkEj1λ+αi〈1〉 is nonzero.
If 〈λ + αi + αj + αk, αi〉 ≥ 1 ⇔ λi ≥ 1 then we can compose with Ei and simplify to get that ITjk is
nonzero if Tjk is nonzero. This is nonzero since 1λ+αi ,1λ+αi+αj ,1αi+αk ,1αi+αj+αk are all nonzero.
On the other hand, if 〈λ+ αi + αj , αj〉 ≥ 2⇔ λj ≥ 1 we can compose with Fj on the right to get
ITjkI : FiEjEkFj1λ+αi+αj → FiEkEjFj1λ+αi+αj .
By Lemma 5.4 the FiEk-rank of this map is λj > 0 which proves it is nonzero.
Finally, if λk ≥ 1 we compose with Fk instead of Fj on the right and find that the FiEj-rank is
positive. The result follows. 
Corollary 6.3. For distinct i, j, k ∈ I we have Tijk ∼ T
′
ijk.
Proof. This follows from Proposition 6.2 together with Lemma A.12 which states that
dimHom(EiEjEk1λ,EkEjEi1λ〈ℓijk〉) ≤ 1.

Lemma 6.4. Suppose i, a, b ∈ I with a 6= b and b 6= i and let ℓiiab = 2〈i, a+ b〉+ 2. Then
(26) (IITii)(ITiaI)(IITia)(TibII)(ITibI)(IITab) : EiEiEaEb1λ → EbEaEiEi1λ〈−ℓiiab〉
is nonzero if and only if 1λ+ǫiαi+ǫaαa+ǫbαb for ǫi ∈ {0, 1, 2} and ǫa, ǫb ∈ {0, 1}.
Proof. One direction is immediate since one can easily check that the weights λ + ǫiαi + ǫaαa + ǫbαb
all appear in the composition (26) (after possibly having to use the relations Tiia ∼ T
′
iia, Tiib ∼ T
′
iib
and Tiab ∼ T
′
iab).
Let us suppose a 6= i (the case a = i is similar but easier). For the converse consider the composition
EiEaEbFi
adjiIIII
−−−−−→ FiEiEiEaEbFi
I(26)I
−−−−→ FiEaEbEiEiFi
IIIIadji−−−−−→ FiEaEbEi
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where we omit the grading shift for convenience. It suffices to show this is nonzero. By using Lemma
3.2 we can rewrite it as
EiEaEbFi
T ′iabI−−−→ EbEaEiFi
IIvii−−−→ EbEaFiEi
IvaiI−−−→ EbFiEaEi
vbiII−−−→ FiEbEaEi.
This is just an analogue of Corollary 3.3.
Since vai and vbi are invertible we are left with showing that
(27) EiEaEbFi1λ+αi
T ′iabII−−−−→ EbEaEiFi1λ+αi
IIviiI−−−−→ EbEaFiEi1λ+αi
is nonzero. To do this we apply the same argument again, namely we consider the composition
EaEbFiFi
adjiIIII
−−−−−→ FiEiEaEbFiFi
I(27)I
−−−−→ FiEbEaFiEiFi
IIIIadji−−−−−→ FiEbEaFi
and show it is nonzero. Using the same methods as before this composition is equal to (up to rescaling)
(28) EaEbFiFi
IITii−−−→ EaEbFiFi
TabII−−−−→ EbEaFiFi
(vbiII)(IvaiI)
−−−−−−−−−→ FiEbEaFi
where the first map Tii ∈ End
−2(FiFi) is the adjoint of Tii ∈ End
−2(EiEi) (we abuse notation a bit).
Note that to show this we need one more relation not included in Lemma 3.2, namely that
EiFiFi
viiI−−→ FiEiFi
Iadji−−−→ Fi and EiFiFi
ITii−−→ EiFiFi
adjiI−−−→ Fi
are equal to each other (up to rescaling). However, this is easy to prove as in Lemma 3.2 since the space
of maps is one-dimensional and by adjunction neither composition is zero. Finally, since vbi and vai
are invertible, to show that (27) is nonzero it suffices to show that TabITii : EaEb1λFiFi → EbEa1λFiFi
is nonzero or equivalently that
(29) TabII : EaEb1λF
(2)
i → EbEa1λF
(2)
i
is nonzero. If λi ≤ −2 then we can compose (29) on the right with E
(2)
i to get several copies of
Tab : EbEa1λ → EaEb1λ which is nonzero. In fact, this argument can be extended to the case λi = −1
by composing with E
(3)
i on the right to obtain the summand TabI : EaEb1λEi → EbEa1λEi which is
nonzero using the same arguments used to show Tabi is nonzero.
Finally, if λi ≥ 0 then an analogous argument as above reduces the nonvanishing of (26) to showing
that
(30) IITab : F
(2)
i 1µEaEb → F
(2)
i 1µEbEa
is nonzero, where µ = λ + 2αi + αa + αb. Composing on the left this time with E
(2)
i we get several
copies of ITab : 1µEaEb → 1µEbEa (which is straight-forward to check is nonzero) as long as
〈µ, αi〉 ≥ 2⇔ λi ≥ −2− 〈a+ b, i〉.
This holds if λi ≥ 0 which concludes the proof that (26) is nonzero. 
Lemma 6.5. Suppose i, a, b ∈ I so that TiiIλ+ǫaαa+ǫbαb are all nonzero for ǫa, ǫb ∈ {0, 1}. Then the
two sequences
(31) TiiIλ  TiiIλ+αa  TiiIλ+αa+αb and TiiIλ  TiiIλ+αb  TiiIλ+αa+αb
lead to the same rescaling of TiiIλ+αa+αb .
Proof. Assume a 6= b (otherwise the claim is tautological). Suppose a, b 6= i and consider
(32) (IITii)(ITiaI)(IITia)(TibII)(ITibI)(IITab) : EiEiEaEb1λ → EbEaEjEi1λ
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where we omit the grading shifts for convenience. On the one hand, we can write this as
(IT ′iia)(TibII)(ITibI)(IITab) =(ITiia)(TibII)(ITibI)(IITab)
=(ITiaI)(IITia)[(ITiiI)(TibII)(ITibI)](IITab)
=(ITiaI)(IITia)(T
′
iibI)(IITab)
=(ITiaI)(IITia)(TiibI)(IITab)
=(ITiaI)(IITia)(TibII)(ITibI)(TiiII)(IITab)(33)
where we rescaled TiiIλ  TiiIλ+αa  TiiIλ+αa+αb in order to get the first and fourth equalities.
On the other hand, by Corollary 6.3, we know that T ′iabIλ = c1TiabIλ and T
′
iabIλ+αi = c2TjabIλ+αi
for some c1, c2 ∈ k
×. Thus, one can rewrite (32) as
c1c2(TabII)(IITii)(ITibI)(IITib)(TiaII)(ITiaI)
where we slide the Tab from the far right to the far left. Then the same sequence of equalities as above
shows that this is equal to
(34) c1c2(TabII)(ITibI)(IITib)(TiaII)(ITiaI)(TiiII)
where this time we had to rescale TiiIλ  TiiIλ+αb  TiiIλ+αa+αb . Finally, sliding back the (TabII)
we find that (34) is equal to (33). Since by Lemma 6.4 the composition in (32) is nonzero it follows
that c1c2 = 1 and so the two sequences of rescalings must be the same.
Finally, suppose one of a, b is equal to i (we can assume a = i). The same argument as above works
since, by Corollary 5.2, we have T ′iibIλ = c1TiibIλ and T
′
iibIλ+αi = c2TiibIλ+αi for some c1, c2 ∈ k
×. 
Corollary 6.6. Suppose i, a, b ∈ I so that TiiIλ and TiiIλ+αa−αb are nonzero. Then the two sequences
(35) TiiIλ  TiiIλ+αa  TiiIλ+αa−αb and TiiIλ  TiiIλ−αb  TiiIλ+αa−αb
lead to the same rescaling of TiiIλ+αa−αb .
Proof. This is an immediate consequence of Lemma 6.5 as long as we can show that TiiIλ+αa and
TiiIλ−αb are nonzero. By assumption we know EiEi1λ and EiEi1λ+αa−αb are nonzero. This implies
that 1λ+ℓαi and 1λ+αa−αb+ℓαi are all nonzero for ℓ ∈ {0, 1, 2}. By condition viii this means that
1λ+αa+ℓαi 6= 0 for ℓ ∈ {0, 1, 2} ⇒ EiEi1λ+αa 6= 0⇒ TiiIλ+αa 6= 0
and likewise TiiIλ−αb 6= 0. 
7. Step #4 – The definition of Xi
We will call γ ∈ End2(1λ) a transient map if (γ, αi)λ = 0 for all i ∈ I. The reason for this terminology
is that by Lemma 3.6 such maps can be moved past any Ei or Fi. From hereon until section 12 we will
work modulo transient maps. In particular, results will hold modulo transient maps unless explicitly
indicated otherwise.
Lemma 7.1. For θ ∈ Yk, if 〈θ, αi〉 = 0 then (θ, αi)λ = 0.
Proof. Suppose λi ≥ 0 (the case λi ≤ 0 is the same). We need to show that Tii(IθI)Tii = 0. This is
equivalent to showing that the map IθI ∈ End2(Ei1λEi) induces zero between the summands E
(2)
i 1λ〈1〉
on either side. To see this suppose it is nonzero and consider the map IθII ∈ End2(Ei1λEiFi). Then
the Ei-rank of this map is at least the number of copies of Ei in E
(2)
i Fi1λ which is λi + 1 > 0.
On the other hand, the Ei-rank of this map is the same as that of IθII ∈ End
2(Ei1λFiEi) which is
zero since 〈θ, αi〉 = 0 (condition (v)). This is a contradiction. 
Definition. For each i ∈ I, λ ∈ X rescale the definition of αi ∈ End
2(1λ) so that (αi, αi)λ = 2.
20 SABIN CAUTIS
Lemma 7.2. For θ ∈ Yk, i ∈ I and λ ∈ X we have (θ, αi)λ = 〈θ, αi〉.
Proof. It suffices to show this for θ = αj where j ∈ I. First, if 〈j, i〉 = 0 then by Lemma 7.1 we have
(αj , αi)λ = 0. On the other hand, if 〈j, i〉 = −1 then 〈i+2j, i〉 = 0 which, by Lemma 7.1 again, means
that (αi + 2αj, αi)λ = 0⇒ (αj , αi)λ = −1. 
Remark 7.3. If θ ∈ Yk belongs to the radical Rk ⊂ Yk of the bilinear form 〈·, ·〉 then, by Lemma 7.2,
θ ∈ End2(1λ) is transient.
Proposition 7.4. If 〈θ, αi〉 = 0 then IIθ = θII ∈ End
2(1λ+αiEi1λ).
Proof. Suppose λi ≥ −1 (the case λi ≤ −1 is similar). Then by Corollary 5.3 we know (IIθ) = (γII)
for some γ ∈ End2(1λ+αi). Since we are working modulo transient maps it suffices to show that
(γ − θ, αj)λ+αi = 0 for all j ∈ I.
To see this one follows the same argument as in Corollary 5.3 (the main difference being that now
we know Tjji = T
′
jji rather than Tjji ∼ T
′
jji). More precisely, we consider the composition
EjEjEi
(ITji)(TjjI)
−−−−−−−−→ EjEi1λEj
IIθI
−−−→ EjEi1λEj
(ITjj)(TijI)
−−−−−−−−→ EiEjEj
where we omit the shifts for convenience. Then, using the same argument as in Corollary 5.3, this
composition equals (θ, αj)λTjji while on the other hand it equals (γ, αj)λ+αiTjji. Since (θ, αj)λ =
〈θ, αj〉 = (θ, αj)λ+αi we get (γ − θ, αj)λ+αi = 0 as long as TjjiIλ−αj 6= 0.
If TjjiIλ−αj = 0 then either EjEj1λ+αi−αj = 0 or EjEj1λ−αj = 0. In the first case we have
(φ, αj)λ+αi for any φ ∈ End
2(λ + αi) and so, in particular, (θ − γ, αj)λ+αi = 0. Otherwise we have
1λ+αi+ǫjαj 6= 0 for ǫj ∈ {−1, 0, 1} and 1λ 6= 0 which implies 1λ−αj 6= 0 by condition viii. Using
that EjEj1λ−αj = 0 we get 1λ+αj = 0. However, 1λ+αi+αj 6= 0 which leads to a contradiction if
〈λ+ αi + αj , i〉 ≥ 1⇔ λi ≥ 0.
Thus we are done unless λi = −1 and EjEj1λ−αj = 0. This last case is taken care by the analogous
argument for λi ≤ 1 which argues in the same way as above starting with the fact that (θII) = (IIγ) ∈
End2(1λEi1λ−αi) for some γ ∈ End
2(1λ−αi). 
Definition: Choose θ ∈ Yk so that 〈θ, αi〉 = 1 and let Xi := −(θII) + (IIθ) ∈ End
2(1λ+αiEi1λ).
Corollary 7.5. If i 6= j then we have
(IXi)Tij = Tij(XiI) ∈ Hom(EiEj1λ,EjEi1λ〈−〈i, j〉+ 2〉),
(XiI)Tji = Tji(IXi) ∈ Hom(EjEi1λ,EiEj1λ〈−〈i, j〉+ 2〉).
Proof. Choose γ ∈ Yk so that 〈γ, αi〉 = 1 and 〈γ, αj〉 = 0. Then 〈θ − γ, αi〉 = 0 and so by Proposition
7.4 we have (θII)− (γII) = (IIθ)− (IIγ) ∈ End(1λ+αiEi1λ). This means that Xi = −(γII) + (IIγ).
But then, since 〈γ, αj〉 = 0, we have
(IγII) = (IIIγ) ∈ End2(Ei1λ+αjEj1λ)
(γIII) = (IIγI) ∈ End2(1λ+αi+αjEj1λ+αiEi)
from which we get Tij(XiI) = (IXi)Tij . The second relation follows similarly. 
Remark 7.6. The argument in Corollary 7.5 shows that the definition of Xi does not depend on our
choice of θ.
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8. Step #5 – Action of the affine nilHecke algebra
Fix i ∈ I. We will now prove that the affine nilHecke algebra on products of Ei’s. This argument is
essentially a simplification and strengthening of the one in [CKL2].
Proposition 8.1. Inside End(EiEi) we have (modulo transient maps)
Tii(XiI) = (IXi)Tii + II and (XiI)Tii = Tii(IXi) + II.
Proof. Let us suppose we are trying to prove this for End(Ei1λEi) where λi ≥ 0 (the case λi ≤ 0 is the
same). By Lemma 4.7 we have a
(36) id = a · (IθI)Tii + a · Tii(IθI) + Tii(τ) ∈ End(Ei1λEi)
where τ = (ρIII)+ b · (IIIθ) ∈ End2(1λ+αiEiEi1λ−αi). Composing on the left with Tii and using that
Tii(IθI)Tii = (θ, αi)λTii = Tii we get Tii = aTii which means a = 1. Thus, we can rewrite (36) as
(37) (XiI)Tii = Tii(IXi) + II + Tii(τ
′) ∈ End(EiEi)
where τ ′ = (γ′III) + (IIIγ) ∈ End(1λ+αiEiEi1λ−αi). It remains to show that (γ, αj)λ−αi = 0 =
(γ′, αj)λ+αi for all j ∈ I.
First we show that (γ, αi)λ−αi = 0. To do this consider
(XiII)(TiiI) = (TiiI)(IXiI) + III + (TiiI)(τ
′I) ∈ End(1λ+αiEiEiEi)
and compose on the left with (TiiI)(ITii) and on the right with (ITii). This gives us
(TiiI)(ITii)(XiII)(TiiI)(ITii) =Tiii(IXiI)(ITii) + (TiiI)(ITii)(TiiI)(τ
′I)(ITii)
(TiiI)(XiII)T
′
iii =Tiii(IXiI)(ITii) + Tiii(τ
′I)(ITii)
(TiiI)(XiII)Tiii =T
′
iii(IXiI)(ITii) + T
′
iii(τ
′I)(ITii)
(TiiI)(XiII)(TiiI)(ITii)(TiiI) =T
′
iii + (ITii)(TiiI)(ITii) · (γ, αi)λ−αi
Tiii =T
′
iii + (γ, αi)λ−αiT
′
iii
where we use Tii(XiI)Tii = Tii and that
(ITii)(τ
′I)(ITii) = (ITii)[(γ
′IIII) + (IIIγI)](ITii) = 0 + (γ, αi)λ−αiTii
to obtain the last two equalities. From this it follows that (γ, αi)λ−αi = 0. The argument that
(γ′, αi)λ+αi = 0 is similar.
Next we show that (γ, αj)λ−αi = 0 for j 6= i. To do this we first compose (37) with Fj on either
sides. The term involving γ then becomes
h := (ITiiII)(IIIγI) ∈ End(FjEiEi1λ−αiFj).
Now consider the composition
(38) EiEiFj1λ−αiFj
(vijIII)(IvijII)
−−−−−−−−−−→ FjEiEi1λ−αiFj
h
−→ FjEiEi1λ−αiFj
(IujiII)(ujiIII)
−−−−−−−−−−−→ EiEiFj1λ−αiFj .
We have
(IujiI)(ujiII)(ITiiI) ∼ (TiiII)(IujiI)(ujiII) : FjEiEi1λ−αi → EiEiFj1λ−αi
which means that the composition in (38) is (up to a multiple) equal to
(TiiIII)(IujiII)(ujiIII)(vijIII)(IvijII)(IIIγI) ∼ (TiiIII)(IIIγI) ∈ End(EiEiFj1λ−αiFj).
Finally, composing on the left and right with IIT ′jj where T
′
jj ∈ End
−2(FjFj) is the unique map we
get (up to a multiple)
(γ, αj)λ−αi(TiiII)(IIT
′
jj) ∈ End(EiEiFjFj).
On the other hand, performing the same manipulations with the others terms in (37) ends up giving
us zero. It follows that (γ, αj)λ−αi = 0. A similar argument also shows (γ
′, αj)λ+αi = 0. 
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Thus, Proposition 8.1 and Corollary 7.5 gives us the following relations (modulo transient maps):
Tii(XiI) = (IXi)Tii + II and (XiI)Tii = Tii(IXi) + II ∈ End(EiEi),(39)
(IXi)Tij = Tij(XiI) ∈ Hom(EiEj,EjEi〈−〈i, j〉+ 2〉) if i 6= j,(40)
(XiI)Tji = Tji(IXi) ∈ Hom(EjEi,EiEj〈−〈i, j〉+ 2〉) if i 6= j.(41)
Corollary 8.2. For any i ∈ I the compositions
1λ
adji
−−→ EiFi1λ〈−λi + 1〉
X
λi−1
i
I
−−−−−→ EiFi1λ〈λi − 1〉
adji−−→ 1λ if λi ≥ 0 and
1λ
adji
−−→ FiEi1λ〈λi + 1〉
IX
−λi−1
i−−−−−−→ FiEi1λ〈−λi − 1〉
adji−−→ 1λ if λi ≤ 0
are equal to a nonzero multiple of the identity map in End(1λ).
Proof. This is an immediate consequence of Lemma 3.4, the fact that Endℓ(1λ) = 0 if ℓ < 0 and the
definition of Xi from section 7. 
9. Step #6 – The Serre relation
In this section we fix i, j ∈ I with 〈i, j〉 = −1 and prove the Serre relation (Corollary 9.6). The idea
behind the proof is to first show that by adjunction there exist unique maps (up to rescaling)
E
(2)
i Ej ⊕ EjE
(2)
i → EiEjEi → E
(2)
i Ej ⊕ EjE
(2)
i
whose composition is the identity (this last step is the hardest part). Separately, by using adjunction
we know that dimEnd(EiEjEi) ≤ 2 from which the Serre relation follows.
Lemma 9.1. Suppose i, j ∈ I with 〈i, j〉 = −1. If EjEi1λ = 0 then EjE
(2)
i 1λ = 0. Likewise, if
EiEj1λ+αi = 0 then E
(2)
i Ej1λ = 0.
Proof. We prove the first assertion (the second assertion is similar). If 1λ,1λ+αi ,1λ+2αi or 1λ+2αi+αj
are zero then we are done. So suppose they are all nonzero.
Since EjEi1λ = 0 this means that 1µ = 0 where µ := λ + αi + αj . Since 1µ+αi 6= 0 we must have
〈µ+ αi, αi〉 ≤ 0⇔ λi ≤ −3 because otherwise 1µ+αi is a direct summand of Ei1µFi = 0.
Finally, if λi ≤ −3 then EjE
(2)
i 1λ is a direct summand of
EjF
(−λi−2)
i E
(−λi)
i 1λ
∼= F
(−λi−2)
i 1si·µEjE
(−λi)
i 1λ.
Since, in general, 1ν = 0 if and only if 1si·ν = 0 we find that the right side above is zero and hence
EjE
(2)
i 1λ = 0. 
Proposition 9.2. If EjE
(2)
i 1λ 6= 0 then (TjiI)(ITii)(TijI) ∈ End(EiEjEi1λ) is nonzero. Likewise,
if E
(2)
i Ej1λ 6= 0 then (ITij)(TiiI)(ITji) ∈ End(EiEjEi1λ) is nonzero. Moreover, these two maps are
linearly independent.
Proof. Suppose (TjiI)(ITii)(TijI) ∈ End(EiEjEi1λ) is zero. Then composing with (XiII) we get that
(TjiI)(ITii)(TijI)(XiII) = (TjiI)(ITii)(IXiI)(TijI)
= (TjiI)(XiII)(ITii)(TijI) + (TjiI)(TijI)
= (XiII)(TjiI)(ITii)(TijI) + (TjiI)(TijI)
must be zero, which implies that (TjiI)(TijI) ∈ End
2(EiEjEi1λ) is zero.
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Now, if 〈λ + αi, αi〉 ≤ −1 (meaning λi ≤ −3) then we compose on the left with Fi and by Lemma
5.4 find that the EjEi1λ-rank of (ITjiI)(ITijI) ∈ End
2(FiEiEjEi1λ) is −λi − 2 ≥ 1. Since by Lemma
9.1 EjE
(2)
i 1λ 6= 0⇒ EjEi1λ 6= 0 this means that (TjiI)(TijI) cannot be zero (contradiction).
Likewise, if 〈λ+αi, αi〉 ≥ 0 (meaning λi ≥ −2) then we compose with Fi on the right and by Lemma
5.4 find that the EjEi-rank of (TjiII)(TijII) ∈ End
2(EiEjEi1λFi) is at least λi + 3 ≥ 1 so once again
(TjiI)(TijI) cannot be zero (contradiction).
The case of (ITij)(TiiI)(ITji) is proved similarly.
Finally, suppose (TjiI)(ITii)(TijI) = c(ITij)(TiiI)(ITji) for some c ∈ k
×. Composing with (XiII)
as above and simplifying we get that
(TjiI)(TijI) = c(ITij)(ITji) ∈ End
2(EiEjEi1λ).
If λi ≤ −3 then we compose with Fi on the left and find that the left hand side has positive EjEi1λ-rank.
However, the right hand side factors through FiEiEiEj1λ and hence must have zero EjEi1λ-rank. 
Corollary 9.3. There exist mλiji, n
λ
iji ∈ k
× so that
(42) mλiji(TjiI)(ITii)(TijI) + n
λ
iji(ITij)(TiiI)(ITji) = (III) ∈ End(EiEjEi1λ).
Remark 9.4. This result is true without having to mod out by transient maps. This is because the
key result that dimEnd(EiEjEi1λ) ≤ 2 holds without having to mod out.
Proof. Let us suppose E
(2)
i Ej1λ and EjE
(2)
i 1λ are both nonzero (the other cases are strictly easier).
Recall that Tiji = (TjiI)(ITii)(TijI) and T
′
iji = (ITij)(TiiI)(ITji). By Corollary 9.2 we know TijiIλ
and T ′ijiIλ are nonzero and linearly independent. On the other hand, by Lemma A.11, we have
dimEnd(EiEjEi1λ) ≤ 2. Thus TijiIλ and T
′
ijiIλ span this space and the identity morphism must
be a linear combination of these two.
Finally, to show that mλiji and n
λ
iji are nonzero note that by Lemma 9.5 we have m
λ
ijiT
2
ijiIλ = TijiIλ
and, in particular, mλiji 6= 0. Likewise, we also get n
λ
iji 6= 0. 
Lemma 9.5. We have TijiT
′
ijiIλ = 0 while m
λ
iji(Tiji)
2Iλ = TijiIλ and n
λ
iji(T
′
iji)
2Iλ = T
′
ijiIλ.
Proof. We have
TijiT
′
iji = (TjiI)(ITii)[(TijI)(ITij)(TiiI)](ITji) = (TjiI)(ITii)[(ITii)(TijI)(ITij)](ITji) = 0
where we used relation (23) to rewrite the part in the brackets. Multiplying (42) by Tiji we get
mλijiT
2
ijiIλ = TijiIλ and likewise for the last relation. 
Corollary 9.6. We have EiEjEi ∼= E
(2)
i Ej ⊕ EjE
(2)
i .
Proof. Suppose EjE
(2)
i Iλ and EjE
(2)
i Iλ are nonzero (the cases when one or both are zero is strictly
easier). First consider the composition
(43) EjE
(2)
i 1λ
(TjiI)(Iι)
−−−−−−→ EiEjEi1λ
(Iπ)(TijI)
−−−−−−→ EjE
(2)
i 1λ
where ι : E
(2)
i → EiEi〈−1〉 is the natural inclusion and π : EiEi → E
(2)
i 〈−1〉 the natural projection.
Claim: the composition in (43) is nonzero. Note that ι ◦ π ∈ End−2(EiEi) is equal to Tii up to
rescaling. So it suffices to show that the following composition is nonzero
EjEiEi1λ
(ITii)
−−−−→ EjEiEi1λ
(TijI)(TjiI)
−−−−−−−−→ EjEiEi1λ
(ITii)
−−−−→ EjEiEi1λ
where we omit shifts for convenience. This composition appears as a factor inside TijiTiji1λ so it suffices
to show TijiTijiIλ 6= 0. This follows from Lemma 9.5 since m
λ
ijiTijiTijiIλ = TijiIλ and completes the
proof of the claim.
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Since (43) is nonzero it must be some multiple of the identity (by Lemma A.9). Thus EjE
(2)
i 1λ is
a direct summand of EiEjEi1λ. Likewise, one can also prove that E
(2)
i Ej1λ is a direct summand of
EiEjEi1λ. Thus
EiEjEi1λ ∼= EjE
(2)
i 1λ ⊕ E
(2)
i Ej1λ ⊕ R1λ
for some 1-morphism R. But by Lemma A.11 we know dimEnd(EiEjEi1λ) ≤ 2 which means R1λ = 0
and the result follows. 
10. Step #7 – The Tiji relation
In this section we consider i, j ∈ I such that 〈i, j〉 = −1. We fix a subset Sij ⊂ I \ {i, j} such that
{αk : k ∈ Sij} ∪ {αi, αj} give a basis of Yk/Rk where Rk ⊂ Yk denotes the radical. By construction
this means that 〈·, ·〉 is nondegenerate on the subspace of Yk spanned by {αk : k ∈ Sij} ∪ {αi, αj}.
Lemma 10.1. We have
TjiTijIλ = (φ
ij
λ III) + (IIIθ
ij
λ ) : 1λ+αi+αjEiEj1λ → 1λ+αi+αjEiEj1λ〈2〉
where θijλ and φ
ij
λ satisfy (θ
ij
λ , αk)λ + (φ
ij
λ , αk)λ+αi+αj = 0 for any k ∈ Sij .
Proof. Any map 1λ+αi+αjEiEj1λ → 1λ+αi+αjEiEj1λ〈2〉 is of the form φ
ij
λ III + IIIθ
ij
λ for some θ
ij
λ ∈
End2(1λ) and φ
ij
λ ∈ End
2(1λ+αi+αj ). Now consider k ∈ Sij . By nondegeneracy of 〈·, ·〉 on Yk/Rk we
can find γ ∈ Yk so that 〈γ, αk〉 = 1 while 〈γ, αi〉 = 〈γ, αj〉 = 0.
Now consider the composition
(44) EiEjFkFk
(vikII)(IvjkI)
−−−−−−−−−→ FkEiEjFk
(ITjiI)(ITijI)
−−−−−−−−−→ FkEiEjFk〈2〉
(IukjI)(ukiII)
−−−−−−−−−→ EiEjFkFk〈2〉
On the one hand, since k 6= i, j we can apply Corollary A.13 to conclude that,
(ITijI)(vikII)(IvjkI) ∼ (vikII)(IvjkI)(TijII) and (IukjI)(ukiII)(ITjiI) ∼ (TjiII)(IukjI)(ukiII).
This means that, up to a multiple, the composition in (44) is equal to
EiEjFkFk
(vikII)(IvjkI)(TijII)
−−−−−−−−−−−−−−→ FkEjEiFk
(TjiII)(IukjI)(ukiII)
−−−−−−−−−−−−−−→ EiEjFkFk.
Since ukj and vjk are inverses (up to a multiple) and likewise for uki and vik this composition is (up to
a multiple) equal to (TjiII)(TijII) ∈ End
2(EiEjFkFk). In particular, this means that composing (44)
on the left and right with (IITkk) we get zero.
On the other hand, we can rewrite (44) as
EiEjFkFk
(vikII)(IvjkI)
−−−−−−−−−→ Fk1µEiEj1λFk
(Iφij
λ
IIII)+(IIIIθij
λ
I)
−−−−−−−−−−−−−−→ Fk1µEiEj1λFk〈2〉(45)
(IukjI)(ukiII)
−−−−−−−−−→ EiEjFkFk〈2〉
where µ = λ + αi + αj . Now (θ
ij
λ II) ∈ End
2(1λFk1λ+αk) can be rewritten as (IIρ) + a(γII) for
some ρ ∈ End2(1λ+αk) and where a := (θ
ij
λ , αk)λ. Likewise, (IIφ
ij
λ ) ∈ End
2(1µ−αkFk1µ) can we
rewritten as (ρ′II) + b(IIγ) where b := (φijλ , αk)λ+αi+αj . Also, since 〈γ, αi〉 = 〈γ, αj〉 = 0 the map
b(IγII) ∈ End2(Fk1λ+αi+αjEiEj) is equal to b(IIIγ) ∈ End
2(FkEiEj1λ). Thus (45) is equal to the
composition
EiEjFkFk
(vikII)(IvjkI)
−−−−−−−−−→ FkEiEjFk
h
−→ FkEiEjFk〈2〉
(IukjI)(ukiII)
−−−−−−−−−→ EiEjFkFk〈2〉
where h is the map
1µ−αkFkEiEj1λFk1λ+αk
(ρ′IIIIII)+(IIIIIIρ)+(a+b)(IIIIγII)
−−−−−−−−−−−−−−−−−−−−−−−−−→ 1µ−αkFkEiEj1λFk1λ+αk〈2〉.
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Up to rescaling this is equal to
1µ−αkEiEjFk1λFk1λ+αk
(ρ′IIIIII)+(IIIIIIρ)+(a+b)(IIIIγII)
−−−−−−−−−−−−−−−−−−−−−−−−−→ 1µ−αkEiEjFk1λFk1λ+αk〈2〉.
Composing on both sides with IITkk ∈ End
−2(EiEjFkFk) we find that we get zero if and only if
a+ b = 0. This concludes the proof. 
Lemma 10.2. Using the notation from Corollary 9.3 and Lemma 10.1 we have
(i) nλiji · (φ
ij
λ , αi)λ+αi+αj = 1 if E
(2)
i Ej1λ 6= 0 and
(ii) m
λ−αj
jij · (θ
ij
λ , αj)λ = 1 if EiE
(2)
j 1λ−αj 6= 0.
Proof. On the one hand we have nλiji(T
′
iji)
2Iλ = T
′
ijiIλ by Lemma 9.5. On the other hand,
(T ′iji)
2Iλ = (ITij)(TiiI)[(ITji)(ITij)](TiiI)(ITji)Iλ
which is equal to the composition
EiEjEi1λ
(TiiI)(ITji)
−−−−−−−→ Ei1µEiEj1λ〈−1〉
(Iφij
λ
III)+(IIIIθij
λ
)
−−−−−−−−−−−−−→ Ei1µEiEj1λ〈1〉
(ITij)(TiiI)
−−−−−−−→ EiEjEi1λ
where µ = λ+ αi + αj . Here we used Lemma 10.1 to rewrite the part in the brackets.
Now (TiiI)(IIIIθ
ij
λ )(TiiI) = 0 whereas (TiiI)(Iφ
ij
λ III)(TiiI) = (φ
ij
λ , αi)λ+αi+αj (TiiI). Thus
(nλiji)
−1T ′ijiIλ = (φ
ij
λ , αi)λ+αi+αj (ITij)(TiiI)(ITji)T
′
ijiIλ = (φ
ij
λ , αi)λ+αi+αjT
′
ijiIλ
and hence nλiji(φ
ij
λ , αi)λ+αi+αj = 1. The second relation follows by considering Tjij instead of T
′
iji. 
Lemma 10.3. Using the notation from Corollary 9.3 and Lemma 10.1 we have
(i) mλ−αiiji · (φ
ij
λ , αi)λ+αi+αj = −1 assuming both terms are nonzero and
(ii) nλiji · (θ
ji
λ , αi)λ = −1 assuming both terms are nonzero.
Proof. First note that
(TjiI)(ITii)(TijI)(IIXi) = (TjiI)[(IXiI)(ITii)− (III)](TijI)
= (XiII)(TjiI)(ITii)(TijI)1λ − (TjiI)(TijI)
and similarly
(ITij)(TiiI)(ITji)(IIXi) = (XiII)(ITij)(TiiI)(ITji)− (ITij)(ITji).
Using that mλiji(TjiI)(ITii)(TijI)Iλ + n
λ
iji(ITij)(TiiI)(ITji)Iλ = (III)Iλ and simplifying we arrive at
the relation
mλiji(TjiI)(TijI)Iλ + n
λ
iji(ITij)(ITji)Iλ = (XiII)Iλ − (IIXi)Iλ ∈ End
2(EiEjEi1λ).
Now, the left side is equal to
(46) mλiji[(φ
ij
λ+αi
IIIIII) + (IIIIθijλ+αiII)] + n
λ
iji[(IIφ
ji
λ IIII) + (IIIIIIθ
ji
λ )]
as an element in End2(1µ+αiEi1µEj1λ+αiEi1λ), where µ = λ+ αi + αj . On the other hand, the right
side is equal to
(47) − (θIIIIII) + (IIθIIII) + (IIIIθII) − (IIIIIIθ)
for some θ ∈ Yk with 〈θ, αi〉 = 1. Comparing (46) and (47) we find that
mλiji(φ
ij
λ+αi
, αi)µ+αi = −(θ, αi)µ+αi = −1 and n
λ
iji(θ
ji
λ , αi)λ = −(θ, αi)λ = −1.
This concludes the proof. 
Lemma 10.4. Using the notation from Lemma 10.1 we have
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(i) (θijλ , αi)λ = (θ
ji
λ , αi)λ if E
(2)
i Ej1λ−αi 6= 0 and EjE
(2)
i 1λ−αi 6= 0,
(ii) (φijλ , αj)λ+αi+αj = (φ
ji
λ , αj)λ+αi+αj if E
(2)
j Ei1λ 6= 0 and EiE
(2)
j 1λ 6= 0.
Proof. Consider the following composition
(48) EjEi1λEi
(ITii)
−−−−→ EjEi1λEi
(TjiI)(TijI)(TjiI)
−−−−−−−−−−−→ EiEj1λEi
(TiiI)(ITji)
−−−−−−−→ EiEiEj
where we omit the grading shifts for convenience. On the one hand, this is equal to the composition
EjEi1λEi
(ITii)
−−−−→ 1µEjEi1λEi
(φij
λ
IIII)+(IIIθij
λ
I)
−−−−−−−−−−−−−→ 1µEjEi1λEi
Tjii
−−→ EiEiEj
where µ = λ+ αi + αj . Now Tjii = T
′
jii = (ITji)(TjiI)(ITii) which means that
Tjii(IIIθ
ij
λ I)(ITii) = (ITji)(TjiI)[(ITii)(IIIθ
ij
λ I)(ITii)] = (θ
ij
λ , αi)λTjii
while Tjii(φ
ij
λ IIII)(ITii) = 0. In particular we get that the composition in (48) is equal to (θ
ij
λ , αi)λTjii.
On the other hand, we can also write the composition in (48) as
EjEi1λEi
(ITii)
−−−−→ 1µEjEi1λEi
(φji
λ
IIII)+(IIIθji
λ
I)
−−−−−−−−−−−−−→ 1µEjEi1λEi
T ′jii
−−→ EiEiEj.
The same argument as above simplifies this composition to give (θjiλ , αi)λTjii. Thus must have
(θijλ , αi)λ = (θ
ji
λ , αi)λ. The second relation follows similarly. 
Proposition 10.5. One can rescale the maps Tij so that m
λ
iji = t
−1
ij and n
λ
iji = −t
−1
ij for all λ.
Proof. First notice that rescaling some Tij1λ does not affect the relations in (22), (23), (40) and (41).
This is because each Tij occurs the same number of times on both sides of these relations.
Choose λ so that 1λ 6= 0 whereas 1λ−αi = 0. We will now rescale all TijIµ where µ = λ + rαi for
some r ∈ Z. We assume that 1λ+αj = 0 and proceed by increasing induction on λi. If this is not the
case then instead of λ we choose si · λ := λ − λiαi where 1si·λ 6= 0, 1si·λ+αi = 0 and 1si·λ+αi+αj 6= 0
and proceed by decreasing induction on λi.
The base case. Since 1λ+αj = 0 we have E
(2)
i Ej1λ = 0 and hence (ITij)(TiiI)(ITji)Iλ = 0. Thus,
by Corollary 9.3, mλiji(TjiI)(ITii)(TijI)Iλ = (III)Iλ. So we can rescale TijIλ+αi so that m
λ
iji = t
−1
ij .
This proves the base case.
The induction step. Consider now
mµiji(TjiI)(ITii)(TijI)Iµ + n
µ
iji(ITij)(TiiI)(ITji)Iµ = (III)Iµ ∈ End(EiEjEi1µ)
where µ = λ+ rαi for some r > 0. By induction we have EjE
(2)
i 1µ−αi 6= 0 and we have rescaled TijIµ
so that mµ−αiiji = t
−1
ij . We claim that this implies n
µ
iji = −t
−1
ij .
To see this note that by Lemma 10.2 we have (θjiµ , αi)µ = tij . Now, if E
(2)
i Ej1µ = 0 there is nothing
to prove. If it is nonzero then by Lemma 10.3 we have nµiji · (θ
ji
µ , αi)µ = −1 which proves the claim.
So now we can just rescale TijIµ+αi so that m
µ
iji = t
−1
ij . This completes the induction. 
At this point we know the following relations:
(θijλ , αk)λ = −(φ
ij
λ , αk)λ+αi+αj if k ∈ Sij ,(49)
(θijλ , αi)λ = tij = −(φ
ij
λ , αi)λ+αi+αj and(50)
(θijλ , αj)λ = −(φ
ij
λ , αj)λ+αi+αj .(51)
To see the last relation above notice that switching the roles of i and j in Lemma 10.2 equation (i) gives
nλiji ·(φ
ji
λ , αj)λ+αi+αj = 1 which together with Lemma 10.4 equation (ii) gives n
λ
iji ·(φ
ij
λ , αj)λ+αi+αj = 1.
On the other hand, switching the roles of i and j in Lemma 10.3 equation (ii) gives nλjij ·(θ
ij
λ , αj)λ = −1.
Putting these two relations together gives (θijλ , αj)λ = −(φ
ij
λ , αj)λ+αi+αj .
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Corollary 10.6. There exists tλji ∈ k
× such that
(Tji)(Tij)Iλ = tij(XiI)Iλ + t
λ
ji(IXj)Iλ ∈ End
2(EiEj1λ)(52)
(Tij)(Tji)Iλ = tij(IXi)Iλ + t
λ
ji(XjI)Iλ ∈ End
2(EjEi1λ).(53)
Proof. We have
(Tji)(Tij)Iλ = (φ
ij
λ IIII) + (IIIIθ
ij
λ ) ∈ End
2(1µEi1λ+αjEj1λ)
where µ = λ+ αi + αj . Since (φ
ij
λ , αi)µ = −tij we can write
(φijλ IIII) = −tij(θIIII) + tij(IIθII) + (IIσ
ij
λ II) = tij(IXiIII) + (IIφ
ij
λ II)
for some θ satisfying (θ, αi) = 1 and some σ ∈ End
2(1λ+αj ) satisfying (σ, αk)λ+αj = (θ
ij
λ , αk)µ for all
k ∈ Sij . Similarly we get
(IIIIθijλ ) = −t
λ
ji(IIIIρ) + t
λ
ji(IIρII) + (IIτII) = t
λ
ji(IIIXjI) + (IIτII)
for some ρ satisfying (ρ, αj) = 1 and where t
λ
ji := −(θ
ij
λ , αj)λ and τ ∈ End
2(1λ+αj ) satisfies (τ, αk)λ+αj =
(θijλ , αk)λ for all k ∈ Sij . Using relation (49), (50) and (51) it is straightforward to check that
(σ + τ, αk)λ+αj = 0 for all k ∈ Sij . This completes the proof of (52).
Relation (53) now also follows since by switching the roles of i and j in Lemma 10.4 we have
(θijλ , αk)λ = (θ
ji
λ , αk)λ and (φ
ij
λ , αk)λ+αi+αj = (φ
ji
λ , αk)λ+αi+αj for k = i, j.

Proposition 10.7. The value of tλji is independent of λ.
Proof. We break up the argument into three claims which together give the result.
Claim 1: tλji = t
λ+αi
ji . Consider the composition
EiEiEj1λ
(ITji)(ITij)
−−−−−−−−→ EiEiEj1λ
TiiI−−→ EiEiEj1λ
ITij
−−−→ EiEjEi1λ
where we omit the grading shifts for convenience. On the one hand, this composition equals
(54) (ITij)(TiiI)[tij(IXiI) + t
λ
ji(IIXj)] = [tij(XiII) + t
λ
ji(IXjI)](ITij)(TiiI)− tij(ITij)
while on the other hand it is equal to
(T ′iji)(ITij) = (Tiji)(ITij)− tij(ITij)
= (TjiI)(ITii)(TijI)(ITij)− tij(ITij)
= (TjiI)(TijI)(ITij)(TiiI)− tij(ITij)
= tij(XiII)(ITij)(TiiI) + t
λ+αi
ji (IXjI)(ITij)(TiiI)− tij(ITij).(55)
Comparing (54) and (55) we get that tλji = t
λ+αi
ji .
Claim 2: tλji = t
λ+αj
ji . Consider the composition
EjEiEj1λ
(ITji)(ITij)
−−−−−−−−→ EjEiEj1λ
(TjiI)
−−−−→ EiEjEj1λ
ITjj
−−−→ EiEjEj1λ
where we again have ignored the grading shifts. On the one hand this composition equals
(56) (ITjj)(TjiI)[tij(IXiI) + t
λ
ji(IIXj)] = [(tij(XiII) + t
λ
ji(IXjI)](ITjj)(TjiI)− t
λ
ji(TjiI).
On the other hand it is equal to
(TjiI)T
′
jij = −m
λ
jij(n
λ
jij)
−1(TjiI)Tjij + (n
λ
jij)
−1(TjiI)
= −mλjij(n
λ
jij)
−1[tij(XiII) + t
λ+αj
ji (IXjI)](ITjj)(TjiI) + (n
λ
jij)
−1(TjiI)(57)
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Now, by Lemma 10.3 relation (i) we have that
mλjij · (φ
ji
λ , αj)λ+αi+αj = −1⇒ m
λ
jij · t
λ+αj
ji = −1
and likewise, from Lemma 10.3 relation (ii) we have nλjij · t
λ
ji = −1. Thus the last two terms in (56)
and (57) are equal, leaving us with
tij(XiII)(ITjj)(TjiI) = −m
λ
jij(n
λ
jij)
−1tij(XiII)(ITjj)(TjiI).
Thus we get mλjij = −n
λ
jij ⇒ t
λ+αj
ji = t
λ
ji.
Claim 3: tλji = t
λ+αk
ji when k 6= i, j. Consider the composition
(58) EkEiEj1λ
(ITji)(ITij)
−−−−−−−−→ EkEiEj1λ
(TkiI)
−−−−→ EiEkEj1λ
(ITkj)
−−−−→ EiEjEk1λ.
On the one hand this composition equals
(59) (ITkj)(TkiI)[tij(IXiI) + t
λ
ji(IIXj)] = [tij(XiII) + t
λ
ji(IXjI)](ITkj)(TkiI).
On the other hand, we know that
(ITkj)(TkiI)(ITji) = c1(TjiI)(ITki)(TkjI) and (ITki)(TkjI)(ITij) = c2(TijI)(ITkj)(TkiI)
for some constants c1, c2 ∈ k. So the composition (58) equals
(60) c1c2(TjiI)(TijI)(ITkj)(TkiI) = c1c2[tij(XiII) + t
λ+αk
ji (IXjI)](ITkj)(TkiI).
Comparing (59) and (60) we find that c1c2 = 1 and subsequently t
λ+αk
ji = t
λ
ji. 
Denoting the common value of tλji by tji we can summarize the content of the results above as follows
(TjiI)(ITii)(TijI) = (ITij)(TiiI)(ITji) + tij(III) ∈ End(EiEjEi)(61)
(TijI)(ITjj)(TjiI) = (ITji)(TjjI)(ITij) + tji(III) ∈ End(EjEiEj)(62)
(Tji)(Tij) = tij(XiI) + tji(IXj) ∈ End
2(EiEj)(63)
(Tij)(Tji) = tij(IXi) + tji(XjI) ∈ End
2(EjEi).(64)
Finally, if 〈j, k〉 = 0 then TkjTjk1λ ∈ End(EjEk1λ) is some nonzero multiple of the identity. So one
can rescale each Tjk1λ so that
(65) (Tkj)(Tjk) = tjk(II) ∈ End(EjEk1λ).
It is easy to see that this implies (Tjk)(Tkj) = tjk(II) ∈ End(EkEj) meaning that tjk = tkj .
Remark 10.8. Equalities (61), (62) and (65) hold even without modding out by transient maps.
11. Step #8 – The Tijk relation
In this section we will show how to rescale maps so that
TijkIλ = T
′
ijkIλ ∈ Hom(EiEjEk1λ,EkEjEi1λ〈−ℓijk〉)
whenever i, j, k ∈ I are all distinct. Assuming the Hom space above is nonzero we know by Lemma
A.12 that it is one-dimensional. By Proposition 6.2, we also have that TijkIλ and T
′
ijkIλ are nonzero
which means that they must be equal to each other up to a multiple.
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It remains to find a consistent way to rescale T ’s so that Tijk = T
′
ijk. To do this we fix a total ordering
on ≺ on I. By decreasing induction (with respect to ≺) we will rescale Tij ’s so that Tijk = T
′
ijk if
i ≺ j ≺ k. More precisely, we can assume that we have already rescaled all Tik and Tjk where i, j ≺ k
as well as all Tk1k2 with i ≺ k1 ≺ k2 so that Tik1k2 = T
′
ik1k2
and Tjk1k2 = T
′
jk1k2
. Then, given TijIλ
one can uniquely rescale TijIλ+αk so that TijkIλ = T
′
ijkIλ.
Proposition 11.1. This rescaling algorithm for TijIλ is well defined.
Proof. The proof is analogous to that of Proposition 6.1 with Tii replaced by Tij . More precisely, we
consider a sequence of rescalings
(66) TijIλ  TijIλ+c1αk1  TijIλ+c1αk1+c2αk2  · · · TijIλ+
∑
ℓ
cℓαkℓ
= TijIλ
where cℓ = ±1, i, j ≺ kℓ for all ℓ and
∑
ℓ cℓαkℓ = 0 which we encode as ck = (c1k1, . . . , cmkm). To
show that such a sequence does not rescale TijIλ we consider the two operators Sa and Da acting
on such sequences as in Proposition 6.1. Then the way ck and Sa · ck ends up rescaling TijIλ is the
same due to Corollary 11.4 while the way ck and Da · ck rescale TijIλ is also the same (essentially by
definition). The result now follows since any sequence cα can be transformed into the trivial sequence
by repeatedly applying these moves. 
Having rescaled TijIλ as above we rescale TjiIλ by the inverse. This has the effect of preserving all
the other relations such as those in (63) and (64). So we maintain all our prior results while adding
the following relation:
(67) TijkIλ = T
′
ijkIλ : EiEjEk1λ → EkEjEi1λ〈−ℓijk〉 for all i, j, k ∈ I with i ≺ j ≺ k.
Lemma 11.2. Suppose i, j, a, b ∈ I with i ≺ j ≺ a, b and that 1λ+ǫiαi+ǫjαj+ǫaαa+ǫbαb 6= 0 for
ǫi, ǫj, ǫa, ǫb ∈ {0, 1}. If Tiab = T
′
iab and Tjab = T
′
jab then the two sequences
(68) TijIλ  TijIλ+αa  TijIλ+αa+αb and TijIλ  TijIλ+αb  TijIλ+αa+αb
lead to the same rescaling of TijIλ+αa+αb .
Proof. Consider the composition
(69) (IITij)(ITiaI)(IITja)(TibII)(ITjbI)(IITab) : EiEjEaEb1λ → EbEaEjEi1λ.
On the one hand one can write this as
(IT ′ija)(TibII)(ITjbI)(IITab) =(ITija)(TibII)(ITjbI)(IITab)
=(ITjaI)(IITia)[(ITijI)(TibII)(ITjbI)](IITab)
=(ITjaI)(IITia)(T
′
ijbI)(IITab)
=(ITjaI)(IITia)(TijbI)(IITab)
=(ITjaI)(IITia)(TjbII)(ITibI)(TijII)(IITab)(70)
where we rescaled TijIλ  TijIλ+αa  TijIλ+αa+αb in order to get the first and fourth equalities.
On the other hand, using that Tiab = T
′
iab and Tjab = T
′
jab one can rewrite (69) as
(TabII)(IITij)(ITibI)(IITjb)(TiaII)(ITjaI)
where we use that we know Tiab = T
′
iab and Tjab = T
′
jab to slide the Tab from the far right to the far
left. Then the same sequence of equalities as above shows that this is equal to
(71) (TabII)(ITjbI)(IITib)(TjaII)(ITiaI)(TijII)
where this time we had to rescale TijIλ  TijIλ+αb  TijIλ+αa+αb . Finally, sliding back the (TabII)
we find that (71) is equal to (70). Since by Lemma 11.3 the composition in (69) is nonzero it follows
that the two sequences of rescalings must be the same. 
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Lemma 11.3. Suppose i, j, a, b ∈ I are distinct and let ℓijab := 〈i, j + a+ b〉+ 〈j, a+ b〉+ 〈a, b〉. Then
(72) (IITij)(ITiaI)(IITja)(TibII)(ITjbI)(IITab) : EiEjEaEb1λ → EbEaEjEi1λ〈−ℓijab〉
is nonzero if and only if 1λ+ǫiαi+ǫjαj+ǫaαa+ǫbαb 6= 0 for ǫi, ǫj , ǫa, ǫb ∈ {0, 1}.
Proof. This result is the analogue of Lemma 6.4 which dealth with the case i = j. The proof is also very
similar. One direction is immediate since one check that the weights λ+ ǫiαi + ǫjαj + ǫaαa + ǫbαb all
appear somewhere in the composition (72) (after possibly having to use relations such as Tija ∼ T
′
ija).
For the converse one can argue as in Lemma 6.4 that (72) is nonzero if either
(73) TabITij : EaEb1λFiFj → EbEa1λFjFi or TijITab : FiFj1µEaEb → FjFi1µEbEa
are nonzero, where µ := λ+αi+αj+αa+αb and we abuse notation by writing Tij ∈ Hom
−〈i,j〉(FiFj ,FjFi)
for the analogue of Tij ∈ Hom
−〈i,j〉(EiEj,EjEi). These two maps are the analogues of (29) and (30).
Now, compose the left map in (73) with Fa on the left. If 〈a, b〉 = −1 and λa ≤ −1 then by Lemma
5.4 the Eb-rank of ITabI : FaEaEb1λ → FaEbEa1λ〈1〉 is −λa > 0 so we reduce to showing IITij :
Eb1λFiFj → Eb1λFjFi. Composing with invertible maps vbj and vbi leaves us with the composition
EbFiFj
ITij
−−−→ EbFjFi
vbjI
−−−→ FjEbFi
Ivbi−−→ FjFiEb.
This is adjoint to Tijb and hence nonzero by Proposition 6.2. Thus λa ≤ −1⇒ (72) is nonzero.
A similar argument except composing the right map in (73) with Fa on the right show that
λa ≥ −1− 〈a, i+ j + b〉 ⇒ (72) is nonzero .
Hence we are finished unless
〈a, i+ j + b〉 = −2 and λa = 0 or 〈a, i+ j + b〉 = −3 and λa = 0 or 1.
Similar arguments with b, i and j give us that we are also finished unless
〈b, i+ j + a〉 = −2 and λb = 0 or 〈b, i+ j + a〉 = −3 and λb = 0 or 1
〈i, j + a+ b〉 = −2 and λi = 0 or 〈i, j + a+ b〉 = −3 and λi = 0 or 1
〈j, i+ a+ b〉 = −2 and λj = 0 or 〈j, i + a+ b〉 = −3 and λj = 0 or 1.
We now argue case by case that these four conditions cannot all hold. There are three cases depending
on whether the Dynkin diagram containing i, j, a, b is a square, contains 5 edges or contains 6 edges
(i.e. is a complete graph).
In the first case it follows by condition (vii) that 〈λ, i + j + a + b〉 > 0 since 1λ 6= 0. On the other
hand, λi = λj = λa = λb = 0 which contradicts this.
In the second case suppose (without loss of generality) that i, j, a generates one of the two triangles.
Then as above we must have 〈λ + b, i + j + a〉 > 0 ⇒ λi + λj + λa ≥ 3 since vertex b is connected to
exactly two of i, j, a. But this is impossible since at least one of λi, λj , λa must be zero (and the other
two either zero or one).
In the third case i, j, b form a triangle which means 〈λ+ a, i+ j + b〉 ≥ 1⇒ λi + λj + λb ≥ 4. This
is not possible since λi, λj , λb ≤ 1. 
Corollary 11.4. Suppose i, j, a, b ∈ I with i ≺ j ≺ a, b and that TijIλ and TijIλ+αa−αb are nonzero.
If Tiab = T
′
iab and Tjab = T
′
jab then the two sequences
TijIλ  TijIλ+αa  TijIλ+αa−αb and TijIλ  TijIλ−αb  TijIλ+αa−αb
lead to the same rescaling of TijIλ+αa−αb .
Proof. Since TijIλ 6= 0 and TijIλ+αa−αb 6= 0 we get that 1λ+ǫiαi+ǫjαj 6= 0 and 1λ+αa−αb+ǫiαi+ǫjαj 6= 0,
where ǫi, ǫj ∈ {0, 1}. By condition (viii) this implies that all 1λ+ǫiαi+ǫjαj+ǫaαa+ǫbαb are nonzero and
the result follows from Lemma 11.2. 
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Finally, given (67) it remains to check that TijkIλ = T
′
ijkIλ for any distinct i, j, k ∈ I (not just when
i ≺ j ≺ k). This follows from the following Lemma.
Lemma 11.5. For distinct a, b, c ∈ I, if TabcIλ = T
′
abcIλ for all λ then Ta′b′c′Iλ = T
′
a′b′c′Iλ for any
permutation a′, b′, c′ of a, b, c.
Proof. We prove the case when (a′, b′, c′) = (b, a, c) (the general case follows similarly). There are
various cases to consider depending on whether a, b, c are connected in the Dynkin diagram. We will
deal with the most difficult case when 〈a, b〉 = 〈a, c〉 = 〈b, c〉 = −1 (the other cases are proved in the
same way but involve simpler computations).
By Proposition 6.2 we know that TbacIλ = sT
′
bacIλ for some s ∈ k
×. We need to show that in fact
s = 1. To do this consider the composition
(74) EaEbEc1λ
TabI−−−→ EbEaEc1λ
TbaI−−−→ EaEbEc1λ
ITbc−−−→ EaEcEb1λ
TacI−−−→ EcEaEb1λ.
On the one hand, this is equal to
(Tbac)(TabI) =s(T
′
bac)(TabI) = s(ITbaI)(TbcI)(ITac)(TabI) = s(ITba)(Tabc)
=s(ITba)(T
′
abc) = s(ITba)(ITab)(TacI)(ITbc)
=s[tab(IXaI) + tba(IIXb)](TacI)(ITbc)(75)
where we used relation (63) to get the last equality.
On the other hand, we can begin by first applying (63) to (74) to obtain
(76) (TacI)(ITbc)[tab(XaII) + tba(IXbI)]1λ = [tab(IXaI) + tba(IIXb)](TacI)(ITbc)1λ.
Comparing (75) with (76) we get s = 1 as long as
[tab(IXaI) + tba(IIXb)](TacI)(ITbc) : EaEbEc1λ → EcEaEb1λ〈4〉
is nonzero. To show this note that this map is adjoint to
(77) tab(XaIII) + tba(IXbII) : EaEb1λFc → EaEb1λFc〈2〉.
Now if λc ≤ −1 then you can compose (77) on the right with Ec. Simplifying one finds that one of the
summands is
(78) tab(XaII) + tba(IXbI) : EaEb1λ → EaEb1λ.
Now, if λb ≥ 0 then one can compose (78) on the right with Fb and consider the composition
Ea1λ+αb
Iadjb
−−−→ EaEbFb1λ+αb
(78)(IX
λb
b
I)
−−−−−−−−→ EaEbFb1λ+αb
Iadjb−−−→ Ea1λ+αb
which, by Corollary 8.2, is equal to (a nonzero multiple of) the identity map on Ea1λ+αb . Finally,
Ea1λ+αb 6= 0 by Lemma A.7 since 1λ+ǫaαa+ǫbαb+ǫcαc 6= 0 for ǫa, ǫb, ǫc ∈ {0, 1}. Thus (78) is nonzero in
this case. The case λb ≤ −2 is similar by composing with Fb on the left instead. Thus we are left with
the case λb = −1.
A similar argument with a instead of b leaves us with the case λa = 0. To take care of this possibility
that λa = 0 and λb = −1 we note that we could have switched the roles of a, b in the original equation
(74). Then the same argument above would take care of this possibility too.
This completes the case when λc ≤ −1. One has a similar argument when λc ≥ 1 by composing (77)
with Ec on the left to reduce to showing that tab(XaII) + tba(IXbI) ∈ End(EaEb1λ+αc) is nonzero.
This is done in the same way as above.
Finally, if λc = 0 one cannot simplify as above. On the other hand, one can still argue as above to
reduce to the case when λa = 0, 1 and λb = 0,−1. Since λa+λb+λc ≥ 1 we must have that λa = 1 and
λb = 0. This final possibility that λa = 1, λb = 0 and λc = 0 can be taken care of again by reversing
the roles of a and b in (74). This concludes the proof that the map in (77) is nonzero. 
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So we arrive at the following relation, which holds without having to mod out by transient maps.
(79) Tijk = T
′
ijk ∈ Hom(EiEjEk,EkEjEi〈−ℓijk〉) for all distinct i, j, k ∈ I.
12. Step #9 – Transients
At this point several of the relations above hold only modulo transient maps, namely relations (39),
(40), (41), (63) and (64). In many cases this may be good enough since transient maps are usually
negligible. For example, in applications to knot homology (section 14.3), the homology of any link
involves a computation whose output is an endomorphism of the highest weight space where there are
no transient maps. Even better, in our application to vertex operators (section 14.1), there are no
transient maps at all (i.e. they are all zero).
Nevertheless, it would be nice to know whether all relations hold on the nose. In this section we
prove this is the case when g = sln. We expect this also holds when the graph Γ associated to g is a
tree and perhaps more generally.
To understand the general argument it is worth first considering the case g = sl2. In this case one
needs to prove the affine nilHecke relations or, equivalently, that
(80) End(E1λE) ∋ T (IθI) + (IθI)T = (IT I)[(IIIθ) + (θIII)] + id ∈ End(1λ+αEE1λ−α).
We know this relation holds modulo transient maps. On the other hand, a transient map belonging
to End2(1λ+αEE1λ−α) is of the form (IIIφ) if λ ≤ 0 and (φIII) if λ ≥ 0. This means that, if λ ≥ 0
(resp. λ ≤ 0) then one can redefine θ ∈ End2(1λ+α) (resp. θ ∈ End
2(1λ−α)) by adding some transient
map so that (80) holds. Thus, starting in the middle (i.e. at weight space λ = 0 or λ = −1) we can go
out in both directions and redefine the θ’s so that (80) holds on the nose.
When g = sln (and n > 2) things are more complicated because there are further relations to check.
Moreover, it is not so clear what is the analogue of the middle weight λ = 0 or λ = −1. However,
the general idea is the same: we will start at a “middle weight” (see section 12.1) and work our way
outwards to redefine all θ’s by adding to them appropriate transient maps.
More precisely, we will proceed as follows (from hereon g = sln). Fix an orientation of Γ so that
from each vertex there is at most one arrow leaving. Also, fix θi ∈ Yk so that 〈θi, αj〉 = δi,j .
(i) Fix a middle weight µ (see section 12.1). Show that having fixed θi ∈ End
2(1µ) and θi ∈
End2(1µ−αi) one can then redefine the remaining θi’s so that
IIθi = θiII ∈ End
2(1λ+αjEj1λ) for any i 6= j and(81)
End(Ei1λEi) ∋ Tii(IθiI) + (IθiI)Tii = (ITiiI)[(IIIθi) + (θiIII)] + id ∈ End(1λ+αiEiEi1λ−αi).(82)
(ii) For each edge i→ j in Γ, redefine θi ∈ End
2(1µ) and θi ∈ End
2(1µ−αi) so that
(83) (Tji)(Tij) = tij(XiI) + tji(IXj) ∈ End
2(Ei1λEj)
holds when λ = µ− αi. Then use step 1 to redefine all other θi’s and show that this implies
(83) for all λ.
(iii) Show that
(84) (Tij)(Tji) = tij(IXi) + tji(XjI) ∈ End
2(Ej1λEi)
follows as a consequence of (81), (82) and (83).
Remark 12.1. If, following section 7, we define Xi ∈ End
2(1λ+αiEi1λ) as −(θiII) + (IIθi) then
relations (81) and (82) imply (39), (40) and (41) while (83) and (84) are the same as (63) and (64).
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12.1. The middle weight. For each i ∈ I we define the following valid slides
λ λ+ αi if λi ≥ −1 and λ λ− αi if λi ≤ 1.
We say λ ∈ X is a middle weight of K if you can reach any other nonzero weight space of X from λ by
using a sequence of valid slides (such a sequence is called a path).
Proposition 12.2. If g = sln then K has a middle weight.
Proof. For sln the cosets X/Y are indexed by ω ∈ {0,Λ1, . . . ,Λn−1}. We will show that these are all
middle weights. To simplify notation suppose ω = 0 (the other cases are exactly the same). Consider
λ =
∑n−1
j=1 ajαj for some aj ∈ Z with 1λ 6= 0.
Claim: if λ 6= 0 then there exists an i so that either ai, λi ≥ 1 or ai, λi ≤ −1.
If a1 = 0 then this claim is reduced to sln−1 and we proceed by induction. If a1 ≥ 1 then λ1 ≤ 0 or
otherwise we are done. Thus
λ1 = 2a1 − a2 ≤ 0⇒ a2 ≥ 2a1 ≥ 2.
But now a2 ≥ 2 means λ2 ≤ 0 or otherwise we are done. Then
λ2 = 2a2 − a1 − a3 ≤ 0⇒ a3 ≥ 2a2 − a1 ≥ a2 + a1 ≥ 3
meaning λ3 ≤ 0. Repeating this arguments gives the claim. The case a1 ≤ −1 is proved similarly.
The result now follows from the claim. More precisely, if λ = 0 we are done. Otherwise suppose
ai, λi ≥ 1 (the case ai, λi ≤ −1 is similar). Then we have a slide λ − αi  λ. Note that 1λ−αi 6= 0
since Ei1λ−αiFi contains at least one copy of 1λ 6= 0 (using that λi ≥ 1). Finally, by induction on∑
j |aj |, there exists a path 0  · · ·  λ − αi. Together with the slide λ − αi  λ this gives a path
0 · · · λ. 
From now on we fix a middle weight µ. The proof above gives us a canonical path from µ to any
weight space λ. More precisely, we start at λ and word backwards. Using the claim in the Lemma we
choose the smallest i so that ai, λi ≥ or ai, λi ≤ −1. Take the last slide in the path to be λ− αi  λ
or λ + αi  λ respectively, and then repeat. We refer to this sequence of slides as the canonical path
from µ to λ.
Remark 12.3. For convenience, if µ = Λi for some i ∈ I then we choose the orientation on Γ so that
all edges incident on i are oriented away from i.
12.2. Slide equivalences. Consider a path µ µ+ c1αk1  · · · µ+
∑
ℓ cℓαkℓ = λ where cℓ = ±1.
We will encode it as (ck) = (c1k1, . . . , cmkm) and denote by its length by |ck| (the length equals m).
We denote the canonical path from µ to λ by (ckλ). Note that the canonical path has the smallest
possible length among all paths, namely
∑
j |aj | if λ = µ+
∑
j ajαj .
We have two operations we can perform on a path ck, namely
Sa · (c1k1, . . . , caka, ca+1ka+1, . . . , cmkm) = (c1k1, . . . , ca+1ka+1, caka, . . . , cmkm)
Da · (c1k1, . . . , caka, ca+1ka+1, . . . , cmkm) = (c1k1, . . . , ca−1ka−1, ca+2ka+2, . . . , cmkm)
where Sa is defined as long as the right hand side is a valid path andDa is defined when caka = −caka+1.
If two paths (ck) and (ck′) are equivalent via a sequence of such operations we write (ck) ∼ (ck′) and
say they are slide equivalent.
Lemma 12.4. Suppose λ = µ +
∑
j ajλj . If ai ≤ −1 then (ckλ, i) ∼ (ck
′) where |ck′| = |ckλ| − 1.
Similarly, if ai ≥ 1 then (ckλ,−i) ∼ (ck
′) where |ck′| = |ckλ| − 1.
Proof. We prove the case ai ≤ −1 (the case ai ≥ 1 is the same). Suppose (ckλ, i) looks like
µ · · · ρ+ αi  ρ · · · λ− cmαkm  λ λ+ αi
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where the path from ρ to λ contains no αi. We will prove the result by induction on the length ℓ of
this path. Notice that if ℓ = 1 then we have · · · ρ ρ− αi = λ λ+ αi and the result follows by
applying Dm.
If ℓ > 1 then km 6= i. If 〈i, km〉 = 0 then the path λ− cmαkm  λ− cmαkm + αi  λ+ αi are valid
slides which means (ckλ, i) = (. . . , cmkm, i) ∼ (. . . , i, cmkm) and the result follows by induction. So we
are left with the cases km = i− 1 or km = i+ 1.
If km = i+ 1 then since ckλ is canonical it means cm = −1. Now, if λi ≥ 0 then
λ+ αi+1  λ+ αi+1 + αi  λ+ αi
are valid slides and hence (ckλ, i) = (. . . ,−km, i) ∼ (. . . , i,−km) and we are done by induction.
Otherwise, since λ λ+αi is a valid slide, we must have λi ≥ −1 which leaves us with λi = −1. But
then λ+ αi  λ is a valid slide which means ckλ = (. . . , i) (contradiction).
If km = i− 1 then all the αa which appear between ρ and λ satisfy a < i. If cm = 1 then
λ = ρ+ cαi−1 + ν
where c ≥ 1 and 〈ν, i〉 = 0. This means λi = ρi − c ≤ ρi − 1 ≤ −2 since ρi ≤ −1. But this is
a contradiction since λ  λ + αi is a valid slide. On the other hand, if cm = −1 then (ckλ, i) =
(. . . ,−i, cjkj , . . . , cmkm, i) where for each a = j, . . . ,m either ka ≤ i − 2 or ka = i − 1 and ca = −1.
In either case one can check that τ  τ + caαka  τ + caαka − αi are valid slides where τ =
ρ+ αi + cjαkj + · · ·+ ca−1αka−1 . This is because 〈τ + caαka , i〉 ≤ ρi + 2 ≤ 1. Thus we can repeatedly
slide the −i to the right to obtain
(ckλ, i) ∼ (. . . , cj−2kj−2, cjkj , . . . , cmkm,−i, i)
and we are done once again. This concludes the proof. 
Proposition 12.5. Any two minimal length paths between µ and λ are slide equivalent.
Proof. Consider an arbitrary minimal length path from µ to λ. Let us write it as (ck, cj). It suffices
to show that (ck, cj) ∼ (ckλ). The proof is by induction on |ckλ|. Notice that by induction we can
assume (ck) ∼ (ckλ−cαj ).
Suppose c = −1 and (ckλ) = (ckλ−αi , i) for some i (the other cases when c = 1 or (ckλ) =
(ckλ+αi ,−i) are the same). Since λ − αi  λ is a valid slide we have λi ≥ 1. If λi = 1 then by
induction we have (ckλ−αi) ∼ (ck, cj,−i) which means that
(ckλ) ∼ (ckλ−αi , i) ∼ (ck, cj,−i, i) ∼ (ck, cj)
and we are done.
If λi ≥ 2 then λ− αi + αj  λ + αj  λ are valid slides (the first slide can only fail to be valid if
λi = 1 and 〈i, j〉 = −1). Hence we get
(ckλ) ∼ (ckλ−αi , i) ∼ (ckλ−αi+αj ,−j, i) ∼ (ckλ−αi+αj , i,−j) ∼ (ck,−j)
where the second and last equivalences follows by induction. This completes the proof. 
12.3. Step (i).
Proposition 12.6. Having fixed θi ∈ End
2(1µ) and θi ∈ End
2(1µ−αi) one can redefine the remaining
θi ∈ End
2(1λ) so that relations (81) and (82) hold.
Proof. We prove the case µi = 0 (the case µi = 1 is the same). Let us fix θiIµ and θiIµ+αi . We redefine
the remaining θiIλ in three steps.
Step A. First we redefine each θiIλ with 〈λ,Λi〉 = 0. To do this we use Part I of Proposition 12.7 to
redefine each θi along the canonical path µ  λ (the condition 〈λ,Λi〉 = 0 means that this path does
not involve any slides along αi).
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Step B. Next we redefine each θiIλ with 〈λ,Λi〉 = −1. In this case, the proof of Proposition 12.2
also gives a canonical path from µ−αi to λ (without any slides along αi). Once again we redefine each
θi, using Part I of Proposition 12.7, along this canonical path µ− αi  λ.
Step C. Finally, if 〈λ,Λi〉 > 0 (resp. 〈λ,Λi〉 < −1) then we redefine θi along the canonical path from
µ (resp. µ− αi) to λ using Parts I and II of Proposition 12.7. Notice that if, along the path, we wish
to redefine θiIρ+αi (resp. θiIρ−αi) then we can use Part II of 12.7 because now θiIρ and θiIρ−αi (resp.
θiIρ+αi) have already been fixed.
It remains to show that relations (81) and (82) hold. To see (81) suppose λ = µ +
∑
j ajαj with
ai ≥ 0 (the case ai ≤ −1 is the same). Suppose aj ≥ 0 (the case aj ≤ 0 is the same). If λj ≥ −1
then (ckλ, j) is a path of minimal length and, by Proposition 12.5, (ckλ+αj ) ∼ (ckλ, j). By applying
Lemma 12.8 repeatedly these two paths give the same redefinition of θiIλ+αj . But redefining via the
path (ckλ, j) implies, by construction, that (81) holds.
Similarly, if λj ≤ −1 then by Lemma 12.4 (ckλ) ∼ (ckλ+αj ,−j). But redefining via the path
(ckλ+αj ,−j) implies again, by construction, that (81) holds.
To see (82) suppose again ai ≥ 0 (the case ai ≤ −1 is the same). The paths (ckλ−αi) and (ckλ,−i)
are minimal so if λi ≤ 0 then (ckλ−αi) ∼ (ckλ,−i) by Proposition 12.5. By applying Lemma 12.8
repeatedly these paths give the same rescaling of θiIλ−αi . But rescaling via the path (ckλ,−i) implies,
by construction, that (82) holds.
Similarly, by Lemma 12.4 we have (ckλ+αi) ∼ (ckλ, i) so if λi ≥ 0 then rescaling θiIλ+αi via the
path (ckλ, i) implies, by construction again, that (82) holds. 
Proposition 12.7. There are two parts to redefining θi ∈ End
2(1λ).
Part I: For i 6= j ∈ I, if λj ≤ −1 (resp. λj ≥ 1) one can redefine θi ∈ End
2(1λ) by adding some
transient map so that (81) holds inside End2(Ej1λ) (resp. inside End
2(1λEj)).
Part II: For i = j ∈ I, if λi ≤ −2 (resp. λi ≥ 2) one can redefine θi ∈ End
2(1λ) by adding some
transient map so that (82) holds inside End(EiEi1λ) (resp. inside End(1λEiEi)).
Proof. To prove the first claim suppose λj ≤ −1 (the case λj ≥ 1 is the same). We know that relation
(81) holds modulo transient maps. By Lemma 3.6 it follows that
(IIθi)− (θiII) = (IIγ) ∈ End
2(1λ+αiEi1λ)
for some transient γ ∈ End2(1λ). The result now follows if we redefine θi ∈ End
2(1λ) as θi − γ.
To prove the second claim suppose λi ≤ −2 (the case λi ≥ 2 is the same). From the proof of
Proposition 8.1 We know that relation (82) holds modulo maps of the form (TiiI)(IIγ) ∈ End
2(EiEi1λ)
where γ ∈ End2(1λ) is transient. Thus, if we redefine θi ∈ End
2(1λ) as θi − γ then (82) will hold on
the nose. 
Lemma 12.8. Using Proposition 12.7 there are two ways of redefining θi ∈ End
2(1λ±αa±αb) given
θi ∈ End
2(1λ), namely
θiIλ  θiIλ±αa  θiIλ±αa±αb or θiIλ  θiIλ±αb  θiIλ±αa±αb .
However, these yield the same θiIλ±αa±αb .
Proof. We prove the case of θiIλ+αa+αb (the other cases are the same). For simplicity we assume
〈a, b〉 = −1 (if a = b there is nothing to prove and the case 〈a, b〉 = 0 is strictly easier). Let us denote
by φ ∈ End2(1λ+αa+αb) the difference between the two redefinitions. We need to show that φ = 0.
By considering (TabI)(IIθi) ∈ Hom
−1(EaEb1λ,EbEa1λ) we find that
(φII)(ITab) ∈ Hom
−1(1λ+αa+αbEaEb,1λ+αa+αbEbEa)
must be zero. Now we know that 〈λ+αa, αb〉 ≥ −1⇒ λb ≥ 0 and likewise λa ≥ 0. Then by Lemma 5.4
we know that the Eb-rank of TabII : EaEb1λFa → EbEa1λFa is positive. Thus (φII)(ITab) = 0 implies
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(φI) ∈ End2(1λ+αa+αbEb) is zero. But then 1λ+αa+αbEbFb contains λb + 1 ≥ 1 copies of 1λ+αa+αb
which means that φ ∈ End2(1λ+αa+αb) must also be zero. This completes the proof. 
12.4. Step (ii). By Remark 12.3 we can assume µj = 0. Then if we take λ = µ − αi we have
λi = −2 and λj = 1. This means that a transient map in End
2(Ei1λEj) is of the form IφI for some
φ ∈ End2(1λ). Thus, by redefining θiIµ−αi , we can fix it so that (83) holds when λ = µ− αi.
Next, having fixed θiIµ and θiIµ−αi we can redefine the remaining θiIλ so that relations (81) and
(82) hold (Proposition 12.6). Finally, since (83) holds for λ = µ − αi it holds for all λ by Corollary
12.10. This completes Step (ii).
Proposition 12.9. Suppose (81) and (82) both hold for an edge i→ j in Γ and all λ. Assuming that
(83) holds when λ = ν then it also holds for λ = ν + αk if 〈ν + αi, αk〉 ≥ −1 and for λ = ν − αk if
〈ν + αi, αk〉 ≤ 1.
Proof. We assume 〈ν + αi, αk〉 ≥ −1 (the case 〈ν + αi, αk〉 ≤ 1 is the same). There are three cases
depending on whether k = i, k = j or k 6= i, j. All three are proven in the same manner so we only
prove the more complicated case k = j.
Consider the composition
EjEiEj1ν−αj
(ITji)(ITij)
−−−−−−−−→ EjEiEj1ν−αj 〈2〉
(ITjj)(TjiI)
−−−−−−−−→ EiEjEj1ν−αj 〈1〉.
On the one hand, using (83) when λ = ν this is equal to
(ITjj)(TjiI)[tij(IXiI) + tji(IIXj)] = [tij(XiII) + tji(IXjI)](ITjj)(TjiI)− tji(TjiI)
where we used the affine nilHecke relation to commute the Xj . On the other hand, this composition
equals
(T ′jji)(ITij) = (Tjji)(ITij) = (TjiI)(ITji)(TjjI)(ITij)
= (TjiI)(Tij)(ITjj)(TjiI)− tji(TjiI)
= [tij(XiII) + tji(IXjI) + (γI)](ITjj)(TjiI)− tji(TjiI)
for some transient map γ ∈ End2(EiEj1ν). Comparing expressions we get (γI)(ITjj)(TjiI) = 0. It
remains to show γ = 0.
By Corollary 3.3 we get (Iγ)(vjjI)(Ivij)Iν = 0. Now (Ivij)(Iuji) ∼ id and (vjjI)(ujjI) ∼ id since
νj ≥ 0. So composing on the right with (Iuji)(ujjI) we get that (Iγ) ∈ End
2(FjEiEj1ν) is zero. If we
compose with Ej on the left and simplify we get several copies of γ ∈ End
2(EiEj1ν+αj ) (this uses that
〈ν + αi + αj , αj〉 ≥ 1). It follows that γ = 0 and we are done. 
Corollary 12.10. Suppose (81) and (82) hold for an edge i → j in Γ and all λ. If (83) holds for
λ = µ− αi then it holds for all λ.
Proof. Proposition 12.9 states that for a valid slide ν  ν ±αk relation (83) holds for λ = ν −αi ±αk
assuming it holds for λ = ν − αi. The result follows since we can reach any weight via a sequence of
valid slides starting from µ. 
12.5. Step (iii). We will show that (84) holds when λ = µ − αj . It then follows by Corollary 12.10
that (84) holds for all λ.
We know that (Tij)(Tji) = tij(IXi) + tji(XjI) + φ ∈ End
2(Ej1µ−αjEi) for some transient map φ.
Now consider the composition (Tij)(Tji)(Tij) ∈ Hom
3(Ei1µ−αiEj ,Ej1µ−αjEi). On the one hand, using
relation (83), this equals
(Tij)(tij(XiI) + tji(IXj)) = (tij(IXi) + tji(XjI))(Tij).
On the other hand, the composition equals (tij(IXi) + tji(XjI) + φ)(Tij). It follows that φ(Tij) = 0.
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It remains to show that φ(Tij) = 0⇒ φ = 0. We consider two cases depending on whether µj = 0 or
µj = 1. If µj = 0 then φ is of the form (IγI) ∈ End
2(Ej1µ−αjEi) where γ ∈ End
2(1µ−αj ) is transient.
Composing on the left with Fj we get that
FjEi1µ−αiEj
(ITij)
−−−−→ FjEj1µ−αjEi〈1〉
(IIγI)
−−−−→ FjEj1µ−αjEi〈3〉
is zero. Since µj = 0 the first map induces an isomorphism between one copy of 1µ−αjEi. This means
that (γI) ∈ End2(1µ−αjEi) is zero and hence φ = 0.
Similarly, if µj = 1 then φ is of the form (γII) ∈ End
2(1µEjEi). This time we compose with Fj on
the right and find that
1µEiEjFj
(ITijI)
−−−−→ 1µEjEiFj〈1〉
(γIII)
−−−−→ 1µEjEiFj〈3〉
is zero. Since µj = 1 the first map again induces an isomorphism between one copy of 1µEi and hence
(γI) ∈ End2(1µEi) is zero. So again we find φ = 0 which completes the argument.
13. An alternative definition of a (g, θ) action
An equivalent definition of a (g, θ) action involves replacing condition (v) with the following.
The composition EiEi decomposes as E
(2)
i 〈−1〉 ⊕ E
(2)
i 〈1〉 for some 1-morphism E
(2)
i . Moreover,
if θ ∈ Yk where 〈θ, αi〉 6= 0 (resp. 〈θ, αi〉 = 0) then IθI ∈ End
2(Ei1λEi) induces a nonzero map
(resp. the zero map) between the summands E
(2)
i 〈1〉 on either side.
Lemma 13.1. The condition above implies condition (v) from section 2.2.
Proof. A very similar version of this result appears as [CLa, Lemma 3.6]. We prove the case λi ≥ 0
(the case λi ≤ 0 is the same). First, we know that
(85) (IθII) : Ei1λEiFi → Ei1λEiFi〈2〉
induces an isomorphism between the summands E
(2)
i Fi1λ〈1〉 on either side. Since
E
(2)
i Fi1λ
∼= FiE
(2)
i 1λ
⊕
[λi+1]
Ei1λ
this means that the total Ei1λ-rank of the map in (85) is at least λi + 1.
On the other hand, the map in (85) induces a map
(IθII)
⊕
[λi]
(Iθ) : Ei1λFiEi
⊕
[λi]
Ei1λ → Ei1λFiEi〈2〉
⊕
[λi]
Ei1λ〈2〉.
Thus the total Ei1λ-rank of the map in (85) is equal to the total Ei1λ-rank of (IθII) ∈ End
2(Ei1λFiEi).
Since Ei1λFiEi ∼= FiEiEi1λ
⊕
[λi+2]
Ei1λ where FiEiEi1λ contains no summands Ei1λ we get that
(IθI) ∈ End2(Ei1λFi) has total 1λ+αi -rank at least λi + 1. The result follows because by degree
reasons the 1λ+αi -rank of (IθI) ∈ End
2(Ei1λFi) cannot be any larger than λi + 1. 
This alternative condition is similar to the condition present in the definition of a geometric cate-
gorical sln action from [CK3]. In that geometric setup the existence of E
(2)
i is obvious and checking
the condition above is easier than checking condition (v). On the other hand, condition (v) is easier to
check in other setups such as [CLi2] where even the existence of divided powers E
(r)
i is very difficult.
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14. Applications
14.1. Categorical vertex operators. In [CLi1] we explained how, starting with the zig-zag algebra
AΓ associated to the Dynkin diagram Γ of a finite type Lie algebra g, one obtains a Heisenberg algebra
hΓ and a 2-category HΓ which categorifies it. In the process we also categorified the Fock space of hΓ
using a 2-category FΓ.
In the subsequent paper [CLi2] we showed how to define a (gˆ, θ) action on the 2-category KF ,Γ :=
Kom(FΓ)⊗Z Z[Y ] where Kom(·) denotes the homotopy category and (·) ⊗Z Z[Y ] means that we have
one copy of (·) for each element of the root lattice Y .
This construction categorifies the Frenkel-Kac-Segal vertex operator construction [FK, Se] of the
basic representation of gˆ. One subtlety here is that gˆ is the affine Lie algebra of g in its loop presentation.
We will show in future work that such a (gˆ, θ) action is equivalent to a (gˆ, θ) action where gˆ is in its
Kac-Moody presentation. Moreover, in the category KF ,Γ all transient maps are zero so we do not
need to worry about them. Thus Theorem 2.2 implies the following.
Theorem 14.1. The quiver Hecke algebras associated to gˆ act on KF ,Γ.
It seems very difficult to explicitly construct this action on KF ,Γ. Indeed, this result is surprising
because it is even difficult to show by hand that E2i
∼= ⊕[2]E
(2)
i holds in KF ,Γ. In fact, an explicit form
of E
(k)
i for k > 2 exists only conjecturally. An immediate Corollary of Theorem 14.1 and [CLa] is the
following.
Corollary 14.2. The 2-category KF ,Γ is a 2-representation of U˙Q(gˆ) in the sense of Khovanov-Lauda.
Remark 14.3. Unfortunately, we do not know for what choice of Q this is a 2-representation. If g is
of type A then the space of such Q’s is parametrized by k×.
14.2. The affine Grassmannian and geometric categorical g actions. In [CK3, section 2.2] we
introduced the idea of a geometric categorical g action. This definition was helpful because it was
easier to check in geometric situations. Briefly, such an action consists of the following data.
(i) A collection of smooth varieties Y (λ) for λ ∈ X .
(ii) A collection of kernels
E
(r)
i (λ) ∈ D(Y (λ)× Y (λ+ rαi)) and F
(r)
i (λ) ∈ D(Y (λ+ rαi)× Y (λ))
where D(Y ) denotes the derived category of coherent sheaves on Y .
(iii) For each Y (λ) a flat deformation Y˜ (λ)→ Yk.
From this data we obtain a 2-categoryK where the objects areD(Y (λ)), the 1-morphisms are kernels
and 2-morphisms are maps between kernels. The extra data of the deformation Y˜ (λ) can be used to
obtain a linear map Yk → End
2(1λ) as follows. From the standard short exact sequence
0→ TY (λ) → TY˜ (λ)|Y (λ) → OY (λ){2} ⊗k Yk → 0
one obtains the Kodaira-Spencer map Yk → H
1(TY (λ){−2}) (the {2} is a grading shift corresponding
to a C× action on Y˜ (λ) which acts on Yk with weight 2). On the other hand, the Hochschild-Kostant-
Rosenberg isomorphism states that
End2(1λ) = HH
2(Y (λ)) ∼= H0(∧2TY (λ))⊕H
1(TY (λ))⊕H
2(OY (λ))
and so we get a linear map Yk → HH
2(Y (λ){−2}). Thus, identifying the shift 〈1〉 with [1]{−1}, we
obtain Yk → End
2(1λ).
Proposition 14.4. A geometric categorical g action induces a (g, θ) action, assuming K satisfies
conditions (vi), (vii) and (viii).
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Proof. Conditions (i) − (iv) are immediate. Most naturally we obtain a (g, θ) action in its alterna-
tive description from section 13. The alternative condition (v) follows from conditions [CK3, Sect.
2.2:(vi)+(x)]. 
Remark 14.5. With hindsight of Theorem 2.2 the definition of a geometric categorical g action can
be simplified. For instance, one does not need to require the existence of divide powers E
(r)
i for r > 1.
An example of a geometric categorical g = sln action categorifying Λ
N
q (C
m ⊗ Cn) was defined in
[CKL1, C]. More precisely, having fixed N ∈ N we take
Y (λ) := {C[z]m = L0 ⊂ L1 ⊂ · · · ⊂ Ln ⊂ C(z)
m : zLi ⊂ Li−1, dim(Li/Li−1) = ki}
where the Li are complex vector subspaces, N =
∑
i ki with 0 ≤ ki ≤ m, and λ is determined by
λi = ki+1−ki. These varieties are obtained from the affine Grassmannian of PGLm via the convolution
product. Namely, Y (λ) = GrΛk1 ×˜ . . . ×˜GrΛkn where ×˜ denotes the convolution product.
The kernels E
(r)
i and F
(r)
i are then defined by certain Hecke correspondence (see [C, section 8.3]).
We denote the resulting 2-category KnGr,m.
Theorem 14.6. There exists an (sln, θ) action on K
n
Gr,m.
Proof. The fact that there exists a geometric categorical sln action on K
n
Gr,m was proved in [CKL1]
(with some of the details appearing also in [CK3, C]). Since KnGr,m categorifies a finite dimensional
representation of sln, conditions (vi) and (vii) are immediate. Finally, condition (viii) is a an easy
consequence of the particular representation being categorified (namely, ΛNq (C
m ⊗ Cn)). 
Corollary 14.7. KnGr,m is a 2-representation of U˙Q(sln) in the sense of Khovanov-Lauda.
Note that in this case, since g = sln, this result holds without having to mod out by transient maps.
Also, all choices of parameters Q are equivalent so there is no ambiguity.
Remark 14.8. In [CKL3] we constructed a geometric categorical g action on Nakajima quiver varieties
which lifted Nakajima’s action on K-theory [N]. For a dominant weight Λ one can define a 2-category
KΛQ consisting of derived categories of coherent sheaves on Nakajima quiver varieties with highest weight
Λ. Subsequently, Theorem 14.6 and Corollary 14.7 also hold if we replace KnGr,m with K
Λ
Q (except that
we have to mod out by transient maps if g 6= sln).
14.3. Rigidity of homological knot invariants. In [C] we explained that given a categorification
of the Uq(sl∞) representation Λ
m∞(Cm⊗C2∞) = limN→∞ Λ
mN
q (C
m⊗C2N ) one obtains a homological
knot invariant categorifying the Reshetikhin-Turaev knot invariants of type slm. In fact, we explained
that one only needs an action whose nonzero weight spaces are the same as those of Λm∞(Cm⊗C2∞).
In principle, the homology you get will depend on the specific categorification. However, if the
categorification is given by a 2-representation in the sense of Khovanov-Lauda then it can be calculated
entirely from this information. Since such a 2-representation is induced by a (sl∞, θ) action we obtain
the following.
Theorem 14.9. Any two (sl∞, θ) actions whose nonzero weight spaces are the same as those of
Λm∞(Cm ⊗ C2∞) yield isomorphic homological knot invariants.
A variety of methods have been used to define homological knot invariants over the last few years.
These include: derived categories of coherent sheaves [CK1, CK2, C], category O [MS, Su], matrix
factorizations [KR, W, Y] and foams [MSV, LQR, QR]. Since all these invariants fit within the
framework described above they define equivalent homologies. Thus Theorem 2.2 also implies a certain
rigidity for homological knot invariants of Reshetikhin-Turaev type A.
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Appendix A. Spaces of morphisms
In this section we collect a series of calculations of the dimension of spaces of maps between various
1-morpshisms. All these computations are basically performed in the same way, namely by repeatedly
applying adjunction and simplifying until one ends up with Endi(1λ) which we have assumed to be
zero if i < 0 and one-dimensional if i = 0. All the proofs are independent of other results in the main
body of this paper, meaning that they only use the definition of a (g, θ) action from section 2.2.
A.1. Spaces not involving divided powers.
Lemma A.1. We have dimEndd(Ei1λ) ≤
{
1 if d = 0
0 if d < 0.
Proof. Suppose λi ≤ 0 (the case λi ≥ 0 is the same). In this case we have
Hom(Ei1λ,Ei1λ〈d〉) ∼= Hom(FiEi1λ,1λ〈d+ λi + 1〉)
∼= Hom(EiFi1λ
⊕
[−λi]
1λ,1λ〈d+ λi + 1〉).
On the one hand, if λi < 0 then
dimHom(1λ,
⊕
[−λi]
1λ〈d+ λi + 1〉) =
−λi−1∑
r=0
dimHom(1λ,1λ〈d− 2r〉) ≤
{
1 if d = 0 < 0
0 if d < 0
while on the other hand
dimHom(EiFi1λ,1λ〈d+ λi + 1〉) = dimHom(Ei1λ−αi ,Ei1λ−αi〈d+ 2λi〉) = 0.
where the last equality follows by induction on λi (this is where we use the condition that 1λ−rαi = 0
for r ≫ 0). The result follows. In the special case λi = 0 the first term vanishes while the second is
Endd(Ei1λ−αi) and the result follows again by induction. 
Lemma A.2. We have dimEnd−2(EiEi1µ) ≤ 1 with equality if EiEi1µ 6= 0.
Proof. By applying the commutation relation twice one finds that
EiEiFi1ν ∼= FiEiEi1ν
⊕
[2][νi+1]
Ei1ν if νi ≥ −1
FiEiEi1ν ∼= EiEiFi1ν
⊕
[2][−νi−1]
Ei1ν if νi ≤ −1.
Thus, if µi ≥ −2 then we get
End−2(EiEi1µ)
∼=Hom(EiEi1µ+αi ,EiEiFi1µ+αi〈−µi − 3〉)
∼=Hom(EiEi1µ+αi ,FiEiEi1µ+αi〈−µi − 3〉
⊕
[2][µi+3]
EiEi1µ+αi〈−µi − 3〉)
∼=Hom(EiEi1µ+αi ,EiEi1µ+αi〈−2µi − 8〉)⊕Hom(Ei1µ+αi ,
⊕
[2][µi+3]
Ei1µ+αi〈−µi − 3〉).
The left term vanishes by induction while, using Lemma A.1, the only surviving term in the right hand
sum is Hom(Ei1µ+αi ,Ei1µ+αi)
∼= k. Thus End−2(EiEi1µ) ∼= k (as long as Ei1µ+αi 6= 0). The case
µi ≤ −2 is similar. 
Lemma A.3. We have dimEnd−6(EiEiEi1µ) ≤ 1 with equality if EiEiEi1µ 6= 0.
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Proof. By applying the commutation relation three times one finds that
EiEiEiFi1ν ∼= FiEiEiEi1ν
⊕
[3][νi+2]
EiEi1ν if νi ≥ −2
FiEiEiEi1ν ∼= EiEiEiFi1ν
⊕
[3][−νi−2]
EiEi1ν if νi ≤ −2.
Thus, if µi ≥ −3 then we get
End−6(EiEiEi1µ)
∼=Hom(EiEi1µ+αi ,EiEiEiFi1µ+αi〈−µi − 7〉)
∼=Hom(EiEi1µ+αi ,FiEiEiEi1µ+αi〈−µi − 7〉
⊕
[3][µi+4]
EiEi1µ+αi〈−µi − 7〉)
∼=Hom(EiEiEi1µ+αi ,EiEiEi1µ+αi〈−2µi − 14〉)⊕Hom(EiEi1µ+αi ,
⊕
[3][µi+4]
EiEi1µ+αi〈−µi − 7〉).
The left term vanishes by induction while, using Lemma A.2, the only surviving term in the right hand
sum is Hom(EiEi1µ+αi ,EiEi1µ+αi〈−2〉). Thus, by Lemma A.2, dimEnd
−6(EiEiEi1µ) ≤ 1 and equality
holds if EiEi1µ+αi 6= 0. The case µi ≤ −3 is similar. 
Lemma A.4. Suppose i, j ∈ I with 〈i, j〉 = −1. Then
dimHom(EiEj1λ,EjEi1λ〈d〉) ≤
{
1 if d = 1
0 if d < 1
(86)
dimHom(EiEj1λ,EiEj1λ〈d〉) ≤
{
1 if d = 0
0 if d < 0.
(87)
In (86) equality holds when d = 1 if EiEj1λ and EjEi1λ are both nonzero. Likewise in (87) equality
holds when d = 0 if EiEj1λ is nonzero.
Proof. Suppose µi + µj ≤ 0 (the case µi + µj ≥ 0 is the same). This means that either µi ≤ 0 or
µj ≤ 0. We assume µj ≤ 0 as the other case is similar.
The proof is by induction on µi + µj . The base case follows from condition (vi) where we take
α = αi + αj . This is the only time we use this case of condition (vi) in this paper.
To obtain the induction step we first note that
Hom(EiEj1µ,EjEi1µ〈d〉) ∼=Hom(FjEiEj1µ〈−µj〉,Ei1µ〈d〉)
∼=Hom(EiEjFj1µ,Ei1µ〈µj + d〉)
−µj−1⊕
r=0
Hom(Ei1µ,Ei1µ〈−1− 2r + d〉).(88)
Now, if d ≤ 1 then by Lemma A.1 every term in the right hand sum is zero unless r = 0, d = 1 and
Ei1µ 6= 0 (and µi < 0) in which case it is one-dimensional. Meanwhile, the left hand term is equal to
Hom(EiEj1µ−αj ,Ei(1µ−αjFj)L〈µj + d〉)
∼= Hom(EiEj1µ−αj ,EiEj1µ−αj 〈2µj + d− 1〉).
By (87) this is zero unless d = 1, µj = 0 and EiEj1µ−αj 6= 0 in which case it is one-dimensional. Thus
(86) when λ = µ follows from (87) when λ = µ− αj .
Now, if we study (87) we have
Hom(EiEj1µ,EiEj1µ〈d〉) ∼= Hom(1µ,FjFiEiEj1µ〈µi + µj + 1 + d〉).
42 SABIN CAUTIS
If µi ≤ 1 then we can simplify FjFiEiFj1µ directly (this is the easier case). We assume the more
difficult situation that µi ≥ 1 in which case we have
FjEiFiEj1µ ∼= FjFiEiEj1µ
⊕
[µi−1]
FjEj1µ
∼= FjFiEiEi1µ
⊕
[µi−1]
EjFj1µ
⊕
[µi−1][−µj ]
1µ
while the left hand side of the equation above equals
EiFjEjFi1µ ∼= EiEjFjFi1µ
⊕
[−µj−1]
EiFi1µ
∼= EiEjFjFi1µ
⊕
[−µj−1]
FiEi1µ
⊕
[µi][−µj−1]
1µ.
Now, if a, b ∈ N with b ≥ a then [a][b− 1] = [a− 1][b]+ [b− a]. Thus, taking a = µi, b = −µj and using
that morphisms have a unique decomposition we get that
(89) FjFiEiEj1µ
⊕
[µi−1]
EjFj1µ ∼= EiEjFjFi1µ
⊕
[−µj−1]
FiEi1µ
⊕
[−µi−µj ]
1µ.
Now
Hom(1µ,EjFj1µ〈s〉) ∼= Hom((1µ−αjFj)L,Ej1µ−αj 〈s〉)
∼= Hom(1µEj ,1µEj〈s+ µj − 1〉)
so by Lemma A.1 this vanishes if s ≤ −µj . In particular, this means that
Hom(1µ,
⊕
[µi−1]
EjFj1µ〈µi + µj + 1 + d〉) = 0 if d ≤ 0.
Similarly, one finds that Hom(1µ,
⊕
[−µj−1]
FiEi1µ〈µi + µj + 1 + d〉) = 0 if d ≤ 0. Finally,
Hom(1µ,EiEjFjFi1µ〈µi + µj + 1 + d〉) ∼= Hom((1µ−αiFi)R(1νFj)R,EiEj1ν〈µi + µj + 1+ d〉)
∼= Hom(EiEj1ν ,EiEj1ν〈2(µi + µj) + d〉)(90)
where ν = µ−αi−αj . Now, 〈ν, αi+αj〉 = 〈µ, αi+αj〉 − 2 so by induction this is zero if d ≤ 0 (unless
µi + µj = 0 in which case it is one-dimensional). Thus we get that
Hom(EiEj1µ,EiEj1µ〈d〉) ∼= Hom(1µ,FjFiEiEi1µ〈µi + µj + 1 + d〉)
∼= Hom(1µ,
⊕
[−µi−µj ]
1µ〈µi + µj + 1 + d〉)
∼=
−µi−µj−1⊕
r=0
Hom(1µ,1µ〈d− 2r〉).
Each term in the last direct sum above is zero if d < 0 or r > 0 and one-dimensional if d = 0 = r
(unless d = µi + µj = 0 in which case the sum vanishes but then (90) contributes 1 to the dimension).
In conclusion, equation (87) when λ = µ follows from (86) when λ = µ− αi − αj . This completes the
induction. 
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Lemma A.5. Suppose i, j ∈ I with 〈i, j〉 = 0. Then
dimHom(EiEj1λ,EjEi1λ〈d〉) ≤
{
1 if d = 0
0 if d < 0
(91)
dimHom(EiEj1λ,EiEj1λ〈d〉) ≤
{
1 if d = 0
0 if d < 0.
(92)
In (91) equality holds when d = 0 if EiEj1λ and EjEi1λ are both nonzero. Likewise in (92) equality
holds when d = 0 if EiEj1λ is nonzero.
Proof. The argument here is a much simpler version of that in the proof of Lemma A.4. The main
difference here is that EiEj ∼= EjEi so one only needs to mimic the first part of the proof of Lemma
A.4. We leave the details to the reader. 
Lemma A.6. If i 6= j ∈ I then
dimHom(FjEi1λ,EiFj1λ〈d〉) = dimHom(EiFj1λ,FjEi1λ〈d〉) =
{
1 if d = 0 and FjEi1λ 6= 0
0 if d < 0
dimHom(FiEi1λ,1λ〈d〉) = dimHom(1λ,FiEi1λ〈d〉) =
{
1 if d = λi + 1 and Ei1λ 6= 0
0 if d < λi + 1
dimHom(EiFi1λ,1λ〈d〉) = dimHom(1λ,EiFi1λ〈d〉) =
{
1 if d = −λi + 1 and Fi1λ 6= 0
0 if d < −λi + 1.
Proof. There are three cases to consider in proving the first equality. If i 6= j with 〈i, j〉 = −1 then
Hom(FjEi1λ,EiFj1λ〈d〉) ∼= Hom(Ei(1λ−αjFj)R, (1λ+αi−αjFj)REi〈d〉)
∼= Hom(EiEj,EjEi〈d+ 1〉)
and the result follows from Lemma A.4. Likewise, if i 6= j with 〈i, j〉 = 0 the result follows from Lemma
A.5. Finally, if i = j then Hom(FiEi1λ,EiFi1λ〈d〉) ∼= Hom(EiEi1λ−αi ,EiEi1λ−αi〈d− 2〉) and the result
follows from Lemma A.1. The second equality follows similarly.
The second and third pairs of equalities follow directly by adjunction together with Lemma A.1. 
Lemma A.7. For any i, j ∈ I we have:
(i) Ei1λ 6= 0 if and only if 1λ and 1λ+αi are both nonzero.
(ii) EjEi1λ 6= 0 if and only if 1λ,1λ+αi and 1λ+αi+αj are all nonzero.
(iii) Ei1λFj 6= 0 if and only if 1λ,1λ+αi ,1λ+αj and 1λ+αi+αj are all nonzero.
(iv) Ei1λEiFj 6= 0 if and only if 1λ+rαi and 1λ+αj+rαi are nonzero for −1 ≤ r ≤ 1.
Proof. Clearly if 1λ = 0 or 1λ+αi = 0 then Ei1λ = 0. Conversely, suppose 1λ and 1λ+αi are nonzero.
If λi ≥ −1 then
Ei1λFi ∼= FiEi1λ+αi
⊕
[λi+2]
1λ+αi
which is nonzero since 1λ+αi 6= 0. Thus Ei1λ 6= 0. Similarly, if λi ≤ −1 then FiEi1λ 6= 0 so Ei1λ 6= 0.
This proves (i). The argument for (ii) is the same. Namely, if λi ≥ −1 then
EjEi1λFi ∼= EjFiEi1λ+αi
⊕
[λi+2]
Ej1λ+αi
which is nonzero since 1λ+αi and 1λ+αi+αj are nonzero (and similarly if λi ≤ −1).
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We now prove (iii). Since EiFj ∼= FjEi it is clear that 1λ,1λ+αi ,1λ+αj ,1λ+αi+αj are all nonzero if
Ei1λFj 6= 0. Conversely, suppose first that λi ≤ −1. Then we compose with Fi to get
FiEi1λFj ∼= EiFi1λFj
⊕
[−λi]
1λFj
which is nonzero since 1λ and 1λ+αj are nonzero. If λi ≥ 0 then we precompose with Fi to get
Ei1λFjFi ∼= FjEiFi1λ+αj+αi
∼= FjEiFi1λ+αj
⊕
[λi+2+〈i,j〉]
Fj1λ+αi+αj
which is nonzero since 1λ+αi and 1λ+αi+αj are nonzero (here we use that λj + 2 + 〈i, j〉 ≥ 1).
The proof of (iv) is similar to that of (iii). The main difference is that we compose with FiFi if
λi ≤ −2 and precompose with FiFi if λi ≥ −1. 
A.2. Spaces involving divided powers. In this section the proofs are still independent of the other
results in this paper with one exception, we assume that we know E2i
∼= E
(2)
i [1]⊕ E
(2)
i [−1].
Lemma A.8. We have dimEndd(E
(2)
i 1λ) ≤
{
1 if d = 0
0 if d < 0.
Proof. The proof is analogous to the one computing Endd(Ei1λ) from Lemma A.1. 
Lemma A.9. Suppose i, j ∈ I with 〈i, j〉 = −1. Then
dimHom(EiE
(2)
j 1λ,E
(2)
j Ei1λ〈d〉) ≤
{
1 if d = 2
0 if d < 2
(93)
dimHom(E
(2)
j Ei1λ,E
(2)
j Ei1λ〈d〉) ≤
{
1 if d = 0
0 if d < 0.
(94)
In (93) equality holds when d = 2 if and only if EiE
(2)
j 1λ and E
(2)
j Ei1λ are both nonzero. Likewise in
(94) equality holds when d = 0 if and only if E
(2)
j Ei1λ is nonzero.
Proof. The proof is similar to that of Lemma A.4. For example, suppose µi + µj ≤ 0 with µi ≤ 0 (the
case µi ≥ 0 is similar). Then by adjunction we have
Hom(EiE
(2)
j 1µ,E
(2)
j Ei1µ〈d〉)
∼=Hom(E
(2)
j 1µ, (Ei1λ+2αj )RE
(2)
j Ei1µ〈d〉)
∼=Hom(E
(2)
j 1µ,E
(2)
j FiEi1µ〈d+ µi − 1〉)
∼=Hom(E
(2)
j 1µ,E
(2)
j EiFi1µ)
−µi−1⊕
r=0
Hom(E
(2)
j 1µ,E
(2)
j 1µ〈d− 2r − 2〉)
∼=Hom(E
(2)
j Ei1µ−αi〈−µi + 1〉,E
(2)
j Ei1µ−αi)
−µi−1⊕
r=0
Hom(E
(2)
j 1µ,E
(2)
j 1µ〈d− 2r − 2〉).
The terms in the direct sum on the right side are all zero by Lemma A.1, unless r = 0 and d = 2 in
which case the term is one dimensional. The left hand term is zero by (94) with λ = µ−αi. Thus (93)
when λ = µ follows from (94) when λ = µ− αi. Likewise one can show that (94) follows from (93) as
in the proof of Lemma A.4. 
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Lemma A.10. Suppose i, j ∈ I with 〈i, j〉 = −1. Then assuming E
(2)
i Ej1λ,EjE
(2)
i 1λ and EiEjEi1λ are
nonzero, the spaces
Homd(E
(2)
i Ej1λ,EiEjEi1λ) and Hom
d(EjE
(2)
i 1λ,EiEjEi1λ)
Homd(EiEjEi1λ,E
(2)
i Ej1λ) and Hom
d(EiEjEi1λ,EjE
(2)
i 1λ)
are all zero if d < 0 and one-dimensional if d = 0.
Proof. This follows by the usual adjunction formalism. We will always assume d ≤ 0. First, if λi ≤ 0
then we have
Homd(E
(2)
i Ej1λ,EiEjEi1λ)
∼=Homd((Ei1λ+αj+αi)LE
(2)
i Ej,EjEi1λ)
∼=Homd(FiE
(2)
i Ej1λ〈−λi − 2〉,EjEi1λ)
∼=Homd(E
(2)
i EjFi1λ,EjEi1λ〈λi + 2〉)
⊕
[−λi]
Homd(EiEj1λ,EjEi1λ〈λi + 2〉)
∼=Homd(E
(2)
i Ej ,EjEiEi〈2λi + 1〉)
−λi−1⊕
r=0
Homd(EiEj1λ,EjEi1λ〈1 − 2r〉).
By Lemma A.4 all the terms in the sum on the right are zero except when d = 0 and r = 0 where the
space is one-dimensional. Moreover, by Lemma A.9, the left term is zero if λi < 0 or d < 0. The case
λi = 0 is special since the sum on the right disappears. But now the left hand term is equal to
Homd(E
(2)
i Ej1λ,EjE
(2)
i 1λ〈2〉 ⊕ EjE
(2)
i 1λ)
∼=
{
k if d = 0
0 if d < 0
.
Thus, in both cases we get dimHomd(E
(2)
i Ej1λ,EiEjEi1λ) =
{
1 if d = 0
0 if d < 0.
If λi ≥ 0 the argument is similar except that the first step is
Homd(E
(2)
i Ej1λ,EiEjEi1λ)
∼= Homd(E
(2)
i Ej(Ei1λ)R,EiEj1λ+αi).
The other three Hom-space calculations are the same. 
Lemma A.11. If i, j ∈ I with 〈i, j〉 = −1 then
dimEnd(EiEjEi1λ) ≤ dimEnd(E
(2)
i Ej1λ) + dimEnd(EjE
(2)
i 1λ).
Proof. Part 1. Let us first assume E
(2)
i Ej1λ and EjE
(2)
i 1λ are both nonzero. By Lemma A.9 we need
to show that dimEnd(EiEjEi1λ) ≤ 2.
Case 1: λi < −1. By adjunction we have
End(EiEjEi1λ) ∼=Hom((Ei1λ+αi+αj )LEiEjEi,EjEi1λ)
∼=Hom(FiEi1λ+αi+αjEjEi〈−λi − 2〉,EjEi1λ)
∼=Hom(EiEjFiEi1λ,EjEi1λ〈λi + 2〉)
⊕
[−λi−1]
Hom(EjEi1λ,EjEi1λ〈λi + 2〉).(95)
Then the right hand sum is equal to
⊕−λi−2
r=0 Hom(EjEi1λ,EjEi1λ〈−2r〉). By Lemma A.4, all these
terms are zero except when r = 0 where it is at most one-dimensional.
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On the other hand, the left hand term in (95) equals
Hom(EiEjEi(1λ−αiFi),EjEi1λ〈λi + 2〉)
⊕
[−λi]
Hom(EiEj1λ,EjEi1λ〈λi + 2〉)
∼=Hom(EiEjEi1λ−αi ,EjEiEi1λ−αi〈2λi + 1〉)
−λi−1⊕
r=0
Hom(EiEj1λ,EjEi1λ〈1− 2r〉).(96)
Then by Lemma A.10 the left hand term is zero while, by Lemma A.4, all the terms in the right hand
sum are zero except when r = 0 when it is at most one-dimensional. Thus dimEnd(EiEjEi1λ) ≤ 2.
Case 2: λi = −1. This is a special case of the argument above. The right hand sum in (95)
disappears but now the left hand term in (96) is
dimHom(EiEjEi1λ,EjE
(2)
i 1λ〈−2〉 ⊕ EjE
(2)
i 1λ) ≤ 1
where we use Lemmas A.9 and A.10 to get this isomorphism. So once again dimEnd(EiEjEi1λ) ≤ 2.
Case 3: λi > −1. The argument is the same as in Case 1 except that the first step is
End(EiEjEi1λ) ∼= Hom(EiEj ,EiEjEi(Ei1λ)L1λ+αi).
Part 2. It remains to consider the situation when E
(2)
i Ej1λ or EjE
(2)
i 1λ are zero. Suppose E
(2)
i Ej1λ =
0 and EjE
(2)
i 1λ 6= 0 with λi < −1 (the other cases are similar). Then the second term in (95) still
contributes at most one to the dimension. On the other hand, the second term in (96) is now entirely
zero because EiEj1λ = 0. To see that EiEj1λ = 0 we use that E
(2)
i Ej1λ = 0 which means
0 = FiEiEiEj1λ ∼= EiFiEiEj1λ
⊕
[−λi−1]
EiEj1λ.
Thus dimEnd(EiEjEi1λ) ≤ 1 which is what we wanted to show. 
Lemma A.12. Let i, j, k ∈ I be distinct. Then
dimHom(EiEjEk1λ,EkEjEi1λ〈d〉) ≤
{
1 if d = −ℓijk
0 if d < −ℓijk
.
If d = −ℓijk then equality holds if and only if 1λ+ǫiαi+ǫjαj+ǫkαk 6= 0 for ǫi, ǫj , ǫk ∈ {0, 1}.
Proof. This computation depends on whether i, j, k ∈ I are joined by an edge. The most difficult case
is when they are all joined by an edge, meaning 〈i, j〉 = 〈i, k〉 = 〈j, k〉 = −1 (this is because in this case
Ei,Ej and Ek do not commute among each other). We will only deal with this case as the general case
is essentially the same (and in fact a bit easier).
By condition (vii) we have ℓ := λi + λj + λk > 0. There are several cases to consider depending on
whether λi, λj , λk are positive or negative.
Case 1: (λi, λj , λk) = (+,+,−) (meaning that λi, λj ≥ 0 and λk ≤ 0). First, we have
Hom(EiEjEk1λ,EkEjEi1λ〈3〉) ∼= Hom(1µ,EkEjEi1λ(Ek1λ)L(Ej1λ+αk)L(Ei1αj+αk)L〈3〉)
∼= Hom(1µ,EkEjEiFkFjFi1µ〈−ℓ+ 3〉).
where µ := λ+ αi + αj + αk. Next, we can simplify the right hand term as follows
EkEjEiFkFjFi1µ ∼= EkFkEjFjEiFi1µ
∼= EkFkFjFiEjEi1µ
⊕
[λi]
EkFkFjEj1µ
⊕
[λj ]
EkFkFiEi1µ
⊕
[λi][λj ]
EkFk1µ.
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Now
Hom(1µ,EkFkFjEj1µ〈−ℓ+ 3〉) ∼= Hom((Ek1µ−αk)L(Ej1µ)R,FkFj1µ+αj 〈−ℓ+ 3〉)
∼= Hom(FkFj1µ+αj ,FkFj1µ+αj 〈−λi − 2λj + 1〉)
so by Lemmas A.7 and A.4 we have
dimHom(1µ,
⊕
[λi]
EkFkFjEj1µ〈−ℓ+ 3〉) =
λi−1∑
d=0
dimHom(FkFj1µ+αj ,FkFj1µ+αj 〈−2λj − 2d〉)
=
{
1 if λj = 0 and 1µ+αj ,1µ,1µ−αk are nonzero
0 if λj > 0 or λi = 0.
(97)
Notice that if λj = 0 then µj = 0 so 1µ+αj 6= 0⇔ 1µ−αj 6= 0. Likewise one can show that
(98) dimHom(1µ,
⊕
[λj ]
EkFkFiEi1µ〈−ℓ+ 3〉) =
{
1 if λi = 0 and 1µ−αi ,1µ,1µ−αk are nonzero
0 if λi > 0 or λj = 0.
and
(99) dimHom(1µ,
⊕
[λi][λj ]
EkFk1µ〈−ℓ+ 3〉) =
{
1 if λi, λj > 0 and 1µ,1µ−αk are nonzero
0 if λi = 0 or λj = 0
.
Finally, to compute Hom(1µ,EkFkFjFiEjEi1µ〈−ℓ+ 3〉) we use that
FkEkFjFiEjEi1µ ∼= EkFkFjFiEjEi1µ
⊕
[−λk]
FjFiEjEi1µ.
Looking at the left hand side we have
Hom(1µ,FkEkFjFiEjEi1µ〈−ℓ+ 3〉) ∼= Hom(1µ,FkFjFiEkEjEi1µ〈−ℓ+ 3〉)
∼= Hom(EiEjEk1µ,EkEjEi1µ〈−2ℓ+ 3〉)
which, by induction, is zero since (by condition (vii)) µi + µj +µk = ℓ > 0 and 1λ+r(αi+αj+αk) = 0 for
r ≫ 0. This means that Hom(1µ,EkFkFjFiEjEi1µ〈−ℓ+ 3〉) = 0.
Finally, (97), (98) and (99) together end up contributing a total of 1 to the dimension (note that
there are several subcases to consider here depending on whether or not λi = 0 and λj = 0). Thus
dimHom(EiEjEk1λ,EkEjEi1λ〈3〉) ≤ 1 with equality holding if 1µ,1µ−αi ,1µ−αj ,1µ−αk are all nonzero.
This is precisely what we needed to prove.
Case 2: (λi, λj , λk) = (−,+,−). Arguing as above we have
Hom(EiEjEk1λ,EkEjEi1λ〈3〉) ∼= Hom(1µ,EkEjEiFkFjFi1µ〈−ℓ+ 3〉)
∼= Hom(1µ,EkFkFjEjEiFi1µ〈−ℓ+ 3〉
⊕
[µj ]
EkFkEiFi1µ〈−ℓ+ 3〉).
On the one hand, by adjunction and Lemma A.4 it follows that
dimHom(1µ,
⊕
[µj ]
EkFkEiFi1µ〈−ℓ+ 3〉) =
{
1 if λj > 0 and 1µ,1µ−αi ,1µ−αi−αk are nonzero
0 if λj = 0.
On the other hand, EkFkFjEjEiFi1µ is a direct summand of FkEkFjEjFiEi1µ and
Hom(1µ,FkEkFjEjFiEi1µ〈−ℓ+ 3〉) ∼= Hom(EiEjEk1µ,EkEjEi1µ〈−2ℓ+ 3〉).
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By induction this is zero, which means that Hom(1µ,EkFkFjEjEiFi1µ〈−ℓ + 3〉) = 0. It follows that
dimHom(EiEjEk1λ,EkEjEi1λ〈3〉) ≤ 1 with equality holding if 1µ,1µ−αi ,1µ−αi−αk are nonzero. This
is again precisely what we wanted to prove.
Case 3: (λi, λj , λk) = (+,−,+). First we have
EkEjEiFkFjFi1µ ∼= FkEkEjFjFiEi1µ
⊕
[λk]
EjFjFiEi1µ
⊕
[λi]
FkEkEjFj1µ
⊕
[λi][λk]
EjFj1µ.
Then, arguing as in case 1, we get
dimHom(1µ,FkEkEjFjFiEi1µ〈−ℓ+ 3〉 = 0
dimHom(1µ,
⊕
[λk]
EjFjFiEi1µ〈−ℓ+ 3〉) =
{
1 if λi = 0 and 1µ−αi ,1µ,1µ−αk are nonzero
0 if λi > 0 or λk = 0
dimHom(1µ,
⊕
[λi]
FkEkEjFj1µ〈−ℓ+ 3〉) =
{
1 if λk = 0 and 1µ−αj ,1µ,1µ−αk are nonzero
0 if λk > 0 or λi = 0
dimHom(1µ,
⊕
[λi][λk]
EjFj1µ〈−ℓ+ 3〉) =
{
1 if λi, λk > 0 and 1µ,1µ−αj are nonzero
0 if λi = 0 or λk = 0.
Thus we get that
dimHom(EiEjEk1λ,EkEjEi1λ〈3〉) = dimHom(1µ,EkEjEiFkFjFi1µ〈−ℓ+ 3〉) ≤ 1
with equality holding if 1µ,1µ−αi ,1µ−αj ,1µ−αk are nonzero.
Other cases. There are four other cases, namely (λi, λj , λk) equal to (−,+,+), (+,−,−), (−,−,+)
and (+,+,+). The first is a consequence of Case 1 by symmetry while the others follow using the same
arguments as above.
The converse. Suppose Hom(EiEjEk1λ,EkEjEi1λ) 6= 0. Then EiEjEk1λ 6= 0 which means
1λ,1λ+αk ,1λ+αj+αk ,1λ+αi+αj+αk are all nonzero. Similarly, EkEjEi1λ 6= 0 means that 1λ+αi ,1λ+αi+αj
are also nonzero. It remains to show that 1λ+αj and 1λ+αi+αk are nonzero. This follows from condition
(viii). 
Corollary A.13. Let i, j, k ∈ I be distinct. Then
Hom(FkEiEj1λ,EjEiFk1λ〈d〉) ≤
{
1 if d = −〈i, j〉
0 if d < −〈i, j〉
and when d = −〈i, j〉 equality holds if and only if 1λ+ǫiαi+ǫjαj−ǫkαk for ǫi, ǫj, ǫk ∈ {0, 1}.
Proof. By adjunction
Hom(FkEiEj1λ,EjEiFk1λ〈d〉)
∼=Hom(EiEj(1λ−αkFk)R, (1λ+αi+αj−αkFk)REjEi)〈d〉)
∼=Hom(EiEjEk1λ−αk〈−λk + 2− 1〉,EkEjEi1λ−αk〈d− λk − 〈i, k〉 − 〈j, k〉+ 2− 1〉).
The result now follows from Lemma A.12. 
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