For a sequence d of non-negative integers, let G(d) and F(d) be the sets of all graphs and forests with degree sequence d, respectively. Let γ min (d)
Introduction
We consider finite, simple, and undirected graphs, and use standard terminology. If G is a graph, u is a vertex of G, and U is a subset of the vertex set V (G) of G, then let d U (u) be the number of neighbors of u in U, that is, in particular, d V (G) (u) is the degree d G (u) of u in G. If E is a subset of the edge set E(G) of G, and E ′ is a subset of the edge set of the complementḠ of G, then let G − E + E ′ be the graph with vertex set V (G) and edge set (E(G) \ E) ∪ E ′ . If x is a vertex of G and Y ⊆ V (G) \ {x}, then let xY = {xy : y ∈ Y }, that is, xY is a subset of the set of edges of the complete graph with vertex set V (G). A clique in G is a set of pairwise adjacent vertices, and the clique number ω(G) of G is the largest order of a clique in G. An independent set in G is a set of pairwise non-adjacent vertices, and the independence number α(G) of G is the largest order of an independent set in G. A set D of vertices of G is a dominating set of G if every vertex in V (G) \ D has a neighbor in D. The domination number γ(G) of G is the minimum order of a dominating set of G.
For a positive integer n, let [n] be the set of the positive integers at most n. ) and π max (d(G)) are the best possible lower and upper bounds on π(G) that only depend on the degree sequence of G. Since there are degree sequences of forests that have exponentially many non-isomorphic realizations, efficient algorithms that determine π for a given graph or forest do not immediately lead to efficient algorithms that determine the above parameters. For recent results concerning parameters of the form π min (d) and π max (d) see [8, 10] .
Havel [13] and Hakimi [12] proposed a simple efficient iterative procedure to decide whether a given non-increasing sequence 
Iteratively applying this reduction to non-increasing reorderings of the considered sequences allows to efficiently decide whether d is graphic.
Rao [20] observed that the above procedure can be adapted to efficiently determine the largest clique number ω max (d) of any realization of a given graphic sequence d (see also [15, 21, 27] ). In fact, if d = (d 1 , . . . , d n ) is a non-increasing graphic sequence, and some realization G of d has a clique of order k, then a suitable sequence of 2-switches applied to G yields a realization G ′ in which k vertices of degrees d 1 , . . . , d k form a clique C, and a vertex of maximum degree d 1 from C is adjacent to vertices of degrees d k+1 , . . . , d d 1 +1 outside of C. This observation easily implies that ω max (d) equals k if and only if k is the largest integer in [n] such that d k ≥ k − 1, and the sequence
• eliminating the first entry d
• reducing the following d • reordering the last n − k entries of the obtained sequence in a non-increasing way.
Since
Many known bounds on the domination number and the independence number depend only on the degree sequence, or on derived quantities such as the order, the size, the minimum degree, and the maximum degree [1, 2, 5, 9, 14, 16-18, 25, 26] . For a graph G with non-increasing degree
and Pepper [19] 
is known as the annihilation number of G [3, 4, 6, 7] . Clearly,
In the present paper we study γ min (d), γ F min (d), and α F max (d). We establish the existence of extremal realizations that have strong structural properties. This leads to an efficient algorithm to determine γ min (d) for every given degree sequence d with bounded entries. Furthermore, we obtain closed formulas for γ Improving a lower bound on the domination number of a tree due to Lemanska [17] , Desormeaux et al. [5] showed γ(T ) ≤ 3sℓ(d(T )) − 2 for every tree T of order at least 3. We provide a short proof of a slightly more general result.
Graphs
Similarly as in Rao's result [20] , our first result states that for a graphic sequence d with positive entries, there is a realization G minimizing the domination number such that the γ min (d) vertices of the highest degrees form a minimum dominating set D. Unlike for the cliques though, the structure of the subgraph G[D] of G induced by D is still unknown, which is the reason why γ min (d) seems algorithmically harder than ω max (d).
Proof: Among all pairs (G, D) where G is a realization of d, and D is a dominating set of G of order k, we choose (G, D) such that
is maximum, and • subject to the first condition,
is maximum where E G [D,D] is the set of edges of G between D andD.
Since γ min (d) = k, the set D is a minimum dominating set of G. Since G has no isolated vertices, the setD is also a dominating set of G.
For a contradiction, suppose that
is the closed neighborhood of u in G. By the choice of (G, D), the set D ′ is not a dominating set of G, which implies that X is not empty.
First, we assume x ∈ X. Since y has no neighbor in X and
is a dominating set, which is a contradiction to the choice of (G, D). Hence x ∈ X, which implies that x is not adjacent to y, and x has all its neighbors inD. Recall that d n ≥ 1, which means that G has no isolated vertex.
Since D is a dominating set, the vertex y has a neighbor z in D. Next, we assume that X ′ is not empty.
′ is a dominating set, which is a contradiction to the choice of (G, D). Hence X ′ is empty, which implies N G (x) ⊆ N G (y).
Next, we assume that z is not adjacent to some vertex
′ is a dominating set, which is a contradiction to the choice of
Next, we assume that there are two non-adjacent vertices
, which contradicts the choice of (G, D), and implies that (i) holds.
We proceed to show (ii) and (iii). First, we assume that D contains two vertices x and y with
y is a realization of d for which D is a dominating set, and
which contradicts the choice of (G, D), and implies that (ii) holds.
Finally, we assume thatD contains two vertices x and y with
which contradicts the choice of (G, D), and implies that (iii) holds. ✷ For degree sequences with bounded entries Theorem 1 yields an efficient algorithm. 
Using the results of Havel [13] , Hakimi [12] , Gale [11] , and Ryser [22] (see Theorem 8 below), we can efficiently decide the existence of three graphs G D , GD, and H such that
• H is a bipartite graph with partite sets D andD, and
Note that the existence of these three graphs is equivalent to the existence of a graph G with vertex set
Since the two sequences (d 
Forests
We proceed to our results on forests. Again, some extremal forest realization of a graphic sequence with positive entries has a minimum dominating set containing the highest degree vertices.
has exactly r isolated vertices for some 0 ≤ r ≤ k, then these are the vertices in
has exactly s isolated vertices for some 0 ≤ s ≤ n − k, then these are the vertices in
Proof: Among all pairs (F, D) where F is a realization of d that is a forest, and D is a dominating set of F of order k, we choose (F, D) such that
As in the proof of Theorem 1, we obtain that D is a minimum dominating set of F and thatD is also a dominating set of F .
For a contradiction, suppose that d F (x) < d F (y) for some vertices x ∈ D and y ∈D. Let D ′ = (D \ {x}) ∪ {y}. Let X be the set of neighbors of x inD that do not lie on a path in F between x and y.
First, we assume that x and y belong to distinct components of F . Note that in this case, X is the set of neighbors of x inD. Since D is a dominating set, and d F (x) < d F (y), there is a set Y of |X| neighbors of y that contains a neighbor of y in D. Now, F − xX − yY + xY + yX is a realization of d that is a forest for which D ′ is a dominating set, which contradicts the choice of (F, D). Hence, F contains a path P between x and y. Let x ′ be the neighbor of x on P , and let y ′ be the neighbor of y on P . Note that X = (N F (x) \ {x ′ }) ∩D, which implies that X contains at most d F (x) − 1 vertices.
Next, we assume that
there is a set Y of |X| neighbors of y that does not contain y ′ . Now, F − xX − yY + xY + yX is a realization of d that is a forest for which D ′ is a dominating set, which contradicts the choice of (F, D). Hence, x ′ is distinct from y and lies inD.
Next, we assume that y ′ is the only neighbor of y in D.
′ is a dominating set, which contradicts the choice of (F, D). Hence, y has a neighbor y
′ is a dominating set, which contradicts the choice of (F, D), and implies that (i) holds.
We proceed to the proof of (ii). For a contradiction, suppose that there are two edges xx ′ and yy ′ of F with x, x ′ ∈ D and y, y ′ ∈D. If x and y lie in the same component of F , then, renaming vertices if necessary, we may assume that the path in F between x ′ and y ′ contains x and y. Since F is a forest, this implies that xy ′ and x ′ y are not edges of F , and hence F ′ = F −xx ′ −yy ′ + xy ′ + x ′ y is a realization of d that is a forest for which D is a dominating set. Since
we obtain a contradiction to the choice of (F, D), which implies that (ii) holds.
We proceed to the proofs of (iii). For a contradiction, suppose that there are vertices x and y
′ be the neighbor of y on P . Note that y ′ ∈D, and so,
we obtain a contradiction to the choice of (F, D). Hence, we may assume that x ′ does not lie on a path in F between x and y. Let y ′′ be a neighbor of y that does not lie on a path in F between x and y. Now, F ′ = F − xx ′ − yy ′′ + xy ′′ + x ′ y is a realization of d that is a forest for which D is a dominating set. Since
we obtain a contradiction to the choice of (F, D), which implies that (iii) holds. Since completely symmetric arguments allow us to establish (iv), the proof is complete. ✷
The arguments in the previous proof also apply to independent sets. 
Proof: Among all pairs (F, I) where F is a realization of d that is a forest, and I is an independent set in F of order n − k, we choose (F, I) such that
is maximum whereĪ = V (F ) \ I, and • subject to the first condition, f (F,Ī) is minimum where f is exactly as in the proof of Theorem 3.
For a contradiction, suppose that d F (x) < d F (y) for some vertices x ∈Ī and y ∈ I.
, there is a set Y of |X| neighbors of y such that no vertex in Y lies on a path in F between x and y. Since I is independent, Y ⊆Ī.
First, we assume that no vertex in X lies on a path in F between x and y. Now, F −xX −yY + xY + yX is a realization of d that is a forest for which I ′ is an independent set, which contradicts the choice of (F, I). Hence, some vertex x ′ in X lies on the path P in F between x and y. Let y ′ be the neighbor of y on P . Note that x ′ ∈ I and y ′ ∈Ī. Let Y ′ be a subset of Y with |X| − 1 elements. Now,
realization of d that is a forest for which I
′ is an independent set, which contradicts the choice of (F, I). This implies that (i) holds. Since I is a maximum independent set of F , and F has no isolated vertices, the sets I andĪ are both dominating sets of F , that is, (ii) holds.
The proof of (iii) can be done exactly as the proof of Theorem 3(iii), just replacing D withĪ andD with I, which completes the proof. ✷
The following lemma establishes the existence of certain extremal realizations. For k ∈ [n], there is a realization F of d that is a forest with vertex set {u 1 , . . . , u n } where
. , u n } is independent if and only if
Proof: Since the necessity is obvious, we prove the sufficiency by induction on . . . , 1) , and the only forest F with degree sequence d consists of n 2 copies of K 2 . Since k ≥ n 2 = α(F ), the desired statement follows. Now let
is an even number at most 2(n − 1) − 2, and
we obtain, by induction, that there is a realization F ′ of d ′ that is a forest with vertex set
Attaching one additional vertex of degree 1 to the vertex u 1 yields a forest F with the desired properties.
we have ℓ ≤ k. Let d ′′ arise from d by removing the first ℓ + 1 entries, which are all ℓ-entries, and adding ℓ(ℓ − 1) as a new first entry, that is,
Since ℓ(ℓ − 1) ≥ ℓ, we obtain that d ′′ is a non-increasing sequence of n − ℓ positive integers such that
Therefore, by induction, there is a realization F ′′ of d ′′ that is a forest with vertex set {u ′′ } ∪ {u ℓ+1 , . . . , u k } ∪ {u k+2 , . . . , u n } where
. . , u n } is independent. Replacing the vertex u Proof: 1 and a((d 1 , . . . , d n−1 , 0)) = a ((d 1 , . . . , d n−1 )) + 1, we may assume that d n ≥ 1. This implies that d is a non-increasing sequence of positive integers such that n i=1 d i is an even number at most 2n−2. By Lemma 5, a(d) = n − k where k is the smallest integer in [n] such that d has a realization F that is a forest with vertex set {u 1 , . . . , u n } where d F (u i ) = d i for i ∈ [n] such that {u k+1 , . . . , u n } is independent. In view of F , we have α Since it is more explicit and has a simple independent proof, we believe it is beneficial to include it.
Proof:
, and the number c 2 of components of F of order 2 is smallest possible.
d i implies that F is the union of n ≥2 (d) stars whose centers are the vertices of degree at least 2. In this case, γ
as required. Hence, we may assume that c 2 > 0. Let x and y be the vertices of some component of F of order 2. Since
d i , we obtain that F has a component K that is not a star. Let D be a minimum dominating set of F that contains no vertex of degree 1 of K. We may assume that x ∈ D. Let x ′ and y ′ be two adjacent vertices of K of degree at least 2 such that
Since F ′ has less components of order 2 than F , this is a contradiction.
and K is a component of F of order 2, then, by induction,
which completes the proof of γ
By the definition of the annihilation number, we have 
which completes the proof. ✷ Recall the well-known theorem of Gale [11] and Ryser [22] (cf. Theorem 21.31 in [23] ). 
, and
The next lemma enables us to efficiently decide the existence of relevant forest realizations. 
(i) There is some F in F such that D is a dominating set andD is independent if and only if
(ii) There is some F in F such that D is an independent dominating set if and only if
Proof: We first prove the necessity of (1), (2), and (3). If F is as in (i), then the independence of D implies (1) . If F is as in (ii), then, since D is a dominating set andD contains n − k vertices, (2) holds. Furthermore, since D is a dominating set, F [D] is a forest with at most max{0, n ≥2 (d) − k} vertices of positive degree. Since D is independent, the degree sum of
We proceed to the proofs of sufficiency. If (1) holds, then Lemma 5 implies the existence of some F in F such thatD is independent. Since F has no isolated vertices, D is a dominating set, that is, F is as in (i). Now, let (2) and (3) be satisfied. If max{0, 2(n ≥2 (d) − k) − 2} = 0, then (1) holds with equality. Therefore, if F is as in (i), then the degree sum of F [D] is 0, which implies that D is an independent dominating set, that is, F is as in (ii). Hence, we may assume
Claim 1 There is a bipartite graph H with partite sets D andD such that
Proof of Claim 1: By Theorem 8, the existence of H is equivalent to the following conditions:
which contradicts the definition of s. Hence, we have
which is a contradiction, and completes the proof of the claim. ✷ Let H be as in Claim 1. Let
Claim 2 There is a forest FD with vertex setD such that
Proof of Claim 2: First, we assume that r = s. In this case,
′ is a sequence of r 1-entries and (n − k − r) 0-entries. Since s is even, the desired forest FD consists of
′ is a sequence of (n ≥2 (d) − k) positive entries and (n − n ≥2 (d)) 0-entries. Since, by (3),
is even, the desired forest FD exists, which completes the proof of Claim 2. ✷ Let FD be as in Claim 2. Let F = H ∪ FD. We assume that H is chosen in such a way that the number of components of F is minimum. By construction, D is an independent dominating set of F . For a contradiction, suppose that F contains a cycle C. Since F has at most n − 1 edges, this implies that F has a component K that is different from the component that contains C. Since D is an independent dominating set and F has no isolated vertices, there is an edge xy of K such that x ∈ D and y ∈D. Since FD is a forest, C contains an edge uv with u ∈ D and v ∈D. Now, 
Again we can relate γ Since γ(G) ≤ n, we may assume that t < n. Furthermore, we may assume that the set D = {u 1 , . . . , u t } is not a dominating set of G. Since G is connected, this implies that d t+1 ≥ 2, and hence Γ = 
Conclusion
We conclude with some open problems. Since Corollary 2 only applies to degree sequences with bounded entries, the complexity of γ min (d) for general graphic sequences d remains open. Bauer et al. [1] conjectured that it is computationally hard to determine ω min (d) for a given graphic sequence d, and, similarly, we believe that also γ max (d) is computationally hard.
For a positive integer r, let G 1 be the disjoint union of r + 1 stars K 1,r , and let G 2 be the disjoint union of a clique of order r + 1 and Larson and Pepper [16] characterized the graphs G with α(G) = a(d(G)). Can the graphs G with γ(G) = sℓ(d(G)) be characterized or recognized efficiently?
