In this paper, we introduce a statistical estimation framework for magnetic resonance fingerprinting (MRF), a recently proposed quantitative imaging paradigm. Within this framework, we present a maximum likelihood formulation to simultaneously estimate multiple parameter maps from highly undersampled, noisy k-space data. A novel iterative algorithm, based on variable splitting, the alternating direction method of multipliers, and the variable projection method, is proposed to solve the resulting optimization problem. Representative results demonstrate that compared to the conventional MRF reconstruction, the proposed method yields improved accuracy and/or reduced acquisition time. Moreover, the proposed formulation enables theoretical analysis of MRF. For example, we show that with the gridding reconstruction as an initialization, the first iteration of the proposed method exactly produces the conventional MRF reconstruction.
INTRODUCTION
Magnetic resonance fingerprinting (MRF) [1] provides a new quantitative imaging paradigm for simultaneously obtaining multiple tissue-specific parameters (e.g., spin density, T1, and T2) and experiment-specific parameters (e.g., off-resonance frequency) in a single, efficient imaging experiment. The success of MRF is largely due to a specialized, incoherent acquisition scheme. More specifically, a sequence of randomized flip angles and repetition times, i.e., {(αm, TRm)} M m=1 , is used to generate a sequence of images {Im (x)} M m=1 with randomly varied contrast weightings, yielding incoherence in the temporal domain. Moreover, a set of highly undersampled variable density spiral trajectories is used to acquire k-space data, which yields the spatial incoherence.
With these incoherently-sampled data, the conventional MRF reconstruction employs a simple template-matching based noniterative procedure. Given a range of parameters of interest, it first forms a dictionary that contains all possible signal (or magnetization) evolutions simulated from the Bloch equation. Then, it chooses a template signal evolution from the dictionary such that it yields the maximum correlation with the observed signal for each voxel (extracted from the gridding reconstructions [2] ). Lastly, reconstructed parameters are assigned as those that generate the selected template.
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Although the above reconstruction procedure can be relatively robust in practice, there is no theoretic optimality associated with the reconstructed parameter maps. Furthermore, the original elementwise template matching may not be computationally optimal. Recently, a number of new methods have been proposed to improve MRF reconstruction, including [3] [4] [5] [6] . For example, Refs. [3, 4] address the computational issue associated with the conventional MRF reconstruction, while Refs. [5, 6] propose new iterative algorithms in the compressed sensing context.
In this paper, we present a statistical estimation framework for MRF reconstruction, and formulate the reconstruction problem into a maximum likelihood (ML) estimation formulism. To solve the resulting optimization problem, we develop a novel solution algorithm based on variable splitting [7] [8] [9] , alternating direction method of multipliers (ADMM) [8, 10, 11] , and variable projection (VARPRO) methods [12, 13] . The proposed algorithm features a unique variable splitting strategy, which separates the Bloch equation based physical model from the data fidelity term. It allows for estimating parameters of interest, in a voxel-by-voxel fashion, as a subproblem of the ADMM iterations, which is done by using the VARPRO algorithm. Furthermore, we employ a discrete optimization approach to the VARPRO subproblem for which a global optimum is guaranteed.
The proposed iterative reconstruction provides new insights into the conventional MRF reconstruction. In particular, with the gridding reconstruction as an initialization, the first iteration of the proposed algorithm exactly produces the conventional MRF reconstruction, while subsequent iterations drive the reconstruction toward an ML optimal solution. The rest of this paper is organized as follows. Section 2 presents the proposed method in detail, including the problem formulation and solution algorithm. Section 3 shows representative results obtained with the proposed method. Section 4 discusses the proposed method and concludes the paper.
PROPOSED METHOD

Problem Formulation
In MRF, the contrast-weighted images Im (x) can be parameterized as [6, 14, 15] :
for m = 1, · · · , M , where ϕm (·) denotes the contrast-weighting function at the mth time instant, ρ (x) the spin density map, T1(x) the longitudinal relaxation map, T2(x) the transverse relaxation map, and f0(x) the off-resonance map. Note that ϕm (·) is determined by the Bloch equation based dynamics, driven by acquisition parameters up to the mth time instant, i.e., {αt, TRt} m t=1 . However, distinct from conventional MR parameter mapping [13, 15] , the analytical form of ϕm (·) can be difficult to obtain in MRF (though it is feasible to determine ϕm numerically through the Bloch simulation).
After spatial discretization, (1) can be written as
where both Im and ρ are N × 1 complex vectors, T1, T2, and f0 are all N × 1 real vectors, and [n] ). Furthermore, the discrete imaging equation for MRF can be written as
where dm ∈ C P contains the measured k-space data, Fm ∈ C P ×N denotes the undersampled Fourier encoding matrix, and nm ∈ C P ×1 denotes the noise vector. Substituting (2) into (3), we can obtain the following data model:
The goal of MRF reconstruction is to reconstruct {T1, T2, f0, ρ} from {dm}
. Given the data model in (4) and the noise distribution, the reconstruction problem can be formulated as a maximum likelihood estimation problem. Assuming that {nm} M m=1 is complex, white Gaussian noise, i.e., nm
, the ML reconstruction for MRF can be formulated as {T
Note that (5) allows for direct estimation of multiple parameter maps from highly undersampled k-space data, as opposed to the two-step procedure employed by the conventional MRF reconstruction.
Solution Algorithm
Equation (5) results in a nonlinear least-squares problem. There are a number of key challenges associated with solving this problem. Most importantly, the lack of an analytical expression of ϕm (·) makes it cumbersome to approach the problem using the standard nonlinear optimization methods, such as nonlinear conjugate gradient (CG) method. Furthermore, note that (5) is nonconvex in general (even the simplest form of signal evolution from conventional MR parameter mapping renders the cost function nonconvex [14, 15] ). Last but not least, there are a large number of unknown parameters in (5) , which are at very distinct scales.
Here, we propose a novel solution algorithm, integrating a variable splitting strategy, the alternating direction method of multipliers, and the variable projection method, to solve (5). For simplicity of notation, hereafter we use θ = {T1, T2, f0} to denote the unknown parameters in Φm (·). To address the optimization problem in (5), we first introduce a set of auxiliary variables {gm} M m=1 to split the parametric image model in (2) from the data consistency term in (5) . Equivalently, we can solve the following constrained optimization problem:
Second, we apply the ADMM method [8, 10, 11 ] to solve (6) . Specifically, we iteratively minimize the following augmented Lagrangian function:
where Re (·) denotes the real part of a complex number, ym ∈ C N is the Lagrangian multiplier, and µ > 0 is the penalty parameter, by solving the following subproblems at the (k + 1)th iteration:
and updating the Lagrangian multiplier:
] .
Next, we describe the detailed solutions to (7) and (8).
Updating ρ and θ
The optimization problem in (7) can be rewritten as
, which can be decoupled for each voxel as
for n = 1, · · · , N , where ρ n and θn respectively denote the spin density and other parameters at the nth voxel, and gm,n and ym,n the nth element of gm and ym. A matrix-vector form of (9) can then be written as
where u (10) is a separable nonlinear least-squares problem, for which a special class of efficient algorithms based on variable projection (VARPRO) [12, 13] can be applied. The VARPRO method exploits the fact that with a given value of θn, the update of ρ n has the following closed form solution due to the separable structure of (10) : ρ
where z † is the pseudo-inverse of z. Substituting (11) into (10), we have
where I is an M × M identity matrix. It has been shown that solving (11) and (12) together can yield the same set of optimal solutions as (10) (refer to [12] for more details). Furthermore, noting that zz † is an orthogonal projector, the minimization problem in (12) is equivalent to 
which is equivalent to
Substituting the above θ (k+1) n from (14) into (11), and also use the fact
Although updating ρ and θ has been reduced to solving (14) and (15), we are still confronting with the issue that there exists no analytical form of ϕm(·). Inspired by [13] and the idea from MR-F [1], we address the problem by reformulating (14) as a discrete optimization problem. More specifically, we discretize the feasible search space of {T1, T2, f0} into a finite set of parameters {vq}
(where v ∈ R 3 ), with which we can use the Bloch simulation to generate a dictionary that contains all possible signal evolutions, i.e., {zq(vq)} Q q=1 . After that, a global optimization of (14) is performed through an exhaustive search, i.e.,
Correspondingly, we have
Updating {gm}
Note that the optimization problem in (8) is separable with respect to each gm. Thus, solving (8) is equivalent to determining
. Equation (16) is a simple linear least-squares problem, whose solution can be determined by solving
where I is an N × N identity matrix. A number of off-the-shelf numerical solvers can be used, such as the CG algorithm. 
Algorithm Initialization
For the proposed iterative algorithm, if y
m is initialized with the zero vector and g (0) m with the gridding reconstruction, the first iteration of the proposed algorithm exactly produces the conventional MRF reconstruction. Furthermore, note that (5) is a nonlinear and nonconvex optimization problem, the solution of which can be dependent on initializations. We empirically observed that with the gridding reconstruction as an initialization, the proposed method consistently yields good reconstruction results (this will be demonstrated in the next section), although the use of other initializations may potentially lead to improved performance.
RESULTS
In this section, we show representative results from computer simulations to illustrate the performance of the proposed method. Specifically, a numerical brain phantom from the Brainweb [16] database was used (containing the spin density, T1 and T2 maps).
1 We performed the Bloch simulation to generate a sequence of contrastweighted images using the balanced steady-state free precession sequence with the same set of flip angles and repetition times as in [1] . For data acquisition, we acquired k-space data using only one simulated spiral interleaf at each time instant (the fully sampled data contain 48 interleaves), and different interleaves were used for different time instants. Moreover, complex white Gaussian noise was added to measured data such that the signal-to-noise ratio is 45 dB.
Reconstructions of the T1, T2, and spin density maps were performed using both the conventional MRF method and the proposed method (called ML-MRF). We initialized ML-MRF with the the gridding reconstruction, and set the maximum number of itertions Kmax = 30. Moreover, we empirically selected the penalty parameter µ to optimize the performance of ML-MRF. Fig. 1 compares the normalized root-mean-square error (NRMSE) of T1, T2, and spin density maps obtained using the conventional MRF and ML-MRF with different acquisition lengths. As can be seen, ML-MRF results in more accurate estimates of T1, T2, and spin density values at all acquisition lengths, while the improvement for T2 and spin density is more significant. In particular, Fig. 1 (b) shows the estimated T2 from ML-MRF with the acquisition length M = 250 is even better than that from conventional MRF using M = 500. Fig. 2-4 show representative reconstruction results from the above two methods using M = 250. Note that the T2 and spin density maps obtained by ML-MRF exhibit substantially reduced artifacts and errors, which is consistent with the error plot shown in Fig. 1 . 
DISCUSSION AND CONCLUSION
This paper introduced a statistical estimation framework for MRF, within which an ML reconstruction method was proposed. The proposed iterative reconstruction scheme includes the conventional MR-F reconstruction as its first iteration, while rapidly improving reconstruction quality with additional iterations. The advantages offered by the proposed method, in terms of reducing acquisition time and/or improving reconstruction accuracy, have been demonstrated. The proposed method provides a new framework to derive MRF based reconstruction schemes, within which a number of extensions can be explored. For example, it can allow for estimation-theoretic characterization of reconstruction performance (e.g., [14, 15] ). Moreover, it is possible to integrate prior information on {Im} M m=1 and/or {ρ, θ} (e.g., [17, 18] ) with the likelihood model for improved performance. Additionally, the proposed method can be easily extended to handle data from multichannel acquisition (e.g., [19] ).
A novel algorithm, integrating variable splitting, ADMM, and VARPRO, was proposed to solve the resulting optimization problem. It effectively addresses a number of key challenges associated with the ML reconstruction for MRF. It is worth noting that the proposed algorithm is derived from a completely new formulism (as opposed to [6] ) that provides new insights for characterizing MRF based reconstruction methods. The proposed algorithmic framework also offers a new way to address the computational challenges associated with direct parameter estimation from k-space data, which often arises in a wide variety of quantitative imaging problems. Representative examples include conventional MR parameter mapping [14, 15] , quantitative diffusion imaging [20] , and water-fat imaging [21] , which are worthwhile to explore in future research. Moreover, from an algorithmic standpoint, it is worthwhile to study the convergence property of the ADMM algorithm for solving a nonconvex optimization problem, although the behavior of ADMM is well understood in terms of solving convex optimization problems [11] . 
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