ABSTRACT: This study takes a Jacobian-free approach based on the Arnoldi iteration to present a method to perform hydrodynamic instability analysis based on Direct Numerical Simulations. The method employs high order spatial and temporal discretizations for the flow simulation and has very low requirements of computational time and memory, compared to conventional matrix-forming methods. Details of the numerical treatment applied to guarantee consistency in the numerical solution are discussed, such as mesh and domain dependencies, and buffer zones for the open boundary conditions. The implementation presented here is applicable to any flow with Cartesian geometry, however, the method can be extended to complex geometries and three-dimensional flows.
INTRODUCTION
An open cavity can be used to represent several different parts of an aircraft in flight, for example the gap between the slats or flaps and the main element of the wing, both at deployed and retracted positions. Better understanding of the flow mechanics over this simplified geometry can aid aircraft designers to predict the transition from laminar to turbulent flow over the wing and the slat's influence over the flow instability, as well as the related acoustic emissions (Colonius 2001) . This paper shows the development of a DNS for this flow. Special attention is given to the high order spatial and temporal discretizations applied to instability and acoustic analysis. For spatial discretizations, various numerical schemes were employed in the DNS, including compact finite differences with spectral-like resolution (Lele 1992) . These schemes allow the code to resolve a wider range of scales than traditional finite difference schemes. Time integration was performed with a standard fourth-order Runge Kutta method.
Depending on the Reynolds and Mach numbers, and cavity aspect ratio, the flow can reach a stationary or a periodic state; Brès and Colonius (2008) bring a diagram showing this fact for a fixed cavity aspect ratio. By increasing the Reynolds number, threedimensional instabilities are observed at lower Mach numbers, while two-dimensional instabilities tend to be triggered first if the Mach number is higher. For a length to depth ratio of 2, flows above a Re D of roughly 1300 are 3D unstable, this value is normalized by the cavity depth, D. The minimum Re for a 2D unstable flow is reduced as the Mach number increases, becoming lower than the 3D instability threshold around Mach 0.4. These instabilities eventually saturate to become periodic oscillations in the flow.
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This DNS is used in conjunction with matrix-free instability analysis methods to compute the eigenvalues of the flow and their respective eigenfunctions. Regular matrix-forming methods would demand an enormous amount of memory to compute the flow modes, in the order of the squared total number of nodes in the domain multiplied by the number of variables, which would easily scale into terabytes of memory solely to store the required matrices (Theofilis 2011) . This matrix-free method is based on the work of Eriksson and Rizzi (1985) , who have implemented a method based on Arnoldi (1951) to find the most unstable or least stable modes of an inviscid flow around an airfoil.
Later works have applied the same methods on the full Navier-Stokes equations (Chiba 1998; Tezuka and Suzuki 2006 ) and also included shift-invert strategies to focus on eigenvalues in a specific region of the complex plane (Gómez Carrasco et al. 2015) .
This work extends this method to account for the compressibility, which is required for non-zero Mach numbers and for acoustic analysis. The code was developed for medium to high subsonic flows, which are commonly found in modern aircrafts.
METHODS

DIRECT NUMERICAL SIMULATION
The DNS code was developed by our group for several kinds of problems on hydrodynamic instability and aeroacoustics and was adapted for the open cavity flow (Martínez and Medeiros 2016) . It is written in Fortran 90 and, for parallelization, uses both OpenMP and a domain decomposition technique with the 2decomp&fft library (Li and Laizet 2010) , which uses MPI. The code uses a structured mesh in a rectangular domain. The grid is much finer in the cavity and close to the flat plate in the wall-normal direction. There is also a lower level of stretching in the stream-wise direction, concentrating nodes on the cavity, and making sure there are nodes positioned exactly on the cavity edges. Closer to the open boundaries, in both directions, the spacing is greatly increased, as part of a buffer zone. No multidomain technique is used in this case, grid points inside the wall are ignored by the solver. Figure 1 illustrates the domain, the buffer zone is shown in blue, while points inside the wall are orange, darker gray levels represent a finer grid.
Both the flat plate and the cavity walls have no-slip and no-penetration boundary conditions, as well as zero pressure gradient in the normal direction and constant temperature. Just upstream of the flat plate, there is a free-slip region to represent free flow before the leading edge of the no-slip wall, which allows the pressure gradients just before the boundary layer to be computed correctly.
The inflow boundary is defined as a uniform flow at constant temperature and zero stream-wise pressure gradient. At the outflow, pressure is kept constant and velocity is extrapolated by imposing the second derivative equal to zero.
The two top corners in the cavity were points of special attention for the boundary conditions. The Neumann condition for pressure in other points is observed by computing the density in each node of the boundary so that the derivative of the pressure is null in the normal direction at the wall. Both corner nodes present a problem as walls in distinct directions meet and the density that observes the Neumann condition in one direction might violate it for the other. The pressure in both these nodes is set to the mean of the pressures that meet the boundary condition for each direction.
At the open boundaries of the domain, a special treatment must be done so oscillations are neither reflected nor amplified. Buffer zones were put in place, they are a non-physical region designed to avoid these issues. In these work, the following techniques were used: (Åkervik et al. 2006) There is a smooth transition from the physical domain to the buffer zone to avoid issues at the interface. Compressible Navier-Stokes equations are solved for each point in the domain for density, velocity components and internal energy. Spatial derivatives are computed by a finite differences method chosen before runtime. A fourth-order spectral-like finite differences method is used (Lele 1992) , its stencil is five-node long and a tridiagonal system has to be solved (Martínez 2016) .
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At the buffer zone, the scheme is smoothly replaced by a second-order explicit one, with a much lower spectral accuracy. The transition is handled by a cosine function, which multiplies the finite differences coefficients (Eq. 1): where: a is the coefficient actually used by the solver; a H and a L are the high-order and low-order coefficients, respectively; η is zero at the physical domain and is linearly increased to one at the end of the buffer zone. The process is repeated for all finite differences coefficients.
Once more, both the corner nodes presented a challenge for these methods when computing the derivative. Figure 2 illustrates the Regions considered. In an inner node, i.e. one away from the boundaries, finite differences method uses the nodes around it to approximate the derivative. If no other changes were made to the code, corners nodes 1 and 2 would be considered as inner nodes and, thus, derivatives computed for them would account for both points on the wall and points immersed in the flow, which would not be correct and cause the solution to fail. Because of this, both nodes only consider values in Region 2 of Fig. 2 . Figure 1 . Illustration of the domain and its boundaries. Buffer zone is shown in blue, points inside the wall are orange, darker grays indicate a finer grid.
Compressible Navier-Stokes equations are solved for each point in the domain for density, velocity components and internal energy. Spatial derivatives are computed by a finite differences method chosen before runtime. A fourth-order spectral-like finite differences method is used (Lele 1992) , its stencil is five-node long and a tridiagonal system has to be solved (Martínez 2016) . At the buffer zone, the scheme is smoothly replaced by a second-order explicit one, with a much lower spectral accuracy. The transition is handled by a cosine function, which multiplies the finite differences coefficients (Eq. 1):
where: a is the coefficient actually used by the solver; aH and aL are the high-order and loworder coefficients, respectively; η is zero at the physical domain and is linearly increased to one at the end of the buffer zone. The process is repeated for all finite differences coefficients.
(1) This has solved the problem for both corner nodes and for the Region between them. But nodes in Regions 1 and 3 of the figure would still have its derivatives miscalculated, causing discontinuities in the domain close to the corner, which would later cause the simulation to fail. This was solved by considering both the last node in Region 1 and the first node in Region 3 as inner nodes for the finite differences method, which makes the derivative a continuous function again.
In sum, derivatives in Region 2 depend only on values in it. Derivatives in Regions 1 and 3 depend on values both in their respective region and on values in Region 2. The approach for wall-normal derivatives is analogous.
Equation 2 illustrates how the derivatives would be computed close to corner node 1, with index c_1. α, a, b, and c are the finite differences coefficients, note that they are different for the corner nodes and more coefficients may be added depending on the chosen derivative scheme. D and f are vectors containing the derivatives and the function values for each node, respectively. Time integration is performed at a fixed time step by either an explicit Euler, a second order or a fourth order Runge-Kutta scheme. As default, the fourth-order scheme is used.
The initial condition is defined as free-flow velocity above the flat plate and zero velocity in the cavity, at constant pressure and temperatures. Results from previous runs can also be used as initial condition as long as they share the same mesh. Reynolds and Mach numbers and the numerical methods may be changed.
All values are non-dimensional, being normalized by the free flow stream-wise velocity, cavity depth and initial density, the base time is given by the base length divided by the base length (Martínez 2016) .
In this type of simulation, high-frequency numerical noise may quickly build up, causing the simulation to diverge from the physical solution. To attenuate this noise, numerical low-pass filters are implemented (Gaitonde and Visbal 1998) . The filter strength can be adjusted before runtime and, ideally, should be as low as possible, minimizing its effect on results. Filtering is turned off a few nodes away from the boundary due to the large derivatives present and to avoid using uncentered stencils.
The implementation described here was done for a two-dimensional domain, which assumes all variables as constant in the span-wise direction. This is a valid assumption for stability analysis as long as the flow conditions are such that two-dimensional modes become unstable before three-dimensional ones.
MATRIX-FREE INSTABILITY ANALYSIS
In order to find the oscillation modes of a certain system, one has to compute the eigenvalues and eigenvectors of the flow Jacobian matrix. It is, given that the Navier-Stokes equations and all boundary conditions are described by (Eq. 3) for the corner nodes and more coefficients may be added depending on the chosen e scheme. D and f are vectors containing the derivatives and the function values node, respectively.
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velocity, cavity depth and initial density, the base time is given by the base length divided by the base length (Martínez 2016) .
Matrix-Free Instability Analysis
In order to find the oscillation modes of a certain system, one has to compute the eigenvalues and eigenvectors of the flow Jacobian matrix. It is, given that the NavierStokes equations and all boundary conditions are described by (Eq. 3)
where u is a vector that contains all flow variables for each node in the mesh, the Jacobian is given by Eq. 4
The size of this matrix is 4N × 4N for two-dimensional flows and 5N × 5N for three-dimensional. Four and five are the numbers of variables for each node, respectively, and N is the number of nodes in the domain. Given the domain's size is usually in the order of hundreds of points in the stream-wise and wall-normal directions and a few dozens of points in the span-wise direction, the total number of variables to solve for is in the order of 10 5 to 10 6 in two-dimensional cases, and 10 6 to 10 7 when accounting for the third dimension.
The size of this matrix is 4N × 4N for two-dimensional flows and 5N × 5N for three-dimensional. Four and five are the numbers of variables for each node, respectively, and N is the number of nodes in the domain. Given the domain's size is usually in the order of hundreds of points in the stream-wise and wall-normal directions and a few dozens of points in the span-wise direction, the total number of variables to solve for is in the order of 10 5 to 10 6 in two-dimensional cases, and 10 6 to 10 7 when accounting for the third dimension. Due to the implicit differentiation methods used, in which each node in the domain influences every other at all steps, the Jacobian of this system would be a full matrix. At the double precision used by this code, which takes 8 bytes of memory per value, simply storing the Jacobian for a system with 10 6 variables, for example, would take 8 × 10 12 bytes, or 8 terabytes of memory. The method implemented in this paper has the memory usage scale linearly with the mesh size, instead of quadratically. For the same system with 10 6 variables, if 1000 iterations were used, 8 × 10 9 bytes, or 8 gigabytes, of memory would be needed for the largest matrix.
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The method used in this work was proposed by Eriksson and Rizzi (1985) for the Euler equations and first implemented by Chiba (1998) for the incompressible Navier-Stokes equations. It is based on Arnoldi's method for solving the eigenproblem.
The most important feature of the method is to be able to approximate the most unstable or least stable modes without storing the Jacobian matrix for the flow. The DNS itself is embedded into the method instead of being linearized to the Jacobian matrix.
In summary, the method adds small disturbances to the steady-state flow and uses the DNS to observe how the flow reacts to them, as will be described below. After a series of orthogonal disturbances, the Hessenberg matrix from the Arnoldi (1951) method is obtained, which is several orders of magnitude smaller than the flow's Jacobian matrix would be. The eigenvalues and eigenvectors of this matrix are computed and, finally, used to approximate the flow's modes and their respective amplification or attenuation rates. This is shown in the flowchart in Fig. 3 . Steps (6) to (11) from Fig. 3 are taken directly from the Arnoldi iteration method. Eriksson and Rizzi (1985) use a random vector for the initial disturbance at step (2). Chiba (1998) computes it as a random vorticity field, for which the Poisson equation is solved numerically, resulting in the disturbance's stream function. In this work, a Gaussian disturbance to all variables, centered close to the cavity, is used.
In step (3) of Fig. 3 , ε controls the norm of the perturbation; it is worth noting that the number of mesh nodes influences the module of the perturbation in each node. This variable should be adjusted so that the perturbation is small enough to nonlinearities remain small, but should be large enough so numerical and roundoff errors influence on results are also small.
The t time span in step (4) should be shorter than the half-periods of the flow's modes to avoid aliasing problems.
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In step (5), a second-order central finite differences scheme is used, Eriksson and Rizzi note that higher order methods may be used, this reduces the effect of non-linearities in the results but requires more DNS runs.
It should also be noted that in step (12), the equation for eigenvalues is not fully reversible for the imaginary part, as the exponential function of a complex number is not injective. This means that the method brings a correct approximation only for the real part of the eigenvalues, related to the amplification rate. The imaginary part, related to the frequency, may have a factor of n × 2 π/t added to it, where n is any integer. It must be checked by other means, for example by using the DNS to simulate each one of the modes identified and observing the oscillation frequencies.
Shift-invert strategies may also be used in conjunction with this method, as done by Gómez Carrasco et al. (2015) . This allows Arnoldi's method to retrieve modes in a specific Region of the complex plane, for example, it could obtain modes related to acoustic of the flow, which may be more stable than other modes.
A code for this routine was implemented in Matlab, it calls the Fortran DNS as necessary. An important perk of this method is that it can be programmed in a very modular way. The DNS could be easily replaced or updated with only minor changes to the Matlab code. All parallel processing capabilities of the DNS are retained and another one is added, as both positive and negative disturbance cases can be ran simultaneously by concurrent processes.
RESULTS
The validation of the method shown in this section is divided in three parts. First, the DNS is validated by comparing its results to previous ones by Colonius et al. (1999) . After that, the method is checked against itself by changing parameters such as the mesh, domain, number of iterations and so on, making sure the results are well converged with respect to them. Later, its results are compared to the Residual Algorithm, as described by Theofilis (2000; 2003) and Gómez et al. (2012) .
For the DNS validation, a case described by Colonius et al. (1999) was selected. The Reynolds number with respect to the cavity depth is Re D = 1530, Mach number is Ma = 0.6, and the cavity aspect ratio is L/D = 4. This represents an unstable flow, which should evolve in time until reaching a periodic state. Figure 4 illustrates this flow at an arbitrary time after becoming periodic. Two meshes, described in Table 1 , were used for this analysis. A case described by de Vicente et al. (2014) was used as base for the instability analysis. In this case, the cavity's aspect ratio is L/D = 2, the Reynolds number is Re D = 1149, and the boundary layer thickness at the cavity's leading edge is θ = 0.0337. All lengths are normalized by the cavity depth and all velocities, by the inflow velocity.
The reference case has assumed the flow as incompressible. To approximate this assumption, the Mach number was set as Ma = 0.1. Low Mach numbers require a shorter time step to maintain numerical stability, considerably increases the computational cost.
MESH AND DOMAIN CONVERGENCE
Four meshes, shown in Table 2 , were used in the mesh convergence analysis. All these meshes are for the same domain, which spans from x i = -2 to x f = 10 and from y i = -1 to y f = 4. The cavity is placed from x 1 = 2.9597 to x 2 = 4.9597, and from y 1 = 0 to y 2 = -1. They also share the same parameters for the buffer zones, which add 20 nodes in each direction.
Note that the time step was reduced, as the mesh got finer so that the numerical stability was ensured. The CFL number was always kept close to 1.
The disturbance magnitude parameter ε 0 was set to 10 -5
. It was used 400 Arnoldi iterations for each case. Convergence tests for these parameters are shown later in this work. The number of steps at each iteration was adjusted so that the physical run time was the same, for meshes 1 to 4 it was set to 500, 667, 800 and 1000, respectively. Figure 6 shows the eigenvalues retrieved for these meshes. The right-hand side image depicts the least stable modes in detail. The real part of the eigenvalue relates to the mode's stability. Positive values are unstable and negative values are stable. Its imaginary part relates to the mode's frequency. If any of the modes has a positive real part, the whole flow is considered unstable. xx/xx 02/13
All four meshes have resulted in similar values for the 12 least stable modes. A similar analysis was ran for the domain size. Table 2 shows the values used. Mesh 2 from Table 2 was used as Domain 1 for this analysis. The increase in the total number of nodes was needed so that the refinement at the cavity was constant. The eight least stable modes from all domains have matching eigenfunctions, as can be seen in Fig. 7 . Mode 9 of Domains 2, 3 and 4 matches the eigenfunction of mode 11 of the smaller domain, leading to the conclusion that it is the same mode, both its eigenvalue was miscalculated. Another run was performed with 600 Arnoldi iterations instead of 400. At this time, all domains match up to the 15 th mode, leading to the conclusion that the bottleneck in this case was more than just the domain size. xx/xx 09/13
ARNOLDI ITERATION CONVERGENCE
In this section, the parameters relative to the instability analysis method are checked. Three items are considered: the number of Arnoldi iterations (M); the number of DNS time steps at each Arnoldi iteration (nT); and the magnitude of the disturbance added to the baseflow (ε 0 ). Mesh 2 of Table 1 is used as base. Figure 8 shows the evolution of the 15 least stable eigenvalues as the Arnoldi method is iterated, both the real and imaginary parts. The issue seen at the domain convergence analysis can be understood more clearly here, note that the last eigenvalues are not yet converged after 400 iterations. A convergence analysis was also performed for the number of time steps the DNS is run each time it is called. Figure 9 shows the complex plane for various numbers of time steps. The nT = 200 case is not converged, as it has resulted in a different set of eigenvalues. The nT = 400 case diverges at the third mode. The other two results match, usually up to the eighth decimal place for the first few eigenvalues. From the mode 13 and onwards, the nT = 667 case also starts diverging. It is worth noting how the range of values for σ i reduces as the number of steps is increased. This is due to the last equation in the flowchart of Fig. 5 . This means that smaller values of nT have the advantage of being able to resolve a wider spectrum of modes.
The magnitude of the disturbance was also checked for convergence. If it is too large, non-linear effects cannot be ignored, if it is too small, the orthogonal modes do not have the time to grow or decrease enough to be set apart and the computer's rounding errors start interfering too much with the results. In this work, the disturbance's norm is multiplied by the square root of the number of variables, so that the ε 0 parameter chosen before is the RMS of the disturbance (Eq. 5). This is done so that the same value of ε 0 can be used for various meshes and domains. The code was run for ε 0 values of 10 . All eigenvalues maps were visually equal, apart from some of the most stable modes, as can be seen in Fig. 10 . (5) have the time to grow or decrease enough to be set apart and the computer's rounding errors start interfering too much with the results.
In this work, the disturbance's norm is multiplied by the square root of the number of variables, so that the ε0 parameter chosen before is the RMS of the disturbance (Eq. 5).
This is done so that the same value of ε0 can be used for various meshes and domains. The code was run for ε0 values of 10 -3 , 10 -4 , 10 -5
, and 10 -7
. All eigenvalues maps were visually equal, apart from some of the most stable modes, as can be seen in Fig. 10 . Despite getting the eigenvalues right, the largest disturbance resulted in considerably different eigenfunctions, meaning that non-linear effects were already present at this point. The two smallest disturbances match the least stable eigenvalues up to 7 decimal places, even with a two orders of magnitudes difference, which means that they are well into the linear regime. This also matches what is found on the literature (Chiba 1998) .
COMPARISON TO THE RESIDUAL ALGORITHM
The least stable mode retrieved by this algorithm was compared to the Residual Algortithm, which has computed the eigenvalue to be σ = -0.0175, the mean value from all good probes. Adding and subtracting one standard deviation, it is somewhere between -0.0178 and -0.0172. The Arnoldi's method has computed this value to be σ = -0.01781. Figure 11 compares the eigenfunctions found by the Arnoldi's method and by the residual algorithm by ploting the eigenmode's isocontours for each variable. Two samples of the RA's eigenfunction are plotted, extracted from different time steps. The probe positions are also shown. The eigenfunction matches for the density and the internal energy, which are the variables the best probes use. For both velocities, the RA has not converged to a single eigenfunction as both samples yielded distinct results, especially just outside of the cavity. Figures 12 and 13 show some of the modes retrieved. Mesh 2 was used in this run. Figure 12 shows isocontours of each variable in modes 1 and 2. They are both stationary and their eigenvalues are σ 1 = -0.01781 and σ 2 = -0.03767, meaning they are stable. 
MODES RETRIEVED
COMPUTATIONAL COST
For the code performance analysis, a sample case was created. Its mesh has a total of 380 nodes in the stream-wise direction, 170 nodes in the wall-normal direction and 10 nodes in the span-wise direction, including both the physical domain and the buffer zones.
A server running the Ubuntu 14.04 operating system was used. It features 4 Intel® Xeon® E7-4820 v3 processors, each with 10 cores at 1.90 GHz. A total of 128 GB of DDR3 RAM is available.
The code was run for 1000 time steps. About 60 MB of RAM were used for the simulation. Table 3 brings the results for different types of parallel execution. 328% 53%
These runtimes represent a single call to the DNS. Two calls are performed in parallel at each Arnoldi iteration. Computational time spent in the other routines is negligible close to the DNS time. Therefore, the total code runtime can be estimated by multiplying the times presented in this table by the number of Arnoldi iterations.
For example, if this mesh was to be run for 500 iterations, using 16 cores (8 for each DNS instance) the total runtime would be 3375 seconds plus the time spent in the other routines, totaling about 1 hour.
DISCUSSION AND NEXT STEPS
In this work, a tool was developed to analyze the stability of compressible flows over cartesian geometries. It can extract the least stable modes of a flow with relative ease, taking no longer than a few hours in a modern computer for the cases shown here. If the Mach number is increased, this process should be considerably faster, as the DNS can use longer time steps without compromising the numerical stability.
This algorithm is structured in a way that the DNS could be easily replaced with only minor changes to the instability analysis code, meaning that this tool can be adapted for other types of flows, including a three-dimensional analysis or other types of geometries.
An important characteristic of this DNS that is required by the method is a high numerical precision. It is, the ability of resolving many decimal digits without being affected by rounding errors. This is needed due to the large difference in magnitude between the base flow and the disturbances used. A difference of up to seven orders of magnitude between the mean flow velocity and the disturbance RMS was tested and yielded good results.
One intended use for this code is to check if the boundary layer's stability is affected by small cavities, with a depth about the same size as its displacement thickness.
