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 4 
Introduction 
Data mining is defined as the process of discovering (or extracting) previously 
unknown, interesting patterns in large datasets, largely automatically with the help of 
computers (Witten, Frank, & Hall, 2011, p.5). Cluster analysis or data clustering (or 
simply clustering), are terms that can be used to describe a type of data mining task 
whose goal is to discover natural groupings (clusters) in a data set, as well as the process 
of building the models that represent these groupings. In the resulting clustering model 
(or clustering), the objects in each cluster should be more "similar" to one another than to 
the objects in the other clusters (Alelyani, Tang, & Liu, 2013). A variety of algorithms 
can be applied to achieve this task, differing in how they split the data, and the 
mathematical concepts applied to determine what makes the data points "similar" or 
"dissimilar" (called the similarity measure); even deep learning methods can be applied 
to learn the underlying representation of data.
Clustering is typically performed as an unsupervised learning task; that is, the 
data used for analysis are not labeled, meaning there is not a real-world, existing output 
(often referred to as "ground truth") that can help train the model to make predictions 
(Alelyani, Tang, & Liu, 2013). Thus, clustering can serve as a standalone, exploratory 
analysis to answer the question "Are there natural groupings of the data?" Supervised 
learning, on the other hand, requires labeled input data; and semi-supervised learning 
may be used in cases of partially labeled data, or when there are known constraints on
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how the data should be clustered (Bair, 2013). Thus, a cluster analysis can also be 
performed as a preprocessing step, where the results of the clustering are then used to 
facilitate a supervised data mining task (Alelyani, Tang, & Liu, 2013). For example, once 
natural clusters have been identified in the dataset, the clustering can assign group labels 
to each data point. This labeled data can then serve as the input data for a predictive 
classification algorithm that, once trained, can be used to predict the clusters to which 
new data would belong.  
There exists a multitude of use cases for clustering, from fields such as biology, 
the social sciences, medicine, and computer science. In the business and marketing 
context, cluster analyses are an established method for identifying natural groupings of 
customers for customer segmentation (Tsiptsis & Chorianopoulos, 2011). Customer 
segmentation is the "process of dividing the customer base into distinct and internally 
homogenous groups" (Tsiptsis & Chorianopoulos, 2011); these groups can be based on 
demographic, geographic, psychographic and behavioral variables (Melnic, 2017). The 
resulting clustering can be used to increase profitability (Rezaeinia, Keramati, & Albadvi, 
2012), create recommendation systems (Rezaeinia & Rahmani, 2016), strengthen 
customer loyalty (Melnic, 2017), or to meet many possible business needs.  
Background and Purpose 
This paper presents the methods and results for a cluster analysis performed to 
group customer accounts in a software company with the goal of customer segmentation. 
The company’s business model is subscription-based where the different levels of the 
subscription inform the levels of additional support and customization options. There are 
multiple layers that can be used to describe customers; for the purposes of these paper, 
they will be referred to as customer, account, and individual, from least granular to most 
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granular. "Individual" in this case can refer to an individual human interacting with the 
software or acting on behalf of the account or the customer as a whole, or an individual 
instance of software in a machine. 
Prior to this cluster analysis, there were no data-driven, organization-wide 
classification schemes for grouping accounts; rather, each team had their own scheme for 
classifying accounts to meet their specific business needs. For example, a common way 
to categorize accounts was whether the account had an account manager assigned to 
them; it was often noted that accounts with an account manager had higher (subscription) 
renewal rates than those without, but what other factors may be playing into whether an 
account renews their subscription at the current level? While these various informal 
classifications descriptively help specific teams complete their work, they are manual 
classifications based on human decisions and only on one aspect of the account (in the 
given example, whether the account has an account manager). Thus, there were 
stakeholders in the organization who wanted to know whether there were natural 
groupings at the account level based on multiple variables directly relating to account 
behavior. 
The current cluster analysis was treated as an exploratory first step in a potential 
series of analyses such that should natural groupings exist, these groupings could then be 
used for a supervised classification algorithm to make predictions about group 
membership for accounts, which could in turn inform other important business decisions. 
Thus, the overarching business goal was to enable data-driven decisions around accounts 
such as: running group-specific marketing campaigns, allocating resources and 
staffing, or revising the layout of the customer portal, to name a few examples. 
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Literature Review 
The following literature review provides and overview of requirements, methods, 
and evaluation metrics for cluster analyses and deep neural networks, with a focus on 
how they relate to the current clustering project. 
 
Cluster Analysis 
Feature Construction 
Though cluster analysis is often labeled as “unsupervised learning," this label is a 
bit misleading. A considerable amount of human interference is required for running a 
clustering algorithm to improve the efficiency and performance of the model. This is 
clear in one of the first steps in a cluster analysis, the "feature construction" step; feature 
construction involves making decisions about which characteristics about the data (called 
features, variables, or attributes) to include and the best way to represent the values for 
these characteristics (for example, the data many need to be transformed in some way to 
be represented quantitatively). Guyon and Elisseeff (2003) argue there are two main 
goals for feature construction: data fidelity or model efficiency. Data fidelity, which they 
argue is more important than model efficiency in unsupervised learning, involves 
ensuring that that data represents the "ground truth," particularly if it is transformed; 
since the goal of a cluster analysis is this is understand the underlying relationship 
between the data, preserving the relationships between the data points is essential.
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 Another consideration during feature construction is whether to standardize the 
data. Standardization in this sense refers to the process of transforming the values of a 
variable such that the mean is centered at 0 with a standard deviation of 1 (Upton, & 
Cook, 2014d). A commonly cited example is using income as a variable because it can 
vary hugely from person to person and thus is standardized in many use cases so that the 
income variable does not disproportionately affect the analysis. However, the wide 
distribution of a variable’s values may be an important factor in the analysis; if the wide 
distribution is considered important, the values should not be standardized to maintain 
this nuance. Moreover, in cases in which the similarity measure (discussed more in the 
next section, Distance Metric) is sensitive to differences in the magnitudes or scales of 
the input variables, it is recommended to standardize the values (Milligan & Cooper, 
1988).  
Distance Metric  
Given that cluster analyses are rooted in the idea that some data points are similar 
to other data points and dissimilar to others, a similarity measure is defined to quantify 
this similarity between data. In the case of quantitative data (such as the data used for the 
current project), a distance metric or distance measure is used to measure the distance 
between the points in multidimensional space (Upton & Cook, 2014a). For the distance 
metric to be informative, the data being compared must truly be numeric; that is, the 
distance between these points must truly convey meaning. For example, on a 7- point 
Likert-like scale, it is not clear what the difference (or distance) between a score of 2 and 
a score of 4 truly represents: is the 4 twice as much as the 2? Identifying an appropriate 
distance metric for the data is the first step in confirming whether data can be clustered. 
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Commonly-used distance metrics include Minkowski distance, Euclidean 
distance, cosine distance, Pearson correlation distance, and Mahalanobis distance (Xu 
and Tian, 2015); the current analysis uses Euclidean distance, the “straight-line distance 
between two points” (Upton & Cook, 2014b). 
Types of Clustering Algorithms 
As previously stated, there exist a wide variety of clustering algorithms. A 
suggested reason for the existence of so many clustering algorithms is that "clustering is 
in the eye of the beholder," that is, it is up to the researcher to define a cluster and how to 
represent their definition of a cluster mathematically (Estivill-Castro, 2002). Thus, 
though taxonomies of clustering algorithms have been drafted (Cluster Analysis chapter; 
Xu & Tian, 2015), there are limitations, including the fact that the some of the methods 
overlap in different characteristics. Han, Kamber, and Pei (2011a) instead suggest 
characteristic dimensions along which to compare clustering algorithms: partitioning 
criteria, separation of clusters, similarity measure, and clustering space. “Partitioning 
criteria” refers to whether the method implements a hierarchy among the clusters. 
“Separation of clusters” refers to whether the clusters are mutually exclusive ("hard" 
clustering), or a data point can be assigned to more than one cluster with a score for the 
association strength of the data point to each cluster ("soft" or "fuzzy" clustering) or 
assign probabilities of belonging to one cluster over the other (Berkhin, 2006). 
“Similarity measure,” as previously noted, is the metric used to determine how similar or 
dissimilar the clusters and the data points within them are. “Clustering space” refers to 
whether the method searches for clusters in the entire data space. 
Han, Kamber, and Pei (2011a) further suggest the following major categories of 
clustering methods: partitioning methods, hierarchical methods, density-based methods, 
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and grid-based methods. Partitioning methods separate a set of n objects are into k 
partitions where each partition represents a cluster and each cluster must have at least one 
member object. Hierarchical methods create a hierarchical decomposition of the set of 
data objects. Density-based methods, unlike most partitioning based methods, will 
continue to grow a cluster as long as the density (the number of objects) in the cluster 
exceeds some threshold. Grid-based methods render the object space into a grid 
composed of a finite number of cells, and the clustering operations are performed on the 
grid space.  
Evaluation 
 Evaluation of unsupervised clustering algorithms is inherently difficult due to the 
lack of "ground truth" against which to compare the results. Han, Kamber, and Pei 
(2011a) suggest three major tasks for evaluating a clustering: assessing clustering 
tendency, determining the number of clusters in a data set, and measuring cluster quality.  
Assessing clustering tendency is used to determine whether the data has a non-
random structure, as a non-random structure may lead to meaningful clusters but a 
random structure likely will not. Thus, it is important to determine whether the dataset 
has a high clustering tendency during the initial stages of a cluster analysis. The Hopkins 
statistic is an example statistic that can be calculated to determine the clustering tendency 
of a dataset (Han, Kamber, & Pei, 2011a).  
Determining the number of clusters in a dataset is important not only because it is 
often required as a parameter for algorithms but also because the number of clusters 
affects the granularity of the analysis. Moreover, the higher the number of clusters, the 
less understandable the model is to humans. The elbow method and cross-validation are 
common techniques used for evaluating the number of clusters (Han, Kamber, & Pei, 
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2011a). The elbow method involves plotting the intra-cluster variance (within-cluster 
variance) against the number of clusters, and looking for an “elbow” in the graph where 
the variance shifts drastically. Cross-validation involves dividing the dataset into a 
training and a test set, training multiple models, and comparing the quality of the models. 
There are two general categories of techniques that can be used to measure cluster 
quality: internal/intrinsic and external/extrinsic (Han, Kamber, & Pei, 2011a; Xu & Tian, 
2015). Internal methods typically measure how separated the clusters are (e.g., inter-
cluster variance) and how compact the clusters are (e.g., intra-cluster variance); that is, 
are the points of a cluster closer to one another than to points in other clusters. External 
methods include how well the model represents the “ground truth,” and is thus only 
available for analysis with labeled input data.  
 Berkhin (2006) also suggests two issues related to evaluation but unrelated to the 
three major tasks stated previously: (1) cluster interpretability, and (2) cluster 
visualization. The first issue relates to the fact that some techniques are inherently easier 
to interpret than others, which in turn affects the second issue of visualizing the clusters.  
 
Clustering High-Dimensional Data 
“High-dimensional” datasets— any dataset that has many rows (examples) and 
many columns (attributes)—have become the norm with the enormous volume of data 
created each day. Traditional clustering algorithms consider all of the dimensions of an 
input dataset, however, as the dimensions increase, so do the number of complications. 
Firstly, the computation time and complexity of the model can increase while the speed 
of model-building and the quality of the resulting model can decrease (Alelyani, Tang, & 
Liu, 2013; Parsons, Haque, & Liu, 2004). Further, the meaning behind the distance 
 12 
metric used erodes; while it is conceptually easy to understand distance in 3 or 4 
dimensions, it becomes much more complicated in, for example, 100 dimensions where 
the data may be sparser (Berkhin, 2006). Moreover, high-dimensional datasets make the 
resulting models susceptible to the "curse of dimensionality," which refers to the idea that 
the large number of input variables and high volume of data may muddle the analysis and 
result in a model that overfits the data (Dash & Liu, 2000; Guyon & Elisseeff, 2003; 
Parsons, Haque, & Liu, 2004), meaning that it the model is unnecessarily complicated 
and will likely perform poorly when faced with new data (Upton & Cook, 2014c). 
Further, different subsets of features are relevant for different clusters, and different 
correlations among the attributes may be relevant for different clusters; what Krieger et 
al. (2009) refer to as the “local feature relevance” or “local feature correlation” 
phenomenon. A variety of techniques have emerged to develop better models with high-
dimensional datasets; this paper will review some dimensionality reduction methods and 
specific approaches for clustering high-dimensional data. 
Dimensionality Reduction 
Dimensionality reduction methods, whose goal is to reduce the size of the dataset, 
can reduce the expense of making, storing, and processing measurements; the 
computation and time required for model-building; or the complexity of the resulting 
model (an overly complex model is not so easily understood by humans) (Guyon & 
Elisseeff, 2003). Moreover, dimensionality reduction can reduce the noise in a dataset, 
which can be caused by imperfection collection methods or the nature of the data itself 
and can make it harder for an algorithm to discover interesting patterns (Alelyani, Tang, 
& Liu, 2013). Though there are a number dimensionality reduction strategies to enable 
more practical or feasible analysis, this paper, will focus on two general categories: 
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attribute subset selection (also called feature selection or variable elimination in the 
literature) methods and transformational methods.  
Attribute Subset Selection Methods 
Attribute subset selection involves reducing the dataset size by removing 
irrelevant or redundant attributes (Han, Kamber, & Pei, 2011b). An “irrelevant” attribute 
in this context is defined as one that provides little or no predictive value; a “redundant” 
attribute is one that provides the same amount of information to the model as another 
attribute and thus does not provide predictive value. However, it is not simple to remove 
attributes; there is a risk in both leaving out relevant attributes and leaving in irrelevant 
attributes. It is also possible that two seemingly redundant features are actually both 
informative for the clustering (Dash & Liu, 2000). Moreover, attribute subset selection is 
more challenging for unsupervised clustering tasks than for supervised tasks given that 
there is not a labeled class against which to measure the results of the attribute subset 
selection (Dash & Koot, 2009). Thus, this literature review will only briefly touch upon 
attribute subset selection methods. 
Traditionally, there were two general methodologies for attribute subset selection, 
based on when in the clustering analysis the feature selection is performed: filter and 
wrapper (John et al., 1994). The filter approach involves selecting the features to be used 
for the cluster analysis prior to running the clustering algorithm, thereby filtering out 
features in advance; thus, the filter approach is by definition a preprocessing approach 
(Kohavi & John, 1997). While this is attractive because it can reduce the feature space 
prior to computation, because this occurs prior to clustering it is possible to accidentally 
filter out a variable that is in fact informative when it is presented together with another 
variable. The wrapper approach, on the other hand, incorporates the feature search and 
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selection into the model-building and select the best subset based on some error score 
given to the models created by the subsets. Thus, wrapper approaches are 
computationally expensive. A newer methodology, called embedded or hybrid feature 
selection, has emerged which involves feature selection as part of the model construction 
process (Alelyani, Tang, & Liu, 2013). It can be implemented by algorithms that have 
their own built-in feature selection methods such as the LASSO and RIDGE regression 
methods that have built-in penalization functions to reduce overfitting. This approach is 
less efficient compared to the filter approach, but more efficient compared to the wrapper 
approach (Alelyani, Tang, & Liu, 2013). 
 There are many techniques to achieve attribute subset selection; these techniques 
can be broadly grouped into two categories: search-based and score-based. Search-based 
techniques (such as sequential feature selection) iteratively evaluate a candidate subset of 
features then modifies the subset and evaluates if the new subset is an improvement over 
the old using some scoring metric. Because this can be computationally expensive, 
search-based techniques stop at some predefined stopping point (Chandrashekar & Shain, 
2014). Score-based techniques are those for which some metric is used to evaluate the 
feature; for example, a feature can be evaluated for its correlation with another feature, if 
they are highly correlated, it is possible that one can be removed without negatively 
affecting the resulting model. Another popular group of score-based techniques involve 
feature weighting: calculating some statistic on each attribute place differing weights of 
importance on each variable (e.g., RANK and SRANK) (Dash & Liu, 2000; Modha & 
Spangler 2003). Feature weighting can alleviate some issues related to poor performance 
and sparse data in high-dimensional datasets (Dash & Liu, 2000). 
 15 
Transformational Methods 
Transformational methods are those that transform the data in some way to reduce 
the size of the dataset. There are a number of methods which fall under this category, 
however, this paper will specifically focus on feature agglomeration, principal component 
analysis, and random projection.  
 Feature agglomeration involves recursively merging features using a predefined 
calculation (e.g., mean) until the predetermined number of feature clusters is reached 
(Pedgresoa et al., 2010a; Pedregosa et al., 2010b). This idea has also been referred to as a 
"feature pyramid," in which less informative features are combined with more 
informative features using a "skip connection module" (Zhang, Wu, Zhu & Hoi, 2017). 
Feature agglomeration and feature pyramids are commonly used with pattern recognition 
and images (see Yu, Sun, Yang, Rui, & Yao, 2018; Zhang, Wu, Zhu & Hoi, 2017).  
Principal component analysis (PCA) involves a linear transformation of a set of 
input data in to an equal number of linearly-uncorrelated variables (principal 
components), that each successively count for the largest possible portion of remaining 
data variance (Kambhatla & Leen, 1997). Despite demonstrated benefits of PCA on 
dimension reduction and cluster quality (e.g., Lu, Cohen, Zhou, & Tian, 2007), PCA has 
been criticized for its reliance on second-order statistics; specifically, that components 
may be uncorrelated but highly statistically dependent, prompting non-linear alternatives 
(Kambhatla & Leen, 1997). 
 Random projection is a nonlinear adaptive technique that has been shown to 
produce a faithful low-dimensional representation of data (Eftekhari, Babaie-Zadeh, & 
Abrishami Moghaddam, 2011). Random projection it is based on the Johnson-
Lindenstrauss lemma, which states that a small set of points in a high-dimensional space 
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can be embedded into a space of lower dimension while nearly preserving the pairwise 
Euclidean distances (Kane & Nelson, 2014). Random projections have been with positive 
results using text and image data (see Eftekhari, Babaie-Zadeh, & Abrishami 
Moghaddam, 2011; and Bingham & Mannila, 2001).  
Algorithms 
 There are also specific algorithms and methods that have emerged for clustering 
high-dimensional data, which can be categorized as: coclustering, correlation-based 
clustering methods, subspace clustering, projected clustering, and hybrid approaches. 
Coclustering (also called biclustering methods) is the simultaneous clustering of both 
data points and their attributes (Berkhin, 2006; Han, Kamber, & Pei, 2011b). Correlation-
based clustering methods search for clusters that are defined by advanced correlation 
methods (Han, Kamber, & Pei, 2011b). Subspace clustering attempts to find clusters in 
different subspaces within a dataset (Parsons, Haque, & Liu, 2004). Unlike attribute 
subset selection methods described previously, subspace clustering localizes the search 
and can uncover clusters that may exist in multiple, possibly overlapping subspaces 
(Parsons, Haque, & Liu, 2004). Projected clustering aims at finding a unique assignment 
of each point to exactly one subspace cluster, then tries to find a projection where the 
points cluster best (Krieger et al., 2009). Hybrid approaches are the middle ground 
between projected and subspace clustering, attempting to find clusters that may overlap 
and also do not attempt to find all clusters in all subspaces (Krieger et al., 2009).  
 
Deep Neural Networks 
While cluster analysis is a task-specific method with the goal of learning whether 
there are natural groupings of the data, deep learning, on the other hand, is not task-
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specific; instead, the goal of deep learning to learn about the underlying data 
representations with multiple levels of abstraction (Lecun, Bengio, & Hinton, 2015). 
Rather than relying heavily on humans and domain expertise, deep learning can process 
data in its raw form to detect patterns (Lecun, Bengio, & Hinton, 2015). Deep learning 
has been successful in handling high-dimensional data, can out-predict traditional 
machine learning techniques, and has a multitude of applications and methods (Lecun, 
Bengio, & Hinton, 2015).  
A deep learning method that can be applied to the current problem is deep neural 
networks, the theory behind which combines the concepts of deep learning and artificial 
neural networks. Artificial neural networks (ANNs) are systems that attempt to solve 
problems by pattern recognition, mimicking the activities and representation of neuronal 
networks like those in the human brain (Siniscalchi, Yu, Deng, & Lee, 2013; Amato, 
López, Peña-Méndez, Vaňhara, Hampl, & Havel, 2013). An ANN is thus formed by a 
series of "neurons" that are organized in layers and are connected to neurons in other 
layers via weighted connections (indicating the strength of the connection); through these 
connections, the "neurons" can communicate to one another (Amato et al., 2013). The 
goal of an ANN is to "learn" to perform tasks by considering examples (Amato et al., 
2013).  
Thus, deep neural networks (DNNs) are ANNs with multiple hidden layers 
between the input and output layers, enabling it to model complex nonlinear 
relationships. DNNs exploit the property that many natural signals are compositional 
hierarchies, that is, higher-level features are composed of multiple lower-level features 
(Lecun, Bengio, & Hinton, 2015). Thus DNNs can learn multiple levels of 
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representations that correspond to different levels of abstraction. Each layer uses the 
output from the previous layer as input, and each layer is important to understanding the 
underlying representation, as removing a layer can result in decreased performance 
(Krizhevsky, Sutskever, & Hinton, 2012). Deep neural networks have demonstrated 
effectiveness in reducing dimensionality, natural language processing (NLP), image 
processing, and speech recognition, to cite a few applications (Hinton & Salakhutdinov, 
2006; Lecun, Bengio, & Hinton, 2015; Krizhevsky, Sutskever, & Hinton, 2012; 
Siniscalchi, Yu, Deng, & Lee, 2013).  
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Methods 
The overall process for completing the clustering portion of this project was as 
follows: 
1. Data wrangling—obtaining, formatting, and cleaning data 
2. Dimensionality reduction—selecting the best features for inclusion in the final 
dataset 
3. Clustering—running the final dataset through the clustering algorithms 
4. Evaluation—evaluating the results from the clustering algorithms 
 
These steps were completed using Python (along with SQL queries for extracting data 
from the database). The following modules in particular were used: 
• Pandas (McKinney, 2007) and Numpy (Oliphant, 2006) for data wrangling; 
• Sci-kit learn (Pedgresoa et al., 2010a; Pedregosa et al., 2010b) and SciPy (Jones et 
al., 2001) for attribute subset selection and clustering; and 
• Matplotlib (Hunter, 2007) for visualization.  
 
The deep neural network was created in Python, using the Keras wrapper running on top 
of TensorFlow. 
Data 
The data were pulled from multiple tables in the proprietary data warehouse using 
Python and SQL-based queries. To reduce the data to a feasible amount for testing, only 
account behavior from the most recently closed fiscal quarter was included in this 
analysis. Only "full-term active" accounts were included; that is, the account had to have 
at least one subscription that neither ended nor began during the most recent fiscal 
quarter. This decision was made to reduce the effects of accounts who were either ending 
or beginning their subscriptions on the cluster analysis. Further, because the "age" of the
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account (how long it has been active) can also affect the behavior of the account (e.g., 
newer accounts may need additional support as they begin their subscription), only 
accounts that were older than 90 days old (the length of a fiscal quarter) were included in 
the analysis.  
Lastly, all features were standardized prior to running any algorithms. 
Standardization a requirement because it is assumed by many algorithms, or if using a 
distance metric that is sensitive to differences in magnitude. The current project will use 
Euclidean distance, which is sensitive to these differences. All features were standardized 
using z-scale normalization, which transforms the feature such that it resembles a normal 
distribution with a mean of 0 and a standard deviation of 1.  
Dimensionality Reduction 
The dataset included 103 features (the attribute families of the 103 features are 
described in Table 1), thus indicating this project could benefit from dimensionality 
reduction. The Scikit learn module offers built-in methods for both feature selection and 
dimensionality reduction, four of which are relevant for the current project: (1) removing 
features with low variance; (2) feature agglomeration; (3) random projection; and (4) 
feature agglomeration.  
Removing features with low variance is a filter technique for attribute subset 
selection method. Features with low variance (that is, variance close to 0) tend to have 
very little predictive value and thus can, in many cases, be discarded. Features with 
variance below 0 will be removed prior to analysis. 
Feature agglomeration involves recursively merging features using a predefined 
calculation until the predetermined number of feature clusters is reached. This project 
will use the mean of features as the merging calculation. 
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Random projection (RP) reduces the dimensionality of data by trading a 
controlled amount of error for faster processing times and smaller model sizes, while 
approximately preserving the pairwise distances between any two samples (Pedregosa et 
al., 2010). This project will use Scikit-learn's implementation of sparse random 
projection. 
Principal component analysis (PCA) is linear dimensionality reduction that 
transforms a set of observations into a set of values of linearly uncorrelated variables 
called principal components. This project will use PCA using Minka's MLE to guess the 
dimension and full singular value decomposition (SVD) as parameters.  
 
Table 1: Attribute families  
Attribute Family Description 
Demographics Business region, account age, industry 
Revenue Revenue from the fiscal quarter in question 
Product 
Subscription 
Number of subscriptions, product subscriptions, support levels 
for subscriptions 
Support Cases Number of support cases opened, number of cases closed, 
number of existing cases (cases opened prior to the fiscal quarter 
but not closed during it), resolution types for closed cases 
Customer Portal 
Interaction 
Page views for the types of pages on the customer portal 
Bugs Number of bugs reported by the account 
 
Algorithms 
DBSCAN and k-means clustering algorithms were chosen for their availability in 
the Python libraries used for this project, scalability, and processing speed. The DNN 
methods chosen were a Sequential Model and Deep Embedding Clustering (DEC), both 
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of which are implemented using the Keras API in Python. DEC is a method proposed and 
built by Xie, Girshick, & Farhadi, 2016 in which deep neural networks are used to learn 
the feature representations and cluster assignments simultaneously. Table 2 summarizes 
the testing framework for this project.  
 
Table 2: Testing Framework 
Data Reduction Method Clustering Algorithm 
Removing features with low variance N/A, applied to data before clustering 
Random Projection 
1. DBSCAN 
2. k-means clustering 
Principal Component Analysis 
3. DBSCAN 
4. k-means clustering 
Feature Agglomeration 
5. DBSCAN 
6. k-means clustering 
N/A 7. Deep embedding clustering 
8. Sequential model 
 
Evaluation 
To evaluate the optimal number of clusters, both visual and quantitative methods 
will be used. Specifically, the visual method called the elbow method will be used; the 
elbow method involves graphing the percent variance explained against the number of 
clusters. Percent variance explained is defined as the ratio of inter-cluster variance (how 
close are the data points between the clusters) to overall variance. To quantitatively 
evaluate the results of the clustering, the intra-cluster variance (how close are the data 
points within each cluster), the inter-cluster variance (how close are the data points 
between clusters), and the silhouette score will be calculated. The silhouette score is a 
calculation based on the intra-cluster variance to inter-cluster variance and can range 
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from (-1, +1), where higher values indicate a more successful clustering because they 
indicate low intra-cluster variance and high inter-cluster variance. All are standard 
evaluation methods and metrics for cluster analysis. 
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Results 
Data  
There were 105,632 accounts and 103 features included in the dataset. The 
calculated Hopkins statistic was 0.99, indicating a high clustering tendency. An analysis 
of the explained variance ratio showed that about 90% of the variance could be explained 
by about 80 principal components (features) (Figure 1). 
 
Figure 1. Explained variance ratio by number of principal components 
 
 
Dimensionality Reduction 
 Removing features with variance lower than 0.5 resulted in 99 remaining features; 
only the resulting 99 features were used for the remaining analyses. Principal component
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analysis reduced the number of attributes to 98. The number of features in range (2,98) 
were recursively tested to identify the optimal number of attributes for random projection 
based on their effect on the silhouette scores for a k-means algorithm with n=3 clusters; 
the tests indicated that the optimal number of features on which to project the data was 7. 
The number of features in range (2,98) were recursively tested to identify the optimal 
number of attributes for feature agglomeration based on their effect on the silhouette 
scores for a k-means algorithm with n=3 clusters; the tests did not result in an optimal 
number of features as all silhouette scores were above 0.70 with little variance between 
them. Feature agglomeration was therefore not tested further. 
 
Clustering Algorithms 
DBSCAN 
Two parameters required for DBSCAN are the epsilon value and minimum 
number of samples to be defined, where epsilon represents the maximum distance 
between two samples for them to be considered as being in the same neighborhood and 
the minimum number of samples refers to the number of samples in a neighborhood for a 
point to be considered a core point. An analysis of the average distances between 
neighbors using the k-nearest neighbor algorithm on the data that had been randomly 
projected onto 7 features suggested two optimal epsilon values and minimum samples 
required for a point to be considered the core point of a neighborhood: (0.400, 10) and 
(0.525, 20) (see Figure 2). An analysis of the average distances between neighbors using 
the k-nearest neighbor algorithm on the data that had been reduced via PCA suggested 
four optimal epsilon values and minimum samples required: (0.828, 10), (0.914, 15), 
(0.971 ,20), and (1.015,25) (see Figure 3). 
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Figure 2: Average distances by k-Nearest Neighbors using RP 
 
Figure 3: Averaged distances by k-Nearest Neighbors using PCA 
 
 
A summary of the results of the DBSCAN algorithms are shown in Table 3. The 
number of noisy samples are the number of data points which the algorithm did not 
cluster as it was calculated to be "noise." While silhouette scores are not typically 
calculated for density-based clustering, they are included here for a general idea of the 
separability of the clusters. Because of the computation required to calculate the 
silhouette coefficient, the average silhouette score was calculated by calculating the 
average of silhouette scores for 100 samples of n=20,000 data points. The silhouette 
scores did indicate some separability between the clusters. 
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Table 3: Summary of DBSCAN results 
Dimensionality 
Reduction 
Method 
Maximum 
Distance 
Between 
Samples 
Minimum 
Number of 
Samples 
Estimated 
Number of 
Clusters 
Number of 
Noisy 
Samples 
Average 
silhouette 
score 
RP 0.400 10 61 9,422 0.383 
RP 0.525 20 29 9,342 0.550 
PCA 0.828 10 63 11,483 0.122 
PCA 0.914 15 50 11,210 0.111 
PCA 0.971 20 36 11,297 0.335 
PCA 1.015 25 33 11,296 0.296 
 
k-means  
The explained variance by number of clusters using the k-means algorithm with 
the data reduced by PCA and by random projection are shown in Figure 4 and Figure 5, 
respectively. The average silhouette scores by number of clusters are shown in Table 4. 
Because of the computation required to calculate the silhouette coefficient, the average 
silhouette score was calculated by calculating the average of silhouette scores for 100 
samples of n=20,000 data points. 
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Figure 4: PCA-k-means explained variance by number of clusters 
 
Figure 5: RP-k-means explained variance by number of clusters 
 
Table 4: Average silhouette scores by number of clusters and data reduction method 
Number of clusters RP PCA 
3 0.909 0.938 
4  0.872 0.894 
5 0.855 0.893 
6 0.870 0.823 
7 0.863 0.902 
8 0.865 0.900 
9 0.864 0.866 
10 0.862 0.869 
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Outlier and Noise Detection and Analysis 
Thus, it appeared that 3 was the optimal number of clusters. However, upon 
inspection, the clusters did not have even densities, with one cluster being composed of 
almost all the samples (~105,000), suggesting that outlier removal would be necessary to 
improve the results of the clustering. Using the data reduced via RP to decrease the 
memory and computation time required, the Isolation Forest algorithm for outlier 
detection was used to split the dataset into inliers and outliers. 10,563 samples 
(approximately 10% of the accounts) were labeled as outliers.  
Additional testing using k-means clustering and DBSCAN was performed on both 
inliers and outliers. To reduce computation time, the inliers were reduced using RP, but 
the size of the outliers dataset was small enough for in-memory computation. The 
explained variance by number of clusters for inliers and for outliers using k-means are 
shown in Figure 6 and Figure 7, respectively. The corresponding silhouette scores by 
number of cluster are shown in Table 5; as the sample size for the outliers was so small, 
the actual silhouette score was calculated rather than the average.  
 
Figure 6: Explained variance by number of clusters for inliers 
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Figure 7: Explained variance by number of clusters for outliers 
 
 
Table 5: Silhouette scores by number of clusters for inliers versus outliers 
Number of clusters Inliers Outliers 
5 0.337 0.766 
10 0.385 0.439 
15 0.424 0.199 
20 0.450 0.395 
25 0.351 0.384 
30 0.368 0.428 
35 0.346 0.171 
40 0.366 0.101 
45 0.377 0.16 
50 0.377 0.122 
 
 
To determine the optimal epsilon value and minimum number of samples for 
DBSCAN, an analysis of the average distances using k-nearest neighbors was conducted. 
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The analysis for inliers indicated that a 0.052 would be the optimal epsilon value, with a 
minimum number of samples of 20 (Figure 8). The analysis for outliers indicated that a 
7.411 would be the optimal epsilon value, with a minimum number of samples of 10 
(Figure 9). The results of the DBSCAN clustering are summarized in Table 6. 
 
Figure 8: Average distances by k-nearest neighbors for inliers 
 
Figure 9: Average distances by k-nearest neighbors for outliers 
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Table 6: DBSCAN results for inliers versus outliers 
Group Maximum 
Distance 
Between 
Samples 
Minimum 
Number of 
Samples  
Estimated 
Number of 
Clusters 
Number of 
Noisy 
Samples 
Silhouette 
score 
Inliers 0.052 20 124 8,893 0.364 
Outliers 7.411 10 13 2,613 0.044 
 
Testing with k-means algorithms where the number of clusters equals 3 for the 
inliers with and without noise and the outliers with and without noise indicated that 
further clustering would not be informative. The results are summarized in Table 7. 
 
Table 7: Sub-clustering of inliers and outliers using k-means with three clusters 
Group Silhouette Score Cluster sizes 
Inliers All inliers 0.329 36083, 58971, 2 
Non-noisy inliers 0.384 31191, 54971, 2 
Noisy inliers 0.708 8821, 34, 37 
Outliers All outliers 0.807 161, 1, 0 
Non-noisy outliers 0.224 6537, 1376, 37 
Noisy outliers  0.593 2478, 134, 0 
 
Because of the inability to identify well-separated sub-clusters within the four 
groupings identified via the Isolation Forest and DBSCAN algorithms (inliers, noisy 
samples, outliers), these four groupings were considered the final groupings.  
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Classification 
Using the full data set labeled with the three clusters identified via the cluster 
analysis, the data were then fed into a classification algorithm to attempt to develop a 
predictive model to verify the results. The cluster breakdown is provided in Table 8.  
 
Table 8: Cluster breakdown 
Cluster Number of Samples 
0 (inliers) 86,172 
1 (noisy inliers) 8,893 
2 (outliers) 7,950 
3 (noisy outliers) 2,613 
 
To account for the class imbalance during model building, Cluster 0 was downsampled 
and Clusters 1, 2, and 3 were upsampled such that the final dataset contained 120,000 
total samples, 30,000 from each cluster. The algorithm chosen was the Decision Tree 
Classifier, it was chosen for being generally easy to understand. The model was trained 
on 70% of the dataset and tested on 30% of the dataset, and cross-validated with 10 tests. 
Upon inspection of the resulting feature importances, two feature groups were aggregated 
up to reduce the feature set to 82 features. The reduced feature set was also tested using a 
decision tree classifier. The results from both tests are shown in Table 9. The confusion 
matrix for the classifier is shown in Table 10, which demonstrates that the decision tree 
model had the least accuracy determining a noisy inlier from an inlier. 
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Table 9: Decision tree cross-validated accuracy (%) 
Run Original Feature set Reduced Feature set 
0 97.655 97.751 
1 97.691 97.393 
2 97.798 97.691 
3 97.893 97.643 
4 97.726 97.488 
5 97.643 97.631 
6 97.964 97.487 
7 97.618 97.797 
8 97.476 97.690 
9 97.749 97.595 
Average 97.721 97.617 
 
Table 10: Confusion matrix of decision tree classifier 
                    
True 
Predicted 
Inlier Noisy inlier Outlier Noisy outlier 
Inlier 8,561 397 26 0 
Noisy inlier 128 8,641 91 4 
Outlier 11 90 8,939 67 
Noisy outlier 0 0 0 9,045 
 
Deep Neural Networks 
Two DNN methods were tested: Deep Embedding Clustering (DEC) (Xie, 
Girshick, & Farhadi, 2016) for clustering and a Sequential model for classification. 
Because performance of neural networks also degrades with class imbalance, resampling 
was used to downsample the majority class and upsample the minority classes, such that 
the dataset used to train the network had 120,000 total samples, 30,000 from each cluster. 
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Both DNNs were trained on 70% of the data, and tested on the remaining 30%. The DEC 
converged at an accuracy of 70.692%, a normalized mutual information score of 0.380, 
and an adjusted Rand index of 0.432. A Sequential model with an input layer, two hidden 
layers, and three dropout layers (to reduce overfitting) converged with 100% accuracy 
and categorical hinge loss of 0.3021 and 0.2841 during training and validation, 
respectively, after 500 epochs.  
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Discussion 
The customer accounts could not be clustered well using k-means despite a high 
clustering tendency; the results using DBSCAN suggest that a larger number of smaller 
clusters would better represent the data, however even these clusters overlap greatly. 
Separating the accounts into inliers and outliers, and identifying the noisy samples within 
both of those groups yielded more interesting results, as shown in Table 11.  
 
Table 11: Resulting groupings of customer accounts 
Group (n) Average 
Revenue 
Average 
Account Age 
in Days (SD) 
Average # of 
Support Cases 
Opened (SD) 
Average # of 
Entitlements 
(SD) 
Average 
Portal Views 
(SD) 
Inlier 
(n=86,164) 
Low 
1,282.22 
(928.49) 
0(0.01) 3.67(3.63) 15.52(41.58) 
Noisy inliers 
(n=8,892) 
Medium low 
1,798.16 
(981.59) 
0(0.12) 7.24(5.93) 133.08(161.82) 
Outlier 
(n=7,950) 
Medium high 
1,831.96 
(1009.05) 
0.09(0.85) 19.14(19.14) 480.47(619.19) 
Noisy outliers 
(n=2,613) 
High 
2,117.85 
(904.5) 
5.66(20.47) 49.39(117.66) 
2,375.72(2532
0.72) 
 
 
The inliers comprised the bulk of the accounts and were, on average, generating the least 
revenue and engaging least actively with their accounts. The outliers comprised the next 
largest bulk of accounts; these accounts were, on average, generating a medium amount
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 of revenue and engaging a more with their accounts, including that they were more likely 
to respond to surveys. Further, the inliers tended to be closer together across features, as 
demonstrated by the standard deviations from the mean. 
The attribute subset selection methods yielded mixed results for this project: 
removing features with low variance removed only 4 features, and PCA removed one 
additional feature. However, RP helped reduce the size of the dataset and thus yielded 
quicker computation times. However, both RP and PCA are a "black box" in that they do 
not provide information on which features were the most important in designating group 
membership. Decision Tree classifiers, on the other hand, assigns weights for each 
feature, which enabled the identification of the most important features; these features 
involved the amount of portal interactions and features around product subscriptions.  
The results from testing with DNNs suggest that they can also provide answers to 
both clustering and classification problems with high-dimensional customer data… The 
clustering created by the DEC method resulted in high accuracy (70.692%), suggesting 
that the groupings as determined by the combined outlier and noise detection methods did 
exist with some underlying data structure. Similarly, the Sequential model resulted in 
high classification accuracy (100%), further suggesting that the groups do exist. 
However, the loss values did not change much across epochs, suggesting that a linear-like 
fit or cutoff value was sufficient for prediction and that the Sequential model may have 
even been overfitting the data to some extent. Moreover, like RP and PCA, both models 
are black boxes and thus provide very little information on the driving factors behind the 
groupings of the data.  
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While the results were lukewarm, they confirmed what makes sense given the 
organization's subscription-based business model and can inform certain business 
decisions. For example, given that the outliers were more engaged with their 
subscriptions, they would be prime candidates for providing feedback about products, 
support, and the design and functionality of the customer website through surveys, 
usability testing, and beta testing of new releases. Further, the information about the most 
important features from the results of testing with the decision tree classifier can help 
inform some of the additional, informal groupings of customer accounts which certain 
business units rely on to complete their day-to-day work.  
Limitations 
A number of tradeoffs had to be made regarding the data to complete the analysis. 
For example, certain data were restricted to only the previous fiscal quarter to reduce 
processing time given the exploratory nature of the task; however, it is possible that some 
of the features included in the dataset are seasonal, and thus, there may be some 
seasonality to whether accounts are more or less similar. Even with the reduced size of 
the data, sampling was still required for certain calculations (e.g., silhouette scores) 
because of the size of the dataset. Lastly, the original selection of features was led by 
humans, that is, not all data on the accounts were included; it is possible certain features 
were not included that could have provided additional information for the clustering.  
The methods used for the current analysis are not without their own limitations. 
While k-means is an extremely popular technique for its ease of implementation and 
understandability, it is highly dependent on the initial guess of centroids, is sensitive to 
outliers, and, as evidenced by the current analysis, results in unbalanced clusters, to name 
only a few of its limitations (Berkhin, 2006). A key limitation of the DBSCAN algorithm 
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which affected the current analysis is that it does not recognize that different parts of the 
data could require different parameters—as evidenced by the different optimal values for 
epsilon and minimum samples required for the inliers versus the outliers (Berkhin, 2006); 
a nonparametric approach which does not assume uniform distribution may yield results 
which more accurately reflect the ground truth. Moreover, DNNs are subject to 
overfitting data, and this could explain the high accuracy achieved using a Sequential 
model. Moreover, both DNN methods required labeled data; thus, both are subject to the 
limitations present in the grouping of the data as shown previously in Table 11. 
Next Steps 
The next steps for the current project are to expand the analysis by utilizing 
additional machine power to enable the inclusion of additional features, reduce the 
computation time, and improve the accuracy of calculations. Further, additional 
algorithms which perform better with high-dimensional data should be tested to find the 
optimal clustering of accounts. For example, grid-based clustering, which can reduce the 
computation time, or subspace clustering, which can detect clusters in smaller subspaces 
of the data, may be viable options that fit the data better than the methods used in the 
current analysis; there were no available implementations of these methods in the 
modules used for this project and the time constraints did not permit creating an 
implementation. 
Aside from additional testing, the resulting groupings should be analyzed for their 
potential business use. For example, while k-means failed to produce clusters with an 
informative spread of accounts across the clusters, the large number of smaller clusters 
indicated through DBSCAN can be used to determine a more fine-tuned spectrum of 
strategies for providing customer support; because accounts that behave similarly will 
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likely have similar needs and considering the amount of overlap between the clusters, 
only small adjustments to the strategy would be required for each "level" of the 
clustering. Additionally, the four groupings of accounts from the outlier and noise 
detection and analysis (inliers, noisy inliers, outliers, noisy outliers), can be used to focus 
efforts relating to feedback (e.g., through surveys or beta testing of new features) to a 
much smaller population of customer accounts who are demonstrably more likely to 
provide feedback as it is (outliers and noisy outliers). Lastly, the decision tree classifier 
used to verify the results of the four groupings could be further refined and developed to 
serve as a predictive model for new accounts; as a new account joins, the data about the 
revenue they will provide and the number and types of subscriptions for which they have 
subscriptions can be used to identify to which grouping they will likely fall into, and their 
experience can be tailored accordingly. For example, an account that has been identified 
as an outlier or noisy outlier could be followed more closely as they will be more likely 
to provide feedback; this can then inform the business strategy for engaging and 
onboarding new customer accounts.
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Conclusions 
Customer segmentation, for which cluster analysis is a first step, is an important 
business question many organizations pose. The current project used customer account 
data from a software company to perform a cluster analysis to identify the potential for 
formal, data-driven customer segmentation that could be used across the business, rather 
than for one specific business unit. Given the high-dimensionality of the data and the 
exploratory nature of cluster analyses, multiple dimensionality reduction techniques and 
clustering algorithms were employed and tested, including DNNs.  
Dimensionality reduction in a "black box" (i.e., RP and PCA) proved more useful 
in facilitating quicker computation than the more hands-on, human understandable 
techniques (i.e., removing features with low variance and feature agglomeration), with 
RP proving more successful in reducing the problem size than PCA. The results further 
indicated that traditional and popular clustering algorithms such as k-means are not 
always sufficient for clustering high-dimensional customer data. Rather, because of the 
overlapping nature of the data, more complex algorithms which do not define clearly 
separated clusters, such as DBSCAN, may be more adequate and better align with the 
ground truth. Additionally, this analysis indicates that DNNs can also be used to provide 
answers to clustering questions with customer data, resulting, however, in "black box" 
models that provide little information understandable to humans and may in fact overfit 
the data. 
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In reviewing the resulting groupings of accounts, it was clear that, on average, the 
free and/or smaller-sized accounts tended to interact less with their subscriptions, and this 
group comprises the bulk of the businesses customers. Moreover, a much smaller 
percentage of customers (10%) tended to not only generate more revenue, but also tended 
to interact more with their subscriptions on average. These results not only confirmed 
assumptions that many had about customer accounts based on the business model, but 
can also be used as is to inform certain business decisions. For example, the results from 
the DBSCAN clusters can inform a spectrum of customer support strategies that best fit 
the needs of the different clusters; the results from the outlier and noise detection and 
analysis can identify which accounts to target for feedback through surveys and beta 
testing; and the decision tree model can be used to predict the grouping to which a new 
account will likely belong when joining, which will inform the best strategy for 
onboarding and retaining the new account. 
The current analysis demonstrated that there is no single best method for tackling 
any of the steps required for clustering high-dimensional customer data, and multiple 
steps should be both explored and employed to obtain actionable results. While the 
current analysis does provide some useful information that can help inform business 
decision, more importantly, it provides a basis from which additional analyses can be 
conducted to provide data-driven recommendations across business units.  
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Glossary  
Term Definition 
artificial neural network 
(ANN) 
a system that attempts to solve problems by pattern 
recognition, mimicking the activities and 
representation of neuronal networks like those in the 
human brain 
attribute subset selection (or 
feature selection or variable 
elimination) 
a process of reducing the size of a dataset by removing 
irrelevant or redundant attributes 
clustering (or cluster 
analysis) 
a type of data mining task whose goal is to discover 
natural groupings (clusters) in a data set, as well as the 
process of building the models that represent these 
groupings 
clustering tendency 
refers to whether the dataset lends itself to being 
clustered; datasets that have a random structure are 
unlikely to cluster, whereas data with a non-random 
structure have a higher probability of clustering in 
meaningful ways 
coclustering (or biclustering) 
refers to a clustering method in which both data points 
and their attributes are clustering simultaneously  
correlation-based clustering 
refers to a clustering method in which clusters are 
defined by advanced correlation methods 
cross-validation 
refers to the process of using involves a training set to 
training multiple models and comparing the quality of 
the models by their performance on a test set 
customer segmentation 
the process of dividing the customer base into distinct 
and internally homogenous groups 
curse of dimensionality 
the idea that the large number of input variables and 
high volume of data may muddle the analysis and 
result in a model that overfits the data 
data mining 
the process of discovering (or extracting) previously 
unknown, interesting patterns in large datasets, largely 
automatically with the help of computers 
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deep learning 
refers to non-task-specific machine learning methods 
whose goals are to learn about the underlying data 
representations with multiple levels of abstraction 
deep neural network 
refers to an artificial neural network with multiple 
hidden layers between the input and output layers 
density-based clustering 
refers to a clustering method that will continue to grow 
a cluster as long as the density (the number of objects) 
in the cluster exceeds some threshold 
distance measure (or 
distance metric) 
a quantitative measurement of the distance between the 
points in multidimensional space 
Euclidean distance the “straight-line" distance between two points 
feature agglomeration 
refers to the dimensionality reduction method that 
involves recursively merging features using a 
predefined calculation (e.g., mean) until the 
predetermined number of feature clusters is reached 
feature construction 
a step of data analysis that involves making decisions 
about which characteristics of the data to include and 
the best ways to represent these characteristics 
grid-based clustering 
refers to a clustering method that renders the object 
space into a grid composed of a finite number of cells; 
the clustering operations are performed on the grid 
space 
hard clustering 
refers to a clustering model in which clusters are 
mutually exclusive 
hierarchical clustering 
refers to a clustering method that creates a hierarchical 
decomposition of the set of data objects 
Hopkins statistic 
a statistic that can be used to measure the clustering 
tendency of a dataset 
inter-cluster variance variance of the data points in between clusters 
intra-cluster variance (or 
within-cluster variance) 
variance of the data points in a cluster 
overfit 
a model that overfits the data is unnecessarily 
complicated and will likely perform poorly when faced 
with new data 
principal component analysis 
(PCA) 
refers to a linear transformation of a set of input data in 
to an equal number of linearly-uncorrelated variables 
(principal components), that each successively count 
for the largest possible portion of remaining data 
variance 
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random projection (RP) 
refers to the transformation of a set of input data onto a 
lower-dimensional space while preserving the pairwise 
Euclidean distances 
projected clustering 
refers to a clustering method in which each data point 
is assigned to exactly one subspace cluster, and then a 
projection for where the points best cluster is found 
similarity measure 
a metric used to quantify the distance between two data 
points and to determine how similar or dissimilar 
clusters are 
semi-supervised learning 
machine learning task in which the data used for 
analysis are partially labeled or when there are known 
constraints on how the data should be clustered 
soft clustering (or fuzzy 
clustering) 
refers to a clustering model in which data points are 
assigned probabilities of belonging to one cluster over 
another 
standardization 
the process of transforming the values of a variable 
such that the mean is centered at 0 with a standard 
deviation of 1 
subspace clustering 
refers to a clustering method in which clusters can exist 
in multiple, possibly overlapping subspaces 
supervised learning 
machine learning task in which the data used for 
analysis are not labeled 
unsupervised learning 
machine learning task in which the data used for 
analysis are not labeled 
 
