Abstract-Millimeter wave (mmWave) communication provides high data rates thanks to large arrays at the transmitter and receiver, coupled with large bandwidth channels. Exploiting the arrays is challenging due to the need to configure precoding at the transmitter based on the large frequency selective channel. In this paper, we exploit the power iteration principle and propose a robust analog precoding training algorithm that can be applied in both frequency division duplex transmission systems and time division duplex transmission systems with or without RF calibration. We further analyze the convergence of the proposed algorithm and show how it converges to the singular value decomposition optimality exponentially. We propose null space projection on top of the power iteration to form multiple orthogonal beams at the transmitter and receiver. Strongest tap selection with proper energy pruning is used to collect as much precoding gain as possible from a frequency selective fading channel. The exponential effective SINR mapping performance is evaluated and demonstrates that the overall approach works smoothly. Numerical simulation results demonstrate algorithm robustness and the algorithm works not only for the simplified mmWave directional channels, but also for more general rich scattering channels.
Robust Analog Precoding Designs for Millimeter
Wave MIMO Transceivers With Frequency and Time Division Duplexing has also publicly proposed new rules to make spectrum bands above 24 GHz available for mobile and other services [5] . One of the major challenges for mmWave Gbps communications is the poor link budget due to the large bandwidth and the small antenna aperture size. Fortunately, because the carrier wavelength is on the order of several millimeters, it is possible to integrate a large number of antenna elements for both transmitter and receiver. This is the reason for the wide interest in multiple-input multiple-output (MIMO) transceiver techniques in mmWave systems [16] .
Closed loop precoding is a MIMO transmission technique where the precoders at the transmitter are configured based on channel state information feedback from the receiver. In 3GPP LTE and wireless local area networks such as IEEE 802.11n, the precoding coefficients are applied in the digital domain, i.e., before the digital-to-analog converter (DAC) at the transmitter and after the analog-to-digital converter (ADC) at the receiver [16] . For digital precoding with a large number of antenna elements and number of RF chains being equal to number of antennas, the overall cost and power consumption increases in proportion to the number of antennas [3] . This is especially severe for mmWave wireless, where the RF cost is high and the number of antenna elements is large [1] , [11] , [16] .
For this reason, we consider mainly analog precoding in this work, where the transmitter precoding and receiver combining occur in the analog domain, i.e. after digital to analog converter at the transmitter side and before analog to digital converter at the receiver side. As a result, the number of RF chains needed depends only on the number of streams, rather than on the number of antenna elements. Notice that, although not included in the solution in this paper, digital precoding/combining may be applied on top of the analog precoding/combining operation, and is generally known as hybrid precoding/combining. Optimization of the transceiver precoding coefficients for a hybrid MIMO mmWave system is a topic of recent interest [2] , [4] , [7] , [12] , [13] ; see also recent overviews of hybrid precoding for MIMO mmWave system [3] , [12] , [15] , [16] .
Joint design of analog and digital precoding leveraging sparsity in the channel was pursued in [7] . The joint design problem was formulated as a sparsity constrained matrix reconstruction problem; orthogonal matching pursuit algorithm was used to solve the reformulated problem. The main limitations of [7] are that perfect channel state information 0090-6778 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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is assumed known at the receiver side and that a narrowband directional channel model is assumed. An alternative approach was considered in [2] , where a multi-resolution precoding codebook is proposed as a way to estimate the channel through a hierarchical search. This approach is still limited by the assumed directional channel model (see Eq. (2)). More recently, [4] studies hybrid precoding over frequency selective channels, where both baseband and RF precoders on the transmitter side are selected from quantized codebooks. Perfect channel knowledge is assumed at the receiver (mobile station) side, which may not be available in practice. In [38] , the problem of single stream joint transceiver precoding over a general frequency selective fading channel was studied.
The problem turned out to be a non-convex optimization problem and has no closed form solution, though good solutions can be obtained by approximate gradient search. Perfect channel state information is required at the receiver side, and the computational complexity of the gradient search algorithm is rather high. In [9] , power iteration was proposed for blind MIMO antenna array training for TDD transmissions. Applications were shown for a relatively small number of antennas, e.g. N t , N r = 4. In such cases, however, the power iteration method does not demonstrate a clear advantage in terms of the training overhead, especially when the number of iterations is large. Furthermore, the constant modulus constraint for the antenna weights is not considered therein. This constraint enables a high power-efficiency implementation of the adaptive weights in the antenna array, since only phase shifting operations are allowed. Part of the present work has been presented in [41] and more recently, the Arnoldi iteration method was proposed for mmWave MIMO subspace estimation [13] . All the above works only for TDD transmissions, but not for FDD transmissions or TDD transmissions with uncalibrated antennas. Moreover, frequency selective fading channels have not been considered.
In this paper, we derive new algorithms for analog precoding for large scale MIMO systems with very large number of transmit and receive antennas and small number of spatial streams, with an emphasis on mmWave MIMO systems. Our key contributions are summarized as follows:
• We do not assume perfect estimate of the entire MIMO channel at the receiver side or the transmitter side. Instead, the precoding matrices are estimated by the transmitter and receiver in a distributed manner. As a result, the training overhead is greatly reduced with respect to that of the conventional approach of direct channel estimation.
• We develop a power iteration algorithm to iteratively estimate the transmit precoding and receive combining matrices. The proposed algorithm is robust in the sense that it is applicable in both FDD systems and TDD systems with/without uncalibrated antennas.
• The proposed algorithms do not assume any particular structure of the underlying channel model. Numerical simulations demonstrate the proposed algorithms works effectively not only for the simplified structured directional channel in mmWave wireless, but also for rich scattering channels. Henceforth, the proposed algorithm is also robust with regards to the channel propagation characteristics.
• We develop a strongest tap selection algorithm with energy pruning for frequency selective fading channels. Numerical results demonstrate strength of the iterative algorithms in frequency selective fading channels.
• We analyze the convergence of the proposed algorithm and show convergence to the optimal singular value decomposition solution exponentially in terms of the equivalent signal to noise ratio (SNR). Numerical simulations also demonstrate that the power iteration algorithm, when modified to accommodate the constant modulus constraint in e.g. mmWave wireless communication systems, performs well and converges at a similar speed. The paper is organized as follows. Section II provides a description of the system model and channel model, and introduces the power iteration tool to be used in latter sections. Section III and IV present the algorithms and numerical results for flat and frequency selective fading channels respectively. Conclusions are drawn in Section V. Throughout the paper, we will adopt the following notational conventions. Bold upper and lower case letters denote matrices and column vectors, respectively; (·) H denotes conjugate transpose; [·] p denotes the pth entry of a vector, and [·] p,q denotes the ( p, q)th entry of a matrix; arg(·) denotes the argument angle of the number on the complex plane; | · | denotes the vector L2-norm; → denotes the assignment operator, and ∝ denotes the proportion operator.
II. SYSTEM AND CHANNEL MODEL

A. System Description
We consider a multi-stream mmWave MIMO transceiver with analog precoding, where a large number of transmit and receive antennas are used, as illustrated in Fig. 1 . Without loss of generality, we select the number of RF chains equal to the number of streams, although more RF chains per stream may be considered. Let N t and N r be the number of transmit and receive antennas respectively. The joint transceiver precoding techniques developed in the two stream system can be generalized to a higher order multi-stream precoding system. Naturally, a single stream system may be viewed as a special case of Fig. 1 . For simplicity of exposition, we focus on the simple, yet general enough, two stream case.
In Fig. 1 , transmit precoding is represented by the two precoding vectors
, which are the precoding coefficients on the i th antenna for the 1st and 2nd stream; and receive combining is represented by the two precoding vectors
j =1 which are the combining coefficients on the j th antenna for the 1st and 2nd stream. Typically, the number of antennas N t , N r is much larger than the number of data streams N s = 2. This is desired especially for mmWave MIMO, where the per-RF-chain cost is relatively high and the per-antenna cost is relatively low, or when the number of supportable streams is much less than the number of antennas.
For flat fading channels, the system equation may be represented by
where the size N r × N t matrix H represents the wireless channel, the size N r ×1 vector y, n represent the received signal and the additive Gaussian channel noise respectively, the size N t ×1 vector x represents the transmitted signal. Frequency selective fading channels will be described later.
The main problem we solve is how to compute the optimal precoding vectors at both transmitter and receiver sides. Toward this purpose, channel state information is normally used to design the transmit and receive beams. For MIMO systems operating at lower frequencies, full CSI is usually assumed at least at the receiver side. With full CSI at the receiver, different levels of CSI may be made available at the transmitter side.
For a mmWave MIMO system, direct estimation of the original channel H at the receiver side may be time consuming [16] . The difficulty is simply due to the sheer number of antenna elements. With N t , N r both very large, the training overhead in terms of training time (mainly determined by the number of channel coefficients that have to be estimated) is proportional to N t × N r when least square based conventional channel estimator is used. The situation is especially challenging in very low SNR scenarios, typical for high frequency mmWave communications, where the time needed to accurately estimate a channel coefficient is further inversely proportional to the initial SNR value. Furthermore, given the analog precoding structure, it is more natural to estimate the equivalent channel after precoding/combining, rather than the original channel.
B. Channel Model and RF Consideration
The mmWave wireless channel typically has limited scattering [29] , [30] , and multipaths are mainly generated by LOS and 1st-and 2nd-order reflections. As a result, mmWave channels demonstrate clear directionality, where the physical angles of departure (AoDs) and angles of arrival (AoAs) in the azimuth and zenith domain play a critical role in determining the channel response. In such cases, the following simplified directional channel model may be used [7] , [16] , [33] 
where L is the number of clusters, Q is the number of rays per cluster, λ ,q is the complex gain of the -th cluster and [16] , and g(·) is the steering vector depending on the antenna array geometry.
The above channel model assumes narrowband transmissions. The purported benefits of mmWave wireless communications are found though in channels with a large bandwidth. In Section IV, we will consider frequency selective fading channels. The simplified directional channel model in Eq. (2) may be extended to have multiple taps, with multiple nonoverlapping taps in the delay domain and each tap containing multiple clusters/rays. See [4, eq. (3) ] for details on the extended channel model.
For analog precoding, the main component can be represented by a phase shifter and an amplitude modulator per antenna branch. The phase shifter and the amplitude modulator on each antenna branch may be separately controlled. It is well known that for a large number of antenna elements, equal gain combining/precoding is able to achieve most of the gain with a relaxed per-antenna peak power constraint (important for mmWave MIMO communications in the GHz frequency band). Because of this and also because of the extra cost to control the amplitudes independently in the analog domain, in many cases, one may place a constant modulus constraint for all antenna branches and only adjusts the phase shifters independently. This is the reason for the prevalence of phased arrays in mmWave systems. In this paper, we will develop the precoding algorithms with the constant modulus constraint in mind. As we will see in numerical results, most of the precoding gain can be maintained when the constant modulus constraint is applied. Once the analog precoding are formed between the transmitter and the receiver in the analog domain, extra digital precoding may be performed on top. This is also known as hybrid precoding and has been studied in the literature (see [3] , [7] , [16] , [42] ).
The channel model in Eq. (2) demonstrates a highly constrained structure with the transmit/receive array responses being the spanning skeletons of the large channel matrix, which are often sparse in the angle domain. Such a channel model is in fact very friendly from antenna array training perspective, because the number of independent unknowns is very small in general. In practice however such a simplified channel may not be sufficiently accurate. To make sure that the proposed algorithms works also in more realistic fading channels, we consider the following general MIMO fading channel model as well in numerical simulations
where the channel coefficient {H } i, j, between the i -th receive and j -th transmit antenna on the -th tap is zero mean complex Gaussian with a tap-dependent channel variance σ 2 h, . This channel model corresponds to the typical "rich scattering assumption" made in lower frequency MIMO systems. As we can see, it demonstrates no particular structure and has no sparsity at all and is probably the least friendly (and thus "worst") channel model from antenna array training perspective, because the number of independent unknowns is the largest possible. As we will see, the developed algorithm is robust in that it works almost equally well in those more challenging channel scenarios.
III. ANALOG PRECODING IN FLAT FADING
In this section we focus on the flat fading channels, and our objective is to train the precoding vectors on the transmitter and receiver side jointly.
A. Power Iteration Introduction
We review here the method of the power iteration, which is used in numerical matrix analysis to compute matrix eigenvalue decompositions and singular value decompositions [14] . Write the SVD decomposition of H as
where 
For a positive integer m, define
Thanks to the orthogonality between singular vectors, we have that
As the positive integer m increases,
In other words, only the strongest eigenmode u 1 , v 1 remains in the extreme case.
B. Iterative Analog Precoding Algorithm
The optimal joint transceiver precoding can be obtained via the singular value decomposition (SVD) of the channel [35] . As a result, the MIMO channel H can be simplified to a diagonal channel to support multiple non-interfering data streams.
We are thus motivated to utilize the power iteration to obtain the strongest eigenmode u 1 , v 1 , which is exactly what we need to perform the optimal eigen-mode transmissions in the single stream case. The main problem is, how do we form H 2m and H 2m−1 in practice without knowing H explicitly. Secondly, it is only necessary to have v 1 (but not u 1 ) at the transmitter; and to have u 1 (but not v 1 ) at the receiver.
Starting from (8) , an arbitrary vector q in the column space of H can be written as q = P i=1 c i v i where c i v i is the contribution of q along v i . Thanks to (8) and the orthogonality between singular vectors, we have
where the operator ∝ indicates that the two vectors are equivalent after normalization. In other words, the leading transmit precoding vector v 1 may be obtained by multiplying a random vector q by H 2m . Similarly, we have
In other words, the leading receive combining vector u 1 may be obtained by multiplying a random vector q by H 2m−1 . It is noted that because the initial vector q is chosen purely randomly, it lies in the column space of H with probability one. Henceforth, Equations (9) and (10) hold true with probability one.
Our algorithm is presented in Algorithm 1 and also illustrated in Fig. 2 . The algorithm is an iterative process involving two steps, i.e., optimizing the receive combining vector by fixing the transmit precoding vector, and optimizing the transmit precoding vector by fixing the receive combining vector.
Particularly, in step 1, destination device (receiver) training is performed by sweeping across a number of orthogonal beams at the receiver side while fixing the transmit precoding to a random initial vector q. N r time slots are needed because N r combining coefficients are to be estimated. Note that vector normalization is applied always. On the other hand, if constant modulus constraint is needed e.g. in the mmWave frequency band, amplitude information of each combining efficient may be stripped and only phase information may be retained.
In step 2, source device (transmitter) training is performed by sweeping across a number of orthogonal beams at the transmitter side while fixing the receive combining vector to be the newly computed result from the previous step. In Fig. 2 , 'eye' refers to the identity matrix of size N t , where the first column of the identity matrix is used in the first time slot, the second column of the identity matrix is used in the second time slot, and so on and so forth. Overall, N t time slots are needed because N t precoding coefficients are to be estimated. Note that vector normalization is applied always (see detailed description of the algorithm).
To send the transmit precoding vector back to the transmitter, different feedback technologies maybe used. For example, when constant modulus constraint is not forced (e.g. for large scale MIMO systems in centimeter wave frequency band), limited feedback transmit precoding may be used with 
3. Repeat steps 1 and 2 until convergence. the codebook designed based on isotropic packing of the Grassmannian manifold [20] ; when constant modulus is forced (e.g. for large scale MIMO systems in the mmWave frequency band), amplitude information of each combining efficient is stripped and only phase information is retained. Also note that the feedback (dashed curve in Fig. 2 ) may be done in a different frequency band from which the antenna array training is performed (solid line in Fig. 2) , or via a different radio.
Power iteration has also been studied in [9] . Several important differences exist though. Firstly, perfect downlink/uplink channel reciprocity is assumed in [9] , which requires TDD transmissions with perfectly calibrated RF frontend. This however is not required in Algorithm 1, which may be used in FDD transmissions, or TDD transmissions with/without RF calibration. Secondly, in [9] , a complete transceiver on the frequency band in consideration is required at both the destination device and the source device. For example when mmWave wireless communications is considered, the source device need to have a transmitter in the mmWave frequency band and a receiver in the mmWave frequency band. So is the destination device. This however is not required in Algorithm 1. It can be seen clearly from Fig. 2 that it is only required that the source device have a transmitter in the mmWave frequency band, and that the destination device have a receiver in the mmWave frequency band. Note that the feedback link may be implemented on a different frequency band via a separate, hopefully cheaper, radio.
C. Convergence Analysis
In [9] , the power iteration convergence is studied with the performance metric selected as the mean square error between the right singular vector and the ideal transmit precoding vector, or the mean square error (MSE) between the left singular vector and the ideal receive combining vector, or the average of the two. Numerical simulations demonstrate that the mean square error converges after around m = 10 iterations for a 3 × 3 system in the noiseless case.
In this paper, we evaluate the convergence behavior by looking at the equivalent channel norm, which may be defined as the gain (norm) of the equivalent channel formed by the transmit precoding vector t and the receive combining vector r, i.e., g = |r H Ht|.
Indeed, the equivalent channel norm is more meaningful as the channel capacity can be written as
· |r H Ht| 2 is the equivalent channel SNR, which is directly proportional to the equivalent channel norm squared. In the following, we will use the equivalent channel norm g as the main performance metric, bearing in mind that the equivalent channel SNR and the channel capacity can be obtained in a straightforward manner.
The optimal achievable channel norm is obtained when the ideal transmit precoding vector v 1 is used along with the ideal receive combining vector, and may be used as an upperbounding reference in performance comparisons:
At the m-th iteration, the convergence of the transmit precoding vector may be individually evaluated as
where the current transmit precoding vector t is paired with the ideal receive combining vector u 1 , and can be viewed as the angular distance between t and the ideal transmit precoding vector v 1 (corresponding to the distance on the Grassmannian manifold G (N t , 1) ). Similarly, convergence of the receive combining vector may be individually evaluated as
where the receive combining vector r is paired with the ideal transmit precoding vector v 1 , and can be viewed as the angular distance between r and the ideal receive combining vector u 1 .
From (12) and (13), the converging speed of the transmit precoding/receive combining vector individually is on the order of (σ 2 /σ 1 ) 2m where the second largest singular value σ 2 would dictate the convergence in general. We can evaluate how fast the transmit precoding vector converges by comparing g t (m) with the ideal channel norm g 0 , and how fast the receive combining vector converges by comparing g r (m) with the ideal channel norm g 0 . Yet, they can be jointly evaluated and the achieved gain at the end of the m-th iteration is
The convergence speed of the transmit precoding and receive combining vector jointly is on the order of (σ 2 /σ 1 ) 4m , doubling the individual speed. This can be witnessed from Fig. 3 where N t = N r = 64 is used, and the joint precoding/combining performance corresponds to (14) and the individual precoding/combining performance corresponds to (12) and (13) respectively. The dashed curve is the ideal equivalent channel norm, as obtained from Eq. (11) . Note that the joint precoding/combining performance converges much faster than the individual precoding/combining performance. The equivalent channel SNR is proportional to the equivalent channel norm squared
Formally, we have the following proposition: Proposition 1: At the end of Algorithm 1 iteration m, an equivalent channel is formed based on the updated transmit precoding vector t and the updated receive precoding vector r. The equivalent channel SNR is proportional to |q H H 8m q| with q being the random initialization vector, and converges with a speed on the order of (σ 2 /σ 1 ) 8m where σ 1 , σ 2 are the two leading singular values of the underlying channel H.
The convergence analysis above does not take into account of discarding the amplitude information when constant modulus is forced, e.g. in mmWave frequency band. However, numerical simulations do demonstrate the convergence speed roughly on the same order can be achieved (see numerical results in Section III and IV).
In Algorithm 1, estimation is done for Hq as a whole, and H 2 q as a whole, and so on and so forth. The underlying channel H is never estimated explicitly. The number of estimates is simply m × (N t + N r ). In comparison, the number of channel estimates required to estimate the original H directly is N t × N r . Clearly, the proposed algorithm saves computation complexity and training air time especially when number of antennas N t , N r are large and number of spatial streams is small. This is exactly the case for mmWave wireless communications.
D. Extension to the Second Stream
In this subsection, we continue the antenna array training for the second stream, where the second leading transmit and receive combining vectors v 2 , u 2 are to be acquired. Let t ∅ be a random vector orthogonal to v 1 , which can be obtained by projecting a random vector t onto the null space of v 1 , where
is orthogonal to v 1 . Similar to (9) , it can be shown that 
In other words, when m is large enough, we may use H 2m t ∅ to obtain the second transmit precoding vector v 2 , where we need to make sure that all the contribution from v 1 is excluded. Similarly,
and we may use H 2m−1 t ∅ to obtain the second receive combining vector u 2 , where we need to make sure that all the contribution from u 1 is excluded. Algorithm 1 from Section III can be directly generalized to the second stream. The only difference is that for each step a null space projection is needed. In particular, at the end of step 1 before applying the constant modulus constraint and vector normalization, the obtained receive combining vector need be projected onto the null space of u 1 , which has been obtained for stream 1. Constant modulus constraint and vector normalization can then be applied. Similarly, at the end of step 2 before applying the constant modulus constraint and vector normalization, the obtained transmit precoding vector need be projected onto the null space of v 1 , which has been obtained for stream 1. Constant modulus constraint and vector normalization can then be applied.
E. Numerical Results
We carry out numerical simulations in the following. We consider first the general flat fading channels as in Eq. (3). norm squared with the constant modulus constraint. Although it is tempting to apply the constant modulus constraint only at the end of the final iteration, it is more reasonable to apply the constant modulus constraint per iteration, since the interim precoding vectors need be spatially applied at the transmitter/receiver side. We thus apply the constant modulus constraint every step. For both streams, the power iteration is able to converge to the optimal gain quickly, after 3 to 4 iterations. In the constant modulus case, the first and the second eigenmodes are still able to converge in the right direction in a similar speed, except that a small performance loss is witnessed relative to the optimal gain without the constant modulus constraint. Such a performance loss, however, is expected and acceptable.
We next carry out numerical simulations over the simplified directional channel model in Eq. (2), which may be used for certain mmWave applications. L = 10 multipaths are generated with N t = 64, N r = 64, the path gain complex normal distributed, and the AoAs and AoDs uniformly distributed within [0, π]. Shown first in Fig. 5 is stream 1 , where the dashed line represents the SVD reference per Eq. (11) (without constant modulus constraint), the solid line represents the achieved channel norm squared via the proposed algorithm based on power iteration (with constant modulus constraint), and the solid line with square marker represents the achieved channel norm squared via Arnoldi iteration [13] (without constant modulus constraint). As we can see, even with the constant modulus constraint, the proposed algorithm based on power iteration is able to converge to the SVD reference. The Arnoldi iteration is also able to converge the same SVD reference eventually and (if zoomed in to the extreme case) is slightly closer to the SVD reference in the end. This however is barely noticeable and it is safe to say that both schemes converge to the same point eventually.
However, the convergence behavior of the two algorithms are very different: the power iteration based algorithm converges very quickly in the beginning while the Arnoldi iteration is almost not improving at all in the first couple of iterations and only starting to improve on the third iteration. This is not surprising as the Krylove subspace {q, Aq, A 2 q, A 3 q, · · · } is being used in Arnoldi iteration where q is an arbitrary initial vector, A = HH H , and a Gram-Schmidt operation is used on top of the Krylov subspace to yield the precoding vectors. Note that, for both power iteration and Arnoldi iteration, each iteration costs considerable air time. Hence, a small number of iterations is tantamount to low overhead. For this reason, power iteration is generally preferred. Shown also in the figure is stream 2, where the proposed algorithm based on power iteration is shown to converge quickly to the SVD reference at a similar speed.
At the end of this section, we further evaluate the number of iterations it takes for the proposed algorithm to converge for different channel realizations. Toward this purpose, we have tested the algorithm in both channel models with 10,000 channel realizations, N t = 64, N r = 64. For each channel realization, we record the smallest number of iterations N i,0.9 needed to past 90 percent of the maximum possible equivalent channel norm, e.g.
where r i,n and t i,n are the receive and transmit precoding vectors for the i -th stream after n-th iteration. Cumulative distribution function (CDF) of the metric is shown in Fig. 6 . As we can see, for the i.i.d. Gaussian fading channels, we can achieve this 90 percent convergence for roughly 94% of the channel realizations within 4 iterations. To be exact, on the first stream, we can achieve this 90 percent convergence for roughly 92% of the channel realizations within 4 iterations, and for roughly 96% of the channel realizations within 4 realizations. On the other hand, for the simplified directional channel, we can achieve this 90 percent convergence for roughly 94% of the channel realizations within 3 iterations. Indeed, the simplified directional channel is easier from antenna array training point of view. Note however that the proposed algorithm does not explicitly take advantage of any particular structure in the channel model and is robust even for the "worst" i.i.d. Gaussian channels.
IV. ANALOG PRECODING IN FREQUENCY SELECTIVE FADING
A. Exponential Effective SINR Mapping
Before we dive into the actual methods in training the antenna arrays in the frequency selective channels, we need a proper performance metric for evaluating the system performance. With two stream transmit precoding and receive combining, the underlying channel H of size N r ×N t ×L is transformed into an equivalent channel H e = {H e1 , . . . , H eL } of size 2×2×L. It is the performance of the equivalent channel H e that matters to the receiver. Fortunately, a similar link to system mapping problem has been addressed in various wireless communication systems, e.g. IEEE 802.16m [32] , 3GPP LTE, as well as more recently IEEE 802.11ax. A typical approach for OFDM systems is to define
where SINR eff is the effective SINR across the entire bandwidth, β is a system and MCS dependent constant, SINR k is the SINR on the k-th OFDM subcarrier, and N c is the OFDM FFT size. Essentially, an OFDM system with per subcarrier
k=1 would achieve a similar block error rate performance as that of a single tap AWGN channel with SNR of SINR eff . This is also known as exponential effective SINR mapping (EESM) [32] . In the 2×2 MIMO case, the more general version
may be used, where SINR k,n s is the post-equalization SINR on the k-th OFDM subcarrier and the n s th stream. A linear Zero Forcing (ZF) equalizer is assumed per subcarrier, and the post-equalization SINR per stream is readily available [18] . We develop antenna array training algorithms in the following subsections for frequency selective channels. The overall process is similar as in the flat fading channels: the first transmit and receive combining vectors are acquired in stream 1, and the second transmit and receive combining vectors are acquired in stream 2. The EESM SINR performance (21) is to be evaluated to testify the strength of the iterative algorithms.
B. Tap Selection for the First Stream
Following Section III-B, let u 1 , and v 1 be the receive and transmit precoding vector to be acquired. It is clear that the equivalent channel may be written as
In the frequency domain, the channel may be written as H f,e = {u 
where ρ is the per-subcarrier SINR without precoding/combining. The overall EESM SINR can then be written as
Direct optimization of the EESM SINR is difficult, as we have only one pair of transmit and receive combining vectors and yet we need to deal with multiple channel taps (or frequency subcarriers). Conceptually, one need to decide to focus the beam onto one particular tap or one particular frequency subcarrier, or to the focus the beam onto a combination of multiple taps or a combination of multiple subcarriers. One simple method is to combine the multi-taps in a maximal ratio combining (MRC) manner, and form the beam onto the MRC-combined channel across multiple taps. Higher energy tap naturally carries a higher weight in the combination. Another method is to select only the tap with the largest tap energy, and let the transmitter and receiver form the beams based on the channel matrix on top of this particular tap. For example, when precoding vector t is transmitted over N r time slots, the received samples at the receiver side may be expressed as ⎡
where each row contains the L tap estimate for a single receive combining vector, and each column contains N r estimate for all combining vectors on a particular tap. In Eq. (23), let * 1 be the tap with highest tap energy (or largest average channel Frobenius norm square) *
where F 2 is the average Frobenius norm square of the channel on the -th tap, and is proportional to σ 2 h, in Eq. (3). Similarly, let * 2 be the tap with second highest tap energy to be used later. Essentially, in stream 1, the receiver would always form the beam based only on the * 1 -th column and ignores contribution from all other taps (or other columns in Eq. (23)).
We carry out numerical simulations in the following. The i.i.d. channel model in Eq. (3) is adopted and three different channel power profiles are used. Channel power profile 1 is simply single tap flat fading channel representing the least selective scenario; channel profile 2 is 16-tap frequency selective channel with an exponentially decaying power profile with power decaying factor 0.7; and channel profile 3 is 16-tap frequency selective channel with same energy across all 16 taps representing the most selective scenario. OFDM modulation is used, with perfect synchronization assumed and cyclic prefix large enough to enable ISI-free transmissions. QPSK modulation is used and we compare the two methods in terms of uncoded BERs. In Fig. 7 , the MRC method refers to the scheme where the beam is formed based on the MRC-combined channel across all taps, while the MAX method refers to the strongest tap selection method.
As we can see, in the flat fading channel, both methods yield the same performance as expected. Yet, as the channel becomes more and more frequency selective (with the channel power profile becoming less and less like a delta function), the strongest tap selection method usually achieves a better performance demonstrating a higher diversity order. We thus stick to the strongest tap selection method in the following.
In this paper, we assume that the channel power profile ({σ 2 h, } in Eq. (3)) has been estimated. In fact, only the tap energies on the several strongest taps matter in terms of tap selection, and are thus needed. A brute force channel power profile estimation may require N t × N r measurements. However, this can be simplified in practice. To illustrate, we use a system with 32 transmit and 32 receive antennas, and employ a small number of random measurements to estimate the channel norm on the several leading taps (since only the leading taps are of concern in tap selection). In Fig. 8 , we plot the normalized absolute error of the estimated channel norms vs. the number of random measurements, where each random measurement involves a random transmit precoding vector and a random receive combining vector. Note that 32 random measurements altogether has comparable overhead as a half iteration. As we can see, the normalized absolute error can be refrained on an order of 10 −2 to 10 −3 , with only a small number of random measurements. We emphasize that accurate estimation of the channel power profile (and in particular the tap energies on several strongest taps) is important and may be obtained with a small overhead. Detailed treatment of the simplified channel power profile estimation is beyond the scope of this paper.
C. Extension to the Second Stream
In stream 1, we resort to selecting the strongest tap * 1 , and the transmitter/receiver form the beams based on H * The major difference unique to the multi-tap frequency selective channel is that one transmit/receive beam has been formed on the * 1 -th tap. One may form the second transmit/receive beam on the second strongest tap *
2 . Yet, this may not be the best tap selection strategy for the second stream, because it excludes * 1 -th tap from the selection completely. Instead we propose the following new tap selection for stream 2:
where G * In the spatial domain, we perform null space projection such that the new beam obtained has no contribution from the first stream. In the delay/tap domain, we perform energy pruning on the selected tap to make sure that contribution from stream 1 has been properly removed as well. Thus, both null space projection and tap selection with energy pruning serve the same design principle.
We perform numerical simulations in the following for two different channel profiles, under i. For both channel profiles, we perform the iterative algorithms for 1000 channel realizations, and plot the EESM SINR (21) (averaged across 1000 channel realizations) for each iteration. Note that iterations 1 to 6 are for training of stream 1 precoder/combiner, during which the stream 2 precoder/combiner has not been trained at all, while iterations 6 to 11 are for training of stream 2 precoder/combiner, during which the stream 1 precoder/combiner has already • Project r onto the null space of u 1 : 
3. Repeat steps 1, 2 until convergence. been trained. This explains the overall EESM SINR jump around iteration 6 in the following figures. For tap selection in stream 2, p 2 -th tap is used if pruning is used, and * 2 -th tap is used if pruning is not used.
In Fig. 9 where channel profile 4 is tested, tap selection with pruning is able to improve the EESM SINR by roughly 23 dB on average, while the tap selection without pruning is able to improve the EESM SINR only by roughly 9 dB. Note that for the latter method, most of the gain is actually gleaned in stream 1 (common to both methods), which demonstrates that the tap selection without pruning essentially fails to work for such a channel profile. Clearly, this is because channel profile 4 has only one strong tap. If the strongest tap is selected in stream 1 and excluded in stream 2 (by * 2 ), the performance improvement is expected to be minimum. In Fig. 9 , we also plot the EESM SINRs per iteration in dashed curves, when the constant modulus restriction is applied for both transmit and receive combining vectors per iteration. As we can see, the algorithm still converges in a similar speed, except that the average EESM SINR degrades 1 to 1.5 dB approximately due to the constant modulus constraint.
In Fig. 10 where channel profile 5 is tested, tap selection with pruning is able to improve the EESM SINR by roughly 20 dB on average, while the tap selection without pruning is able to improve the effective SINR roughly 19 dB. Note that in this case, two strong taps exist and hence, selecting the second tap without pruning, although not optimal, still provides large SINR improvement over the sub-optimal tap selection. Note that in both channel profiles, the strongest tap selection with energy pruning is always providing better performance gain than the tap selection without energy pruning. Similarly, when constant modulus constraint is applied, the algorithm still converges nicely in a similar speed, and a 1 to 1.5 dB degradation can be witnessed.
We next carry out numerical simulations over the simplified directional channel model in Eq. (2) . To capture the long delay spread behavior, the L = 12 multipaths are grouped into two clusters, with each cluster occupying a different tap. Within each cluster, 6 multipaths/rays are randomly generated in the same way as in Eq. (2), i.e, with the path gain complex normal distributed, and the AoAs and AoDs uniformly distributed within [0, π]. The two clusters are assumed to have the same power per multipath/ray, and hence the same total power per cluster/tap. Fig. 11 illustrates the convergence behavior as a result of the iterative algorithms, with the constant modulus constraint applied. The reference curve shows the ideal EESM SNR performance, where the two transceiver beams are formed onto the two strongest paths (perfectly acquired), and a perfect zero forcing equalizer is performed at the receiver side. As we can see, the iterative algorithm is also able to achieve the ideal performance quickly.
V. SUMMARY
In this work, we study multi-stream transceiver precoding for mmWave MIMO systems over general frequency selective fading channels. Three different techniques are used. Firstly, power iteration is used to enable low-overhead low-complexity estimation of the joint transceiver precoding/combining vector. Secondly, null space projection is used on top of power iteration such that multiple beams may be estimated at the transmitter/receiver side. Thirdly, strongest tap selection with energy pruning is used prior to power iteration/null space projection to collect as much gains as possible from the multitap fading channels.
The proposed algorithm enjoys low complexity and training overhead on the order of m × (N t + N r ), where m is the number of iterations. Compared with the conventional approach of direct channel estimation with a training overhead on the order of N t × N r , the saving is especially significant when both N t , N r are large and number of spatial streams is small, which is exactly the case for mmWave MIMO communications.
The proposed algorithm is robust in that it works in FDD transmissions as well as TDD transmissions with/without RF calibration. Analysis shows that the algorithm converges to the optimal solution exponentially at a speed of (σ 2 /σ 1 ) 8m in terms of the equivalent channel SNR. Numerical results show that the convergence is achieved usually after 3 to 4 iterations. When constant modulus constraint is applied in mmWave wireless communications, most of the gain can be maintained, and the convergence speed is almost the same.
The proposed algorithm is also robust in that it works effectively not only for the structured directional mmWave wireless channel, but also for rich scattering channels. Henceforth, it may be used even when the structured directional model is not perfectly accurate, e.g. for non-mmWave wireless communications.
