Optimized Schwarz methods for Maxwell's equations by Dolean Maini, Victorita et al.
Strathprints Institutional Repository
Dolean Maini, Victorita and Gander, M.J. and Gerardo-Giorda, L. (2009) Optimized Schwarz
methods for Maxwell’s equations. SIAM Journal on Scientific Computing, 31 (3). pp. 2193-2213.
ISSN 1064-8275
Strathprints is designed to allow users to access the research output of the University of Strathclyde.
Copyright c© and Moral Rights for the papers on this site are retained by the individual authors
and/or other copyright owners. You may not engage in further distribution of the material for any
profitmaking activities or any commercial gain. You may freely distribute both the url (http://
strathprints.strath.ac.uk/) and the content of this paper for research or study, educational, or
not-for-profit purposes without prior permission or charge.
Any correspondence concerning this service should be sent to Strathprints administrator:
mailto:strathprints@strath.ac.uk
http://strathprints.strath.ac.uk/
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
SIAM J. SCI. COMPUT. c© 2009 Society for Industrial and Applied Mathematics
Vol. 31, No. 3, pp. 2193–2213
OPTIMIZED SCHWARZ METHODS FOR MAXWELL’S EQUATIONS∗
V. DOLEAN† , M.J. GANDER‡ , AND L. GERARDO-GIORDA§
Abstract. Over the last two decades, classical Schwarz methods have been extended to systems
of hyperbolic partial diﬀerential equations, using characteristic transmission conditions, and it has
been observed that the classical Schwarz method can be convergent even without overlap in certain
cases. This is in strong contrast to the behavior of classical Schwarz methods applied to elliptic
problems, for which overlap is essential for convergence. More recently, optimized Schwarz methods
have been developed for elliptic partial diﬀerential equations. These methods use more eﬀective
transmission conditions between subdomains than the classical Dirichlet conditions, and optimized
Schwarz methods can be used both with and without overlap for elliptic problems. We show here
why the classical Schwarz method applied to both the time harmonic and time discretized Maxwell’s
equations converges without overlap: the method has the same convergence factor as a simple opti-
mized Schwarz method for a scalar elliptic equation. Based on this insight, we develop an entire new
hierarchy of optimized overlapping and nonoverlapping Schwarz methods for Maxwell’s equations
with greatly enhanced performance compared to the classical Schwarz method. We also derive for
each algorithm asymptotic formulas for the optimized transmission conditions, which can easily be
used in implementations of the algorithms for problems with variable coeﬃcients. We illustrate our
ﬁndings with numerical experiments.
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1. Introduction. Schwarz algorithms experienced a second youth over the last
decades when distributed computers became more and more powerful and available.
Fundamental convergence results for the classical Schwarz methods were derived for
many partial diﬀerential equations and can now be found in several authoritative re-
views [3, 41, 42] and books [34, 33, 39]. The Schwarz methods were also extended
to systems of partial diﬀerential equations, such as the time harmonic Maxwell’s
equations [12, 8], the time discretized Maxwell’s equations [38], or to linear elasticity
[18, 19], but much less is known about the behavior of the Schwarz methods applied to
hyperbolic systems of equations. This is true, in particular, for the Euler equations,
to which the Schwarz algorithm was ﬁrst applied in [31, 32], where classical (char-
acteristic) transmission conditions are used at the interfaces, or with more general
transmission conditions in [7]. The analysis of such algorithms applied to systems
proved to be very diﬀerent from the scalar case; see [14, 15].
Over the last decade, a new class of overlapping Schwarz methods was devel-
oped for scalar partial diﬀerential equations, namely, the optimized Schwarz meth-
ods. These methods are based on a classical overlapping domain decomposition, but
they use more eﬀective transmission conditions than the classical Dirichlet conditions
at the interfaces between subdomains. New transmission conditions were originally
proposed for three diﬀerent reasons: ﬁrst, to obtain Schwarz algorithms that are con-
vergent without overlap; see [28] for Robin conditions. The second motivation for
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2194 V. DOLEAN, M.J. GANDER, AND L. GERARDO-GIORDA
changing the transmission conditions was to obtain a convergent Schwarz method
for the Helmholtz equation, where the classical overlapping Schwarz algorithm is
not convergent. As a remedy, approximate radiation conditions were introduced in
[10, 12]. The third motivation was that the convergence rate of the classical Schwarz
method is rather slow and too strongly dependent on the size of the overlap. In
a short note on nonlinear problems [26], Hagstrom, Tewarson, and Jazcilevich in-
troduced Robin transmission conditions between subdomains and suggested nonlo-
cal operators for the best performance. In [4], these optimal, nonlocal transmission
conditions were developed for advection-diﬀusion problems, with local approxima-
tions for small viscosity, and low order frequency approximations were proposed in
[29, 9]. In [35], one can ﬁnd low-frequency approximations of absorbing boundary
conditions for the Euler equations. Independently, at the algebraic level, general-
ized coupling conditions were introduced in [37, 36] for discrete overlapping Schwarz
methods. Optimized transmission conditions for the best performance of the Schwarz
algorithm in a given class of local transmission conditions were ﬁrst introduced for
advection-diﬀusion problems in [27], for the Helmholtz equation in [6, 24], and for
Laplace’s equation in [17]. For complete results and attainable performance for a
symmetric, positive deﬁnite problem, see [20], and for time dependent problems, see
[23, 21]. The purpose of this paper is to design and analyze a family of optimized
overlapping and nonoverlapping Schwarz methods for Maxwell’s equations, both for
the case of time discretized and time harmonic problems, and to provide explicit
formulas for the optimized parameters in the transmission conditions of each algo-
rithm in the family. These formulas can then easily be used in implementations for
Maxwell’s equations with variable coeﬃcients. As we will see, one member of this
family reduces in the case of no overlap and constant coeﬃcients to an algorithm in
a curl-curl formulation of Maxwell’s equations, proposed in [1] based on [5], which
already greatly enhanced the performance compared to the classical approaches in
[12, 8].
This paper is organized as follows: in section 2, we present Maxwell’s equations
and a reformulation thereof with characteristic variables used in our analysis. In
section 3, we treat the case of time harmonic solutions. We show that the classical
Schwarz method for Maxwell’s equations, which uses characteristic Dirichlet transmis-
sion conditions between subdomains, is convergent even without overlap. Exploiting
a relation with an optimized Schwarz method applied to a Helmholtz equation allows
us to develop an entirely new hierarchy of optimized Schwarz methods for Maxwell’s
equations with greatly enhanced performance, both with and without overlap. A sim-
ilar relation has been used in [13] for the Cauchy–Riemann equations. In section 4,
we present and analyze the corresponding hierarchy of optimized Schwarz methods
for time discretizations of Maxwell’s equations. We then show in section 5 numerical
experiments in two and three spatial dimensions, both for the time harmonic and
time discretized cases, which illustrate the performance of the new optimized Schwarz
methods for Maxwell’s equations. We also include as an application the cooking of
a chicken in a microwave oven, a problem with variable coeﬃcients. In section 6, we
summarize our ﬁndings and conclude with an outlook on future research directions.
2. Maxwell’s equations. The hyperbolic system of Maxwell’s equations de-
scribes the propagation of electromagnetic waves. It is given by
(2.1) −ε∂E
∂t
+ curlH− σE = J , μ∂H
∂t
+ curl E = 0,
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OPTIMIZED SCHWARZ METHODS FOR MAXWELL’S EQUATIONS 2195
where E = (E1, E2, E3)T and H = (H1,H2,H3)T denote the electric and magnetic
ﬁelds, respectively, ε is the electric permittivity, μ is the magnetic permeability, σ
is the electric conductivity, and J is the applied current density. We assume the
applied current density to be divergence free, that is, divJ = 0. Denoting the vector
of physical unknowns by
(2.2) u = (E1, E2, E3,H1,H2,H3)T ,
Maxwell’s equations (2.1) can be rewritten in the form
(2.3) (G + G0∂t)u + Gx∂xu + Gy∂yu + Gz∂zu = (J ;0),
where the coeﬃcient matrices are
G =
[
σI3
03
]
, G0 =
[
εI3
μI3
]
, Gl =
[
Nl
−Nl
]
, l = x, y, z,
where 03 (resp., I3) represent the 3× 3 zero (resp., identity) matrix, and the matrices
Nl, l = x, y, z, are given by
Nx =
⎡⎣ 0 0 00 0 1
0 −1 0
⎤⎦ , Ny =
⎡⎣ 0 0 −10 0 0
1 0 0
⎤⎦ , Nz =
⎡⎣ 0 1 0−1 0 0
0 0 0
⎤⎦ .
For any unit vector n = (n1, n2, n3), ‖n‖ = 1, we can deﬁne the characteristic matrix
of system (2.3) by
C(n) = G−10
(
n1
[
Nx
−Nx
]
+ n2
[
Ny
−Ny
]
+ n3
[
Nz
−Nz
])
,
whose eigenvalues are the characteristic speed of propagation along the direction n.
A direct calculation shows that the matrix C(n) has real eigenvalues
λ1,2 = −c, λ3,4 = 0, λ5,6 = c,
with c = 1√εμ being the wave speed. This implies that Maxwell’s equations are hyper-
bolic, since the eigenvalues are real, but not strictly hyperbolic, since the eigenvalues
are not distinct; see [2]. For the special case of the normal vector n = (1, 0, 0), which
we will use extensively later, we obtain
C(n) =
( 1
εNx− 1μNx
)
,
whose matrix of eigenvectors is given by
L =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 1 0 0
−Z 0 0 0 Z 0
0 Z 0 0 0 −Z
0 0 1 0 0 0
0 1 0 0 0 1
1 0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎦ ,Dow
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2196 V. DOLEAN, M.J. GANDER, AND L. GERARDO-GIORDA
where Z =
√
μ
ε denotes the impedance. This leads to the characteristic variables
w = (w1, w2, w3, w4, w5, w6)T = L−1u associated with the direction n, where
(2.4)
w1 = − 12 ( 1Z E2 −H3), w2 = 12 ( 1Z E3 +H2), w3 = H1,
w4 = E1, w5 = 12 ( 1Z E2 +H3), w6 = − 12 ( 1Z E3 −H2).
In the following, we will denote by w+, w0, and w− the characteristic variables
associated with the negative, zero, and positive eigenvalues, respectively, that is,
(2.5) w− = (w1, w2)T , w0 = (w3, w4)T , w+ = (w5, w6)T .
Imposing classical or characteristic boundary conditions on a boundary with unit
outward normal vector n = (1, 0, 0) means to impose Dirichlet conditions on the
incoming characteristic variables w−. For a general normal vector n, this is equivalent
to imposing the impedance condition (see [2])
(2.6) Bn(E ,H) := n× E
Z
+ n× (H× n) = s.
3. Time harmonic solutions. Time harmonic solutions of Maxwell’s equations
are complex-valued static vector ﬁelds E and H such that the dynamic ﬁelds
E(x, t) = Re(E(x) exp(iωt)), H(x, t) = Re(H(x) exp(iωt))
satisfy Maxwell’s equations (2.1). The positive real parameter ω is called the pulsation
of the harmonic wave. The harmonic solutions E and H satisfy the time harmonic
Maxwell’s equations
(3.1) −iωεE + curl H − σE = J , iωμH + curl E = 0.
3.1. Classical and optimized Schwarz algorithm. We consider now the
problem (3.1) in a bounded domain Ω, with either Dirichlet conditions on the tangent
electric ﬁeld or impedance conditions, on ∂Ω, in order to obtain a well-posed problem;
see [30]. In order to explain the classical Schwarz algorithm for Maxwell’s equation,
we decompose the domain into two overlapping subdomains Ω1 and Ω2 as illustrated
in Figure 3.1. The generalization of the algorithm formulation to the case of many
subdomains does not present any diﬃculties. The classical Schwarz algorithm then
x
y
z
Ω1
Ω2
Γ12Γ21
∂Ω
Fig. 3.1. Overlapping domain decomposition.
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OPTIMIZED SCHWARZ METHODS FOR MAXWELL’S EQUATIONS 2197
solves for n = 1, 2, . . . the subdomain problems
(3.2)
−iωεE1,n + curl H1,n − σE1,n = J in Ω1,
iωμH1,n + curl E1,n = 0 in Ω1,
Bn1
(
E1,n,H1,n
)
= Bn1
(
E2,n−1,H2,n−1
)
on Γ12,
−iωεE2,n + curl H2,n − σE2,n = J in Ω2,
iωμH2,n + curl E2,n = 0 in Ω2,
Bn2
(
E2,n,H2,n
)
= Bn2
(
E1,n−1,H1,n−1
)
on Γ21,
where Γ12 = ∂Ω1 ∩ Ω2, Γ21 = ∂Ω2 ∩ Ω1, and Bnj , j = 1, 2, denotes the impedance
boundary conditions deﬁned in (2.6). On the physical part of the boundary, the given
boundary conditions are imposed. While the choice of transmission conditions Bnj
is natural in the view of the hyperbolic nature of the problem, we will see in our
analysis that there are better choices for the performance of the algorithm, based on
the notion of absorbing boundary conditions. This leads to the so-called optimized
Schwarz methods
(3.3)
−iωεE1,n + curl H1,n − σE1,n = J in Ω1,
iωμH1,n + curl E1,n = 0 in Ω1,
(Bn1 + S1Bn2)
(
E1,n,H1,n
)
= (Bn1 + S1Bn2)
(
E2,n−1,H2,n−1
)
on Γ12,
−iωεE2,n + curl H2,n − σE2,n = J in Ω2,
iωμH2,n + curl E2,n = 0 in Ω2,(Bn2 + S2Bn1)(E2,n,H2,n) = (Bn2 + S2Bn1)(E1,n−1,H1,n−1) on Γ21,
where Sj , j = 1, 2, are tangential, possibly pseudodiﬀerential operators we will study
in what follows in order to obtain various optimized Schwarz methods.
3.2. Convergence analysis for the classical Schwarz algorithm. We now
study properties of the classical Schwarz algorithm (3.2). We use Fourier analysis
and, thus, assume that the coeﬃcients are constant, and the domain on which the
original problem is posed is Ω = R3, in which case we need for Maxwell’s equations
the Silver–Mu¨ller radiation condition
(3.4) lim
r→∞ r (H × n−E) = 0,
where r = |x| and n = x/|x|, in order to obtain well-posed problems; see [30]. The
two subdomains are now half-spaces
(3.5) Ω1 = (0,∞)× R2, Ω2 = (−∞, L)× R2,
the interfaces are Γ12 = {L} × R2 and Γ21 = {0} × R2, and the overlap is L ≥ 0. We
denote by ky and kz the Fourier variables corresponding to a transform with respect
to y and z, respectively, and |k|2 = k2y + k2z .
Theorem 3.1. For any given initial guess (E1,0;H1,0)∈ (L2(Ω1))6, (E2,0;H2,0)∈
(L2(Ω2))6, the classical Schwarz algorithm (3.2) with overlap L ≥ 0, including the
nonoverlapping case, is for σ > 0 convergent in (L2(Ω1))6 × (L2(Ω2))6, and the con-
vergence factor for each Fourier mode k is
(3.6) ρcla(k, ω˜, σ, Z, L) =
∣∣∣∣∣
√|k|2 − ω˜2 + iω˜σZ − iω˜√|k|2 − ω˜2 + iω˜σZ + iω˜ e−
√
|k|2−ω˜2+iω˜σZL
∣∣∣∣∣ ,
where ω˜ = ω
√
εμ and Z =
√
μ
ε is the impedance as before.
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2198 V. DOLEAN, M.J. GANDER, AND L. GERARDO-GIORDA
Proof. Because of linearity, it suﬃces to analyze the convergence to the zero
solution when the right-hand side vanishes. Performing a Fourier transform of system
(3.1) in the y and z directions, the ﬁrst and the fourth equations provide an algebraic
expression for Eˆ1 and Hˆ1, which is in agreement with the fact that these are the
characteristic variables associated with the null eigenvalue. Inserting these expressions
into the remaining Fourier transformed equations, we obtain the ﬁrst order system
(3.7)
∂x
⎛⎜⎜⎝
Eˆ2
Eˆ3
Hˆ2
Hˆ3
⎞⎟⎟⎠+
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 − kykziωε+σ
−ω˜2+k2y+iωμσ
iωε+σ
0 0 ω˜
2−k2z−iωμσ
iωε+σ
kykz
iωε+σ
kykz
iωμ
ω˜2−k2y−iωμσ
iωμ 0 0
−ω˜2+k2z+iωμσ
iωμ −kykziωμ 0 0
⎤⎥⎥⎥⎥⎥⎥⎦
⎛⎜⎜⎝
Eˆ2
Eˆ3
Hˆ2
Hˆ3
⎞⎟⎟⎠ =
⎛⎜⎜⎝
0
0
0
0
⎞⎟⎟⎠ .
The eigenvalues of the matrix in (3.7) and their corresponding eigenvectors are
(3.8)
λTH1,2 = −
√
|k|2 − ω˜2 + iωμσ, v1 =
⎛⎜⎜⎜⎝
kykz
(iωε+σ)λ
−ω˜2+k2z+iωμσ
(iωε+σ)λ
1
0
⎞⎟⎟⎟⎠ , v2 =
⎛⎜⎜⎜⎜⎝
ω˜2−k2y−iωμσ
(iωε+σ)λ
− kykz(iωε+σ)λ
0
1
⎞⎟⎟⎟⎟⎠
and
(3.9)
λTH3,4 =
√
|k|2 − ω˜2 + iωμσ, v3 =
⎛⎜⎜⎜⎝
− kykz(iωε+σ)λ
ω˜2−k2z−iωμσ
(iωε+σ)λ
1
0
⎞⎟⎟⎟⎠ , v4 =
⎛⎜⎜⎜⎜⎝
k2y−ω˜2+iωμσ
(iωε+σ)λ
kykz
(iωε+σ)λ
0
1
⎞⎟⎟⎟⎟⎠ ,
where we set λ :=
√|k|2 − ω˜2 + iωμσ. Because of the radiation condition, the solu-
tions of system (3.7) in Ωl, l = 1, 2, are given by
(3.10)(
Eˆ12 ; Eˆ
1
3 ; Hˆ
1
2 ; Hˆ
1
3
)
= (α1v1+α2v2)eλ(x−L),
(
Eˆ22 ; Eˆ
2
3 ; Hˆ
2
2 ; Hˆ
2
3
)
= (β1v3+β2v4)e−λx,
where the coeﬃcients αj and βj (j = 1, 2) are uniquely determined by the transmission
conditions. At the nth step of the Schwarz algorithm, the coeﬃcients α = (α1, α2)
and β = (β1, β2) satisfy the system
αn = A−11 A2e
−λLβn−1, βn = B−11 B2e
−λLαn−1,
where the matrices in the iteration are given by
(3.11)
A1 =
[ −kykz k2y−ω˜2+iω˜λ + σZ(λ + iω˜)
k2z−ω˜2+iω˜λ + σZ(λ + iω˜) −kykz
]
,
A2 =
[
kykz −k2y+ω˜2+iω˜λ + σZ(λ− iω˜)
−k2z+ω˜2+iω˜λ + σZ(λ − iω˜) kykz
]
and where Bl = Al, l = 1, 2. A complete iteration over two steps of the Schwarz
algorithm leads then to
αn+1 =
(
A−11 A2
)2
e−2λLαn−1, βn+1 =
(
A−11 A2
)2
e−2λLβn−1,
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and we obtain the iteration matrix
(3.12)
R =
(
A−11 A2
)2
e−2λL =
⎡⎣ |k|4+2λσZ(k2y−k2z)+λ2σ2Z2(λ+iω˜)2(λ+iω˜+σZ)2 4kykzλσZ(λ+iω˜)2(λ+iω˜+σZ)2
4kykzλσZ
(λ+iω˜)2(λ+iω˜+σZ)2
|k|4+2λσZ(k2z−k2y)+λ2σ2Z2
(λ+iω˜)2(λ+iω˜+σZ)2
⎤⎦ e−2λL.
Now, by the deﬁnition of λ, we have |k|2 = λ2 + ω˜2 − iω˜σZ, and, thus, this matrix
can be rewritten in factored form:
R =
(
λ− iω˜
λ + iω˜
)2
e−2λLId +
4λσZ
(λ + iω˜)2(λ + iω˜ + σZ)2
[ −k2z kykz
kykz −k2y
]
e−2λL.
The convergence factor ρcla of the algorithm is given by the square root of the spectral
radius of the matrix R, whose eigenvalues are (λ−iω˜λ+iω˜ )
2e−2λL and (λ−iω˜−σZλ+iω˜+σZ )
2e−2λL.
Since σ ≥ 0, a direct computation shows that the convergence factor is given by the
ﬁrst eigenvalue, which leads to (3.6), and when σ = 0, a straightforward computation
shows that ρcla(k) < 1 for all Fourier modes k.
If σ = 0, the convergence factor becomes
(3.13) ρcla(k, ω˜, 0, Z, L) =
⎧⎪⎨⎪⎩
∣∣∣∣√ω˜2−|k|2−ω˜√ω˜2−|k|2+ω˜
∣∣∣∣ for |k|2 ≤ ω˜2,
e−
√
|k|2−ω˜2L for |k|2 > ω˜2.
In this case, we obtain for |k|2 = ω˜2 that the convergence factor equals 1, independent
of the overlap, which indicates that the algorithm has convergence problems for σ = 0
when used in the iterative form described here. Convergence can still be proved in the
case of a bounded domain with suitable boundary conditions; see [12]. In addition,
in practice, Schwarz methods are often used as preconditioners for Krylov methods,
which can handle isolated problems in the spectrum. We also see from the convergence
factor (3.13) that in the case σ = 0 the overlap is necessary for the convergence of the
evanescent modes, |k|2 > ω˜2. Without overlap, L = 0, we have ρcla(k) < 1 only for
the propagative modes, |k|2 < ω˜2, and ρcla(k) = 1 when |k|2 ≥ ω˜2.
Very similar observations were made in the analysis of optimized Schwarz methods
for the Helmholtz equation in [24]. If one applies to the Helmholtz equation
(3.14)
(
Δ + ω˜2
)
u = f in Ω = R3,
with Sommerfeld radiation conditions limr→∞ r(∂u∂r − iω˜u) = 0 and the same two
subdomain decomposition (3.5), the somewhat particular overlapping Schwarz method
(note the unequal treatment in the transmission conditions)
(3.15)
(
ω˜2 + Δ
)
u1,n1 = f in Ω1,
(
ω˜2 + Δ
)
u2,n1 = f in Ω2,
u1,n1 = u
2,n−1
1 on Γ12, (∂x−iω˜) u2,n1 = (∂x−iω˜)u1,n−11 on Γ21,
then one obtains precisely the same convergence factor (3.13). The classical overlap-
ping Schwarz algorithm with characteristic transmission conditions (3.2) for Maxwell’s
equations is, thus, equivalent to the particular overlapping Schwarz method (3.15) for
the Helmholtz problem when σ = 0. This particular Schwarz method is a very sim-
ple variant of an optimized Schwarz method, where one has replaced only one of
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the Dirichlet transmission conditions with a better one adapted for low frequencies.
There are much better transmission conditions for Helmholtz problems as shown in
[24]. These conditions are based on approximations of transparent boundary condi-
tions, which we will study in the next subsection for Maxwell’s equations.
3.3. Transparent boundary conditions. To design optimized Schwarz meth-
ods for Maxwell’s equations, we derive now transparent boundary conditions for those
equations, following the approach in [25]. We consider the time harmonic Maxwell’s
equations (3.1) on the domains Ω1 = (−∞, L)×R2 and Ω2 = (0,∞)×R2 with right-
hand sides J1,2 compactly supported in Ω1,2, together with the boundary conditions
(3.16)
(
w2+ + S1w2−
)
(0, y, z) = 0,
(
w1− + S2w1+
)
(L, y, z) = 0, (y, z) ∈ R2,
and with the Silver–Mu¨ller condition on their unbounded part, where w1− and w
2
+ are
deﬁned in (2.5) and the operators Sl, l = 1, 2, are general, pseudodiﬀerential operators
acting in the y and z directions.
Theorem 3.2. If the operators Sl, l = 1, 2, have the Fourier symbol
(3.17) F(Sl) = 1(λ + iω˜)(λ + iω˜ + σZ)
[
k2y − k2z − λσZ −2kykz
−2kykz k2z − k2y − λσZ
]
,
where λ =
√|k|2 − ω˜2 + iω˜σZ, then the solution of Maxwell’s equations (3.1) in Ω1,2
with boundary conditions (3.16) coincides with the restriction on Ω1,2 of the solution
of Maxwell’s equations (3.1) on R3.
Proof. We show that the diﬀerence ei, i = 1, 2, between the solution of the global
problem and the solution of the restricted problem vanishes. We consider the case of
the second domain; similar computations can be carried out for the ﬁrst one. The
diﬀerence e2 satisﬁes in Ω2 the homogeneous counterpart of (3.1) with homogeneous
boundary conditions (3.16), and we obtain after a Fourier transform in y and z
eˆ2 = (α1v1 + α2v2)eλx + (α3v3 + α4v4)e−λx,
where the vectors vj , j = 1, . . . , 4, are deﬁned in (3.8) and (3.9). The Silver–Mu¨ller
radiation condition implies that α1 = α2 = 0. Using now the boundary condition
(3.16) at (0, y, z), we obtain that the coeﬃcients αj , j = 3, 4, satisfy the system of
equations
(A1 + S1A2)
[
α3
α4
]
= 0,
where A1 and A2 are deﬁned in (3.11). A direct computation with (3.17) leads to[ −kykz k2y − ω˜2 + iω˜λ
k2z − ω˜2 + iω˜λ −kykz
] [
α3
α4
]
=
[
0
0
]
,
which implies α3 = α4 = 0. Thus, eˆ2 = 0, which concludes the proof.
Remark 1. As in the case of the Cauchy–Riemann equations, see [13], the symbols
in (3.17) can be written in several, mathematically equivalent forms:
F(Sl) = 1(λ+iω˜)(λ + iω˜ + σZ)M =
1
|k|2 + λσZ
λ−iω˜
λ+iω˜
M
=
1
|k|2 − λσZ
λ−iω˜ − σZ
λ+iω˜ + σZ
M = (λ−iω˜)(λ−iω˜ − σZ)M˜−1,
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where the matrices M and M˜ are given by
M =
[
k2y − k2z − λσZ −2kykz
−2kykz k2z − k2y − λσZ
]
, M˜ =
[
k2y − k2z + λσZ −2kykz
−2kykz k2z − k2y + λσZ
]
.
This motivates diﬀerent approximations of the transparent conditions in the con-
text of optimized Schwarz methods. In the case σ = 0, the ﬁrst form contains a local
and a nonlocal term, since multiplication with the matrix M corresponds to second
order derivatives in y and z, which are local operations, whereas the term containing
the square root of |k|2 represents a nonlocal operation. The last form contains two
nonlocal operations, since the inversion of the matrix M corresponds to an integration.
This integration can, however, be passed to the other side of the transmission condi-
tions by multiplication with the matrix M . The second form contains two nonlocal
terms and a local one. We propose in the next section several approximations based
on these diﬀerent forms and analyze the performance of the associated optimized
Schwarz algorithms.
3.4. Optimized Schwarz algorithms for Maxwell’s equations. The trans-
parent operators Sl, l = 1, 2, introduced in subsection 3.3, are important in the
development of optimized Schwarz methods. When used in algorithm (3.3), they lead
to the best possible performance of the method as we will show in Remark 2. The
transparent operators are, however, nonlocal operators and, hence, diﬃcult to use in
practice. In optimized Schwarz methods, they are, therefore, approximated to obtain
practical methods. If one is willing to use second order transmission conditions, then
the only parts of the symbols in (3.17) that need to be approximated are the terms
λ =
√|k|2 − ω˜2 + iω˜σZ, because the entries of the matrices are polynomials in the
Fourier variables, which correspond to derivatives in the y and z directions.
Theorem 3.3. For the optimized Schwarz algorithm (3.3) with the two subdomain
decomposition (3.5), we obtain for σ = 0 the following results:
1. If the operators S1 and S2 have the Fourier symbol
(3.18) σl := F(Sl) = γl
[
k2y − k2z −2kykz
−2kykz k2z − k2y
]
, γl ∈ C(kz , ky), l = 1, 2,
then the convergence factor is
(3.19)
ρ =
∣∣∣∣∣
(√
|k|2−ω˜2−iω˜
)2(√
|k|2−ω˜2+iω˜
)2 1−γ1
(√
|k|2−ω˜2+iω˜
)2
1−γ1
(√
|k|2−ω˜2−iω˜
)2 1−γ2
(√
|k|2−ω˜2+iω˜
)2
1−γ2
(√
|k|2−ω˜2−iω˜
)2 e−2√|k|2−ω˜2L
∣∣∣∣∣
1
2
.
2. If the operators S1 and S2 have the Fourier symbol
(3.20) σl := F(Sl) = δl
[
k2y − k2z −2kykz
−2kykz k2z − k2y
]−1
, γl ∈ C(kz , ky), l = 1, 2,
then the convergence factor is
(3.21)
ρ =
∣∣∣∣∣
(√
|k|2−ω˜2+iω˜
)2(√
|k|2−ω˜2−iω˜
)2 δ1−
(√
|k|2−ω˜2−iω˜
)2
δ1−
(√
|k|2−ω˜2+iω˜
)2 δ2−
(√
|k|2−ω˜2−iω˜
)2
δ2−
(√
|k|2−ω˜2+iω˜
)2 e−2√|k|2−ω˜2L
∣∣∣∣∣
1
2
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3. If the operator S1 has the Fourier symbol (3.18) and S2 has the Fourier symbol
(3.20), then the convergence factor is
(3.22) ρ =
∣∣∣∣∣ 1−γ1
(√
|k|2−ω˜2+iω˜
)2
1−γ1
(√
|k|2−ω˜2−iω˜
)2 δ2−
(√
|k|2−ω˜2−iω˜
)2
δ2−
(√
|k|2−ω˜2+iω˜
)2 e−2√|k|2−ω˜2L
∣∣∣∣∣
1/2
.
Proof. The convergence results are again based on Fourier analysis as in sec-
tion 3.2. At the nth step of the Schwarz algorithm, the coeﬃcients α = (α1, α2) and
β = (β1, β2) in (3.10) satisfy
(3.23) αn = A¯−11 A¯2e
−λLβn−1, βn = B¯−11 B¯2 e
−λLαn−1,
where λ =
√|k|2 − ω˜2 and the matrices A¯l and B¯l, l = 1, 2, are given by
A¯1 = A1 + σ1A2, A¯2 = A2 + σ1A1, B¯1 = A1 + σ2A2, B¯2 = A2 + σ2A1,
with Al, l = 1, 2, deﬁned in (3.11). A complete double iteration of the Schwarz
algorithm leads, therefore, to
αn+1 = A¯−11 A¯2B¯
−1
1 B¯2e
−2λLαn−1, βn+1 = B¯−11 B¯2A¯
−1
1 A¯2e
−2λLβn−1.
Notice that the matrices A1 and A2 verify the relations
(3.24) MA1 = −(λ + iω˜)2A2, MA2 = −(λ− iω˜)2A1,
which allow us to obtain the convergence factor in all three cases:
1. We obtain, using (3.24),
A¯1 = A1 + γ1MA2 =
(
1− (λ− iω˜)2γ1
)
A1,
A¯2 = A2 + γ1MA1 =
(
1− (λ + iω˜)2γ1
)
A2,
B¯1 = A1 + γ2MA2 =
(
1− (λ− iω˜)2γ2
)
A1,
B¯2 = A2 + γ2MA1 =
(
1− (λ + iω˜)2γ2
)
A2,
and, therefore, the iteration matrix becomes
R1 = A¯−11 A¯2B¯
−1
1 B¯2 =
(
1− γ1(λ + iω˜)2
) (
1− γ2(λ + iω˜)2
)
(1 − γ1(λ− iω˜)2)(1− γ2(λ− iω˜)2)
(
A−11 A2
)2
e−2λL,
and by using the spectral radius of (3.12) the result follows.
2. We get
A¯1 = A1 + δ1M−1A2 =
(
1− δ1(λ+iω˜)2
)
A1,
A¯2 = A2 + δ1M−1A1 =
(
1− δ1(λ−iω˜)2
)
A2,
B¯1 = A1 + δ2M−1A2 =
(
1− δ2(λ+iω˜)2
)
A1,
B¯2 = A2 + δ2M−1A1 =
(
1− δ2(λ−iω˜)2
)
A2,
and, thus, the iteration matrix is
R2 = A¯−11 A¯2B¯
−1
1 B¯2 =
(
λ+iω˜
λ−iω˜
)4 (δ1−(λ−iω˜)2)(δ2−(λ−iω˜)2)
(δ1−(λ+iω˜)2)(δ2−(λ+iω˜)2)
(
A−11 A2
)2
e−2λL,
and we use again the spectral radius of (3.12) to conclude.
3. The conclusion follows as in the ﬁrst two cases.
Remark 2. From (3.19), we see that the choice γ1 = γ2 = 1/(
√|k|2 − ω˜2 + iω˜)2
is optimal, since then ρ ≡ 0 for all frequencies k. With this choice of γ1 and γ2, the
matrices A¯2 and B¯2 actually vanish.
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3.5. A hierarchy of optimized transmission conditions. We present now
several particular choices of the remaining parameters in the transmission operators Sl
in Theorem 3.3 for σ = 0. To facilitate the use of our results in domain-decomposition
codes, we return to the initial notation using the physical parameters ω, ε, and μ.
Case 1. Taking γ1 = γ2 = 0 in (3.18), which amounts to enforcing the classical
characteristic Dirichlet transmission conditions, the convergence factor is
ρ1(ω, ε, μ, L, |k|) =
∣∣∣∣∣∣
(√|k|2 − ω2εμ− iω√εμ√|k|2 − ω2εμ + iω√εμ
)2
e−2
√
|k|2−ω2εμL
∣∣∣∣∣∣
1
2
.
In the nonoverlapping case, L = 0, this choice ensures convergence only for
propagative modes and corresponds to the Taylor transmission conditions of
order zero proposed in the seminal paper [11] for the Helmholtz equation.
Case 2. Taking γ1 = γ2 = 1|k|2
s−iω√εμ
s+iω
√
εμ in (3.18) or γ1 =
1
|k|2−2ω2εμ+2iω√εμs in (3.18)
and δ2 = |k|2 − 2ω2εμ− 2iω√εμs in (3.20) with s ∈ C, the convergence
factor is
ρ2(ω, ε, μ, L, |k|, s) =
∣∣∣∣∣∣
(√|k|2 − ω2εμ− s√|k|2 − ω2εμ + s
)2
e−2
√
|k|2−ω2εμL
∣∣∣∣∣∣
1
2
,
which is for L = 0 identical to the convergence factor obtained for optimized
nonoverlapping Schwarz methods for the Helmholtz equation in [24].
Case 3. Taking γ1 = γ2 = 1|k|2−2ω2εμ+2iω√εμs in (3.18) with s ∈ C, the convergence
factor is
ρ3(ω, ε, μ, L, |k|, s) =
∣∣∣∣∣
√|k|2 − ω2εμ− iω√εμ√|k|2 − ω2εμ + iω√εμ
∣∣∣∣∣ ρ2(ω, ε, μ, L, |k|, s)
≤ ρ2(ω, ε, μ, L, |k|, s).
Case 4. Taking γl = 1|k|2
sl−iω√εμ
sl+iω
√
εμ , l = 1, 2, in (3.18) or γ1 =
1
|k|2−2ω2εμ+2iω√εμs1 in
(3.18) and δ2 = |k|2 − 2ω2εμ− 2iω√εμs2 in (3.20) with sl ∈ C, l = 1, 2, the
convergence factor is
ρ4(ω, ε, μ, L, |k|, s1, s2) =
∣∣∣∣√|k|2−ω2εμ−s1√|k|2−ω2εμ+s1
√
|k|2−ω2εμ−s2√
|k|2−ω2εμ+s2
e−2
√
|k|2−ω2εμL
∣∣∣∣ 12 ,
which is for L = 0 identical to the convergence factor obtained for a two-
sided nonoverlapping optimized Schwarz method for the Helmholtz equation
in [22].
Case 5. Taking γl = 1|k|2−2ω2εμ+2iω√εμsl in (3.18) with sl ∈ C, l = 1, 2, the conver-
gence factor is
ρ5(ω, ε, μ, L, |k|, s1, s2) =
∣∣∣∣∣
√|k|2 − ω2εμ− iω√εμ√|k|2 − ω2εμ + iω√εμ
∣∣∣∣∣ ρ4(ω, ε, μ, L, |k|, s1, s2)
≤ ρ4(ω, ε, μ, L, |k|, s1, s2).
Except for Case 1, all cases use second order transmission conditions, even though we
use only a zeroth order approximation of the nonlocal operator
√|k|2 − ω2εμ. In the
cases with parameters, the best choice for the parameters is in general the one that
minimizes the convergence factor for all |k| ∈ K, where K denotes the set of relevant
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numerical frequencies. One, therefore, needs to solve the min-max problems
(3.25)
min
s∈C
max
|k|∈K
ρj(ω, ε, μ, L, |k|, s), j = 2, 3, min
s1,s2∈C
max
|k|∈K
ρj(ω, ε, μ, L, |k|, s1, s2), j = 4, 5.
We can choose K = [(kmin, k−) ∪ (k+, kmax)]2, where kmin denotes the smallest fre-
quency relevant to the subdomain, kmax = Ch denotes the largest frequency supported
by the numerical grid with mesh size h, and k± are parameters to be chosen to exclude
the resonance frequencies. If, for example, the domain Ω is a rectilinear conductor
with homogeneous Dirichlet conditions on the lateral surface, the solution is the sum
of the transverse electric (TE) and transverse magnetic (TM) ﬁelds. If the trans-
verse section of the conductor is a rectangle with sides of length a and b, the TE and
TM ﬁelds can be expanded in a Fourier series with the harmonics sin(nπya ) sin(
mπz
b ),
where the relevant frequencies are |k| = π
√
m2
a2 +
n2
b2 , m,n ∈ N+. The lowest one
is, therefore, kmin = π
√
1
a2 +
1
b2 , and if the mesh size h satisﬁes h =
a
N =
b
M , where
N and M are the number of grid points in the y and z directions, then the high-
est frequency would be kmax =
√
2π
h . The parameters k± would correspond to the
frequencies closest to ω
√
εμ, i.e., k− = π
√
m21
a2 +
n21
b2 and k+ = π
√
m22
a2 +
n22
b2 , where
π
√
m21
a2 +
n21
b2 < ω
√
εμ < π
√
m22
a2 +
n22
b2 , but such precise estimates are not necessary if
Krylov acceleration is used; see [24, 22].
The complete mathematical analysis of the min-max problems (3.25) is hard and
currently open for L > 0. When L = 0, i.e., no overlap, Cases 2 and 4 are equivalent
to the corresponding optimized Schwarz method for the Helmholtz equation, for which
theoretical results are available; see [22]. Here, we use asymptotic analysis and an
equioscillation principle to solve all the min-max problems in (3.25) asymptotically as
the mesh size goes to zero, in order to obtain compact formulas for the best parameters
to be used in our numerical simulations. This leads to the asymptotic formulas for
the optimized parameters of the form s = p(1 − i) and sl = pl(1 − i), l = 1, 2, with
p and pl shown in Table 3.1. These results allow us to compare the performance of
Table 3.1
Asymptotic convergence factor and optimal choice of the parameters in the transmission con-
ditions for the ﬁve variants of the optimized Schwarz method applied to Maxwell’s equations when
the mesh parameter h is small, and the maximum numerical frequency is estimated by kmax =
C
h
.
Here, ω˜ = ω
√
εμ and Cω˜ = min(k
2
+ − ω˜2, ω˜2 − k2−).
with overlap, L = h without overlap, L = 0
Case ρ parameters ρ parameters
1 1−
√
k2+ − ω˜2h none 1 none
2 1− 2C
1
6
ω˜ h
1
3 p =
C
1
3
ω˜
2·h
1
3
1−
√
2C
1
4
ω˜√
C
√
h p =
√
CC
1
4
ω˜√
2
√
h
3 1− 2 (k2+ − ω˜2) 16 h 13 p = (k2+−ω˜2) 13
2·h
1
3
1−
√
2
(
k2+−ω˜2
) 1
4
√
C
√
h p =
√
C
(
k2+−ω˜2
) 1
4
√
2
√
h
4 1− 2 25 C
1
10
ω˜ h
1
5
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
p1 =
C
2
5
ω˜
2
7
5 ·h 15
,
p2 =
C
1
5
ω˜
2
6
5 ·h
3
5
1− C
1
8
ω˜
C
1
4
h
1
4
⎧⎪⎪⎪⎨⎪⎪⎪⎩
p1 =
C
3
8
ω˜
·C
1
4
2·h
1
4
,
p2 =
C
1
8
ω˜
·C
3
4
h
3
4
5 1−2 25 (k2+−ω˜2) 110 h 15
⎧⎪⎪⎪⎨⎪⎪⎪⎩
p1 =
(
k2+−ω˜2
) 2
5
2
7
5 ·h 15
,
p2 =
(
k2+−ω˜2
) 1
5
2
6
5 ·h 35
1− (k
2
+−ω˜2)
1
8
C
1
4
h
1
4
⎧⎪⎪⎪⎨⎪⎪⎪⎩
p1 =
(
k2+−ω˜2
) 3
8 ·C 14
2·h 14
,
p2 =
(
k2+−ω˜2
) 1
8 ·C
3
4
h
3
4
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all the optimized Schwarz methods for Maxwell’s equations theoretically: we obtain
a hierarchy of better and better convergence factors starting with Case 1 and ending
with Case 5. In addition, the explicit formulas for the optimized parameters can be
used in order to easily obtain black-box optimized Schwarz methods for Maxwell’s
equations, which would not be possible otherwise. In section 5, we will verify these
theoretical results numerically.
4. The case of time discretization. If we do not assume the wave to be
periodic in time, the time domain also needs to be discretized. We consider a uniform
time grid with time step Δt and use an implicit time integration scheme for the time
derivative in (2.1) of the form⎧⎨⎩−ε
En+1−En
Δt + curl
(
Hn+1+Hn
2
)
− σ
(
En+1+En
2
)
= Jn,
μH
n+1−Hn
Δt + curl
(
En+1+En
2
)
= 0.
With this time discretization, we have to solve at each time step the system
(4.1) −σE − ε√ηE + curl H = J˜ , μ√ηH + curl E = g,
where we have set (E,H) := (En+1,Hn+1),
√
η := 2Δt , J˜ := J
n−√ηεEn +2σEn−
curl Hn, and g =
√
ημHn − curl En.
4.1. Classical and optimized Schwarz algorithm. As in the time harmonic
case, we consider the problem (4.1) in a bounded domain Ω, with either Dirichlet
conditions on the tangent electric ﬁeld or impedance conditions, on ∂Ω, in order to
obtain a well-posed problem; see [30]. For the two subdomain decomposition in Figure
3.1, the classical Schwarz algorithm would at each time step then perform the iteration
(4.2)
−√ηεE1,n + curl H1,n − σE1,n = J˜1 in Ω1,√
ημH1,n + curl E1,n = g1 in Ω1,
Bn1
(
E1,n,H1,n
)
= Bn1
(
E2,n−1,H2,n−1
)
on Γ12,
−√ηεE2,n + curl H2,n − σE2,n = J˜2 in Ω2,√
ημH + curl E = g2 in Ω2,
Bn2
(
E2,n,H2,n
)
= Bn2
(
E1,n−1,H1,n−1
)
on Γ21.
Theorem 4.1. Let Ω = R3 be decomposed into Ω1 := (−∞, L) × R2 and
Ω2 := (0,+∞) × R2, L ≥ 0. Then, for any initial guess (E1,0;H1,0) ∈ (L2(Ω1))6,
(E2,0;H2,0) ∈ (L2(Ω2))6, the classical Schwarz algorithm (4.2) with overlap L ≥ 0,
including the nonoverlapping case, is for σ ≥ 0 convergent in (L2(Ω1))6 × (L2(Ω2))6,
and the convergence factor is bounded by
(4.3) Rcla =
√
Lη˜ + 2
√
εμ−√Lη˜√
Lη˜ + 2
√
εμ +
√
Lη˜
e−
√
Lη
√
Lη˜+2
√
εμ < 1,
where η˜ = ηεμ.
Proof. This result follows like in the time harmonic case, simply replacing iω by√
η. The convergence factor after a Fourier transform is
ρcla(|k|) =
∣∣∣∣∣
√|k|2 + ηεμ +√ησZ − η√εμ√|k|2 + ηεμ +√ησZ + η√εμe−
√
|k|2+ηεμ+√ησZL
∣∣∣∣∣ ,D
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Table 4.1
Asymptotic convergence factor and optimal choice of the parameters in the transmission con-
ditions for the ﬁve variants of the optimized Schwarz method applied to the time domain Maxwell’s
equations, when the mesh parameter h is small, and the maximum numerical frequency is estimated
by kmax =
C
h
. Here, η˜ = ηεμ.
with overlap, L = h without overlap, L = 0
Case ρ parameters ρ parameters
1 1− 2 32 η˜ 14√h none 1− 2
√
η˜
C
h none
2 1− 2 136 η˜ 16 h 13 p = 2
− 13 η˜
1
3
h
1
3
1− 4η˜
1
4
√
h√
C
p =
√
Cη˜
1
4√
h
3 1− 2 74 η˜ 18 h 14 p =
√
2η˜
1
4√
h
1− 2
5
3 η˜
1
6
C
1
3
h
1
3 p = 2
2
3 C
2
3 η˜
1
6
h
2
3
4 1− 2 45 η˜ 110 h 15 p1 = η˜
1
5
2
2
5 h
3
5
, p2 =
η˜
2
5
16
1
5 h
1
5
1−
√
2η˜
1
8
C
1
4
h
1
4 p1 =
√
2C
3
4 η˜
1
8
h
3
4
, p2 =
C
1
4 η˜
3
8
√
2h
1
4
5 1− 2 76 η˜ 112 h 16 p1 = 2
2
3 η˜
1
3
h
1
3
, p2 =
2
1
3 η˜
1
6
h
2
3
1− 2η˜
1
10
C
1
5
h
1
5 p1 =
2C
4
5 η˜
1
10
h
4
5
, p2 =
2C
2
5 η˜
3
10
h
2
5
and the method, thus, converges for all Fourier modes. To conclude the proof, it
suﬃces to take the maximum of the convergence factor over |k|.
The preceding theorem shows that the classical Schwarz algorithm with Dirichlet
transmission conditions applied to the time discretized Maxwell’s equations is conver-
gent for all frequencies |k| and that the overlap is not necessary to ensure convergence.
The classical Schwarz algorithm corresponds in the case σ = 0 to a simple optimized
Schwarz algorithm for the positive deﬁnite Helmholtz equation
(4.4) (η˜ −Δ)u = f,
and from [20] we know that there are much better transmission conditions for such
problems. We, thus, propose at each time step the new algorithm
(4.5)
−√ηεE1,n + curl H1,n − σE1,n = J˜1 in Ω1,√
ημH1,n + curl E1,n = g1 in Ω1,
(Bn1 + S1Bn2)
(
E1,n,H1,n
)
= (Bn1 + S1Bn2)
(
E2,n−1,H2,n−1
)
on Γ12,
−√ηεE2,n + curl H2,n − σE2,n = J˜2 in Ω2,√
ημH2,n + curl E2,n = g2 in Ω2,
(Bn2 + S2Bn1)
(
E2,n,H2,n
)
= (Bn2 + S2Bn1)
(
E1,n−1,H1,n−1
)
on Γ21.
Now Theorem 3.2, Remark 1, Theorem 3.3, and all the cases in subsection 3.5 hold
unchanged for the time discretized case of Maxwell’s equations upon replacing iω by√
η, so we do not restate these results here. The nature of the associated min-max
problems (3.25), however, changes fundamentally, and the optimization parameters
are now real, s = p ∈ R and sl = pl ∈ R, l = 1, 2. For Cases 2 and 4, a complete
analysis is available; see [20]. Using a lengthy asymptotic analysis again, we complete
the results for the other cases and show in Table 4.1 the asymptotically optimal
parameters to use in the time domain case. Again, we obtain an entire hierarchy of
optimized Schwarz methods, with better and better convergence factors from Case 1
up to Case 5. While for the time harmonic equations Cases 2 and 3 and Cases 4 and
5 were asymptotically comparable, here all cases are asymptotically diﬀerent. It is
also interesting to note a relationship between the optimized parameters for the time
domain case with the one for the Cauchy–Riemann equations; see [13]: Cases 2 and
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4 are identical, since the corresponding convergence rates in the two cases are the
same, while for Cases 1, 3, and 5 there is a small diﬀerence in the constants, which is
due to the additional low frequency term in the Maxwell case. The diﬀerence appears
to be systematic; the convergence factor of the Maxwell case is obtained from the
convergence factor of the Cauchy–Riemann case by replacing h by 2h, while for the
optimized parameters one has to multiply by 2, in addition to the replacement of h
by 2h.
5. Numerical experiments. We discretize the equations using a ﬁnite volume
method on a staggered grid, which leads to the Yee scheme in the interior. For the
ﬁrst two test cases, we consider the propagation in vacuum with ε = μ = 1 and σ = 0.
We ﬁrst show the two-dimensional problem of transverse electric waves, since this
allows us to compute with ﬁner mesh sizes and, thus, to illustrate our asymptotic
results by numerical experiments. We simulate directly the error equations, f = 0, on
a uniform mesh with mesh parameter h, and we use a random initial guess to ensure
that all the frequency components are present in the iteration. We then show the full
three-dimensional (3d) case, ﬁrst for a model problem, and then for the application
of heating a chicken in a microwave oven.
5.1. Two-dimensional case. We consider the TE waves problem in the plane
(x, y, 0). There is no more dependence on z, and the components E3, H1, and H2 are
identically zero. The problem obtained is formally identical to the three-dimensional
case (2.3) if u = (E1, E2, H3)t, and the matrix Nv becomes
Nv =
(−vy
vx
)
,
and the matrices Gx, Gy, and Gv are
Gx =
(
Nex
N tex
)
, Gy =
(
Ney
N tey
)
, and Gv =
(
Nv
N tv
)
.
All the analytical results remain valid we need only to replace |k| by |ky| and the
corresponding quantities in the optimized parameters for both time harmonic and
time discretized solutions. We solve Maxwell’s equations on the unit square Ω =
(0, 1)2 with a zeroth order approximation of the absorbing boundary conditions on
∂Ω. The domain Ω is decomposed into the two subdomains Ω1 = (0, β) × (0, 1) and
Ω2 = (α, 1) × (0, 1), where 0 < α ≤ β < 1, and, therefore, the overlap is L = β − α,
and we consider both decompositions with and without overlap.
In the time harmonic case, the frequency ω˜ = 2π is chosen such that the rule
of thumb of 10 points per wavelength is not violated. Table 5.1 shows the iteration
Table 5.1
Number of iterations in the 2d time harmonic case to attain a relative residual reduction of
10−6 for diﬀerent transmission conditions and diﬀerent mesh sizes.
with overlap, L = h without overlap, L = 0
h 1/32 1/64 1/128 1/256 1/32 1/64 1/128 1/256
Case 1 27(21) 47(27) 72(33) 118(45) −(73) −(100) −(138) −(181)
Case 2 19(14) 19(15) 22(17) 26(19) 41(26) 57(34) 79(40) 111(47)
Case 3 13(13) 14(14) 17(17) 21(18) 41(23) 56(25) 80(28) 115(35)
Case 4 19(14) 21(16) 24(18) 27(19) 31(24) 35(28) 41(30) 47(33)
Case 5 13(13) 15(15) 17(18) 19(19) 56(26) 64(30) 76(32) 76(35)
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Fig. 5.1. Asymptotics for the overlapping (left) and nonoverlapping (right) cases for the time
harmonic equations.
Table 5.2
Number of iterations in the 2d time discretized case to attain a relative residual reduction of
10−6 for diﬀerent transmission conditions and diﬀerent mesh sizes.
with overlap, L = h without overlap, L = 0
h 1/16 1/32 1/64 1/128 1/16 1/32 1/64 1/128
Case 1 17(10) 25(12) 35(14) 47(17) 282(21) 574(27) 1122(33) 2244(41)
Case 2 14(8) 16(9) 20(11) 25(12) 40(14) 59(18) 79(21) 111(24)
Case 3 12(8) 14(9) 16(9) 18(9) 14(9) 17(11) 20(12) 25(14)
Case 4 12(9) 14(10) 16(12) 19(13) 21(13) 27(15) 33(17) 39(19)
Case 5 12(8) 14(9) 15(10) 17(10) 14(9) 17(11) 17(12) 19(13)
count to achieve a relative residual reduction of 10−6 for all Schwarz algorithms we
considered in the overlapping and nonoverlapping cases. The results are presented in
the form itS(itGM ), where itS denotes the iteration number for the iterative version
of the algorithm and itGM the iteration number for the accelerated version using
GMRES, and a dash means no convergence.
In Figure 5.1 we show the results we obtained in a graph, together with the
expected asymptotics. Both on the left in the overlapping case and on the right in
the nonoverlapping one, the asymptotics agree quite well, except for the classical case
with overlap, where the algorithm performs better than predicted by the asymptotic
analysis. In the case of the Cauchy–Riemann equations [13], it was observed that
certain discretizations of the hyperbolic system can introduce higher order terms in
the discretized transmission conditions, which can improve the convergence behavior,
as we observe it here, an issue that merits further study.
For the time discretized Maxwell’s equations, we choose η˜ = 1. Table 5.2 shows
the iteration count for one time step to achieve a relative residual reduction of 10−6
for all Schwarz algorithms we considered in the overlapping and nonoverlapping cases.
We observe that the classical nonoverlapping algorithm converges only very slowly;
the need of optimized methods is evident here.
In Figure 5.2 we show the results we obtained in a graph, together with the
expected asymptotics, and there is very good agreement.
5.2. Three-dimensional case. We solve now Maxwell’s equations on the unit
cube Ω = (0, 1)3. We decompose the domain into two subdomains Ω1 = (0, β)×(0, 1)2
and Ω2 = (α, 1) × (0, 1)2, with 0 < α ≤ β < 1, and L = β − α as before. In the
time harmonic case, we chose the frequency ω˜ = 2π/3 to satisfy the rule of thumb of
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Asymptotic convergence for the overlapping algorithm: time−domain case
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Asymptotic convergence for the non−overlapping algorithm:time−domain case
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Fig. 5.2. Asymptotics for the overlapping (left) and nonoverlapping (right) cases for the time
discretized equations.
Table 5.3
Number of iterations in the 3d time harmonic case to attain a relative residual reduction of
10−6 for diﬀerent transmission conditions and diﬀerent mesh sizes.
with overlap, L = h without overlap, L = 0
h 1/8 1/16 1/30 1/8 1/16 1/30
Case 1 19(13) 29(17) 46(22) −(93) −(140) −(202)
Case 2 14(12) 19(14) 23(16) 48(29) 69(36) 98(48)
Case 3 16(12) 18(14) 21(16) 65(35) 80(42) 166(55)
Case 4 15(13) 19(15) 22(17) 38(28) 60(33) 104(39)
Case 5 16(13) 18(14) 21(16) 70(36) 80(42) 176(55)
Table 5.4
Number of iterations in the 3d time discretized case to attain a relative residual reduction of
10−6 for diﬀerent transmission conditions and diﬀerent mesh sizes.
with overlap, L = h without overlap, L = 0
h 1/8 1/16 1/30 1/8 1/16 1/30
Case 1 14(8) 18(10) 25(12) 246(32) 467(43) 859(70)
Case 2 13(8) 18(10) 22(11) 46(24) 65(37) 87(65)
Case 3 12(8) 15(9) 17(10) 47(23) 59(28) 73(60)
Case 4 14(9) 17(10) 19(11) 48(21) 57(33) 66(63)
Case 5 12(8) 14(9) 16(10) 46(24) 53(29) 60(60)
10 points per wavelength. Table 5.3 shows the iteration count to achieve a relative
residual reduction of 10−6 for all Schwarz algorithms we considered, both in the
overlapping and nonoverlapping cases.
The results for the time discretized Maxwell’s equations where η˜ = 1 are shown
in Table 5.4.
5.3. A three-dimensional application: Chicken in a microwave oven.
We apply now the previous principles to derive an eﬃcient domain-decomposition
method based on optimized interface conditions to solve a realistic application: heat-
ing up a chicken in a microwave oven; see Figure 5.3 on the left. The computational
domain is now given by the heating cavity of a Whirlpool Talent Combi 4 microwave
oven, Ω = [0, 0.32]× [0, 0.36]× [0, 0.20] meters. We impose metallic boundary condi-
tions (which means a null tangential electric ﬁeld) on all faces except on the right of the
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Fig. 5.3. Chicken in a Whirlpool Talent Combi 4 microwave oven on the left and the real part
of the magnetic ﬁeld in the cooking cavity while heating the chicken on the right.
Fig. 5.4. Chicken heating in a microwave oven: electric ﬁeld intensity on the left and magnetic
ﬁeld intensity on the right.
oven, where the components of the electric ﬁeld are the dominant TE10 mode gener-
ated by the magnetron on a small rectangle of dimensions 0.08×0.04. The electric and
electromagnetic properties of the media are now nonconstant in the computational
domain: inside the chicken, we have an electric permittivity ε = 4.43 · 10−11 farad
m
and
the conductivity is σ = 3 · 10−11 siemens
m
, whereas for the air ε = 8.85 · 10−12 farad
m
and
σ = 0 siemens
m
. The magnetic permeability is the same for both, μ = 4π · 10−7 henry
m
, and
the frequency is given by ω = 2π · 2.45 GHz.
We decompose the microwave oven into 2×2×2 = 8 subdomains of equal size on
a grid with mesh size h = 0.005, which allows us to solve this problem on a personal
computer, where a direct factorization would not have been possible anymore. This
resolution is enough for the wavelength of the microwave and also for most of the
geometry of the chicken, except maybe for the drumstick tips. The real part of the
magnetic ﬁeld of the solution is shown in Figure 5.3 on the right, and the intensity (Eu-
clidian norm) of the electric and magnetic ﬁelds in the oven are shown in Figure 5.4 in
three dimensions. Two-dimensional cross sections of the solution are shown in Figure
5.5, where we show in each row on the left the electric and on the right the magnetic
ﬁeld intensities. One can see from these computational experiments why a turntable
is so important in a microwave oven: there are hot spots, where the intensity of the
standing wave is high in the chicken, and other areas, where there is very little heating
happening. Only a turntable can lead to an approximately even heating of the chicken.
D
ow
nl
oa
de
d 
09
/1
1/
13
 to
 1
30
.1
59
.1
04
.1
44
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
OPTIMIZED SCHWARZ METHODS FOR MAXWELL’S EQUATIONS 2211
0 0.05 0.1 0.15 0.2 0.25 0.3
0
0.05
0.1
0.15
0.2
 
x
 
z
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
5500
0 0.05 0.1 0.15 0.2 0.25 0.3
0
0.05
0.1
0.15
0.2
 
x
 
z
5
10
15
20
25
30
35
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
−0.05
0
0.05
0.1
0.15
0.2
0.25
 
y
 
z
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
5500
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
−0.05
0
0.05
0.1
0.15
0.2
0.25  
y
 
z
5
10
15
20
25
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
 
x
 
y
1000
2000
3000
4000
5000
6000
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
 
x
 
y
5
10
15
20
25
30
35
Fig. 5.5. Cross sections of the electric and magnetic ﬁeld intensities.
6. Conclusions. We have shown that, for Maxwell’s equations, a classical
Schwarz algorithm using characteristic Dirichlet transmission conditions between sub-
domains has the same convergence behavior as a simple optimized Schwarz method
applied to the Helmholtz equation, with a low frequency approximation of the optimal
transmission conditions. This relation allowed us to develop easily an entire hierarchy
of optimized overlapping and nonoverlapping Schwarz methods with better transmis-
sion conditions than the characteristic ones for Maxwell’s equations. We illustrated
with numerical experiments that the new algorithms converge much more rapidly
than the classical one and that such algorithms can be eﬀectively used to compute
an approximate solution for a large scale application. This latter problem contains a
positive conductivity, variable coeﬃcients, and multiple subdomains, a case which is
not covered by our current analysis. Nevertheless, the algorithm performs well with
the coeﬃcients derived from the zero conductivity, constant coeﬃcient case. We are
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currently studying the optimization problem with nonzero conductivity, for which the
equivalence with the Helmholtz equation does not hold any longer.
The equivalence between systems and scalar equations has already been instru-
mental for the development of optimized Schwarz algorithms for the Cauchy–Riemann
equations and will almost certainly play an important role for other cases. For exam-
ple, it was observed in [15] that, for Euler’s equation, the classical Schwarz algorithm
with characteristic information exchange at the interfaces is convergent, even without
overlap. To relate systems of partial diﬀerential equations to scalar ones, the algebraic
tool of the Smith factorization [40] has proved to be useful; see [16].
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