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ARSTRAU 
If H(A) = (A + A*)/2 and c is real, it is determined when cH(A-I) - H(A)-‘is 
positive definite when A is a matrix for which H(A) is positive definite. Motivation is 
given by considering the classical adjoint, and the result is applied to A-IA* and AZ. 
SECTION I. INTRODUCTION 
For a square matrix A, define H(A) E (A + A*)/2, the “symmetric 
part” of A, and define S(A) E (A - A*)/2, the “skewsymmetric part” of 
A. Then H and .S are linear operators and A = H(A) + s(A). We shall 
denote by 17, the class of n x a matrices A for which H(A) is positive 
definite (> 0). The classical adjoint of A will be denoted by adj A; 
then adj A = (det A)&l if A-l exists. 
Our goal is to relate H(A-I) and H(A)-l when A in;, and A is real. 
The strong result is Theorem 2 which is motivated by and proved in the 
same manner as Theorem 1. It is of interest that the same statements do 
not hold for complex matrices even if “det A” is replaced by “ldet A 1”. 
A simple 2 x 2 example will suffice to show this. A much shorter proof 
than the general one given here can be given in the case of A being normal. 
In Sets. III, IV, and V applications of the theorems and their proof are 
given. In Sec. IV, L-IA* is considered. 
SECTION II 
THEOREM 1. If A is real and A E U,, then 
(a) H(adj A) - adj H(A) is a symmetric positive semidefinite (2 0) 
matrix; and 
(b) H(adj A) - adj H(A) is positive definite if and only if S(A) has 
more than one pair of conjugate nonzero eigenvalues. 
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Since A E II,, it can be easily shown by a field of values argument that 
A-1 exists and also lies in fl,. Thus H(adj A) - adj H(A) is the difference 
of two symmetric positive definite matrices and is, of course, symmetric. 
Proof of Theorem 1. Let H(A) = J and S(A) = S, then A = J + S 
with J > 0 and S skewsymmetric. If B, = H(adj A) - adj H(A), B, may 
berewrittenB, = H[adj(J + S)] - adj J = det(J + S) * H[(J + S)-l] - 
det(J) * J-l. 
Since det(J) > 0, the definiteness of B, is equivalent to that of B, = 
B,/det(J). Thus it suffices to consider 
B 
2 
= d4J + S) 
det(J) 
- H[(J + S)-l] - J-l = cH[(J + S)-l] - J-l, (1) 
where c = det(1 + J-S). 
(i) The factor c. 
J-1s = J-l/Z(J-l/ZSJ-l/2)51/2 so that J-Q is similar to a skewsymmetric 
matrix. Thus J-3 has only pure imaginary eigenvalues occurring in 
conjugate pairs & itj with as many nonzero pairs as the skewsymmetric 
matrix S has. Thus the eigenvalues of I + J-IS are of the form 1 f itj 
and 
c = 17(1 & itj) = n(l + tj2), tj real. (2) 
Therefore c has a factor > 1 for each conjugate pair of nonzero eigenvalues 
of s. 
(ii) An equivalent check for the definiteness of Bs. 
B, is symmetric and it suffices to consider 
(x, B,x) for all nonzero n-vectors x to determine the definiteness of B,. (3) 
(x (J + s1-l + [cJ + s)-l]*x 
2 
_ (x J-lx) 
= (44 [(x, (J + S) -W + (x> (J - S) -lx) 1 - (x, J-lx). 
If 
~1 = (J + S)-lx, yZ = (J - S)-lx and ya = J-lx, 
then 
yz = (J - S)-l(J + S)Y, 
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and 
(x> Bzx) = (42) [([J Sly,> 
~3) 
= (42) i([J + Sly,, ~1) + (~1, [J + Sly,)1 - (JY,, ~3) 
= (44 [(YI> [J - Sly,) + (~1, [J + Sly,)1 - (~3, JY,) 
= 4~1, JY,) - (~3, JY,). 
Since y1 = (J + S)-lx = (J + S)-IJy, = (I + J-1S)-1y3 our expres- 
sion becomes 
C( [I + J-lSlYy3, J[I + J-lSl-ly3) - (~3, JY,) 
= (y3, (c[I - SJ-l]-lJ[I + J-%1-l - J)y3). 
(iii) Thus it suffices to check the symmetric matrix 
B, = c[(I - SJ-l)-lJ(I + J-lS)-l] - J. (4) 
But 
B, = c[(J-1 - J-‘SJ-l)-l(I + J-1S)-1] - J 
= c[J(I - J-IS)-l(I + J-lS)-l] - J = J[c(I - (J-1S)2)-1 -I] 
= Jl/2( Jl/2[c(I _ [J-lS]Z)-1 _ I] J-113) J’/3. 
This means that B3 is congruent via a p.d.m. to a matrix similar to 
B, = c(1 - [J-1S]2)-1 - I. (5) 
Therefore B3 is > 0 or > 0 if and only if B, has all its eigenvalues > 0 or 
> 0 respectively. 
(iv) The eigenvalues of Bp. 
The eigenvalues of B, are just [c/(1 + tj2)] - 1 where f itj are the 
eigenvalues of J-lS already considered in (i). Since c = n(l + tj2) by 
Eq. (2), the eigenvalues of B4 become 
([D(l + ml/(1 + b”)> - 1 =Q (1 + b2) - 1. (6) 
Thus all eigenvalues of B, are nonnegative and are all positive if and only 
if there is more than one tj # 0, that is if and only if S(A) has more than 
one pair of nonzero eigenvalues. 
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B, and thus B, are always positive semidefinite and are 
positive definite if and only if S(A) has more than one conjugate pair of 
eigenvalues which completes the proof. n 
In the following let T = max,(Itil> if f it? are the eigenvalues of 
H(A)-IS(A). Then we have 
THEOREM 2. If A E 17, and A is real and c is a real scalar then 
cH(A-l) - H(A)-l is positive definite if and only if c > 1 + T2. 
Proof. In the proof of Theorem 1, B, will have all roots positive if and 
only if c > 1 + T2. Thus, B, which is formally the same as the expression 
of Theorem 2 will be positive definite if and only if c > 1 + T2. w 
In the case n = 2 of Theorem 1, H(adj A) - adj H(A) is identically 
0 as can also be found computationally. If n > 2, then H(adj A) - 
adj H(A) = 0 if and only if S(A) = 0, that is when A is symmetric. If 
n = 3 and S(A) -# 0, then H(adj A) - adj H(A) = EE* where E # 0 is 
some 3 x 1 matrix. 
When n is large and S(A) has several nonzero roots, then Theorem 2 
becomes more useful. 
SECTION III 
The reasoning of part (i) of the proof of Theorem 1 leads to an important 
determinantal inequality for the class 17, over the complex field. 
COROLLARY 1 (Ostrowski-Taussky). If A in,, then det H(A) < 
ldet Al. Equality holds if am.! only if S(B) = 0. 
Proof. By the same methods as in part (i), ldet(I + H(A)-lS(A)) / > 1 
with equality only when S(A) = 0. This holds even if A is complex and 
means det H(A) < (det [H(A) + S(A)]/. E 
SECTION IV 
A is normal if and only if A-IA* is orthogonal when A-l exists. If 
A EL?,, ako, then A-IA* may or may not be in 17,. Let T be as in 
Theorem 2 and then Theorem 2 provides a method of determining where 
A-lA* lies. 
COROLLARY 2. If A E Il,, and A is real and normal then 
A-IA* ~17, if and only if T < 1. 
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In this case 0 < Re(;l) < 1 if A is an eigenvalue of A-IA*. 
Proof. The conclusion of the Corollary could be drawn by elementary 
means since A is normal if and only if H(A) and S(A) commute. But 
Theorem 2 says that c > 1 + T2 if and only if c[A-l + (A-l)*]/2 > 
[(A + A*)/2]-r or (c/4) [21 + (A-l)*B + A-lA*] > I since the left-hand 
side is hermitian by the normality of A. Since [(A-l)*A] = (A-lA*)-l 
and is therefore (AerA*)* we have (c/4) [21+ 2H(A_lA*)] > I or H(A-lA*) 
> [(2 - c)/c]I. Thus A-IA* ~17, if and only if c > 2 if and only if 
T2 < 1. 
When A-lA* E 17, all real parts of its eigenvalues must be positive 
and since A-lA* is orthogonal, they are also less than or equal to 1. w 
If A is real and in fin but not necessarily normal, a similar approach 
still yields information about A-IA* via Theorem 2. The condition of 
Corollary 2 is still necessary, but no longer sufficient. 
Since the product of two positive definite matrices has all its roots 
real and positive, cH(A-l) - H(A)-r > 0 if and only if cH(A-l)H(A) - I 
has all roots positive. Equivalently H(A-l)H(A) has all roots > l/c. But 
H(A-l)H(A) = I/S + (A-lA* + (A-lA*)-l)/4 and we may conclude by 
Theorem 2 that A-lA* + (A-lA*)-r has all its eigenvalues > 2(2 - c)/c 
if and only if c > 1 + T2. Thus A-lA* + (g-lA*)-l has all its roots 
positive if and only if T2 < 1. The smallest eigenvalue of H(B) is always 
less than or equal to the smallest of the real parts of those of B for any 
square matrix B and A-lA* and (A-lA*)-l are either both in or both not 
in fin. If both are, their sum is and we may conclude 
COROLLARY 3. If A in% and A is real, then A-lA* ~17, implies 
T < 1. 
It could be that T < 1 and A-lA* $17, if A is not normal. A simple 
example is 
It, of course, depends on how much smaller the smallest root of H(A-lA*) 
is than the smallest of the real parts of the roots of A-lA*, that is, on how 
much the field of values of A-lA* deviates from the convex hull of its 
eigenvalues. 
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SECTION V 
We shall conclude with parallel applications to the matrix A2. Two 
calculations are of use in order to do so. 
(i) H(A2) = H{ [H(A) + S(A)12} 
=H{H(A)2+S(A)2+H(A)S(A) +.WW(A)} 
= ff(AJ2 +.W2 +ff(H(A)W) + S(WW)} 
= H(A)2 + S(A)B. 
Thus A2 ~17, if and only if H(A)2 + S(A)2 > 0 (H(A)2 + S(A)2 may be 
thought of as the difference of two positive semidefinite matrices). 
(ii) A-Y?H(Aa)(A-l)* = A((A)-I)* + A-lA* = 2H(A-lA*) implies that 
H(A2) and H(A-lA*) have the same inertia. Therefore A2 ~17, if and 
only if A-lA* E 17,. 
We summarize these in a Lemma which facilitates the application of 
Sec. IV. 
LEMMA. If A is nonsingular, the following three statements are equivalent : 
(a) A2g17,, 
(b) H(A)2 + S(A)2 > 0, and 
(c) A-IA* ~17,. 
Thus A2 may replace A-IA* in the results of Sec. IV to yield 
COROLLARY 4. Suppose A E 17, and A is real, then 
(1) A2 E 17, implies T < 1, and 
(2) if A is normal A2 E 17, if and only if T < 1. 
Just as with A-IA*, T < 1 does not imply A2 ~17, if A is not normal 
(the same example suffices). 
Finally, given any H positive definite and S skewsymmetric, we may 
interpret H + S as a member of U,, and thus interpret Corollary 4 as 
giving conditions under which H2 + S2 > 0 or equivalently H2 > - S2 
(- S2 is positive semidefinite). 
Part of this paper is contained in the author’s doctoral dissertation written 
under the supervision of Olga Taussky. 
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