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Introduction
1 Introduction
The subject of this work is the sinh-Gordon equation,
utt − uxx = − sinhu, x ∈ T = R/Z, t ∈ R (1.1)
where u is assumed to be real valued. Note that a purely imaginary solution u = iuˇ of (1.1) satisfies
uˇtt − uˇxx = − sin uˇ, referred to as sine-Gordon equation. Both equations are nonlinear perturbations
of the Klein-Gordon equation utt − uxx = mu (with m = −1) and have wide ranging applications in
geometry and quantum mechanics (cf. discussion at the end of the introduction). They have been
extensively studied. In particular it is known that (1.1) is an integrable PDE. Our aim is to study its
normal form and obtain results comparable to the ones for the Korteweg-de Vries equation (cf. [8])
and the defocusing NLS equation (cf. [6]). The normal form of such equations can be used to analyze
their solutions and to study their (Hamiltonian) perturbations. First let us recall that the sinh-Gordon
equation can be written in Hamiltonian form. To describe it we introduce for any given s ∈ R the
Sobolev space
HsR = H
s(T,R), Hsr := HsR ×HsR.
We also write L2R for H
0
R and accordingly L
2
r for H0r . Equation (1.1) can be written as a system for
u1 = u and u2 = ut (
u1
u2
)
t
= XHsinh , XHsinh(u1, u2) =
(
u2
u1xx − sinhu1
)
(1.2)
where XHsinh is the Hamiltonian vector field associated to the Hamiltonian
Hsinh =
∫ 1
0
1
2
u22 +
1
2
(u1x)
2 + coshu1 dx, (1.3)
with respect to the Poisson bracket
{F,G}1 =
∫ 1
0
(
∂u1F
∂u2F
)
J
(
∂u1G
∂u2G
)
dx, J =
(
0 1
−1 0
)
. (1.4)
Here F,G are functionals on some Sobolev space with sufficiently regular L2R-gradients (∂u1F, ∂u2F ),
(∂u1G, ∂u2G). Note that H is defined for (u1, u2) ∈ H1R ×L2R. To avoid a phase space consisting of pairs
of functions of different regularity we introduce the following coordinates,
(q, p) = (u1,−P−1u2) ∈ H1r (1.5)
where P denotes the Fourier multiplier operator P :=
√
1− ∂2x. Note that for any s ∈ R, P is a linear
isomorphism P : HsR → Hs−1R with inverse P−1 : Hs−1R → HsR. When expressed in these coordinates,
equation (1.2) becomes (
qt
pt
)
= −
(
0 1
−1 0
)(
Pq + P−1(sinh q − q)
Pp
)
.
The pullback of the Hamiltonian (1.3) again denoted by Hsinh, is given by
Hsinh(q, p) =
∫ 1
0
(1
2
(Pp)2 +
1
2
(Pq)2 + cosh(q)− 1
2
q2
)
dx
whereas the pullback of the Poisson bracket (1.4) can be computed as
{F,G} =
∫ 1
0
(
∂qF
−P−1∂pF
)(
0 1
−1 0
)(
∂qG
−P−1∂pG
)
dx = −
∫ 1
0
(
∂qF
∂pF
)(
0 1
−1 0
)
P−1
(
∂qG
∂pG
)
. (1.6)
Hence the Hamiltonian vector field of Hsinh is given by
XHsinh = −
(
1
−1
)
P−1
(
P 2q + sinh(q)− q
P 2p
)
=
( −Pp
Pq + P−1(sinh(q)− q)
)
.
Here and in the sequel, we suppress matrix coefficients which vanish, so e.g.
(
1
−1
)
stays for
(
0 1
−1 0
)
.
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According to [4], the sinh-Gordon equation admits a Lax pair formulation. More precisely consider
for (q, p) ∈ H1r the differential operators
Q(q, p) = Q1∂x +Q0(q, p), K(q, p) = K1∂x +K0(q, p) (1.7)
where the coefficients Q1, Q0,K1,K0 are the 4× 4 matrices given by
Q1 =
(−J )
, Q0(q, p) =
(
A(q, p) B(q, p)
B(q, p)
)
,
K1 =
(−I
I
)
, K0(q, p) =
( −2JB(q, p)
−2B(q, p)J
)
,
with I, J,R, Z denoting the 2× 2 matrices
I =
(
1
1
)
, J =
(
1
−1
)
, R =
(
i
−i
)
, Z =
(
1
1
)
(1.8)
and
A(q, p) := −1
4
(Pp+ qx)Z, B(q, p) ≡ B(q) := 1
4
eiRq/2 =
1
4
(
exp(−q/2)
exp(q/2)
)
. (1.9)
One verifies that t 7→ (q(t), p(t)) is a solution of the sinh-Gordon equation (1.1) iff t 7→ Q(q(t), p(t)),
t 7→ K(q(t), p(t)) satisfy
Qt = [K,Q]. (1.10)
Indeed, using that [K1, Q1] = 0 and (K1)x = 0, (Q1)x = 0 one computes that [K1∂x, Q1∂x] = 0 implying
that
[K,Q] = [K1∂x +K0, Q1∂x +Q0] = [K1, Q0]∂x +K1(Q0)x + [K0, Q1]∂x −Q1(K0)x + [K0, Q0]
Since [K1, Q0] + [K0, Q1] = 0 it follows that
[K,Q] = K1(Q0)x −Q1(K0)x + [K0, Q0]
where
K1(Q0)x −Q1(K0)x =
(−Ax Bx
Bx
)
and
[K0, Q0] =
(
2B2J − 2JB2 2AJB
−2BJA
)
.
Note that −BJA = AJB = 1
16
(Pp+ qx)
(
e−q/2
−eq/2
)
and 2B2J − 2JB2 = − 14 sinh(q)
(
1
1
)
. Since
Qt = (Q0)t =
(
At Bt
Bt
)
equation (1.10) is equivalent to the following system of equations
− (Pp+ qx)t = (Pp+ qx)x − sinh(q)(
e−q/2
)
t
=
(
e−q/2
)
x
+
1
2
(Pp+ qx) e
−q/2,
which we write as
(∂t + ∂x)(Pp+ qx) = sinh(q) (1.11)
qt = −Pp. (1.12)
Clearly, t 7→ q(t), t 7→ p(t) solve (1.11) - (1.12) iff t 7→ q(t) satisfies equation (1.1) and qt = −Pp.
The identity (1.10) leads to a family of first integrals of the sinh-Gordon equation. Expressed in a
somewhat informal way (i.e., without addressing issues of regularity) it follows from (1.10) that for any
solution t 7→ (q(t), p(t)) of the sinh-Gordon equation, the periodic spectrum specperQ(q(t), p(t)) of the
operator Q(q(t), p(t)) is independent of t. Hence for any (q0, p0) ∈ H1r , the set
Iso(q0, p0) = { (q, p) ∈ H1r : specperQ(q, p) = specperQ(q0, p0) }
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is left invariant by the flow of the sinh-Gordon equation. It is referred to as the isospectral set of (q0, p0)
and its elements as isospectral potentials. As a consequence, any functional F , defined on H1r (or a
subset of it), which is constant on any isospectral set, is a first integral of the sinh- Gordon equation.
Functionals with this property are referred to as spectral invariants.
In order to state our main results we introduce for any s ∈ R the Hilbert space hsr = `2,s × `2,s and
its complexification hsc where `2,s = `2,s(Z,R) is the weighted `2 sequence space given by
`2,s := { x = (xn)n ∈ `2(Z,R) : ‖x‖2s =
∑
〈n〉2s|xn|2 <∞ },
`2,sC = `
2,s(Z,C), and 〈n〉 = (n2pi2 +1)1/2. Correspondingly we denote by HsC the Sobolev space Hs(T,C)
and by Hsc := HsC × HsC the complexification of Hsr . Furthermore we denote by `1,s = `1,s(Z,R) the
weighted `1-sequence space
`1,s := { x = (xn)n ∈ `1(Z,R) : ‖x‖1,s =
∑
n∈Z
〈n〉s|xn| }
and by `1,s+ its positive quadrant,
`1,s+ := { x = (xn)n ∈ `1,s : xn ≥ 0 ∀ n ∈ Z }.
Finally we introduce the following weighted version of the Fourier transform F : H1c → h1/2c
F : H1c → h1/2c , (q, p) 7→ (〈2n〉1/2αn(q, p))n∈Z, (〈2n〉1/2βn(q, p)n∈Z)
where for any n ∈ Z
αn(q, p) =
∫ 1
0
(−q(x) cos(2npix) + p(x) sin(2npix)) dx
and
βn(q, p) =
∫ 1
0
(−q(x) sin(2npix)− p(x) cos(2npix)) dx.
Clearly F : H1c → h1/2c and its restriction to H1r , again denoted by F , F : H1r → h1/2r , are linear
isomorphisms.
Our main results are the following ones.
Theorem 1.1 There exists a map Φ, defined on a neighborhood V0 of 0 in H1r with values in h
1/2
r with
the following properties.
(i) Φ : V0 → Φ(V0) v 7→ ((xn(v))n∈Z, (yn(v))n∈Z)) is a real analytic diffeomorphism. Φ(0) = (0, 0)
and the image Φ(V0) is a ball, centered at 0. Its differential d0Φ at 0 is given by the weighted
Fourier transform F .
(ii) The actions In := (x2n + y2n)/2, n ∈ Z, are spectral invariants and hence first integrals of the
sinh-Gordon equation.
(iii) The sinh-Gordon Hamiltonian when expressed in the coordinates xn, yn n ∈ Z, is in normal form,
meaning that it is a function of the actions alone, H = H((In)n∈Z). Here H is a real analytic
function, defined in a neighborhood of 0 in `1,1+ .
(iv) The sinh-Gordon equation on V0, when expressed in the coordinates xn, yn, n ∈ Z, takes the form
x˙n = −ωnyn, y˙n = ωnxn, ∀ n ∈ Z
where ωn := ∂InH, n ∈ Z, are the sinh-Gordon frequencies. Hence it can be solved by quadrature,
xn(t) =
√
2In(0) cos(−ωnt+ θn(0)), yn(t) =
√
2In(0) sin(−ωnt+ θn(0))
where In(0), θn(0) are determined by the initial data, xn(0) =
√
2In(0) cos(θn(0)), yn(0) =√
2In(0) sin(θn(0)) and ((xn(0))n∈Z, (yn(0))n∈Z) ∈ Φ(V0). The solution ((xn(t))n∈Z, (yn(t))n∈Z)
stays in Φ(V0) for all times t ∈ R.
The coordinates xn, yn, n ∈ Z are referred to as Birkhoff coordinates and the map Φ as Birkhoff map.
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Comments: Let us briefly comment on Theorem 1.1. (i) Actually, the results obtained are more
general than the ones stated in Theorem 1.1. The map Φ is defined on a neighborhood W of H1r in
H1c as a real analytic map Φ : W → h1/2c and it is shown that Φ is a local diffeomorphism at any so
called finite gap potential. (ii) The representation of solutions of the sinh-Gordon equation in terms of
Birkhoff coordinates implies that they are almost periodic in time. (iii) Since Φ is real analytic, it is a
diffeomorphism in a complex neighborhood of 0 in H1c and can be used to bring also the sine-Gordon
equation into normal form near 0. We plan to work this out in a future project. (iv) Many open questions
remain. To address them would go beyond the scope of this thesis. In particular, we plan to study in
future work whether Φ is a global symplectomorphism or at least a local one everywhere in phase space.
Furthermore, we plan to investigate the restriction of Φ to the Sobolev spaces Hsr for any s ≥ 1 and to
study regularizing properties of Φ−F .
Related work: The sinh-Gordon and sine-Gordon equations have a long and distinguished history.
They first came up in the 19th century in the theory of pseudospherical surfaces (cf [2]). Actually, it is
the version of these equations in light cone coordinates, wξη = − sinhw and respectively, wξη = − sinw,
that were considered in this context. In view of the many applications, the sinh-Gordon and sine-Gordon
equations are very important equations in contemporary physics: they arise in model field theories (see
e.g. [20]), superconductivity (see e.g. [16]) and in mechanical models of nonlinear wave propagation (see
e.g. [15] and references therein). Various techniques for obtaining solutions of the sinh-Gordon and sine-
Gordon equations on the real line have been developed, amongst them Lax-pair representation, inverse
scattering, the Bäcklund transformation, and the transformation u = 4 arctanh(w) or u = 4 arctan(w)
(cf e.g. [5], [14] and references therein). Using methods of algebraic geometry, the versions of these
equations in light cone coordinates in the class of quasi-periodic functions (with respect to the light
cone coordinates) have been extensively studied (cf e.g. [1] and references therein). In our earlier work
[21], these equations have been studied in the class of functions which are periodic with respect to one
of the two light cone coordinates. The main result in [21] says that in this case, the equations can be
viewed as Hamiltonian PDEs with Hamiltonian in the Poisson algebra of the defocusing and respectively
focusing mKdV equation, for which a normal form theory has been established. The mentioned results
for the version of the sinh-Gordon and sine-Gordon equations in light cone coordinates do not apply to
the sinh-Gordon equation (1.1) or the sine-Gordon equation on the circle since in light cone coordinates,
the periodicity with respect to the x-variable gets lost.
Important contributions to the analysis of equation (1.1) and its normal form were obtained in [17]
where parts of the material, discussed in Section 2, 3, and 7 of our work, are presented and the spectral
curve associated to the operator Q(q, p), defined in (1.7), is studied. Based on results in [17] and [12],
it is shown in [13] that near a class of finite gap potentials, the sine-Gordon equation admits canonical
coordinates so that the sine-Gordon Hamiltonian is in normal form up to order three. These coordinates
are then used in [13] to prove a KAM type result for a class of small Hamiltonian perturbations of the
sine-Gordon equations. In future work we plan to use the Birkhoff coordinates, constructed in this work,
to obtain such type of results for the sinh-Gordon equation near arbitrary finite gap potentials.
Organisation: In Section 2 we record the results needed on the fundamental solution of the operator
Q(v), the main purpose being to introduce notation and to state the results in the form needed later. In
Section 3 we study the asymptotics of the periodic, the Dirichlet, and the Neumann eigenvalues of the
operator Q(v) for v ∈ H1c . Although the material in these two sections is by and large known (cf e.g.
[17]), for the convenience of the reader, we included the proofs of the stated results. In Section 4 we prove
the summability of the gap lengths in weighted `2 spaces, introduce the notion of left and right sided finite
gap potentials and prove that the sets constituted of such potentials are dense in Hsc for any s ≥ 1. In
Section 5 we compute the gradient of the fundamental solution as well as of the ones of simple Dirichlet,
Neumann, and periodic eigenvalues of the operator Q(v) and establish asymptotics for these gradients.
In Section 6 we consider potentials in some small complex neighbourhood of H1r in H1c , introduce the
notion of isolating neighbourhoods, and discuss product representations of various quantities. In Section
7 we compute various Poisson brackets and study isospectral sets. The material covered in Section 7 is
by and large known (cf e.g. [17]). It is presented in such a way that it can be readily applied for our
purposes (cf Sections 8 and 9). In Section 8 we introduce candidates for action and angle variables and
study their properties. In Section 9 we study candidates for Birkhoff coordinates defined in terms of the
action-angle variables introduced in Section 8 and prove Theorem 1.1. In particular we show that our
candidates provide a system of coordinates near 0 so that the sinh-Gordon Hamiltonian when expressed
in these coordinates is in Birkhoff normal form.
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2 Fundamental solution
In this chapter we study the fundamental solution of the differential operator Q = Q(q, p) defined in
(1.7). The results obtained will be used in particular in Chapter 3 in order to analyze the periodic and
the Dirichlet spectrum of Q.
Note that QF = 0 if and only if F = 0 and for any given λ ∈ C∗ = C\{0}, a function F in H1loc(R,C4)
is a solution of
QF = λF (2.1)
if and only if F = (f, λ−1Bf) and f satisfies the following first order ODE
− J∂xf + (A+B2/λ)f = λf. (2.2)
Here and in the sequel we often write ∂xf for fx and v for (q, p) ∈ H1c . Let M = M(x, λ, v) ∈ C2×2 be
the fundamental solution for equation (2.2), meaning that
(−J∂x +A(x) +B2(x)/λ)M(x, λ, v) = λM(x, λ, v), M(0, λ, v) = Id, v = (q, p) ∈ H1c .
Clearly one has
∂xM = J
(
λ−A−B2/λ)M, (2.3)
or, taking the definition (1.9) into account
∂xM(x, λ, v) = J
(
λ+
1
4
(Pp(x) + qx(x))
(
1
1
)
− 1
16λ
(
e−q(x)
eq(x)
))
M.
Sometimes it is convenient to use the matrix valued functionM instead of M where
M(x, λ, v) = TM(x, λ, v)T−1, T =
(
1 i
1 −i
)
, T−1 =
1
2
(
1 1
−i i
)
. (2.4)
Introduce
Q =
(
T
T
)
Q
(
T−1
T−1
)
= Q1∂x +Q0(v) (2.5)
where
Q1 =
(
R
)
, Q0(v) =
(A(v) B(v)
B(v)
)
(2.6)
and
A(v) = TA(v)T−1 = − i
4
(Pp+ qx)J, B(v) = TB(v)T−1 = 1
4
(
cosh(q/2) − sinh(q/2)
− sinh(q/2) cosh(q/2)
)
. (2.7)
Note that
B(v)2 = TB(v)2T−1 = 1
16
(
cosh(q) − sinh(q)
− sinh(q) cosh(q)
)
(2.8)
F is a solution of QF = λF iff QTF = λTF . Furthermore F is a solution of
QF = λF (2.9)
iff F = (F1, λ−1BF1) and
∂xF1 = −R
(
λ−A− B2/λ)F1. (2.10)
HenceM satisfies
∂xM = −R
(
λ−A− B2/λ)M, M(0, λ, v) = I. (2.11)
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2.1 Symmetries and estimates for the fundamental solution
First we discuss symmetries of the fundamental solution M needed in the sequel.
Proposition 2.1 (Symmetries) For any (x, λ, v) ∈ [0,∞)× C∗ ×H1c
(i) (Reflection in λ)
M(x,−λ, v) = −RM(x, λ, v)R, M(x,−λ, v) = −ZM(x, λ, v)Z.
(ii) (Reciprocity in λ)
M
(
x,
1
16λ
, q, p
)
= −Re−iRq(x)/2M(x, λ,−q, p)eiRq(0)/2R.
or, solving for M (x, λ,−q, p),
M (x, λ,−q, p) = −ReiRq(x)/2M(x, 1
16λ
, q, p)e−iRq(0)/2R.
(iii) (Conjugation)
M(x, λ, v) = M(x, λ, v), M(x, λ, v) = ZM(x, λ, v)Z.
(iv) (Reflection of v)
M(x, λ,−v) = JM(x, λ, v)J−1, M(x, λ,−v) = RM(x, λ, v)R−1.
Proof. (i) First note that M(x,−λ, v) and −RM(x, λ, v)R coincide at x = 0. It suffices to show that
they satisfy both the same first order differential equation. By (2.3) M(x,−λ, v) satisfies
∂xM(x,−λ, v) = J
(
− λ+ 1
4
(Pp(x) + qx(x))Z +
1
16λ
eiRq(x)
)
M(x,−λ, v)
and thus
∂x
(
−RM(x, λ, v)R
)
= −RJ
(
λ+
1
4
(Pp(x) + qx(x))Z − 1
16λ
eiRq(x)
)
M(x, λ, v)R.
Since RJ = −JR, RZ = −ZR and ReiRq = eiRqR one concludes that −RM(x, λ, v)R satisfies the same
equation as M(x,−λ, v)
∂x
(
−RM(x, λ, v)R
)
= J
(
− λ+ 1
4
(Pp(x) + qx(x))Z +
1
16λ
eiRq(x)
)(
−RM(x, λ, v)R
)
as claimed. Concerning the second identity of item (i) note that
Z = −iTRT−1 (2.12)
and hence −ZMZ = −ZTMT−1Z = TRMRT−1 which yields the claimed identity forM(x,−λ, v).
(ii) Again note thatM(x,− 116λ , q, p) and e−iRq(x)/2M(x, λ,−q, p)eiRq(0)/2 coincide at x = 0. Hence it
suffices to show that they satisfy both the same first order differential equation. By (2.3)M(x,− 116λ , q, p)
satisfies
∂xM(x,− 1
16λ
, q, p) = J
(
− 1
16λ
+
1
4
(Pp(x) + qx(x))Z + λe
iRq(x)
)
M(x,− 1
16λ
, q, p). (2.13)
On the other hand
∂x
(
e−iRq(x)/2M(x, λ,−q, p)
)
=e−iRq(x)/2J
(
λ+
1
4
(Pp(x)− qx(x))Z − 1
16λ
e−iRq(x)
)
M(x, λ,−q, p)
− 1
2
qx(x)iRe
−iRq(x)/2M(x, λ,−q, p).
Since e−iRq/2J = JeiRq/2, eiRq/2Z = Ze−iRq/2 and iR = −JZ one gets
∂x
(
e−iRq(x)/2M(x, λ,−q, p)
)
= J
(
λeiRq(x) +
1
4
(Pp(x) + qx(x))Z − 1
16λ
)
e−iRq(x)/2M(x, λ,−q, p).
(2.14)
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Comparing (2.13) and (2.14) one sees that M
(
x,− 116λ , q, p
)
and e−iRq(x)/2M(x, λ,−q, p)eiRq(0)/2 satisfy
the same differential equation and hence must coincide. The first identity of item (ii) then follows from
(i). The second identity of (ii) is obtained using the first one.
(iii) Take the complex conjugate of (2.3)
∂xM(x, λ, v) = J
(
λ−A(v)−B(v)2/λ
)
M(x, λ, v).
Since A(v) = A(v), B(v)2 = B(v)2 and M(0, λ, v) = I one concludes that
M(x, λ, v) = M(x, λ, v).
The second identity of item (iii) then also follows since by (2.4) T−1 = T−1Z.
(iv) Note that M(x, λ,−v) satisfies
∂xM(x, λ,−v) = J
(
λ− 1
4
(Pp(x) + qx(x))Z − 1
16λ
e−iRq(x)
)
M(x, λ,−v) (2.15)
while
∂xJM(x, λ, v) = JJ
(
λ+
1
4
(Pp(x) + qx(x))Z − 1
16λ
eiRq(x)
)
M(x, λ, v).
The first claimed identity then follows from JZ = −ZJ and JeiRq = e−iRqJ and the second one from
TJT−1 = −R.
To obtain estimates for the fundamental solution of Q we write (2.11) as an integral equation and
represent its solution as a series. Here and in the sequel we will use the Euclidean norm for vectors in
C2 and the induced operator norm for matrices.
We write M =
(
m1 m2
m3 m4
)
where mj = mj(x, λ, v). The norm |M | of M induced by the Hermitian
norm on C2 can be bounded as follows
|M | ≤ 2 max{|m1|+ |m2|, |m3|+ |m4|}. (2.16)
Let us first computeM(x, λ, 0). By (2.11) it satisfies ∂xM = −R
(
λ− 116λ
)M. For λ ∈ C∗, let
Eω(x) := e−Rωx =
(
e−iωx
eiωx
)
, ω ≡ ω(λ) = λ− 1
16λ
. (2.17)
Then ∂xEω = −RωEω and hence Eω(x) =M(x, λ, 0). Note that ω(λ) = 0 iff λ = ± 14 and
ω(
1
16λ
) = ω(−λ), ω(−λ) = −ω(λ), ∀ λ ∈ C∗. (2.18)
For v ∈ H1c ,M(x) =M(x, λ, v) satisfies the integral equation
M(x)− Eω(x) = Eω(0)M(x)− Eω(x)M(0) =
∫ x
0
∂s
(
Eω(x− s)M(s)
)
ds
=
∫ x
0
RωEω(x− s)M(s)− Eω(x− s)R
(
λ−A− B2/λ
)
M(s)ds
=
∫ x
0
Eω(x− s)R
(
ω − λ+A+ B2/λ
)
M(s)ds
or
M(x)− Eω(x) =
∫ x
0
Eω(x− s)Φλ(s)M(s)ds (2.19)
where by (2.7)-(2.8)
Φλ(s) = R(ω − λ+A+ B2/λ) = R
(
1
16λ
(
cosh(q)− 1 − sinh(q)
− sinh(q) cosh(q)− 1
)
− i
4
(Pp+ qx)J
)
.
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To investigate the regularity of the fundamental solution we use equation (2.19) to find a series repre-
sentation forM. LetM0(x) = Eω(x) and defineMn+1(x) inductively by
Mn+1(x) =
∫ x
0
Eω(x− s)Φλ(s)Mn(s)ds. (2.20)
Using that Eω(x− s) = Eω(x)Eω(−s) one obtains the following identity forMn+1,
Mn+1(x) =
∫ x
0
Eω(x− s)Φλ(s)Mn(s)ds
= Eω(x)
∫
0≤x1≤x2≤...≤xn≤x
Eω(−xn)Φλ(xn)Eω(xn) · · · Eω(−x1)Φλ(x1)Eω(x1) dx1 · · · dxn.
As usual, we denote by ‖q‖s the HsC-norm of q =
∑
k∈Z qˆ2ke
2piikx
‖q‖s =
(∑
k∈Z
|qˆ2k|2〈2k〉2s
)1/2
, 〈2k〉 =
√
1 + (2kpi)2 (2.21)
and write
‖v‖s = ‖q‖s + ‖p‖s, ‖v‖0 ≡ ‖v‖L2 = ‖q‖L2 + ‖p‖L2 .
Note that since for any f ∈ C1(T,C) there exists x ∈ T such that |f(x)| = ‖f‖L2 and hence
|f(y)| ≤ |f(x)|+ |
∫ y
x
f ′(s) ds| ≤ ‖f‖L2 + ‖f ′‖L2 ≤ 2‖f‖1 ∀ y ∈ T,
one has
‖q‖L∞ ≤ 2‖q‖1. (2.22)
Since C1(T,C) is dense in H1C and H1C ⊂ C(T,C), (2.22) holds on H1C.
For any complex 2 × 2 matrix
(
a b
c d
)
we denote by
∣∣ (a b
c d
) ∣∣ its operator norm, induced by the
standard hermitian norm | · | in C2. For instance, ∣∣ (a 0
0 d
) ∣∣ = max(|a|, |d|).
Theorem 2.2 (Regularity of the fundamental solution) The series
M(x) =
∞∑
n=0
Mn(x)
withMn(x) given by (2.20) converges in Mat2×2(C) absolutely, uniformly on bounded closed subsets of
[0,∞)×C∗×H1c . M is continuous in x, λ, v and analytic in v = (q, p) and λ as a map with values in the
Banach space C([0, 2],C2×2) of continuous functions with values in C2×2, endowed with the supremum
norm. It is the unique solution of (2.11),
∂xM = −R
(
λ−A− B2/λ)M, M(0, λ, v) = I,
implying thatM and ∂xM are analytic in v and λ as maps with values in L2([0, 2],C2×2). Furthermore
M satisfies the following estimate for any 0 ≤ x ≤ 2, λ ∈ C∗, v ∈ H1c ,
|M(x, λ, v)| ≤ e|Imω|x exp
(
e2|Imω|x
(
x
|λ|e
2‖q‖1 +
√
x‖v‖1
))
.
Proof. Clearly, one has
|M0(x)| = |Eω(x)| = e|Imω|x.
To estimate Mn+1 for n ≥ 0, we first need to estimate F (x, λ, v) :=
∫ x
0
Eω(−s)Φλ(s)Eω(s) ds. Use the
bound (2.16) of the matrix norm and the identity
Eω(−s)Φλ(s)Eω(s) = i
16λ
(
cosh(q(s))− 1 − sinh(q(s))e2iωs
sinh(q(s))e−2iωs 1− cosh(q(s))
)
+
1
4
(Pp(s) + qx(s))
(
e2iωs
e−2iωs
)
(2.23)
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to conclude that,
|F (x, λ, v)| ≤ 1|λ| max±
∫ x
0
(| cosh(q(s))− 1|+ |e±2iωs sinh(q(s))|)ds+max±
∫ x
0
∣∣(Pp(s) + qx(s))e±2iωs∣∣ds.
Since | cosh(q) − 1| ≤ ∑n≥1 1(2n)! |q|2n and | sinh(q)| ≤ ∑n≥0 1(2n+1)! |q|2n+1, one has | cosh(q) − 1| +
| sinh(q)| ≤ e|q| − 1. Using that |e±2iωs| ≤ e2|Imω|s and e2|Imω|s ≥ 1 it then follows that
|F (x, λ, v)| ≤
∫ x
0
e2|Imω|s
(
e|q(s)|
1
|λ| + |Pp(s) + qx(s)|
)
ds.
Combining the estimates (2.22) and
‖e2|Imω|s|Pp+ qx|‖L1([0,x]) ≤
√
xe2|Imω|x‖Pp+ qx‖L2([0,x]) ≤
√
xe2|Imω|x‖v‖1, ∀ x ≥ 0 (2.24)
one then finally gets that
|F (x, λ, v)| ≤e2|Imω|x
(
x
|λ|e
2‖q‖1 +
√
x‖v‖1
)
. (2.25)
Since the matrix norm is sub-multiplicative, one obtains
|Mn+1(x)| ≤ e|Imω|x
∫
0≤x1≤...≤xn≤x
n∏
k=1
|Eω(−xk)Φλ(xk)Eω(xk)|dxndxn−1 · · · dx1
≤ e
|Imω|x
n!
|F (x, λ, v)|n.
Hence by (2.25), the series converges normally as claimed and one has
|M(x, λ, v)| ≤ e|Imω|x exp
(
e2|Imω|x
(
x
|λ|e
2‖q‖1 +
√
x‖v‖1
))
, ∀ x ≥ 0.
Since for any given x ≥ 0, Eω(x) and Φλ(x) are analytic in (λ, v) ∈ C∗ × H1c and continuous in
(x, λ, v) ∈ [0,∞)×C∗×H1c so isMn+1 for any n ≥ 0 by the definition (2.20) and henceM =
∑
n≥0Mn
in view of the normal convergence of the series. It then follows that M is analytic as a map of v
and λ with values in C([0, 2],C2×2). Finally substituting the series into (2.20) and using that by the
normal convergence of the series, sum and integral commute, one gets (2.19). SinceM(x) and Eω(x) are
continuous, (2.11) holds in the L2 sense. It then follows that M and ∂xM are analytic in v and λ as
maps with values in L2([0, 2],Mat2×2(C)).
From Theorem 2.2 we derive the following bounds for M = T−1MT .
Corollary 2.3 M is continuous in x, v, λ and for each fixed x, it is analytic in v, and λ. It is the
unique solution of (2.3), implying that M and ∂xM are continuous in v, and λ as maps with values
in L2([0, 2],Mat2×2(C)). Furthermore M satisfies the following estimates for any 0 ≤ x ≤ 2, λ ∈ C∗
v ∈ H1c ,
|M(x, λ, v)| ≤ e|Imω|x exp
(
e2|Imω|x
(
x
|λ|e
2‖q‖1 +
√
x‖v‖1
))
.
and
|M(x, 1
16λ
, v)| ≤ e2‖q‖1+|Imω|x exp
(
e2|Imω|x
(
x
|λ|e
2‖q‖1 +
√
x‖v‖1
))
.
Proof. Since M = T−1MT the regularity statements follow from Theorem 2.2. Furthermore since i√
2
T
is unitary one gets
|M(x, λ, v)| ≤ e|Imω|x exp
(
e2|Imω|x
(
x
|λ|e
2‖q‖1 +
√
x‖v‖1
))
, ∀ x ≥ 0.
Since ω( 116λ ) = ω(−λ) = −ω(λ) and by Proposition 2.1 (ii),
M(x,
1
16λ
, q, p) = −Re−iRq(x)/2M(x, λ,−q, p)eiRq(0)/2R,
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the latter estimate yields
|M(x, 1
16λ
, q, p)| ≤e2‖q‖1∣∣M(x, λ,−q, p)∣∣
≤e2‖q‖1+|Imω|x exp
(
e2|Imω|x
(
x
|λ|e
2‖q‖1 +
√
x‖v‖1
))
.
Next we prove that M is compact in v uniformly on closed bounded sets of (x, λ) ∈ [0,∞)× C∗.
Definition 2.4 We call a map from a subset U of a Hilbert space H into some Banach space compact
if it maps sequences in U which converge weakly in H, to strongly convergent sequences.
Proposition 2.5 For any sequence (vn)n≥1 in H1c which converges weakly to an element v∗ in H1c as
n 7→ ∞, one has |M(x, λ, vn) −M(x, λ, v∗)| → 0 as n 7→ ∞, uniformly on closed bounded subsets of
[0,∞)× C∗.
Proof. In view of M = T−1MT it is enough to prove that M is compact in v uniformly on closed
bounded sets of (x, λ) ∈ [0,∞)× C∗. In view of the uniform convergence of the series ∑∞m=0Mm(x), it
suffices to prove the statement for each termMm. For M0 = Eω the statement is obviously true, since
this term does not depend on v. Now by induction assume that the statement is true forMm, and let
(vn)n≥0 converge weakly to v∗ in H1c . By equation (2.20) we have
Mm+1(x, λ, vn) =
∫ x
0
Eω(x− s)Φ(s, λ, vn)Mm(s, λ, vn) ds. (2.26)
By the induction hypothesis
|Mm(x, λ, vn)−Mm(x, λ, v∗)| → 0
uniformly on closed bounded subsets of [0,∞) × C∗. Furthermore the weak convergence of vn in H1c
implies that Ppn + (qn)x ⇀ Pp∗ + (q∗)x in L2([0, x]) and qn → q∗, pn → p∗ in L∞(T). It then follows
that cosh(qn) → cosh(q∗), sinh(qn) → sinh(q∗) in L2([0, x]), yielding that Eω(x − ·)Φ(·, λ, vn) weakly
converges to Eω(x− ·)Φ(·, λ, v∗) in L2([0, x]), uniformly on bounded subsets of [0,∞)× C∗. Hence∫ x
0
Eω(x− s)Φ(s, λ, vn)Mm(s, λ, vn) ds
converges uniformly on closed bounded subsets of [0,∞)× C∗ to∫ x
0
Eω(x− s)Φ(s, λ, v∗)Mm(s, λ, v∗) ds =Mm+1(x, λ, v∗).
Since J
(
λ−A−B2/λ) is traceless
detM(x, λ, v) = 1 (2.27)
and hence M(x, λ, v) =
(
m1 m2
m3 m4
)
is invertible for any (x, λ, v) ∈ [0,∞]× C∗ ×H1c and
M−1(x, λ, v) =
(
m4 −m2
−m3 m1
)
, |M−1(x, λ, v)| ≤ 2 max(|m4|+ |m2|, |m3|+ |m1|). (2.28)
Proposition 2.6 The λ-derivative M˙ of M is given by
M˙(x) = M(x)
∫ x
0
M−1(s)J(1 +B2/λ2)M(s)ds.
In particular, for any x ≥ 0, M˙(x, λ, v) is analytic on C∗ × H1c , and on any closed bounded subset of
[0,∞)× C∗ ×H1c it is compact and bounded.
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Proof. Taking the λ-derivative on both sides of equation (2.3) one sees that the λ-derivative M˙ of M
fulfills
∂xM˙ = J
(
λ−A−B2/λ) M˙ + J(1 +B2/λ2)M
with M˙(0, λ, v)(0) = 0. The solution of this inhomogeneous linear equation for M˙ is then given by
M˙(x) = M(x)
∫ x
0
M−1(s)J(1 +B2/λ2)M(s)ds.
From this formula and the properties established for M the remaining statements for M˙ follow.
2.2 Asymptotics of the fundamental solution for |λ| large and small
In this section we establish bounds for the difference of the fundamental solution M with M(x, λ, 0) =
Eω(x) for |λ| large and small. First we need to establish the following auxiliary result.
Lemma 2.7 For any v ∈ H1c and (x, λ) ∈ [0, 1]× C∗, F (x, λ, v) =
∫ x
0
Eω(−s)Φλ(s)Eω(s) ds satisfies
|Eω(x)F (x, λ, v)| ≤ 1|λ|e
|Imω(λ)|xe2‖q‖1 + max±
∣∣∣∣∫ x
0
(
Pp(s) + qx(s)
)
e±iω(λ)(x−2s) ds
∣∣∣∣.
Proof. Multiply (2.23) by Eω(x) to get
Eω(x)F (x, λ, v) =
∫ x
0
i
16λ
(
e−iωx(cosh(q(s))− 1) − sinh(q(s))e−iω(x−2s)
sinh(q(s))eiω(x−2s) eiωx(1− cosh(q(s)))
)
+
1
4
(
Pp(s) + qx(s)
)( e−iω(x−2s)
eiω(x−2s)
)
ds.
(2.29)
Hence ∣∣Eω(x)F (x, λ, v)∣∣ ≤∫ x
0
1
|λ|e
|Imω|x
(
|cosh(q(s))− 1|+ |sinh(q(s))|
)
dx
+
∣∣∣∣∫ x
0
(
Pp(s) + qx(s)
)
e|Imω|(x−2s) ds
∣∣∣∣.
Using that |cosh(q(s))− 1|+ |sinh(q(s))| ≤ e2‖q‖1 yields the claim.
For (x, λ, v) ∈ [0, 1]× C∗ ×H1c , let
Mˆ(x, λ, v) :=M(x, λ, v)− Eω(x).
Lemma 2.8 On [0, 1]×H1c for all λ ∈ C with |λ| ≥ 1/4,
|Mˆ(x, λ, v)| ≤ |Eω(x)F (x, λ, v)|+ Cve|Imω|x
√∫ x
0
e−2|Imω|s|Eω(s)F (s, λ, v)|2 ds
where Cv = cec and
c = ‖v‖1 + e2‖q‖1 .
Proof. By the integral equation (2.19),
Mˆ(x, λ, v) =
∫ x
0
Eω(x− s)Φλ(s)M(s)ds
=
∫ x
0
Eω(x− s)Φλ(s)Eω(s)ds+
∫ x
0
Eω(x− s)Φλ(s)Mˆ(s)ds,
yielding
Mˆ(x, λ, v) = Eω(x)F (x, λ, v) +
∫ x
0
Eω(x− s)Φλ(s)Mˆ(s)ds. (2.30)
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Clearly, ∣∣∣Eω(x− s)Φλ(s)Mˆ(s)∣∣∣ ≤ e|Imω|(x−s)|Φλ(s)||Mˆ(s)|.
It is convenient to introduce the following weighted norm for a x-dependent 2× 2 matrix∣∣A(x)∣∣
ω
:= e−|Imω|x|A(x)|.
Multiplying both sides of (2.30) by e−|Imω|x one obtains the following estimate∣∣Mˆ(x)∣∣
ω
≤ ∣∣Eω(x)F (x, λ, v)∣∣ω + ∫ x
0
|Φλ(s)|
∣∣Mˆ(s)∣∣
ω
ds
and hence by Gronwall’s inequality and the estimate |Φ(s)| ≤
(
|Pp(s) + qx(s)|+ 1|λ|e|q(s)|
)
=: b(s, λ) we
get ∣∣Mˆ(x)∣∣
ω
≤ ∣∣Eω(x)F (x, λ, v)∣∣ω + ∫ x
0
∣∣Eω(s)F (s, λ, v)∣∣ωb(s, λ)e∫ xs b(r,λ)dr ds.
Arguing as in (2.24) with x = 1, one gets
∫ 1
0
b(r, λ) dr ≤ ‖v‖1 + 1|λ|e2‖q‖1 . An application of Cauchy-
Schwarz then yields the claim.
We now use Lemma 2.8 to derive estimates forM and M˙ from those of F .
Theorem 2.9M and M˙ have the following asymptotics:
(i) For |λ| → ∞, locally uniformly on [0, 1]×H1c ,
M(x, λ, v) = Eω(λ)(x) + o(e|Imω(λ)|x), M˙(x, λ, v) = E˙ω(λ)(x) + o(e|Imω(λ)|x),
where E˙ω(λ)(x) = −iω˙(λ)REω(λ)(x) and ω˙(λ) = 1 + 116λ2 .
(ii) For |λ| → ∞, uniformly on [0, 1] and on bounded subsets of H2c ,
M(x, λ, v) = Eω(λ)(x) +O(e|Imω(λ)|x/|ω(λ)|), M˙(x, λ, v) = E˙ω(λ)(x) +O(e|Imω(λ)|x/|ω(λ)|).
Proof. (i) In view of Lemma 2.8 it remains to prove an appropriate asymptotic estimate for |Eλ(x)F (x, λ, v)|.
By Lemma 2.7
|Eω(λ)(x)F (x, λ, v)| ≤ 1|λ|e
|Imω(λ)|xe2‖q‖1 + max±
∣∣∣∣∫ x
0
(
Pp(s) + qx(s)
)
e±iω(λ)(x−2s) ds
∣∣∣∣.
Apply Lemma E.1 to see that for arbitrary  > 0 there is ω > 0, depending locally uniformly on v ∈ H1c ,
such that for any λ ∈ C∗ with |ω(λ)| > ω and 0 ≤ x ≤ 1 one has∣∣∣∣∫ x
0
(
Pp(s) + qx(s)
)
e±iω(x−2s) ds
∣∣∣∣ ≤ e|Imω|x,
yielding the stated asymptotics ofM. The claimed asymptotics for M˙ is obtained by applying Cauchy’s
estimate to the λ-derivative of Mˆ.
(ii) In case v ∈ H2c ∫ x
0
(
Pp(s) + qx(s)
)
e±iω(x−2s) ds
can be integrated by parts. Using that for ω ≡ ω(λ) 6= 0, e±iω(x−2s) = −1±2iω ddse±iω(x−2s) one gets
− 1±2iω
((
Pp(x) + qx(x)
)
e∓iωx +
(
Pp(0) + qx(0)
)
e±iωx −
∫ x
0
(
Ppx(s) + qxx(s)
)
e±iω(x−2s) ds
)
.
Since by (2.22), ‖qx‖L∞ ≤ 2‖q‖2 and ‖Pp‖L∞ ≤ 2‖Pp‖1 = 2
(∑
k〈2k〉2|〈2k〉pˆ2k|2
)1/2
= 2‖p‖2 one gets
for any 0 ≤ x ≤ 1, |ω(λ)| > 0 and v ∈ H2c
|Eω(λ)(x)F (x, λ, v)| ≤ 1|λ|e
|Imω(λ)|xe2‖q‖1 +
1
2|ω(λ)|
(
2‖v‖2e|Imω(λ)|x + 2‖v‖2e|Imω(λ)|x
)
.
The claimed asymptotics for M˙ is once more obtained by applying Cauchy’s estimate to the λ-derivative
of Mˆ.
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Theorem 2.10 For bi-infinite sequences of complex numbers (ζn)n ⊂ C∗ with |ζn| ≥ 14 , the following
holds:
(i) If ζn = npi +O(1)
M(x, ζn, v) = Eω(ζn)(x) + `2n, M˙(x, ζn, v) = E˙ω(ζn)(x) + `2n
where Eω(ζn)(x) = e−Rω(ζn)x and ω˙(ζn) = 1 + 116ζ2n , implying that
E˙ω(ζn)(x) = −xω˙(ζn)Re−Rω(ζn)x = −xREω(ζn)(x) + `1n.
These estimates hold uniformly on [0, 1], on bounded subsets of H1c and on subsets of sequences
(ζn)n where (ω(ζn) − npi)n is bounded in `∞C . In more detail, e.g. the first estimate means that
for any bounded subset V ⊂ H1c and any subset B of sequences (ζn)n ⊂ C∗, with (ω(ζn) − npi)n
bounded in `∞C there exists C > 0 so that
sup
0≤x≤1
∑
n∈Z
∣∣M(x, ζn, v)− Eω(ζn)(x)∣∣2 ≤ C,
for any v ∈ V and (ζn)n ∈ B.
(ii) If ζn = npi + `2n, then
M(x, ζn, v) = Enpi(x) + `2n, M˙(x, ζn, v) = −xREnpi(x) + `2n.
These estimates hold uniformly on [0, 1], on bounded subsets of H1c , and on subsets of sequences
(ζn)n where (ω(ζn)− npi)n is bounded in `2C.
Proof. (i) By Lemma 2.8, on [0, 1]×H1c for any |λ| ≥ 1/4
|M(x, λ, v)− Eω(x)| ≤ O(e|Imω|‖Eω(·)F (·, λ, v)‖L∞([0,1])).
By Lemma 2.7
|Eω(ζn)(x)F (x, ζn, v)| ≤
1
|ζn|e
|Imω(ζn)|xe2‖q‖1 + max±
∣∣∣∣∫ x
0
(
Pp(s) + qx(s)
)
e±iω(ζn)(x−2s) ds
∣∣∣∣
and by Lemma E.2
∑
n∈Z
max±
∣∣∣∣∫ x
0
(
Pp(s) + qx(s)
)
e±iω(ζn)(x−2s) ds
∣∣∣∣2 ≤ 2e2b‖v‖1, ∀ 0 ≤ x ≤ 1,
where b = supn∈Z |ω(ζn)− npi|. Altogether, we thus have proved
sup
0≤x≤1
∑
n∈Z
|M(x, ζn, v)− Eω(ζn)(x)|2 <∞.
In view of Lemma 2.8, the latter estimate holds uniformly on bounded subsets of H1c and on subsets
of sequences (ζn)n in C∗ so that (ω(ζn) − npi)n is bounded in `∞C . To obtain the claimed estimate for
M˙(x, ζn, v)− E˙ω(ζn)(x) we apply Cauchy’s estimate to λ-discs Dζn of fixed radius around each ζn to get∣∣M˙(x, ζn, v)− E˙ω(ζn)(x)∣∣ ≤ O( sup
λ∈Dζn
|M(x, λ, v)− Eω(λ)(x)|).
Since the radi of the discs Dζn do not depend on n one then concludes that
sup
0≤x≤1
∑
n∈Z
|M˙(x, ζn, v)− E˙ω(ζn)(x)|2 <∞
where the estimate holds uniformly in the claimed sense. Altogether this establishes the first claim.
(ii) For sequences (ζn)n with the stronger asymptotics ω(ζn) = npi + `2n, we have
Eω(ζn)(x) = e−Rω(ζn)x = e−Rnpix + `2n = Eω(npi)(x) + `2n
implying the claimed estimate.
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Theorem 2.11 Uniformly on bounded subsets of H2c and on subsets of bi-infinite sequences of complex
numbers with ζn = npi +O(1), |ζn| ≥ 14
sup
0≤x≤1
∣∣M(x, ζn, v)− Eω(ζn)(x)∣∣ = O( 1n
)
, sup
0≤x≤1
∣∣M˙(x, ζn, v)− E˙ω(ζn)(x)∣∣ = O( 1n
)
.
If in addition ζn = npi + `2n, then
sup
0≤x≤1
∣∣M(x, ζn, v)− Enpi(x)∣∣ = `2n, sup
0≤x≤1
∣∣M˙(x, ζn, v)− E˙npi(x)∣∣ = `2n.
Note that E˙ω(ζn) = −xω˙(ζn)Re−Rω(ζn)x = −xREω(ζn)(x) +O
(
1
n2
)
.
Proof. The first estimate is a consequence of Theorem 2.9 and the second one is then obtained by applying
Cauchy’s estimate. If the sequence ζn satisfies in addition ζn = npi + `2n then
Eω(ζn)(x) = Eω(npi)(x) + `2n = Enpi(x) + `2n.
For later reference we state the asymptotics of M = T−1MT , corresponding to the ones obtained for
M. Introduce
Eω(λ)(x) := M(x, λ, 0) = T
−1Eω(λ)(x)T =
(
cos(ω(λ)x) sin(ω(λ)x)
− sin(ω(λ)x) cos(ω(λ)x)
)
. (2.31)
Since
E˙ω(λ)(x) = −T−1xω˙(λ)Re−Rω(λ)xT = −xω˙(λ)T−1RTEω(λ)(x) = xJEω(λ)(x) +O(e|Imω(λ)|x/|λ|2),
Theorem 2.9 - Theorem 2.11 then yield the following results.
Theorem 2.12 M and M˙ have the following asymptotics:
(i) For |λ| → ∞ locally uniformly on [0, 1]×H1c ,
M(x, λ, v) = Eω(λ)(x) + o(e
|Imω(λ)|x), M˙(x, λ, v) = xJEω(λ)(x) + o(e|Imω(λ)|x).
(ii) For |λ| → ∞ uniformly on bounded subsets of [0, 1]×H2c ,
M(x, λ, v) = Eω(λ)(x) +O(e
|Imω(λ)|x/|ω(λ)|), M˙(x, λ, v) = xJEω(λ)(x) +O(e|Imω(λ)|x/|ω(λ)|).
Furthermore for bi-infinite sequences of complex numbers (ζn)n ⊂ C∗ with |ζn| ≥ 14 one has:
(iii) If ζn = npi +O(1), then
M(x, ζn, v) = Eω(ζn)(x) + `
2
n, M˙(x, ζn, v) = xJEω(ζn)(x) + `
2
n,
uniformly on [0, 1], on bounded subsets of H1c , and on subsets of sequences (ζn)n where (ω(ζn)−npi)n
is bounded in `∞C .
(iv) If ζn = npi + `2n, then
M(x, ζn, v) = Enpi(x) + `
2
n, M˙(x, ζn, v) = xJEnpi(x) + `
2
n,
uniformly on [0, 1], on bounded subsets of H1c , and on subsets of sequences (ζn)n where (ω(ζn)−npi)n
is bounded in `2C.
(v) If ζn = npi +O(1) and v ∈ H2c , then
M(x, ζn, v) = Eω(ζn)(x) +O
(
1
n
)
, M˙(x, ζn, v) = xJEω(ζn)(x) +O
(
1
n
)
,
uniformly on [0, 1], on bounded subsets of H2c , and on subsets of sequences ζn where (ζn − npi)n is
bounded in `∞C .
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Recall that by (2.28), M−1 =
(
m4 −m2
−m3 m1
)
. Furthermore, E−1ω(λ) = E−ω(λ) = Eω(−λ) and hence
(E−1ω(λ))
· = −E˙ω(−λ)(x) = −xJEω(−λ)(x) +O(e|Imω(−λ)|x/λ2). Theorem 2.12 then leads to the following
results for M−1.
Corollary 2.13 M−1 and (M−1)· satisfy the following estimates:
(i) For |λ| → ∞ locally uniformly on [0, 1]×H1c ,
M−1(x, λ, v) = Eω(−λ)(x) + o(e|Imω(λ)|x) and (M−1)·(x, λ, v) = −xJEω(−λ)(x) + o(e|Imω(λ)|x)
(ii) For |λ| → ∞ uniformly on bounded subsets of [0, 1]×H2c ,
M−1(x, λ, v) = Eω(−λ)(x) + o(e|Imω(λ)|x/|ω(λ)|)
and
(M−1)·(x, λ, v) = −xJEω(−λ)(x) + o(e|Imω(λ)|x/|ω(λ)|).
Furthermore for bi-infinite sequences of complex numbers (ζn)n in C∗ with |ζn| ≥ 14 one has:
(iii) If ζn = npi +O(1), then
M−1(x, ζn, v) = Eω(−ζn)(x) + `
2
n, (M
−1)·(x, ζn, v) = −xJEω(−ζn)(x) + `2n,
uniformly on [0, 1], on bounded subsets of H1c , and on subsets of sequences (ζn)n where (ω(ζn)−npi)n
is bounded in `∞C .
(iv) If ζn = npi + `2n, then
M−1(x, ζn, v) = E−npi(x) + `2n, (M
−1)·(x, ζn, v) = −xJE−npi(x) + `2n,
uniformly on [0, 1], on bounded subsets of H1c , and on subsets of sequences (ζn)n where (ω(ζn)−npi)n
is bounded in `2C.
(v) If ζn = npi +O(1) and v ∈ H2c , then
M−1(x, ζn, v) = Eω(−ζn)(x) +O
(
1
n
)
, (M−1)·(x, ζn, v) = −xJEω(−ζn)(x) +O
(
1
n
)
,
uniformly on [0, 1], on bounded subsets of H2c , and sequences (ζn)n where (ζn−npi)n is bounded in
`∞C .
2.3 Discriminant and anti-discriminant
In order to study the periodic spectrum of the operator Q, its discriminant plays an important role. For
any v ∈ H1c , let
M`(λ, v) := M(x, λ, v)|x=1 and M`(λ, v) =:
(
m`1 m`2
m`3 m`4
)
(2.32)
as well as M`(λ, v) :=M(1, λ, v). The discriminant and anti-discriminant are then defined as follows
∆(λ, v) :=
1
2
trM`(λ, v) =
1
2
trM`(λ, v), δ(λ, v) := (m`1(λ, v)− m`4(λ, v))/2. (2.33)
Lemma 2.14 ∆ and δ are analytic maps on C∗×H1c and have the following symmetries: for any λ ∈ C∗
and v ∈ H1c
(i) (Reflection in λ) ∆(−λ, v) = ∆(λ, v), δ(−λ, v) = δ(λ, v).
(ii) (Reciprocity in λ) ∆( 116λ , q, p) = ∆(λ,−q, p), δ( 116λ , q, p) = δ(λ,−q, p).
(iii) (Conjugation) ∆(λ, v) = ∆(λ, v), δ(λ, v) = δ(λ, v).
(iv) (Reflection of v) ∆(λ,−v) = ∆(λ, v), δ(λ,−v) = −δ(λ, v).
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(v) (Real potentials) If the components q and p of v are real valued then ∆(λ, v) and δ(λ, v) are real
for any λ ∈ R ∪ iR.
(vi) (Purely imaginary potentials) If q and p take values in iR then ∆(λ, v) is real and δ(λ, v) is purely
imaginary for any λ ∈ R ∪ iR.
Proof. Items (i) - (iv) follow from Proposition 2.1.
(v) By item (i) and (iii) one has for v real that for any λ ∈ R ∪ iR
∆(λ, v) = ∆(λ, v) = ∆(λ, v) and δ(λ, v) = δ(λ, v) = δ(λ, v)
(vi) In case v is purely imaginary it follows from (i) and (iii)-(iv) that for any λ ∈ R ∪ iR
∆(λ, v) = ∆(λ,−v) = ∆(λ, v) and δ(λ, v) = δ(λ,−v) = −δ(λ, v).
The latter lemma and the results of Section 2.1 yield the following.
Corollary 2.15 Discriminant and anti-discriminant together with their λ-derivatives are real analytic
on C∗ × H1c . On any closed, bounded subset of C∗ × H1c , ∆ and δ are compact and bounded. More
precisely, for any compact subset K ⊂ C∗ and any closed, bounded subset V ⊂ H1c , the map V →
L∞C (K), v 7→ (λ 7→ ∆(λ, v)) is compact in the sense of Definition 2.4.
For later reference we record the following formulas for ∆(λ, v) and δ(λ, v) at the zero potential v = 0.
Recall that ω(λ) = λ− 116λ . Taking into account that by (2.31) M`(λ, 0) = Eω(λ)(1), the following holds.
Lemma 2.16 For any λ ∈ C∗
∆(λ, 0) = cos(ω(λ)), ∆˙(λ, 0) = −
(
1 +
1
16λ2
)
sin(ω(λ)), δ(λ, 0) = δ˙(λ, 0) = 0.
As a consequence ∆2(λ, 0)− 1 = − sin2(ω(λ)).
To obtain first rough asymptotics of the periodic eigenvalues we need to compare ∆(λ, v) with ∆(λ, 0).
Recall that the domains Dn, n ≥ 0 where introduced in (3.1).
Lemma 2.17 For any given v ∈ H1c , the following asymptotics on C\
⋃
n≥1Dn∪(−Dn) hold for |λ| → ∞
∆2(λ)− 1 = − sin2(ω(λ)) (1 + o(1)) = − sin2(λ) (1 + o(1)) , (2.34)
∆˙(λ) = − sin(λ) (1 + o(1)) . (2.35)
These estimates hold locally uniformly on H1c .
Proof. By Theorem 2.12(i), ∆(λ, v) = cos(ω(λ)) + o(e|Imω(λ)|), and thus
∆2(λ, v)− 1 = − sin2(ω(λ))
(
1 +
o(e|Imω(λ)|) cos(ω(λ))
sin2(ω(λ))
+
o(e2|Imω(λ)|)
sin2(ω(λ))
)
. (2.36)
For λ ∈ C∗ \ ⋃n≥1Dn ∪ (−Dn) there exists m ∈ Z, with mpi + pi/3 ≤ Reλ ≤ (m + 1)pi − pi/3. If in
addition, λ is sufficiently large, then ω(λ) = λ − 116λ satisfies mpi + pi/4 ≤ Reω(λ) ≤ (m + 1)pi − pi/4.
Hence | sin(Reω(λ))| ≥ 1√
2
and
| sin(ω(λ))| =| sin(Reω(λ)) cos(iImω(λ)) + cos(Reω(λ) sin(iImω(λ))|
=| sin(Reω(λ)) cosh(Imω(λ)) + i cos(Reω(λ) sinh(Imω(λ))|
≥ 1√
2
cosh(|Imω(λ)|) ≥ 1√
2
e|Imω(λ)|.
It follows that for λ ∈ C∗ \⋃n≥1Dn ∪ (−Dn) sufficiently large∣∣∣∣cos(ω(λ))sin(ω(λ))
∣∣∣∣ ≤ e|Imω(λ)|| sin(ω(λ))| ≤ √2,
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and hence the expression inside the large parentheses of (2.36) is 1 + o(1). The asymptotics (2.34) then
follow since
sin(ω(λ)) = sin(λ) cos(
1
16λ
)− sin( 1
16λ
) cos(λ) = sin(λ)
(
1 +O(
1
λ2
) +O(
1
λ
)
cos(λ)
sin(λ)
)
and ∣∣∣∣cos(λ)sin(λ)
∣∣∣∣ ≤ e|Imλ|1√
2
e|Imλ|
≤
√
2.
Concerning (2.35) note that by Theorem 2.12(i),
M˙(x, λ, v) = xJEω(λ)(x) + o(e
|Imω(λ)|x)
implying that
∆˙(λ, v) = − sin(ω(λ)) + o(e|Imω(λ)|).
A similar argument as the one above then yields the claimed asymptotics.
2.4 Asymptotics of the discriminant
In this section we describe the asymptotics of ∆(λ) as |λ| → ∞ on the strips of width 2τ > 0,
Λτ := { λ ∈ C∗ : |Imλ| ≤ τ, |λ| ≥ 1 }
as well as the asymptotics as |λ| → 0 on
Λ−τ := { λ ∈ C∗ : |Im(16λ)−1| ≤ τ, |(16λ)−1| ≥ 1 }.
The main ingredient are special solutions of equation (2.3), ∂xM = J(λ−A−B2/λ)M . First we consider
the case |λ| → ∞. It turns out to be more convenient to consider M introduced in (2.4), instead of
M . More precisely, for any given potential (q, p) ∈ HN+2c , and N ≥ 0, we look for solutions of equation
(2.11),
∂xF = −R(λ−A− B2/λ)F (2.37)
of the form
FN (x, λ) = vN (x, λ)
(
1
αN (x, λ)
)
+
1
(2iλ)N
RN (x, λ)
where |λ| ≥ 1, αN (x, λ) is of the form
αN (x, λ) :=
N∑
n=1
rn(x)
(2iλ)n
,
vN (x, λ) is given by
vN (x, λ) := exp
(
− iλx+
∫ x
0
(
αN (t, λ)
[
ψ(t)− i
16λ
sinh(q(t))
]
+
i
16λ
cosh(q(t))
)
dt
)
with ψ(x) = 14 (Pp(x) + ∂xq(x)) and the error term RN (x, λ) satisfies the initial condition RN (0, λ) =
(0, 0). If ∂xFN = −R(λ−A− B2/λ)FN then RN satisfies the following inhomogeneous equation
−(∂x +R(λ−A− B2/λ)) RN
(2iλ)N
= EN
where
EN (x, λ) :=
(
∂x +R(λ−A− B2/λ)
)
vN (x, λ)
(
1
αN (x, λ)
)
.
The function vN (x, λ) is chosen in such a way that the first component of EN vanishes. Indeed, one has
with ′ = ∂x
1
vN
∂x
(
vN
(
1
αN
))
=
v′N
vN
(
1
αN
)
+
(
0
α′N
)
=(−iλ+ αN
[
ψ − i
16λ
sinh(q)
]
+
i
16λ
cosh(q))
(
1
αN
)
+
(
0
α′N
)
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Rλ
(
1
αN
)
=
(
iλ
−iλαN
)
−RA
(
1
αN
)
= iψRJ
(
1
αN
)
= −ψ
(
αN
1
)
−RB2/λ
(
1
αN
)
=−R 1
16λ
(
cosh(q) − sinh(q)
− sinh(q) cosh(q)
)(
1
αN
)
=
1
16λ
(
iαN sinh(q)− i cosh(q)
iαN cosh(q)− i sinh(q)
)
.
Combining these computations yields 1vN EN =
(
0
eN
)
where
eN := α
′
N + αN
(− 2iλ− 1
2iλ
1
4
cosh(q)
)
+ α2N
(
ψ +
1
2iλ
1
8
sinh(q)
)− ψ + 1
2iλ
1
8
sinh(q).
The coefficients rn, 1 ≤ n ≤ N , of αN are now determined in such a way that eN (x, λ) = O(λ−N ).
Substituting αN =
∑N
n=1
rn
(2iλ)n into the expression for eN one obtains
eN =
N∑
n=1
r′n
(2iλ)n
−
N∑
n=1
rn
(2iλ)n−1
− 1
4
cosh(q)
N∑
n=1
rn
(2iλ)n+1
− ψ + 1
2iλ
1
8
sinh(q)
+
1
8
sinh(q)
N∑
n=2
( n−1∑
k=1
rkrn−k
) 1
(2iλ)n+1
+ ψ
N∑
n=2
( n−1∑
k=1
rkrn−k
) 1
(2iλ)n
.
Hence the rn can be determined recursively,
r1 :=− ψ, ψ = 1
4
(Pp+ q′) (2.38)
r2 :=r
′
1 +
1
8
sinh(q) = −ψ′ + 1
8
sinh(q) (2.39)
r3 :=r
′
2 −
1
4
cosh(q)r1 + ψr
2
1
=− ψ′′ + 1
8
q′ cosh(q) +
1
4
ψ cosh(q) + ψ3
(2.40)
and recursively, for 3 ≤ n ≤ N − 1,
rn+1 := r
′
n −
1
4
rn−1 cosh(q) + ψ
n−1∑
k=1
rkrn−k − 1
8
sinh(q)
( n−2∑
k=1
rkrn−1−k
)
. (2.41)
As a consequence, αN (x, λ) is inH1C for (q, p) ∈ HN+2c . Having determined the coefficients rn, 1 ≤ n ≤ N ,
in this way it follows that eN = O(λ−N ) as claimed. As a consequence,
−(∂x +R(λ−A− B2/λ))RN = vN ( 0O(1)
)
.
By this method of the variation of constants one has, taking into account that RN (0, λ) = (0, 0),
RN (x, λ) = −M(x, λ)
∫ x
0
M−1(t, λ)vN (t, λ)
(
0
O(1)
)
dt.
Recall that by (2.4), M = TMT−1 where T =
(
1 i
1 −i
)
. Hence M−1 = TM−1T−1 where in view
of the Wronskian identity M−1 =
(
m4 −m2
−m3 m1
)
. The estimates of Theorem 2.2 then shows that
vN (x, λ) andM,M−1 are bounded on [0, 1]×Λτ uniformly on bounded subsets of HN+2c , implying that
RN (x, λ, q, p) = O(1) uniformly on [0, 1]×Λτ and uniformly on bounded subsets of HN+2c . Similarly, we
construct solutions of (2.37) of the form
GN (x, λ) = wN (x, λ)
(
βN (x, λ)
1
)
+
1
(2iλ)N
SN (x, λ).
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where |λ| ≥ 1, βN (x, λ) is of the form
βN (x, λ) :=
N∑
n=1
sn(x)
(2iλ)n
wN (x, λ) is given by
wN (x, λ) := exp
(
iλx+
∫ x
0
(
βN (t, λ)
[
ψ(t) +
i
16λ
sinh(q(t))
]− i
16λ
cosh(q(t))
)
dt
)
and the error term SN (x, λ) satisfies the initial conditions SN (x, λ) = (0, 0). If ∂xGN = −R(λ − A −
B2/λ)GN , then SN satisfies the following inhomogeneous equation
−(∂xR(λ−A− B2/λ)) SN
(2iλ)N
= DN
where now
DN (x, λ) :=
(
∂x +R(λ−A− B2/λ)
)
wN (x, λ)
(
βN (x, λ)
1
)
.
The function wN (x, λ) is chosen in such a way that the second component of DN vanishes. Indeed, one
has
1
wN
∂x
(
wN
(
βN
1
))
=
w′N
wN
(
βN
1
)
+
(
β′N
0
)
=
(
iλ+ βN (x, λ)
[
ψ(x) +
i
16λ
sinh(q(x))
]− i
16λ
cosh(q(x))
)(βN
1
)
+
(
β′N
0
)
Rλ
(
βN
1
)
=
(
iλβN
−iλ
)
−RA
(
βN
1
)
=RiψJ
(
βN
1
)
= −ψZ
(
βN
1
)
= −ψ
(
1
βN
)
−RB2/λ
(
βN
1
)
=−R 1
16λ
(
cosh(q) − sinh(q)
− sinh(q) cosh(q)
)(
βN
1
)
=
1
16λ
(−iβN cosh(q) + i sinh(q)
−iβN sinh(q) + i cosh(q)
)
.
Combining all this yields 1wNDN =
(
dN
0
)
where
dN := β
′
N + βN
(
2iλ+
1
2iλ
1
4
cosh(q)
)
+ β2N
(
ψ − 1
2iλ
1
8
sinh(q)
)− ψ − 1
2iλ
1
8
sinh(q).
The coefficients sn, 1 ≤ n ≤ N , of βN are now determined in such a way that dN (x, λ) = O(λ−N ).
Substituting βN =
∑N
n=1
sn
(2iλ)n into the expression for dN one obtains
dN =
N∑
n=1
s′N
(2iλ)n
+
N∑
n=1
sn
(2iλ)n−1
+
1
4
cosh(q)
N∑
n=1
sn
(2iλ)n+1
− ψ − 1
2iλ
1
8
sinh(q)
+ ψ
N∑
n=2
( n−1∑
k=1
sksn−k
) 1
(2iλ)n
− 1
8
sinh(q)
N∑
n=2
( n−1∑
k=1
sksn−k
) 1
(2iλ)n+1
.
Hence sn can be determined recursively
s1 :=ψ, ψ =
1
4
(Pp+ q′)
s2 :=− s′1 +
1
8
sinh(q) = −ψ′ + 1
8
sinh(q)
s3 :=− s′2 − s1
1
4
cosh(q)− ψr21 = ψ′′ −
1
8
q′ cosh(q)− ψ 1
4
cosh(q)− ψ3
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and for n ≥ 3,
sn+1 = −s′n −
1
4
cosh(q)sn−1 − ψ
n−1∑
k=1
sksn−k +
1
8
sinh(q)
n−2∑
k=1
sksn−1−k.
As a consequence, βN is in H1C for (q, p) ∈ HN+2c , and dN = O(λ−N ) as claimed. Arguing as for RN
one concludes that SN (x, λ, q, p) = O(1) uniformly on [0, 1] × Λτ and uniformly on bounded subsets of
HN+2c . The two solutions FN and GN turn out to be linearly independent for λ ∈ Λτ with |λ| sufficiently
large. Indeed, define the 2× 2 matrix
MN (x, λ) :=
(FN (x, λ) GN (x, λ))
with columns FN (x, λ) and GN (x, λ). ThenMN solves
∂xMN = −R(λ−A− B2/λ)MN .
Since
FN (0, λ) =vN (0, λ)
(
1
αN (0, λ)
)
+
1
(2iλ)N
RN (0, λ) =
(
1
αN (0, λ)
)
GN (0, λ) =wN (0, λ)
(
βN (0, λ)
1
)
+
1
(2iλ)N
SN (0, λ) =
(
βN (0, λ)
1
)
and by definition, αN (0, λ), βN (0, λ) = O(λ−1) it follows that MN (0, λ) =
(
1 βN (0, λ)
αN (0, λ) 1
)
is invertible for |λ| sufficiently large. By the uniqueness of the fundamental solution it follows that
M(x, λ) = MN (x, λ)MN (0, λ)−1. Furthermore, since αN (x, λ), βN (x, λ) ∈ H1C are 1-periodic in x one
has
MN (1, λ) =
(
vN (1, λ) wN (1, λ)βN (0, λ)
vN (1, λ)αN (0, λ) wN (1, λ)
)
+O(λ−N ).
TheWronskian identity detMN (1, λ) = detMN (0, λ) together with the asymptotics αN (0, λ)·βN (0, λ) =
O(λ−2) then implies that
1− αN (0, λ)βN (0, λ) = vN (1, λ)wN (1, λ)(1− αN (0, λ)βN (0, λ)) +O(λ−N )
and in turn
vN (1, λ)wN (1, λ) = 1 +O(λ
−N )
or
wN (1, λ) = vN (1, λ)
−1 +O(λ−N ). (2.42)
Furthermore vN (1, λ) = eσN (λ) +O(λ−N ) where σN (λ) ≡ σN (λ, q, p) is given by
σN (λ) =− iλ+
N∑
n=1
1
(2iλ)n
∫ 1
0
rn(x)ψ(x) dx
+
N∑
n=2
1
(2iλ)n
∫ 1
0
rn−1(x)
1
8
sinh(q(x)) dx− 1
2iλ
∫ 1
0
1
8
cosh(q(x)) dx.
(2.43)
Altogether, one then obtains the asymptotics
MN (1, λ) =
(
eσN (λ) βN (0)e
−σN (λ)
αN (0)e
σN (λ) e−σN (λ)
)
+O(λ−N ).
SinceMN (0, λ)−1 = 11−αN (0,λ)βN (0,λ)
(
1 −βN (0, λ)
−αN (0, λ) 1
)
, the matrixM(1, λ) =MN (1, λ)MN (0, λ)−1
satisfies for |λ| → ∞ the asymptotics
1
1− αN (0, λ)βN (0, λ)
(
eσN (λ) − αN (0, λ)βN (0, λ)e−σN (λ) −2βN (0, λ) sinh(σN (λ))
2αN (0, λ) sinh(σN (λ)) e
−σN (λ) − αN (0, λ)βN (0, λ)eσN (λ)
)
+O(λ−N )
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implying that
∆(λ) =
1
2
trM(1, λ) = 1
2
tr
(MN (q, λ)MN (0, λ)−1)
satisfies the asymptotes as |λ| → ∞
∆(λ) = cosh(σN (λ)) +O(λ
−N ) (2.44)
uniformly for λ ∈ Λτ , τ > 0 and uniformly on bounded subsets of HN+2c .
The equation (2.43) of σN (λ) is written in the form
σN (λ) = −iλ+
N∑
n=1
Hn
(2iλ)n
(2.45)
where H1, . . . ,HN are referred to as the first N Hamiltonians of the sinh-Gordon hierarchy. By (2.43)
and (2.38)-(2.40)
H1 =
∫ 1
0
−(ψ2 + 1
8
cosh(q)) dx (2.46)
H2 =
∫ 1
0
(−ψ′ψ + ψ 1
8
sinh(q)− ψ 1
8
sinh(q)) dx = 0 (2.47)
H3 =
∫ 1
0
((− ψ′′ + 1
8
q′ cosh(q) +
1
4
ψ cosh(q) + ψ3
)
ψ +
(− ψ′ + 1
8
sinh(q)
)1
8
sinh(q)
)
dx (2.48)
and recursively, for 3 ≤ n ≤ N
Hn =
∫ 1
0
(rnψ + rn−1
1
8
sinh(q)) dx (2.49)
with rn, rn−1, given by (2.39)-(2.41). Clearly, the Hamiltonians Hn are invariant under the sinh-Gordon
flow. The identity H2 = 0 is not a coincidence since it turns out that σN (λ) is an odd function of λ:
Lemma 2.18 For any N ≥ 1 σN (λ, q, p) is well defined on HNc and odd with respect to λ. It means that
σN (λ) = −iλ− i
∑
1≤2k+1≤N
(−1)kH2k+1
(2λ)2k+1
.
Proof. It follows from (2.45) and the definitions of Hn (2.46) - (2.49) and of rn (2.38) - (2.41) that σN
is well defined on HNc . To prove that σN (λ) is odd in λ on HNc it suffices to consider σN (λ) on HN+2c .
By Lemma 2.14, ∆(λ) = ∆(−λ) for any λ ∈ C∗. Hence by the asymptotics (2.44),
cosh(σN (−λ)) = cosh(σN (λ)) +O(λ−N )
implying that σN (−λ) = σN (λ) + O(λ−N ) or σN (−λ) = −σN (λ) + O(λ−N ). Since σN (λ) = −iλ + . . .
it then follows that
σN (−λ) = −σN (λ) +O(λ−N ).
Furthermore, since by Lemma 2.14(ii) (reciprocity), ∆( 116λ , q, p) = ∆(λ,−q, p), the asymptotics (2.44)
for ∆(λ) as |λ| → ∞ lead to corresponding asymptotics for λ ∈ Λ−τ as |λ| → 0 where
Λ−τ = { λ ∈ C∗ : |Im(16λ)−1| ≤ τ, |(16λ)−1| ≥ 1 },
∆(λ) = cosh(σN (
1
16λ
,−q, p)) +O(λN )
and
σ2m+1(
1
16λ
,−q, p) = −i 1
16λ
− i
m∑
n=1
(−1)nH2n+1(−q, p)(8λ)2n+1.
Lemma 2.19 For any m ≥ 0, H2m+1 extends to a real analytic function on Hm+1c .
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Proof. By the definition (2.38) - (2.41), rk is a polynomial of ψ = 14 (Pp + q
′), cosh(q) and sinh(q)
and their derivatives. More precisely each term in rk has at most k − 1 derivatives. Hence by partial
integration it is possible to rewrite the integrand of
H2m+1 =
∫ 1
0
(
r2m+1ψ + r2m
1
8
sinh(q)
)
dx
as a polynomial of ψ, cosh(q) and sinh(q) and their first m derivatives. Hence H2m+1 is well defined for
any (q, p) ∈ Hm+1c .
Let us summarize the findings of this section in the following
Theorem 2.20 For any m ≥ 0 and τ > 0, ∆(λ) ≡ ∆(λ, q, p) admits asymptotic expansions
∆(λ) = cosh(σ2m+1(λ, q, p)) +O(λ
−(2m+1)) as |λ| → ∞[
∆(λ) = cosh(σ2m+1(
1
16λ
,−q, p)) +O(λ2m+1) as |λ| → 0
]
The error terms are uniform for λ in Λτ [Λ−τ ] and for bounded sets of potentials in H2m+3c . Furthermore
σ2m+1(λ) is given by
σ2m+1(λ) = −iλ− i
m∑
n=0
(−1)nH2n+1(q, p)
(2λ)2n+1[
σ2m+1(
1
16λ
,−q, p) = −i 1
16λ
− i
m∑
n=1
(−1)nH2n+1(−q, p)(8λ)2n+1.
]
where H1, H3, . . . are the Hamiltonians in the sinh-Gordon hierarchy introduced in (2.46)-(2.49). As a
consequence of the Lax-pair formulation of the sinh-Gordon equation, ∆(λ), λ ∈ C∗, are integrals for this
equation and so are in particular Hn(q, p) and Hn(−q, p). for any 1 ≤ n ≤ 2m+ 1.
Remark 2.21. Note that the sinh-Gordon Hamiltonian can be expressed in terms ofH1(q, p) andH1(−q, p)
by
Hsinh(q, p) =
∫ 1
0
1
2
((Pp)2 + q2x) + cosh(q) dx = −4(H1(q, p) +H1(−q, p)). (2.50)
Similarly, defining H∗(q, p) :=
∫ 1
0
(Pp)qx dx one has
H∗(q, p) = −4(H1(q, p)−H1(−q, p)). (2.51)
Remark 2.22. Since by (2.42), wN (1, λ) = vN (1, λ)−1+O(λ−N ) it follows from the definitions of wN (x, λ)
and vN (x, λ) that
iλ+
∫ 1
0
βN (t, λ)
[
ψ(t)− 1
2iλ
1
8
sinh(q(t))
]
+
1
2iλ
1
8
cosh(q(t) dt
= iλ+
∫ 1
0
αN (t, λ)
[− ψ(t)− 1
2iλ
1
8
sinh(q(t))
]
+
1
2iλ
1
8
cosh(q(t)) dt.
Substituting the expressions for αN (x, λ) and βN (x, λ) one obtains for 1 ≤ n ≤ N .∫ 1
0
(rn(x)ψ(x) +
1
8
sinh(q(x))rn−1(x)) dx =
∫ 1
0
−sn(x)ψ(x) + 1
8
sinh(q(x))sn−1(x) dx.
3 Spectra
The main purpose of this chapter is to study the asymptotics of the periodic and the Dirichlet spectrum
of the operator Q = Q1∂x + Q0, introduced in (1.7). For our analysis it will be useful to introduce the
domains D0 := { z ∈ C : |z − 14 | < 14pi } and for any n ≥ 1,
Dn :={ λ ∈ C : |λ− npi| < pi/3 }, D−n := { λ ∈ C : 1
16λ
∈ Dn } (3.1)
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Figure 1: Illustration of the domains Dn, D−n, −D−n, −Dn for n = 1, 2
Furthermore, let B0 := { λ ∈ C : |λ| ≤ pi/2 } and for any n ≥ 1
Bn := { λ ∈ C : |λ| < npi + pi/2 }, B−n := { λ ∈ C : |λ| ≤ 1
16(npi + pi/2)
}, (3.2)
and denote by An the open annulus
An := Bn \B−n. (3.3)
Recall by (2.32) that for any v ∈ H1c ,
M`(λ, v) = M(x, λ, v)|x=1 and M`(λ, v) =
(
m`1 m`2
m`3 m`4
)
(3.4)
as well as M`(λ, v) = M(x, λ, v)|x=1.
3.1 Dirichlet and Neumann spectrum
Denote by Qdir the operator Q = Q1∂x +Q0 with domain
Hdir := { F = (F1, F2, F3, F4) ∈ H1([0, 1],C4) : F1(0) = F1(1) = 0 }.
Its spectrum is discrete and coincides with the Dirichlet spectrum of the spectral problem (2.2), defined
as the set of eigenvalues with eigenfunctions f = (f1, f2) ∈ H1([0, 1],C2) such that f1(0) = 0 = f1(1).
Clearly, for any (q, p) ∈ H1c , µ ∈ C∗ is a Dirichlet eigenvalue of (2.2) if there exists a ∈ C∗ such that
M`(µ, v)
(
0
1
)
= a
(
0
1
)
. (3.5)
We thus have the following
Theorem 3.1 The Dirichlet spectrum of Q(v) with v ∈ H1c is the zero set of the function χD(λ) :=
m`2(λ), { µ ∈ C∗ : χD(µ) = 0 }. Furthermore, the multiplicity Mult(µ, χD) of a root µ of m`2 equals to
the algebraic multiplicity Multa(µ) of µ as a Dirichlet eigenvalue, defined as the dimension of the (finite
dimensional) vector space
⋃
n≥1 ker(µ−Qdir(v))n. The function χD is an analytic and compact function
on C∗ ×H1c . For v = 0, χD(λ, 0) = sin(ω(λ)).
All the statements of Theorem 3.1 are shown in a straightforward way except the one on the multi-
plicity of the roots of χD. To prove it we first need to discuss some elementary properties of the Dirichlet
eigenvalues and χD.
Lemma 3.2 For any (λ, v) ∈ C∗ ×H1c
(i) χD(−λ, v) = −χD(λ, v), χD( 116λ , q, p) = −e−q(0)χD(λ,−q, p),
(ii) χD(λ, v) = χD(λ, v) and χD(λ,−v) = −m`3(λ, v).
(iii) For |λ| → ∞ with λ 6∈ ⋃n≥1Dn ∪ (−Dn),
χD(λ, v) = χD(λ, 0)(1 + o(1))
locally uniformly in v ∈ H1c .
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Proof. (i) Using that (
χD(λ, v)
0
)
=
(
m`2(λ, v)
0
)
=
(
1 0
0 0
)
M`(λ, v)
(
0
1
)
,
we obtain by Proposition 2.1(
χD(−λ, v)
0
)
=
(
1 0
0 0
)
M`(−λ, v)
(
0
1
)
= −
(
1 0
0 0
)
RM`(λ, v)R
(
0
1
)
=
(−m`2(λ, v)
0
)
.(
χD(
1
16λ , v)
0
)
=
(
1 0
0 0
)
M`(
1
16λ
, q, p)
(
0
1
)
= −
(
1 0
0 0
)
ReiRq(0)/2M`(λ,−q, p)e−iRq(0)/2R
(
0
1
)
=−
(
ie−q(0)/2 0
0 0
)
M`(λ,−q, p)
(
0
−ie−q(0)/2
)
= −
(
e−q(0)m`2(λ,−q, p)
0
)
.
(ii) is proved in a similar way as item (i).
(iii) By the same argument as in the proof of Lemma 2.17 one obtains the claimed asymptotics
χD(λ, v) = χD(λ, 0)(1 + o(1)).
As usual we denote by +
√
λ the principal branch of the square root defined for λ in C \ (−∞, 0] and
determined by +
√
1 = 1.
Lemma 3.3 The Dirichlet eigenvalues at v = 0 are 14 ,− 14 and
npi
2
(
+
√
1 +
1
4n2pi2
+ 1
)
,
npi
2
(
+
√
1 +
1
4n2pi2
− 1
)
, n 6= 0,
each eigenvalue having multiplicity one.
A first rough localization of the Dirichlet eigenvalues is provided by the following
Lemma 3.4 (Counting Lemma) For each potential in H1c there exist a neighborhood U in H1c and an
integer N > 0 so that for any v ∈ U , the function λ 7→ χD(λ, v) has exactly one root in each of the
domains Dn,−Dn, D−n,−D−n for any n > N and exactly 2+4N in the annulus AN , counted with their
multiplicities. There are no other roots.
Proof. By Lemma 3.2, for |λ| → ∞ with λ 6∈ ⋃n≥1Dn ∪ (−Dn)
χD(λ, v) = χD(λ, 0) (1 + o(1))
locally uniformly in v. Hence, for any potential in H1c there is a neighborhood U and an integer N ≥ 1
such that for any v ∈ U
|χD(λ, v)− χD(λ, 0)| < |χD(λ, 0)| (3.6)
|χD(λ,−q, p)− χD(λ, 0, 0)| < |χD(λ, 0, 0)| (3.7)
on the boundaries of the discs Dn,−Dn, and Bn for any n ≥ N . It follows by Rouché’s theorem that
χD(·, v) has as many roots inside any of the discs ±Dn, n ≥ N , as χD(·, 0). There are no other roots in
C∗ \
(
BN
⋃
n≥N (Dn ∪ −Dn)
)
. By Lemma 3.2(i)
|eq(0)χD( 1
16λ
, q, p)− χD( 1
16λ
, 0, 0)| = |χD(λ,−q, p)− χD(λ, 0, 0)| < |χD(λ, 0, 0)|. (3.8)
Since χD(·, v) has the same roots as eq(0)χD(·, v) and χD( 116λ , 0) = χD(λ, 0) it follows that χD(λ, v)
has as many roots as χD(λ, 0) inside any of the discs D−n,−D−n with n > N . It remains to count
the roots inside An with n ≥ N . In order to apply Rouché’s theorem we need to estimate χD on the
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boundary of B−n. Arguing as above one concludes that for any λ on the boundary of Bn with n ≥ N
and t, t+ s ∈ [0, 1],
|e(t+s)q(0)χD( 1
16λ
, (t+ s)v)− etq(0)χD( 1
16λ
, tv)|
=|χD(λ,−(t+ s)v)− χD(λ,−tv)|
<
1
2
|χD(λ,−tv)| = 1
2
|etq(0)χD( 1
16λ
, tv)|.
After division by |etq(0)| one gets
|esq(0)χD( 1
16λ
, (t+ s)v)− χD( 1
16λ
, tv)| ≤ 1
2
|χD( 1
16λ
, tv)|.
Chose  > 0 such that
|esq(0) − 1||χD( 1
16λ
, (t+ s)v)| < 1
2
|χD( 1
16λ
, tv)|
for λ on the boundary of Bn with n ≥ N , t ∈ [0, 1], and 0 ≤ s < . Then
|χD(λ, (t+ s)v)− χD(λ, tv)| < |χD(λ, tv)|
on the boundary of An. By Rouché’s Theorem it then follows that the number of roots of χD(·, tv)
inside anyAn is independent of t ∈ [0, 1]. Since χD(·, 0) has 2 + 4N roots inside AN so does χD(·, v).
Furthermore, since (An)n≥N is a covering of C∗, there are no roots in C∗\
(
AN ∪
⋃
n≥N Dn ∪ (−Dn)
)
.
Since by Lemma 3.2(i) χD(−λ, v) = −χD(λ, v), it is enough to consider the Dirichlet eigenvalues of
Q(v) in
C+ := { λ ∈ C : Reλ > 0 } ∪ iR>0. (3.9)
For any v ∈ H1c , these eigenvalues, when counted with their multiplicities Multa(µ), can be listed as a
bi-infinite sequence
0  · · ·  µ−2  µ−1  µ0  µ1  µ2  · · · . (3.10)
Here  is the ordering of complex numbers in C+ defined as follows: for a, b ∈ C+, a  b,[
|a| < |b|
]
or
[
|a| = |b| and Ima ≤ Imb
]
. (3.11)
Note that  is a total ordering of C+. One of its feature is that for any a ∈ C+, a  i|a|. In particular,
ordering the Dirichlet eigenvalues in this way one has that µn = npi + o(1) and 116µ−n = npi + o(1).
Proof of Theorem 3.1. Recall that µ ∈ C∗ is a Dirichlet eigenvalue of Q(v) iff there exists a ∈ C∗ and
F ∈ H1loc(R,C4) with QF = µF and
F (0) =

0
1
0
eq(0)/2
4λ
 , F (1) = a

0
1
0
eq(0)/2
4λ
 .
One concludes that the geometric multiplicity of µ is one. The algebraic multiplicity Multa(µ) of µ
equals the dimension of the range of the Riesz projector
Π(µ) :=
1
2pii
∫
Γ(µ)
(λ−Qdir(v))−1 dλ,
where Γ(µ) is a counterclockwise oriented contour around µ so that all Dirichlet eigenvalues of Q(v)
except µ are outside of Γ(µ). Since (λ − Qdir(v))−1 is a compact operator Multa(µ) is finite and
Multa(µ) = trΠ(µ).
Lemma 3.5 For any Dirichlet eigenvalue µ of Q(v) with v ∈ H1c , Multa(µ) = Mult(µ, χD).
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Proof. By Proposition 2.1 and Lemma 3.2,Multa(µn) = Multa(−µn) andMult(µn, χD) = Mult(−µn, χD).
Hence it suffices to consider the Dirichlet eigenvalues in C+. By Lemma 3.3, the Dirichlet eigenvalues at
v = 0 contained in C+ are given by µ0k =
1
2
(
kpi +
√
k2pi2 + 1/4
)
, k ∈ Z, and since χD(λ, 0) = sin(ω(λ))
one has Mult(µ0k, χD) = 1. Note that for any k ∈ Z(
sin(ω0kx), cos(ω
0
kx),
1
4µ0k
sin(ω0kx),
1
4µ0k
cos(ω0kx)
)
is an eigenfunction of Q(0), corresponding to the eigenvalue µ0k, where ω
0
k ≡ ω(µ0k) = pi|k|. Since Qdir(0)
is selfadjoint with respect to the canonical inner product on L2([0, 1],C4), the algebraic multiplicity
Multa(µ
0
k) is one. Since Mult(µ
0
k, χD) = 1 it then follows that Multa(µ
0
k) = Mult(µ
0
k, χD) for any
k ∈ Z. Now let v0 ∈ H1c and consider the line segment [0, v0], from 0 to v0 in H1c . Since it is compact
it follows by the Counting Lemma that there exist a neighborhood U of [0, v0] in H1c and N ≥ 1 such
that for any potential v in U and |k| > N , µk(v) ∈ Dk. It implies that Mult(µk, χD) = 1. Choosing
Γ(µn) := ∂Dn one also sees that Multa(µk) = 1 for any |k| > N . For the remaining 4N + 2 Dirichlet
eigenvalues in AN consider the Riesz projector
ΠN (v) :=
1
2pii
∫
∂AN
(λ−Qdir(v))−1 dλ.
Denote by RN (v) the range of ΠN (v) and let ΛN (v) = Q(v)|RN . Since trΠN is continuous and hence
constant in U , the dimension of RN (v) is 4N + 2 and ΛN maps RN onto itself. Thus,
ξN (λ, v) := det (λ− ΛN (v))
is a polynomial of degree 4N + 2. By construction, its roots are precisely the Dirichlet eigenvalues inside
AN , counted with their algebraic multiplicities. On the other hand, consider the polynomial
ζN (λ, v) :=
∏
|k|≤N
(λ− µk(v))(λ+ µk(v))
formed by the roots µk(v),−µk(v), |k| ≤ N , of χD insideAN counted with their multiplicitiesMult(µk, χD).
By the analyticity of χD and the argument principle, the coefficients of ζN are in fact analytic functions
in v ∈ U . The same is true for the coefficients of ξN .
Note that by the same argument as in Lemma 3.4 there is a neighborhood U (0) of 0 in H1c so that
on U (0), µk ∈ Dk for any k ∈ Z. Hence ξN and ζN coincide on U (0) ∩ U ( 6= ∅). By the analyticity of the
coefficients of ζN and ξN we conclude that ξN (·, v) = ζN (·, v) for all v ∈ U (0) ∩ U , implying that on U ,
Multa(µk(v)) = Mult(µk(v), χD) for any |k| ≤ N .
Denote by Qneu the operator Q(v) with domain
Hneu := { F = (F1, F2, F3, F4) ∈ H1([0, 1],C4) : F2(0) = 0 = F2(1) }.
Its spectrum, referred to as Neumann spectrum, is discrete and coincides with the Neumann spec-
trum of the spectral problem (2.2), defined as the set of eigenvalues with eigenfunctions f = (f1, f2) ∈
H1([0, 1],C2) such that f2(0) = 0 = f2(1). Clearly, for any v ∈ H1c , ν ∈ C∗ is an eigenvalue of (2.2) if
there exists a ∈ C∗ such that
M`(λ, v)
(
1
0
)
= a
(
1
0
)
.
Since by Lemma 3.2(ii) χN (λ, v) = −χD(λ,−v), Theorem 3.1 and Lemma 3.4 yield the following
results.
Theorem 3.6 The Neumann spectrum of Q(v) with v ∈ H1c is the zero set of the function χN (λ) :=
m`3(λ), { ν ∈ C∗ : χN (ν) = 0 }. Furthermore, the multiplicity Mult(ν, χN ) of the root ν equals
the algebraic multiplicity Multa(ν) of ν as a Neumann eigenvalue, i.e. to the dimension of the (finite
dimensional) vector space
⋃
n≥1 ker(ν − Qneu(v))n. The function χN is antisymmetric in λ and hence
the Neumann spectrum is even in λ. The function χN is analytic and compact on C∗ × H1c . For
v = 0, χN (λ, 0) = − sin(ω(λ)). Finally, results corresponding to Lemma 3.4 also hold for the Neumann
eigenvalues.
Lemma 3.3 and Lemma 3.2(ii) lead to the following
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Lemma 3.7 The Neumann spectrum of Q(v) at v = 0 coincides with the Dirichlet spectrum of Q(v) at
v = 0.
The Neumann eigenvalues of Q(v) at v ∈ H1c , contained in C+ and counted with their algebraic
multiplicities can be listed as a bi-infinite sequence
0  · · ·  ν−2  ν−1  ν0  ν1  ν2  · · · (3.12)
so that for |k| sufficiently large, νk is the unique Neumann eigenvalue of Q(v) in the disc Dk.
We finish this section with the following useful identity.
Lemma 3.8 For any Dirichlet or Neumann eigenvalue λ of Q(v) with v ∈ H1c ,
∆2(λ, v)− 1 = δ2(λ, v).
Proof. By the Wronskain identity 1 = m`1m`4 − m`2m`3. Hence
∆2 − 1 =1
4
(m`1 + m`4)
2 − 1
=
1
4
(m`1 + m`4)
2 − m`1m`4 + m`2m`3
=
1
4
(m`1 − m`4)2 + m`2m`3 = δ2 + m`2m`3.
Since the Dirichlet and Neumann eigenvalues are roots of m`2m`3 the claimed identity follows.
3.2 Periodic spectrum
In this section we describe the periodic spectrum specper(Q) of the operator Q = Q1∂x+Q0 with domain
given by the subspace of functions F in
Hper± := { F ∈ H1loc(R,C4) : F (x+ 1) = ±F (x) ∀ x ∈ R }.
It coincides with the periodic spectrum of the spectral problem (2.2). Hence a complex number λ ∈ C∗ is
in specper(Q) iff M`(λ, v) has an eigenvalue ±1. Since det(M`) = 1, the eigenvalues ξ± of M`(λ) ≡ M`(λ, v)
satisfy
0 = det(ξ±I − M`(λ)) = ξ2± − 2∆(λ)ξ± + 1, (3.13)
and thus are given by
ξ± = ∆(λ)±
√
∆2(λ)− 1. (3.14)
Note that in (3.14) ξ+ and ξ− are determined up to the choice of a branch of
√
∆2(λ)− 1.
Theorem 3.9 The periodic spectrum of Q(v) with v ∈ H1c is discrete and coincides with the zero set
{ λ ∈ C∗ : χp(λ, v) = 0 } of the function
χp(λ, v) := ∆
2(λ, v)− 1.
Furthermore, the multiplicity of any root of χp coincides with its algebraic multiplicity as a periodic
eigenvalue. By Lemma 2.14(i) and (ii) the periodic spectrum is invariant under the involution λ→ −λ
and for any periodic eigenvalue of Q(q, p), 116λ is a periodic eigenvalue of Q(−q, p).
Proof. Let v ∈ H1c by given. By (2.2) for any λ ∈ C∗ and F ∈ H1loc(R,C4), the identity QF = λF
is equivalent to F = (f, λ−1Bf) where f(x) = M(x, λ, v)f(0). Hence the existence of a solution F of
QF = λF with F (1) = ±F (0) is equivalent to ±1 being an eigenvalue of M(1, λ, v). By (3.14), ±1 is an
eigenvalue of M(1, λ, v) iff ∆(λ, v) = ±1. This proves the characterization.
The statement on the algebraic multiplicity of periodic eigenvalues is proved as the corresponding
one for the Dirichlet eigenvalues of (c.f. Lemma 3.5) and hence we omit its proof.
For v = 0 the periodic spectrum of Q(v) can be computed explicitly. By Lemma 2.16, χp(λ, 0) =
cos2(ω(λ))− 1 = − sin2(ω(λ)) where we recall that ω(λ) = λ− 116λ .
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Figure 2: Localization of periodic eigenvalues
Corollary 3.10 The periodic eigenvalues of Q(v) for v = 0 are
{ npi
2
(
+
√
1 +
1
4n2pi2
+ 1
)
,
npi
2
(
+
√
1 +
1
4n2pi2
− 1
)
: n 6= 0 } ∪ {1
4
,−1
4
}.
Each eigenvalue has algebraic multiplicity two.
It is convenient to list the two sequences of periodic eigenvalues of Q(0) with their algebraic multi-
plicities as follows
0 < · · · < λ−−1 = λ+−1 < λ−0 = λ+0 =
1
4
< λ−1 = λ
+
1 < λ
−
2 = λ
+
2 < · · ·
· · · < −λ−1 = −λ+1 < −λ−0 = −λ+0 = −
1
4
< −λ−−1 = −λ+−1 < −λ−−2 = −λ+−2 < · · · < 0.
We note that
∆(λ+k , 0) = ∆(λ
−
k , 0) = (−1)k, ∀ k ∈ Z, and λ+−k =
1
16λ+k
∀ k ≥ 0. (3.15)
The periodic spectrum of Q(v) for arbitrary v ∈ H1c is asymptotically close to the one of Q(0). Recall
that the domains Dn and D−n, n ≥ 1 are defined in (3.1).
Lemma 3.11 (Counting Lemma) For each potential in H1c there exist a neighborhood U in H1c and an
integer N > 0, such that for every v ∈ U , the entire function χp(λ, v) has exactly two roots in each of the
domains Dn, −Dn, D−n, and −D−n with n > N and exactly 4 + 8N roots in the annulus AN , counted
with their multiplicities. There are no further roots.
Proof. By Lemma 2.17,
χp(λ, v) = χp(λ, 0) (1 + o(1))
for |λ| → ∞ with λ 6∈ ⋃n≥1Dn ∪ (−Dn), locally uniformly in v ∈ H1c . Hence, for any potential in H1c
there is a neighborhood U and an integer N ≥ 1 such that for any v ∈ U
|χp(λ, v)− χp(λ, 0)| < |χp(λ, 0)| (3.16)
|χp(λ,−q, p)− χp(λ, 0, 0)| < |χp(λ, 0, 0)| (3.17)
on the boundaries of the discs Dn,−Dn, and Bn (defined in (3.2)) for any n ≥ N . The estimate (3.17)
implies by Lemma 2.14 that
|χp( 1
16λ
, q, p)− χp( 1
16λ
, 0, 0)| = |χp(λ,−q, p)− χp(λ, 0, 0)| < |χp(λ, 0, 0)| = |χp( 1
16λ
, 0, 0)|.
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It then follows that for any n ≥ N , (3.16) holds on the boundaries of ±Dn,±D−n and Bn, B−n and hence
also on the boundary of An = Bn\B−n. Therefore by Rouché’s theorem, χp(·, v) has as many roots inside
any of the discs ±Dn,±D−n and annuli An as χp(λ, 0) for any n ≥ N . Since (An)n≥N is a covering of C∗
the same argument shows that χp(λ, v) has no roots in C∗\
(
AN ∪
⋃
n>N (Dn ∪ (−Dn) ∪D−n ∪ (−D−n))
)
.
Note that if v ∈ H2c one can estimate the bound N of Lemma 3.11 in terms of ‖v‖2. Furthermore,
by Lemma 2.14(i) (Reflection in λ) it is enough to consider the part of the periodic spectrum of Q(v) in
the half plane C+ (definition (3.9)) and by Lemma 3.11 (Counting Lemma) the periodic eigenvalues in
C+, counted with their algebraic multiplicities, can be listed as a bi-infinite sequence
0  · · ·  λ−−1  λ+−1  λ−0  λ+0  λ−1  λ+1  · · · . (3.18)
Note that the segment { tv ∈ H1c : t ∈ [0, 1] } connecting v to 0 in H1c is compact and hence the integer
N of Lemma 3.11 can be chosen uniformly in 0 ≤ t ≤ 1. Furthermore, for any |k| ≥ N ∆(λ+k (tv), tv) =
∆(λ−k (tv), tv) and its sign is constant in t. We conclude that for such k , ∆(λ
±
k , v) = (−1)k. Such an
identity does not hold for the remaining finitely many eigenvalues, unless v satisfies further conditions
such as being (almost) real valued- see Section 6.1 and Section 6.2 for details.
We finish this section by a discussion on the roots of ∆˙(λ, v) ≡ ∂λ∆(λ, v). Since ∆ is even with
respect to the variable λ, ∆˙ is odd and hence it is again enough to look at the roots of ∆˙ in C+. For
v = 0 one has ∆(λ) ≡ ∆(λ, 0) = cos(ω(λ)), where ω(λ) = λ− 116λ , and hence
∆˙(λ) ≡ ∆˙(λ, 0) = −(1 + 1
16λ2
) sin(ω(λ)). (3.19)
The roots of ∆˙(λ) in C+ are given by the set of complex numbers consisting of the bi-infinite sequence
λ˙k ≡ λ˙k(0) = λ+k (0), ∀ k ∈ Z
and the additional root λ˙∗ = i4 . Each of these roots has multiplicity one.
By Lemma 2.14(ii) one has − 116λ2 ∆˙( 116λ , q, p) = ∆˙(λ,−q, p). Since − 116λ2 ∆˙( 116λ , q, p) and ∆˙( 116λ , q, p)
have the same roots in C∗ (counted with their multiplicities), we can use the same arguments as for the
periodic eigenvalues of Q(v), to prove the following:
Lemma 3.12 (Counting Lemma) Given any potential in H1c there exists a neighborhood U of it in H1c
and N > 0 (U and N can be chosen as in Lemma 3.11) so that for any v ∈ U , the function λ 7→ ∆˙(λ, v)
has exactly one root in each of the domains Dn, −Dn, D−n, and −D−n with n > N and 4 + 4N roots
in the annulus AN . There are no other roots.
By this lemma the roots of ∆˙(·, v) in C+ \ AN , counted with their algebraic multiplicities, can be
listed as a bi-infinite sequence
0  · · ·  λ˙−N−2  λ˙−N−1  λ˙N+1  λ˙N+2  · · · , λ˙k ∈ Dk ∀ |k| > N (3.20)
such that any remaining root λ˙ in C+ satisfies λ˙−N−1  λ˙  λ˙N+1. It turns out that for arbitrary
v ∈ H1c , these remaining roots cannot be listed in a way useful for our purposes. But in case v is
(almost) real valued such a listing is possible – see Section 6.1 and 6.2 for details.
3.3 Estimates
The main purpose of this section is to establish estimates for the periodic, Dirichlet, and Neumann
eigenvalues of the operator Q(v). A first result concerns a priori bounds of the imaginary part of any of
these eigenvalues.
Lemma 3.13 For any v ∈ H2c and any periodic, Dirichlet, or Neumann eigenvalue λ ∈ C+,
|Imλ| ≤ ‖v‖2 + e‖q‖1 .
Proof. Let v ∈ H2c and recall that Q = Q1∂x + Q0 with Q1, Q0 given by (1.7) and for any F,G ∈
H1([0, 1],C4)
〈Q(v)F,G〉 = [Q1F ·G]10 + 〈F,Q(v)G〉
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where 〈·, ·〉 denotes the L2 inner product, 〈F,G〉 = ∫ 1
0
F (x) · G(x) dx. On the domains (contained in
H1([0, 1],C4)) of Q, corresponding to periodic, Dirichlet, or Neumann boundary conditions one has
[Q1F ·G]10 = 0. In particular if λ is a periodic, Dirichlet, or Neumann eigenvalue and F a corresponding
eigenfunction with 〈F, F 〉 = 1 one has
2iImλ = λ− λ = 〈Q(v)F, F 〉 − 〈F,Q(v)F 〉 = 〈(Q(v)−Q(v))F, F 〉. (3.21)
Note that Q(v) − Q(v) = 2iImQ0(v) and hence by Cauchy-Schwarz and the normalization condition
〈F, F 〉 = 1
|〈(Q(v)−Q(v))F, F 〉| ≤ ‖2(ImQ0(v))F‖L2
where by (1.7) and (2.22)
‖2(ImQ0(v))F‖L2 ≤ 1
2
(‖ImPp+ qx‖L∞ + max± ‖Ime
±q/2‖L∞) ≤ ‖v‖2 + e‖q‖1
concluding the proof.
Note that µm, νm, λ˙m are close tompi form→∞. Our next aim is to obtain more precise asymptotics
for these quantities. First we need to establish the following auxiliary result.
Lemma 3.14 For any bi-infinite sequence of complex numbers (ζn)n ⊂ C∗ satisfying ζn = npi+O(1) as
n→ ±∞ one has
∆|λ=ζn = cos(ζn) + `2n, ∆˙
∣∣∣
λ=ζn
= − sin(ζn) + `2n,
δ|λ=ζn = `2n, δ˙
∣∣∣
λ=ζn
= `2n,
χD|λ=ζn = − sin(ζn) + `2n, χ˙D|λ=ζn = − cos(ζn) + `2n.
These estimates hold uniformly on subsets of sequences (ζn)n where (ω(ζn)− npi)n is bounded. If in fact
ζn = npi+ `
2
n, then sin(ζn) = `2n and cos(ζn) = (−1)n + `2n, yielding in particular the sharper asymptotics
for n→ ±∞
∆|λ=ζn = (−1)n + `2n, ∆˙
∣∣∣
λ=ζn
= `2n.
Proof. The stated asymptotics follow from Theorem 2.12(iii) and (iv).
Lemma 3.15 For any v ∈ H1c , the roots of ∆˙ in the half plane C+ (defined in (3.9)) have the following
asymptotics as n→∞
λ˙n = npi + `
2
n,
1
16λ˙−n
= npi + `2n.
These estimates hold locally uniformly on H1c .
Proof. Since by Lemma 3.12, λ˙n = npi +O(1), it follows from Lemma 3.14, that
0 = ∆˙(λ˙n) = − sin(λ˙n) + `2n, (3.22)
or sin(λ˙n) = `2n. Since by Lemma 3.12, |λ˙n − npi| < pi/3 for |n| large enough, one has
|λ˙n − npi| cos(pi/3) ≤ |λ˙n − npi|
∣∣∣∣∫ 1
0
cos((λ˙n − npi)s+ npi) ds
∣∣∣∣ = ∣∣∣sin(λ˙n)− sin(npi)∣∣∣ = `2n
proving the first claimed asymptotics. They in turn yield the second ones by Lemma 2.14(ii) (reciprocity
in λ).
By the same arguments one can prove that similar results hold for the Dirichlet eigenvalues.
Lemma 3.16 For any v ∈ H1c , the Dirichlet eigenvalues of Q(v) in C+ have the following asymptotics
as n→∞
µn = npi + `
2
n,
1
16µ−n
= npi + `2n.
These estimates hold locally uniformly in H1c .
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We will now use Lemma 3.15 and Lemma 3.16 to prove the following result for the periodic eigenvalues
of Q(v).
Lemma 3.17 For any v ∈ H1c , the periodic eigenvalues of Q(v) in C+ have the following asymptotics
as n→∞
λ±n = npi + `
2
n and
1
16λ±−n
= npi + `2n.
These estimates hold locally uniformly on H1c .
Proof. Let v ∈ H1c be given. Since by Lemma 3.16 µn = npi + `2n, Lemma 3.14 yields δ(µn) = `2n. Hence
by Lemma 3.8 one has
∆2(µn)− 1 = δ2(µn) = `1n.
On the other hand, Lemma 3.14 also yields that ∆(µn) = (−1)n + `2n. Writing ∆2(µn)− 1 = (∆(µn)−
1)(∆(µn) + 1) the two latter estimates together imply that
∆(µn) = (−1)n + `1n. (3.23)
A similar estimate holds for ∆(λ˙n). Indeed, since λ˙n − µn = `2n by Lemma 3.15 and Lemma 3.16,
∆(λ˙n)−∆(µn) = (λ˙n − µn)
∫ 1
0
∆˙(tλ˙n + (1− t)µn) dt,
and ∆˙(tλ˙n + (1− t)µn) = `2n uniformly in 0 ≤ t ≤ 1 by Lemma 3.14 , it follows that ∆(λ˙n)−∆(µn) = `1n
which together with (3.23) yields
∆(λ˙n) = (−1)n + `1n.
The latter estimates can be applied as follows. Since ∆˙(λ˙n) = 0 one has
[
(1− t)∆˙(tλ±n + (1− t)λ˙n)
]1
0
= 0
and therefore integrating by parts,
∆(λ±n )−∆(λ˙n) =(λ±n − λ˙n)
∫ 1
0
∆˙(tλ±n + (1− t)λ˙n) dt
=(λ±n − λ˙n)2
∫ 1
0
(1− t)∆¨(tλ±n + (1− t)λ˙n) dt.
Hence
(λ±n − λ˙n)2
∫ 1
0
(1− t)∆¨(tλ±n + (1− t)λ˙n) dt = `1n. (3.24)
Since ∆ is analytic in λ and ∆˙(ζn) = − sin(ζn) + `2n by Lemma 3.14, Cauchy’s estimate yields
∆¨(tλ±n + (1− t)λ˙n) = − cos(tλ±n + (1− t)λ˙n) + `2n
uniformly in 0 ≤ t ≤ 1. For n sufficiently large, tλ±n + (1 − t)λ˙n is in Dn and hence
∫ 1
0
(1 − t)∆¨(tλ±n +
(1− t)λ˙n) dt is uniformly bounded away from zero for such n. So (3.24) yields
λ±n − λ˙n = `2n.
Since by Lemma 3.15, λ˙n = npi + `2n the first claimed asymptotics follow. Those then yield the second
ones by Lemma 2.14(ii) (reciprocity in λ).
4 Spectral gaps
For any potential v in H1c we denote by
Gn ≡ Gn(v) := [λ−n , λ+n ] := { (1− t)λ−n + tλ+n : 0 ≤ t ≤ 1 }, n ∈ Z (4.1)
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the straight line segment in the complex plane between the periodic eigenvalues λ−n and λ+n of Q1∂x+Q0.
By a slight abuse of terminology we refer to Gn as the n-th closed spectral gap, although for (q, p) 6∈ H1r
it lacks a spectral interpretation. Furthermore for any (q, p) ∈ H1c and n ∈ Z we introduce the gap length
γn
γn(v) := λ
+
n (v)− λ−n (v), n ∈ Z. (4.2)
Note that in general, γn(v) is a complex number but in case v ∈ H1r , it is real and equals the length of
the gap Gn(v).
One of the main results of this chapter states that for v ∈ Hs+1c , s ≥ 0, the sequence (γn(v))n≥0 is
in `2,s(Z≥0,C) (cf Theorem 4.10). A potential v ∈ H1c is said to be a right [left] sided N -gap potential
with N ∈ Z≥0 if
γn(v) = 0 ∀ n > N [γ−n(v) = 0 ∀ n > N ]. (4.3)
It is said to be a right [left] sided finite gap potential if it is a right [left] sided N -gap potential for some
N ∈ Z. Another result we prove in this chapter is that the set of right [left] sided finite gap potentials
in Hsc is dense in Hsc for any s ∈ R≥1.
The proofs of the results of this chapter are based on a Lyapunov-Schmidt decomposition developed
in previous work for the Hill and Zakharov-Shabat operators - see [3], [7],[9], [19] and references therein.
4.1 Lyapunov-Schmidt decomposition
For d = 1, 2, 4 and s ∈ R≥0 denote by Hs(T2,Cd) the Sobolev space of order s of two periodic functions
with values in Cd,
Hs(T2,Cd) := { u =
∑
n∈Z
unen : un ∈ Cd and ‖u‖s <∞ }, ‖u‖s :=
(∑
n∈Z
〈n〉2s|un|2
)1/2
where T2 = R/Z, en(x) = einpix, and |a| =
(∑d
j=1 a
2
j
)1/2
for any a = (a1, . . . , ad) ∈ Cd. We recall that
the weights 〈n〉s := (1 + pi2n2)s/2 are submultiplicative for any s ≥ 0, i.e. 〈n + m〉s ≤ 〈n〉s〈m〉s. The
L2-inner product is defined for f, g ∈ H0(T2,Cd) ≡ L2(T2,Cd) by
〈f, g〉c = 1
2
∫ 2
0
fg dx =
1
2
∫ 2
0
d∑
j=1
f (j)(x)g(j)(x) dx (4.4)
where f (j), 1 ≤ j ≤ d, denote the components of f .
For a scalar valued function u ∈ Hs(T2,C) and a vector valued function v ∈ Hs(T2,Cd) with
v =
∑
n∈Z vnen and vn ∈ Cd one has, using Young’s inequality and 〈n〉s ≤ 〈k〉s〈n− k〉s,
‖uv‖s ≤ ‖u‖s
∑
n∈Z
〈n〉s|vn|. (4.5)
Hence by the Cauchy-Schwarz inequality and
∑
n∈Z
1
〈n〉2 ≤ 1 + 2pi2
∑∞
n=1
1
n2 , where
∞∑
n=1
1
n2
=
pi2
6
, (4.6)
one has
‖uv‖s ≤ 2‖u‖s‖v‖s+1. (4.7)
Note that the estimate (4.7) can be easily improved, but for our purpose it suffices. Recall that by
(2.5)-(2.6) Q(q, p) = Q1∂x +Q0(q, p) with
Q1 =
(
R
)
, Q0(q, p) =
(A(q, p) B(q, p)
B(q, p)
)
,
and
A(q, p) = 1
4
ϕJ, ϕ := −i(Pp+ qx), B(q, p) = 1
4
(
cosh(q/2) − sinh(q/2)
− sinh(q/2) cosh(q/2)
)
.
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It turns out to be useful to introduce the linear isomorphism
Hs+1C ×Hs+1C → Hs+1C ×HsC, (q, p) 7→ (q, ϕ)
and use (q, ϕ) instead of (q, p) as phase space variables. Furthermore introduce
H˜s+1c := H
s+1
C ×HsC (4.8)
and by a slight abuse of notation we write Q ≡ Q(q, ϕ) and Q0 ≡ Q0(q, ϕ) for the operators Q(q, p) and
Q0(q, p) respectively. We rewrite equation (2.10) in the form
Q(λ)F = Q0F, Q(λ) := −Q1∂x + λI (4.9)
and introduce the L2-orthogonal basis of L2(T2,C4),
e(j)n (x) = en(x)a
(j), 1 ≤ j ≤ 4, n ∈ Z, en(x) = einpix
where a(1), a(2), a(3), a(4) denote the standard basis in C4, a(1) = (1, 0, 0, 0), a(2) = (0, 1, 0, 0), a(3) =
(0, 0, 1, 0), a(4) = (0, 0, 0, 1). Note that
Q(λ)e(1)n = (λ+ npi)e(1)n Q(λ)e(2)n = (λ− npi)e(2)n (4.10)
Q(λ)e(3)n = λe(3)n Q(λ)e(4)n = λe(4)n (4.11)
suggesting to decompose Hs(T2,C4) with s ≥ 0 for any given n ∈ Z as Hs(T2,C4) = Pn ⊕Kn where
Pn :={ f (1)−ne(1)−n + f (2)n e(2)n : f (1)−n, f (2)n ∈ C },
Kn :={
∑
k∈Z,1≤j≤4
f
(j)
k e
(j)
k ∈ Hs(T2,C4) : f (j)k ∈ C, f (1)−n = 0, f (2)n = 0 }.
Denote the L2-orthogonal projections onto Pn and Kn by Pn and Kn, respectively. The subspaces Pn
and Kn are invariant under Q(λ). Furthermore, introduce for any n ∈ Z the complex strip
Πn = { λ ∈ C : |Reλ− npi| ≤ pi/2 }. (4.12)
Note that these strips cover C and that for any n 6= 0 the restriction of Q(λ) to Kn, again denoted by
Q(λ), is invertible for any λ ∈ Πn. Writing F = u + v with u := PnF and v := KnF , equation (4.9)
decomposes into the following system of equations
Q(λ)u = PnQ0(u+ v) (4.13)
Q(λ)v = KnQ0(u+ v), (4.14)
called P - and K-equation, respectively. (Note that in this section, u and v have a different meaning than
elsewhere.) Given any n 6= 0 we first solve the K-equation for any given u ∈ Pn and then substitute
the solution into the P -equation, leading to a 2 × 2 system of linear equations with a 2 × 2 coefficient
matrix Sn, which is singular precisely when λ is a periodic eigenvalue of Q. The proof of Theorem 4.15
will follow by analyzing the coefficients of Sn.
Actually, to solve (4.13), it suffices to determine Q0v. Hence in a first step, we derive from (4.14)
an equation for Q0v instead of v. Once u and Q0v are found v can be easily determined from (4.14),
v = Q(λ)−1Kn(Q0u +Q0v). We begin by deriving from (4.14) an equation for Q0v. Given any n 6= 0
and λ ∈ Πn, apply the operator Q0Q(λ)−1 to (4.14) to obtain,
Q0v = Q0Q(λ)−1KnQ0(u+ v) (4.15)
which leads to the following equation for v˜ = Q0v ∈ L2(T2,C4),
(Id− Tn)v˜ = TnQ0u, Tn := Q0Q(λ)−1Kn : L2(T2,C4)→ L2(T2,C4).
We then prove that for |n| sufficiently large, T 4n is a contraction implying that for such n, Id − T 4n is
invertible. The invertibility of the operator Id− Tn then follows from the identity
(Id− Tn)−1 = (Id+ Tn)(Id+ T 2n)(Id− T 4n)−1.
First we need to introduce some more notation. For d = 1, 2, 4 and s ≥ 0 we consider on Hs(T2,Cd) the
shifted norms
‖u‖s;n := ‖uen‖s =
(∑
k∈Z
〈k + n〉2s|un|2
)1/2
Note that the estimate (4.7) continues to hold for these norms. More precisely, the following holds:
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Lemma 4.1 Let s ∈ R≥0 and n ∈ Z. Then the following holds:
(i) for any u ∈ Hs(T2,C) and v ∈ Hs+1(T2,Cd)
‖uv‖s;n ≤ 2‖u‖s;n‖v‖s+1, ‖uv‖s;n ≤ 2‖u‖s‖v‖s+1;n
(ii) for any u ∈ Hs+1(T2,C) and v ∈ Hs(T2,Cd)
‖uv‖s;n ≤ 2‖u‖s+1;n‖v‖s, ‖uv‖s;n ≤ 2‖u‖s+1‖v‖s;n.
Proof. One computes
‖uv‖s;n = ‖uven‖s ≤ 2‖uen‖s‖v‖s+1 = 2‖u‖s;n‖v‖s+1.
The other inequalities are obtained in a similar fashion.
Lemma 4.2 For any (q, ϕ) ∈ H˜s+1c with s ≥ 0, l ∈ Z, and λ ∈ Πn with n 6= 0, the following holds:
(i) Decomposing
Tn = Q0Q(λ)−1Kn : (Hs(T2,C4), ‖·‖s;l)→ (Hs(T2,C4), ‖·‖s;l)
according to
Q0 =
(A )
+
(
B
)
+
( B)
,
the resulting operators satisfy∥∥∥∥(A )Q(λ)−1Kn∥∥∥∥
s;l
≤ ‖ϕ‖s,
∥∥∥∥(B
)
Q(λ)−1Kn
∥∥∥∥
s;l
≤ ‖sinh(q/2)‖s + ‖cosh(q/2)‖s, (4.16)
∥∥∥∥( B)Q(λ)−1Kn∥∥∥∥
s;l
≤ ‖sinh(q/2)‖s+1 + ‖cosh(q/2)‖s+1|n| (4.17)
(ii) Tn is bounded with
‖Tn‖s;l ≤ Rs, Rs ≡ Rs(q, ϕ) := ‖ϕ‖s + ‖sinh(q/2)‖s+1 + ‖cosh(q/2)‖s+1. (4.18)
Proof. Let n 6= 0 clearly (4.18) follows from (4.16)-(4.17). The latter two estimates are proved separately.
To prove (4.16) note that for m 6= n
min
λ∈Πn
|λ−mpi| ≥ |n−m| ≥ 1, (4.19)
implying that for any λ ∈ Πn, n 6= 0, the restriction of Q(λ) to the invariant subspace Kn is invertible
and that its inverse is uniformly bounded for λ ∈ Πn. For any F =
∑
m∈Z,j=1,2,3,4 f
(j)
m e
(j)
m with f
(j)
m ∈ C,
and λ ∈ Πn
Q(λ)−1KnF =
∑
m6=n
1
λ−mpi
(
f
(1)
−me
(1)
−m + f
(2)
m e
(2)
m
)
+
1
λ
∑
m∈Z
(
f (3)m e
(3)
m + f
(4)
m e
(4)
m
)
is well defined. Taking into account Lemma 4.1 and the definition (2.7) of A one has
∥∥∥∥(A )Q(λ)−1KnF∥∥∥∥
s;l
=
∥∥∥∥∥∥
(A ) ∑
m 6=n
1
λ−mpi
(
f
(1)
−me
(1)
−m + f
(2)
m e
(2)
m
)∥∥∥∥∥∥
s;l
≤1
4
‖ϕ‖s
∑
m6=n
|f (1)−m+l|〈−m+ l〉s + |f (2)m+l|〈m+ l〉s
|n−m| .
For 1 ≤ j ≤ 4, let
f (j) :=
∑
m∈Z
f (j)m e
(j)
m .
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By the Cauchy-Schwarz inequality and (4.6) one then concludes
∑
m 6=n
|f (1)−m+l|〈−m+ l〉s + |f (2)m+l|〈m+ l〉s
|n−m| ≤ ‖f
(1) + f (2)‖s;l
√∑
m6=n
1
|m− n|2 ≤
pi√
3
‖F‖s;l.
where we used that ‖f (1) + f (2)‖2s;l = ‖f (1)‖2s;l + ‖f (2)‖2s;l ≤ ‖F‖2s;l. A similar estimate holds for∥∥∥∥(B
)
Q(λ)−1KnF
∥∥∥∥
s;l
where 14‖ϕ‖s is replaced by 14‖sinh(q/2)‖s + 14‖cosh(q/2)‖s. Altogether this
yields the two estimates of (4.16). On the other hand( B)Q(λ)−1KnF = ( B) 1
λ
∑
m∈Z
(
f (3)m e
(3)
m + f
(4)
m e
(4)
m
)
.
Since by (4.19) 1|λ| ≤ 1|n| for any λ ∈ Πn, estimate (4.17) then follows from Lemma 4.1.
Lemma 4.3 Let (q, ϕ) ∈ H˜s+1c with s ≥ 0 and λ ∈ Πn with n ∈ Z \ {0}. Then the following holds:
(i) For any F =
∑4
j=1 f
(j) ∈ Hs(T2,C4) the following estimates hold:∥∥∥∥Tn(A )Q(λ)−1Knf (1)∥∥∥∥
s;−n
≤ 1
2|n|Rs(q, ϕ)‖ϕ‖s‖f
(1)‖s;−n, (4.20)
and ∥∥∥∥Tn(A )Q(λ)−1Knf (2)∥∥∥∥
s;n
≤ 1
2|n|Rs(q, ϕ)‖ϕ‖s‖f
(2)‖s;n, (4.21)
while for j = 3, 4
Tn
(A )Q(λ)−1Knf (j) = 0.
(ii) Furthermore ∥∥∥∥∥
[(A )Q(λ)−1Kn]3
∥∥∥∥∥
s;±n
≤ 1|n| ‖ϕ‖
3
s. (4.22)
(iii) For any F =
∑4
j=1 f
(j) ∈ Hs(T2,C4) the following estimates hold:∥∥∥∥Tn(A )Q(λ)−1Kn∥∥∥∥
s;±n
≤ Rs(q, ϕ)
( 2√|n| ‖ϕ‖s +Rs;|n|(ϕ)), (4.23)
where for any g =
∑
k∈Z gkek ∈ Hs(T2,C),
Rs;|n|(g) :=
√ ∑
|k|≥|n|
〈k〉2s|gk|2. (4.24)
Proof. (i) Writing ϕ =
∑
m∈Z ϕmem, a straightforward computation yields for F =
∑4
j=1 f
(j) ∈
Hs(T,C4)
g(1) := Q(λ)−1Kn
(A )Q(λ)−1Knf (2) =1
4
∑
k 6=−n
∑
m 6=n
f
(2)
m ϕk−m
(λ−mpi)(λ+ kpi)e
(1)
k (4.25)
and similarly
g(2) := Q(λ)−1Kn
(A )Q(λ)−1Knf (1) =1
4
∑
k 6=n
∑
m 6=−n
−f (1)m ϕk−m
(λ+mpi)(λ− kpi)e
(2)
k . (4.26)
while for j = 3, 4 (A )Q(λ)−1Knf (j) = 0. (4.27)
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Note that the coefficients of g(1) =
∑
k 6=−n g
(1)
k e
(1)
k and g
(2) =
∑
k 6=n g
(2)
k e
(2)
k are given by
g
(1)
k =
1
4
∑
m 6=n
f
(2)
m ϕk−m
(λ−mpi)(λ+ kpi) , g
(2)
k = −
1
4
∑
m 6=−n
f
(1)
m ϕk−m
(λ+mpi)(λ− kpi)
By Lemma 4.1 one has for j = 1, 2 and i = 1, 2 such that {1, 2} = {i, j}∥∥∥∥Tn(A )Q(λ)−1Knf (j)∥∥∥∥
s;l
=
∥∥∥Q0g(i)∥∥∥
s;l
≤1
4
(
‖ϕ‖s + ‖sinh(q/2)‖s + ‖cosh(q/2)‖s
)∥∥∥g(i)el∥∥∥
W s,1
where
‖g(i)‖W s,1 :=
∑
m∈Z
〈m〉s|g(i)m |. (4.28)
The bounds (4.20) and (4.21) then follow from corresponding bounds of ‖g(1)en‖W s,1 and ‖g(2)e−n‖W s,1 .
For g(1)en one has
‖g(1)en‖W s,1 =
∥∥∥∥∥∥14
∑
k 6=−n
∑
m 6=n
f
(2)
m ϕk−m
(λ−mpi)(λ+ kpi)e
(1)
k en
∥∥∥∥∥∥
W s,1
≤1
4
∑
k 6=−n
∑
m6=n
〈k + n〉s
|n−m||n+ k| |f
(2)
m ||ϕk−m|.
(4.29)
Since for k 6= −n, 〈k+n〉s|k+n| ≤ 4〈k+ n〉s−1 and 〈k+ n〉s−1 ≤ 〈m+ n〉s−1〈k−m〉s−1 one obtains by Young’s
inequality
1
4
∑
k 6=−n
∑
m 6=n
〈k + n〉s
|n−m||n+ k| |f
(2)
m ||ϕk−m| ≤
∑
m 6=n
|f (2)m |〈m+ n〉s−1
|n−m|
∑
k∈Z
〈k〉s−1|ϕk|.
By the Cauchy-Schwarz inequality
∑
m6=n
|f (2)m |〈m+ n〉s−1
|n−m| =
∑
m6=n
1
〈m+ n〉|n−m| |f
(2)
m |〈m+ n〉s ≤ ‖f (2)‖s;n
( ∑
m6=n
1
〈m+ n〉2|n−m|2
)1/2
.
(4.30)
For n > 0 one has∑
m6=n
1
|n−m|2〈m+ n〉2 ≤
1
pi2n2
+
1
pi2n2
∑
m<0
1
m2
+
∑
m>0,m 6=n
1
|n−m|2pi2n2 ≤
1
n2
(
1
pi2
+
3
pi2
∑
m>0
1
m2
).
(4.31)
Since a similar statement holds for n < 0 and∑
k∈Z
〈k〉s−1|ϕk| ≤
√∑
k∈Z
1
〈k〉2
√∑
k∈Z
〈k〉2s|ϕk|2 ≤ ‖ϕ‖s
√
1 +
1
3
one has by (4.6)
‖g(1)en‖W s,1 ≤ ‖ϕ‖s 2|n| ‖f
(2)‖s;n. (4.32)
A similar computation yields
‖g(2)e−n‖W s,1 ≤ ‖ϕ‖s 2|n| ‖f
(1)‖s;−n. (4.33)
This proves (4.21) and (4.20).
(ii) To prove (4.22), note that by (4.30) the definition (4.25) of g(1) amd the estimate (4.5)∥∥∥∥∥
[(A )Q(λ)−1Kn]2 f (2)
∥∥∥∥∥
s;±n
=
∥∥∥∥(A ) g(1)∥∥∥∥
s;±n
≤ 1
4
‖ϕ‖s‖g(1)e±n‖W s,1
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hence by (4.32) ∥∥∥∥∥
[(A )Q(λ)−1Kn]2 f (2)
∥∥∥∥∥
s;±n
≤ 1
2|n| ‖ϕ‖
2
s‖f (2)‖s;±n. (4.34)
It then follows by (4.16) that∥∥∥∥∥
[(A )Q(λ)−1Kn]3 f (2)
∥∥∥∥∥
s;±n
≤ ‖ϕ‖s
∥∥∥∥∥
[(A )Q(λ)−1Kn]2 f (2)
∥∥∥∥∥
s;±n
≤ 1
2|n| ‖ϕ‖
3
s‖f (2)‖s;±n.
By the definition of A = 14ϕJ , all components of(A )Q(λ)−1Knf (1)
vanish except the second one, hence (4.34) implies∥∥∥∥∥
[(A )Q(λ)−1Kn]3 f (1)
∥∥∥∥∥
s;±n
≤ 1
2|n| ‖ϕ‖
2
s
∥∥∥∥(A )Q(λ)−1Knf (1)∥∥∥∥
s;±n
.
By (4.16) it then follows that∥∥∥∥∥
[(A )Q(λ)−1Kn]3 f (1)
∥∥∥∥∥
s;±n
≤ 1
2|n| ‖ϕ‖
3
s‖f (1)‖s;±n.
In view of (4.27) the claimed estimate (4.22) then follows.
(iii) In view of item (i) and the definitions (4.25) and (4.26) of g(1) and g(2), it remains to bound
‖g(2)en‖W s,1 and ‖g(1)e−n‖W s,1 . One computes
‖g(2)en‖W s,1 =
∥∥∥∥∥∥14
∑
k 6=n
∑
m 6=−n
−f (1)m ϕk−m
(λ+mpi)(λ− kpi)e
(2)
k en
∥∥∥∥∥∥
W s,1
≤1
4
∑
k 6=n
∑
m 6=−n
|f (1)m ||ϕk−m|〈k + n〉s
|n+m||n− k| .
Since 〈k + n〉s ≤ 〈k −m〉s〈m+ n〉s, one has
∑
k 6=n
∑
m 6=−n
|f (1)m ||ϕk−m|〈k + n〉s
|n+m||n− k| ≤
∑
k 6=n
∑
m6=−n
|f (1)m |〈m+ n〉s|ϕk−m|〈k −m〉s
|n+m||n− k| .
Now we split the sum into three parts defined by the three sets of summation indices
{ (k,m) : |n− k| > |n|/2 }, { (k,m) : |n− k| ≤ |n|/2, |n+m| > |n|/2 },
and
{ (k,m) : |n− k| ≤ |n|/2, |n+m| ≤ |n|/2 }.
By the Cauchy-Schwarz inequality
I :=
∑
|n−k|> |n|2
∑
m6=−n
|f (1)m |〈m+ n〉s|ϕk−m|〈k −m〉s
|n+m||n− k|
≤
( ∑
|n−k|> |n|2
∑
m6=−n
1
|n− k|2|n+m|2
)1/2( ∑
|n−k|> |n|2
∑
m6=−n
|f (1)m |2〈m+ n〉2s|ϕk−m|2〈k −m〉2s
)1/2
.
Hence
I ≤
( ∑
|n−k|> |n|2
1
|n− k|2
)1/2( ∑
m6=−n
1
|n+m|2
)1/2
‖ϕ‖s‖f (1)‖s;n.
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By a similar computation
II :=
∑
1≤|n−k|≤ |n|2
∑
|n+m|> |n|2
|f (1)m |〈m+ n〉s|ϕk−m|〈k −m〉s
|n+m||n− k|
≤
( ∑
1≤|n−k|≤ |n|2
1
|n− k|2
)1/2( ∑
|n+m|> |n|2
1
|n+m|2
)1/2
‖ϕ‖s‖f (1)‖s;n.
Since ∑
|l|> |n|2
1
l2
≤ 2
∑
l>
|n|
2
1
l2
≤ 2
∫ ∞
|n|
2
1
l2
dl =
4
|n| .
It then follows that
1
4
I +
1
4
II ≤ 1
2
(
2
pi2
6
)1/2 · ( 4|n|)1/2‖ϕ‖s‖f (1)‖s;n ≤ 2√|n| ‖ϕ‖s‖f (1)‖s;n
where we used that pi√
3
< 2. Now let us turn to the sum
III :=
∑
1≤|n−k|≤ |n|2
∑
1≤|n+m|≤ |n|2
|f (1)m |〈m+ n〉s|ϕk−m|〈k −m〉s
|n+m||n− k|
Since |k −m| ≥ 2|n| − |k − n| − |m+ n| ≥ |n| for k,m with |n− k| ≤ |n|2 and |m+ n| ≤ |n|2 one has
III ≤
( ∑
1≤|n−k|≤ |n|2
1
|n− k|2
)1/2( ∑
1≤|n+m|≤ |n|2
1
|n+m|2
)1/2( ∑
|k|≥|n|
|ϕk|2〈k〉2s
)1/2
‖f (1)‖s;n
≤2pi
2
6
Rs;n(ϕ)‖f (1)‖s;n
and hence
1
4
III ≤ Rs;n(ϕ)‖f (1)‖s;n.
Altogether we then have proved that
‖g(2)en‖W s,1 ≤ 2√|n| ‖ϕ‖s‖f (1)‖s;n +Rs;|n|(ϕ)‖f (1)‖s;n. (4.35)
Combining (4.32) and (4.35) we thus have proved that∥∥∥∥Tn(A )Q(λ)−1Kn∥∥∥∥
s;n
≤ Rs(q, ϕ)
( 2√|n| ‖ϕ‖s +Rs;|n|(ϕ)). (4.36)
Similarly one shows that
‖g(1)e−n‖W s,1 ≤ 2√|n| ‖ϕ‖s‖f (2)‖s;−n +Rs;|n|(ϕ)‖f (2)‖s;−n
and deduces ∥∥∥∥Tn(A )Q(λ)−1Kn∥∥∥∥
s;−n
≤ Rs(q, ϕ)
( 2√|n| ‖ϕ‖s +Rs;|n|(ϕ)). (4.37)
Hence we proved (4.23).
Decomposing Tn as in Lemma 4.2 the following identities can be verified in a straight forward way.
Lemma 4.4 Let (q, ϕ) ∈ H˜s+1c with s ≥ 0 and λ ∈ Πn with n ∈ Z \ {0}.(A )Q(λ)−1Kn(B
)
Q(λ)−1Kn = 0,
( B)Q(λ)−1Kn(A )Q(λ)−1Kn = 0,(
B
)
Q(λ)−1Kn
(
B
)
Q(λ)−1Kn = 0
( B)Q(λ)−1Kn( B)Q(λ)−1Kn = 0
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Lemma 4.5 Let (q, ϕ) ∈ H˜s+1c with s ≥ 0 and λ ∈ Πn with n ∈ Z \ {0}.
(i) There exists an absolute constant C0 ≥ 1 so that
‖T 4n‖s;±n ≤
C0
|n|R
4
s, Rs ≡ Rs(q, ϕ) := ‖ϕ‖s + ‖cosh(q/2)‖s+1 + ‖sinh(q/2)‖s+1.
(ii) With Rs,|n|(ϕ) given as in (4.24) one has
‖T 2n‖s;±n ≤Rs(q, ϕ)
(‖sinh(q/2)‖s+1 + ‖cosh(q/2)‖s+1
|n| +
2√|n| ‖ϕ‖s +Rs;|n|(ϕ)
)
(iii) For any F =
∑4
j=1 f
(j) ∈ Hs(T2,C4) with f (1) = 0 the following sharper estimate holds∥∥T 2nF∥∥s;n ≤ 1|n|R2s(q, ϕ)‖F‖s;n,
(iv) For any F =
∑4
j=1 f
(j) ∈ Hs(T2,C4) with f (2) = 0 one has∥∥T 2nF∥∥s;−n ≤ 1|n|R2s(q, ϕ)‖F‖s;−n.
Remark 4.6. It follows from Lemma 4.5(i) that T 4n is a
1
2 -contraction for
|n| ≥ 2C0R4s.
In contrast the estimate of Lemma 4.5(ii) implies that, T 2n is a
1
2 -contraction for |n| ≥ N where N can
be chosen locally uniformly on H˜s+1C .
Proof. (i) Decomposing Tn as
Tn =
(A )Q(λ)−1Kn + (B
)
Q(λ)−1Kn +
( B)Q(λ)−1Kn,
Lemma 4.4 yields that T 4n consists of a sum of terms each either containing
( B)Q(λ)−1Kn or[(A )Q(λ)−1Kn]3 as a factor. Using (4.16), (4.17), and (4.22) one obtains the claimed estimate
‖T 4n‖s;n ≤ C0|n|R4s.
(ii) Note that by Lemma 4.3
‖T 2n‖s;±n ≤‖Tn
( B
B
)
Q(λ)−1Kn‖s;±n +Rs(q, ϕ)
( 2√|n| ‖ϕ‖s +Rs;n(ϕ))
and by Lemma 4.2 and Lemma 4.4,
‖Tn
( B
B
)
Q(λ)−1Kn‖s;±n ≤ Rs(q, ϕ)‖sinh(q/2)‖s+1 + ‖cosh(q/2)‖s+1|n| . (4.38)
(iii) For any F =
∑4
j=1 f
(j) ∈ Hs(T2,C4)
‖T 2nF‖s;n ≤ ‖Tn
( B
B
)
Q(λ)−1KnF‖s;n + ‖Tn
(A )Q(λ)−1KnF‖s;n.
If f (1) = 0 then by Lemma 4.3(i)∥∥∥∥Tn(A )Q(λ)−1KnF∥∥∥∥
s;n
≤ 1
2|n|Rs(q, ϕ)‖ϕ‖s‖f
(2)‖s;n.
Hence (4.38) yields (iii)
(iv) Arguing as in the proof of item (iii) one obtains (iv).
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Now we go back to the K- and P -equation. Let (q, ϕ) ∈ H˜s+1c be given. Instead of the K-equation
(4.14) we consider (4.15) which by the definition of Tn takes the form
Q0v = TnQ0(u+ v).
Solving for Q0v yields
(Id− Tn)Q0v = TnQ0u. (4.39)
By Lemma 4.5(i), T 4n is a 1/2-contraction for any n with |n| ≥ 2C0R4s. It follows that for such n,
(Id− T 4n) and hence (Id− Tn) are invertible where the inverse of (Id− Tn) is given by
Tˆn := (Id− Tn)−1 = (Id− T 4n)−1(Id+ Tn + T 2n + T 3n).
By Lemma 4.2 for any s ≥ 0 and |n| ≥ 2C0R4s
‖Tˆn‖s;±n ≤ 2(1 +Rs +R2s +R3s) ≤ 2(1 +Rs)3. (4.40)
By (4.39), Q0v is given by
Q0v = TˆnTnQ0u
and the P -equation (4.13) becomes
Q(λ)u = PnQ0u+ PnTˆnTnQ0u.
Since Id+ TˆnTn = Tˆn one is led to
0 =
(
Q(λ)− PnTˆnQ0
)
u.
Hence given any |n| ≥ 2C0R2s(q, ϕ), λ ∈ Πn is a periodic eigenvalue of Q iff det(Sn(λ)) = 0 where
Sn(λ) ≡ Sn(λ, q, ϕ) is the map
Sn(λ) =
(
Q(λ)− PnTˆnQ0
)
Pn : Pn → Pn. (4.41)
We now compute the matrix representation of Sn with respect to the basis [e
(1)
−n, e
(2)
n ] of Pn. By (4.10),
the matrix representation [Q(λ)] of Q(λ) is given by
[Q(λ)] =
(
λ− npi
λ− npi
)
.
and for any |n| ≥ 2C0R2s(q, ϕ) the one of PnTˆnQ0Pn is given by(
a+n (λ) b
+
n (λ)
b−n (λ) a
−
n (λ)
)
:=
(
〈TˆnQ0e(1)−n, e(1)−n〉c 〈TˆnQ0e(2)n , e(1)−n〉c
〈TˆnQ0e(1)−n, e(2)n 〉c 〈TˆnQ0e(2)n , e(2)n 〉c
)
. (4.42)
For any ρ ≥ 1, denote by B˜s+1ρ the closed ball of radius ρ in H˜s+1c , centered at 0,
B˜s+1ρ := { (q, ϕ) ∈ H˜s+1c : 1 +Rs(q, ϕ) ≤ ρ }. (4.43)
where we recall that Rs(q, ϕ) = ‖ϕ‖s + ‖cosh(q/2)‖s+1 + ‖sinh(q/2)‖s+1.
Lemma 4.7 Let s ≥ 0, ρ ≥ 1, and |n| ≥ 2C0ρ4. Then the following holds:
(i) A complex number λ ∈ Πn is a periodic eigenvalue of Q1∂x+Q0 iff detSn(λ) = (λ−pin−an(λ))2−
b+n (λ)b
−
n (λ), vanishes.
(ii) The functions a±n , b±n are analytic in (λ, (q, ϕ)) on Πn × B˜s+1ρ . Furthermore an := a+n coincides
with a−n , an = a−n , and
an(λ, q, ϕ) = an(λ, q,−ϕ), b−n (λ, q, ϕ) = b+n (λ, q,−ϕ).
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Proof. (i) The statement follows from the definition of Sn as mentioned in the discussion above.
(ii) By Lemma 4.5(i) T 4n with |n| ≥ 2C0ρ4 is a 1/2 contraction for any element in Πn × B˜s+1ρ . Hence
(Id−T 4n)−1 can be expanded in its Neumann series, implying that an(λ) and b±n (λ) can be written as series
which converge normally and are analytic on Πn × B˜s+1ρ . Note that Q0(x) = (detB(x))2 = 14 . Hence
Q0(x) is invertible for any x and TˆnQ0 is invertible as an operator. By the definition of Tn = Q0Q(λ)−1Kn
it then follows that
(Q−10 (Id− Tn))∗ =
(
Id− (Q(λ)−1Kn)∗Q∗0
)
(Q∗0)−1 = (Q∗0)−1
(
Id−Q∗0(Q(λ)−1Kn)∗
)
.
Using that the adjoints of Q0, Q(λ)−1Kn with respect to 〈·, ·〉c are given by
Q0(q, ϕ)∗ = Q0(q,−ϕ) and (Q(λ)−1Kn)∗ = KnQ(λ)−1 = Q(λ)−1Kn
one has
(Q−10 (q, ϕ)(Id− Tn(λ, q, ϕ)))∗ = (Q−10 (q,−ϕ)(Id− Tn(λ, q,−ϕ))).
Taking the inverse of both sides of the latter identity one gets
(Tˆn(λ, q, ϕ)Q0(q, ϕ))∗ = Tˆn(λ, q,−ϕ)Q0(q,−ϕ). (4.44)
Hence b+n (λ, q, ϕ) = b
−
n (λ, q,−ϕ) and a±n (λ, q, ϕ) = a±n (λ, q,−ϕ). It remains to prove that a+n = a−n . For
a given linear operator B acting on a C-vector space, denote by B its complex conjugate defined by
Bu := Bu. Furthermore note that
(
Z
Z
)
e
(1)
n = e
(2)
n and
(
Z
Z
)
e
(2)
n = e
(1)
n . Using that e(2)−n = e
(2)
n and
〈a, b〉c = 〈b, a〉c one then gets
a+n =〈TˆnQ0e(1)−n, e(1)−n〉c = 〈TˆnQ0
(
Z
Z
)
e
(2)
−n,
(
Z
Z
)
e
(2)
−n〉c
=〈e(2)−n,
(
Z
Z
)
(TˆnQ0)∗
(
Z
Z
)
e
(2)
−n〉c
=〈
(
Z
Z
)
(TˆnQ0)∗
(
Z
Z
)
e(2)n , e
(2)
n 〉c.
It remains to compute
(
Z
Z
)
(TˆnQ0)∗
(
Z
Z
)
. A straightforward computation yields
Q0(q, ϕ)∗ = Q0(q,−ϕ) =
(
Z
Z
)
Q0(q, ϕ)
(
Z
Z
)
and
(Q(λ)−1Kn)∗ = Q(λ)−1Kn =
(
Z
Z
)
Q(λ)−1Kn
(
Z
Z
)
.
Hence the adjoint of TˆnQ0 =
(
Id−Q0Q(λ)−1Kn
)−1Q0 is given by
(TˆnQ0)∗ =
(
Z
Z
)
(TˆnQ0)
(
Z
Z
)
.
This implies that a+n (λ) = a−n (λ).
For a function f : U → C on a domain U ⊂ X of a C-Banach space (X, ‖·‖) denote by |f |U its sup
norm,
|f |U := sup
λ∈U
‖f(λ)‖.
Lemma 4.8 Let (q, ϕ) ∈ H˜1c and |n| ≥ 2C0R40(q, ϕ). Then
|an|Πn ≤
1
|n| (1 +R0(q, ϕ))
4R20(q, ϕ) + (1 +R0(q, ϕ))
4‖ϕ‖L2R0;|n|(ϕ). (4.45)
Furthermore, if in addition ϕ ∈ HsC one has R0;|n|(ϕ) ≤ 1〈n〉s ‖ϕ‖s and hence
|an|Πn ≤ 2(1 +R0(q, ϕ))4
(R20(q, ϕ)
|n| +
‖ϕ‖L2‖ϕ‖s
〈n〉s
)
. (4.46)
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Proof. Since Tˆn = Id+ TˆnTn = Id+ Tn + TˆnT 2n and
Q0e(1)−n =
1
4
(0, −ϕe−n, cosh(q/2)e−n, − sinh(q/2)e−n), (4.47)
one has 〈Q0e(1)−n, e(1)−n〉c = 0. Using that Tˆn = Id+ Tn + TˆnT 2n we write an as an = Σ1 + Σ2 where
Σ1 := 〈TnQ0e(1)−n, e(1)−n〉c, Σ2 := 〈TˆnT 2nQ0e(1)−n, e(1)−n〉c
Substitute ϕ =
∑
m∈Z ϕmem, ϕm ≡ ϕˆ(m) =
∫ 1
0
ϕ(x)e−impix dx into TnQ0e(1)−n = Q0Q(λ)−1KnQ0e(1)−n to
obtain
TnQ0e(1)−n =Q0Q(λ)−1Kn
1
4

0
−ϕe−n
cosh(q/2)e−n
− sinh(q/2)e−n

=Q0Q(λ)−1 1
4

0
−∑m6=n ϕm+nem
cosh(q/2)e−n
− sinh(q/2)e−n

and by (4.10)
Q(λ)−1 1
4

0
−∑m6=n ϕm+nem
cosh(q/2)e−n
− sinh(q/2)e−n
 = 14

0
−∑m 6=n ϕm+n emλ−npi
1
λ cosh(q/2)e−n− 1λ sinh(q/2)e−n
 .
Using trigonometric identities one then concludes
TnQ0e(1)−n =
1
16λ

cosh(q)e−n
− sinh(q)e−n
0
0
− 116 ∑
m 6=n
ϕm+n
λ−mpiem

ϕ
0
− sinh(q/2)
cosh(q/2)
 . (4.48)
Hence by (4.19), for any λ ∈ Πn
|Σ1| = |〈TnQ0e(1)−n, e(1)−n〉c| ≤
1
16 |λ| |
̂cosh(q)(0)|+ 1
16
∑
m 6=n
|ϕm+n|
|n−m| |ϕ−(m+n)|. (4.49)
Since cosh(q) = cosh2(q/2) + sinh2(q/2) one has by Lemma 4.1
‖cosh(q)‖L2 ≤2‖cosh(q/2)‖21 + 2‖sinh(q/2)‖21 (4.50)
hence |̂cosh(q)(0)| ≤ ‖cosh(q)‖L2 ≤ 2‖cosh(q/2)‖21 + 2‖sinh(q/2)‖21 . For the second term in (4.49) split
the sum into two parts, |m− n| > |n| and 1 ≤ |m− n| ≤ |n| to get
1
16
∑
m 6=n
|ϕm+n|
|n−m| |ϕ−(m+n)| ≤
1
16 |n| ‖ϕ‖
2
L2 +
1
16
∑
1≤|m−n|≤|n|
|ϕm+n||ϕ−(m+n)|
Using that for |m− n| ≤ |n| one has |m+ n| = |2n+m− n| ≥ 2|n| − |n| = |n| and hence
∑
1≤|m−n|≤|n|
|ϕm+n||ϕ−(m+n)| ≤‖ϕ‖L2R0;|n|(ϕ).
Altogether we thus have shown that
|Σ1| ≤ R
2
0
8 |n| +
1
16
‖ϕ‖L2R0;|n|(ϕ).
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Towards Σ2 note that for any vector valued L2-function f and 1 ≤ i ≤ 4, |〈f, e(i)−n〉c| ≤ ‖f‖L2 . Hence
for f = TˆnT 2nQ0e(1)−n,
|Σ2| = |〈TˆnT 2nQ0e(1)−n, e(1)−n〉c| ≤ ‖TˆnT 2nQ0e(1)−n‖L2 .
Hence by (4.40)
|Σ2| ≤ ‖TˆnT 2nQ0e(1)−n‖L2 ≤ 2 (1 +R0)3 ‖T 2nQ0e(1)−n‖L2 . (4.51)
Furthermore, by (4.48)
T 2nQ0e(1)−n =
1
16λ
Tn

cosh(q)e−n
− sinh(q)e−n
0
0
− 164λ ∑
m6=n
ϕm+n
λ−mpiem

− sinh(q)
cosh(q)
0
0
− Tn 116 ∑
m 6=n
ϕm+n
λ−mpiϕe
(1)
m .
(4.52)
We will now estimate the three terms on the right hand side in the latter identity separately. One easily
checks using Lemma 4.2 that for any λ ∈ Πn
‖ 1
16λ
Tn

cosh(q)e−n
− sinh(q)e−n
0
0
‖L2 ≤ 116|n|R0(‖cosh(q)‖L2 + ‖sinh(q)‖L2).
For the second term on the right hand side of the identity (4.52) one has for any λ ∈ Πn
‖ 1
64λ
∑
m6=n
ϕm+n
λ−mpiem

− sinh(q)
cosh(q)
0
0
‖L2 ≤ 164|n| (‖sinh(q)‖L2 + ‖cosh(q)‖L2)‖ϕ‖L2 .
For the last term in (4.52) one has by Lemma 4.2
‖Tn 1
16
∑
m 6=n
ϕm+n
λ−mpiϕe
(1)
m ‖L2 ≤ R0
1
16
‖ϕ‖L2
√√√√∑
m 6=n
|ϕm+n|2
|n−m|2
where by arguing as above
( ∑
m 6=n
|ϕm+n|2
|n−m|2
)1/2 ≤ 1|n| ‖ϕ‖L2 +R0;|n|(ϕ).
Altogether we have proved
‖T 2nQ0e(1)−n‖L2 ≤
1
4 |n|R0
(
‖ϕ‖2L2 +
1
2
(‖cosh(q)‖L2 + ‖sinh(q)‖L2)
)
+
1
16
R0‖ϕ‖L2R0;|n|(ϕ).
By Lemma 4.1 ‖sinh(q)‖L2 ≤ 4‖cosh(q/2)‖1‖sinh(q/2)‖1 and with (4.50) one obtains(
‖ϕ‖2L2 +
1
2
(‖cosh(q)‖L2 + ‖sinh(q)‖L2)
)
≤ (‖ϕ‖2L2 + (‖cosh(q/2)‖1 + ‖sinh(q/2)‖1)2) ≤ R20.
Hence by (4.51),
|Σ2| ≤ 1
2|n| (1 +R0)
3R30 + (1 +R0)
3R0‖ϕ‖L2R0;|n|(ϕ).
Combining the estimates for Σ1 and Σ2 yields (4.45). The estimate (4.46) immediately follows from
(4.45).
Next we estimate b+n (λ), b−n (λ), introduced in (4.42)
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Lemma 4.9 Let s ≥ 0, (q, ϕ) ∈ H˜s+1c and λ ∈ Πn with |n| ≥ 2C0R4s. Then the following holds:
〈n〉s|b±n (λ)∓
1
4
ϕ̂(∓2n)|Πn ≤
1
2|n| (1 +Rs(q, ϕ))
6
, (4.53)
|b+n b−n |Πn ≤
|ϕ̂(−2n)|2 + |ϕ̂(2n)|2
16
+
1
2n2
(1 +R0(q, ϕ))
12
, (4.54)
and
〈n〉2s|b+n b−n |Πn ≤
1
16
‖ϕ‖2s +
1
2n2
(
1 +Rs(q, ϕ)
)12
. (4.55)
Furthermore √ ∑
n≥2C0(1+Rs)4+1
〈n〉2s6|b+n b−n |Πn ≤ ‖ϕ‖s + 2
(
1 +Rs(q, ϕ)
)4
. (4.56)
Proof. We begin by proving the estimate (4.53) for b−n (λ) for n with |n| ≥ 2C0R4s. By the definition
(4.42), b−n (λ) = 〈TˆnQ0e(1)−n, e(2)n 〉c. Arguing as in the proof of Lemma 4.8 one gets for any λ ∈ Πn
b−n (λ) = 〈Q0e(1)−n, e(2)n 〉c + 〈TnQ0e(1)−n, e(2)n 〉c + 〈TˆnT 2nQ0e(1)−n, e(2)n 〉c.
By (4.47) one has
〈Q0e(1)−n, e(2)n 〉c = −
1
4
∫ 1
0
ϕe−n · e−n dx = −1
4
ϕˆ(2n).
By (4.48) and (4.7), for any λ ∈ Πn
|〈TnQ0e(1)−n, e(2)n 〉c| =
1
16 |λ| |
̂sinh(q)(2n)| ≤ 1
16|λ|〈2n〉s ‖sinh(q)‖s
≤ 1
4 |n|〈2n〉s ‖sinh(q/2)‖s+1‖cosh(q/2)‖s+1.
By (4.40)
〈n〉s|〈TˆnT 2nQ0e(1)−n, e(2)n 〉c| ≤ ‖TˆnT 2nQ0e(1)−n‖s;n ≤ 2(1 +Rs)3‖T 2nQ0e(1)−n‖s;n.
Since by (4.47) the first entry of Q0e(1)−n vanishes one can apply Lemma 4.5(iii) to obtain
‖T 2nQ0e(1)−n‖s;n ≤
1
|n|R
2
s‖Q0e(1)−n‖s;n.
Since by the formula (4.47) for Q0e(1)−n one has ‖Q0e(1)−n‖s;n ≤ 14Rs the claimed estimate of b−n (λ) of (4.53)
follows. The estimate for b+n (λ) is proved in a similar fashion.
To prove (4.54) and (4.55) use that |ab| ≤ 12 (|a|2 + |b|2) to obtain for λ ∈ Πn
|b+n b−n | ≤
(
|b+n −
1
4
ϕ̂(−2n)|+ |1
4
ϕ̂(−2n)|
)(
|b−n +
1
4
ϕ̂(2n)|+ |1
4
ϕ̂(2n)|
)
≤|b+n −
1
4
ϕ̂(−2n)|2 + |1
4
ϕ̂(−2n)|2 + |b−n +
1
4
ϕ̂(2n)|2 + |1
4
ϕ̂(2n)|2.
Hence by (4.53), for any λ ∈ Πn,
|b+n b−n | ≤
1
16
(
|ϕ̂(−2n)|2 + |ϕ̂(2n)|2
)
+
1
2n2〈n〉2s (1 +Rs)
12
. (4.57)
For s = 0, this yields (4.54) and for s ≥ 0 arbitrary (4.55). Finally since∑
n≥2C0(1+Rs)4+1
〈n〉2s|ϕ̂(−2n)|2 + 〈n〉2s|ϕ̂(2n)|2 ≤ ‖ϕ‖2s
and since C0 ≥ 1 and therefore∑
n≥2C0(1+Rs)4+1
1
n2
≤
∫ ∞
2C0(1+Rs)4
1
x2
dx =
1
2C0(1 +Rs)4
(4.56) follows from (4.57).
46 Version: 2018/11/09
Spectral gaps 4.1 Lyapunov-Schmidt decomposition
Theorem 4.10 Let s ≥ 0 and (q, p) ∈ Hs+1c . Then there exists N1 ≥ 2C0(1 + Rs)4 + 1 such that for
any |n| ≥ N1, the determinant detSn = (λ− pin− an(λ))2 − b+n (λ)b−n (λ) has, counted with multiplicity,
exactly two roots λ±n in Πn. They are contained in the discs Dn ⊂ Πn where we recall that by (3.1)
Dn = { λ ∈ C : |λ− pin| < pi/3 }.
Furthermore, γn = λ+n − λ−n , satisfy
|γn|2 ≤ 6|b+n b−n |Πn n ≥ N1 (4.58)
and  ∑
n≥N1
〈n〉2s|γn(q, p)|2
1/2 ≤‖ϕ(q, p)‖s + 2 (1 +Rs(q, p))4 (4.59)
where by a slight abuse of terminology, Rs(q, p) ≡ Rs(q, ϕ(q, p)) = ‖ϕ‖s+‖sinh(q/2)‖s+1+‖cosh(q/2)‖s+1.
Remark 4.11. Recall that by the reciprocity law, for any n ≥ 0,
1
16λ−−n(q, p)
− 1
16λ+−n(q, p)
= λ+n (−q, p)− λ−n (−q, p) = γn(−q, p).
Hence (4.58) applied to (−q, p) leads to the estimate∣∣∣∣∣ 116λ−−n(q, p) − 116λ+−n(q, p)
∣∣∣∣∣
2
≤ 6|b+n b−n |Πn,−q,p, n ≥ N1
Proof. By assumption (q, ϕ) ∈ H˜s+1. According to Lemma 4.8 and 4.9 there exists N1 ≥ 2C0(1+R0)4+1
such that for any |n| ≥ N1
|an|Πn , |b+n b−n |Πn ≤
pi
48
.
Hence, for any |n| ≥ N1 and λ ∈ Πn
|detSn(λ)− (λ− npi − an(λ))2| ≤ |b+n (λ)b−n (λ)|2 ≤
( pi
48
)2
and
inf
λ∈∂Dn
|λ− npi − an(λ)|2 ≥
∣∣∣∣pi3 − supλ∈∂Dn |an(λ)|
∣∣∣∣2 > ( pi48)2 .
As detSn(λ) and (λ − npi − an(λ))2 are both analytic on Πn, by Rouché’s Theorem, they have the
same number of roots in Dn when counted with multiplicities. By the same argument, one shows that
(λ−npi− an(λ))2 and (λ−npi)2 have the same number of roots in Dn when counted with multiplicities.
Hence detSn(λ) has two roots in Dn. By choosing N1 larger than the integer N in Lemma 3.11 (Counting
Lemma), it follows that these two roots are precisely the periodic eigenvalues λ+n and λ−n .
To prove the claimed estimate for the gaps γn = λ+n − λ−n we write
detSn = (λ− pin− an)2 − b+n b−n = g+g− (4.60)
where
g± = λ− npi − an ± σn, σn =
√
b+n b
−
n , (4.61)
where the choice of the branch of the root is immaterial. Each root ξn ∈ Dn of detSn is either a root of
g+ or g− and hence is of the form ξn = npi + an(ξn)± σ(ξn). It then follows that
|λ+n − λ−n | ≤ |an(λ+n )− an(λ−n )|+ |σn(λ+n )|+ |σn(λ−n )| ≤ |∂λan|Dn |λ+n − λ−n |+ 2|σn|Πn .
Since dist(Dn, ∂Πn) ≥ pi/6, we obtain from Cauchy’s estimate
|∂λan|Dn ≤
|an|Πn
pi/6
≤ 1
8
,
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which implies that 78 |λ+n − λ−n | ≤ 2
∣∣∣√b+n b−n ∣∣∣
Πn
and therefore
|λ+n − λ−n |2 ≤ 6|b+n b−n |Πn .
By Lemma 4.9 one then concludes that√∑
n≥N1
〈n〉2s|γn|2 ≤ ‖ϕ‖s + 2 (1 +Rs)4 .
Together with Lemma 2.14 (reciprocity in λ) this yields (4.58) and (4.59).
Remark 4.12. Assume that (q, p) ∈ H1r . Since q, p are then real valued, one has −ϕ = ϕ and hence by
Lemma 4.7
b−n (λ, q, ϕ) = b
+
n (λ, q, ϕ), an(λ, q, ϕ) ∈ R, ∀ λ ∈ R∗.
Furthermore, by Lemma 4.9 (s = 0)
|b+n (λ±n )−
1
4
ϕˆ(−2n)| = O( 1
n
)
and hence
σn(λ
±
n ) = |b+n (λ±n )| =
1
4
|ϕˆ(−2n)|+O( 1
n
).
On the other side, by the definition of an(λ),
an(λ) = 〈(Id− Tn(λ))−1Q0e(1)−n, e(1)−n〉c.
Expanding (Id− Tn(λ))−1 in the form
(Id− Tn(λ))−1 = Id+
3∑
k=1
Tn(λ)
k + Tn(λ)
4(Id− Tn(λ))−1
one obtains from Lemma 4.5 and (4.47)
an(λ
±
n ) =
3∑
k=1
〈Tn(λ±n )kQ0e(1)−n, e(1)−n〉c +O(
1
n
).
By (4.60)-(4.61), there exists ρ±n ∈ {1,−1} so that
λ±n = npi + an(λ
±
n ) + ρ
±
n σn(λ
±
n ).
It implies that
λ+n − λ−n =
3∑
k=1
〈(Tn(λ+n )k − Tn(λ−n )k)Q0e(1)−n, e(1)−n〉c + (ρ+n − ρ−n )
1
4
|ϕˆ(−2n)|+O( 1
n
).
4.2 Adapted Fourier coefficients
For |n| sufficiently large the 2× 2 matrix Sn contains all the information about the n-th periodic eigen-
values of a potential. In order to characterize their asymptotics for |n| → ∞ in terms of the regularity
of the potential, we analyze Sn(λ), λ ∈ Πn, further. We will prove that the diagonal of Sn(λ) vanishes
at a unique point
λ = σn(q, ϕ).
These values will be used to locally define a real analytic perturbation of the Fourier transform which
allows to characterize the regularity of potentials mentioned above. First we need to establish some
auxiliary results.
Lemma 4.13 Let s > 0 and ρ > 0. Then for any (q, ϕ) ∈ B˜s+1ρ and |n| ≥ max(2C0ρ4, s
√
96ρ6, 96ρ6),
there is a unique analytic function σn : B˜s+1ρ → C such that
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(i) σn(q, ϕ) = npi + an(σn(q, ϕ), (q, ϕ)) ∀ (q, ϕ) ∈ B˜s+1ρ .
(ii) sup(q,ϕ)∈B˜s+1ρ |σn(q, ϕ)− npi| ≤ pi48 ,
(iii) σn(q, ϕ) ∈ R for any real valued (q, ϕ) ∈ B˜s+1ρ .
Proof. For any given |n| ≥ max(2C0ρ4, s
√
48ρ6, 96ρ6), consider the map T
Tσ := npi + an(σ(·), ·)
with domain of definition
E := { σ : B˜s+1ρ → D′n : σ real analytic },
and D′n = { λ ∈ C : |λ − npi| ≤ pi/48 } ⊂ Dn. E is obviously not empty since the constant function
σ ≡ npi is in E. Note that by the definition of B˜s+1ρ , the assumed lower bound for |n|, and Lemma 4.8,
|an|Πn×B˜s+1ρ ≤ 2(1 +R0)4
(R20
|n| +
‖ϕ‖L2‖ϕ‖s
〈n〉s
)
≤ 2ρ4( ρ
2
96ρ6
+
ρ2
96ρ6
) ≤ pi
48
implying that T maps E into E. Endow E with the metric d(σ1, σ2) = |σ1−σ2|B˜s+1ρ . Then E is complete.
We claim that T is a contraction. Indeed
d(T (σ1), T (σ2)) = |T (σ1)− T (σ2)|B˜s+1ρ ≤ |∂λan|D′n×B˜s+1ρ d(σ1, σ2) ≤
1
23
d(σ1, σ2)
as by Cauchy’s estimate
|∂λan|D′n×B˜s+1ρ ≤
|an|Πn×B˜s+1ρ
dist(D′n, ∂Πn)
≤ pi/48
pi/2− pi/48 =
1
23
.
Hence T admits a unique fixed point in E, denoted by σn. By construction, σn satisfies items (i)-(ii).
Furthermore item (iii) holds since by the uniqueness of σn and Lemma 4.7(ii) one has σn(q,−ϕ) =
σn(q, ϕ).
Let s > 0 and ρ > 0. Then for any |n| ≥ max(2C0ρ4, s
√
96ρ6) and (q, ϕ) ∈ B˜s+1ρ
Sn(σn(q, ϕ), q, ϕ) =
(
0 −b+n (σn(q, ϕ), q, ϕ)
−b−n (σn(q, ϕ), q, ϕ) 0
)
.
By Lemma 4.9 we know that b+n (λ) is close to
1
4 ϕ̂(−2n) and b−n (λ) is close to − 14 ϕ̂(2n).
For any given s > 0 define the perturbed Fourier series Fs,ρ(q, ϕ) ∈ HsC for (q, ϕ) ∈ B˜s+1ρ as follows
Fs,ρ(q, ϕ) :=
∑
|n|≤Ms,ρ+1
ϕnen +
∑
n>Ms,ρ+1
4b+n (σn(q, ϕ), q, ϕ)e−2n − 4b−n (σn(q, ϕ), q, ϕ)e2n (4.62)
where
Ms,ρ := max(2C0ρ
4, s
√
96ρ6, 96ρ6, 220+2sρ10). (4.63)
The choice of Ms,ρ ensures that Fs,ρ is a local diffeomorphism (see proof of Lemma 4.14 below)
Furthermore we introduce
Φs,ρ : B˜
s+1
ρ → H˜s+1c , (q, ϕ) 7→ (q,Fs,ρ(q, ϕ)).
Lemma 4.14 Let ρ ≥ 1 and s > 0, Then Φs,ρ is a real analytic diffeomorphism
Φs,ρ : B˜
s+1
ρ → Φsρ(B˜s+1ρ ) ⊂ H˜s+1c .
such that ‖ϕ‖s
2
≤ ‖Fs,ρ(q, ϕ)‖s ≤ 2‖ϕ‖s, ∀ (q, ϕ) ∈ B˜s+1ρ
implying that B˜s+1ρ/2 ⊂ Φs,ρ(B˜s+1ρ ). Moreover
sup
(q,ϕ)∈B˜sρ
‖∂ϕFs,ρ(q, ϕ)− IdHsC‖s ≤
1
4
.
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Proof. For any |n| ≥ Ms,ρ ≥ 2C0ρ4, σn maps B˜s+12ρ into Πn (cf. Lemma 4.13(ii)) and b±n (σn(q, ϕ), q, ϕ)
is well defined for (q, ϕ) ∈ B˜s+12ρ . Furthermore by (4.53)
〈n〉s|4b+n (σn(q, ϕ), q, ϕ)− ϕˆ(−2n)|B˜s2ρ ≤ 〈n〉
s|4b+n − ϕˆ(−2n)|Πn×B˜s2ρ ≤
2
|n| (2ρ)
6, (4.64)
〈n〉s|4b−n (σn(q, ϕ), q, ϕ) + ϕˆ(2n)|B˜s2ρ ≤ 〈n〉
s|4b−n + ϕˆ(2n)|Πn×B˜s2ρ ≤
2
|n| (2ρ)
6. (4.65)
Hence the map Fs,ρ is defined on B˜s+12ρ and takes values in HsC. Moreover, by the definition of Fs,ρ and
(4.64)-(4.65)
sup
(q,ϕ)∈B˜s+12ρ
‖Fs,ρ(q, ϕ)− ϕ‖2s ≤
∑
n>Ms,ρ+1
〈2n〉2s|4b+n (σ(q, ϕ), q, ϕ)− ϕˆ(−2n)|2B˜s+12ρ + 〈2n〉
2s|4b−n (σ(q, ϕ), q, ϕ) + ϕˆ(2n)|2B˜s+12ρ
≤22s
∑
n>Ms,ρ+1
8
n2
(2ρ)12 ≤ 216+2s ρ
12
Ms,ρ
≤ ρ
2
16
.
By Cauchy’s estimate applied to Fs,ρ(q, ·) on B˜s+1ρ
sup
(q,ϕ)∈B˜s+1ρ
‖∂ϕFs,ρ(q, ϕ)− IdHsC‖s ≤
1
ρ
sup
(q,ϕ)∈B˜s+12ρ
‖Fs,ρ(q, ϕ)− ϕ‖s ≤ 1
4
.
Hence dϕFs,ρ(q, ϕ) : HsC → HsC is invertible for all (q, ϕ) ∈ B˜s+1ρ and so is dΦs,ρ =
(
Id 0
∂qFs,ρ ∂ϕFs,ρ
)
. We
thus have proved that for any s > 0, Φs,ρ : B˜s+1ρ → H˜s+1c is a local diffeomorphism. Furthermore one
has
|‖Fs,ρ(q, ϕ)‖s − ‖ϕ‖s| ≤ ‖Fs,ρ(q, ϕ)− ϕ‖s ≤ sup(q,ϕ)∈B˜s+1ρ ‖∂ϕFs,ρ(q, ϕ)− IdHsC‖s‖ϕ‖ <
1
4
‖ϕ‖.
Hence ‖ϕ‖s
2
≤ ‖Fs,ρ(q, ϕ)‖s ≤ 2‖ϕ‖s, ∀ (q, ϕ) ∈ B˜s+1ρ .
To see that Φs,ρ : B˜s+1ρ → H˜s+1c is one-to-one note that for any (q, ϕ1), (q, ϕ2) ∈ B˜s+1ρ
‖Fs,ρ(q, ϕ1)−Fs,ρ(q, ϕ2)− (ϕ1 − ϕ2)‖s ≤ sup
(q,ϕ)∈B˜s+1ρ
‖∂ϕFs,ρ − IdH1C‖s‖ϕ1 − ϕ2‖s ≤
1
4
‖ϕ1 − ϕ2‖s.
Thus if Fs,ρ(q, ϕ1) = Fs,ρ(q, ϕ2), one has ‖ϕ1 − ϕ2‖s ≤ 14‖ϕ1 − ϕ2‖ which implies ϕ1 = ϕ2.
Denote by LFGsc and RFGsc the following subsets of Hsc
LFGsc := { (q, p) ∈ Hsc : (q, p) left sided finite gap potential }
and
RFGsc := { (q, p) ∈ Hsc : (q, p) right sided finite gap potential }.
Theorem 4.15 (i) For any s ∈ R≥1 the sets LFGsc and RFGsc are both dense in Hsc .
(ii) For any s ∈ R≥1 the sets LFGsc ∩Hsr and RFGsc ∩Hsr are dense in Hsr .
Proof. (i) Since H˜s+1c and Hs+1c are isomorphic (cf. (4.8)) and H˜s+1c is dense in H˜sc it suffices to prove
that for any s ∈ R≥1 and ρ ≥ 1, the sets
G˜s+1ρ,right := { (q, ϕ) ∈ B˜s+1ρ : (q, ϕ) is right sided finite gap potential }
and
G˜s+1ρ,left := { (q, ϕ) ∈ B˜s+1ρ : (q, ϕ) is left sided finite gap potential }
are dense in B˜s+1ρ . By a slight abuse of terminology we say that (q, ϕ) = (q, Pp+qx) is a right or left sided
finite gap potential if (q, p) is such a potential. Let us first prove that G˜s+1ρ,right is dense in B˜s+1ρ . For any
50 Version: 2018/11/09
Gradients 5.1 Formulas for gradients
M ∈ Z≥1, denote by Gs,M the closed subspace of HsC spanned by e2k = ei2kpix, |k| ≤M . Then Gs,M is an
increasing sequence of subspaces of H1C and
⋃
M≥M0 Gs,M is dense in HsC and hence
⋃
M≥M0 H
s+1
C ×Gs,M
is dense in H˜s+1c . Here M0 = max(Ms,ρ, N1) where Ms,ρ is given by (4.62) and N1 by Theorem 4.10.
Since by Lemma 4.14, Φs,ρ : B˜s+1ρ → Φs,ρ(B˜s+1ρ ) is a (real analytic) diffeomorphism it follows that the
preimage of Φs,ρ(B˜s+1ρ ) ∩
(⋃
M≥M0 H
s+1
C × Gs,M
)
is dense in B˜s+1ρ . We claim that any element in this
set is a right sided finite gap potential. Indeed, if for any given (q, ϕ) ∈ B˜s+1ρ , Φs,ρ(q, ϕ) = (q,Fs,ρ(q, ϕ))
is in Hs+1C × Gs,M for some M ≥ M0, then by the definition (4.62) of Fs,ρ, b−n (σn(q, ϕ), q, ϕ) = 0 and
b+n (σn(q, ϕ), q, ϕ) = 0 for any n > M . Since (q, ϕ) ∈ B˜s+1ρ and M ≥Ms,ρ. Sn(λ, q, ϕ) is well defined for
λ ∈ Πn (cf. (4.41)). Since M ≥ N1, it follows from Theorem 4.10 that
detSn(σn(q, ϕ)) =
(
σn(q, ϕ)− pin− an(σn(q, ϕ))
)2 − b+n b−n ∣∣∣
σn(q,ϕ)
= 0.
Note that σn(q, ϕ) is a double root of
(
σn(q, ϕ) − pin − an(σn(q, ϕ))
)2 as well as a double root of b+n b−n
hence it is a double root of detSn in Πn, implying that γn(q, ϕ) = 0. Hence (q, ϕ) is a right sided M -gap
potential. We thus have shown that Gs+1ρ,right is dense in B˜s+1ρ . Using Lemma 2.14 (reciprocity in λ) one
sees that the arguments above applied to (−q, ϕ) yield that G˜s+1ρ,left is also dense in B˜s+1ρ . This proves (i).
Item (ii) is proved in the same way.
5 Gradients
In Section 5.1 we first compute the gradient of M`(λ, v) = M(1, λ, v) with respect to the L2-pairing
between H1C and H
−1
C and then use it to deduce formulas for the gradients of simple eigenvalues of Q(v)
such as Dirichlet or Neumann eigenvalues. In Section 5.2 we compute Floquet solutions of Q(v) and use
them to simplify the formulas for the gradients of eigenvalues found in Section 5.1. We denote by dF
the differential of a map F : H1c → X between H1c and a complex Banach space X and by dF [˚v] the
directional derivative of F in direction v˚ = (q˚, p˚) ∈ H1c . Furthermore if F takes values in C then ∂qF, ∂pF
denote the L2-gradients of F with respect to q and p and ∂F ≡ ∂vF the one of F , ∂F = (∂qF, ∂pF ).
Here 〈∂qF, q˚〉r = dF [˚q, 0] where 〈·, ·〉r denotes the L2-pairing (no complex conjugation)
〈f, g〉r =
∫ 1
0
f(x)g(x) dx ∀ f, g ∈ L2(T,C)
and its extension to pairings between HnC and H
−n
C .
5.1 Formulas for gradients
Recall that M(x, λ, v) denotes the fundamental solution of (2.3) and I, J, Z,R, and P are given by
I =
(
1
1
)
, J =
(
1
−1
)
, Z =
(
1
1
)
, R =
(
i
−i
)
, P =
√
1− ∂2x.
For a matrix valued function x 7→ A(x), P (A)(x) is the matrix obtained by applying P to each matrix
coefficient of A. Furthermore, we denote by EV0 the evaluation map H1c → C, (q, p) 7→ q(0).
Proposition 5.1 For any fixed λ ∈ C, the L2C gradient of the Floquet matrix M`(λ, v) = M(1, λ, v) at
v ∈ H1c is given by
∂qM` =− 1
4
M`M−1iRM · ∂x(·)− 1
16λ
M`M−1
(
eq
e−q
)
M (5.1)
∂pM` =− i
4
M`M−1RM · P (·). (5.2)
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Alternatively ∂qM` can be written as
∂qM` =
1
2
(
m`2
−m`3
)
EV0 − 1
2
M`M−1
(
λZ +
1
16λ
(
eq
e−q
))
M. (5.3)
Here ∂qM` and ∂pM` are viewed as elements in H−1(T,Mat2×2(C)). Denoting by 〈·, ·〉r the L2C-pairing ex-
tended to the pairing between the Sobolev space H1 and its dual H−1 it follows that for any p˚ ∈ H1(T,C),
〈∂pM`, p˚〉r equals 〈− i4M`M−1RM , P (p˚)〉r and similarly for any q˚ ∈ H1(T,C), 〈∂qM`, q˚〉r stands for
〈− 1
4
M`M−1iRM, ∂xq˚〉r − 〈 116λM`M−1
(
eq
e−q
)
M, q˚〉r.
Proof. By Theorem 2.2 the Floquet matrix M(1, λ, v) is analytic in v. Since all terms in the above
formulas depend continuously on v it suffices to verify them for sufficiently smooth v for which we may
interchange differentiation with respect to x and v. For v˚ = (q˚, p˚) ∈ H1c take the derivative of both sides
of equation (2.3) in direction v˚, to obtain
∂xdM [˚v] = J
(
λ−A−B2/λ) dM [˚v]− J (dA[˚v] + d(B2)[˚v]/λ)M (5.4)
where by (1.9)
dA[˚v] = −1
4
(P p˚+ q˚x)Z d(B
2)[˚v] =
1
16
(−e−q
eq
)
q˚.
Furthermore since M(x)|x=0 = Id2×2 one has dM(x)[˚v]
∣∣∣
x=0
= 0. Since dM(x)[˚v] solves the linear
differential equation (5.4) it then can be written as
dM(x)[˚v] = −M(x)
∫ x
0
M−1(s)J(dA[˚v] + d(B2)[˚v]/λ)M(s)ds. (5.5)
For q˚ = 0 the integrand equals
M−1(s)JdA[0, p˚]M(s) = −1
4
(P p˚)M−1(s)JZM(s) =
1
4
(P p˚)M−1(s)iRM(s).
Evaluating dM(x)[0, p˚] at x = 1 yields the claimed formula (5.2) for ∂pM` .
For p˚ = 0, the integrand of (5.5) equals
M−1(s)J(dA[˚q, 0] + dB2 [˚q, 0]/λ)M(s)
=
1
4
q˚xM
−1iRM + q˚
1
16λ
M−1J
(−e−q
eq
)
M.
(5.6)
Evaluating −M(x) ∫ x
0
M−1(s)JdA[˚q, 0]M(s)ds at x = 1 one obtains (5.1). Furthermore integrating by
parts yields
−M`
∫ 1
0
1
4
q˚x(s)M
−1(s)iRM(s) ds =
1
2
(
m`2
−m`3
)
q˚(0) +
1
4
M`
∫ 1
0
q˚(s)∂s(M
−1(s)iRM(s)) ds.
Since
∂s(M
−1iRM) =−M−1(∂sM)M−1iRM +M−1iR(∂sM) = M−1[iR , (∂sM)M−1]M
=M−1[iR , J(λ−A−B2/λ)]M = M−1
(
− 2λZ + 2
16λ
(
eq
e−q
))
M
(where [A,B] denotes the commutator AB −BA of two square matrices A,B) one concludes that
dM` [˚q, 0] =− M`
∫ 1
0
M−1(s)J
(
dA[˚q, 0] + dB2 [˚q, 0]/λ
)
M(s) dx
=
1
2
(
m`2
−m`3
)
q˚(0)
− 1
2
M`
∫ 1
0
q˚M−1
(
λZ − 1
16λ
(
eq
e−q
))
M + q˚
2
16λ
M−1J
(−e−q
eq
)
M dx
or
∂qM` =
1
2
(
m`2
−m`3
)
Ev0 − 1
2
M`M−1
(
λZ +
1
16λ
(
eq
e−q
))
M.
This proves (5.3)
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Proposition 5.1 can be used to compute the gradients of the discriminant ∆ = (m`1 + m`4)/2 and the
anti-discriminant δ = (m`1 − m`4)/2.
Lemma 5.2 (i) For any fixed λ ∈ C∗, the gradient of ∆ = ∆(λ) at v ∈ H1c is given by
∂q∆ =
λ
4
(
m`2(m
2
3 −m21) + m`3(m22 −m24) + 2δ · (m1m2 −m3m4)
)
+
1
64λ
(
e−q(m`3m22 − m`2m21 + 2δ ·m1m2) + eq(m`2m23 − m`3m24 − 2δ ·m3m4)
)
∂p∆ =
1
4
(
− m`2m1m3 + m`3m2m4 + δ · (m1m4 +m2m3
)
P (·),
(ii) For any fixed λ ∈ C, the gradient of the anti-discriminant is given by
∂qδ =
λ
4
(
m`2(m
2
3 −m21) + m`3(m24 −m22) + 2∆ · (m1m2 −m3m4)
)
− 1
64λ
(
e−q(m`2m21 + m`3m
2
2 − 2∆ ·m1m2) + eq(−m`3m24 − m`2m23 + 2∆ ·m3m4)
)
∂pδ =
1
4
(
− m`3m2m4 − m`2m1m3 + ∆ · (m1m4 +m2m3)
)
P (·).
(iii) At the zero potential v = 0, one has ∂∆ = 0 and ∂δ is given by
∂qδ(λ, 0) =
1
2
(
λ+
1
16λ
)(
cos(ω(λ)) sin(2ω(λ)x)− sin(ω(λ)) cos(2ω(λ)x)
)
∂pδ(λ, 0) =
cos(ω(λ))
4
(
cos(2ω(λ)x)
)
P (·) + sin(ω(λ))
4
(
sin(2ω(λ)x)
)
P (·).
Proof. Items (i) and (ii) follow from Proposition 5.1. To prove item (iii) substitute Eω(λ), defined in
(2.31), for M into the formulas in item (i) to conclude that ∂∆ vanishes. For δ we obtain
∂qδ(λ, 0) =
1
4
(
λ+
1
16λ
)(
2 sin(ω(λ))
(
sin2(ω(λ)x)− cos2(ω(λ)x))+ 4 cos(ω(λ)) sin(ω(λ)x) cos(ω(λ)x))
and
∂pδ(λ, 0) =
cos(ω(λ))
4
(
cos2(ω(λ)x)− sin2(ω(λ)x)
)
P (·) + 1
2
sin(ω(λ))
(
sin(ω(λ)x) cos(ω(λ)x)
)
P (·)
which can be further simplified using that cos2(x)− sin2(x) = cos(2x) and 2 sin(x) cos(x) = sin(2x).
Next we want to obtain formulas for the gradient of simple periodic, Dirichlet, and Neumann eigen-
values. First we prove the following auxiliary result.
Recall that a solution of QF = λF has the form F =
(
f
1
λBf
)
with f(x) = M(x, λ)a and a ∈ C2.
Proposition 5.3 Assume that κ ≡ κ(v) ∈ C∗ and a(v) ∈ C2 are analytic functions on some open
set in H1c and define f(x, v) = (f1(x, v), f2(x, v)) = M(x, κ(v), v)a(v) ∈ H1([0, 1],C2). Then for any
v˚ = (q˚, p˚) ∈ H1c , the derivative dκ[˚v] of κ at v in direction v˚ is given by
dκ[˚v] =
1∫ 1
0
f · (I + 1κ2B2)f dx
([
df [˚v] · Jf − 1
2
q˚f1f2
]1
0
+
∫ 1
0
(κ
2
(f22 − f21 ) +
1
32κ
(f22 e
q − f21 e−q)
)
q˚ dx
− 1
2
∫ 1
0
f1f2P (p˚) dx
)
.
To prove Proposition 5.3 we first need to derive the following two lemmas.
Lemma 5.4 Let κ(v) and f(v) = (f1(v), f2(v)) be given as in Proposition 5.3. Then for any v˚ = (q˚, p˚) ∈
H1c ,
dκ[˚v] =
1∫ 1
0
f · (I + 1κ2B2)f dx
(
[df [˚v] · Jf ]10 +
∫ 1
0
1
16κ
(f22 e
q − f21 e−q)q˚ −
1
2
(P (p˚) + ∂xq˚)f1f2 dx
)
.
(5.7)
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Proof of Lemma 5.4. Let F =
(
f
1
κBf
)
and differentiate both sides of
QF (x, v) = κ(v)F (x, v)
in the direction v˚ = (q˚, p˚) ∈ H1c to obtain
(dQ[˚v])F +QdF [˚v] = (dκ[˚v])F + κdF [˚v]. (5.8)
Take the L2 pairing product with F . Since Q0(v) is symmetric one has∫ 1
0
(QdF [˚v]− κdF [˚v]) · F dx =
∫ 1
0
(Q1∂x +Q0) dF [˚v] · F − dF [˚v] · (Q1∂x +Q0)F
=
∫ 1
0
(
Q1∂x dF [˚v]
) · F − dF [˚v] · (Q1∂xF )
=
∫ 1
0
−J∂x(df [˚v]) · f − df [˚v] · (−J∂xf) dx = [df [˚v] · Jf ]10.
Thus (5.8) yields∫ 1
0
(dQ[˚v])F · F dx+ [df [˚v] · Jf ]10 = dκ[˚v]
∫ 1
0
F · F dx = dκ[˚v]
∫ 1
0
f(I +
1
κ2
B2)f dx. (5.9)
Finally
(dQ[˚v]F ) · F =
(
dA[˚v] dB [˚v]
dB [˚v]
)(
f
1
κBf
)
·
(
f
1
κBf
)
= dA[˚v]f · f + 1
κ
(dB [˚v])Bf · f + 1
κ
(dB [˚v])f ·Bf
= dA[˚v]f · f + 2
κ
(dB [˚v])Bf · f
where 2κ (dB [˚v])B =
1
16κ
(−e−q
eq
)
q˚ and
dA[˚v]f · f =− 1
4
(P p˚+ ∂xq˚)f · Zf.
Hence
dQ[˚v]F · F = −1
2
(P (p˚) + ∂xq˚)f1f2 +
1
16κ
(
f22 e
q − f21 e−q
)
q˚.
Combining this with (5.9) leads to the claimed identity.
Lemma 5.5 For v ∈ H1c , λ, µ ∈ C∗ and aλ, aµ ∈ C2, let f(x) = (f1(x), f2(x)) = M(x, λ, v)aλ and
g(x) = (g1(x), g2(x)) = M(x, µ, v)aµ. Then
∂x(f1g2 + f2g1) = (λ+ µ)(f2g2 − f1g1) + 1
16
(
1
λ
+
1
µ
)
(f1g1e
−q − f2g2eq).
Proof of Lemma 5.5. Using that f and g fulfill (2.3) we compute
∂x(f1g1 + f2g2) = ∂x(f · Zg) = (J(λ−A−B2/λ)f · Zg) + (f · ZJ(µ−A−B2/µ)g)
= (λ+ µ)f · ZJg + 1
4
(P (p) + qx) (JZf · Zg + f · ZJZg)
− 1
16
(
1
λ
JeiRqf · Zg + 1
µ
f · ZJeiRqg
)
= (λ+ µ)(f2g2 − f1g1) + 1
16
(
1
λ
+
1
µ
)
(f1g1e
−q − f2g2eq).
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Proof of Proposition 5.3. Our starting point is formula (5.7). To obtain a formula for the directional
derivative dκ[˚v] we need to integrate the term − 12
∫ 1
0
(∂xq˚)f1f2 dx in (5.7) by parts. Since by Lemma 5.5
with g = f and λ = κ, µ = κ∫ 1
0
(∂xq˚)f1f2 dx = [˚qf1f2]
1
0 −
∫ 1
0
κq˚(f22 − f21 ) +
1
16κ
q˚(f21 e
−q − f22 eq) dx
formula (5.7) yields
dκ[˚v] =
1∫ 1
0
f · (I + 1κ2B2)f dx
([
df [˚v] · Jf − 1
2
q˚f1f2
]1
0
+
∫ 1
0
(κ
2
(f22 − f21 ) +
1
32κ
(f22 e
q − f21 e−q)
)
q˚ dx
− 1
2
∫ 1
0
f1f2P (p˚) dx
)
.
For what follows it is useful to denote the first and second columns of M by M1 and M2 respectively.
By a slight abuse of terminology we writeM1 andM2 as row vectors (m1,m3) and respectively, (m2,m4).
Assume that on an open set V in H1c , λ = λ(v) is a simple periodic, Neumann, or Dirichlet eigenvalue.
Then λ(v) is analytic in v and we can choose a corresponding eigenfunction f = (f1, f2) ∈ H1([0, 1],C2)
which is analytic as a function of v on V . It is straightforward to verify that
df [˚v] · Jf
∣∣∣1
0
=
1
2
f1f2q˚
∣∣∣1
0
= 0.
Introduce for f = (f1, f2) ∈ L2c
JfKq,λ := (λ2 (f22 − f21 ) + 132λ (f22 eq − f21 e−q)− 12f1f2P (·)
)
(5.10)
In case f ≡ fλ depends on the spectral parameter λ we will write often JfKq,λ instead of JfλKq,λ. Then
according to Proposition 5.3
dλ[˚v] =
1∫ 1
0
f · (I + 1λ2B2)f dx
∫ 1
0
JfKq,λ · v˚ dx, (5.11)
Lemma 5.6 Assume κ0 ∈ C∗ is a simple Dirichlet eigenvalue of Q(v0) for v0 ∈ H1c . Then there exists
a neighborhood V of v0 in H1c and  > 0 such that there is a unique Dirichlet eigenvalue κ(v) of Q(v)
in the disc of radius  centered at κ0 for all v ∈ V . κ is analytic on V and ∂κ = m`1χ˙D JM2Kq,κ where
M2 = M2(·, κ(v)) is the canonical eigenfunction for κ(v). More explicitly
dκ[˚v] = −dm`2 [˚v]
∣∣
λ=κ
χ˙D(κ)
=
m`1(κ)
χ˙D(κ)
∫ 1
0
(
κ
2 (m
2
4 −m22) + 132κ (m24eq −m22e−q)− 12m2m4
)
·
(
q˚
P (p˚)
)
dx.
Proof. By the argument principle existence and analyticity of κ follow. By (5.10)-(5.11) we have
dκ[0, p˚] =
1∫ 1
0
M2 · (I + 1κ2B2)M2 dx
∫ 1
0
−1
2
m2m4P (p˚) dx. (5.12)
On the other hand, applying the chain rule to χD(κ(v), v) = 0 and using that χ˙D(κ) 6= 0 since κ is
simple we get
dκ[˚v] = −dχD [˚v]
∣∣
λ=κ
χ˙D(κ)
= −dm`2 [˚v]
∣∣
λ=κ
χ˙D(κ)
(5.13)
where by Proposition 5.1
dm`2(κ)[0, p˚] =
1
4
∫ 1
0
(2m`1m2m4 − m`2(m1m4 +m2m3))
∣∣∣
λ=κ
P (p˚) dx.
Since at a Dirichlet eigenvalue, m`2 = 0, one obtains by comparing (5.12) and (5.13),
1∫ 1
0
M2 · (I + 1κ2B2)M2 dx
=
m`1(κ)
χ˙D(κ)
.
This together with (5.11) yields the claimed formula.
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Lemma 5.7 Assume κ0 ∈ C∗ is a simple Neumann eigenvalue of Q(v0) for v0 ∈ H1c . Then there exists
a neighborhood V of v0 in H1c and  > 0 such that for any v ∈ V there is a unique Neumann eigenvalue
κ(v) of Q(v) in the disc of radius  centered at κ0. κ is analytic on V and ∂κ = − m`4χ˙N JM1Kq,κ, where
M1 ≡M1(·, κ) is the canonical eigenfunction for κ(q, p). More explicitly,
dκ[˚v] = −dm`3 [˚v]
∣∣
λ=κ
χ˙N (κ)
= − m`4(κ)
χ˙N (κ)
∫ 1
0
(
κ
2 (m
2
3 −m21) + 132κ (m23eq −m21e−q)− 12m1m3
)
·
(
q˚
P (p˚)
)
dx.
Proof. By the argument principle existence and analyticity of κ follow. By (5.10)-(5.11) one has
dκ[0, p˚] =
1∫ 1
0
M1 · (1 + 1κ2B2)M1
∫ 1
0
−1
2
m1m3P (p˚) dx
On the other hand, applying the chain rule to χN (κ(q, p), q, p) = 0 one gets
dκ[˚v] = −dχN [˚v]
∣∣
λ=κ
χ˙N (κ)
= −dm`3 [˚v]
∣∣
λ=κ
χ˙N (κ)
where by Proposition 5.1
dm`3(κ)[0, p˚] =− 1
4
∫ 1
0
(2m`4m1m3 − m`3(m1m4 +m2m3))
∣∣∣
λ=κ
P (p˚) dx.
Since κ is a Neumann eigenvalue m`3(κ) = 0 and one obtains
1∫ 1
0
M1 · (I + 1κ2B2)M1 dx
= − m`4(κ)
χ˙N (κ)
.
5.2 Floquet solutions
Fix v ∈ H1c , λ ∈ C∗ and consider the two eigenvalues ξ± = ∆(λ)±
√
∆2(λ)− 1 of M` = M`(λ, v). If λ is
a periodic eigenvalue then ξ+ = ξ− ∈ {1,−1}. For any other λ, ξ+ 6= ξ− and there exist corresponding
eigenvectors a+, a− ∈ C2. Hence, except when λ is a simple periodic eigenvalue, there are two distinct
Floquet solutions, f+ ≡ (f+1 , f+2 ) := M(x, λ, v)a+ and f− ≡ (f−1 , f−2 ) := M(x, λ, v)a−. Using these two
solutions, one can rewrite the gradient ofM and hence of ∆ and δ. Since a+, a− are linearly independent
the 2× 2 matrix (a+ a−) with columns a+ and a− is regular. Note that
(f+ f−) (a+ a−)
−1
= M (a+ a−) (a+ a−)
−1
= M. (5.14)
This suggests that the gradient of M` can be written in terms of the Floquet solutions. To simplify the
formulas below, let
(
a1
a2
)⊥
= (−a2, a1) for any vector
(
a1
a2
)
∈ C2. Then for any linearly independent
vectors a, b ∈ C2 the determinant of the 2 × 2 matrix (a b) is the 1 × 1 matrix a⊥b and the matrix
inverse
(
a b
)−1 can be written as
(a b)−1 =
1
a⊥b
(−b⊥
a⊥
)
. (5.15)
Furthermore we introduce the star product(
a1
a2
)
?
(
b1
b2
)
= a1b1 − a2b2.
Lemma 5.8 Let v ∈ H1c and assume that λ ∈ C∗ is not a simple periodic eigenvalue of Q(v). Then,
∂qM` =
1
2
(
m`2
−m`3
)
EV0 +
λ
2a⊥+a−
(
ξ+a+ ξ−a−
)( f+ ? f− f− ? f−
−f+ ? f+ −f+ ? f−
)
(a+ a−)−1
+
1
32λ a⊥+a−
(
ξ+a+ ξ−a−
)(
eq
(−f+2 f−2 −(f−2 )2
(f+2 )
2 f+2 f
−
2
)
+ e−q
(
f+1 f
−
1 (f
−
1 )
2
−(f+1 )2 −f+1 f−1
))
(a+ a−)−1
∂pM` =
1
4a⊥+a−
(
ξ+a+ ξ−a−
)( f+ · Zf− f− · Zf−
−f+ · Zf+ −f+ · Zf−
)(
a+ a−
)−1
P (·).
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Proof. By Proposition 5.1 and (5.14)
∂pM` =− i
4
M`M−1RMP (·)
=− i
4
(
ξ+a+ ξ−a−
)
(a+ a−)−1(a+ a−)(f+ f−)−1R(f+ f−)(a+ a−)−1P (·).
By (5.15) it then follows
∂pM` =− i
4
(
ξ+a+ ξ−a−
) 1
f⊥+ f−
(−f⊥−
f⊥+
)
R(f+ f−)(a+ a−)−1P (·)
=
1
4
(
ξ+a+ ξ−a−
) 1
f⊥+ f−
(
f+ · Zf− f− · Zf−
−f+ · Zf+ −f+ · Zf−
)
(a+ a−)−1P (·).
Since the 2× 2 matrix (f+ f−) fulfills (2.3) det(f+ f−) = f⊥+ f− is constant (Wronskian identity). Hence
f⊥+ f− = a
⊥
+a− and the claimed formula for ∂pM` is proved. Similarly, by Proposition 5.1
∂qM` =
1
2
(
m`2
−m`3
)
EV0 − 1
2
M`M−1
(
λZ +
1
16λ
(
eq
e−q
))
M.
One computes
M`M−1ZM =
(
ξ+a+ ξ−a−
)
(f+ f−)−1Z(f+ f−)(a+ a−)−1
=
(
ξ+a+ ξ−a−
) 1
f⊥+ f−
(−f+ ? f− −f− ? f−
f+ ? f+ f+ ? f−
)
(a+ a−)−1
and
M`M−1
(
eq
e−q
)
M =
(
ξ+a+ ξ−a−
)
(f+ f−)−1
(
eq
e−q
)
(f+ f−)(a+ a−)−1
=
(
ξ+a+ ξ−a−
) 1
f⊥+ f−
(
eq
(
f+2 f
−
2 (f
−
2 )
2
−(f+2 )2 −f+2 f−2
)
+ e−q
(−f+1 f−1 −(f−1 )2
(f+1 )
2 f+1 f
−
1
))
(a+ a−)−1.
Using again that f⊥+ f− is constant, the claimed formula for ∂qM` follows.
Lemma 5.8 leads to the following formula for the gradient of ∆(λ, v) with respect to v = (q, p).
Lemma 5.9 Let v ∈ H2c and assume that λ ∈ C∗ is not a periodic eigenvalue of Q. Then the gradient
∂v∆ of ∆ = ∆(λ) is given by
∂q∆ =
ξ+ − ξ−
4a⊥+a−
(
λf+ ? f− +
1
16λ
(
e−qf+1 f
−
1 − eqf+2 f−2
))
∂p∆ =
ξ+ − ξ−
8a⊥+a−
f+ · Zf−P (·).
The following formulas for the Floquet solutions f+, f− turn out to be useful to rewrite the formulas
for ∂v∆ of Lemma 5.9 in a convenient way.
Lemma 5.10 Assume that λ ∈ C is not a periodic eigenvalue of Q. If m`2(λ) 6= 0 (meaning that λ is not
a Dirichlet eigenvalue), eigenvectors a+, a− of M`(λ), corresponding to the eigenvalues ξ+, ξ− are given
by
a± :=
(
m`2
ξ± − m`1
)
(5.16)
and (3.14) yields the identity ξ± − m`1 = −δ ±
√
∆2 − 1 implying that in view of (5.16)
f± = Ma± = m`2M1 − δ ·M2 ±
√
∆2 − 1M2.
If m`3(λ) 6= 0 (meaning that λ is not a Neumann eigenvalue), eigenvectors a+, a−, corresponding to the
eigenvalues ξ+, ξ− are given by
a± :=
(
ξ± − m`4
m`3
)
(5.17)
and (3.14) yields the identity ξ± − m`4 = δ ±
√
∆2 − 1, leading together with (5.17) to
f± = Ma± = m`3M2 + δ ·M1 ±
√
∆2 − 1M1.
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Remark 5.11. Note that the Dirichlet spectrum and Neumann spectrum of Q(v) are discrete and a rough
localization is provided by the corresponding Counting Lemmas – (see Lemma 3.4 and Theorem 3.6)
Taking into account that JfKq,λ, defined in (5.10), can be written in the form
JfKq,λ = −
λ2 f ? f + 132λf · (e−q −eq
)
f
1
4f · ZfP (·)
 (5.18)
Lemma 5.9 and Lemma 5.10 then lead to the following result.
Proposition 5.12 Let v ∈ H1c . For λ ∈ C∗ with m`2(λ) 6= 0,
∂∆ =
1
2 m`2
Jm`2M1 − δ ·M2Kq,λ − ∆2 − 12 m`2 JM2Kq,λ
whereas for λ ∈ C∗ with m`3(λ) 6= 0,
∂∆ = − 1
2 m`3
Jm`3M2 + δ ·M1Kq,λ + ∆2 − 12 m`3 JM1Kq,λ .
Proof. Assume that λ ∈ C∗ is not a periodic eigenvalue. If m`2(λ) 6= 0, (5.16) yields a⊥+a− = (ξ−−ξ+)m`2
whereas if m`3(λ) 6= 0, (5.17) yields a⊥+a− = (ξ+ − ξ−)m`3. In the case λ ∈ C∗ is a periodic eigenvalue
such that m`2(λ) 6= 0 or m`3(λ) 6= 0 then m`2, respectively, m`3 do not vanish in a neighborhood U of λ.
Since periodic eigenvalues are isolated, the corresponding claimed identities hold in U \ {λ} and hence
by continuity also at λ.
Lemma 5.13 Let v0 ∈ H1c and assume that κ0 ∈ C∗ is a simple periodic eigenvalue of Q(v0). Then in
an open neighborhood of v0 there exists an analytic function κ = κ(v) of simple periodic eigenvalues of
Q(v) which coincides at v0 with κ0, ∆˙(κ) 6= 0, and
∂κ = − 1
∆˙(κ)
∂∆
∣∣
κ
.
Furthermore, either m`2(κ, v) 6= 0 or m`3(κ, v) 6= 0. If m`2(κ, v) 6= 0 then m`2M1−δ ·M2 is an eigenfunction
for κ and
∂κ = − 1
2∆˙(κ)m`2(κ)
Jm`2M1 − δ ·M2Kq,κ .
If m`3(κ, v) 6= 0 then m`3M2 + δ ·M1 is a periodic eigenfunction for κ and
∂κ =
1
2∆˙(κ)m`3(κ)
Jm`3M2 − δ ·M1Kq,κ .
Proof. If κ0 is a periodic eigenvalue of Q(v0), then M`(κ0) has the eigenvalue 1 or −1 and since det M` = 1,
it has algebraic multiplicity two. If both m`2(κ0, v0) and m`3(κ0, v0) were to vanish then M`(κ0) = σI,
σ ∈ {1,−1}, and hence κ0 would be a periodic eigenvalue of geometric multiplicity two which contradicts
our assumption. Given that κ0 is a simple periodic eigenvalue of Q(v0) it is well known that there exists
an analytic function κ = κ(v) on a neighborhood of v0 such that κ(v) is a simple eigenvalue of Q(v) with
∆(κ(v), v) = σ. Applying the chain rule to ∆(κ(v), v) = σ, one gets
∂κ = − 1
∆˙(κ)
∂∆|κ .
The claimed formulas for ∂κ then follow from Proposition 5.12.
Finally, based on the formulas for the gradient of the Floquet matrix of Lemma 5.8 and the formulas
of the Floquet solutions of Lemma 5.10 we provide a formula for ∂vm`4(λ) at a Dirichlet eigenvalue which
turns out to be useful.
Lemma 5.14 Let µ be a simple Dirichlet eigenvalue of Q(v), depending analytically on v in some open
set V of H1c . Then
∂vm`4
∣∣
λ=µ
= −m`3(µ) JM2Kq,µ + m`4(µ)4 ( JM1 +M2Kq,µ − JM1 −M2Kq,µ ).
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Proof. First let us consider the case where m`3(µ) 6= 0 and δ(µ) = (m`1(µ)− m`4(µ))/2 6= 0 in some open
subset of V . It then follows that µ is neither a periodic nor a Neumann eigenvalue. Since m`2(µ) = 0,
M`(µ) is lower triangular and the two Floquet multipliers are ξ+ = m`1(µ) and ξ− = m`4(µ). (Here we
have chosen the square root
√
∆2(µ)− 1 to be given by δ(µ).) Corresponding eigenvectors are then
given by
a+ = (2δ(µ), m`3(µ)), a− = (0, m`3(µ)). (5.19)
Since ξ+−ξ− = 2δ(µ) 6= 0 by assumption, a+ and a− are linearly independent and with a⊥+ = (−a+2 , a+1 ) =
(−m`3, 2δ) one gets
a⊥+a− = (−m`3, 2δ) · (0, m`3) = 2δm`3 (5.20)
and the inverse of
(
a+ a−
)
=
(
2δ 0
m`3 m`3
)
∈ C2×2 is given by
(
a+ a−
)−1
=
1
2δm`3
(
m`3 0
−m`3 2δ
)
. (5.21)
Furthermore by Lemma 5.10, the corresponding Floquet solutions f± = (f±1 , f
±
2 ) of Q(v) for λ = µ are
given by
f+(x, µ) = 2δ(µ)M1(x, µ) + m`3(µ)M2(x, µ), f−(x, µ) = m`3(µ)M2(x, µ). (5.22)
By Lemma 5.8 and (5.19) - (5.21) one has
∂pM` =
1
8δm`3
(
m`1
(
2δ
m`3
)
m`4
(
0
m`3
))(
f+ · Zf− f− · Zf−
−f+ · Zf+ −f+ · Zf−
)
1
2δm`3
(
m`3 0
−m`3 2δ
)
P (·) (5.23)
Since for any 2× 2 matrix
(
b1 b2
b3 b4
)
∈ C2×2,
(
m`1
(
2δ
m`3
)
m`4
(
0
m`3
))(
b1 b2
b3 b4
)(
m`3 0
−m`3 2δ
)
=
(∗ ∗
∗ 2δm`3(b2m`1 + b4m`4)
)
it follows from (5.23) that
∂pm`4(λ)
∣∣
λ=µ
=
1
8δm`3
(m`1f− · Zf− − m`4f+ · Zf−)P (·).
By (5.22), one has
f− · Zf− = m`23M2 · ZM2, f+ · Zf− = m`3(2δM1 + m`3M2) · ZM2
and hence
∂pm`4(λ)
∣∣
λ=µ
=
1
8δm`3
(
(m`1−m`4)m`23M2·ZM2−m`4m`32δM1·ZM2
)
P (·) = 1
4
(m`3M2·ZM2−m`4M1·ZM2)P (·).
Now let us turn to the computation of ∂qm`4
∣∣
λ=µ
. By Lemma 5.8 and (5.19)-(5.21)
∂pm`4
∣∣
λ=µ
=
µ
4δm`3
(
m`1f− ? f− − m`4f+ ? f−
)
+
eq
64µδm`3
(− m`1(f−2 )2 + m`4f+2 f−2 )+ e−q64µδm`3 (m`1(f−1 )2 − m`4f+1 f−1 )
=
µ
2
(
m`3M2 ? M2 − m`4M1 ? M2
)
+
eq
32µ
(
m`4m3m4 − m`3m24
)− e−q
32µ
(
m`4m1m2 − m`3m22
)
.
Using that by (5.18)
−m`3 JM2Kq,µ = m`3
(
µ
2M2 ? M2 − e
q
32µm
2
4 +
e−q
32µm
2
2
1
4M2 · ZM2P (·)
)
and therefore
∂vm`4(λ)
∣∣
λ=µ
= −m`3 JM2Kq,µ + m`44
−2µM1 ? M2 − 18µM1 · (e−q −eq
)
M2
−M1 · ZM2P (·)
 .
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One verifies in a straightforward way that
m`4
4
−2µM1 ? M2 − 18µM1 · (e−q −eq
)
M2
−M1 · ZM2P (·)
 = JM1 +M2Kq,µ − JM1 −M2Kq,µ
yielding the claimed identity in the case m`3(µ) 6= 0, δ(µ) 6= 0. By continuity, the identity holds for any
v ∈ V .
5.3 Asymptotics
In this section we prove asymptotics for the gradients ∂qM`, ∂pM` for bi-infinite sequences (ζn)n ⊂ C∗,
with ζn ∼ npi as n→ ±∞. We introduce
〈n〉 :=
√
1 + n2pi2 (5.24)
and recall that by (2.31)
Eω(λ)(x) =
(
cos(ω(λ)x) sin(ω(λ)x)
− sin(ω(λ)x) cos(ω(λ)x)
)
, ω(λ) = λ− 1
16λ
.
Lemma 5.15 For any v ∈ H1c and any bi-infinite sequence (ζn)n∈Z of complex numbers in C∗ with
|ζn| ≥ 1/4 the following holds:
(i) If ζn = npi +O(1)
∂qM`
∣∣∣
λ=ζn
=
1
4
Eω(ζn)(1)
(
cos(2ω(ζn)x) sin(2ω(ζn)x)
sin(2ω(ζn)x) − cos(2ω(ζn)x)
)
· ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
· ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
(5.25)
∂pM`
∣∣∣
λ=ζn
=
1
4
Eω(ζn)(1)
(
cos(2ω(ζn)x) sin(2ω(ζn)x)
sin(2ω(ζn)x) − cos(2ω(ζn)x)
)
· P (·) +
(
`2n `
2
n
`2n `
2
n
)
· P (·). (5.26)
Alternatively, ∂qM`
∣∣∣
λ=ζn
satisfies the asymptotics
∂qM` =
1
2
(
sin(ω(ζn)) + `
2
n
sin(ω(ζn)) + `
2
n
)
EV0
− 1
2
ζnEω(ζn)(1)
(− sin(2ω(ζn)x) cos(2ω(ζn)x)
cos(2ω(ζn)x) sin(2ω(ζn)x)
)
+ 〈n〉
(
`2n `
2
n
`2n `
2
n
) (5.27)
These estimates hold uniformly on 0 ≤ x ≤ 1, on bounded subsets of H1c , and on subsets of bi-
infinite sequences (ζn)n with supn∈Z |ζn − npi| bounded. In more detail, e.g. in the first estimate
the sequence of 2×2 matrices
(
a1n(x) a2n(x)
a3n(x) a4n(x)
)
·∂x(·) to be of the form
(
`2n `
2
n
`2n `
2
n
)
·∂x(·) here means
that
sup
1≤j≤4
sup
0≤x≤1
∑
n∈Z
|ajn(x)|2 ≤ C
where the constant C can be chosen uniformly on bounded subsets H1c and uniformly in bi-infinite
sequences (ζn)n with supn∈Z |ζn−npi| bounded. In particular,
∑
n∈Z‖aj,n‖2 ≤ C for any 1 ≤ j ≤ 4.
Furthermore, the value of
(
`2n `
2
n
`2n `
2
n
)
· ∂x(·) at q˚ ∈ H1c is given by(〈a1n, ∂xq˚〉r 〈a2n, ∂xq˚〉r
〈a3n, ∂xq˚〉r 〈a4n, ∂xq˚〉r
)
.
(ii) If ζn = npi + `2n, then
∂qM`
∣∣∣
λ=ζn
=
(−1)n
4
(
cos(2pinx) sin(2pinx)
sin(2pinx) − cos(2pinx)
)
· ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
· ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
(5.28)
∂pM`
∣∣∣
λ=ζn
=
(−1)n
4
(
cos(2pinx) sin(2pinx)
sin(2pinx) − cos(2pinx)
)
· P (·) +
(
`2n `
2
n
`2n `
2
n
)
· P (·). (5.29)
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Alternatively, ∂qM`
∣∣∣
λ=ζn
satisfies the asymptotics
∂qM`
∣∣∣
λ=ζn
=
(
`2n
`2n
)
EV0 + (−1)n+1npi
2
(− sin(2pinx) cos(pinx)
cos(2pinx) sin(2pinx)
)
+ 〈n〉
(
`2n `
2
n
`2n `
2
n
)
(5.30)
These estimates hold uniformly in 0 ≤ x ≤ 1, on bounded subsets of H1c , and on subsets of bi-infinite
sequences (ζn)n with (ζn − npi)n bounded in `2.
Proof. (i) Let ζn = npi +O(1). By Theorem 2.12(iii) and Corollary 2.13(iii) with ω(−ζn) = −ω(ζn) one
has
M(x)|λ=ζn = Eω(ζn)(x) +
(
`2n `
2
n
`2n `
2
n
)
, M−1(x)
∣∣
λ=ζn
= E−ω(ζn)(x) +
(
`2n `
2
n
`2n `
2
n
)
uniformly in 0 ≤ x ≤ 1. Hence (5.1) yields
∂qM` =− 1
4
M`M−1iRM · ∂x(·)− 1
16λ
M`M−1
(
eq
e−q
)
M
=− 1
4
Eω(ζn)(1)E−ω(ζn)(x)iREω(ζn)(x) · ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
· ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
.
Since by trigonometric identities
E−ω(ζn)(x)iREω(ζn)(x) =
(− cos2(ω(ζn)x) + sin2(ω(ζn)x) −2 cos(ω(ζn)x) sin(ω(ζn)x)
−2 cos(ω(ζn)x) sin(ω(ζn)x) cos2(ω(ζn)x)− sin 2(ω(ζn)x)
)
=
(− cos(2ω(ζn)x) − sin(2ω(ζn)x)
− sin(2ω(ζn)x) cos(2ω(ζn)x)
)
estimate (5.25) follows. Alternatively by (5.3)
∂qM`
∣∣∣
λ=ζn
=
1
2
(
m`2
−m`3
)
EV0 − 1
2
M`M−1
(
ζnZ +
1
16 ζn
(
eq
e−q
))
M
=
1
2
(
sin(ω(ζn)) + `
2
n
sin(ω(ζn)) + `
2
n
)
EV0 − 1
2
ζnEω(ζn)(1)E−ω(ζn)(x)ZEω(ζn)(x) + 〈n〉
(
`2n `
2
n
`2n `
2
n
)
.
Clearly
E−ω(ζn)(x)ZEω(ζn)(x) =
( −2 cos (ω(ζn)x) sin (ω(ζn)x) cos2 (ω(ζn)x)− sin2 (ω(ζn)x)
cos2 (ω(ζn)x)− sin2 (ω(ζn)x) 2 cos (ω(ζn)x) sin (ω(ζn)x)
)
=
(− sin(2ω(ζn)x) cos(2ω(ζn)x)
cos(2ω(ζn)x) sin(2ω(ζn)x)
)
yielding the estimate (5.27). For ∂pM` we proceed similarly. By Proposition 5.1
∂pM` =− i
4
M`M−1RM · P (·)
=− i
4
Eω(ζn)(1)E−ω(ζn)(x)REω(ζn)(x) · P (·) +
(
`2n `
2
n
`2n `
2
n
)
· P (·),
leading to the estimate (5.26).
(ii) Using the estimates of Theorem 2.12(iv) and Corollary 2.13(iv) instead of the ones of Theorem
2.12(iii) and Corollary 2.13(iii) in the proof above, one obtains estimates (5.28), (5.29), and (5.30).
Going through the arguments of the proof one sees that the claimed uniformity statements hold.
The asymptotics stated in Lemma 5.15 lead to asymptotic estimates of the gradients of ∆ and δ,
introduced in (2.33).
Corollary 5.16 For any v ∈ H1c and any bi-infinite sequence of complex numbers ζn = npi +O(1)
(∂q∆, ∂p∆)
∣∣∣
λ=ζn
=
(
`2n · ∂x(·) + `2n, `2n · P (·)
)
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and, alternatively, ∂q∆
∣∣∣
λ=ζn
= 〈n〉`2n. Furthermore
(∂qδ, ∂pδ)
∣∣∣
λ=ζn
=
(
1
4
cos(ω(ζn)(1− 2x)) · ∂x(·) + `2n · ∂x(·) + `2n,
1
4
cos(ω(ζn)(1− 2x)) · P (·) + `2n · P (·)
)
.
Alternatively, the asymptotics of ∂qδ
∣∣∣
λ=ζn
can be written as
∂qδ
∣∣∣
λ=ζn
= −ζn
2
sin(ω(ζn)(1− 2x)) + 〈n〉`2n.
These estimates hold uniformly in 0 ≤ x ≤ 1, on bounded subsets of H1c , and on subsets of bi-infinite
sequences (ζn)n with supn∈Z |ζn − npi| bounded. If furthermore ζn = npi + `2n then
(∂qδ, ∂pδ)
∣∣∣
λ=ζn
=(−1)n
(
1
4
cos(2npix) · ∂x(·) + `2n · ∂x(·) + `2n,
1
4
cos(2npix) · P (·) + `2n · P (·)
)
.
Alternatively, the asymptotics of ∂qδ
∣∣∣
λ=ζn
can be written as
∂qδ
∣∣∣
λ=ζn
=(−1)nnpi
2
sin(2pinx) + 〈n〉`2n
uniformly in 0 ≤ x ≤ 1, on bounded subsets of H1c , and on subsets of bi-infinite sequences (ζn)n with
(ζn − npi)n bounded in `2.
Proof. By (5.25)
∂qM`
∣∣∣
λ=ζn
=
1
4
Eω(ζn)(1)
(
cos(2ω(ζn)x) sin(2ω(ζn)x)
sin(2ω(ζn)x) − cos(2ω(ζn)x)
)
· ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
· ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
and by (5.27) one has
∂qM`
∣∣∣
λ=ζn
=
1
2
(
sin(ω(ζn)) + `
2
n
sin(ω(ζn)) + `
2
n
)
EV0
− 1
2
ζnEω(ζn)(1)
(− sin(2ω(ζn)x) cos(2ω(ζn)x)
cos(2ω(ζn)x) sin(2ω(ζn)x)
)
+ 〈n〉
(
`2n `
2
n
`2n `
2
n
)
.
Furthermore by (5.26)
∂pM`
∣∣∣
λ=ζn
=
1
4
Eω(ζn)(1)
(
cos(2ω(ζn)x) sin(2ω(ζn)x)
sin(2ω(ζn)x) − cos(2ω(ζn)x)
)
· P (·) +
(
`2n `
2
n
`2n `
2
n
)
· P (·).
Since
Eω(ζn)(1)
(− sin(2ω(ζn)x) cos(2ω(ζn)x)
cos(2ω(ζn)x) sin(2ω(ζn)x)
)
=
(
sin(ω(ζn)(1− 2x)) cos(ω(ζn)(1− 2x))
cos(ω(ζn)(1− 2x)) − sin(ω(ζn)(1− 2x))
)
and
Eω(ζn)(1)
(
cos(2ω(ζn)x) sin(2ω(ζn)x)
sin(2ω(ζn)x) − cos(2ω(ζn)x)
)
=
(
cos(ω(ζn)(1− 2x)) − sin(ω(ζn)(1− 2x))
− sin(ω(ζn)(1− 2x)) − cos(ω(ζn)(1− 2x))
)
the claimed estimates hold. The uniformity statements follow from Lemma 5.15.
Lemma 5.17 For any v0 ∈ H1c there exists a neighborhood V of v0 in H1c and N ≥ 1 such that for
any |n| ≥ N and v ∈ V , Q(v) has precisely one Dirichlet eigenvalue in Dn, denoted by µn. Then µn is
analytic on V for |n| ≥ N and as n→∞
(∂qµn, ∂pµn) =− 1
4
(
sin(2npix) · ∂x(·) + `2n · ∂x(·) + `2n, sin(2npix) · P (·) + `2n · P (·)
)
. (5.31)
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Integrating by parts, the asymptotics of ∂qµn take the form
∂qµn =
npi
2
cos(2npix) + 〈n〉`2n. (5.32)
These estimates hold uniformly on 0 ≤ x ≤ 1 and on bounded subsets of V . In more detail e.g. the term
`2n · ∂x(·) in the expression for ∂qµn means that there exist functions an(x), |n| > N , so that for some
C > 0
sup
0≤x≤1
∑
|n|≥N
|an(x)| ≤ C
where C can be chosen uniformly on bounded subsets of V . Furthermore the value of `2n · ∂x at q˚ is
〈an, ∂xq〉r.
Proof. Take V and N to be as in Lemma 3.4. Then µn is simple for |n| > N and hence analytic by
Lemma 5.6. Furthermore, by Lemma 3.16, µn = npi+ `2n, implying that by Theorem 2.12(iv) for n→∞
M(x, µn, q, p) = Enpi(x) + `
2
n, M˙(x, µn, q, p) = xJEnpi(x) + `
2
n,
where we recall that by (2.31)
Enpi(x) =
(
cos(npix) sin(npix)
− sin(npix) cos(npix)
)
.
In particular, χ˙D(µn) = ˙`m2(µn) = (−1)n + `2n, m`1(µn) = (−1)n + `2n. Hence by Lemma 5.6, for
v˚ = (q˚, p˚) ∈ H1c
dµ[˚v]n =
m`1
χ˙D
∫ 1
0
JM2Kq,µ(q˚p˚
)
dx =
∫ 1
0
s(
sin(npix) + `2n
cos(npix) + `2n
){
q,µ
(
q˚
p˚
)
dx.
Since by definition (5.10)s(
sin(npix) + `2n
cos(npix) + `2n
){
q,µ
=
(µn
2 (cos
2(npix)− sin2(npix) + `2n) + 132µn (cos2(npix)eq − sin2(npix)e−q) + `2n
− 12 sin(npix) cos(npix) · P (·) + `2n · P (·)
)
it then follows that
dµn [˚v] =
(
npi
2 cos(2npix) + 〈n〉`2n + `2n− 14 sin(2npix) · P (·) + `2n · P (·)
)
yielding (5.32). On the other hand by Lemma 5.4
dµn [˚v] =
m`1
χ˙D
∫ 1
0
1
16µn
(m24e
q −m22e−q)q˚ −
1
2
(P (p˚) + ∂xq˚)m2m4 dx
=
∫ 1
0
(
`2n − 12 sin(npix) cos(npix) · ∂x(·) + `2n · ∂x(·) + `2n− 12 sin(npix) cos(npix) · P (·) + `2n · P (·)
)
·
(
q˚
p˚
)
dx
=− 1
4
∫ 1
0
(
sin(2npix) · ∂x(·) + `2n · ∂x(·) + `2n
sin(2npix) · P (·) + `2n · P (·)
)
·
(
q˚
p˚
)
dx
which proves (5.31).
6 Real and almost real potentials
In this chapter we discuss the periodic and the Dirichlet spectrum of Q(v) in the case where the potentials
v are real or close to real ones and introduce the notion of isolating neighbourhoods. The space of real
potentials v is denoted by H1r . More generally, for any m ≥ 1 let
Hmr := H
m(T,R)×Hm(T,R) ⊂ H1c , ∀ m ≥ 1.
Without further reference we use the notation introduced in Chapter 3. In particular, we recall that
the sets Dn, Bn, An are defined in (3.1)-(3.3). Furthermore we recall that for any v ∈ H1c and n ∈ Z,
Gn = [λ
−
n , λ
+
n ] denotes the n’th closed gap and γn = λ+n − λ−n is referred to as the n’th gap length.
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6.1 Real potentials
We have seen that for v ∈ H1c , one has ∆(λ±n ) = (−1)n for |n| big enough, but that such an identity not
necessarily holds for |n| small. In the case v ∈ H1r , the operator Q(v) with periodic boundary conditions
is self-adjoint, hence the periodic spectrum is real and the listing (3.18) of the periodic eigenvalues in
C+ coincides with the one obtained from the ordering on R,
0 < · · · ≤ λ−−1 ≤ λ+−1 ≤ λ−0 ≤ λ+0 ≤ λ−1 ≤ λ+1 ≤ · · · .
Actually, in this case more can be said. First we note that the periodic eigenvalues λ+n , λ−n n ∈ Z, are
continuous in v on H1r (cf. Proposition 6.3 below). Since for v = 0, ∆(λ±n ) = (−1)n it then follows by
deforming an arbitrary element v ∈ H1r along the straight line t 7→ t · v that on H1r , ∆(λ±n ) = (−1)n for
any n ∈ Z. Hence the periodic eigenvalues λ±n , n ∈ Z, of Q(v) in C+ satisfy
0 < · · · < λ−−1 ≤ λ+−1 < λ−0 ≤ λ+0 < λ−1 ≤ λ+1 < · · ·
with strict inequality between λ+n and λ
−
n+1 for any n ∈ Z. Similarly, for v ∈ H1r the operator Q(v) with
Dirichlet boundary conditions is self-adjoint and hence the Dirichlet spectrum is real. It turns out that
the Dirichlet eigenvalues in C+ can be located as follows.
Lemma 6.1 For any v ∈ H1r and n ∈ Z, the Dirichlet eigenvalue µn is real and satisfies λ−n ≤ µn ≤ λ+n .
Furthermore, the Dirichlet eigenvalues are real analytic functions on H1r .
Proof. Let v ∈ H1r . By Lemma 3.8, for any Dirichlet eigenvalue µn, one has ∆2(µn) − 1 = δ2(µn) ≥ 0,
hence |∆(µn)| ≥ 1. Since µn(0) = λ+n (0) one then sees that λ−n ≤ µn ≤ λ+n by deforming v to 0 along the
straight line t 7→ tv. In particular it follows that any Dirichlet eigenvalue is simple. Hence by Lemma
5.6, it is real analytic.
Next let us consider the roots of ∆˙ in the case where v ∈ H1r . For v = 0 the roots in C+ consist of a
bi-infinite sequence
0 < · · · < λ˙−2 < λ˙−1 < λ˙0 < λ˙1 < · · ·
and the additional root λ˙∗ = i4 . For arbitrary v ∈ H1r the following holds.
Lemma 6.2 For any v ∈ H1r , the roots of ∆˙ in C+ are all simple and can be listed in form of a bi-infinite
sequence of real numbers
0 < · · · < λ˙−2 < λ˙−1 < λ˙0 < λ˙1 < λ˙2 < · · ·
and one additional purely imaginary root λ˙∗ ∈ iR>0. Furthermore if λ−n = λ+n for any given n ∈ Z, then
λ−n = λ˙n whereas if λ−n < λ+n then λ−n < λ˙n < λ+n . Furthermore, λ˙n, n ∈ Z, and λ˙∗ are real analytic on
H1r .
Proof. Let v ∈ H1r . By Lemma 2.14(i) ∆(−λ, v) = ∆(λ, v) and by Lemma 2.14(iii) ∆(λ, v) = ∆(λ, v).
This implies that ∆˙(−λ, v) = −∆˙(λ, v) and ∆˙(λ, v) = ∆˙(λ, v). Hence in particular ∆(λ, v) is real
for λ ∈ R and for any root λ˙ ∈ C∗ of ∆˙, the complex numbers −λ˙, λ˙, and −λ˙ are also roots of
∆˙. Furthermore, since ∆(λ, 0) ∈ (−1, 1) for any λ ∈ (λ+n (0), λ−n+1(0)), it follows by continuity that
∆(λ, v) ∈ (−1, 1) for λ ∈ (λ+n (v), λ−n+1(v)). If the n’th gap is collapsed then ∆2 − 1 has a root of
multiplicity two at λ+n = λ−n . Since ∆(λ±n ) 6= 0 it then follows that λ+n is also a root of ∆˙. If λ−n 6= λ+n , both
roots have algebraic multiplicity one. Since ∆(λ) is real valued on R, −1 < ∆(λ) < 1 for λ+n−1 < λ < λ−n ,
∆(λ−n ) = ∆(λ
+
n ) = (−1)n and (−1)n∆˙(λ−n ) > 0 it follows that |∆(λ)| > 1 for all λ ∈ (λ−n , λ+n ). This
implies that |∆(λ)| has a maximum in (λ−n , λ+n ). Hence ∆˙(λ) vanishes at least once in Gn for any n ∈ Z.
Choose such a root and denote it by λ˙n. By the previous discussion λ˙n is real and −λ˙n is another root
of ∆˙. By the Counting Lemma (Lemma 3.12) there exists N ≥ 1 such that for any n > N , ∆˙ has
exactly one simple root in each of the domains Dn, −Dn, D−n, and −D−n and 4 + 4N roots in the
annulus AN . Since Gn ⊂ Dn and G−n ⊂ D−n for any n > N , the roots in Dn, −Dn, D−n, and −D−n
are λ˙n,−λ˙n, λ˙−n, and −λ˙−n, respectively. Furthermore λ˙0,−λ˙0 ∈ AN and for any 1 ≤ n ≤ N , one has
λ˙n,−λ˙n, λ˙−n,−λ˙−n ∈ AN . Hence in addition to λ˙n,−λ˙n, n ∈ Z, ∆˙ has two more roots ν1, ν2 ∈ AN .
Since λ˙n,−λ˙n, n ∈ Z, are all simple roots of ∆˙, ν1, ν2 6∈ { λ˙n,−λ˙n : n ∈ Z }. By the previous discussion
−ν1,−ν2 as well as ν1, ν2 are also roots of ∆˙. The Counting Lemma then implies that ν1 = −ν2 and
ν1 ∈ (R ∪ iR) ∩ AN ⊂ (R ∪ iR) \ {0}. In particular it follows that ν1 6= ν2 and one of the two roots,
denoted by λ˙∗, is in C+. At v = 0, λ˙∗(0) = i4 by Lemma 2.16. Taking into account that the Gn’s are
disjoint, one sees that all roots of ∆˙ are simple on H1r . Since the roots of ∆˙ are all simple and ∆˙(λ, v)
is real analytic in C∗ ×H1r , it follows by the argument principle that these roots are real analytic.
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We finish this section with an additional result needed for the construction of Birkhoff coordinates.
Proposition 6.3 The Dirichlet, Neumann, and periodic eigenvalues as well as the roots of ∆˙ are compact
functions on H1r .
Proof. By Proposition 2.5 and Proposition 2.6, on any closed bounded subset of [0,∞) × C∗ × H1r ,
M(x, λ, v) and M˙(x, λ, v) are compact functions and hence so are χp, χD, and ∆˙ on closed, bounded
subsets of C∗ × H1r . Recall that for any v ∈ H1r , the roots of χD and ∆˙ are simple and the ones of
χp at most double. Since the case of a simple root is simpler, let us only treat the double roots of
χp. Assume that (vk)k≥1 ⊂ H1r with vk ⇀ v∗ and that κ∗ := λ+n (v∗) = λ−n (v∗) for some n ∈ Z. To
simplify notation introduce fk(λ) := χp(λ, vk), f∗(λ) := χp(λ, v∗). Choose a disc D, centered at κ∗, of
sufficiently small radius ρ > 0 so that minλ∈∂D |f∗(λ)| ≥ 2. Since ∂D is compact, fk, f∗ are analytic and
limk→∞ fk(λ) = f∗(λ) for any λ ∈ D, there exists k0 ≥ 1 so that minλ∈∂D |fk(λ)| ≥  for any k ≥ k0.
It then follows from the argument principle that for any k ≥ k0, f∗(λ) has precisely two roots (counted
with multiplicities) inside D, i.e., for k sufficiently large∫
∂D
f˙k(λ)
fk(λ)
dλ =
∫
∂D
f˙∗(λ)
f∗(λ)
dλ = 2.
Using the Counting Lemma and again the argument principle one sees that for k sufficiently large these
roots of fk(λ) coincide with the pair λ+n (vk), λ−n (vk). Since the radius ρ > 0 of the disc D can be chosen
arbitrarily small it then follows that limk→∞ λ±n (vk) = λ±n (v∗).
For the construction of Birkhoff coordinates the sequences (γn)n∈Z, (τn)n∈Z, defined on H1r by
γn = λ
+
n − λ−n , τn = (λ+n + λ−n )/2 (6.1)
will play an important role. The quantity γn is referred to as the n’th gap length. By Proposition 6.3
γn and τn are continuous functions on H1r .
6.2 Almost real potentials
In order to construct real analytic Birkhoff coordinates on H1r we need to consider potentials in some
complex neighborhood of H1r in H1c . It is important to choose this neighborhood sufficiently small so that
the Dirichlet eigenvalues and the roots of ∆˙ remain simple and can be localized sufficiently accurately
in terms of isolating neighborhoods, which we now introduce.
First we need to discuss how to list all of the roots of ∆˙ in a convenient way. Since by Lemma 6.2
all roots of ∆˙ are real analytic and simple on H1r it follows from the argument principle that any root
of ∆˙ extends analytically to some (small) neighborhood of H1r in H1c and remains simple. Furthermore
recall that by (3.20) (Counting Lemma), for any v ∈ H1c there exists N ≥ 1 so that the roots of ∆˙(λ) in
C+ \AN can be listed as a bi-infinite sequence
0  · · ·  λ˙−N−2  λ˙−N−1  λ˙N+1  λ˙N+2  · · ·
with λ˙n ∈ Dn ∀ |n| > N and any root λ˙ of the 2N+2 remaining ones in C+ satisfies λ˙−N−1  λ˙  λ˙N+1.
Hence for any element v0 ∈ H1r there exists a neighborhood V in H1c so that for any v ∈ V the roots of
∆˙(λ) are simple and and the root λ˙∗(v) denotes the one obtained from λ˙∗(v0) by analytic deformation.
Note that λ˙∗(v) is not necessarily in C+. We list the roots which are different from λ˙∗(v) and −λ˙∗(v)
and are contained in C+ as a bi-infinite sequence,
0  · · ·  λ˙−2  λ˙−1  λ˙0  λ˙1  λ˙2  · · · , (6.2)
so that
λ˙n = npi + o(1),
1
16λ˙−n
= npi + o(1) n→∞.
Making the neighborhood V smaller if needed we can assume that the additional root λ˙∗ satisfies
inf{ Imλ˙∗(v) : v ∈ V } > 0.
For a potential v in V we say that a sequence (Un)n∈Z of pairwise disjoint open neighborhoods in C+
together with an open disc U∗ ⊂ { λ ∈ C : Imλ > 0 }, centered on iR>0, form a set of isolating
neighborhoods if the following properties hold:
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(I-1) Gn ⊂ Un ⊂ C+ and µn, λ˙n ∈ Un for any n ∈ Z, λ˙∗ ∈ U∗.
(I-2) For any n ≥ 0, Un is a disc centered on the real axis so that there exists a constant c ≥ 1 with
c−1|m− n| ≤ dist(Um, Un) ≤ c|m− n| ∀ m,n ≥ 0, m 6= n.
(I-3) The sets { 116λ : λ ∈ U−n }, n ≥ 0, satisfy (I-2) with the same constant c.
(I-4) For |n| sufficiently large Un = Dn.
(I-5) c−1 ≤ dist(U∗, Un) ∀ n ∈ Z with c ≥ 1 given as in (I-2).
Note that if for a potential v ∈ V such a set of isolating neighborhoods exists, then the Dirichlet
eigenvalues of Q(v) and the roots of ∆˙(·, v) are all simple.
Lemma 6.4 Let (Un)n∈Z, U∗ be a set of isolating neighborhoods of v0 in V . Then there exists a neigh-
borhood Vv0 ⊂ V of v0 in H1c such that it is a set of isolating neighborhoods for any v in Vv0 .
Proof. By Lemma 3.4, Lemma 3.11, Lemma 3.12 (counting lemmas), there exist an integer N ≥ 1 and
a neighborhood Vv0 ⊂ V of v0 in H1c such that for any v in Vv0 ,
Gn(v) ⊂ Dn, µn, λ˙n ∈ Dn, Un = Dn, |n| ≥ N.
Clearly (I-2)-(I-5) are satisfied and so it suffices to verify that (I-1) holds on Vv0 , possibly after shrinking
it if needed. It remains to control finitely many spectral quantities. Since χD is analytic in λ and v and
by (I-1) does not vanish on ∂Un when evaluated at v0, one has, possibly after shrinking Vv0 if needed,
that for any v ∈ Vv0 and |n| < N
|χD(λ, v)− χD(λ, v0)| < |χD(λ, v0)| ∀ λ ∈ ∂Un. (6.3)
Hence by Rouché’s theorem χD(·, v) has the same number of roots inside Un as χD(·, v0) for any |n| < N .
Similarly one argues for χp and ∆˙, implying altogether that (I-1) holds for v in Vv0 , possibly after
shrinking it once more if needed.
For real potentials, one has for any n ∈ Z, λ+n < λ−n+1 , λ−n ≤ λ˙n ≤ λ+n , λ˙∗ ∈ iR>0 (Lemma 6.2) and
λ−n ≤ µn ≤ λ+n (Lemma 6.1) and hence a set of isolating neighborhoods always exists. By Lemma 6.4 it
follows that for any v ∈ H1r , there is a (small) neighborhood Vv ⊂ V in H1c and subsets (Un)n∈Z, U∗ so
that they are isolating neighborhoods for any potential in Vv. Setting
Wˆ :=
⋃
v∈H1r
Vv, (6.4)
we thus obtain an open connected neighborhood of H1r in H1c . Without loss of generality we can assume
that v ∈ Wˆ if and only if (−q, p) ∈ Wˆ .
Lemma 6.5 On Wˆ , the Dirichlet eigenvalues µn, n ∈ Z, are real analytic functions of q and p. For
v = (q, p) ∈ Wˆ one has
1
16µn(q, p)
= µ−n(−q, p) ∀ n ∈ Z. (6.5)
Proof. The real analyticity follows by the fact that all Dirichlet eigenvalues are simple on Wˆ . Concern-
ing (6.5) recall that the Dirichlet eigenvalues are the zeros of m`2(λ, q, p) and that by Proposition 2.1,
m`2(
1
16λ , q, p) = −e−q(0)m`2(λ,−q, p). Hence for any µ ∈ C∗
µ ∈ specdirQ(q, p) ⇔
1
16µ
∈ specdirQ(−q, p). (6.6)
It remains to show that the listing of the Dirichlet eigenvalues of Q(q, p) and Q(−q, p) lead to (6.5).
Taking N ≥ 1 as in Lemma 3.4 (Counting Lemma) and noting that by definition (3.1), for any λ ∈ D−n
n ≥ 1, 116λ ∈ Dn, one has
1
16µn(q, p)
= µ−n(−q, p) for all |n| > N. (6.7)
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For the finitely many Dirichlet eigenvalues µn with |n| ≤ N , note that by the definition of isolating
neighborhoods, Reµn(q, p) > 0 for all n and by (3.11) for any a, b ∈ { λ : Reλ > 0 }
a  b ⇔ 1
16b
 1
16a
.
Hence
1
16µN (q, p)
 1
16µN−1(q, p)
 · · ·  1
16µ−(N−1)(q, p)
 1
16µ−N (q, p)
Since
µ−N (−q, p)  µ−(N−1)(−q, p)  · · ·  µN (−q, p)
it then follows from (6.7), that also for any |n| ≤ N , one has 116µn(q,p) = µ−n(−q, p).
Lemma 6.6 (i) On Wˆ , λ˙n, n ∈ Z, and iλ˙∗ are real analytic functions. For (q, p) ∈ Wˆ one has
1
16 λ˙∗(q, p)
= −λ˙∗(−q, p) and 1
16 λ˙n(q, p)
= λ˙−n(−q, p).
(ii) For any (q, p) ∈ Wˆ ,
1
16λ±n (q, p)
= λ∓−n(−q, p) ∀ n ∈ Z.
Proof. One argues as in the proof of Lemma 6.5. We only remark that for λ˙∗(q, p) the identity 116λ˙∗(q,p) =
−λ˙∗(−q, p) holds since among the two roots λ˙∗(−q, p) and −λ˙∗(−q, p), the root λ˙∗(−q, p) is characterized
by Imλ˙∗(−q, p) > 0.
We now analyze the following quantities in more detail,
τn =
λ+n + λ
−
n
2
, γn = λ
+
n − λ−n , n ∈ Z. (6.8)
First we need to establish the following auxiliary result.
Lemma 6.7 For any k ≥ 1 and n ∈ Z the functions (λ+n )k + (λ−n )k are analytic on Wˆ and real on H1r .
Proof. Let v be in Wˆ and let (Un)n∈Z, U∗ be a set of isolating neighborhoods for the neighborhood Vv
provided by Lemma 6.4. Then for any k ≥ 1 and n ∈ Z, it follows from the argument principle that
(λ+n )
k + (λ−n )
k =
1
2pii
∫
∂Un
λk
2∆(λ)∆˙(λ)
∆2(λ)− 1 dλ. (6.9)
Since ∆ and ∆˙ are analytic on C∗ × Vv and ∆2(λ)− 1 does not vanish on ∂Un × Vv, the right-hand side
of the latter identity is analytic on Vv. Finally, if v ∈ H1r then λ+n , λ−n ∈ R for any n ∈ Z (cf. Section
6.1).
Lemma 6.8 For each n ∈ Z, τn = (λ+n + λ−n )/2, γ2n = (λ+n − λ−n )2 define analytic functions on Wˆ .
Furthermore (γ2n)n≥0, (n4γ2−n)n≥1 ∈ `1,
τn = npi + `
2
n,
1
16τ−n
= npi + `2n
and
∂τn = (`
2
n · ∂x(·) + `2n, `2n · P (·)), ∂(γ2n) = (`2n · ∂x(·), `2n · P (·))
uniformly in 0 ≤ x ≤ 1 and locally uniformly on Wˆ . We refer to Lemma 5.17 where the meaning of
these asymptotic estimates are stated in detail.
Proof. Clearly, τn is analytic on Wˆ by Lemma 6.7. The same holds for γ2n since
γ2n = 2(λ
+
n )
2 + 2(λ−n )
2 − (λ+n + λ−n )2.
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Further by Lemma 3.17, (γn)n≥0 ∈ `2 and hence (γ2n)n≥0 ∈ `1. Moreover γ−n(q, p) =
(
1
16λ−n
− 1
16λ+n
) ∣∣∣
(−q,p)
and hence (16γ−n(q, p))2 =
(
γn
λ−n λ
+
n
)2 ∣∣∣
(−q,p)
implying that
(n4γ2−n)n≥1 ∈ `1. (6.10)
Also by Lemma 3.17, one has τn = npi + `2n and hence for n ≥ 1 sufficiently large
1
16τ−n
=
1
16(λ−−n + γ−n/2)
=
1
16λ−−n
(1 + γ−n/2λ−−n)
−1 = (npi + `2n)(1 +O
(γ−n
n
)
).
By (6.10) one then concludes that 116 τ−n = npi + `
2
n. To obtain the claimed estimates for the gradients
note that for any given v ∈ Wˆ one has by (6.9)
2τn =
1
2pii
∫
∂Un
λ
∆(λ)∆˙(λ)
∆2(λ)− 1 dλ
where (Un)n∈Z, U∗ is a set of isolating neighborhoods for v. Since
∆(λ)∆˙(λ)
∆2(λ)− 1 =
1
2
∂λ log(∆
2(λ)− 1)
for some appropriate branch of the logarithm and by the regularity of ∆(λ, v) in λ and v, the derivatives
∂ and ∂λ commute, one sees that
2∂τn =
1
2pii
∫
∂Un
λ∂λ
(
∆(λ)∂∆(λ)
∆2(λ)− 1
)
λ dλ. (6.11)
Integrating by parts then yields
2∂τn = − 1
2pii
∫
∂Un
∆(λ)∂∆(λ)
∆2(λ)− 1 dλ.
On ∂Un, ∆2(λ) − 1 is bounded from below (Lemma 2.17), ∆(λ) is bounded from above (Lemma 3.14)
and by Corollary 5.16
∂∆(λ) = (`2n · ∂x(·) + `2n, `2n · P (·))
uniformly in 0 ≤ x ≤ 1, λ ∈ ∂Un, n ∈ Z, and locally uniformly in v. Altogether this proves the claimed
asymptotics for ∂τn. For ∂(γ2n) we proceed similarly. Since γ2n = 2(λ+n )2 + 2(λ−n )2 − (2τn)2 one has in
view of (6.9)
∂γ2n =4
1
2pii
∫
∂Un
λ2∂λ
∆(λ)∂∆(λ)
∆2(λ)− 1 dλ− 8τn∂τn
=− 8 1
2pii
∫
∂Un
(λ− τn)∆(λ)∂∆(λ)
∆2(λ)− 1 dλ.
(6.12)
Arguing as above and using that λ− τn = O(1) on ∂Un the claimed asymptotics follow. Going through
the arguments of the proof one verifies the uniformity statements.
To finish this section we show that on H1r , the nonvanishing of γn = λ+n −λ−n is generic for any n ∈ Z.
First we need to establish the following auxiliary result. Recall that M` =
(
m`1 m`2
m`3 m`4
)
.
Lemma 6.9 For any potential v ∈ H1r the following statements are equivalent:
(i) γn = 0.
(ii) M`(µn) = (−1)nI.
(iii) µn = νn and m`1(µn) = (−1)n.
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Proof. If the n-th gap is collapsed then λ−n = µn = νn = λ+n and hence m`2(λ+n ) = 0 and m`3(λ+n ) = 0. It
follows that M`(λ+n ) is a diagonal matrix. Since trM`(λ+n ) = (−1)n2 and det M`(λ+n ) = 1 it follows that
M`(µn) = (−1)nI. Hence (i) implies (ii). Given (ii) one has 0 = m`3(µn) = χN (µn) and hence νn = µn.
Thus (ii) implies (iii). Finally given (iii) we have that m`2(µn) = m`3(µn) = 0 and m`1(µn) = (−1)n.
Therefore the Wronskian identity reduces to
1 = det M`(µn) = (−1)nm`4(µn)
and in turn M`(µn) = (−1)nI. This means that µn is a double periodic eigenvalue and by Lemma 6.1
one has µn = λ+n = λ−n .
For any n ∈ Z, introduce the set
Zn := { v ∈ Wˆ : λ−n (v) = λ+n (v) }.
Proposition 6.10 For any n ∈ Z, the following holds:
(i) Zn is an analytic subvariety of Wˆ .
(ii) Zn ∩H1r is contained in a codimension 1 submanifold, implying that H1r \ Zn is dense in H1r .
Proof. (i) By Lemma 6.8, γ2n is an analytic function on Wˆ , which does not vanish identically.
(ii) First note that by Lemma 6.9, Zn ⊂ Yn := { m`1(µn) = (−1)n }. We claim that for an open
neighborhood U of Zn in H1r , Yn ∩ U is a codimension 1 submanifold of H1r . First note that
∂p(m`1(µn)) = m˙1
∣∣∣
x=1
∂pµn + ∂pm`1
∣∣∣
µn
and by (5.12) P−1(∂pµn)
∣∣∣
x=0
= 0. It then follows from (5.2) that for v ∈ Zn,
P−1(∂pm`1(µn))
∣∣∣
x=0
= P−1(∂pm`1)
∣∣∣
x=0,λ=µn
=
1
4
m`1
∣∣∣
λ=µn
=
1
4
(−1)n.
Hence there is an open neighborhood U of Zn in H1r such that Yn ∩ U is a codimension 1 submanifold
of H1r .
6.3 Product representations
In this section we establish product representations of the characteristic functions χp(λ), χD(λ), and
the function ∆˙(λ), needed in the sequel. They require a different way of recording the roots of these
functions which we now describe. For v ∈ Wˆ introduce
λ+1,k :=
{
λ+k k ≥ 0
−λ−−k k ≤ −1
λ−1,k :=
{
λ−k k ≥ 0
−λ+−k k ≤ −1
(6.13)
λ+2,k :=
{ 1
16λ−−k
k ≥ 0
− 1
16λ+k
k ≤ −1 λ
−
2,k :=
{ 1
16λ+−k
k ≥ 0
− 1
16λ−k
k ≤ −1 (6.14)
We note that for any k ≥ 1 and j = 1, 2
λ+j,−k = −λ−j,k, λ−j,−k = −λ+j,k (6.15)
and
λ+1,0 =
1
16λ−2,0
, λ−1,0 =
1
16λ+2,0
. (6.16)
According to Lemma 3.17,
λ+j,k, λ
−
j,k = kpi + `
2
k, k ∈ Z, j = 1, 2 (6.17)
and by Lemma 6.6
λ+2,k(q, p) = λ
+
1,k(−q, p), λ−2,k(q, p) = λ−1,k(−q, p), k ∈ Z. (6.18)
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Furthermore if v is real valued (hence in H1r )
· · · < λ−j,k ≤ λ+j,k < λ−j,k+1 ≤ λ+j,k+1 < · · · (6.19)
Similarly we define
µ1,k :=
{
µk k ≥ 0
−µ−k k ≤ −1 µ2,k :=
{
1
16µ−k
k ≥ 0
− 116µk k ≤ −1
(6.20)
and
λ˙1,k :=
{
λ˙k k ≥ 0
−λ˙−k k ≤ −1 λ˙2,k :=
{
1
16λ˙−k
k ≥ 0
− 1
16λ˙k
k ≤ −1 . (6.21)
Before starting the product representation of χp(λ), χD(λ), and ∆˙(λ), let us discuss the envisioned type
of representations in general terms. According to Lemma B.1 for any given sequences (σ1,n)n, (σ2,n)n in
the space
`∗ := { λn = npi + `2n : λ ∈ C∗, n ∈ Z }
the infinite products
f1(λ) :=
∏
n∈Z
σ1,n − λ
pin
, f2(λ) :=
∏
n∈Z
σ2,n +
1
16λ
pin
(6.22)
define analytic functions on C∗ with roots σ1,n, n ∈ Z, and respectively, (−16σ2,n)−1, n ∈ Z. Note that
in addition, f1 is analytic at 0, f2 is analytic at ∞ and
f1(0) =
∏
n∈Z
σ1,n
pin
, f2(∞) =
∏
n∈Z
σ2,n
pin
(6.23)
are well defined numbers in C∗. Furthermore, by Lemma B.5, one sees that uniformly for λ in ∂BN =
{ λ ∈ C : |λ| = Npi + pi/2 }
f1(λ) = −(1 + o(1)) sin(λ), f2(λ) = f2(∞) +O( 1
N
), as N →∞ (6.24)
and uniformly for λ in
∂B−N = { λ ∈ C : |16λ| = 1
Npi + pi/2
}
f1(λ) = f1(0) +O(
1
N
), f2(λ) = (1 + o(1)) sin(
1
16λ
), as N →∞. (6.25)
Let us first consider ∆˙(λ) ≡ ∆˙(λ, v) for v ∈ Wˆ . Since by Lemma 3.15, λ˙j,n = npi + `2n for j = 1, 2,
the infinite products
∆˙1(λ) :=
∏
n∈Z
λ˙1,n − λ
pin
, ∆˙2(λ) :=
∏
n∈Z
λ˙2,n +
1
16λ
pin
(6.26)
are well defined analytic functions on C∗ by the considerations above.
Lemma 6.11 On Wˆ , ∆˙(λ) admits the product representation for λ ∈ C∗
∆˙(λ) = c∆˙(1−
λ˙∗
λ
)(1 +
λ˙∗
λ
)∆˙1(λ)∆˙2(λ), c∆˙ :=
1
∆˙2(∞)
. (6.27)
Furthermore, ∆˙2(∞) = −16λ˙2∗∆˙1(0) or in more detail
− λ˙2∗(16λ˙0)2
∏
n≥1
(λ˙n16λ˙−n)2 = 1. (6.28)
Proof. Let F (λ) := ∆˙1(λ)∆˙2(λ). Then F (λ) is analytic on C∗. By (6.24), uniformly for λ ∈ ∂BN
F (λ) = −(1 + o(1))∆˙2(∞) sin(λ) as N →∞ (6.29)
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and by (6.25), uniformly for λ ∈ ∂B−N
F (λ) = (1 + o(1))∆˙1(0) sin(
1
16λ
) as N →∞. (6.30)
Hence (1− λ˙∗λ )(1 + λ˙∗λ )F (λ) is a holomorphic function on C∗ with the same roots as ∆˙(λ) and with the
property that the quotient G(λ) = (1 − λ˙∗λ )(1 + λ˙∗λ )F (λ)/∆˙(λ) defines a holomorphic function on C∗.
By the asymptotics of ∆˙ of Lemma 2.17 and (6.29), one has uniformly in λ ∈ ∂BN
G(λ) = ∆˙2(∞)(1 + o(1)) as N →∞. (6.31)
To obtain the asymptotics of G for λ ∈ ∂B−N as N → ∞ note that by Lemma 2.14(ii), ∆˙(λ, q, p) =
∆˙(− 116λ ,−q, p) · 116λ2 which we rewrite with λ = − 116µ as
∆˙(− 1
16µ
, q, p) = ∆˙(µ,−q, p)16µ2.
Since λ ∈ ∂B−N iff µ = − 116λ ∈ ∂BN it then follow from (6.30) that uniformly for λ ∈ ∂B−N
G(λ) = G(− 1
16µ
) =
1− (16µλ˙∗)2
16µ2
∆˙1(0)(1 + o(1)) as N →∞.
Hence G is bounded on ∂B−N as N → ∞. This together with (6.31) allows to apply Lemma C.1
(Liouville’s theorem) yielding that G is constant. One concludes that (6.27) holds and ∆˙2(∞) =
−16(λ˙∗)2∆˙1(0) or, with ∆˙2(∞) =
∏
n∈Z
λ˙2,n
pin
, ∆˙1(0) =
∏
n∈Z
λ˙1,n
pin
,
1 = −16λ˙2∗
∏
n∈Z
λ˙1,n
λ˙2,n
.
Taking into account identities of the type (6.15)-(6.16), it then follows that
−λ˙2∗(16λ˙0)2
∏
n≥1
(λ˙n16λ˙−n)2 = 1
as claimed.
Remark 6.12. Note that for v = 0, λ˙∗ = i/4 and by Lemma 6.6(i) 116λ˙−n = λ˙n for any n ∈ Z.
In the same way one can prove a corresponding product representation for χD(λ) ≡ χD(λ, v) with
v ∈ Wˆ . Since by Lemma 3.16, µj,n = npi + `2n for j = 1, 2, the infinite products
χD,1(λ) :=
∏
n∈Z
µ1,n − λ
pin
, χD,2(λ) :=
∏
n∈Z
µ2,n +
1
16λ
pin
are well defined analytic functions on C∗.
Lemma 6.13 On Wˆ , χD admits the product representation for λ ∈ C∗
χD(λ, v) = −cDχD,1(λ)χD,2(λ), cD = 1
χD,2(∞) . (6.32)
Furthermore χD,2(∞) = −eq(0)χD,1(0) or in more detail,
eq(0)16µ20
∏
n≥1
(µn16µ−n)2 = 1
and
χD,2(− 1
16λ
, q, p) = χD,1(λ,−q, p).
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Proof. Let F (λ) = χD,1(λ)χD,2(λ). Then F is analytic on C∗. Since F and χD(λ) have the same roots,
G(λ) := F (λ)/χD(λ) is well defined and analytic on C∗. Arguing as in the proof of Lemma 6.11 one sees
that uniformly for λ ∈ ∂BN
F (λ) = −(1 + o(1))χD,2(∞) sin(λ) as N →∞ (6.33)
and uniformly for λ ∈ ∂B−N
F (λ) = (1 + o(1))χD,1(0) sin(
1
16λ
). (6.34)
By Lemma 3.2(iii), uniformly for λ ∈ ∂BN ,
χD(λ, v) = (1 + o(1))χD(λ, 0) as N →∞.
Since for v = 0, χD(λ, 0) = sin(ω(λ)) (Theorem 3.1) and by (3.19), ∆˙(λ, 0) = −(1 + 1!6λ2 ) sin(ω(λ)) and
λ˙∗ = i/4, one has
χD(λ, 0) = −c∆˙∆˙1(λ, 0)∆˙2(λ, 0).
Hence by (6.29) uniformly for λ ∈ ∂BN ,
χD(λ, v) = (1 + o(1))χD(λ, 0) = sin(λ)(1 + o(1)) as N →∞. (6.35)
This combined with (6.33) then shows that uniformly for λ ∈ ∂BN
G(λ) = −χD,2(∞)(1 + o(1)) as N →∞.
To obtain the asymptotics of G for λ ∈ ∂B−N as N →∞, note that by Lemma 3.2,
χD(λ, q, p) = e
−q(0)χD(− 1
16λ
,−q, p).
Arguing as in the proof of Lemma 6.11 one then concludes from (6.34) that uniformly for λ ∈ ∂B−N
G(λ) = −eq(0)χD,1(0)(1 + o(1)).
Hence by Lemma C.1, G(λ) is constant, implying that
χD(λ) = − 1
χD,2(∞)χD,1(λ)χD,2(λ)
as well as χD,2(∞) = eq(0)χD,1(0) or in more detail,
1 = eq(0)
χD,1(0)
χD,2(∞) = e
q(0)
∏
n∈Z
µ1,n
µ2,n
.
Taking into account the identities of the type (6.15)-(6.16) one obtains the claimed identity
1 = eq(0)16µ20
∏
n≥1
(µn16µ−n)2.
Since by Lemma 6.5
µ2,n(q, p) = µ1,n(−q, p) ∀ n ∈ Z,
one has
χD,2(− 1
16λ
, q, p) =
∏
n∈Z
µ2,n(q, p)− λ
pin
= χD,1(λ,−q, p).
Finally, we discuss the product representation of χp(λ, v) = ∆2(λ, v)− 1 for v ∈ Wˆ . Since by Lemma
3.17, λ±j,n = npi + `
2
n for j = 1, 2, the infinite products
χp,1(λ) :=
∏
n∈Z
(λ+n,1 − λ)(λ−1,n − λ)
pi2n
, χp,2(λ) :=
∏
n∈Z
(λ+n,2 +
1
16λ )(λ
−
2,n +
1
16λ )
pi2n
,
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are well defined analytic functions on C∗. Note that
χp,1(0) =
∏
n∈Z
λ+1,nλ
−
1,n
pi2n
= λ+0 λ
−
0
∏
n≥1
λ+nλ
−
n
pi2n
2 (6.36)
and
χp,2(∞) =
∏
n∈Z
λ+2,nλ
−
2,n
pi2n
= (16λ+0 16λ
−
0 )
−1
∏
n≥1
(16λ+−n16λ
−
−n)
−1
pi2n
2
Lemma 6.14 On Wˆ , χp admits the product representation for λ ∈ C∗
χp(λ) = −cpχp,1(λ)χp,2(λ), cp = 1
χp,1(0)
. (6.37)
Furthermore,
χp,2(∞) = χp,1(0) (6.38)
or in more detail,
(16λ+0 λ
−
0 )
2
∏
n≥1
(λ+n 16λ
+
−n)
2(λ−n 16λ
−
−n)
2 = 1, (6.39)
and
χp,2
(− 1
16λ
, q, p
)
= χp,1(λ,−q, p). (6.40)
As a consequence, χp,1(0,−q, p) = χp,1(0, q, p).
Proof. Let F (λ) = χp,1(λ)χp,2(λ). Then F (λ) is analytic on C∗. Since F (λ) and χp(λ) have the same
roots, G(λ) := F (λ)/χp(λ) is well defined and analytic on C∗. Arguing as in the proof of Lemma 6.11,
one sees that uniformly for λ ∈ ∂BN
F (λ) = (1 + o(1))χp,2(∞) sin2(λ) as N →∞ (6.41)
and uniformly for λ ∈ ∂B−N
F (λ) = (1 + o(1))χp,1(0) sin
2(
1
16λ
) as N →∞. (6.42)
Since by Lemma 2.17, uniformly for λ ∈ ∂BN
χp(λ) = −(1 + o(1)) sin2(λ)
it then follows from (6.41) that uniformly for λ ∈ ∂BN
G(λ) = −(1 + o(1))χp,2(∞) as N →∞. (6.43)
To obtain the asymptotics of G on ∂B−N note that by Lemma 2.14(i),(ii)
χp(− 1
16µ
, q, p) = χp(µ,−q, p).
When combined with (6.42) and (6.43) one then concludes that uniformly for λ ∈ ∂B−N
G(λ) = −(1 + o(1))χp,1(0) as N →∞.
Hence by Lemma C.1, G is constant and therefore
χp(λ) = − 1
χp,2(∞)χp,1(λ)χp,2(λ)
and χp,2(∞) = χp,1(0) which can be expressed as
1 = (16λ+0 λ
−
0 )
2
∏
n≥1
(λ+n 16λ
+
−n)
2(λ−n 16λ
−
−n)
2.
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Furthermore, since by Lemma 6.6, (16λ±−n(q, p))−1 = λ∓n (−q, p) for any n ∈ Z, implying that λ±2,n(q, p) =
λ±1,n(−q, p) for any n ∈ Z, and since λ+j,n = −λ−j,−n for any n 6= 0, j = 1, 2 one sees that
χp,2(− 1
16µ
, q, p) =
∏
n∈Z
(λ+2,n(q, p)− µ)(λ−2,n(q, p)− µ)
pi2n
= χp,1(µ,−q, p),
proving (6.40). For µ = 0, one then gets χp,1(0,−q, p) = χp,2(∞, q, p) which equals χp,1(0, q, p) by
(6.38).
To finish this section we prove asymptotics for the sequences (τn − λ˙n)n and asymptotics for (λ˙n)n
as n → ∞, refining the ones of Lemma 3.15. Recall that by (6.8), τn = (λ+n + λ−n )/2. For n ≥ 0, let
∆n(λ) be defined by
χp(λ) = ∆
2(λ)− 1 = ∆n(λ)(λ+n − λ)(λ−n − λ).
By Lemma 6.13, ∆n(λ) admits the product representation
∆n(λ) = −cpχp,2(λ) χp,1(λ)
(λ+n − λ)(λ−n − λ)
. (6.44)
Lemma 6.15 On Wˆ for any n ≥ 0,
2(τn − λ˙n)∆n(λ˙n) =
(
(τn − λ˙n)2 − γ2n/4
)
∆˙n(λ˙n). (6.45)
Furthermore, locally uniformly on Wˆ ,
λ˙n = τn + γ
2
n`
2
n as n→∞. (6.46)
Proof. Since ∆˙(λ˙n), one has
0 = ∂λ(∆
2(λ)− 1)∣∣
λ=λ˙n
= −(λ+n − 2λ˙n + λ−n )∆n(λ˙n) + (λ+n − λ˙n)(λ−n − λ˙n)∆˙n(λ˙n).
The identity (λ+n − λ˙n)(λ−n − λ˙n) = (τn− λ˙n)2−γ2n/4 then yields (6.45). To prove the asymptotics (6.46),
note that by Lemma B.4
χp,1(λ)
(λ+n − λ)(λ−n − λ)
=
(
sin(λ− npi)
λ− npi
)2
(1 + `2n)
uniformly for λ ∈ Dn. On the other hand,
χp,2(λ) = χp,2(∞) +O( 1
n
) = c−1p +O(
1
n
)
uniformly for λ ∈ Dn. Altogether it then follows that
∆n(λ) = −
(
sin(λ− npi)
λ− npi
)2
+ `2n
uniformly for λ ∈ Dn as n→∞. Hence by Cauchy’s estimate
∂λ
(
∆n(λ) +
(
sin(λ− npi)
λ− npi
)2)
= `2n
uniformly for λ ∈ Dn. Using that sin(λ−npi)λ−npi =
∫ 1
0
cos(t(λ− npi)) dt one sees that
∂λ
(
sin(λ− npi)
λ− npi
)
= −
∫ 1
0
t sin(t(λ− npi)) dt.
Since λ˙n = npi + `2n, this implies that
∂λ
(
sin(λ− npi)
λ− npi
)2 ∣∣∣
λ=λ˙n
= `2n.
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Altogether we have shown that
∆˙n(λ˙n) = `
2
n, ∆n(λ˙n) = −1 + `2n. (6.47)
Hence (6.45) implies that
(τn − λ˙n)(1 + `2n + (τn − λ˙n)`2n) = γ2n`2n.
Since by Lemma 3.15 and Lemma 3.17, τn− λ˙n = `2n there exists N ≥ 1 so that (1+`2n+(τn− λ˙n)`2n) ≥ 12
for any n ≥ N and (6.46) follows. Going through the arguments of the proof one verifies that (6.46)
holds locally uniformly on Wˆ .
6.4 Standard roots
In this section we introduce various branches of square roots which we need later for constructing actions
and angles. Customarily, we denote by +
√
λ the principal branch of th square root, defined for λ ∈
C \ (−∞, 0]. For v ∈ Wˆ , n ∈ Z, j ∈ {1, 2} set
γj,n := λ
+
j,n − λ−j,n, τj,n := (λ+j,n + λ−j,n)/2.
Note that since λ+j,−n = −λ−j,n, λ−j,−n = −λ+j,n for any n ≥ 1 one has
γj,−n = γj,n, τj,−n = −τj,n ∀ n ≥ 1, j = 1, 2.
Furthermore define
G1,n := [λ
−
n , λ
+
n ] (n ≥ 0), G1,−n := −G1,n (n ≥ 1)
G2,n := [−λ+−n,−λ−−n] (n ≥ 0), G2,−n := −G2,n (n ≥ 1).
Note that the Gj,n have the following symmetry: with Srec denoting the map
Srec : C∗ → C∗, λ 7→ − 1
16λ
one has for any v = (q, p) ∈ Wˆ and n ∈ Z
Srec(G1,n(q, p)) = G2,n(−q, p), Srec(G2,n(q, p)) = G1,n(−q, p).
Finally let
U1,n := Un (n ≥ 0), U1,−n := −Un (n ≥ 1),
U2,n := −U−n (n ≥ 0), U2,−n := U−n (n ≥ 1),
where Un, n ∈ Z, are isolating neighborhoods for v ∈ Wˆ . Without loss of generality we can (and in the
sequel will) assume that for any v = (q, p) ∈ Wˆ , n ∈ Z
Srec(U1,n(q, p)) = U2,n(−q, p), Srec(U2,n(q, p)) = U1,n(−q, p).
Definition 6.16 For any n ∈ Z, v ∈ Wˆ , the standard root w1,n(λ) ≡ w1,n(λ, v), also referred to as
s-root, is defined by
w1,n(λ) ≡ w1,n(λ, v) := s
√
(λ+1,n − λ)(λ−1,n − λ), λ 6∈ G1,n
determined by setting for λ ∈ C with ∣∣γ21,n/4(τn − λ)2∣∣ < 1,
w1,n(λ) = (τ1,n − λ) +
√
1− γ21,n/4(τ1,n − λ)2. (6.48)
Note that for n ≥ 1, since γ21,n/4(τ1,n + λ)2 = γ21,−n/4(τ1,−n − λ)2, (6.48) implies that
w1,−n(λ) = −(τ1,n + λ) +
√
1− γ21,n/4(τ1,n + λ)2 = −w1,n(−λ). (6.49)
for any λ ∈ C with |γ21,n/4(τ1,n + λ)2| < 1.
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Lemma 6.17 For any v ∈ Wˆ and n ∈ Z, the standard root w1,n(λ) is analytic on C \ G1,n. In case
γ1,n = 0, w1,n(λ) = τ1,n−λ. Furthermore, for any v0 ∈ Wˆ , w1,n(λ, v) is analytic in on (C∗ \U1,n)×Vv0
where Vv0 is the open neighborhood of Lemma 6.4 and Un, n ∈ Z are isolating neighborhoods for Vv0 .
Moreover, there exists a constant c ≥ 1, such that for any n,m ∈ Z, with m 6= n,
c−1|m− n| ≤ |w1,n(λ, v)| ≤ c|m− n|, (λ, v) ∈ U1,m × Vv0 .
Finally, for n ∈ Z
1
2pii
∫
Γ1,m
dλ
wn(λ, v)
= −δmn
where Γ1,m := Γm, m ≥ 0, and Γ1,−m := (Γm)−, m ≥ 1.
Proof. The claimed result can be proved in a straight forward way using the asymptotics of the periodic
eigenvalues of Q(v) of Lemma 3.17.
Next we want to define the canonical root c
√
χ1,p(λ) in terms of the roots w1,n(λ). To this end we
need the following lemma.
Lemma 6.18 (i) Let v0 ∈ Wˆ be given. For any v ∈ Vv0 and n ≥ 0,
f1,n(λ, v) :=
1
pin
∏
m 6=n
w1,m(λ, v)
pim
(6.50)
defines a function which is analytic in λ on C \ ⋃m6=nG1,m and analytic in both variables on
C \
(⋃
m6=n U1,m
)
× Vv0 . Moreover, f1,n does not vanish on these domains and in case γ1,m = 0,
it extends analytically in λ to λ = τ1,m.
(ii) For any v ∈ H1r and n ∈ Z,
(−1)nf1,n(λ, v) > 0 ∀ λ+1,n−1 < λ < λ−1,n+1.
Proof. Item (i) follows from Lemma 6.17. Concerning (ii) note that for v ∈ H1r , λ±1,n ∈ R∗ and by
(6.48), w1,m(λ) is real valued and positive for λ < λ−1,m and real and negative for λ > λ
+
1,m. Hence for
λ+1,n−1 < λ < λ
−
1,n+1, with n ≥ 0∏
m>n
w1,m(λ, v)w1,−m(λ, v)
pimpi−m
> 0,
∏
0≤m<n
w1,m(λ, v)
pim
> 0
and
(−1)n
∏
−n≤m<0
w1,m(λ, v)
pim
> 0.
In the case where n ≤ −1, one argues similarly.
By the definition of χp,1(λ) and f1,n, n ∈ Z, one has on C
χp,1(λ) = w
2
n(λ)f
2
1,n(λ).
The canonical root c√χ1 of χ1(λ) ≡ χp,1(λ) is then defined on C \
⋃
n∈ZG1,m by
c
√
χ1(λ) := w1,n(λ)f1,n(λ). (6.51)
Lemma 6.19 On Wˆ , c
√
χ1(λ, v) is well defined by (6.51) on C \
⋃
m∈ZG1,m(v) and for any v0 ∈ Wˆ
analytic in (λ, v) on (C \⋃m∈Z U1,m)× Vv0 . Moreover, c√χ1(λ, v) does not vanish on these domains,
c
√
χ1(0, q, p) =
c
√
χ1(0,−q, p), (6.52)
and for λ ∈ C \⋃m∈Z U1,m (and hence −λ ∈ C \⋃m∈Z U1,m)
c
√
χ1(−λ, v) = c
√
χ1(λ, v)
w1,0(−λ, v)
w1,0(λ, v)
. (6.53)
In case γ1,m(v) = 0 for some m ∈ Z, c
√
χ1(λ, v) extends analytically to λ = τ1,m(v).
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Proof. In view of Lemma 6.18, it remains to prove identity (6.52) and (6.53). Since by Lemma 6.14,
χ1(0, q, p) = χ1(0,−q, p), the claimed identity (6.52) is true up to a sign. Since χ1(0, v) 6= 0 for any
v ∈ Wˆ and (6.52) clearly holds for v = 0, (6.52) follows by continuity. Concerning (6.53) note that by
(6.49), for any n 6= 0, w1,−n(λ)/pi−n = w1,n(−λ)/pin. This then implies (6.53).
Lemma 6.20 On H1r , the following holds for any n ∈ Z:
(i) For any λ+1,n−1 < λ < λ
−
1,n, (−1)n c
√
χ1(λ) > 0.
(ii) For any λ−1,n ≤ λ ≤ λ+1,n, the limits of c
√
χ1(λ+ i) and c
√
χ1(λ− i) as → 0,  > 0, exists and
± lim
→0
>0
(−1)nIm c
√
χ1(λ∓ i) ≥ 0.
Extending c
√
χ1(λ) to G1,n from below one has (−1)n+1i c
√
χ1(λ) > 0 for any λ−1,n−1 < λ < λ
+
1,n.
(iii) For any λ ∈ R with λ < −λ+0 (q, p) or λ > λ+−1(q, p)
c
√
χ1(− 1
16λ
,−q, p) > 0. (6.54)
(iv) c
√
χ1(0, q, p) =
+
√
λ+0 λ
−
0
∏
n≥1
λ+nλ
−
n
pi2n
.
Proof. Since by Lemma 6.18(ii), (−1)nfn(λ, q, p) > 0 for any λ+1,n−1 < λ < λ−1,n+1 item (i) and (ii)
follow from (6.48). Concerning item (iii) note that by item(i), c
√
χ1(− 116λ ,−q, p) > 0 for λ+1,−1(−q, p) <
− 116λ < λ−1,0(−q, p). Since λ+1,−1(−q, p) = −λ−1 (−q, p) = −(16λ+−1(q, p))−1 and λ−1,0(−q, p) = λ−0 (−q, p) =
(16λ+0 (q, p))
−1 one has
λ+1,−1(−q, p) < −
1
16λ
< λ−1,0(−q, p) iff [λ > λ+−1(q, p) or − λ < λ+0 (q, p)].
Item(iv) follows from (i) and (6.36).
For any v = (q, p) ∈ Wˆ and − 116λ ∈ C∗ \G1,n(−q, p), n ∈ Z,
w1,n(− 1
16λ
,−q, p) = s
√
(λ+1,n(−q, p) +
1
16λ
)(λ−1,n(q, p) +
1
16λ
).
Since λ±n (−q, p) = 116λ∓−n(q,p) for any n ∈ Z it follows from the definition of λ
±
2,n that
w1,n(− 1
16λ
,−q, p) = s
√
(λ+2,n(−q, p) +
1
16λ
)(λ−2.n(q, p) +
1
16λ
).
We define
w2,n ≡ w2,n(λ, v) := s
√
(λ+2,n(v) +
1
16λ
)(λ−2,n(v) +
1
16λ
)
and the canonical root c√χ2 of χ2(λ) ≡ χp,2(λ)
c
√
χ2(λ) ≡ c
√
χ2(λ, v) :=
∏
n∈Z
w2,n(λ, v)
pin
.
For any n ∈ Z, we have
w2,n(λ, q, p) = w1,n(− 1
16λ
,−q, p), and c
√
χ2(λ, q, p) =
c
√
χ1(− 1
16λ
,−q, p). (6.55)
The canonical root c
√
χp(λ) ≡ c
√
χp(λ, v) is then defined on Wˆ by
c
√
χp(λ) := i
1
c
√
χ1(0)
c
√
χ1(λ)
c
√
χ2(λ). (6.56)
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where λ ∈ C∗ \⋃m∈Z (G1,m(v) ∪G2,m(v)) = C∗ \⋃m∈Z(Gm(v) ∪ −Gm(v)). Note that
G2,m(q, p) = { − 1
16λ
: µ ∈ G1,m(−q, p) } (6.57)
and by (6.52)
c
√
χ1(0) =
c
√
χ2(∞). (6.58)
Lemma 6.21 (i) For any v0 ∈ Wˆ , the canonical root c
√
χp(λ) is an analytic function in λ ∈ C∗ \⋃
m∈Z(Gm ∪ −Gm) and analytic in (λ, v) on (C∗ \
⋃
m∈Z(Um ∪ −Um)) × Vv0 . In case γm = 0 for
some m ∈ Z, c√χp(λ) extends analytically to λ = τm and λ = −τm.
(ii) The canonical root at the zero potential is
c
√
χp(λ, 0) = −i sin(ω(λ)). (6.59)
(iii) For any v = (q, p) ∈ Wˆ and λ ∈ C∗ \ (⋃m∈ZGm ∪ −Gm) the following identites hold:
c
√
χp(−λ, v) = − c
√
χp(λ, v) and c
√
χp(−(16λ)−1,−q, p) = c
√
χp(λ, q, p). (6.60)
Proof. Item (i) follows from Lemma 6.14 and Lemma 6.19. To prove (ii) note that for by Lemma 2.16,
χp(λ, 0) = − sin2(ω(λ)). Hence c
√
χp(λ, 0) = ±i sin(ω(λ)) and it remains to determine the sign. To this
end note that for v = 0, λ+n = λ−n and hence w1,n(λ) = τ1,n − λ for any n ∈ Z. One then concludes from
(6.37) and the definition (6.51) of the c-root of χp(λ) that c
√
χ1(λ) =
∏
n∈Z
τ1,n−λ
pin
, λ ∈ C. It implies
that c
√
χ1(0) =
∏
n∈Z
τ1,n
pin
. As c
√
χ1(− 116λ ) = c
√
χ2(λ) one has c
√
χ2(∞) = c
√
χ1(0). Since τ1,n = npi+ `2n
and ω(λ) = λ− 116λ it then follows from the definition (6.56) of c
√
χp(λ) and Lemma B.5 that uniformly
for λ ∈ ∂BN
c
√
χp(λ, 0) = −i(1 + o(1)) sin(ω(λ)) as N →∞
and uniformly for λ ∈ ∂B−N
c
√
χp(λ, 0) = −i(1 + o(1)) sin(ω(λ)) as N →∞.
Since c
√
χp(λ, 0) and sin(ω(λ)) have the same roots it then follows from Lemma C.1 that
c
√
χp(λ, 0) = −i sin(ω(λ)).
(iii) The identities of ∆ stated in Lemma 2.14 imply the claimed symmetries hold up to a sign. Further-
more, since ω(−λ) = −ω(λ) and ω(− 116λ ) = ω(λ), they hold for v = 0. Hence by continuity they hold
on Wˆ .
On H1r , the sign table for c
√
χp(λ) can be computed by using Lemma 6.20.
Lemma 6.22 On H1r , for any n ∈ Z, the following holds:
(i) For any λ+1,n−1 < λ < λ
−
1,n
(−1)nIm c
√
χp(λ) > 0. (6.61)
Similarly, for any λ+2,n−1 < − 116λ < λ−2,n
(−1)nIm c
√
χp(λ) > 0. (6.62)
(ii) For any λ−1,n ≤ λ ≤ λ+1,n, the limits of c
√
χp(λ+ i) and c
√
χp(λ− i) as → 0,  > 0, exist and
± lim
→0
>0
(−1)nRe c
√
χp(λ± i) ≥ 0.
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Figure 3: Illustration of the sign of c
√
∆2 − 1
Extending c
√
χp(λ) continuously to G1,n from below one has
(−1)n+1 c
√
χp(λ) > 0, ∀ λ−1,n < λ < λ+1,n. (6.63)
Similarly, for any λ−2,n < − 116λ < λ+2,n the limit lim→0>0
c
√
χp(λ− i) exists and if one extends
c
√
χp(λ) to G2,n from below, then
(−1)n+1 c
√
χp(λ) > 0, ∀ λ−2,n < −
1
16λ
< λ+2,n. (6.64)
Proof. (i) For any λ+1,n−1 < λ < λ
−
1,n one has according to Lemma 6.20,
(−1)n c
√
χ1(λ) > 0,
c
√
χ1(0) > 0, and
c
√
χ1(− 1
16λ
,−q, p) > 0.
By the definition of c
√
χp(λ) it then follows that (−1)nIm c
√
χp(λ) > 0. Next consider λ+2,n−1 <
− 116λ < λ−2,n. Since λ+2,n−1(q, p) = λ+1,n−1(−q, p) and λ−2,n(q, p) = λ−1,n(−q, p) one has λ+1,n−1(−q, p) <
− 116λ < λ−1,n(−q, p) and thus by (6.61), (−1)nIm c
√
χp(− 116λ ,−q, p) > 0. Since by Lemma 6.21(iii),
c
√
χp(− 116λ ,−q, p) = c
√
χp(λ, q, p), the claimed inequality follow.
(ii) The claimed result follow from Lemma 6.20. In particular, for any λ−1,n < λ < λ
+
1,n, one has
by Lemma 6.20, c
√
χ1(0) > 0, c
√
χ1(− 116λ ,−q, p) > 0, and (−1)n+1i c
√
χ1(λ) > 0. By the defini-
tion of c
√
χp(λ) it then follows that when c
√
χp(λ) is extended continuously to G1,n from below then
(−1)n+1 c√χp(λ) > 0, for any λ−1,n < λ < λ+1,n. Next consider the case where λ−2,n < − 116λ < λ+2,n.
(It means that in case n ≥ 0, −λ+−n < λ < −λ−−n whereas in case n ≤ −1, λ−−n < λ < λ+−n.) Use
again that λ±2,n(q, p) = λ
±
1,n(−q, p) to conclude by the above that (−1)n+1 c
√
χp(− 116λ ,−q, p) > 0. Since
c
√
χp(− 116λ ,−q, p) = c
√
χp(λ, q, p) it then follows that (−1)n c
√
χp(λ, q, p) > 0 for any λ−2,n < − 116λ <
λ+2,n.
We finish this section with various asymptotic estimates.
Lemma 6.23 (i) Uniformly for λ ∈ U1,m and locally uniformly for v ∈ Wˆ ,
w1,m(λ)
c
√
χ1(λ)
− sin(ω(λ))
pim − ω(λ) ,
w1,m(λ)
c
√
χp(λ)
−i sin(ω(λ))
pim − ω(λ) = 1 + `
2
m as |m| → ∞ (6.65)
(ii) Uniformly for λ ∈ ∂BN and locally uniformly for v ∈ Wˆ
− sin(ω(λ))
c
√
χ1(λ)
,
−i sin(ω(λ))
c
√
χp(λ)
= 1 + o(1) as N →∞ (6.66)
(iii) Uniformly for λ ∈ U2,m and locally uniformly for v ∈ Wˆ
w2,m(λ)
c
√
χ2(λ)
− sin(ω(λ))
pim − ω(λ) ,
w2,m(λ)
c
√
χp(λ)
−i sin(ω(λ))
pim − ω(λ) = 1 + `
2
m as |m| → ∞ (6.67)
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(iv) Uniformly for λ ∈ ∂B−N and locally uniformly for v ∈ Wˆ
− sin(ω(λ))
c
√
χ2(λ)
,
−i sin(ω(λ))
c
√
χp(λ)
= 1 + o(1) as N →∞ (6.68)
Proof. (i) Since c
√
χp(λ) = i
c
√
χ1(λ)
c
√
χ2(λ)/
c
√
χ2(∞), it remains to verify the claimed asymptotics for
w1,m(λ)
c
√
χp(λ)
−i sin(ω(λ))
pim−ω(λ) . For v ∈ Wˆ and λ ∈ U1,m, it follows from the definitions (6.51) and (6.56) of the
canonical and standard roots that
c
√
χp(λ)
w1,m(λ)
= i
c
√
χ1(−(16λ)−1,−q, p)
c
√
χ1(0, q, p)
f1,m(λ, q, p)
where by (6.50), f1,m(λ) ≡ f1,m(λ, v) is given by
f1,m(λ) =
1
pim
∏
k 6=m
w1,k(λ)
pik
.
Let us first consider the quotient c
√
χ1(−(16λ)−1,−q, p)/ c
√
χ1(0, q, p). Since c
√
χ1(λ,−q, p) does not
vanish at λ = 0 and is differentiable (cf definition (6.4) of Wˆ ) and since c
√
χ1(0, q, p) =
c
√
χ1(0,−q, p) (cf
(6.51)) one sees by expanding c
√
χ1(µ,−q, p) at µ = 0 that for λ ∈ U1,m and hence λ−1 = `2m, (cf (I-2)
of Section 6.2)
c
√
χ1(−(16λ)−1,−q, p)
c
√
χ1(0, q, p)
= 1 + `2m as |m| → ∞
and in turn
c
√
χp(λ)
w1,m(λ)
= if1,m(λ)(1 + `
2
m) as |m| → ∞.
In particular, for v = 0 one obtains, taking into account Lemma 6.21(ii)
−i sin(ω(λ))
pim − ω(λ) =
c
√
χp(λ, 0)
pim − ω(λ) = if1,m(λ, 0)(1 + `
2
m)
implying that
w1,m(λ)
c
√
χp(λ)
−i sin(ω(λ))
pim − ω(λ) =
f1,m(λ, 0)
f1,m(λ)
(1 + `2m) as |m| → ∞.
It remains to analyze the asymptotics of f1,m(λ), λ ∈ U1,m, as |m| → ∞. By property (I-3) of Section
6.2 there exists M ≥ 1 so that for any |m| ≥M and λ ∈ U1,m,
w1,k(λ) = (τ1,k − λ) +
√
1− γ21,k/4(τ1,k − λ)2, k 6= m.
Hence
f1,m(λ, 0)
f1,m(λ)
=
∏
k 6=m
pik − λ
τ1,k − λ
1
+
√
1− γ21,k/4(τ1,k − λ)2
.
By Lemma B.3, it then follows that uniformly for λ ∈ U1,m
f1,m(λ, 0)
f1,m(λ)
= 1 + `2m as |m| → ∞
and hence (6.65) is proved. Going trough the arguments of the proof one sees that (6.65) holds locally
uniformly on Wˆ .
(ii) Arguing in a similar way as in the proof of item(i) one shows that the claimed asymptotics follow
from Lemma B.5. The claimed asymptotics of item (iii) and (iv) follow by reciprocity (cf (6.60)),
c
√
χp(−(16λ)−1,−q, p) = c
√
χp(λ, q, p).
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When combined with the asymptotics of infinite products of Lemma B.4 and Lemma B.5, Lemma
6.23 leads to the following application. Recall that
`∗ := { σ = (σn)n ⊂ C∗ : (σm −mpi)m ∈ `2 }.
Corollary 6.24 (i) Locally uniformly for v ∈ Wˆ and σ ∈ `∗
sup
λ∈U1,n
∣∣∣ ∏
m 6=n
σm − λ
w1,m(λ)
− 1
∣∣∣ = `2n.
(ii) Locally uniformly for v ∈ Wˆ and σ ∈ `∗
sup
λ∈∂BN
∣∣∣ ∏
m∈Z
σm − λ
w1,m(λ)
− 1
∣∣∣ = o(1) as N →∞.
7 Invariant tori
The main purpose of this chapter is to show that the 1-parameter family ∆λ(v), λ ∈ C∗, given by the
discriminant, ∆λ(v) = ∆(λ, v), is a family of integrals of the sinh-Gordon equation (Corollary 7.6) which
Poisson commute (Theorem 7.4). In addition we analyze for any v0 ∈ H1r , the isospectral set of v0,
Iso(v0) := { v ∈ H1r : ∆λ(v) = ∆λ(v0) ∀ λ ∈ C∗ }.
7.1 Poisson brackets
Recall that by (1.6), the Poisson bracket of two given C1- functionals F,G : H1c → C is given by
{F,G} = −
∫ 1
0
∂vFJP
−1∂vGdx (7.1)
where ∂vF = (∂qF, ∂pF ) denotes the L2-gradient of F . Here ∂vF and ∂vG are assumed to be sufficiently
regular so that (7.1) is well defined. In the sequel, we consider functionals F : H1c → C satisfying
∂qF ∈ L2C, ∂pF ∈ H−1C (7.2)
If F,G are functionals both satisfying (7.2) one has
{F,G} = −
∫ 1
0
(
∂pGP
−1∂qF − ∂pFP−1∂qG
)
dx (7.3)
where
∫ 1
0
∂pGP
−1∂qF dx stands for the H−1C , H
1
C parring,
∫ 1
0
∂pGP
−1∂qF dx = 〈∂pG,P−1∂qF 〉r which
is well defined since ∂pG ∈ H−1C and ∂qF ∈ H0C, implying that P−1∂qF ∈ H1C.
More generally, consider a˜lsof ∈ H−1C of the form
f˜ = (f1, f2P (·)), f = (f1, f2) ∈ L2c . (7.4)
For f˜ , g˜ ∈ H−1c both satisfying (7.4) we introduce the skew symmetric bilinear form
[f˜ , g˜]1 = −
∫ 1
0
(f1g2 − f2g1) dx = −
∫ 1
0
f · Jg dx. (7.5)
Furthermore recall that we introduced JfKq,λ for any given q ∈ H1C, λ ∈ C∗, and f = (f1, f2) ∈
H1C([0, 1]) × H1C([0, 1]). Actually, it suffices to assume, that fj ∈ L4C([0, 1]), j = 1, 2, to assure thatJfKq,λ = (JfKq,λ,1 , JfKq,λ,2 P (·)) is an element in H−1c , satisfying (7.4), where
JfKq,λ,1 = λ2 (f22 − f21 ) + 132λ (f22 eq − f21 e−q), JfKq,λ,2 = −12f1f2.
It is also useful to introduce JfK∼q,λ := (JfKq,λ,1 , JfKq,λ,2). Recall that we denoted byM1,M2 the columns
of the fundamental matrix M = M(x, λ, v).
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Lemma 7.1 Let λ, µ ∈ C∗, v ∈ H1c and f = a1M1
∣∣
λ
+a2M2
∣∣
λ
, g = b1M1
∣∣
µ
+b2M2
∣∣
µ
, where a = (a1, a2),
b = (b1, b2) ∈ C2. Then the following holds:
(i) If λ 6= ±µ,then
16
[ JfK∼q,λ , JgK∼q,µ ]1 = −λ+ µλ− µ (f · Jg)2∣∣∣10 + λ− µλ+ µ (f · Zg)2∣∣∣10.
(ii) If λ = µ, then
16
[ JfK∼q,λ , JgK∼q,λ ]1 = 4λ(a1b2 − a2b1)(f · J∂λg)∣∣λ,x=1.
Proof. (i) The result follows from the following computation
4
[ JfK∼q,λ , JgK∼q,µ ]1 =∫ 1
0
g1g2
(
λ(f22 − f21 ) +
1
16λ
(f22 e
q − f21 e−q)
)
− f1f2
(
µ(g22 − g21) +
1
16µ
(g22e
q − g21e−q)
)
dx
=
∫ 1
0
(
g1g2
1
16λ
f22 − f1f2
1
16µ
g22
)
eq + (f1f2
1
16µ
g21 − g1g2
1
16λ
f21 )e
−q
+ λµ
(g1f2
µ
g2f2 − f1g2
λ
g2f2
)
+ λµ
(g1f2
λ
f1g1 − f1g2
µ
f1g1
)
dx
It is convenient to introduce
L1 :=
f1g2
λ
− f2g1
µ
, L2 :=
f1g2
µ
− f2g1
λ
, L3 =: f1g1, L4 := f2g2.
Then
4
[ JfK∼q,λ , JgK∼q,µ ]1 = −∫ 1
0
L2L4
eq
16
+ L1L3
e−q
16
+ λµ(L1L4 + L2L3) dx. (7.6)
We claim that the integrand of the latter integral is a full derivative. To see it we compute the derivatives
of L1 and L2. Since L1 = f ·
(
1/λ
−1/µ
)
g we obtain by the Leibniz rule
∂xL1 =J(λ−A−B2/λ)f ·
( 1
λ
− 1
µ
)
g + f ·
( 1
λ
− 1
µ
)
J(µ−A−B2/µ)g
=f ·
(
(λ−A−B2/λ)Jt
( 1
λ
− 1
µ
)
+
( 1
λ
− 1
µ
)
J(µ−A−B2/µ)
)
g
yielding
∂xL1 = f ·
(
λ2−µ2
λµ
eq
16
λ2−µ2
λ2µ2
)
g =
λ2 − µ2
λ2µ2
(
λµL3 +
eq
16
L4
)
. (7.7)
Similarly one computes
∂xL2 =
λ2 − µ2
λ2µ2
(
λµL4 +
e−q
16
L3
)
. (7.8)
Substituting (7.7)-(7.8) into (7.6) one gets
4
λ2 − µ2
λ2µ2
[ JfK∼q,λ , JgK∼q,µ ]1 =− ∫ 1
0
L2
λ2 − µ2
λ2µ2
(λµL3 +
eq
16
L4) + L1
λ2 − µ2
λ2µ2
(λµL4 +
e−q
16
L3)
=−
∫ 1
0
(L2∂xL1 + L1∂xL2) dx = −(L1L2)
∣∣∣1
0
.
Since
4L1L2 =(L1 + L2)
2 − (L1 − L2)2 = ( 1
λ
+
1
µ
)2(f · Jg)2 − ( 1
λ
− 1
µ
)2(f · Zg)2
=
(λ+ µ)2
λ2µ2
(f · Jg)2 − (λ− µ)
2
λ2µ2
(f · Zg)2
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we then obtain the claimed identity
16
[ JfK∼q,λ , JgK∼q,µ ]1 = −λ+ µλ− µ (f · Jg)2∣∣∣10 + λ− µλ+ µ (f · Zg)2∣∣∣10.
(ii) Note that for λ = µ one has by the Wronskian identity for all x ∈ R
(a1M1 + a2M2) · J(b1M1 + b2M2) = a1b2 − a2b1. (7.9)
Hence (f · Jg)2
∣∣∣1
0
= 0. This implies that the analytic function
Ψ : C \ {λ} → C, µ 7→ −λ+ µ
λ− µ (f
∣∣
λ
· Jg∣∣
µ
)2
∣∣∣1
0
+
λ− µ
λ+ µ
(f
∣∣
λ
· Zg∣∣
µ
)2
∣∣∣1
0
.
has a removable singularity in µ = λ and hence can be extended analytically to λ by
Ψ(λ) = 2λ∂µ(f
∣∣
λ
· Jg∣∣
µ
)2
∣∣∣1
0
∣∣∣
µ=λ
.
Since ∂µM(0, µ, v) ≡ 0 it follows that
∂µ(f
∣∣
λ
· Jg∣∣
µ
)2
∣∣∣1
0
= 2(f
∣∣
λ
· Jg∣∣
µ
)(f
∣∣
λ
· J∂µg
∣∣
µ
)
∣∣
x=1
By (7.9) it then follows that
Ψ(λ) = 4λ(a1b2 − a2b1)(f · J∂λg)
∣∣
x=1
.
Since 16
[ JfK∼q,λ , JgK∼q,µ ]1 is analytic in µ the claimed identity follows.
We now apply Lemma 7.1 to show that ∆λ and ∆µ Poisson commute on H1c for any λ, µ ∈ C∗, where
∆λ(v) ≡ ∆(λ, v) is the discriminant introduced in (2.33). First we want to write ∂v∆λ in a form which
allows to apply Lemma 7.1. By Lemma 5.2(i) on has
∂v∆λ = (fλ,1, fλ,2P (·)), fλ := (fλ,1, fλ,2)
where with δλ = δ(λ) given by (2.33),
fλ,1 :=∂q∆λ =
λ
4
(
m`2(m
2
3 −m21) + m`3(m22 −m24) + 2δλ(m1m2 −m3m4)
)
+
1
64λ
(
e−q(m`3m22 − m`2m21 + 2δλm1m2) + eq(m`2m23 − m`3m24 − 2δλm3m4)
) (7.10)
and
fλ,2 :=
1
4
(− m`2m1m3 + m`3m2m4 + δλ(m1m4 +m2m3)). (7.11)
For later use we record the following
Lemma 7.2 For any λ ∈ C∗ and v ∈ H1c , fλ,1, fλ,2 ∈ H1C. Hence ∂λ∆λ = (fλ,1, Pfλ,2) ∈ L2c .
Proof. By Corollary 2.3, fλ,1(x), fλ,2(x) are continuous in x and ∂xfλ,1, ∂xfλ,2 ∈ L2C. Furthermore, one
verifies in straightforward way that fλ,1, fλ,2 are 1-periodic, implying that fλ,1, fλ,2 ∈ H1C. Since P is
selfadjoint with respect to 〈·, ·〉r one has for g = (g1, g2) ∈ H1c
dv ∆λ[g] = 〈∂v∆λ, g〉r =
∫ 1
0
(fλ,1g1 + P (fλ,2)g2) dx.
This means that ∂v∆λ = (fλ,1, P (fλ,2)) and ∂v∆λ ∈ L2c .
It follows from (7.3) and (7.5) that {∆λ,∆µ} is well defined on H1c and given by
{∆λ,∆µ} = −
∫ 1
0
fλ · Jfµ dx. (7.12)
Next we need to represent fλ as a sum of functions of the form JgK∼q,λ, where g is a linear combination
of the columns M1(x, λ), M2(x, λ) of M(x, λ). The following lemma can be proved by a straightforward
computation. We write δλ(v) = δ(λ, v).
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Lemma 7.3 For any λ ∈ C∗, v ∈ H1c ,
2m`2(λ)fλ = Jm`2(λ)M1(x, λ)− δλM2(x, λ)K∼q,λ − (∆2λ − 1) JM2(x, λ)K∼q,λ .
Theorem 7.4 For any λ, µ ∈ C∗, {∆λ,∆µ} = 0 on H1c .
Proof. Clearly {∆λ,∆λ} = 0 and since ∆−λ = ∆λ by Lemma 2.14, one also has {∆λ,∆−λ} = 0. For
the remainder of the proof we always will assume that λ 6∈ {±µ}. By (7.12) we have
−4m`2(λ)m`2(µ){∆λ,∆µ} =
∫ 1
0
2m`2(λ)fλ · J2m`2(µ)fµ dx
=
[ Jm`2(λ)M1(x, λ)− δλM2(x, λ)K∼q,λ , Jm`2(µ)M1(x, µ)− δµM2(x, µ)K∼q,µ ]1
− (∆2λ − 1)
[ JM2(x, λ)K∼q,λ , Jm`2(µ)M1(x, µ)− δµM2(x, µ)K∼q,µ ]1
− (∆2µ − 1)
[ Jm`2(λ)M1(x, λ)− δλM2(x, λ)K∼q,λ , JM2(x, µ)K∼q,µ ]1
+ (∆2λ − 1)(∆2µ − 1)
[ JM2(x, λ)K∼q,λ , JM2(x, µ)K∼q,µ ]1.
By Lemma 7.1 it then follows that
64m`2(λ)m`2(µ){∆λ,∆µ} = λ+ µ
λ− µF
∣∣∣1
0
− λ− µ
λ+ µ
G
∣∣∣1
0
where F (x) = IF (x)− IIF (x)− IIIF (x) + IVF (x) with
IF (x) =
(
(m`2(λ)M1(x, λ)− δλM2(x, λ))J(m`2(µ)M1(x, µ)− δµM2(x, µ))
)2
IIF (x) =(∆
2
λ − 1)
(
M2(x, λ) · J
(
m`2(µ)M1(x, µ)− δµM2(x, µ)
))2
IIIF (x) =(∆
2
µ − 1)
((
m`2(λ)M1(x, λ)− δλM2(x, λ)
) · JM2(x, µ))2
IVF (x) =(∆
2
λ − 1)(∆2µ − 1)
(
M2(x, λ) · JM2(x, µ)
)2
and G(x), IG(x), IIG(x), IIIG(x), and IVG(x) are defined in the same way as F (x) = IF (x)+· · ·+IVF (x)
except that the matrix J is replaced by Z throughout. We show that F (1) = F (0) and G(1) = G(0). Let
us first prove that F (1) = F (0). Using that δ2λ −∆2λ + 1 = −m`2(λ)m`3(λ) one sees by a straightforward
computation that
F (0) =− m`2(λ)2m`2(µ)m`3(µ)− m`2(µ)2m`3(λ)m`3(λ)− 2m`2(λ)m`2(µ)δλδµ.
To compute F (1) first note that
m`2(λ)M`1(λ)− δλM`2(λ) = ∆λM`2(λ) +
(
0
−1
)
.
One then expands F (1) in a polynomial in a of degree 2, where a is given by
a := M`2(λ)JM`2(µ) = m`2(λ)m`4(µ)− m`4(λ)m`2(µ).
It is easy to verify that the coefficient of a2 equals 1. Combining the a2 with the term containing a then
yields
F (1) =(m`1(λ)m`2(µ)− m`2(λ)m`1(µ))a− (∆2µ − 1)m`2(µ)2
+ (∆µm`2(µ)−∆λm`2(λ))2 − (∆2λ − 1)m`2(λ)2.
Expanding this expression further one finally sees that F (1) = F (0). Similarly one shows that G(1) =
G(0).
Hence m`2(λ)m`2(µ){∆λ,∆µ} = 0 for any λ, µ ∈ C∗ with λ 6= ±µ. By the considerations at the
beginning of the proof, the latter identity also holds for λ = ±µ. Since m`2(λ), ∆λ are analytic and
m`2(λ) does not vanish identically it then follows that {∆λ,∆µ} = 0 on H1c for any λ, µ ∈ C∗ as
claimed.
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Remark 7.5. Using Lemma 5.13 one can show, arguing as in the proof of Theorem 7.4, that for any
periodic eigenvalue λ(1)(v), λ(2)(v) of Q(v) which are simple on a given open neighborhood V one has
{λ(1), λ(2)} = 0, {λ(1),∆λ} = 0, λ ∈ C∗.
Using the asymptotics of Theorem 2.20 and Theorem 7.4 one concludes that ∆λ Poisson commutes
with Hsinh. Recall that by (2.50) and (2.51)
Hsinh(q, p) = −4(H1(q, p) +H1(−q, p)), H∗(q, p) = −4(H1(q, p)−H1(−q, p)).
Corollary 7.6 For any v = (q, p) ∈ H1c and λ ∈ C∗ one has,
{∆λ, H1} = 0 and {∆λ, H˜1} = 0, H˜1(q, p) := H1(−q, p)
and hence
{∆λ, Hsinh} = 0, {∆λ, H∗} = 0
Proof. First we prove that for any λ ∈ C∗, {∆λ, H1} = 0 on H3c . For v ∈ H3c the asymptotics of Theorem
2.20 yield
∆(µ, v) = cosh(σ1(µ, v)) +O(µ
−2) as |µ| → ∞
where
σ1(µ, v) = −iµ+−iH1(v)
2µ
.
Hence {∆λ, σ1(µ)} = 12iµ{∆λ, H1}. Furthermore by the Leibniz rule
{∆λ,∆µ} = sinh(σ1(µ)){∆λ, σ1(µ)}+O(µ−2).
Since by Theorem 7.4 {∆λ,∆µ} = 0, it then follows that
sinh(σ1(µ))
1
2iµ
{∆λ, H1}+O(µ−2) = 0
and hence
{∆λ, H1} = 0.
Since ∆λ and H1 are analytic on H1c , the identity actually holds on H1c .
Finally since by Lemma 2.14(ii), ∆((16λ)−1, q, p) = ∆(λ,−q, p) it follows that with H˜1(q, p) =
H1(−q, p)
{∆(16λ)−1 , H˜1}(q, p) = −{∆λ, H1}(−q, p) = 0.
Lemma 7.1 can also be used to prove that the Dirichlet eigenvalues commute. Recall that on Wˆ ,
defined by (6.4), the Dirichlet eigenvalues µn, n ∈ Z, of Q(v) are all simple, implying that χ˙D(µn) 6= 0.
Lemma 7.7 The L2-gradient ∂vµn of µn is in L2c for any v ∈ Wˆ and n ∈ Z. Hence for any n, k ∈ Z,
the Poisson bracket {µn, µk} is well defined on Wˆ and vanishes there,
{µn, µk} = 0.
Proof. Let v ∈ Wˆ . It suffices to consider the case n 6= k. By Lemma 5.6, the L2- gradient ∂vµn, n ∈ Z,
is of the form
∂vµn =
m`1(µn)
χ˙D(µn)
(gn,1, gn,2P ), gn := (gn,1, gn,2) = JM2K∼q,µn (7.13)
where
gn,1(x) =
µn
2
(m24(x, µn)−m22(x, µn)) +
1
32µn
(m24(x, µn)e
q(x) −m22(x, µn)e−q(x))
and
gn,2(x) = −1
2
m2(x, µn)m4(x, µn).
Hence {µn, µk} is well defined on Wˆ and
{µn, µk} = m`1(µn)
χ˙D(µn)
m`1(µk)
χ˙D(µk)
[ JM2K∼q,µn , JM2K∼q,µk ]1.
85 Version: 2018/11/09
Invariant tori 7.1 Poisson brackets
By Lemma 7.1, one has
16
[ JM2K∼q,µn , JM2K∼q,µk ]1 =− µn + µkµn − µk (M2(x, µn) · JM2(x, µk))2∣∣10
+
µn − µk
µn + µk
(
M2(x, µn) · ZM2(x, µk)
)2∣∣1
0
=0
and hence {µn, µk} = 0 as claimed. Since m2(0, µn) = 0 and m2(1, µn) = 0, it follows that gn,2 ∈ H1C
and hence P (gn,2) ∈ L2C. It implies that ∂vµn = m`1(µn)χ˙D(µn) (gn,1, P (gn,2)) ∈ L2c .
We now compute the Poisson bracket of ∆λ, λ ∈ C∗, with the Dirichlet eigenvalue µn, n ∈ Z, on Wˆ ,
which will be used in the subsequent chapter.
Lemma 7.8 For any n ∈ Z and λ ∈ C∗, the Poisson bracket {µn, ∆λ} is well defined on Wˆ . If
λ 6= ±µn, then
4{µn,∆λ} = µnδ(µn)
χ˙D(µn)
λχD(λ)
λ2 − µ2n
whereas in the case λ = ±µn one has
8{µn,∆λ}
∣∣
λ=±µn = µnδ(µn).
Proof. We argue as in the proof of Theorem 7.4 and write ∂v∆λ as above in the form ∂v∆λ = (fλ,1, fλ,2P )
where fλ = (fλ,1, fλ,2) is in H1C, given by (7.10)- (7.11). Hence the Poisson bracket {µn, ∆λ} is well
defined. By (7.13) it then follows that
{µn,∆λ} = m`1(µn)
χ˙D(µn)
[ JM2Kq,µn , fλ]1.
Note that by the Wronskian identity, m`1(µn)m`4(µn) = 1 and hence m`1(µn) 6= 0. Since by Lemma 7.3,
2m`2(λ)fλ = Jm`2(λ)M1 − δλM2K∼q,λ − (∆2λ − 1) JM2K∼q,λ
one obtains
32m`2(λ)χ˙D(µn)
m`1(µn)
{µn,∆λ} = In,λ − (∆2λ − 1)IIn,λ (7.14)
where
In,λ :=16
[ JM2K∼q,µn , Jm`2(λ)M1 − δλM2K∼q,λ ]1
IIn,λ :=16
[ JM2K∼q,µn , JM2K∼q,λ ]1
By Lemma 7.1 one has for λ 6= ±µn
In,λ =
λ+ µn
λ− µn
(
M2(x, µn) · J
(
m`2(λ)M1(x, λ)− δλM2(x, λ)
))2∣∣1
0
+
λ− µn
λ+ µn
(
M2(x, µn) · Z
(
m`2(λ)M1(x, λ)− δλM2(x, λ)
))2∣∣1
0
=
−4λµn
λ2 − µ2n
m`2(λ)
2
(
m`4(µn)
2∆2λ − 1
)
and
IIn,λ =− λ+ µn
λ− µn
(
M2(x, µn) · JM2(x, λ)
)2∣∣1
0
+
λ− µn
λ+ µn
(
M2(x, µn) · ZM2(x, λ)
)2∣∣1
0
=
−4λµn
λ2 − µ2n
m`4(µn)
2m`2(λ)
2.
The identity (7.14) then becomes
32m`2(λ)χ˙D(µn)
m`1(µn)
{µn,∆λ} = 4λµn
λ2 − µ2n
m`2(λ)
2
(
1− m`4(µn)2∆2λ + (∆2λ − 1)m`4(µn)2
)
=− 4λµn
λ2 − µ2n
m`2(λ)
2
(
m`4(µn)
2∆2λ − 1− (∆2λ − 1)m`4(µn)2
)
.
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Using that
1− m`4(µn)2 = m`1(µn)m`4(µn)− m`4(µn)2 = m`4(µn)2δ(µn)
and multiplying the above identity by m`1(µn)/8m`2(λ)χ˙D(µn) one obtains in the case m`2(λ)(= χD(λ)) 6=
0, and hence λ 6= ±µn,
4{µn,∆λ} = λµn
λ2 − µ2n
m`2(λ)
χ˙D(µn)
m`1(µn)m`4(µn)δ(µn) =
λχD(λ)
λ2 − µ2n
µnδ(µn)
χ˙D(µn)
.
By continuity, a remains valid for χD(λ) = 0 with λ 6= ±µn. For the values λ = ±µn it follows from
lim
λ→±µn
λχD(λ)
λ2 − µ2n
=
1
2
lim
λ→±µn
χD(λ)
λ∓ µn =
1
2
χ˙D(µn)
that
4{µn,∆λ}
∣∣
λ=±µn =
µnδ(µn)
χ˙D(µn)
χ˙D(±µn)
2
.
Recall that by Lemma 3.2(i), χD(−λ) = −χD(λ) and hence χ˙D(−λ) = χ˙D(λ) implying that
4{µn,∆λ}
∣∣
λ=±µn =
µnδ(µn)
2
.
Lemma 7.8 together with the derivation property of the Poisson bracket leads to the following
Lemma 7.9 For any k, n ∈ Z and λk ∈ {λ−k , λ+k }, the Poisson bracket {µn, λk} is well defined on H1r \Zk
and, in the case λk 6∈ {±µn}
{µn, λk} = − 1
4∆˙λk
µnδ(µn)
χ˙D(µn)
λkχD(λk)
λ2k − µ2n
.
In the case λk ∈ {±µn}, χD vanishes at λk and the latter formula becomes by de L’Hospital’s rule
{µn, λk} = − 1
8∆˙λk
µnδ(µn).
Remark 7.10. Note that since λk is simple λk 6= λ˙k and hence ∆˙(λk) 6= 0.
Proof. By Lemma 5.13, λk ∈ {λ+k , λ−k } is real analytic on H1r \ Zk and ∂λk = −∂∆∆˙
∣∣
λk
. Since ∂µn ∈ L2r
by Lemma 7.7, the Poisson bracket {µn, λk} is well defined on H1r \ Zk and given by
{µn, λk} = −〈∂µn, JP−1∂λk〉r = 〈∂µn, JP−1 ∂∆λ
∆˙
〉r
∣∣
λk
= − 1
∆˙(λk)
{µn, ∆λ}
∣∣∣
λk
.
By Lemma 7.8,
4{µn, λk} = −µnδ(µn)
χ˙D(µn)
1
∆˙(λk)
λkχD(λk)
λ2k − µ2n
.
7.2 Isospectral sets
In this section we describe properties of isospectral sets. For any given v0 ∈ H1r , the isospectral set
Iso(v0) is defined by
Iso(v0) = { v ∈ H1r : ∆λ(v) = ∆λ(v0) ∀ λ ∈ C∗ }.
Recall that for q ∈ H1C, ‖q‖1 denotes the H1-norm of q (cf (2.21)) and ‖q‖L∞ its sup norm, ‖q‖L∞ =
sup0≤x≤1 |q(x)|.
Proposition 7.11 For any v0 = (q0, p0) ∈ H1r the following holds:
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(i) For any v = (q, p) ∈ Iso(v0),
‖q‖21 + ‖p‖21 ≤ ‖q0‖21 + ‖p0‖21 + 2(e‖q0‖L∞ − 1).
In particular , Iso(0) = {0}.
(ii) Iso(v0) is compact.
Proof. (i) Since for (q, p) ∈ Iso(q0, p0), ∆λ(q, p) = ∆λ(q0, p0) for any λ ∈ C∗, it follows from Lemma 2.14
that ∆1/16λ(−q, p) = ∆1/16λ(−q0, p0) for any λ ∈ C∗. Theorem 2.20 then yields
H1(q, p) = H1(q0, p0), H1(−q, p) = H1(−q0, p0).
Since by (2.50), Hsinh(q, p) = −4(H1(q, p) + H1(−q, p)) one concludes that Hsinh(q, p) = Hsinh(q0, p0).
The latter identity can be written as
1
2
‖q‖21 +
1
2
‖p‖21 +
∫ 1
0
(
cosh(q)−(1+ 1
2
q2)
)
dx =
1
2
‖q0‖21 +
1
2
‖p0‖21 +
∫ 1
0
(
cosh(q0)−(1+ 1
2
q20)
)
dx. (7.15)
Note that cosh(x)− (1+ 12x2) =
∑
k≥2
1
(2k)!x
2k ≥ 0 and 0 ≤ cosh(x)−1 ≤ e|x|−1 for any x ∈ R implying
the claimed estimate
‖q‖21 + ‖p‖21 ≤ ‖q0‖21 + ‖p0‖21 + 2(e‖q0‖L∞ − 1).
(ii) To prove that Iso(v0) is compact, let vn = (qn, pn), n ≥ 1, be an arbitrary sequence in Iso(v0).
By item (i), (vn)n≥1 is bounded in H1r , hence w.l.o.g. we assume that (vn)n≥1 converges weakly in H1r
to an element v∞ = (q∞, p∞) ∈ H1r . It remains to show that v∞ ∈ Iso(v0) and (vn)n≥1 converges to v∞
in H1r . Since by Corollary 2.15, ∆λ is compact on H1r , ∆λ(vn) → ∆λ(v∞) as n → ∞ for any λ ∈ C∗
and using that ∆λ(vn) = ∆λ(v0), n ∈ Z, one concludes that ∆λ(v∞) = ∆λ(v0) for any λ ∈ C∗. It means
that v∞ ∈ Iso(v0). Since by Rellich’s theorem qn → q∞ strongly in L2r and furthermore (‖qn‖L∞)n≥1 is
bounded it follows from (7.15) that ‖q∞‖21 + ‖p∞‖21 = limn→∞(‖qn‖21 + ‖pn‖21) implying together with
the weak convergence of (vn)n≥1 in H1r that limn→∞ vn = v∞ in H1r .
Remark 7.12. Similarly one can show that for any v0 ∈ H2r , Iso(v0) ∩H2r is compact in H2r . Indeed, by
(2.48)
H3(q, p) =
∫ 1
0
(
(ψ′)2 + ψ4
)
dx+R3(q, p), ψ =
1
4
(Pp+ q′)
where
R3(q, p) =
∫ 1
0
(1
4
ψq′ cosh(q) +
1
4
ψ2 cosh(q) + (
1
8
sinh(q))2
)
dx
Hence
H3(q, p)+H3(−q, p) =
∫ 1
0
(1
8
(Pp′)2+
1
8
(q′)2+(
1
4
Pp)4+6(
1
4
Pp)2(
1
4
q′)2+(
1
4
q′)4
)
dx+R3(q, p)+R3(−q, p).
(7.16)
Arguing as in the proof of item (ii) of Proposition 7.11 it follows that H3(q, p) +H3(−q, p) is a spectral
invariant. Since H1(q, p)+H1(−q, p) is also a spectral invariant and by (7.15) ‖q‖1 and ‖p‖1 are bounded
on Iso(v0) one obtains the following bounds
|
∫ 1
0
ψq′ cosh(q) dx| ≤ e‖q‖L∞‖ψ‖L2‖q′‖L2 ≤ Ce‖q‖L∞
(‖q‖1 + ‖p‖1)‖q‖1
0 ≤
∫ 1
0
1
4
ψ2 cosh(q) dx ≤ e‖q‖L∞
∫ 1
0
ψ2 dx ≤ Ce‖q‖L∞ (‖q‖1 + ‖p‖1)2
and ∫ 1
0
(
1
8
sinh(q))2 dx ≤ e‖q‖2L∞ .
This shows that R(q, p) + R(−q, p) is bounded on Iso(v0). It then follows from (7.16) that ‖p‖2 + ‖q‖2
is bounded on Iso(v0) ∩H2r . As in the proof of item (ii) of Proposition 7.11 one sees that any sequence
(vn)n≥1 in Iso(v0)∩H2r has a weakly convergent subsequence in H2r , again denoted by (vn)n≥1, and that
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its limit v∞ = (q∞, p∞) is in Iso(v0) ∩H2r . Using that H3(qn, pn) +H3(−qn, pn) is a spectral invariant
and that due to the Sobolev embedding theorem limn→∞R(±qn, pn) = R(±q∞, p∞) and
lim
n→∞
∫ 1
0
ψ(±qn, pn)4 dx =
∫ 1
0
ψ(±q∞, p∞)4 dx
it then follows that
lim
n→∞
∫ 1
0
(Pp′n)
2 + (q′′n)
2 dx =
∫ 1
0
(Pp′∞)
2 + (q′′∞)
2 dx.
This together with the weak convergence of (vn)n≥1 in H2r then implies that vn → v∞ strongly in H2r .
Using similar arguments we expect, but have not verified, that for any (q0, p0) ∈ HNr with N ≥ 3,
Iso(v0) ∩HNr is compact in HNr .
To further investigate the isospectral sets we introduce vector fields whose flows leave the the isospec-
tral sets invariant and move a single Dirichlet eigenvalue while leaving all other fixed. Consider for
v = (q, p) ∈ H1r the Hamiltonian vector field of the discriminant. Since ∂v∆ = (fλ,1, Pfλ,2) with
fλ,1, fλ,2 defined by (7.10)-(7.11), it is given by
X∆λ = (−P−1Pfλ,2, P−1fλ,1) = (−fλ,2, P−1fλ,1).
It then follows from Lemma 7.2 that X∆λ ∈ H1r . Furthermore by Theorem 2.2, X∆λ depends analytically
on λ and v ∈ H1r . Define for any n ∈ Z, the vector field Xn on H1r by
Xn(v) := X∆λ(v)
∣∣∣
λ=µn(v)
.
Since µn is real analytic on H1r , Xn : H1r → H1r is a real analytic vector field. Note however that it is
not Hamiltonian. It follows that the initial value problem ∂tv = Xn(v), v(0) = v0, has a unique local
in time solution t 7→ v(t) ∈ H1r for any given initial date v0 ∈ H1r . The Lie derivative LXn(F ) of a C1
functional F : H1r → R along a solution t 7→ v(t) of ∂tv = Xn(v) is given by
LXn(F ) = dF (Xn) = {F,∆λ}
∣∣∣
λ=µn
.
By Theorem 7.4, one has for any µ ∈ C∗,
LXn(∆µ) = {∆µ,∆λ}
∣∣
λ=µn
= 0. (7.17)
Hence Xn generates an isospectral flow, meaning that the solution t 7→ v(t) of ∂tv = Xn(v) evolves in
Iso(v0). Since by Proposition 7.11(ii), Iso(v0) is compact, any solution t 7→ v(t) of ∂tv = Xn(v) exists
for all values of time. Hence Xn admits a complete flow Xtn ≡ XtXn , t ∈ R. Next we consider the motion
of the Dirichlet eigenvalues along the flow Xtn. By Lemma 7.8, for m 6= n
LXn(µm) = {µm,∆λ}
∣∣∣
λ=µn
=
1
8
µnδ(µn)δmn. (7.18)
Lemma 7.13 Assume that v ∈ H1r with γn(v) > 0 for n ∈ Z given. Then along the flow Xtn(v), µn moves
back and forth between λ−n (v) and λ+n (v) without stopping in the interior and bouncing off immediately
at the end points, while for any m 6= n, µm is invariant under the flow.
Proof. In view of (7.18), the discriminant ∆λ and the Dirichlet eigenvalues µm, m 6= n, are invariant
under the flow Xtn(v). Whereas the t-derivative of the function µn(t) := µn(Xtn(v)) satisfies ∂tµn =
µnδ(µn)/8, where by Lemma 3.8, δ2(µn) = ∆2(µn) − 1. Hence for Xtn(v) with λ−n < µn(t) < λ+n ,
δ(µn(t)) 6= 0 and hence ∂tµn is either strictly increasing or strictly decreasing. Furthermore, one computes
8∂2t µn = (∂tµn)δ(µn) + µn∂tδ(µn). (7.19)
Since δ(µn)∂tδ(µn) = 12∂tδ
2(µn) =
1
2∂t∆
2(µn) and ∂t∆λ(Xtn(v)) = 0 by (7.17), it follows that
δ(µn)∂tδ(µn) = ∆(µn)∆˙(µn)∂tµn = µn∆(µn)∆˙(µn)
δ(µn)
8
.
Hence if δ(µn) 6= 0, ∂tδ(µn) = µn∆(µn)∆˙(µn)/8. By a limiting argument, the assumption δ(µn) 6= 0 can
be dropped and (7.19) becomes
64∂2t µn = µnδ(µn) + µ
2
n∆(µn)∆˙(µn).
If µn(t) ∈ {λ±n }, then δ(µn(t)) = 0, ∆(µn(t)) = (−1)n, and ∆˙(µn(t)) 6= 0 (since λ−n < λ+n ) and it follows
that ∂2t µn 6= 0. It means that µn bounces off immediately with ∂tµn changing sign.
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Figure 4: Circle over [a, b]
To describe the isospectral sets we define for any given interval [a, b] ⊂ R with a < b the set
((a, b)) := {(a, 0), (b, 0)} ∪ (a, b)× {1,−1},
which reduces to a point if a = b. We endow ((a, b)) with the topology that makes the map described in
Figure 4 a homeomorphism between ((a, b)) and a circle in R2 of radius (b− a)/2.
Proposition 7.14 For any v0 ∈ H1r , the map
µ× σ : Iso(v0)→
∏
n∈Z
((λ−n , λ
+
n )), v 7→
(
µn(v), sign(δ(µn(v))
)
n∈Z,
is continuous and onto. Here the product
∏
n∈Z((λ
−
n , λ
+
n )) is endowed with the product topology and for
any x ∈ R, sign(x) is defined by
sign(x) :=
 1 x > 00 x = 0−1 x < 0 .
Proof. By Lemma 6.1, the map µ × σ is well-defined. Furthermore, for n ∈ Z arbitrary, any point in
((λ−n , λ
+
n )) can be reached, by flowing along the flow Xtn on Iso(v0). Since Xtn affects only the n’th
Dirichlet eigenvalue, one can use a finite combination of such flows to reach any combination of points on
finitely many circles. Since by Proposition 7.11 Iso(v0) is compact in H1r one can construct a convergent
sequence of potentials (vk)k≥1 in Iso(v0) so that for the limiting potential v∞ ∈ Iso(v0), µ×σ(v∞) takes
on any prescribed element in
∏
n∈Z((λ
−
n , λ
+
n )).
An immediate consequence of Proposition 7.14 and Proposition 7.11(ii) is the following result.
Corollary 7.15 Any potential v0 ∈ H1r can be approximated by potentials v ∈ Iso(v0) such that λ−n (v0) <
µn(v) < λ
+
n (v0) for any n ∈ Z with γn(v0) > 0.
We finish this section by studying the translational flow. For any v ∈ H1c and t ∈ R denote by vt the
translate of v, vt(x) = v(x + t). The vector field, corresponding to translation, is denoted by XT and
given by XT (v) = v′. For any C1-functional F : H1c → C, the Lie derivative of F in direction XT is then
given by
LXTF (v) = ∂tF (vt)
∣∣∣
t=0
.
Note that the fundamental solution M(x, λ, vt) is given by
M(x, λ, vt) = M(x+ t, λ, v)M
−1(t, λ, v),
where Mx(t, λ, v) := M(x+ t, λ, v) satisfies equation (2.3)
∂tMx = J
(
λ−A(vx)−B(vx)2/λ
)
Mx,
and the initial condition Mx(0, λ, v) = M(x, λ, v). Hence it coincides with M(t, λ, vx)M(x, λ, v) and
since v is one periodic, v1 = v and it follows that
M`(λ, vt) = M(t, λ, v)M`(λ, v)M
−1(t, λ, v). (7.20)
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It implies that ∆λ(vt) = ∆λ(v) for any λ ∈ C∗ and hence the flow t 7→ vt is isospectral, i.e., it leaves
the periodic spectrum of Q(v) invariant. The following lemma says how the Dirichlet spectrum of Q(v)
evolves under this flow.
Lemma 7.16 For any n ∈ Z, one has on H1r
LXT µn =
2 sign(δ(µn))
+
√
∆2(µn)− 1
χ˙D(µn)
(µn − e
q(0)
16µn
). (7.21)
Proof. First we compute LXT M` . Since ∂t(M−1(t, λ)M(t, λ)) = 0 andM(0, λ) = Id one has ∂t|t=0M−1(t, λ) =
−∂t|t=0M(t, λ). Hence by (7.20)
LXT M`(λ) = ∂xM(0, λ)M`(λ)− M`(λ)∂xM(0, λ) =
[
∂xM(0, λ), M`(λ)
]
.
By (2.3) it then follows that
LXT M`(λ) =
[
J
(
λ+
1
4
(Pp(0) + q′(0))Z
)− 1
16λ
J
(
e−q(0)
eq(0)
)
, M`(λ)
]
=
[
(
1
4
Pp(0) + q′(0))
(
1
−1
)
+
(
λ− 116λeq(0)
−λ+ 116λe−q(0)
)
, M`(λ)
]
.
(7.22)
By the definition of µn, m`2(µn) = 0, and hence M`(µn) =
(
m`1(µn) 0
m`3(µn) m`4(µn)
)
. It then follows that
0 = LXT m`2(µn) =
˙`m2(µn)LXT µn + LXT m`2(λ)
∣∣
λ=µn
By (7.22) one has
LXT (m`2(λ))
∣∣
λ=µn
=
(
µn − e
q(0)
16µn
)(
m`4(µn)− m`1(µn)
)
=− (µn − eq(0)
16µn
)
2δ(µn)
implying that, together with ˙`m2(µn) = χ˙D(µn) 6= 0
LXT (µn) =
2δ(µn)
χ˙D(µn)
(µn − e
q(0)
16µn
).
Since δ(µn) = sign(δ(µn)) +
√
∆2(µn)− 1, the claimed formula (7.21) is proved.
Remark 7.17. Note that LXT µn vanishes iff ∆2(µn) = 1 or 16µ2n = eq(0). Let us consider the case where
∆2(µn) = 1 in more detail. It means that µn ∈ {λ+n , λ−n } and hence m`1(µn) = (−1)n. Arguing as in the
proof of Lemma 7.16 one obtains
∂2t
∣∣
t=0
µn(vt) =
2m`3(µn)
χ˙D(µn)
(
µn − e
q(0)
16µn
)2
.
If m`3(µn) = 0, then λ+n = λ−n and hence the n’th gap is closed and µn(vt) = µn(v) for any t ∈ R. If
m`3(µn) 6= 0, then, ∂2t |t=0µn(vt) 6= 0 if 16µ2n 6= eq(0).
8 Liouville coordinates
In this chapter we construct actions In, n ∈ Z on the complex neighborhood Wˆ of H1r in H1c , introduced
in (6.4), and angles θn, n ∈ Z, each on its appropriate domain of definition contained in Wˆ .
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8.1 Actions
First we introduce some more notation. For any v ∈ Wˆ and m ∈ Z, denote by G˚m the sets, referred to
as open gaps
G˚m :=
{ { (1− α)λ−m + αλ+m : 0 < α < 1 } if γm 6= 0
∅ if γm = 0 .
In particular, for v = 0, G˚m = ∅ ∀ m ∈ Z. Furthermore, define for any n ∈ Z and λ ∈ C∗ \
⋃
m∈Z(G˚m ∪
−G˚m) the function
Fn(λ) ≡ Fn(λ, v) :=
∫ λ
λ+n
∆˙(µ, v)
c
√
χp(λ, v)
dµ, F (λ) ≡ F0(λ) (8.1)
where the path of integration is chosen to be admissible, meaning that it does not intersect any open
gap G˚m, m ∈ Z. To see that Fn(λ) is well defined, we first need to establish some preliminary results.
We begin by considering the case where v = 0.
Lemma 8.1 For v = 0 the following holds:
(i) For any λ ∈ C∗,
∆˙(λ)
/
c
√
χp(λ) = −iω˙(λ), ω(λ) = λ− 1/16λ.
Hence ∆˙(λ)
/
c
√
χp(λ) is analytic on C∗ and∫
Γ+
∆˙(λ)
/
c
√
χp(λ) dλ =
∫
Γ−
∆˙(λ)
/
c
√
χp(λ) dλ
where Γ+ and Γ− denote the half circles λ = λ+0 e
iθ, 0 ≤ θ ≤ pi, and, respectively λ = λ+0 e−iθ,
0 ≤ θ ≤ pi.
(ii) F (λ) = −iω(λ) is analytic on C∗.
(iii) F (λ+n ) = −inpi ∀ n ∈ Z, hence for any n ∈ Z, Fn(λ) = F (λ) + inpi ∀ λ ∈ C∗.
(iv) For any n ∈ Z, (−1)n∆(λ+n ) = 1, Fn(λ+n ) = 0, and cosh(Fn(λ)) = (−1)n∆(λ) ∀ λ ∈ C∗. Hence
Fn(λ) is an analytic branch of cosh−1((−1)n∆(λ)) on C∗.
Proof. (i) Since by Lemma 2.16, ∆(λ) = cos(ω(λ)) and by Lemma 6.20, c
√
χp(λ) = −i sinω(λ), ∆˙(λ)
/
c
√
χp(λ)
is well defined on C∗ and given by −iω˙(λ) = −i(1 + 1/16λ2). In particular, it is analytic and since ω˙(λ)
is even in λ and λ+0 = 1/4 (Corollary 3.10) one has∫
Γ+
∆˙(λ)
/
c
√
χp(λ) dλ =
∫
Γ−
∆˙(λ)
/
c
√
χp(λ) dλ.
(ii) follows from item (i).
(iii) Since χp(λ) = − sin2(ω(λ)) one has ω(λ±n ) = npi for any n ∈ Z and hence F (λ+n ) = −inpi, implying
that for any λ ∈ C∗, F (λ) = F (λ+n ) + Fn(λ).
(iv) Clearly for any n ∈ Z, (−1)n∆(λ+n ) = (−1)n cosω(λ+n ) = 1 and for any n ∈ Z, λ ∈ C∗ one has
∂λ cosh((−1)n∆(λ)) = ∆˙(λ)
/
c
√
χp(λ). Since Fn(λ+n ) = 0 and F˙n(λ) = ∆˙(λ)
/
c
√
χp(λ) as well, one
concludes that Fn(λ) is an analytic branch of cosh−1((−1)n∆(λ)).
Next let us consider the case where v is an element in Wˆ . For any such v denote by (Un)n∈Z, U∗
a sequence of isolating neighborhoods (cf. Section 6.2) and choose counterclockwise oriented contours
(Γn)n∈Z with Γn ⊂ Un so that for any n ∈ Z, Γn encircles the spectral gap Gn ⊂ R>0.
Lemma 8.2 For any v ∈ Wˆ the following holds:
(i) The function ∆˙(λ)
/
c
√
χp(λ), is analytic on C∗ \
⋃
m∈Z
γm 6=0
(Gm ∪ −Gm) and admits a product repre-
sentation obtained from the product representation of ∆˙(λ) (Lemma 6.11) and the one of c
√
χp(λ)
(Lemma 6.18, 6.19).
(ii) For any n ∈ Z and any admissible path from λ−n to λ ∈ Un \ G˚n,
∫ λ
λ−n
∆˙(µ)
c
√
χp(µ)
dµ is well defined. It
is analytic on Un \Gn and satisfies
∫ λ+n
λ−n
∆˙(µ)
c
√
χp(µ)
dµ = 0. In particular
∫
Γn
∆˙(µ)
c
√
χp(µ)
dµ = 0.
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(iii) The function ∆˙(λ)
/
c
√
χp(λ) is even in λ on C∗ \
⋃
m∈Z
γm 6=0
(Gm ∪ −Gm) and
∫
Γ+
∆˙(λ)
c
√
χp(λ)
dλ =
∫
Γ−
∆˙(λ)
c
√
χp(λ)
dλ
where Γ+ and Γ− denote the half circles λ = λ+0 e
iθ and, respectively, λ = λ+0 e
−iθ, 0 ≤ θ ≤ pi.
(iv) For any n ∈ Z, ∫ λ−n+1
λ+n
∆˙(λ)
c
√
χp(λ)
dλ = −ipi.
Proof. In order to simplify notation, we only consider potentials v in H1r . The case where v ∈ Wˆ is
proved in the same way. (i) Since c
√
χp(λ) does not vanish on C∗ \
⋃
n∈Z(Gn∪−Gn) and is analytic there
(Lemma 6.21) and since ∆˙(λ) is analytic on C∗ (Corollary 2.15) it follows that the quotient ∆˙(λ)
/
c
√
χp(λ)
is well defined and analytic on C∗ \⋃n∈Z(Gn∪−Gn). Furthermore, by Lemma 6.15, γn = 0 implies that
λ˙n = τn. In such a case the terms (λ˙n − λ)/wn(λ) and (λ˙n + λ)/wn(−λ) are both equal to 1 and one
deduces from the product representation of ∆˙(λ) and c
√
χp(λ) that ∆˙(λ)
/
c
√
χp(λ) extends analytically
to λ = τn
(ii) By (i) it suffices to consider n ∈ Z with γn 6= 0. Since the quotient ∆˙(λ)
/
c
√
χp(λ) has a singularity
of the form 1/
√
λ±n − λ locally around λ±n , which is integrable, the integral
∫ λ
λ−n
∆˙(λ)
/
c
√
χp(λ) dλ is well
defined for λ ∈ Un \ G˚n along any admissible path in Un \ G˚n. To see that its value is independent of the
admissible path chosen, consider
∫
Γn
∆˙(λ)
/
c
√
χp(λ) dλ. By contour deformation and taking into account
the definition of the canonical root and the fact that (−1)n∆(λ) ≥ 1 for λ ∈ Gn and (−1)n∆(λ±n ) = 1
one gets ∫
Γn
∆˙(λ)
c
√
χp(λ)
dλ = 2
∫ λ+n
λ−n
(−1)n+1∆˙(λ)
+
√
χp(λ)
dλ = −2 cosh−1((−1)n∆(λ))
∣∣∣λ+n
λ−n
= 0.
Hence for any admissible path in Un \ G˚n,∫ λ+n
λ−n
∆˙(λ)
c
√
χp(λ)
dλ = 0.
(iii) By Lemma 2.14(i), ∆(−λ) = ∆(λ), hence ∆˙(−λ) = −∆˙(λ), and by Lemma 6.21(iii), c√χp(−λ) =
− c√χp(λ). Hence the quotient ∆˙(λ)/ c√χp(λ) is an even function on C∗ \ ⋃m∈Z
γm 6=0
(Gm ∪ −Gm). Note
that the half circles Γ+ = { λ+0 eiθ : 0 ≤ θ ≤ pi } and Γ− = { λ+0 e−iθ : 0 ≤ θ ≤ pi } both start at λ+0
and end at −λ+0 , intersecting the real line only in these two points. Parametrizing Γ− by λ(θ) = λ+0 eiθ
0 ≥ θ ≥ −pi, one gets
J :=
∫
Γ−
∆˙(λ)
c
√
χp(λ)
dλ =
∫ −pi
0
∆˙(λ(θ))
c
√
χp(λ(θ))
iλ(θ)dθ.
Making the change of variables α := θ + pi one has λ(θ) = λ(α − pi) = −λ(α). It then follows from the
eveness of ∆˙(λ)
/
c
√
χp(λ) that
J =
∫ 0
pi
∆˙(λ(α))
c
√
χp(λ(α))
(−iλ(α))dα =
∫
Γ+
∆˙(λ)
c
√
χp(λ)
dλ
proving the claimed identity.
(iv) By the definition of the canonical root, i(−1)n c√χp(λ) = +√1−∆2(λ) > 0 for any λ+n < λ < λ−n+1,
n ∈ Z. Since (−1)k∆(λ+k ) = (−1)k∆(λ−k ) = 1 for any k ∈ Z∫ λ−n+1
λ+n
∆˙(λ)
c
√
χp(λ)
dλ = i sin−1((−1)n∆(λ))
∣∣∣λ−n+1
λ+n
= −ipi.
The case where v ∈ Wˆ is treated in the same fashion.
In a straightforward way, Lemma 8.2 together with results we have established previously, lead to
the following.
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Corollary 8.3 For any n ∈ Z and v = (q, p) ∈ Wˆ the following holds:
(i) The function Fn : C∗ \
⋃
m∈Z(G˚m ∪ −G˚m) → C is single valued and on C∗ \
⋃
m∈Z
γm 6=0
(Gm ∪ −Gm)
an analytic branch of cosh−1((−1)n∆(λ)).
(ii) For any λ ∈ C∗ \⋃m∈Z(G˚m ∪ −G˚m),
Fn(λ) = F (λ) + inpi, F (−λ) = −F (λ) + F (−λ+0 ).
(iii) For any λ ∈ C∗ \⋃m∈Z(G˚m ∪ −G˚m),
F (λ, q, p) = −F (1/16λ,−q, p).
(Here we used that 1/16λ 6∈ ±G˚m(−q, p) for any m ∈ Z.)
(iv) For λ ∈ Un \Gn sufficiently close to Gn,
Fn(λ) = log(−1)n
(
∆(λ) + c
√
χp(λ)
)
where log denotes the principal branch of the logarithm.
Remark 8.4. Since by Corollary 8.3(i), coshF (λ) = ∆(λ) is the trace of M(1, λ) and by the Wronskian
identity, detM(1, λ) = 1, it follows that F (λ) and −F (λ) are the Floquet exponents of the Floquet
matrix M(1, λ).
Proof. In order to simplify notation we only consider potentials v ∈ H1r . The case where v ∈ Wˆ is
proved in the same way. (i) By Lemma 8.2, Fn is a single valued function on C∗ \
⋃
m∈Z(G˚m ∪ −G˚m)
and analytic on C∗ \⋃m∈Z
γm 6=0
(Gm ∪−Gm). Since Fn(λ+n ) = 0, (−1)n∆(λ+n ) = 1, cosh−1(z) is well defined
mod 2piiZ and cosh−1((−1)n∆(λ)) has a well defined derivative on C∗ \ ⋃m∈Z
γm 6=0
(Gm ∪ −Gm) given by
∆˙(λ)
c
√
χp(λ)
it follows that Fn(λ) is a branch of cosh−1((−1)n∆(λ)).
(ii) It follows from Lemma 8.2(iv) that for any n 6= 0
F (λ) = (
∫ λ+n
λ+0
+
∫ λ
λ+n
)
∆˙(µ)
c
√
χp(µ)
dµ = F (λ+n ) + Fn(λ).
For any n ≥ 1, write
F (λ+n ) =
n−1∑
k=0
(
∫ λ−k+1
λ+k
+
∫ λ+k+1
λ−k+1
)
∆˙(µ)
c
√
χp(µ)
dµ.
Hence by Lemma 8.2(ii) and (iv), F (λ+n ) = −inpi. Similarly one shows that for n ≤ −1, one also has
F (λ+n ) = −inpi. Furthermore,
F (−λ) =
∫ −λ
λ+0
∆˙(µ)
c
√
χp(µ)
dµ = F (−λ+0 ) +
∫ −λ
−λ+0
∆˙(µ)
c
√
χp(µ)
dµ.
Since by Lemma 8.2(ii), ∆˙(µ)
c
√
χp(µ)
is even it follows that
∫ −λ
−λ+0
∆˙(µ)
c
√
χp(µ)
dµ = −F (λ). Altogether we thus
have proved the claimed identity F (−λ) = F (−λ+0 )− F (λ).
(iii) It suffices to prove the claimed identity for λ ∈ C \ R. By the change of variable µ 7→ ν := 1/16µ,
F (1/16λ,−q, p) =
∫ 1/16λ
λ+0 (−q,p)
∆˙(µ,−q, p)
c
√
χp(µ,−q, p)
dµ =
∫ λ
(16λ+0 (−q,p))−1
∆˙(1/16ν,−q, p)
c
√
χp(1/16ν,−q, p)
−1
16ν2
dν.
Using that (16λ+0 (−q, p))−1 = λ+0 (q, p) (Theorem 3.9), ∆(1/16ν,−q, p) = ∆(ν, q, p) (Lemma 2.14(ii))),
and c
√
χp(1/16ν,−q, p) = − c
√
χp(ν, q, p) (Lemma 6.21(iii)) it then follows that
F (1/16λ,−q, p) = −
∫ λ
λ+0 (q,p)
∆˙(ν, q, p)
c
√
χp(ν, q, p)
dν = −F (λ, q, p).
(iv) For λ ∈ Un \ Gn sufficiently close to Gn, Re
(
(−1)n(∆(λ) + c√χp(λ))) > 0 and hence fn(λ) :=
log(−1)n(∆(λ) + c√χp(λ)) is well defined. Since fn(λ+n ) = 0 and the derivatives of fn(λ) and Fn(λ) for
λ ∈ Un \Gn coincide where fn(λ) is defined, it follows that for those values of λ, fn(λ) = Fn(λ).
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By the same arguments as in the case where v ∈ H1r one can prove corresponding results for Fn(λ, v)
for v in the complex neighborhood Wˆ of H1r . Given any v0 = (q0, p0) ∈ H1r , let (Un)n∈Z, U∗ be a
sequence of isolating neighborhoods (cf Section 6.2) and Γn a sequence of counterclockwise oriented
contours (Γn)n∈Z with Γn ⊂ Un so that for any n ∈ Z, Γn encircles the spectral gap Gn. Furthermore
chose a neighborhood Vv0 of v0 in Wˆ so that (Un)n∈Z and (Γn)n∈Z work for any potential v ∈ Vv0 .
Proposition 8.5 (i) For any n ∈ Z and v0 ∈ Wˆ , Fn(λ, v) is analytic as a function of λ and v on(
C∗ \⋃m∈Z(Um ∪−Um))×Vv0 . The L2-gradient ∂Fn(λ, ·) of Fn with respect to v = (q, p) is given
by
∂Fn(λ, v) =
∂∆(λ, v)
c
√
χp(λ, v)
.
(ii) For v0 = 0 and n ∈ Z, ∂Fn(λ, 0) = 0.
Proof. (i) By Corollary 2.15 and Lemma 6.21
Fn :
(
C∗ \
⋃
m∈Z
(Um ∪ −Um)
)× Vv0 → C
is analytic. To obtain the claimed formula for the L2-gradient of Fn, we use that by Corollary 8.3(i),
Fn(λ, v) is an analytic branch of cosh−1((−1)n∆(λ, v)). Since ∆(λ, v) is analytic on C∗ × H1c it then
follows by the chain rule that
∂Fn(λ, v) =
∂∆(λ, v)
c
√
χp(λ, v)
.
(ii) By Lemma 5.2(iii), ∂∆(λ, v) = 0 at v = 0 implying that ∂F (λ, 0) = 0.
With these preparation we can now define our candidates for the actions. in fact it turns out to be
useful to define k-level actions for any k ∈ Z, which were first introduced in [18] in the context of the
defocusing NLS equation (cf also [6]).
Given any k ∈ Z, define for n ∈ Z, v ∈ Wˆ
Jk,n(v) := − 1
pi
∫
Γn
1
λ
(4λ)kF (λ, v) dλ (8.2)
where Γn ⊂ Un is the contour around Gn introduced above. Since F (·, v) is analytic on C∗ \
⋃
m∈Z
γm 6=0
(Gm∪
−Gm) it follows from Cauchy’s theorem that Jk,n does not depend on the specific choice of Γn.
Integrating by parts one obtains
J0,n(v) =
1
pi
∫
Γn
log λ
∆˙(λ, v)
c
√
χp(λ, v)
dλ (8.3)
where we used that by (8.1) (cf also Proposition 8.5(i)) F˙ (λ, v) = ∆˙(λ, v)/ c
√
χp(λ, v). Similarly, for
k ∈ Z \ {0}, one gets
Jk,n(v) =
1
pi
∫
Γn
1
k
(4λ)k
∆˙(λ, v)
c
√
χp(λ, v)
dλ. (8.4)
Recall from (6.4) that Wˆ is a neighborhood of H1r in H1c which is connected and has the property that for
any (q, p) ∈ Wˆ , also (−q, p) is in Wˆ . Further recall from Section 6.2 that Zn = { v ∈ Wˆ : γn(v) = 0 }.
Proposition 8.6 (i) For any k, n ∈ Z, Jk,n is analytic on Wˆ with L2-gradient given by
∂Jk,n(v) = − 1
pi
∫
Γn
1
λ
(4λ)k
∂∆(λ, v)
c
√
χp(λ, v)
dλ.
(ii) For any k, n ∈ Z, v = (q, p) ∈ Wˆ
Jk,n(−q, p) = J−k,−n(q, p).
(iii) For any k, n ∈ Z, Jk,n vanishes on Zn. Furthermore the restriction of Jk,n to H1r takes values in
R≥0 and Jk,n(v) = 0 iff γn(v) = 0.
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Proof. Item (i) follows from Proposition 8.5. Concerning item (ii) use the change of variable of integra-
tion, µ := 116λ . It is easy to check that the counterclockwise oriented curve Γn(−q, p) is mapped by this
change of variables to a counterclockwise oriented curve which, by Lemma 6.6(ii), encircles the spectral
gap G−n(q, p). Hence
Jk,n(−q, p) =− 1
pi
∫
Γn(−q,p)
1
λ
(4λ)kF (λ,−q, p) dλ
=− 1
pi
∫
Γ−n(q,p)
16µ
(
1
4µ
)k
F (
1
16µ
,−q, p)(− 1
16µ2
) dµ.
Since by Corollary 8.3(iii), F ( 116µ ,−q, p) = −F (µ, q, p) it then follows that
Jk,n(−q, p) = − 1
pi
∫
Γ−n(q,p)
1
µ
(4µ)−kF (µ, q, p) dµ = J−k,−n(q, p).
(iii) Let v ∈ Wˆ and n ∈ Z. If γn = 0, then by Corollary 8.3(i) the integrand of (8.2) is analytic
in λ ∈ Un and hence by Cauchy’s theorem, Jk,n(v) = 0 for any k ∈ Z. Now assume that v ∈ H1r and
γn 6= 0. First we consider the case k 6= 0. Our starting point is formula (8.4). Since by Lemma 8.2(ii),∫
Γn
∆˙(λ,v)
c
√
χp(λ,v)
dλ = 0, one has
Jk,n(v) =
1
pi
∫
Γn
1
k
(
(4λ)k − (4λ˙n)k
) ∆˙(λ, v)
c
√
χp(λ, v)
dλ. (8.5)
We then deform the contour Γn to Gn to get by (ii) of Lemma 6.22
Jk,n(v) =
2
pi
∫ λ+n
λ−n
1
k
(
(4λ)k − (4λ˙n)k
) (−1)n+1∆˙(λ, v)
+
√
χp(λ, v)
dλ
implying that Jk,n(v) is real valued. For k ≥ 1 the product representation of ∆˙ (cf (6.27)) together with
the fact that λ˙n ∈ R for all n ∈ Z and λ˙∗ ∈ iR>0 (Lemma 6.2) yields
(−1)n+1(λ− λ˙n)∆˙(λ) > 0 ∀ λ ∈ Gn \ {λ˙n}.
Since (4λ)k − (4λ˙n)k = 4k(λ − λ˙n)
∑k−1
l=0 λ
k−1−lλ˙ln one then concludes that Jk,n(v) > 0. Item (ii) then
implies that J−k,n(v) > 0 for k > 0 as well. Finally, the case k = 0 is treated similarly: Using formula
(8.3) as a starting point one obtains
J0,n(v) =
2
pi
∫ λ+n
λ−n
(log λ− log λ˙n) (−1)
n+1∆˙(λ, v)
+
√
χp(λ, v)
dλ.
Note that log λ
λ˙n
changes sign at λ = λ˙n, hence (log λλ˙n )(−1)
n+1∆˙(λ, v) > 0 for any λ ∈ Gn \ {λ˙n},
implying that J0,n(v) > 0.
Similarly as in the case of the defocusing NLS equation we have the following
Lemma 8.7 For any k, n ∈ Z, Jk,n is a compact function on H1r .
Proof. By Proposition 2.5 and Proposition 2.6, ∆(λ, v) and ∆˙(λ, v) are compact functions on H1r . By
the same arguments as in the proof of ([6], Proposition 13.2) the claimed result follows.
For v ∈ Wˆ and n ∈ Z define
In(v) := − 4
pi
∫
Γn
1
λ
F (λ, v) dλ. (8.6)
Note that by integration by parts, In(v) = 4J0,n(v).
Theorem 8.8 (i) After shrinking the complex neighborhood Wˆ of H1r if needed, each quotient τnIn/γ2n,
n ≥ 0, is analytic on Wˆ and locally uniformly of the form
Inτn
γ2n
= 1 + `2n. (8.7)
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The real part of Inτn/γ2n is positive and locally uniformly bounded away from zero so that
ξn :=
+
√
Inτn/γ2n,
is a well defined, real analytic, non-vanishing function on Wˆ satisfying ξn = 1+`2n locally uniformly.
At the zero potential, ξn = +
√
1
2τn
+
√
4n2pi2 + 1 for all n ≥ 0.
(ii) Locally uniformly on Wˆ
J1,n =
4
pi
∫
Γn
(λ− λ˙n)F˙ (λ) dλ = γ2n(1 + `2n) as n→∞.
Proof. (i) Let n ≥ 0. Since In (Proposition 8.6) and τn, γ2n (Lemma 6.8) are analytic on Wˆ so is the
quotient Inτn/γ2n away from the set of potentials where γn vanishes. Next we analyze In on a neighbor-
hood of a potential with γn = 0. Note that by (8.6), (8.3) and since by Lemma 8.2,
∫
Γn
∆˙(λ,v)
c
√
χp(λ,v)
dλ = 0,
one has
In(v) =
4
pi
∫
Γn
(
log(λ)− log(λ˙n)
)
F˙ (λ, v) dλ.
By Lemma 6.11 and (6.50) - (6.51), (6.55) -(6.56) one has
F˙ (λ, v) =
∆˙(λ, v)
c
√
χp(λ, v)
=− i
c
√
χ1(0, v) ·
(
1−
(
λ˙∗
λ
)2)
c∆˙(v)∆˙2(λ, v)
c
√
χ1
(− 116λ ,−q, p) ·
∏
m∈Z
λ˙1,m − λ
w1,m(λ, v)
.
For n ≥ 0 define
ζn(λ, v) :=
∏
m 6=n
λ˙1,m − λ
w1,m(λ, v)
and
R(λ, v) :=
c
√
χ1(0, v)
(
1−
(
λ˙∗
λ
)2)
c∆˙(v)∆˙2(λ, v)
c
√
χ1
(− 116λ ,−q, p) , (8.8)
Then F˙ (λ, v) = −i λ˙n−λwn(λ,v)ζn(λ, v)R(λ, v) where for brevity we write for n ≥ 0, λ˙n = λ˙1,n and wn(λ, v) :=
w1,n(λ, v). Note that for any v ∈ H1r , ζn and R are analytic on Un × Vv where Vv is given by (6.4) (cf
Lemma 6.18, Lemma 2.14, Lemma 6.11). Hence
In(v) =
4
pi
∫
Γn
(
log(λ)− log(λ˙n)
)
F˙ (λ, v) dλ =
4
pi
∫
Γn
log
(
1 +
λ− λ˙n
λ˙n
)
F˙ (λ, v) dλ
=− 4i
pi
∫
Γn
log
(
1− λ˙n − λ
λ˙n
)
λ˙n − λ
wn(λ, v)
R(λ, v)ζn(λ, v) dλ.
Hence collapsing Γn to Gn one obtains
In = −8i
pi
∫ λ+n
λ−n
log
(
1− λ˙n − λ
λ˙n
)
λ˙n − λ
wn(λ, v)
R(λ, v)ζn(λ, v) dλ
where wn is evaluated on the lower side of Gn, i.e., on λ−n +t(λ+n −λ−n )(1−i0), 0 ≤ t ≤ 1. The substitution
λ = τn + tγn/2, −1 ≤ t ≤ 1, tn = λ˙n − τn
γn/2
then leads to wn(λ) = iγn2
+
√
1− t2, λ˙n − λ = (tn − t)γn/2 and thus
In = −8i
pi
∫ 1
−1
log
(
1− (tn − t)γn
2λ˙n
)
tn − t
i +
√
1− t2R(λ, v)ζn(λ, v)
γn
2
dt.
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Since
− tn − t
γn
log
(
1− (tn − t)γn
2λ˙n
)
=
(tn − t)2
2λ˙n
+O(
1
λ˙2n
(tn − t)3γn)
it follows that
Inτn
γ2n
=
2τn
piλ˙n
∫ 1
−1
(tn − t)2(1 + o(γn))
+
√
1− t2 R(λ)ζn(λ) dt. (8.9)
Recall that by Lemma 6.15, λ˙n = τn + γ2n`2n. It implies that tn → 0 as γn → 0. Hence
lim
γn→0
Inτn
γ2n
=
2τn
pi
∫ 1
−1
t2
λ˙n
+
√
1− t2R(τn)ζn(τn) dt = R(τn)ζn(τn). (8.10)
This shows that Inτn/γn can be continuously extended to all of Vv. Since by Proposition 6.10, Zn is a
real analytic subvariety of Wˆ , Inτn/γn is continuous on Wˆ and analytic on Wˆ \ Zn and on Zn by the
considerations above. It then follows from Theorem A.6 that Inτn/γn is analytic on Wˆ .
To derive the claimed asymptotics note that
R(∞, v) = lim
|λ|→∞
R(λ, v) =
√
χ1(0, q, p)√
χ1(0,−q, p)
lim
λ→∞
c∆˙(v)∆˙2(λ, v)
where by (6.27), limλ→∞ c∆˙(v)∆˙2(λ, v) = 1 and by Lemma 6.14,
√
χ1(0, v) =
√
χ1(0,−q, p). Hence
R(∞, v) = 1 and µ 7→ R(1/µ, v) is analytic near µ = 0 meaning that R(λ, v) = 1 + O(1/λ) as λ → ∞.
Hence uniformly for λ ∈ Un, R(λ, v) = 1 + `2n as n → ∞. Furthermore by Corollary 6.24, one has
ζn(λ) = 1 + `
2
n as n→∞ uniformly for λ ∈ Un and by Lemma 3.17, γn = `2n. Hence by (8.9)
Inτn
γ2n
=
2τn
piλ˙n
∫ 1
−1
(tn − t)2(1 + `2n)
+
√
1− t2 dt
Finally by Lemma 6.15, τn
λ˙n
= 1 + `2n and since
∫ 1
−1
t2
+√1−t2 dt =
pi
2 , tn = o(γn), γn = `
2
n, the claimed
asymptotics follow.
To show that on Wˆ , the real part of Inτn/γ2n is positive for any n ≥ 0 we first consider potentials
in H1r . Recall that by Proposition 8.6(iii), In is real on H1r and if γn 6= 0 positive. Furthermore if
γn = 0, identity (8.9) holds, Inτn/γ2n = R(τn, v)ζn(τn, v). By Definition 6.16, for any m ≥ 0 with m 6= n,
(λ˙1,m − λ)/w1,m(λ) is positive on Gn, implying that ζn(τn) > 0. Concerning R(τn, v), given in (8.8),
first note that by Lemma 6.2, λ˙∗ ∈ iR>0 and hence 1 −
(
λ˙∗
τn
)2
= 1 + (λ˙∗)
2
τ2n
≥ 1. By Lemma 6.20(i),
c
√
χ1(0) > 0 and since τn > λ+−1, (6.39) yields c
√
χ1(− 116 τn ,−q, p) > 0. Finally by the definition of
c∆˙∆˙2 (cf Lemma 6.11), c∆˙∆˙2(τn) > 0. This shows that R(τn, v) > 0 as well. Altogether we thus proved
that Inτn/γ2n > 0 on H1r . It implies that any potential in H1r admits a neighborhood in H1c on which
Re(Inτn/γ
2
n) > 0. Moreover by (8.7), Inτn/γ2n = 1 + `2n for n → ∞. By shrinking Wˆ if needed, it then
follows that Re(Inτn/γ2n) > 0 on Wˆ . Hence the square root ξn = +
√
Inτn/γ2n is well defined and real
analytic on Wˆ .
To compute Inτn/γn at v = 0 note that τn = λ˙n, γn = 0, wn(λ) = τn − λ, and by Lemma 8.1(ii)
R(λ)ζn(λ) = iF˙ (λ, 0)
wn(λ)
λ˙n − λ
= ω˙(λ) = 1 +
1
16λ2
.
By Lemma 3.10, τn and 1/16τn at v = 0 are given by
τn =
npi
2
+
1
4
+
√
4n2pi2 + 1,
1
16τn
= −npi
2
+
1
4
+
√
4n2pi2 + 1
and
1 +
1
16τ2n
=
1
2 τn
+
√
4n2pi2 + 1.
Therefore at v = 0, ξn is given by
ξn(0) =
√
Inτn/γ2n =
+
√
1
2τn
+
√
4n2pi2 + 1.
(ii) Going through the arguments of the proof of the asymptotics for Inτn/γ2n in item(i) one sees that
the claimed asymptotics for J1,n hold.
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The next result concerns trace formulas which express the Hamiltonians Hm, m ≥ 1, of the Sinh-
Gordon hierarchy (2.46) - (2.49) in terms of the action variables Jk,n. First we need to establish the
following auxiliary results.
Lemma 8.9 (i) The sum
∑
n∈Z In converges locally uniformly on Wˆ and hence it is real analytic.
(ii) For k ≥ 1, ∑n≥0 Jk,n and ∑n≥0 J−k,−n converge locally uniformly on Wˆ ∩ H(k+1)/2c and hence
are analytic.
(iii) For k ≥ 1, ∑n≥0 Jk,−n and ∑n≥0 J−k,n converge locally uniformly on Wˆ and hence are analytic.
Proof. (i) By Theorem 8.8(i), In satisfies
In =
γ2n
τn
(1 + `2n)
for n→∞ on Wˆ . Furthermore, by Proposition 8.6(ii), I−n(v) = In(−q, p) on Wˆ . Since by Lemma 3.17,
τn = npi+ `
2
n and γn = `2n locally uniformly in Wˆ as n→∞, it then follows that
∑
n In converges locally
uniformly on Wˆ and hence is analytic (cf [6], Theorem A.4).
(ii) Let k ≥ 2 be given. Expanding λk at λ˙n by writing λ = λ˙n + (λ− λ˙n) one has
λk − (λ˙n)k = k(λ˙n)k−1(λ− λ˙n) +
(
k
2
)
(λ˙n)
k−2(λ− λ˙n)2 + · · · .
Substituting this expression into the identity (8.5) for Jk,n(v) one gets
Jk,n = k4
k(λ˙n)
k−1J1,n + · · · .
Using the fact that for n→∞, λ˙n = npi+ `2n (Lemma 3.15), J1,n = O(γ2n) (Theorem 8.8(ii)) and arguing
as in the proof of Theorem 8.8(i) one sees that each term in the latter expansion is (at most) of the
order of O(nk−1γ2n). Since by Theorem 4.10, γn〈n〉
k−1
2 = `2n locally uniformly on H
k+1
2
c it follows that
as n → ∞, γ2n〈n〉k−1 = `1n locally uniformly on H
k+1
2
c for any k ≥ 1. Hence we have shown for any
k ≥ 1, ∑n≥0 Jk,n is locally uniformly summable on Wˆ ∩ H(k+1)/2c and hence is analytic there. The
corresponding statement for
∑
n≥0 J−k,−n then follows from Proposition 8.6(ii).
(iii) For k ≥ 1, n ≥ 0
k(4λ˙n)
kJ−k,n(v) =
1
pi
∫
Γn
(
λ˙n
λ
)k
∆˙(λ, v)
c
√
χp(λ, v)
dλ.
Since λ˙n = npi + `2n one has for λ ∈ Gn, (λ˙n/λ)k = 1 + `2n. One then aruges as in the proof of Theorem
8.8(i) to conclude that (4λ˙n)kJ−k,n = γn(1 + `2n), implying that
∑
n≥0 J−k,n converges locally uniformly
on Wˆ . The corresponding statement for
∑
n≥0 Jk,−n then follows from Proposition 8.6(ii).
For any r > 0, denote by B(r) the closed disc in C of radius r centered at 0,
B(r) = { λ ∈ C : |λ| ≤ r }.
The boundary ∂B(r) is assumed to be counterclockwise oriented. For any v ∈ Wˆ , choose r = r(v) so
that |λ±n (v)| < r, ∀ n ≤ 0, and |λ±n (v)| > r, ∀ n > 0.
Lemma 8.10 (i) For any v ∈ Wˆ∑
n≥1
J1,n(v) =
1
2pi
∫
∂B(r)
4F (λ, v) dλ− 2H1(v)
and ∑
n≥1
J−1,n(v) =
1
2pi
∫
∂B(r)
1
λ
(4λ)−1F (λ, v) dλ− 1
4
.
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(ii) For any m ≥ 1 and v ∈ Wˆ ∩Hm+1r∑
n≥1
J2m+1,n(v) =
1
2pi
∫
∂B(r)
λ−1(4λ)2m+1F (λ, v) dλ+
1
2
(−4)m+1H2m+1(v)
and for any m ≥ 1 and v ∈ Wˆ∑
n≥1
J−(2m+1),n(v) =
1
2pi
∫
∂B(r)
λ−1(4λ)−(2m+1)F (λ, v) dλ.
Proof. (i) By Lemma 2.19 and Lemma 8.9 both sides of both identities are analytic on Wˆ . Hence it is
enough to prove the claimed identities for v ∈ Wˆ ∩ Hsc with s big enough such that by Theorem 2.20
(for m = 0),
cosh(σ1(λ, v)) = ∆(λ) +O(λ
−3).
Since by Theorem 4.15, the set of right sided finite gap potentials in Wˆ ∩Hsc is dense in Wˆ ∩Hsc , w.l.o.g.
we assume that v ∈ Wˆ ∩Hsc is a right sided finite gap potential. It means that γn(v) = 0 for n sufficiently
large. By Corollary 8.3(i), in such a case, there exists R > 0 so that F (·, v) is analytic on C∗ \ B(R).
Since F is odd in λ and the substitution λ 7→ ν = −λ, mapping Γn to Γn− which is a counterclockwise
oriented contour around {−λ+n ,−λ−n } and no other periodic eigenvalues, one has for any k ∈ Z
(−1)k 1
pi
∫
Γn−
µ−1(4µ)kF (µ, v) dµ = − 1
pi
∫
Γn
λ−1(4λ)kF (λ, v) dλ = Jk,n(v). (8.11)
Since by Proposition 8.6(iii), J1,n(v) = 0 whenever γn = 0, the sum
∑
n≥1 J1,n is finite and by Cauchy’s
theorem, (8.2) and (8.11)∑
n≥1
J1,n(v) =−
∑
n≥1
1
pi
∫
Γn
1
λ
(4λ)F (λ, v) dλ
=− 1
2pi
∫
∂B(R)
4F (λ, v) dλ+
1
2pi
∫
∂B(r)
4F (λ, v) dλ.
To compute i Resλ=∞ 4F (λ, v) = − 12pi
∫
∂B(R)
4F (λ, v) dλ, recall that by Proposition 8.5(i) cosh(F (λ, v)) =
∆(λ, v), and that by Theorem 2.20,
cosh(σ1(λ, v)) = ∆(λ) +O(λ
−3)
where σ1(λ, v) = −iλ+ H1(v)2iλ and λ ∈ Λτ = { λ ∈ C∗ : |Imλ| ≤ τ, |λ| ≥ 1 }. It then follows that F has a
Laurent expansion of the form F (λ, v) = ±σ1(λ, v)+O(λ−3). Since by Corollary 8.3(ii) F (λ±n , v) = −inpi
for any n ∈ Z, we see that the Laurent expansion at ∞ of F is of the form F (λ, v) = σ1(λ, v) +O(λ−3).
It implies that
i Resλ=∞ 4F (λ, v) = −i Res0 4
z2
F (
1
z
, v) = −2H1(v)
and in turn ∑
n≥1
J1,n(v) = −2H1(v) + 1
2pi
∫
∂B(r)
4F (λ, v) dλ.
Since i Resλ=∞
(
1
λ (4λ)
−1F (λ, v)
)
= −1/4 one sees by using the same arguments that∑
n≥1
J−1,n(v) = −1/4 + 1
2pi
∫
∂B(r)
1
λ
(4λ)−1F (λ, v) dλ.
(ii) We argue similarly as in the proof of item (i) to obtain∑
n≥1
J2m+1,n(v) =−
∑
n≥1
1
pi
∫
Γn
1
λ
(4λ)2m+1F (λ, v) dλ
=− 1
2pi
∫
∂B(R)
1
λ
(4λ)2m+1F (λ, v) dλ+
1
2pi
∫
∂B(r)
1
λ
(4λ)2m+1F (λ, v) dλ
=i Resλ=∞
1
λ
(4λ)2m+1F (λ, v) +
1
2pi
∫
∂B(r)
1
λ
(4λ)2m+1F (λ, v) dλ.
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Taking v ∈ Wˆ ∩Hsc for s big enough one has by Theorem 2.20, F (λ) = σ2m+1(λ) +O(λ−(2m+3)) and
σ2m+1(λ) = −iλ− i
m∑
n=0
(−1)nH2n+1(v)
(2λ)2n+1
one sees that
i Resλ=∞
1
λ
(4λ)2m+1F (λ, v) = −i Res0(1
z
(4/z)2m+1F (
1
z
, v) = (−1)m+12 · 4mH2m+1(v).
and hence in turn∑
n≥1
J2m+1,n(v) =
1
2pi
∫
∂B(r)
λ−1(4λ)2m+1F (λ, v) dλ+
1
2
(−4)m+1H2m+1(v).
By Lemma 8.9(iii), the above arguments also show that for any m ≥ 1 and v ∈ Wˆ∑
n≥1
J−(2m+1),n(v) =
1
2pi
∫
∂B(r)
λ−1(4λ)−(2m+1)F (λ, v) dλ.
Theorem 8.11 (i) For v = (q, p) ∈ Wˆ∑
n∈Z
J1,n(v) = −1/4− 2H1(v),
∑
n∈Z
J−1,n(q, p) = −1/4− 2H1(−q, p).
(ii) For any m ≥ 1 and v = (q, p) ∈ Wˆ ∩Hm+1c∑
n∈Z
J2m+1,n(v) =
1
2
(−4)m+1H2m+1(v),
∑
n∈Z
J−(2m+1),n(−q, p) = 1
2
(−4)m+1H2m+1(−q, p).
Proof. (i) For any given potential v = (q, p) ∈ Wˆ , one has by Proposition 8.6(ii)∑
n≤−1
J1,n(q, p) =
∑
n≥1
J−1,n(−q, p)
and by Lemma 8.10(i)∑
n≥1
J−1,n(−q, p) = 1
2pi
∫
∂B(r(−q,p))
1
λ
(4λ)−1F (λ,−q, p) dλ− 1
4
.
where r ≡ r(−q, p) > 0 is chosen so that |λ±n (−q, p)| < r, ∀ n ≤ 0, and |λ±n (−q, p)| > r, ∀ n > 0. Using
Lemma 8.10 once more to rewrite
∑
n≥1 J1,n(q, p), then leads to the following identity∑
n∈Z
J1,n(q, p) = −1
4
−2H1(v)+J1,0(q, p)+ 1
2pi
∫
∂B(r)
4F (λ, v) dλ+
1
2pi
∫
∂B(r(−q,p))
1
λ
(4λ)−1F (λ,−q, p) dλ.
We claim that
J1,0(v) +
1
2pi
∫
∂B(r)
4F (λ, v) dλ+
1
2pi
∫
∂B(r(−q,p))
1
λ
(4λ)−1F (λ,−q, p) dλ = 0. (8.12)
To see it we make the substitution µ := 116λ and recall that by Corollary 8.3(iii), F (λ,−q, p) =−F (µ, q, p). Furthermore, the circle ∂B(r(−q, p)) gets mapped to the circle ∂−B(1/16r(−q, p)) where
the minus sign in ∂− indicates that the circle is clockwise oriented. Since 1λ (4λ)
−1 = 16µ · 4µ and
dλ = − 116µ2 dµ it follows that 1λ (4λ)−1 dλ = − 1µ (4µ) dµ, yielding altogether
1
2pi
∫
∂B(r(−q,p))
1
λ
(4λ)−1F (λ,−q, p) dλ = 1
2pi
∫
∂−B(1/16r(−q,p))
1
µ
(4µ)F (µ, q, p) dµ.
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Figure 5: Illustration of Γ0, Γ0−, ∂B(r(q, p)) and ∂−B((16r(−q, p))−1).
Since by the definition of r(−q, p) and Lemma 6.6(ii), it then follows that |λ±n (q, p)| > 1/16r(−q, p) for
all n ≥ 0, |λ±n (q, p)| < r(−q, p) for all n ≤ −1 as depicted in Figure 5. Hence by the analytic properties
of F it then follows from Cauchy’s theorem that
1
2pi
∫
∂B(r)
4F (λ, v) dλ+
1
2pi
∫
∂−B(1/16r(−q,p))
1
λ
(4λ)F (λ, q, p) dλ =
1
2pi
∫
Γ0∪Γ0−
4F (λ, v) dλ.
Finally note that by (8.11) and (8.2)
1
2pi
∫
Γ0∪Γ0−
4F (λ, v) dλ = −J1,0
and (8.12) follows yielding ∑
n∈Z
J1,n(q, p) = −1
4
− 2H1(v).
By Proposition 8.6(ii), J−k,n(q, p) = Jk,−n(−q, p), implying that∑
n∈Z
J−1,n(q, p) = −1
4
− 2H1(−q, p).
(ii) Using the same arguments as in the proof of item (i) one sees that the claimed identities hold.
8.2 Psi-Functions
A key ingredient in the definition of our candidates for the canonical angle variables is a certain family
of one forms on the spectral curve. The aim of this section is to construct this family. We begin with
some preparations. Recall that according to Lemma B.1, for any given sequences (σ1,k)k, (σ2,k)k in the
space `∗ = { λk = kpi + `2k : λk ∈ C∗, k ∈ Z } the infinite products
f1(λ) :=
∏
k∈Z
σ1,k − λ
pik
, f2(λ) :=
∏
k∈Z
σ2,k +
1
16λ
pik
define analytic functions on C∗ with roots σ1,k (k ∈ Z), and respectively, (−16σ2,k)−1 (k ∈ Z). Actually,
f1 is analytic in λ = 0 and f2 is analytic in λ =∞. We denote by f2(∞) the value of f2 at ∞ and note
that f2(∞) =
∏
k∈Z
σ2,k
pik
∈ C. For any given v0 ∈ Wˆ , let Vv0 ⊂ Wˆ be a neighborhood of v0, (Um)m∈Z,
U∗ be a family of isolating neighborhoods and (Γm)m∈Z be contours as in Section 6.2, which work for
any v ∈ Vv0 . Then define
U1,m := Um (m ≥ 0), U1,−m := −Um (m ≥ 1) (8.13)
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U2,m := −U−m (m ≥ 0), U2,−m := U−m (m ≥ 1) (8.14)
Γ1,m := Γm (m ≥ 0), Γ1,−m := Γm− (m ≥ 1) (8.15)
Γ2,m := Γ−m− (m ≥ 0), Γ2,−m := Γ−m (m ≥ 1). (8.16)
We further recall that
G1,m = [λ
−
m, λ
+
m] (m ≥ 0), G1,−m = −G1,m (m ≥ 1) (8.17)
and
G2,m = [−λ+−m,−λ−−m] (m ≥ 0), G2,−m = −G2,m (m ≥ 1). (8.18)
By Lemma 6.21, for any potential in Vv0 , c
√
χp(λ) is a nonvanishing analytic function on C\
⋃
m∈Z(Gm∪
−Gm). Furthermore, one can choose contours Γj,m inside Uj,m and annular neighborhoods U ′j,m of Γj,m,
such that for any potential in Vv0 , maybe after shrinking Vv0 if necessary, U ′j,m ⊂ Uj,m \ (Gj,m ∪ {µj.m})
and
inf{ |χp(λ)| : λ ∈
⋃
j=1,2, m∈Z
U ′j,m } > 0, inf{ |m`2(λ)| : λ ∈
⋃
j=1,2, m∈Z
U ′j,m } > 0. (8.19)
We consider analytic functions ψn(λ), n ≥ 0, on C∗ which are given by the following infinite products
ψn(λ) := − 1
pin
Cnψn,1(λ) · ψn,2(λ) (8.20)
where
Cn ≡ Cψn,2 := 1/ψn,2(∞) (8.21)
ψn,1(λ) =
∏
k∈Z
k 6=n
σ1,k − λ
pik
, ψn,2(λ) =
∏
k∈Z
σ2,k +
1
16λ
pik
(8.22)
and σk,j = kpi + `2k satisfy
σ1,k ∈ U1,k, (−16σ2,k)−1 ∈ U2,k. (8.23)
Note that under these assumptions the contour integrals∫
Γj,m
ψn(λ)
c
√
χp(λ)
dλ m ∈ Z, j = 1, 2
are well defined. In particular, they do not depend on the choice of the contours Γj,m as long as
Γj,m ⊂ Uj,m and Gj,m is inside the contour Γj,m. We want to determine σ1,k, σ2,k in such a way that all
these contour integrals vanish except the one for Γ1,n.
Theorem 8.12 For each potential v in some complex neighborhood W ⊂ Wˆ of H1r with Srec(W ) = W
and each n ≥ 0, there exist analytic functions ψn(λ) ≡ ψn(λ, v) of the form (8.20)-(8.23) so that for any
m ∈ Z,
1
2pi
∫
Γ1,m
ψn(λ)
c
√
χp(λ)
dλ = δnm, (8.24)
1
2pi
∫
Γ2,m
ψn(λ)
c
√
χp(λ)
dλ = 0. (8.25)
The possibly complex roots σn1,k (k 6= n) and (−16σn2,k)−1 (k ∈ Z) of ψn(λ) depend analytically on v in
such a way that
σnj,k − τj,k = γ2j,k`2k ∀ k ∈ Z, j = 1, 2 (8.26)
where
τj,k := (λ
+
j,k + λ
−
j,k)/2, σ
n
1,n := τn. (8.27)
Furthermore, if v is real valued, then λ−j,k ≤ σnj,k ≤ λ+j,k for all k ∈ Z, j = 1, 2.
Remark 8.13. One can show that the functions ψn(λ) of the form (8.20)-(8.23) are uniquely determined
by (8.24)-(8.25). For a precise statement see Proposition 8.23.
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Remark 8.14. By the reciprocity property, Theorem 8.12 can be used to construct functions ψrecn (λ),
n ≥ 0, of the type (8.20)-(8.23) with the roles of ψn,1 and ψn,2 interchanged so that for any m ∈ Z
1
2pi
∫
Γ1,m
ψrecn (λ)
c
√
χp(λ)
dλ = 0,
1
2pi
∫
Γ2,m
ψrecn (λ)
c
√
χp(λ)
dλ = δnm.
Indeed, define for n ≥ 0, and v = (q, p) ∈W
ψrecn (λ, v) :=
1
16λ2
ψn(− 1
16λ
,−q, p).
Since c
√
χp(− 116λ , q, p) = c
√
χp(λ,−q, p) (Lemma 6.21), the change of variable λ := − 116µ in the following
integrals yields for any m ∈ Z
J1,n,m :=
∫
Γ1,m(q,p)
ψrecn (λ, q, p)
c
√
χp(λ, q, p)
dλ =
∫
Γ2,m(−q,p)
ψn(µ,−q, p)
c
√
χp(µ,−q, p)
dµ = 0
and
J2,n,m :=
∫
Γ2,m(q,p)
ψrecn (λ, q, p)
c
√
χp(λ, q, p)
dλ =
∫
Γ1,m(−q,p)
ψn(µ,−q, p)
c
√
χp(µ,−q, p)
dµ = 2piδnm.
Remark 8.14 leads to the following application.
Corollary 8.15 For any n ≥ 1 and v = (q, p) ∈W ,
ψ−n(λ, q, p) := ψn(
1
16λ
,−q, p) 1
16λ2
satisfies for any m ∈ Z∫
Γ1,m
ψ−n(λ, v)
c
√
χp(λ, v)
dλ = 0,
∫
Γ2,m
ψ−n(λ, v)
c
√
χp(λ, v)
dλ = 2piδ−n,m.
The possibly complex roots σ−n1,k (k ∈ Z) and (−16σ−n2,k )−1 (k 6= −n) of ψ−n(λ) depend analytically on v
and satisfy
σ−nj,k (v)− τj,k(v) = γj,k(v)2`2k ∀ (j, k) 6= (2,−n).
Furthermore, if v is real valued, then
λ−j,k(v) ≤ σ−nj,k (v) ≤ λ+j,k(v) ∀ (j, k) 6= (2,−n).
Proof. Consider the case j = 2, m ∈ Z. By the change of variable µ = 116λ∫
Γ2,m(q,p)
ψ−n(λ, v)
c
√
χp(λ, v)
dλ =
∫
Γ2,m(q,p)
ψn(
1
16λ ,−q, p)
c
√
χp(λ, q, p)
dλ
16λ2
=
∫
Γ1,−m(−q,p)
ψn(µ,−q, p)
c
√
χp(
1
16µ , q, p)
(−1) dµ.
Since c
√
χp(
1
16µ , q, p) = − c
√
χp(µ,−q, p) and it then follows that∫
Γ2,−m(q,p)
ψ−n(λ, v)
c
√
χp(λ, v)
dλ =
∫
Γ1,−m(−q,p)
ψn(µ,−q, p)
c
√
χp(µ,−q, p)
dµ = 2piδ−n,m.
The second identity is of course verified in the same way. All other claims follow from Theorem 8.12.
In the remainder of this section we prove Theorem 8.12 by adapting the strategy used to prove corre-
sponding results for the KdV equation [8] and the defocusing NLS equation [6] to the more complicated
situation at hand. First we reformulate the statement of Theorem 8.12 as a functional equation which
then is solved by the means of the implicit function theorem. It turns out that the form of the product
representation (8.20)-(8.23) of ψn(λ) as well as the estimates for σnj,k are important features for the
construction of the angles.
Using a different approach, the existence of such functions in the case where v is real valued was
first studied in [17]. The construction of these functions on a complex neighborhood of H1r is not
straightforward since the zeroes σn1,k, (−16σn2,k)−1 are not confined to the gaps anymore (cf also [11]).
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To define the functional equation mentioned above, introduce
`2nˆ := `
2(Z \ {n}, C).
and denote by Ω the open subset of Wˆ × `2 × `2 of elements (v, s1, s2) so that
σ1,k := kpi + s1,k ∈ U1,k ∀ k ∈ Z. (8.28)
σ2,k := kpi + s2,k ∈ C∗ with (−16σ2,k)−1 ∈ U2,k ∀ k ∈ Z. (8.29)
Here v is an element of Vv0 ⊂ Wˆ for some potential v0 ∈ Wˆ and Uj,k are the open subsets defined by
(8.13)-(8.14) in terms of isolating neighborhoods Um, m ∈ Z, for the neighborhood Vv0 ⊂ Wˆ of v0 ∈ Wˆ .
Since by Lemma 8.16 below, the functions ψn we are going to construct for v ∈ H1r have to have roots
in the gap intervals G1,m (m 6= n) and G2,m (m ∈ Z), it suffices to consider Ω. In addition, define
Ωn := { (v, s1, s2) ∈ Ω : s1,n = τ1,n − npi }.
By a slight abuse of notation, for any (v, s1, s2) ∈ Ωn we also denote (s1,k)k 6=n by s1.
Given v ∈ Wˆ and n ∈ Z, we are looking for a solution s1 = (s1,k)k 6=n ∈ `2nˆ and s2 = (s2,k)k∈Z ∈ `2
with (v, s1, s2) ∈ Ωn to the equation
Fn(v, s1, s2) = (F
n
1 (v, s1, s2), F
n
2 (v, s1, s2)) = 0 (8.30)
where Fn1 = (Fn1,m)m6=n and Fn2 = (Fn2,m)m∈Z are defined as follows
Fn1,m := A
n
1,m(v)fn(s1, s2) := (n−m)
∫
Γ1,m
fn(s1, s2, λ)
c
√
χp(λ)
dλ (8.31)
Fn2,m := A
n
2,m(v)fn(s1, s2) := 16pi
2
mpin
∫
Γ2,m
fn(s1, s2, λ)
c
√
χp(λ)
dλ. (8.32)
Here
fn(s1, s2, λ) := − 1
pin
1
fn,2(s2,∞)fn,1(s1, λ)fn,2(s2, λ),
fn,1(s1, λ) :=
∏
k 6=n
σ1,k − λ
pik
, fn,2(s2, λ) :=
∏
k∈Z
σ2,k +
1
16λ
pik
. (8.33)
and
σ1,k := kpi + s1,k (k 6= n), σ2,k := kpi + s2,k (k ∈ Z).
Note that since (v, s1, s2) ∈ Ωn, fn,2(s2,∞) =
∏
k∈Z
σ2,k
pik
∈ C∗ and hence fn(s1, s2, λ) is well defined.
By a slight abuse of notation, for any n ≥ 0 and m ∈ Z, we view Fn1,m (m 6= n) and Fn2,m either as a
function on Ωn or Ω.
The reason we make the ansatz (8.20) - (8.23) for ψn(λ) stems from the following observation for real
valued potentials.
Lemma 8.16 Let j ∈ {1, 2}, m ∈ Z (with m 6= n in the case j = 1), and v ∈ H1r . Furthermore assume
that f : Uj,m → C is real analytic. If Aj,m(v)f = 0, then f has a root in Gj,m.
Proof. Let us first treat the case j = 1. If G1,m is not a single point, then we may shrink the contour
Γ1,m to the interval G1,m. By (6.34) (Lemma 6.20), one has (−1)n+1 c
√
χp(λ) > 0 for λ−1,m < λ < λ
+
1,m.
Hence
0 =
∫
Γ1,m
f(λ)
c
√
χp(λ)
dλ = 2(−1)n+1
∫ λ+1,m
λ−1,m
f(λ)
+
√
χp(λ)
dλ.
Since by assumption f(λ) ∈ R for λ ∈ G1,m, the latter integral can only vanish if f(λ) ≡ 0 on G1,m (and
hence on U1,m) or f changes sign on the open interval (λ−1,m, λ
+
1,m) at least once. If on the other hand
G1,m is a single point, G1,m = {τ1,m}, then we may extract the factor τ1,m − λ from c
√
χp(λ) to obtain
a Cauchy integral around τ1,m which gives f(τ1,m) = 0. The case j = 2 is treated in the same fashion,
by using now (6.37) (Lemma 6.20).
In a first step, let us study the maps Fn in more detail.
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Lemma 8.17 For any n ≥ 0, the formulas (8.30) - (8.33) define a real analytic map
Fn : Ωn → `2nˆ × `2.
The maps Fn are locally uniformly bounded. More precisely,∑
m 6=n
|Fn1,m(v, s1, s2)|2 +
∑
m∈Z
|Fn2,m(v, s1, s2)|2 ≤ C
where C > 0 can be chosen uniformly in n ≥ 0 and locally uniformly on Ωn.
Before proving Lemma 8.17, we make some preliminary considerations.
Lemma 8.18 Let m ∈ Z and v ∈ Wˆ .
(i) If f : U1,m → C is analytic, then
1
2pi
∣∣ ∫
Γ1,m
f(λ)
w1,m(λ)
dλ
∣∣ ≤ max
λ∈G1,m
|f(λ)|.
Moreover, if v ∈ H1r and f is real analytic then there exists ν ∈ G1,m so that
1
2pii
∫
Γ1,m
f(λ)
w1,m(λ)
dλ = −f(ν).
(ii) If f : U2,m → C is analytic, then
1
2pi
∣∣ ∫
Γ2,m
f(λ)
w2,m(λ)
dλ
∣∣ ≤ max
λ∈G2,m
16|λ|2|f(λ)|.
Moreover, if v ∈ H1r and f is real analytic then there exists ν ∈ G2,m so that
1
2pii
∫
Γ2,m
f(λ)
w2,m(λ)
dλ = −16ν2f(ν).
Proof. Item (i) is proved in [[6], Lemma 14.3]. Considering (ii), set Γ˜2,m := { − 116λ : λ ∈ Γ2,m } and
G˜2,m := { − 116λ : λ ∈ G2,m }. With the change of variable λ := − 116µ one obtains
1
2pii
∫
Γ2,m
f(λ)
w2,m(λ)
dλ =
1
2pii
∫
Γ˜2,m
f(− 116µ )
s
√
(λ+2,m − µ)(λ−2,m − µ)
dµ
16µ2
.
By replacing f by f(− 116µ )/16µ2 in (i) one gets
1
2pii
∣∣ ∫
Γ˜2,m
f(− 116µ )
s
√
(λ+2,m − µ)(λ−2,m − µ)
dµ
16µ2
∣∣ ≤ max
µ∈G˜2,m
|f(− 116µ )|
16|µ|2 = maxλ∈G2,m 16|λ|
2|f(λ)|
and, in case v ∈ H1r ,
1
2pii
∫
Γ˜2,m
f(− 116µ )
s
√
(λ+2,m − µ)(λ−2,m − µ)
dµ
16µ2
= −
f(− 116ρ )
16ρ2
.
for some ρ ∈ G˜2,m hence ν = − 116ρ ∈ G2,m and
−
f(− 116ρ )
16ρ2
= −16ν2f(ν).
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Next let us introduce some more notation. Recall that for any n ≥ 0, fn(λ) ≡ fn(s1, s2, λ) is assumed
to be of the form
fn(λ) = − 1
pin
1
fn,2(s2,∞)fn,1(s1, λ)fn,2(s2, λ).
For j = 1 and m ∈ Z \ {n} define
fn(λ)
c
√
χp(λ)
=
σ1,m − λ
w1,m(λ)
ζn1,m(λ) (8.34)
where
ζn1,m(λ) =
i
w1,n
( ∏
k 6=n,m
σ1,k − λ
w1,k(λ)
) fn,2(λ)/fn,2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
. (8.35)
Note that locally uniformly on Ωn
fn,2(λ)
fn,2(∞) = 1 +O(
1
λ
),
c
√
χ2(λ)
c
√
χ2(∞)
= 1 +O(
1
λ
) as |λ| → ∞.
Furthermore, setting σ1,n = τn ∈ U1,n one has σ1,n − λ 6= 0 ∀ λ ∈ U1,m, m 6= n, and
n−m
σ1,n − λ
∣∣∣
U1,m
=
1
pi
+ `2m as |m| → ∞.
By Corolary 6.24 one then concludes that for |m| → ∞
i
n−m
w1,n(λ)
∏
k 6=n,m
σ1,k − λ
w1,k(λ)
∣∣∣
U1,m
= i
n−m
σ1,n − λ
∏
k 6=m
σ1,k − λ
w1,k(λ)
∣∣∣
U1,m
=
i
pi
+ `2m
locally uniformly on Ωn. Altogether, we thus have proved that
(n−m)ζn1,m(λ)
∣∣∣
U1,m
=
i
pi
+ `2m as |m| → ∞ (8.36)
locally uniformly on Ωn. In the case j = 2, one obtains a similar estimate. For m ∈ Z we write
pin
fn(λ)
c
√
χp(λ)
=
σ2,m +
1
16λ
w2,m(λ)
ζn2,m(λ) (8.37)
where
ζn2,m(λ) = i
fn,1(λ)
c
√
χ1(λ)/
c
√
χ1(0)
1
fn,2(∞)
∏
k 6=m
σ2,k +
1
16λ
w2,k(λ)
(8.38)
Here we used that by (6.58), c
√
χ1(0) =
c
√
χ2(∞). Note that for λ near 0,
fn,1(λ) = fn,1(0) +O(λ),
c
√
χ1(λ)/
c
√
χ1(0) = 1 +O(λ).
One then again concludes from Corollary 6.24 that
ζn2,m
∣∣∣
U2,m
= i
fn,1(0)
fn,2(∞) + `
2
m as m→∞ (8.39)
locally uniformly on Ωn.
Proof of Lemma 8.17. Let n ≥ 0. We first consider the case Fn1 . For (v, s1, s2) ∈ Ωn we have by (8.31),
(8.34) for m 6= n
Fn1,m = (n−m)
∫
Γ1,m
σ1,m − λ
w1,m(λ)
ζn1,m(λ) dλ. (8.40)
By Lemma 6.17, w1,m(λ) is analytic on U ′1,m×Vv0 with U ′1,m, Vv0 as introduced at the beginning of this
section. By Lemma 6.18 and Lemma B.1, ζn1,m is analytic on U ′1,m × (Ωn ∩ (Vv0 × `2nˆ × `2)). Hence the
integrand in (8.40) is analytic on U ′1,m× (Ωn∩ (Vv0 × `2nˆ× `2)) for any m 6= n and Fn1,m is analytic on Ωn.
Moreover, by Lemma 8.19 and (8.36) the right hand side of (8.40) is of the order of maxλ∈G1,m |σ1,m−λ|.
Since σ1,m = mpi + `2m, maxλ∈G1,m |τ1,m − λ| = |γ1,m|/2 = `2m and τ1,m = mpi + `2m (Lemma 3.17) one
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has locally uniformly maxλ∈G1,m |σ1,m − λ| = `2m. Altogether we thus have proved that Fn1 : Ωn → `2nˆ
is locally bounded and, by Theorem A.5, analytic on Ωn. Now let us turn to Fn2 . On Ωn we have by
(8.32),(8.37) for m ∈ Z, with the change of variable λ = − 116µ
Fn2,m = 16pi
2
m
∫
Γ2,m
σ2,m +
1
16λ
w2,m(λ)
ζn2,m(λ) dλ = 16pi
2
m
∫
Γ˜2,m
σn2,mµ
w2,m(− 116µ )
ζn2,m(−
1
16µ
)
dµ
16µ2
. (8.41)
Arguing as in the case of Fn1,m one sees that Fn2,m is analytic on Ωn. Moreover by Lemma 8.19 and (8.39)
one concludes that the right hand side of (8.41) is of the order maxλ∈G2,m
(
pi2m|λ|2|σ2,m + 116λ |
)
. Since
σ2,m = mpi+`
2
m, τ2,m = (λ
+
2,m+λ
−
2,m)/2 = mpi+`
2
m, λ
+
2,m−λ−2,m = `2m one sees that − 116λ = mpi+`2m for
λ ∈ G2,m and maxλ∈G2,m pi2m|λ|2|σ2,m + 116λ | = `2m. Altogether we thus have proved that Fn2 : Ωn → `2
is locally bounded and, by Theorem A.5, analytic on Ωn. Next we prove that Fn1,m, Fn2,m are real valued
on H1r × `2R,nˆ × `2R where
`2R,nˆ := `
2(Z \ {n}, R).
Recall that for v ∈ H1r , λ±j,k ∈ R for any j = 1, 2, k ∈ Z. Furthermore for any λ ∈ R \ Gj,k (k ∈ Z),
wj,k(λ) ∈ R whereas for λ ∈ Gj,k, iwj,k(λ) ∈ R. It then follows that in the case λ+j,m = λ−j,m, Fnj,m are
real valued on H1r × `2R,nˆ× `2R by Cauchy’s integral and in the case λ−j,m < λ+j,m by deforming the contour
Γj,m to the interval Gj,m ⊂ R. To establish the statement on the uniform bounds for Fn with respect
to n, it remains to consider n large. Given v ∈ Wˆ and (s1, s2) ∈ `2 × `2, let k0 ≥ 1 be such that
U1,k = Dk, U2,k = −D−k ∀ |k| ≥ k0
and
|sj,k| < pi/4 ∀ |k| ≥ k0, j = 1, 2.
Then for any |k| ≥ k0, σj,k = kpi + sj,k, j = 1, 2 satisfy
σ1,k ∈ U1,k, − 1
16σ2,k
∈ U2,k.
According to (I-2) and (I-3) (cf Section 6.2), for any |k| ≥ k0
|σ1,k − λ| ≥ |k −m|/c ∀ λ ∈ U1,m, ∀ m 6= k (8.42)
|σ2,k + 1
16λ
| ≥ |k −m|/c ∀ λ ∈ U2,m, ∀ m 6= k. (8.43)
To estimate Fn1,m, write the integrand in (8.40) in the form
(n−m)σ1,m − λ
w1,m(λ)
ζn1,m(λ) =
σ1,m − λ
w1,m(λ)
n−m
σ1,n − λ iζ1,m(λ) (8.44)
where
ζ1,m(λ) :=
( ∏
k 6=m
σ1,k − λ
w1,k(λ)
) fn,2(λ)/fn,2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
. (8.45)
Since for n ≥ k0,
∣∣ n−m
σ1,n−λ
∣∣ ≤ C for any λ ∈ U1,m with m 6= n and, by Corollary 6.24
sup
λ∈U1,m
|ζ1,m(λ)− 1| = `2m (8.46)
locally uniformly on Ω ∩ (Vv × `2 × `2), it then follows, arguing as in the first part of the proof, that
sup
n∈Z\{m}
|Fn1,m| = `2m
locally uniformly on Ω ∩ (Vv × `2 × `2). The corresponding estimate for Fn2,m follows from (8.39) and
Corollary 6.24. In this way one obtains that supn |Fn2,m| = `2m locally uniformly on Ω∩ (Vv× `2× `2).
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With the application of the implicit function theorem in mind we now investigate the differential of
the maps Fn at a point (v, s1, s2). For our purposes it suffices to restrict ourselves to the open subset
Ωr := Ω ∩ (H1r × `2R × `2R). We now compute the differential of Fn with respect to s1, s2 at any point of
Ωr. By the analyticity of Fn this is a bounded linear operator
Qn : `2nˆ × `2 → `2nˆ × `2
which is represented by an infinite matrix
(
Qn11 Q
n
12
Qn21 Q
n
22
)
where
Qn11,mr :=
∂Fn1,m
∂s1,r
(m, r 6= n), Qn12,mr :=
∂Fn1,m
∂s2,r
(m 6= n)
Qn21,mr :=
∂Fn2,m
∂s1,r
(r 6= n), Qn22,mr :=
∂Fn2,m
∂s2,r
(m, r ∈ Z).
Lemma 8.19 On Ωr, the matrix elements of Qn are real and satisfy:
(i) 0 6= Qn11,mm = 2 + `2m (m 6= n), Qn11,mr =
`2m
|m− r| (r 6= m, r,m 6= n), Q
n
12,mr =
`2m
〈r〉2 (m 6= n)
(ii) 0 6= Qn22,mm = 2pi
fn,1(0)
fn,2(∞) + `
2
m, Q
n
22,mr =
`2m
|m− r| +
`2m
〈r〉 (r 6= m), Q
n
21,mr =
`2m
〈r〉 (m, r ∈ Z).
Proof. By Lemma 8.17, all coefficients of Qn are real valued on Ωr. Towards (i) let us first consider
(Qn11)mr with m, r 6= n. By (8.35) the term
∏
k 6=n,m
σ1,k−λ
w1,k(λ)
of ζn1,m is the only one which depends on s1.
Since for r 6= n,m
∂s1,r (
σ1,r − λ
w1,r(λ)
) =
σ1,r − λ
w1,r(λ)
1
σ1,r − λ
one has
∂s1,rζ
n
1,m(λ) =
1
σ1,r − λζ
n
1,m(λ).
By (8.40), one then concludes that for r 6= m,n
Qn11,mr = (n−m)
∫
Γ1,m
σ1,m − λ
w1,m(λ)
1
σ1,r − λζ
n
1,m(λ) dλ. (8.47)
By Lemma 8.18 and (8.42), (8.44), (8.46), supn∈Z\{m,r} |Qn11,mr| is of the order
max
λ∈G1,m
|(σ1,m − λ) 1
σ1,r − λ | =
`2m
|m− r|
locally uniformly on Ωr. For m = r, m 6= n the same arguments lead to
Qn11,mm = (n−m)
∫
Γ1,m
ζn1,m(λ)
w1,m(λ)
dλ.
Again using Lemma 8.18 one sees that there exists ν ∈ G1,m so that Qn11,mm = −2pii(n − m)ζn1,m(ν).
By the estimate (8.36) it then follows that Qn11,mm = 2 + `2m. By inspection of (8.35) one concludes
that Qn11,mm 6= 0 for any m 6= n. Next let us estimate Qn12,mr. By (8.35), fn,2(λ) =
∏
k∈Z
σ2,k+
1
16λ
pik
and
fn,2(∞)−1 are the only terms in ζn1,m(λ) which depend on s2. Since fn,2(∞) =
∏
k 6=n
σ2,k
w2,k(0)
, one has for
r 6= n
∂s2,r (fn,2(∞))−1 = −(fn,2(∞))−1
1
σ2,r
, ∂s2,rfn,2(λ) = fn,2(λ)
1
σ2,r +
1
16λ
implying that
Qn12,mr = (n−m)
∫
Γ1,m
σ1,m − λ
w1,m(λ)
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
ζn1,m(λ) dλ. (8.48)
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For |m| sufficiently large, Um = Dm implying that 1/16λ ∈ U−|m| for any λ ∈ U|m|. Hence for such m,
|σ2,r + 116λ | ≥ 1C 1〈r〉 for any λ ∈ U1,m and r ∈ Z. A similar estimate holds for |r| sufficiently large and
any m ∈ Z. Hence for any λ ∈ G1,m, ∣∣ 1
σ2,r +
1
16λ
− 1
σ2,r
∣∣ ≤ C 1〈r〉2 .
Again using Lemma 8.18 and estimate (8.36) one sees that supn∈Z\{m} |Qn12,mr| = 1〈r〉2 `2m.
(ii) First let us consider Qn22,mr (m, r ∈ Z). Arguing as in item (i) one sees that for m = r one has by
(8.38) and (8.41)
Qn22,mm = 16pi
2
m
∫
Γ2,m
(1− σ2,m +
1
16λ
σ2,m
)
ζn2,m(λ)
w2,m(λ)
dλ = 16pi2m
∫
Γ˜2,m
µ
σ2,m
ζn2,m(− 116µ )
w2,m(− 116µ )
dµ
16µ2
. (8.49)
Again using (8.41) and Lemma 8.18 one concludes that there exists ν ∈ G2,m so that
Qn22,mm = −2pi
− 116ν
σ2,m
ζn2,m(ν)16ν
2 · 16pi2m
which by (8.38) does not vanish. Note that since ν ∈ G2,m
− 116ν
σ2,m
= 1 + `2m, 16ν
2 · 16pi2m = 1 +
1
m
`2m.
Hence by (8.39) one has Qn22,mm = 2pi
fn,1(0)
fn,2(∞) + `
2
m as claimed. Next let us estimate Qn22,mr for m 6= r.
Arguing as in the proof of item (i) one sees that
Qn22,mr = 16pi
2
m
∫
Γ2,m
σ2,m +
1
16λ
w2,m(λ)
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
ζn2,m(λ) dλ.
Since for λ ∈ G2,m, − 116λ = mpi + `2m, one has
| 1
σ2,r +
1
16λ
| ≤ C 1|r −m| , |
1
σ2,r
| ≤ 1〈r〉 .
By the change of variable λ = − 116µ one deduces from (8.39) and Lemma 8.18 that
sup
n
|Qn22,mr| =
1
|m− r|`
2
m +
1
〈r〉`
2
m
as claimed. Finally we estimate Qn21,mr. In this case one has
Qn21,mr = 16pi
2
m
∫
Γ2,m
σ2,m +
1
16λ
w2,m(λ)
1
σ1,r + λ
ζn2,m(λ) dλ.
Since |σ1,r + λ| ≥ 1C 〈r〉 for λ ∈ G2,m one gets
| 1
σ1,r + λ
| ≤ C 1〈r〉 .
Again using Lemma 8.18 and (8.39) one sees that supn |Qn21,mr| − 1〈r〉`2m as claimed.
Lemma 8.20 For any (v, s1, s2) ∈ Ωr and n ∈ Z, the Jacobian Qn of Fn with respect to (s1, s2) is of
the form
Qn = Dn +Kn : `nˆ × `2 → `2nˆ × `2
where Dn is a linear isomorphism in diagonal form and Kn a compact operator.
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Proof. Let Dn be the diagonal of Qn, Dn = diag((Qn11,mm)m 6=n, (Qn22,mm)m∈Z). By the preceding lemma,
any diagonal entry is nonzero and lim|m|→∞Qn11,mm = 2, lim|m|→∞Qn22,mm = 2pi
fn,1(0)
fn,2(∞) . Since σ
n
j,k ∈ C∗
and σnj,k = pik + `
2
k,
fn,2(∞) =
∏
k∈Z
σn2,k
pik
∈ C∗, fn,1(0) =
∏
k 6=n
σn1,k
pik
∈ C∗.
Hence Dn : `2nˆ × `2 → `2nˆ × `2 is a linear isomorphism. Moreover, Kn := Qn − Dn is a bounded
linear operator on `2nˆ × `2 with vanishing diagonal elements. By the estimates of Lemma 8.19, Kn is
Hilbert-Schmidt and hence compact.
Lemma 8.21 At any point (v, s1, s2) ∈ Ωr, the Jacobian Qn, n ∈ Z, is one-to-one on `2nˆ × `2.
Proof. Suppose that Qnh = 0 for some h = (h1, h2) ∈ `2nˆ × `2. Recall that fn(s1, s2, λ) is analytic on
`2nˆ × `2 × C∗. In particular, φn(λ) := ∂|=0fn((s1, s2) + (h1, h2), λ) is analytic on C∗. By assumption
we have for any m 6= n
0 =
∑
r 6=n
Qn11,mrh1,r +
∑
r∈Z
Qn12,mrh2,r = (n−m)
∫
Γ1,m
φn(λ)
c
√
χp(λ)
dλ
and for any m ∈ Z
0 =
∑
r∈Z
Qn21,mrh1,r +
∑
r∈Z
Qn22,mrh2,r = 16pi
2
mpin
∫
Γ2,m
φn(λ)
c
√
χp(λ)
dλ.
We will use Lemma D.1 (interpolation lemma) to show that φn ≡ 0 which will imply that h = 0. Since
φn(λ) is real for λ ∈ R∗, it follows from Lemma 8.16 that φn(λ) has roots ρ1,m ∈ G1,m (m 6= n), and
− 116ρ2,m ∈ G2,m (m ∈ Z). On the other hand, for λ ∈ ∂BN or λ ∈ ∂B−N with N sufficiently large,
σ1,r − λ 6= 0, σ2,r + 116λ 6= 0 for any r 6= 0. Therefore φn(λ) for λ ∈ ∂BN or λ ∈ ∂B−N can be written as
φn(λ) =
∑
r 6=n
∂s1,r (fn(λ))h1,r +
∑
r∈Z
∂s2,r (fn(λ))h2,r
=fn(λ)
∑
r 6=n
1
σ1,r − λh1,r + fn(λ)
∑
r∈Z
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
h2,r.
We want to apply Lemma D.1 to
φ(λ) := φn(λ)(σ1,n − λ).
We now verify that its assumptions are satisfied. First we show that supλ∈∂BN | φ(λ)sin(λ) | → 0 as N → ∞.
By the product representation of sin(λ), sin(λ) = −∏m∈Z mpi−λpim , one gets for λ ∈ ∂BN
fn(λ) · σ1,n − λ
sin(λ)
= − fn,2(λ)
fn,2(∞)
fn,1(λ)
sin(λ)
σ1,n − λ
pin
=
fn,2(λ)
fn,2(∞)
∏
k∈Z
σ1,k − λ
kpi − λ .
It implies that the quotient of φ(λ) = φn(λ)(σ1,n − λ) with sin(λ) can be written as
φ(λ)
sin(λ)
= φn(λ)
σ1,n − λ
sin(λ)
=
fn,2(λ)
fn,2(∞)
(∏
k∈Z
σ1,k − λ
kpi − λ
) ·∑
r 6=n
( 1
σ1,r − λh1,r +
∑
r∈Z
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
h2,r.
By Lemma B.5
sup
λ∈∂BN
∣∣ ∏
k∈Z
σ1,k − λ
kpi − λ
∣∣ = O(1) as N →∞.
Since fn,2 is analytic near λ =∞ and fn,2(∞) 6= 0 one has
sup
λ∈∂BN
∣∣∑
r 6=n
1
σ1,r − λh1,r
∣∣ ≤ C( ∑
|r|≤N/2
1
(r −N)2
)1/2
+ C
( ∑
|r|>N/2
|h1,r|2
)1/2
= o(1) as N →∞
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and, since 1
σ2,r+
1
16λ
− 1σ2,r =
1
16λ
(σ2,r+
1
16λ )σ2,r
one has
sup
λ∈∂BN
∣∣∑
r∈Z
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
h2,r
∣∣ ≤ C sup
λ∈∂BN
1
16|λ|
(∑
r∈Z
1
〈r〉2h2,r
)→ 0 as N →∞.
Altogether it thus follows that
sup
λ∈∂BN
∣∣ φ(λ)
sin(λ)
∣∣ = o(1) as N →∞.
Similarly we estimate
sup
λ∈∂B−N
∣∣ φ(λ)
sin(− 116λ )
∣∣ = sup
µ∈∂BN
∣∣φ(− 116µ )
sin(µ)
∣∣
= sup
µ∈∂BN
( |σ1,n + 116µ |
fn,2(∞)
∣∣fn,2(− 116µ )
sin(µ)
∣∣∣∣fn,1(− 1
16µ
)
∣∣)
·
(∣∣∑
r 6=n
1
σ1,r +
1
16µ
h1,r
∣∣+ ∣∣∑
r∈Z
( 1
σ2,r − µ −
1
σ2,r
)
h2,r
∣∣).
Since | 1
σ1,r+
1
16µ
| ≤ C 1〈r〉 we get∑
r 6=n
∣∣ 1
σ1,r +
1
16µ
h1,r
∣∣ ≤ (∑
r 6=n
1
|σ1,r + 116µ |2
)1/2(∑
r∈Z
|h1,r|2
)1/2
= O(1)
and since
| 1
σ2,r − µ −
1
σ2,r
| ≤ 1|σ2,r − µ| +
1
|σ2,r| ≤ C
( 1
|r − (N + 1/2)| +
1
|r + (N + 1/2)| +
1
〈r〉
)
it follows that ∑
r∈Z
∣∣ 1
σ2,r − µ −
1
σ2,r
∣∣|h2,r| ≤ C(∑
r
|h2,r|2
)1/2
.
Altogether this shows
sup
λ∈∂B−N
| φ(λ)
sin(λ)
| = O(1) and hence o(N) as N →∞.
Hence we can apply Lemma D.1 to φ(λ). Since φ(ρ1,m) = 0 (m 6= n), φ(−(16ρ2,m)−1) = 0 (m ∈ Z), and
ρj,m = mpi + `
2
r it then follows that φ ≡ 0 and hence φn ≡ 0, or for any λ ∈ C∗
0 =
∑
r 6=n
fn(λ)
σ1,r − λh1,r +
∑
r∈Z
− 116λ
(σ2,r +
1
16λ )σ2,r
fn(λ)h2,r. (8.50)
Evaluating the right hand side of (8.50) at λ = σ1,m for m 6= n one obtains 0 = f˙n(σ1,m)h1,m. Since σ1,m
is a simple root of fn(λ), f˙n(σ1,m) 6= 0 and hence h1,m = 0. Similarly, evaluating the right hand side
of (8.50) at κ2,m = −(16σ2,m)−1 for any given m ∈ Z one obtains 0 = f˙n(κ2,m)h2,m, yielding h2,m = 0.
Altogether we have shown that h = 0 and hence Qn is one-to-one.
The latter two lemmas together with the Fredholm alternative yield
Corollary 8.22 At any point in Ωr, the Jacobian Qn is a linear isomorphism of `2nˆ × `2.
Lemma 8.17 and Corollary 8.22 allow to apply the implicit function theorem to any particular solution
sn = (sn1 , s
n
2 ) of Fn(v, s1, s2) = 0 in Ωr,n = Ωr ∩ Ωn.
Proposition 8.23 For any n ≥ 0, there exists a real analytic map
sn = (sn1 , s
n
2 ) : H
1
r → `2nˆ × `2
with graph in Ωr,n such that Fn(v, sn(v)) = 0 for any v ∈ H1r . Actually, for any v ∈ H1r , σn1,m ∈ G1,m(v),
for any m 6= n and σn2,m ∈ G2,m(v) for any m ∈ Z, The map sn is unique within the class of all such
real analytic maps with graph in Ωr,n. For v = 0,
σn1,k = kpi + s
n
1,k = τ1,k (k 6= n), σn2,k = kpi + sn2,k = τ2,k (k ∈ Z). (8.51)
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Proof. First we note that any solution of Fn(v, s) = 0 in Ωr,n satisfies
σ1,m = mpi + s1,m ∈ G1,m(v) ∀ m 6= n, σ2,m = mpi + s2,m ∈ G2,m(v) ∀ m ∈ Z (8.52)
where s = (s1, s2) ∈ `2nˆ × `2. Indeed, by Lemma 8.16, for any m 6= n, f1,n(s1, λ) has a root ρ1,m ∈ G1,m
and for any m ∈ Z, f2,n(s2, λ) has a root −(16ρ2,m)−1 ∈ G2,m. By assumption, (v, s) ∈ Ωr,n and hence
σ1,m ∈ U1,m (m 6= n), −(16σ2,m)−1 ∈ U2,m (m ∈ Z). Since σ1,m (m 6= n), −(16σ2,m)−1 (m ∈ Z)
are the only roots of fn(v, s) and Uj,m are pairwise disjoint it follows that ρ1,m = σ1,m (m 6= n) and
ρ2,m = σ2,m (m ∈ Z). By Lemma 8.17, Corollary 8.22, and the implicit function theorem, any given
solution (v0, s0) ∈ Ωr,n of Fn(v, s) = 0 can be uniquely extended locally so that s is given as a real
analytic function of v. We claim that by the continuation method, this local solution can be extended
along any path from v0 to any given point in H1r since by Corollary 8.22
∂sF : `
2
nˆ × `2 → `2nˆ × `2
is a linear isomorphism at each point in Ωr,n. Indeed, let (vk, s(vk))k≥1 be any sequence in Ωr,n with
Fn(vk, s(vk)) = 0 for any k ≥ 1 and v = limk→∞ vk in H1r . By Proposition 6.3, the endpoints of
Gj,m(v
k) converge to the endpoints of Gj,m(v). As for any j = 1, 2, m ∈ Z, and k ≥ 1, Gj,m(vk) and
Gj,m(v) are compact intervals there exists a subsequence of (vk)k≥1, which we again denote by (vk)k≥1
such that (σj,m(vk))k≥1 converges. Its limit, denoted by σj,m(v), then satisfies σj,m(v) ∈ Gj,m(v) and
Fnj,m(v, s(v)) = 0 where s(v) = (s1(v), s2(v)) and s1,k(v) = σ1,k(v)− kpi (k 6= n), s2,k(v) = σ2,k(v)− kpi
(k ∈ Z). Hence (v, s(v)) ∈ Ωr,n and we can apply the implicit function theorem to Fn at (v, s(v)).
This shows that the continuity method applies. Since H1r is simply connected, any particular solution
(v0, s0) ∈ Ωr,n of Fn(v, s) = 0 thus extends uniquely and globally to a real analytic map sn : H1r → `2nˆ×`2
with graph in Ωr,n, satisfying Fn(v, sn(v)) = 0 everywhere. At v = 0, one verifies in a straightforward
way with Cauchy’s formula that a solution of Fn(0, sn) = 0 is given by
sn1,k := τ1,k − kpi (k 6= n), sn2,k := τ2,k − kpi (k ∈ Z).
Clearly (0, sn) ∈ Ωr,n. Note that this solution is also unique since Gj,m = {τj,m(0)} for any j = 1, 2 and
m ∈ Z. We thus have established (8.51) and shown that there is exactly one such real analytic map.
We now turn to the question of analytically extending the maps sn to a common complex neighbor-
hood of H1r .
Lemma 8.24 All the real analytic maps sn : H1r → `2nˆ × `2 of Proposition (8.31) extend to a complex
neighborhood W ⊂ Wˆ of H1r which is independent of n so that for any potential v ∈ H1r and any n ∈ Z,
the restriction of the solution sn to W ∩ Vv satisfies σnj,m ∈ Uj,m (with σn1,n = τ1,n) where Uj,m, j = 1, 2,
m ∈ Z, are neighborhoods in C∗, defined in terms of isolating neighborhoods Um, m ∈ Z, for Vv.
Proof. Recall that by Proposition 8.23, there exists for each n ≥ 0 and v ∈ H1r a solution sn(v) so
that Fn(v, sn(v)) = 0. Furthermore, by Corollary 8.22, Qn = ∂sFn : `2nˆ × `2 → `2nˆ × `2 at (v, sn(v))
is invertible and hence by the implicit function theorem there exists a (simply connected) complex
neighborhood Vv,n ⊂ Ω of v so that the solution sn extends as a real analytic map to Vv,n. We now prove
estimates of the operator norm ‖Qn(v, s)−1‖ of the inverse Qn(v, s)−1 which will allow for any v ∈ H1r
to chose Vv,n independently of n. As a first step we prove in Lemma 8.25 below that on
Ωr,∗ := { (v, s) ∈ Ωr : σ1,k ∈ G1,k(v), (−16σ2,k)−1 ∈ G2,k ∀ k ∈ Z }
the operator norm ‖Qn(v, s)−1‖ of Qn(v, s)−1 is bounded uniformly in n, locally uniformly in v ∈ H1r
and for any given v ∈ H1r uniformly in s. As before, σj,k = kpi+ sj,k for any j = 1, 2 and k ∈ Z. We now
extend Lemma 8.25 to a complex neighborhood. By Lemma 8.17, the maps
Fn = (Fn1 , F
n
2 ) : Ω→ `2nˆ × `2, (v, s) 7→ Fn(v, s), s = (s1, s2)
are real analytic, uniformly bounded with respect to n, and locally uniformly bounded on the (simply
connected) neighborhood Ω ⊂ Wˆ 2 × `2. Then the maps
Qn = ∂sF
n : Ω→ L(`2nˆ × `2)
are real analytic as well. By Cauchy’s estimate, Qn is uniformly bounded with respect to n and locally
uniformly bounded on Ω. Hence L(`2nˆ × `2) denotes the space of bounded linear operators on `2nˆ × `2.
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It then follows again by Cauchy’s estimate that the variation δQn of Qn with respect to v and s can
be kept as small as needed by restricting oneself to a sufficiently small neighborhood of any given
point (v, s) ∈ Ω. Representing (Q + δQ)−1 by its Neumann series one obtains the standard estimate
‖(Q + δQ)−1‖ ≤ 2‖Q−1‖ for any δQ with ‖δQ‖ ≤ 12‖Q−1‖ for Q = Qn with n ≥ 0. Hence if for a given
(v, s) ∈ Ω, ‖(Qn)−1‖ can be bounded uniformly in n, the same holds for elements in a sufficiently small
neighborhood of (v, s) in Ω. By Lemma 8.25 it then follows that supn≥0‖(Qn)−1‖ can be bounded locally
uniformly on a simply connected complex neighborhood of Ωr,∗, contained in⋃
v∈H1r
Vv × { (s1, s2) ∈ `2 × `2 : σ1,k ∈ U1,k, (−16σ2,k)−1 ∈ U2,k ∀ k ∈ Z }.
Using again the continuation method, the solution sn can then be extended by the implicit function
theorem to a complex neighborhood W ⊂ Wˆ of H1r which is independent of n ≥ 0 so that for any
v ∈ Vv0 ∩W with v0 ∈ H1r , the sequences (σnj,m(v))m∈Z given by
σnj,m(v) = mpi + s
n
j,m(v) ∀ j = 1, 2, ∀ m ∈ Z
satisfy
σn1,j(v) ∈ U1,m(v0), (−16σn2,m(v))−1 ∈ U2,m(v0) ∀ m ∈ Z.
The following lemma was used in the proof of Lemma 8.24. Recall that
Ωr,∗ = { (v, s) ∈ Ω : σ1,k ∈ G1,k(v), (−16σ2,k)−1 ∈ G2,k(v) ∀ k ∈ Z }
Lemma 8.25 For any (v, s) ∈ Ωr,∗ ‖(Qn(v, s))−1‖ is uniformly bounded with respect to n, locally uni-
formly with respect to (v, s) and for any given v ∈ H1r , uniformly with respect to s with (v, s) ∈ Ωr,∗.
Proof. We begin by investigating the asymptotics of Qn(v, s) as |n| → ∞ for (v, s) ∈ Ωr,∗. To this end
we consider the infinite matrices Qn11, Qn12, Qn21, and Qn22 in the matrix representation of Qn
Qn =
(
Qn11 Q
n
12
Qn21 Q
n
22
)
individually. First let us consider Qn11,mr =
∂Fn1,m
∂s1,r
(m, r 6= n). By (8.47) and (8.44) - (8.46), for r 6= m
Qn11,mr = (n−m)
∫
Γ1,m
σ1,m − λ
w1,m(λ)
1
σ1.r − λζ
n
1,m(λ) dλ
which by (8.44) - (8.46) can be written as
Qn11,mr =
i
pi
∫
Γ1,m
σ1,m − λ
σ1,r − λ
npi −mpi
σ1,n − λ
ζ1,m(λ)
w1,m(λ)
dλ
where
ζ1,m(λ) =
∏
k 6=m
σ1,k − λ
w1,k(λ)
f2(λ)/f2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
, σ1,n ∈ U1,n.
Here we have dropped the subindex n in fn,2(λ) and simply write f2(λ) =
∏
k∈Z
σ2,k+
1
16λ
pik
and f2(∞) =∏
k∈Z
σ2,k
pik
. Since σ1,n ∈ U1,n we have
npi −mpi
σ1,n − λ = 1 +
(npi − σ1,n) + (λ−mpi)
σ1,n − λ = 1 +O(
1
n−m ).
It implies that Q∗11,mr := limn→∞Qn11,mr exists and
Q11,mr(v, s) =
i
pi
∫
Γ1,m
σ1,m − λ
σ1,r − λ
ζ1,m(λ)
w1,m(λ)
dλ.
Similarly, for m = r one has
Qn11,mm =
i
pi
∫
Γ1,m
npi −mpi
σ1,n − λ
ζ1,m(λ)
w1,m(λ)
dλ.
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Hence Q∗11,mm = limn→∞Qn11,mm exists and
Q∗11,mm =
i
pi
∫
Γ1,m
ζ1,m(λ)
w1,m(λ)
dλ.
By inspection of ζ1,m(λ) one concludes that Q∗11,mm 6= 0 for any m ∈ Z. Next let us consider Qn12,mr.
By (8.48) for any m, r 6= n,
Qn12,mr = (n−m)
∫
Γ1,m
σ1,m − λ
w1,m(λ)
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
ζn1,m(λ) dλ
which by (8.44) - (8.46) can be written as
Qn12,mr =
i
pi
∫
Γ1,m
σ1,m − λ
w1,m(λ)
npi −mpi
σ1,n − λ
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
ζ1,m(λ) dλ.
As above we conclude that for any m, r ∈ Z, Q∗12,mr := limn→∞Qn12,mr exists and
Q∗12,mr =
i
pi
∫
Γ1,m
σ1,m − λ
w1,m(λ)
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
ζ1,m(λ) dλ.
Next let us consider Q22,mr. For m = r, one has by (8.49)
Qn22,mm = 16pi
2
m
∫
Γ2,m
(
1− σ2,m +
1
16λ
σ2,m
)ζn2,m(λ)
w2,m(λ
dλ = 16pi2m
∫
Γ˜2,m
µ
σ2,m
ζn2,m(− 116µ )
w2,m(− 116µ )
dµ
16µ2
which by (8.38) can be written as
Qn22,mm = i
∫
Γ˜2,m
µ
σ2,m
pi2m
µ2
pin
σ1,n − 116µ
ζ2,m(− 116µ )
w2,m(− 116µ )
dµ
where
ζ2,m(λ) =
(∏
k∈Z
σ1,k − λ
pik
) 1
c
√
χ1(λ)/
c
√
χ1(0)
1
f2(∞)
∏
k 6=m
σ2,k +
1
16λ
w2,k(λ)
.
Since pin
σ1,n− 116µ
= 1 +O( 1n ) it follows that Q
∗
22,mm := limn→∞Q
n
22,mm exists and
Q∗22,mm = i
∫
Γ˜2,m
µ
σ2,m
pi2m
µ2
ζ2,m(− 116µ )
w2,m(− 116µ )
dµ 6= 0.
Arguing as in the proof of Lemma 8.19 one sees that
Q∗22,mm = 2pi
∏
k∈Z
σ1,k
σ2,k
+ `2m. (8.53)
Similarly, for m 6= r one has
Qn22,mr =16pi
2
m
∫
Γ2,m
σ2,m +
1
16λ
w2,m(λ)
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
ζn2,m(λ) dλ
=i
∫
Γ˜2,m
σ2,m − µ
w2,m(− 116µ )
( 1
σ2,r − µ −
1
σ2,r
) pin
σ1,n − 116µ
ζ2,m(− 1
16µ
)
pi2m
µ2
dµ.
It implies that Q∗22,mr = limn→∞Qn22,mr exists and
Q∗22,mr = i
∫
Γ˜2,m
σ2,m − µ
w2,m(− 116µ )
( 1
σ2,r − µ −
1
σ2,r
)
ζ2,m(− 1
16µ
)
pi2m
µ2
dµ.
Finally, for m, r ∈ Z one has
Qn21,mr =16pi
2
m
∫
Γ2,m
σ2,m +
1
16λ
w2,m(λ)
1
σ1,r + λ
ζn2,m(λ) dλ
=i
∫
Γ˜2,m
σn2,mµ
w2,m(− 116µ )
1
σ1,r − 116µ
pin
σ1,n − 116µ
ζ2,m(− 1
16µ
)
pi2m
µ2
dµ.
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Again, the limit Q∗21,mr := limn→∞Qn21,mr exists and
Q∗21,mr = i
∫
Γ˜2,m
σn2,mµ
w2,m(− 116µ )
1
σ1,r − 116µ
ζ2,m(− 1
16µ
)
pi2m
µ2
dµ.
By Lemma 8.19 and its proof one sees that the coefficients Q∗jj′,mr (1 ≤ j, j′ ≤ 2, m, r ∈ Z) satisfy the
same asymptotic estimates as the ones for Qnjj′,mr of Lemma 8.19 except the one for Q
∗
22,mm which is
given by (8.53). Hence
Q∗ =
(
Q∗11 Q
∗
12
Q∗2 Q
∗
22
)
: `2 × `2 → `2 × `2
defines a bounded linear operator on `2×`2. By a slight abuse of notation we now view Qn as an operator
on `2× `2 by setting Qn11,nn = 2 and Qn11,nm = 0 , Qn11,mn = 0 for any m ∈ Z \ {n} as well as Qn12,nm = 0
for any m ∈ Z. We claim that Qn → Q∗ in operator norm, locally uniformly on Ωr,∗. To see this, split
Q∗ into its diagonal part D∗ and its off-diagonal part K∗, Q∗ = D∗ + K∗. Arguing as in the proof of
Lemma 8.19, one sees that the following holds
0 6= D∗11,m :=Q∗11,mm = 2 + `2m, ∀ m ∈ Z
0 6= D∗22,m :=Q∗22,mm = 2pi
∏
k∈Z
σ1,k
σ2,k
+ `2m, ∀ m ∈ Z
K∗11,mr =Q
∗
11,mr =
`2m
|m− r| ∀ m, r ∈ Z, m 6= r
K∗22,mr =Q
∗
22,mr =
`2m
|m− r| +
`2m
〈r〉 ∀ m, r ∈ Z, m 6= r
K∗12,mr =Q
∗
12,mr =
`2m
〈r〉 ∀ m, r ∈ Z
K∗21,mr =Q
∗
21,mr =
`2m
〈r〉 ∀ m, r ∈ Z.
We now show that Dn → D∗ and Kn → K∗ in operator norm. For any h1 ∈ `2, taking into account
that Dn11,nn = 2, one gets
‖(D∗11 −Dn11)h1‖2 = |(Q∗11,nn − 2)h1,n|2 +
∑
m 6=n
∣∣ 1
ipi
∫
Γ1,m
(
1− npi −mpi
σ1,n − λ
) ζ1,m(λ)
w1,m(λ)
dλh1,m
∣∣2.
Note that |(Q∗11,nn − 1)h1,n|2 = ‖h1‖ · `1n. Moreover writing
1− npi −mpi
σ1,n − λ =
σ1,n − npi
σ1,n − λ +
λ−mpi
σ1,n − λ
and using Lemma 8.18, one sees that∑
m6=n
∣∣ ∫
Γ1,m
σ1,n − npi
σ1,n − λ
ζ1,m(λ)
w1,m(λ)
dλh1,m
∣∣2 = O(|σ1,n − npi|2‖h1‖2).
Using in addition that for λ ∈ G1,m, |λ−mpi| ≤ |λ− τ1,m|+ |τ1,m −mpi| one gets∑
m6=n
∣∣ ∫
Γ1,m
λ−mpi
σ1,n − λ
ζ1,m(λ)
w1,m(λ)
dλh1,m
∣∣2 = O(‖h1‖2( sup
m6=n
|γ1,m|+ |τ1,m −mpi|2
|n−m|
)2
).
which can be bounded by
C‖h1‖2
( ∑
|m−n|≤ |n|2
(|γ1,m|2 + |τ1,m −mpi|2) + 1
n2
)
.
Since σ1,n−npi = `2n, γ1,m = `2m, and τ1,m−mpi = `2m we conclude that in operator norm limn→∞‖D∗11−
Dn11‖ = 0. Similarly, for h2 ∈ `2, one gets
‖(D∗22 −Dn22)h2‖2 =
∑
m∈Z
∣∣ ∫
Γ˜2,m
µ
σ2,m
pi2m
µ2
(
1− pin
σ1,n − 116µ
) ζ2,m(− 116µ )
w2,m(− 116µ )
dµh2,m
∣∣2.
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Using again Lemma 8.18 and limn→∞(1 − pinσ1,n ) = 0 one sees that limn→∞‖D∗22 − Dn22‖ = 0. Next we
turn to K∗11. For h1 ∈ `2,
‖(K∗11 −Kn11)h1‖2 =
∑
m6=n
∣∣ ∑
r 6=m
(Q∗11,mr −Qn11,mr)h1,r
∣∣2 + ∣∣∑
r 6=n
(Q∗11,nr −Qn11,nr)h1,r
∣∣2.
Since by definition Qn11,nr = 0 for any r 6= n the Cauchy-Schwarz inequality yields∣∣∑
r 6=n
(Q∗11,nr −Qn11,nr)h1,r
∣∣2 ≤∑
r 6=n
|Q∗11,nr|2‖h1‖2.
Since for n 6= r
Q∗11,nr =
i
pi
∫
Γ1,n
σ1,n − λ
σ1,r − λ
ζ1,n(λ)
w1,n(λ)
dλ
one gets again by Lemma 8.18 that∑
r 6=n
|Q∗11,nr|2 =
(∑
r 6=n
1
|n− r|2
) · `1n.
Similarly, since by definition Qn11,mn = 0 for m 6= n one has∑
m6=n
|
∑
r 6=m
(Q∗11,mr −Qn11,mr)h1,r|2 ≤ I + II
where
I :=
∑
m6=n
|
∑
r 6=m,n
1
pi
∫
Γ1,m
σ1,m − λ
σ1,r − λ
(
1− npi −mpi
σ1,n − λ
) ζ1,m(λ)
w1,m(λ)
dλh1,r|2
II :=
∑
m6=n
|Q∗11,mnh1,n|2 =
∑
m6=n
∣∣ 1
pi
∫
Γ1,m
σ1,m − λ
σ1,n − λ
ζ1,m(λ)
w1,m(λ)
dλh1,n|2.
Let us begin by estimating the latter sum:
II ≤ C
∑
m 6=n
|γ1,m|2
|n−m|2 ‖h1‖
2 ≤ C
∑
|m|≥|n|/2
|γ1,m|2‖h1‖2 + C 1
n2
‖γ1‖2‖h1‖2.
The sum I is estimated similarly:
I ≤
∑
m6=n
∑
r 6=m,n
(
sup
λ∈G1,m
|σ1,m − λ
σ1,r − λ |
|npi − σ1,n|+ |λ−mpi|
|σ1,n − λ| |ζ1,m(λ)|
)2‖h1‖2
≤C‖h1‖2
∑
m 6=n
|γ1,m|2 |npi − σ1,n|
2 + |τ1,m −mpi|2 + |γ1,m|2
|n−m|2
∑
r 6=m,n
1
|r −m|2
leading to an estimate of the same kind as for the sum II. As a result we conclude that in the `2-operator
norm
lim
n→∞‖K
∗
11 −Kn11‖ = 0.
In the same way one shows that
lim
n→∞‖K
∗
22 −Kn22‖ = 0, lim
n→∞‖K
∗
12 −Kn12‖ = 0, and lim
n→∞‖K
∗
21 −Kn21‖ = 0.
Hence we have established that
lim
n→∞‖D
∗ −Dn‖ = 0, lim
n→∞‖K
∗ −Kn‖ = 0.
Going trough the arguments of the proof one verifies that the convergence is locally uniform in Ωr,∗. For
any n ≥ 0, Qn is a continuous map Qn : Ωr,∗ → L(`2× `2). By the locally uniform convergence Qn → Q∗
for n→∞ it then follows that Q∗ : Ωr,∗ → L(`2 × `2) is continuous as well. Arguing as in the proof of
Lemma 8.21, Q∗ is boundedly invertible at every point of Ωr,∗. Since or any given v ∈ H1r , the set
Π(v) := { s = (s1, s2) ∈ `2R × `2R : σ1,k ∈ G1,k(v), (−16σ2,k)−1 ∈ G2,k(v) ∀ k ∈ Z }
is compact in `2R × `2R, the operator Q∗(v, s) is indeed uniformly boundedly invertible for any s ∈ Π(v).
By continuity, Qn(v, s) is also uniformly boundedly invertible for all large n and s ∈ Π(v), and hence by
Corollary 8.22, for all n ≥ 0. This finishes the proof of Lemma 8.25.
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Summarizing our results so far, the functions ψn(λ) = − 1pin 1ψn,2(∞)ψn,1(λ)ψn,2(λ) with
ψn,1(λ) =
∏
k 6=n
σn1,k − λ
pik
, ψn,2(λ) =
∏
k∈Z
σn2,k +
1
16λ
pik
satisfy ∫
Γ1,m
ψn(λ)
c
√
χp(λ)
dλ = 0 ∀ m 6= n,
∫
Γ2,m
ψn(λ)
c
√
χp(λ)
dλ = 0 ∀ m ∈ Z. (8.54)
We now check that they also satisfy the normalization condition
1
2pi
∫
Γ1,n
ψn(λ)
c
√
χp(λ)
dλ = 1.
Lemma 8.26 On the complex neighborhood W ⊂ Wˆ of H1r of Lemma 8.24 one has for any n ≥ 0∫
Γ1,n
ψn(λ)
c
√
χp(λ)
dλ = 2pi.
Proof. Let v ∈ W and n ≥ 0 be arbitrary. By (8.54) it follows by Cauchy’s theorem that for N ≥ 1
sufficiently large so that Uj,m ∩ ∂BN = ∅, Uj,m ∩ ∂B−N = ∅ ∀ m ∈ Z, k = 1, 2, one has∫
Γ1,n
ψn(λ)
c
√
χp(λ)
dλ = IN − IIN (8.55)
where
IN :=
∫
∂BN
ψn(λ)
c
√
χp(λ)
dλ, IIN :=
∫
∂B−N
ψn(λ)
c
√
χp(λ)
dλ.
Let us first compute IN . Using that c
√
χ1(0) =
c
√
χ2(∞), one has c
√
χp(λ) = i
c
√
χ1(λ)
c
√
χ2(λ)/
c
√
χ2(∞).
Letting σn1,n := τ1,n, the contour integral IN can be written as
IN =
1
i
∫
∂BN
1
λ− σn1,n
(∏
k∈Z
σ1,k − λ
w1,k(λ)
) ψn,2(λ)/ψn,2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
dλ.
Note that as N →∞
sup
λ∈∂BN
|ψn,2(λ)/ψn,2(∞)− 1| = O( 1
N
), sup
λ∈∂BN
| c
√
χ2(λ)/
c
√
χ2(∞)− 1| = O( 1
N
).
Furthermore, by Lemma B.5
sup
λ∈∂BN
|
∏
k∈Z
σn1,k − λ
w1,k(λ)
− 1| = o(1) as N →∞.
Hence we get by Cauchy’s theorem
lim
N→∞
IN = lim
N→∞
1
i
∫
∂BN
1
λ− σn1,n
(1 + o(1)) dλ = 2pi. (8.56)
Now let us turn towards IIN . By the change of variable of integration λ = − 116µ ,
IIN =
∫
∂B−N
ψn(λ)
c
√
χp(λ)
dλ =
∫
∂BN
ψn,1(− 116µ )
c
√
χp(− 116µ )
dµ
16µ2
=
∫
∂BN
i
pin
ψn,1(− 116µ )
c
√
χ1(− 116µ )/ c
√
χ1(0)
∏
k∈Z
σn2,k − µ
w2,k(− 116µ )
dµ
16µ2
.
By the definition of w2,k, one has w2,k(− 116µ ) = s
√
(λ+2,k − µ)(λ−2,k − µ). Hence again by Lemma B.5 one
has
sup
µ∈∂BN
∣∣ ∏
k∈Z
σn2,k − µ
w2,k(− 116µ )
− 1∣∣ = o(1) as N →∞.
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Furthermore, as N →∞
sup
µ∈∂BN
|ψn,1(− 1
16µ
)− ψn,1(0)| = O( 1
N
), sup
µ∈∂BN
|
c
√
χ1(− 116µ )
c
√
χ1(0)
− 1| = O( 1
N
).
Altogether, one then concludes that
lim
N→∞
IIN = lim
N→∞
∫
∂BN
i
pin
ψn,1(0)(1 + o(1))
dµ
16µ2
= 0. (8.57)
Combining (8.56) - (8.57) with (8.55) yields the claimed identity.
To finish the proof of Theorem 8.12 it remains to establish the claimed estimates of σn1,m, σn2,m. To
finish the proof of Theorem 8.12 it remains to establish the claimed estimates of σn1,m, σn2,m. Recall that
for convenience we set σn1,n = τ1,n.
Lemma 8.27 On the complex neighborhood W ⊂ Wˆ of H1r of Lemma 8.24 one has for j = 1, 2
σnj,m = τj,m + γ
2
j,m`
2
m (8.58)
uniformly in n ≥ 0 and locally uniformly on W . It means that |σnj,m− τj,m| ≤ |γj,m|2anj,m where anj,m ≥ 0
and
∑
m(|an1,m|2 + |an2,m|2) ≤ C. The constant C can be chosen uniformly in n and locally uniformly on
W .
Proof. For v ∈ W , let (Uj,m)m∈Z be the neighborhoods, defined in terms of isolating neighborhoods
Um, m ∈ Z, at the beginning of this section. Let n ≥ 0 be arbitrary. First we treat the case j = 1.
Multiplying the identity, Fn1,m(v, sn(v)) = 0 by pi it can be written as
0 =
∫
Γ1,m
σn1,m − λ
w1,m(λ)
χn1,m(λ) dλ (8.59)
where χn1,m(λ) =
pi(n−m)
σn1,n−λ ζ
n
1,m(λ) with σn1,n = τ1,n and (cf (8.44) - (8.45))
ζn1,m := i
( ∏
k 6=m
σn1,k − λ
w1,k(λ)
) ψn,2(λ)/ψn,2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
.
Expanding χn1,m at λ = τ1,m up to first order, one has
χn1,m(λ) = χ
n
1,m(τ1,m) + (λ− τ1,m)bn1,m(λ).
Since
∫
Γ1,m
τ1,m−λ
w1,m(λ)
dλ = 0 and
∫
Γ1,m
1
w1,m(λ)
dλ = −2pii one has
1
2pi
∫
Γ1,m
σn1,m − λ
w1,m(λ)
χn1,m(τ1,m) dλ = −(σn1,m − τ1,m)χn1,m(τ1,m)
and hence (8.59) becomes
χn1,m(τ1,m)(σ
n
1,m − τ1,m) =
1
2pii
∫
Γ1,m
σn1,m − λ
w1,m(λ)
(λ− τ1,m)bn1,m(λ) dλ. (8.60)
Note that by (8.46), supλ∈U1,m |ζ1,m(λ) − 1| = `2m and by the definition of U1,n, σn1,n = τ1,n ∈ U1,n,
implying that supλ∈U1,m
∣∣pi(n−m)
σn1,n−λ − 1
∣∣ = `2m. Hence by the definition of χn1,m(λ)
sup
λ∈U1,m
∣∣χn1,m(λ)− i∣∣ = `2m, inf
m 6=n
|χn1,m(λ)| > 0.
By choosing Γ1,m so that infm dist(Γ1,m, ∂U1,m) > 0 one then gets by Cauchy’s estimate that∑
m 6=n
sup
λ∈Γ1,m
|bn1,m(λ)|2 ≤ C
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for some C > 0. It then follows from Lemma 8.18 applied to (8.60) that for m 6= n
|σn1,m − τ1,m| = max
λ∈G1,m
|σn1,m − λ||γ1,m|`2m.
Since for any λ ∈ G1,m, |σn1,m − λ| ≤ |σn1,m − τ1,m|+ |γ1,m/2| one gets
|σn1,m − τ1,m| = (|σn1,m − τ1,m|+ |γ1,m/2|)|γ1,m|`2m (8.61)
implying that |σn1,m−τ1,m| = |γ1,m|`2m. Substituting the latter estimate into the right hand side of (8.61)
one obtains |σn1,m − τ1,m| = |γ1,m|2an1,m for some a1,m ≥ 0 (and an1,n = 0) with
∑
m |an1,m|2 ≤ C. Going
trough the arguments of the proof one verifies that C > 0 can be chosen uniformly in n ≥ 0 and locally
uniformly on Vv ⊂W . The case j = 2 is treated in a similar fashion.
8.3 Angles
In this section we introduce the angle coordinates θn(v) for n ≥ 0 on the open set W \ Zn where W is
the complex neighborhood of H1r of Theorem 8.12 on which the ψ-functions ψn, n ≥ 0 are defined and
Zn denotes the subvariety of Wˆ given by Zn = { v ∈ Wˆ : λ−n 6= λ+n }. The angle coordinate θ−n(q, p),
for n ≥ 1 will be defined in terms of θn(−q, p) at the end of this section. Without further reference we
will use the notation introduced in the previous sections, in particular the one introduced in Section 6.3,
6.4, and 8.2. In addition we introduce for any m ∈ Z the sets
U˜1,m := U1,m, U˜2,m := { − 1
16λ
: λ ∈ U2,m }.
For any n ≥ 0 and v ∈W \ Zn we set
θn(v) := ηn(v) +
∑
m 6=n
βn1,m(v) +
∑
m∈Z
βn2,m(v) (8.62)
where
ηn(v) ≡ βn1,n :=
∫ µ1,n
λ−1,n
ψn(λ)
∗
√
χp(λ)
dλ (mod 2pi) (8.63)
βn1,m(v) :=
∫ µ1,m
λ−1,m
ψn(λ)
∗
√
χp(λ)
dλ, ∀ m 6= n, (8.64)
and
βn2,m(v) :=
∫ µ2,m
λ−2,m
ψn(− 116µ )
∗
√
χp(− 116µ )
dµ
16µ2
, ∀ m ∈ Z. (8.65)
The integrals in the definition of βnj,m are taken along any path from λ
−
j,m to µj,m inside the neighborhood
U˜j,m that besides its starting point λ−j,m and maybe its end point µj,m contains no point of [λ
−
j,m, λ
+
j,m].
For µj,m 6= λ±j,m, the sign of the ∗-root ∗
√
∆2(λ)− 1 along such a path in U˜j,m is chosen so that
∗
√
∆2(µm)− 1 = δ(µm). (8.66)
In the case where µj,m ∈ {λ−j,m, λ+j,m} the choice of the sign does not matter since for any choice of the
sign ∫ λ+1,m
λ−1,m
ψn(λ)√
χp(λ)
dλ = 0 (m 6= n),
∫ λ+2,m
λ−2,m
ψn(− 116µ )√
χp(− 116µ )
dµ
16µ2
= 0 (m ∈ Z) (8.67)
and ∫ λ+1,n
λ−1,n
ψn(λ)√
χp(λ)
dλ = pi (mod 2pi). (8.68)
Note that the integrals in (8.63)-(8.65) are improper integrals. They exist since whenever λ−j,m 6= λ+j,m
the integrand ψn(λ)/ ∗
√
χp(λ) is of the order (λ−λ±j,m)−1/2 near λ±j,m. On the other hand, if λ−j,m = λ+j,m,
then by Theorem 8.12, τj,m is a root of ψn and by the definition of the canonical root c
√
χp(λ) (which
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equals ∗
√
χp(λ) up to a sign) has a factor (τj,m − λ) implying that ψn(λ)/ ∗
√
χp(λ) is analytic on U˜j,m.
Furthermore, the integrals in (8.63) - (8.65) are independent of the chosen pathes since in view of Theorem
8.12 the integrals along any closed loop in U˜j,m around [λ−j,m, λ
+
j,m] vanishes for (j,m) 6= (1, n) while such
a loop around [λ−1,n, λ
+
1,n] contributes a multiple of 2pi and hence does not change ηn since it is defined
mod 2pi. We also note that by the change of variable λ 7→ µ := −λ one gets for any m ≥ 1,
βn1,−m =
∫ µ1,−m
λ−1,−m
ψn(λ)
∗
√
χp(λ)
dλ = −
∫ µ1,m
λ−1,m
ψn(−µ)
∗
√
χp(µ)
dµ (8.69)
where we have used that by Lemma 2.14,
δ(−λ) = δ(λ), ∆(−λ) = ∆(λ), and hence ∗
√
χp(−λ) = ∗
√
χp(λ).
Similarly for any m ≥ 1
βn2,−m =
∫ µ2,−m
λ−2,−m
ψn(− 116µ )
∗
√
χp(− 116µ )
dµ
16µ2
= −
∫ µ2,m
λ−2,m
ψn(
1
16µ )
∗
√
χp(− 116µ )
dµ
16µ2
. (8.70)
Finally we note that actually βn1,m (m 6= n) and βn2,m (m ∈ Z) are well defined on all of W and real
valued on H1r , whereas ηn is real valued on H1r \ Zn.
In a first step we need to estimate the functions βnj,m on W \ Zn to confirm that the infinite sums in
(8.62) converge and hence θn(v) is well defined on W \ Zn. Let
dj,m := min{|µj,m − λ−j,m|, |µj,m − λ+j,m|}
Lemma 8.28 For any n ≥ 0, the following estimates holds locally uniformly on W :
βn1,m = O
(
+
√|γ1,m|+ d1,m · +√d1,m
m− n
)
, ∀ m 6= n (8.71)
βn2,m = O
(
+
√|γ2,m|+ d2,m · +√d2,m
pinm2
)
, ∀ m ∈ Z (8.72)
and as a consequence
βn1,m = O
( |γ1,m|+ |µ1,m − τ1,m|
m− n
)
, ∀ m 6= n (8.73)
βn2,m = O
( |γ2,m|+ |µ2,m − τ2,m|
pinm2
)
, ∀ m ∈ Z (8.74)
Proof. We argue as in the proof of Lemma 8.17 in Section 8.2. First we prove (8.71). Let m 6= n and
v0 ∈ W . Furthermore, let Vv0 be a neighborhood of v0 in W , and Um, m ∈ Z isolating neighborhoods
which work for any v in Vv0 (cf Section 6.2). By (8.67), βn1,m = 0 if µ1,m ∈ {λ−1,m, λ+1,m}. Thus it remains
to consider the case µ1,m 6= λ±1,m. By (8.67), βn1,m does not change if we interchange the role of λ−1,m and
λ+1,mζ and we assume that v0 is in
W+1,m := { v ∈W : |µ1,m − λ−1,m| ≤ |µ1,m − λ+1,m| }.
Note that W = W+1,m ∪ W−1,m, where W−m is defined as W+1,m, but with the roles of λ−1,m and λ+1,m
interchanged. For λ ∈ U1,m we write similarly as in (8.35)
ψn(λ)
c
√
χp(λ)
=
σn1,m − λ
w1,m(λ)
ζn1,m(λ) (8.75)
with
ζn1,m(λ) =
i
w1,n(λ)
( ∏
k 6=m,n
σnk − λ
w1,k(λ)
) ψn,2(λ)/ψn,2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
. (8.76)
Note that ζn1,m(λ) is analytic on U1,m × Vv0 and by (8.36) satisfies
ζn1,m(λ) = O(
1
|m− n| ). (8.77)
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To estimate βn1,m = βn1,m(v0) let ω1,m := µ1,m − λ−1,m. By assumption ω1,m 6= 0. The substitution
λ(t) := λ−1,m + tω1,m then leads to∫ µ1,m
λ−1,m
σn1,m − λ
w1,m(λ)
ζn1,m(λ) dλ = O
( 1
|n−m|
∫ 1
0
∣∣σn1,m − λ(t)
tω1,m
∣∣1/2∣∣σn1,m − λ(t)
λ+1,m − λ(t)
∣∣1/2|ω1,m|dt).
Since by assumptions |µ1,m − λ−1,m| ≤ |µ1,m − λ+1,m| one has |λ+1,m − λ(t)| ≥ |γ1,m|/2 for any 0 ≤ t ≤ 1,
yielding the estimate ∣∣σn1,m − λ(t)
λ+1,m − λ(t)
∣∣ = ∣∣1 + σn1,m − λ+1,m
λ+1,m − λ(t)
∣∣ = O(1). (8.78)
On the other hand
∣∣σn1,m − λ(t)
tω1,m
∣∣1/2 ≤ (|σn1,m − λ−1,m|+ |ω1,m|)1/2√
t|ω1,m|1/2
= O
(
(|γ1,m|+ |ω1,m|)1/2√
t|ω1,m|1/2
)
. (8.79)
It then follows that∣∣∣ ∫ µ1,m
λ−1,m
σn1,m − λ
w1,m(λ)
ζn1,m(λ) dλ
∣∣∣ = O( (|γ1,m|+ |ω1,m|)1/2|ω1,m|1/2|n−m|
)
.
Going trough the arguments of the proof one sees that the claimed estimates (8.71) hold locally uniformly
on W . The estimates (8.72) are obtained in a similar way. Let m ∈ Z and v0 ∈W . By (8.67), βn2,m = 0
if µ2,m ∈ {λ−2,m, λ+2,m}. Thus again it remains to consider the case µ2,m 6= λ±2,m. By (8.67), βn2,m does
not change if we interchange the role of λ−2,m and λ
+
2,m, and we assume that v0 is in
W+2,m := { v ∈W : |µ2,m − λ−2,m| ≤ |µ2,m − λ+2,m| }.
Note that W = W+2,m ∪ W−2,m, where W−2,m is defined as W+2,m, but with the roles of λ−2,m and λ+2,m
interchanged. For λ ∈ U˜2,m (= { − 116λ : λ ∈ U2,m }) we write similarly as in (8.37)
ψn(− 116µ2 )
c
√
χp(− 116µ2 )
=
1
pin
σn2,mµ
w2,m(− 116µ )
ζn2,m(−
1
16µ
) (8.80)
where w2,m(− 116µ ) = s
√
(λ+2,m − µ)(λ−2,m − µ) and
ζn2,m(−
1
16µ
) =
iψn,1(− 116µ )
c
√
χ1(− 116µ )/ c
√
χ1(0)
1
ψn,2(∞)
( ∏
k 6=m
σn2,k − µ
w2,k(− 116µ )
)
(8.81)
Note that ζn2,m(− 116µ ) as a function of µ is analytic on U˜2,m × Vv0 and by (8.39) satisfies
ζn2,m(−
1
16µ
) = O(1).
To estimate βn2,m = βn2,m(v0) let ω2,m := µ2,m − λ−2,m. By assumption ω2,m 6= 0. The substitution
µ(t) := λ−2,m + tω2,m then leads to∫ µ2,m
λ−2,m
σn2,m − µ
s
√
(λ+2,m − µ)(λ−2,m − µ)
ζn2,m(−
1
16µ
)
dµ
16µ2
= O
( 1
m2
∫ 1
0
∣∣σn2,m − µ(t)
tω2,m
∣∣1/2∣∣σn2,m − µ(t)
λ+2,m − µ(t)
∣∣1/2|ω2,m|dt).
Arguing as in the case j = 1 one obtains∣∣∣ ∫ µ2,m
λ−2,m
σn2,m − µ
w2,m(− 116µ )
ζn1,m(−
1
16µ
)
dµ
16µ2
∣∣∣ = O( (|γ2,m|+ |ω2,m|)1/2|ω2,m|1/2
m2
)
.
Going trough the arguments of the proof one sees that the claimed estimates (8.72) hold locally uniformly
on W .
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Lemma 8.29 Let n ≥ 0. For any (j,m) 6= (1, n), the functions βnj,m are real analytic on W while the
function ηn is real analytic on W \ Zn if taken modulo pi.
Remark 8.30. The values of ηn have to be taken modulo pi as, due to the ordering and to possible
crossings, the periodic eigenvalues λ−1,n, λ
+
1,n might not be continuous on W .
Proof. It is convenient to introduce the subsets
Zj,m := { v ∈W : γ2j,m = 0 }, Ej,m := { v ∈W : ∆(µj,m) = 2(−1)m }.
Since γ2j,m and µj,m are analytic functions on W (and ∆ is analytic on C∗ × H1c ), these subsets are
analytic subvarieties of W . We are going to prove that for any (j,m) 6= (1, n), βnj,m is analytic on
W \ (Zj,m ∪Ej,m), extends continuously to W , and has weakly analytic restrictions to Zj,m and Ej,m. It
then follows from Theorem A.6 that βnj,m is analytic on W . First let us consider the case j = 1. To prove
that βn1,m, m 6= n, is analytic on W \ Z1,m ∪ E1,m it is to prove that it is complex differentiable at any
potential v0 ∈W \Z1,m∪E1,m. Note that although λ±1,m are simple eigenvalues outside Z1,m, they are not
necessarily continuous but by Lemma 5.13, there exist two analytic functions ρ+1,m, ρ
−
1,m, defined on some
neighborhood of v0 continued inW \(Z1,m∪E1,m) such that the set equality {λ−1,m, λ+1,m} = {ρ−1,m, ρ+1,m}
holds. Chose ρ−1,m so that near v0,
|tµ1,m + (1− t)ρ−1,m − ρ+1,m| ≥
1
3
|γ1,m| ∀ 0 ≤ t ≤ 1.
In view of (8.67), we thus can write
βn1,m =
∫ µ1,m
ρ−1,m
ψn(λ)
∗
√
χp(λ)
dλ.
Similarly as in (8.75) - (8.76), write
ψn(λ)
c
√
χp(λ)
=
σn1,m − λ
w1,m(λ)
ζn1,m(λ)
and let ω1,m := µ1,m − ρ−1,m. For λ ≡ λ(t) = ρ−1,m + tω1,m one has w1,m(λ)2 = tω1,m · (λ − ρ+1,m) and
since by assumption, |λ− ρ+1,m| ≥ |γ1,m/3| for 0 ≤ t ≤ 1 and v near v0, { arg(λ(t)− ρ+1,m) : 0 ≤ t ≤ 1 }
is contained in an interval of length strictly smaller than pi. Hence the square root
√
λ(t)− ρ+1,m can be
chosen to be continuous in t and analytic in v for v near v0. With the appropriate choice of the root√
ω1,m it then follows that
βn1,m =
∫ 1
0
1
+
√
t
σn1,m − λ√
λ− ρ+1,m
ζn1,m(λ)
√
ω1,m dt.
As v0 ∈ W \ (Z1,m ∪ E1,m), the function v 7→ √ω1,m is analytic for v near v0. In all, we have shown
that βn1,m is analytic for v near v0. Next let us prove that βn1,m is continuous on W . By the previous
considerations, βn1,m is continuous at any potential ofW \(Z1,m∪E1,m). By the estimate (8.71) it follows
that βn1,m is continuous at any potential in E1,m. It thus remains to prove that βn1,m is continuous at
potentials of Z1,m \ E1,m. First we show that the restriction βn1,m
∣∣
Z1,m\E1,m is continuous. Indeed on
Z1,m, λ−1,m = τ1,m and (σ
n
1,m − λ)/w1,m(λ) = 1. Hence
βn1,m
∣∣
Z1,m\E1,m =
∫ µ1,m
τ1,m
ζn1,m(λ) dλ
∣∣
Z1,m\E1,m .
Clearly,
∫ µ1,m
τ1,m
ζn1,m(λ) dλ
∣∣
Z1,m\E1,m is continuous. Since E1,m is closed in W , it then remains to show
that for any sequence (vk)k≥1 ⊂ W \ Z1,m ∪ E1,m with vk → v ∈ Z1,m \ E1,m as k → ∞ one has
limk→∞ βn1,m(vk) = β
n
1,m(v). Without loss of generality we may assume that infk |(µ1,m − τ1,m)(vk)| > 0
and for any k ≥ 1
|λ+1,m(vk)− µ1,m(vk)| ≥ |λ−1,m(vk)− µ1,m(vk)|.
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(Otherwise consider an appropriate subsequence of (vk)k≥1, and/or if necessary switch the roles of λ+1,m
and λ−1,m.)
In addition we may assume that ∗
√
χp(µ1,m(vk))(= δ(µ1,m(vk))) coincides with c
√
χp(µ1,m(vk)) for
any k ≥ 1. Since v ∈ Z1,m \ E1,m one has
lim
k→∞
γ1,m(vk) = 0 and lim
k→∞
ω1,m(vk) = µ1,m(v)− τ1,m(v) 6= 0.
Furthermore, since vk 6∈ E1,m one has ω1,m(vk) = µ1,m(vk)− λ−1,m(vk) 6= 0 for any k ≥ 1. Hence for any
0 <  < 1 there exists k ≥ 1 so that ∣∣∣ γ1,m(vk)
ω1,m(vk)
∣∣∣ ≤ 
2
∀ k ≥ k. (8.82)
Making again the substitution λ(t) = λ−1,m + tω1,m in the integral defining β
n
1,m ≡ βn1,m(vk) one gets
βn1,m =
∫ 1
0
σn1,m − λ
w1,m(λ)
ζn1,m(λ)ω1,m dt = I + II
where
I ≡ I(vk) =
∫ 
0
σn1,m − λ
w1,m(λ)
ζn1,m(λ)ω1,m dt
and
II ≡ II(vk) =
∫ 1

σn1,m − λ
w1,m(λ)
ζn1,m(λ)ω1,m dt.
Taking into account the estimate (8.77) - (8.79) one sees that
|I(vk)| ≤ C
√
 ∀ k ≥ k
where C > 0 is a constant independent of k. Next we estimate the integral II(vk). We claim that,
according to the definition of the s-root,
w1,m(λ) = (τ1,m − λ) +
√
1− γ
2
1,m/4
(τ1,m − λ)2 (8.83)
for λ = λ(t) with  ≤ t ≤ 1 and any vk with k ≥ k. Indeed note that for  ≤ t ≤ 1, and vk with k ≥ k,
one has by (8.82), |ω1,m/γ1,m| ≥ 2/ and hence∣∣t2ω1,m
γ1,m
∣∣− 1 ≥  · 4

− 1 = 3 ∀  ≤ t ≤ 1.
Therefore,
|γ1,m|2/4
|τ1,m − λ(t)|2 =
|γ1,m|2/4
|γ1,m/2− tω1,m|2 ≤
1
(|t 2ω1,mγ1,m | − 1)2
≤ 1
32
yielding the claimed identity (8.83). Hence for any k ≥ k
II(vk) =
∫ 1

(
1 +
σn1,m − τ1,m
τ1,m − λ
)(
1− γ
2
1,m/4
(τ1,m − λ)2
)−1/2
ζn1,m(λ)ω1,m dt.
Since by Theorem 8.12, σn1,m − τ1,m = γ21,m`2m locally uniformly on W , one has uniformly in  ≤ t ≤ 1
σn1,m − τ1,m
τ1,m − λ(t)
∣∣∣
vk
=
γ21,m`
2
m
τ1,m − λ−1,m − tω1,m
∣∣∣
vk
−−−−→
k→∞
0.
Here we used that by the definition of k, one has for any  ≤ t ≤ 1 and any k ≥ k
|τ1,m − λ−1,m − tω1,m|vk ≥ |ω1,m|(t− |
∣∣γ1,m/2
ω1,m
∣∣)∣∣
vk
≥ |ω1,m|
2

∣∣
vk
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and limk→∞ ω1,m(vk) = ω1,m(v) = µ1,m(v)− τ1,m(v) 6= 0. Similarly, one has uniformly for  ≤ t ≤ 1 and
k ≥ k,
γ1,m
τ1,m − λ(t)
∣∣∣
vk
=
γ1,m
τ1,m − λ−1,m − tω1,m
∣∣∣
vk
−−−−→
k→∞
0.
As a consequence
lim
k→∞
II(vk) =
∫ 1
0
ζn1,m(λ, v)ω1,m(v) dt.
On the other hand, since v ∈ Z1,m \ E1,m,
βn1,m(v) =
∫ 1
0
ζn1,m(λ, v)ω1,m(v) dt
and by the continuity of ζn1,m(λ, v) in λ one concludes that
βn1,m(v)−
∫ 1

ζn1,m(λ, v)ω1,m(v) dt =
∫ 
0
ζn1,m(λ, v)ω1,m(v) dt = O().
Altogether we thus have shown that for any  > 0 there exists k′ ≥ k so that
|βn1,m(vk)− βn1,m(v)| ≤ C
√
 ∀ k ≥ k′,
where C can be chosen independently of  and k. Since  > 0 can be chosen arbitrarily small it follows
that limk→∞ βn1,m(vk) = βn1,m(v). This finishes the proof that βn1,m is continuous at any point in v in
Z1,m \E1,m. It remains to check the weak analyticity of βn1,m on E1,m and Z1,m. On E1,m this is trivial
since there the function βn1,m vanishes identically. On Z1,m we can write
βn1,m =
∫ µ1,m
τ1,m
ε1,mζ
n
1,m(λ) dλ
where ε1,m is defined on Z1,m\E1,m by ∗
√
χp(µ1,m) = ε1,m
c
√
χp(µ1,m), whereas on Z1,m∩E1,m, ε1,m = 0.
Now consider a disc D ⊂ Z1,m. As E1,m is an analytic subvariety, either D ⊂ Z1,m ∩ E1,m in which
case βn1,m
∣∣
D
≡ 0 or D ∩ E1,m is finite. Since
∫ µ1,m
τ1,m
ζn1,m(λ) dλ
∣∣
D
is analytic (cf Lemma 6.21, Theorem
8.12, Lemma B.1) and βn1,m is continuous on D, it follows that
∫ µ1,m
τ1,m
ζn1,m(λ) dλ
∣∣
D
≡ 0 or 1,m
∣∣
D\E1,m
is constant. In both cases it then follows that βn1,m
∣∣
D
is analytic. Thus we can apply Theorem A.6 to
conclude that βn1,m is analytic on W . Using that µ1,m, λ
±
1,m, and σ
n
1,m are real valued on H1r one sees
that βn1,m is real valued on H1r as well. The proof for ηn is completely analoguous except for the fact
that switching from λ−1,n to ρ
−
1,n may change its value by pi (mod 2pi) in view of (8.68). Hence we have
ηn =
∫ µ1,n
ρ−1,n
ψn(λ)
∗√χp(λ) dλ (mod pi). Then we proceed as in the proof for the analyticity of β
n
1,m, m 6= n,
given above. To show that βn2,m is real analytic on W for any m ∈ Z one proceeds as in the case of βn1,m,
studying βn2,m on W \ (Z2,m ∪ E2,m), Z2,m, and E2,m. Recall that
βn2,m =
∫ µ1,m
λ−2,m
ψn(− 116λ )
∗
√
χp(− 116λ )
dµ
16µ2
.
By (8.80)-(8.81),
ψn(− 116µ )
c
√
χp(− 116µ )
=
1
pin
σn2,m − µ
w2,m(− 116µ )
ζn2,m(−
1
16µ
) =
1
pin
σn2,m − µ√
(λ+2,m − µ)(λ−2,m − µ)
ζn2,m(−
1
16µ
)
where
ζn2,m(−
1
16µ
) = i
ψn,1(− 116µ )
c
√
χ1(− 116µ )/ c
√
χ1(0)
1
ψn,2(∞)
( ∏
k 6=m
σn2,k − µ
w2,k(− 116µ )
)
.
Since for any given v0 ∈ W , ζn2,m(− 116µ ) as a function of µ, is analytic on U˜2,m × Vv0 and satisfies the
estimate ζn2,m(− 116µ ) = O(1) one can analyze the analyticity in the same way as in the case of βn1,m, the
main difference being that the integrand of βn2,m has the additional factor
1
16µ2 .
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The results established so far allow to prove the following main result of this section.
Theorem 8.31 For any n ≥ 0, the series ∑m 6=n βn1,m and ∑m∈Z βn2,m converge locally uniformly on
W to real analytic funcions on W , βn1 :=
∑
m 6=n β
n
1,m, βn2 :=
∑
m∈Z β
n
2,m, such that βn1 = o(1) and
βn2 = O(
1
n ) as n→∞. The angle function
θn = ηn + β
n
1 + β
n
2 = ηn +
∑
m 6=n
βn1,m +
∑
m∈Z
βn2,m,
defined modulo 2pi, is a real valued function on H1r \Zn and extends to a real analytic function on W \Zn
when taken modulo pi.
Proof. By Lemma 8.28 and the Cauchy-Schwarz inequality,∑
m 6=n
|βn1,m| =
∑
0<|m−n|≤n/2
|βn1,m|+
∑
|m−n|>n/2
|βn1,m|
≤C( ∑
|m|≥n/2
|γ1,m|2 + |µ1,m − τ1,m|2
)1/2
+ C
(‖(γ1,m)m∈Z‖+ ‖(µ1,m − τ1,m)m∈Z‖)( ∑
k>n/2
1
k2
)1/2
.
Since (γ1,m)m∈Z ∈ `2 and (µ1,m − τ1,m)m∈Z ∈ `2, the two latter sums converge to zero as n tends to
infinity. It also follows from Lemma 8.28 that∑
m∈Z
|βn2,m| ≤ C
1
n
(‖(γ2,m)m∈Z‖+ ‖(µ2,m − τ2,m)m∈Z‖).
Furthermore, by Lemma 8.29, βnj,m is real analytic on W for any (j,m) 6= (1, n). Using Theorem A.4
one sees that
∑
m6=n β
n
1,m and
∑
m∈Z β
n
2,m are real analytic on W as well. The claim about θn, n ≥ 0,
then follows from the properties of ηn stated in Lemma 8.29.
Remark 8.32. In view of the identities (8.67) and (8.68), the vlaues of θn can be explicitly computed for
potentials v ∈W satisfying
µk(v) ∈ {λ−k (v), λ+k (v)} ∀ k ∈ Z. (8.84)
If in addition for any given n ∈ Z, v ∈W \Zn with µn(v) = λ−n (v), then θn(v) = 0 (mod 2pi) whereas if
v ∈W \ Zn with µn(v) = λ+n (v), then θn(v) = pi (mod 2pi).
Finally we introduce for any n ≥ 1 the angle variable η−n on W \ Z−n. For any v ∈ W \ Z−n we
define
θ−n(v) := η−n(v) +
∑
m∈Z
β−n1,m(v) +
∑
m6=−n
β−n2,m(v) (8.85)
where
η−n(v) ≡β−n2,−n(v) :=
∫ µ2,−n
λ−2,−n
ψ−n(− 116µ )
∗
√
χp(− 116µ )
dµ
16µ2
(mod 2pi) (8.86)
β−n2,m(v) :=
∫ µ2,m
λ−2,m
ψ−n(− 116µ )
∗
√
χp(− 116µ )
dµ
16µ2
∀ m 6= n (8.87)
β−n1,m(v) :=
∫ µ1,m
λ−1,m
ψ−n(λ)
∗
√
χp(λ)
λ ∀ m ∈ Z (8.88)
and ψ−n(λ, v) is given by Corollary 8.15,
ψ−n(λ, q, p) = ψn(
1
16λ
,−q, p) 1
16λ2
.
One can analyze the above integrals in the same way as the ones appearing in the definition of θn(v) with
n ≥ 0. But in fact, one does not need to since these integrals can be expressed in terms of corresponding
integrals of θn(−q, p).
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Lemma 8.33 For any n ≥ 1, one has on W \ Z−n
η−n(q, p) =− ηn(−q, p) + pi (mod 2pi) (8.89)
β−n2,m(q, p) =− βn1,−m(−q, p) ∀ m 6= −n (8.90)
β−n1,m(q, p) =− βn2,−m(−q, p) ∀ m ∈ Z. (8.91)
Hence θ−n(q, p) = −θn(−q, p) + pi (mod 2pi).
Proof. To prove (8.89) recall that λ−−n(q, p) 6= λ+−n(q, p) iff λ−n (−q, p) 6= λ+n (−q, p), ψ−n(λ, q, p) =
1
16λ2ψn(
1
16λ ,−q, p), δ(λ, q, p) = δ( 116λ . − q, p) and ∗
√
χp(λ, q, p) =
∗
√
χp(
1
16λ ,−q, p). Substituting the
expression for ψ−n into the definition of η−n and using that −µ2,−n = µ2,n and −λ−2,−n = λ+2,n one gets
η−n =
∫ (−16µ2,−n)−1
(−16λ−2,−n)−1
ψ−n(λ)
∗
√
χp(λ)
dλ =
∫ (16µ2,n)−1
(16λ+2,n)
−1
ψn(
1
16λ ,−q, p)
∗
√
χp(λ, q, p)
dλ
16λ2
.
Since λ+2,n(q, p) = λ
+
1,n(−q, p), µ2,n(q, p) = µ1,n(−q, p) and ∗
√
χp(λ, q, p) =
∗
√
χp(
1
16λ ,−q, p) one gets
η−n =
∫ (16µ1,n(−q,p))−1
(16λ+1,n(−q,p))−1
ψn(
1
16λ ,−q, p)
∗
√
χp(
1
16λ ,−q, p)
dλ
16λ2
with the change of variables µ = 116λ one then arrives at
η−n = −
∫ µ2,n(−q,p)
λ+1,n(−q,p)
ψn(µ,−q, p)
∗
√
χp(µ,−q, p)
dµ.
Finally we use that
∫ λ+1,n(−q,p)
λ−1,n(−q,p)
ψn(µ)
∗√χp(µ) dµ = pi (mod 2pi) to conclude that
η−n(v) = −ηn(−q, p) + pi.
The identities (8.90) and (8.91) are proved in the same way.
Remark 8.34. Sometimes it will be useful to express the bounds of the integrals defining βnj,m in terms
of λ±m, −λ±m, µm, −µm:
βn1,m =
∫ µm
λ−m
ψn(λ)
∗
√
χp(λ)
dλ ∀ m ≥ 0, ∀ n ≥ 0
βn1,−m =
∫ −µm
−λ+m
ψn(λ)
∗
√
χp(λ)
dλ ∀ m ≥ 1, ∀ n ≥ 0
βn2,m =
∫ −µ−m
−λ+−m
ψn(λ)
∗
√
χp(λ)
dλ ∀ m ≥ 0, ∀ n ≥ 0
βn2,−m =
∫ µ−m
λ−−m
ψn(λ)
∗
√
χp(λ)
dλ ∀ m ≥ 1, ∀ n ≥ 0
and
β−n1,m =
∫ µm
λ−m
ψ−n(λ)
∗
√
χp(λ)
dλ ∀ m ≥ 0, ∀ n ≥ 1
β−n1,−m =
∫ −µm
−λ+m
ψ−n(λ)
∗
√
χp(λ)
dλ ∀ m ≥ 1, ∀ n ≥ 1
β−n2,m =
∫ −µ−m
−λ+−m
ψ−n(λ)
∗
√
χp(λ)
dλ ∀ m ≥ 0, ∀ n ≥ 1
β−n2,−m =
∫ µ−m
λ−−m
ψ−n(λ)
∗
√
χp(λ)
dλ ∀ m ≥ 1, ∀ n ≥ 1.
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9 Birkhoff coordinates
In this chapter we construct Birkhoff coordinates for the sinh-Gordon equation. A key ingredient are
the actions and angles introduced and studied in Chapter 8.
9.1 Definition of Birkhoff coordinates and their regularity
Recall that in section 8.1 we have introduced on Wˆ the action variables
In(v) = − 1
pi
∫
Γn
1
λ
F (λ, v) dλ, n ∈ Z. (9.1)
They are real analytic and by Proposition 8.6(ii), satisfy on Wˆ
I−n(q, p) = In(−q, p) ∀ n ∈ Z. (9.2)
Furthermore, In is nonnegative on H1r . On the other hand, in Section 8.3 we have introduced for any
n ∈ Z the angle variable θn on W \Zn where W ⊂ Wˆ is a neighborhood of H1r which like Wˆ is invariant
under the map Srec : (q, p) 7→ (−q, p) and Zn is the subvariety Zn = { v ∈ Wˆ : λ+n (v) = λ−n (v) }. The
variable θn is defined mod 2pi and is real analytic on W \ Zn when considered mod pi. We recall from
Lemma 8.33 that for n ≥ 1 and (q, p) ∈W \ Z−n, (−q, p) is in W \ Zn and
θ−n(q, p) := −θn(−q, p) + pi (mod 2pi). (9.3)
Furthermore, the additive factor pi in (9.3) implies that Remark 8.32 continues to hold for negative n.
Indeed if v = (q, p) ∈ W \ Z−n satisfies µk(v) ∈ {λ−k (v), λ+k (v)} and µ−n(v) = λ−−n(v), then in view
of the symmetries established for the µk’s and the λ±k ’s one has µk(−q, p) ∈ {λ−k (−q, p), λ+k (−q, p)}
∀ k ∈ Z and µn(−q, p) = λ+n (−q, p) implying that θn(−q, p) = pi (mod 2pi) (cf Remark 8.32) and in turn
θ−n(q, p) = 0 (mod 2pi). Similarly, if µ−n(v) = λ+−n(v) instead of µ−n(v) = λ
−
−n(v), then θn(−q, p) = 0
(mod 2pi) and therefore θ−n(q, p) = pi (mod 2pi).
In order to obtain coordinates on H1r we consider the associated Birkhoff coordinates. Recall that on
H1r , In ≥ 0 for any n ∈ Z, hence
xn =
+
√
2In cos(θn), yn =
+
√
2In sinh(θn)
are well defined on H1r \ Zn. To extend xn, yn, n ∈ Z, to a common neighborhood of H1r requires some
careful analysis. First we note that for any (q, p) ∈ H1r \ Z−n with n ≥ 1, one has I−n(q, p) = In(−q, p)
and, θ−n(q, p) = −θn(−q, p) + pi, implying that
x−n(q, p) = −xn(−q, p), y−n(q, p) = yn(−q, p).
Hence in a first step we focus our attention on the case n ≥ 0. Recall from Theorem 8.8 that
In =
1
τn
(ξnγn)
2.
Note that on H1r , τn > 0 ∀ n ≥ 0 and since τn = npi + `2n as n → ∞ it follows, maybe after shrinking
Wˆ , if needed, that Reτn > 0 on Wˆ for any n ≥ 0. Hence +√τn on Wˆ for any n ≥ 0. Hence +√τn is well
defined on Wˆ for any n ≥ 0 and so is
+
√
2In =
2
+
√
2In
ξnγn.
Furthermore, one has asymptotics
+
√
2τn =
+
√
2npi +
1√
n
`2n as n→∞.
For any n ≥ 0, we define on W \ Zn
xn :=
ξn
+
√
2τn
(
eiβnz+n + e
−iβnz−n
)
yn :=
ξn
i +
√
2τn
(
eiβnz+n − e−iβnz−n
)
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where
z±n := γne
±iηn , βn := βn1 + β
n
2 . (9.4)
By Theorem 8.31, βn and hence e±iβn are analytic on W . By Theorem 8.8, ξn is real analytic on Wˆ . On
the other hand γn is not even continuous on W and ηn is real analytic on W \Zn when considered mod
pi. In a first step we prove that z+n , z−n are analytic on W \ Zn.
Lemma 9.1 For any n ≥ 0, the functions z±n = γne±iηn are analytic on W \ Zn.
Proof. Sine on W \Zn, λ+n and λ−n are simple periodic eigenvalues there exist locally around every point
in W \ Zn analytic functions ρ+n , ρ−n such that the set equality {ρ−n , ρ+n } = {λ−n , λ+n } holds. Let
γ˜n := ρ
+
n − ρ−n , η˜n :=
∫ µn
ρ−n
ψn(λ)
∗
√
χp(λ)
dλ.
Depending on whether ρ+n = λ+n or ρ+n = λ−n we have γn = γ˜n, ηn = η˜n or in view of (8.68)
γn = −γ˜n, ηn =
∫ µn
λ−n
ψn(λ)
∗
√
χp(λ)
dλ = η˜n + pi (mod 2pi).
In either case,
γne
±iηn = γ˜ne±iη˜n .
The right hand side of the latter identity is analytic.
Next we study the limiting behaviour of z±n as v approaches a potential v0 in Zn. This limit is
different from zero when v0 is in the set
Yn := { v ∈W : µn 6∈ Gn }.
Note that Yn is an open subset of W and that Yn ∩H1r = ∅ since for v ∈ H1r , µn ∈ Gn. On Yn, the sign
function
εn :=
∗
√
χp(µn)
c
√
χp(µn)
(9.5)
is well defined and locally constant where we recall that ∗
√
χp(µn) = δ(µn).
Lemma 9.2 Let n ≥ 0. If v ∈ Yn \ Zn tends to v0 ∈W ∩ Zn then
γne
±iηn →
{
2(τn − µn)(1± εn)eχn if v0 ∈W ∩ Zn ∩ Yn
0 if v0 ∈W ∩ Zn \ Yn
where χn ≡ χn(v0) is defined as
χn :=
∫ µn
τn
ζn(τn)− ζn(λ)
λ− τn dλ
and
ζn(λ) :=
( ∏
m6=n
σn1,m − λ
w1,m(λ)
) ψn,2(λ)/ψn,2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
.
Proof. Let n ≥ 0. By the product representations of c√χp(λ) (cf (6.52), (6.56), (6.58)) and ψn(λ)
(Theorem 8.12) one has for v ∈ Yn \ Zn
ψn(λ)
∗
√
χp(λ)
= iεn
ζn(λ)
w1,n(λ)
and hence ηn can be written as
iηn = i
∫ µn
λ−n
ψn(λ)
∗
√
χp(λ)
dλ = −εn
∫ µn
λ−n
ζn(λ)
w1,n(λ)
dλ
where the root w1,n(λ) is well defined along the path of integration chosen in such a way that it meets
Gn only in its initial point λ−n . We decompose the numerator ζn(λ) into three terms
ζn(λ) = (ζn(λ)− ζn(τn)) + (ζn(τn)− 1) + 1
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and denote the corresponding integrals by on, υn, and ωn. respectively. The limit of on is straightforward
by Lemma 6.18 and Theorem 8.12, ζn is analytic on Un × Vv0 where Vv0 ⊂ W is a sufficiently small
neighborhood of v0 and Un the n’th isolating neighborhood working for any potential in Vv0 . If v → v0
then w1,n(λ, v)→ τn(v0)− λ, λ±n (v)→ τn(v0), and µn(v)→ µn(v0). Thus by the definition of χn(v),
−on = −
∫ µn
λ−n
ζn(λ)− ζn(τn)
w1,n(λ)
dλ→ −
∫ µn
τn
ζn(λ)− ζn(τn)
τn − λ dλ = χn(v0).
For the second term we have
υn = (ζn(τn)− 1)
∫ µn
λ−n
dλ
w1,n(λ)
. (9.6)
By Lemma 9.3, ζn(τn) − 1 = O(γn). Considering the estimate of
∫ µn
λ−n
dλ
w1,n(λ)
we may assume without
loss of generality that along the sequence of potentials v in Yn \Zn converging to v0 one has |µn−λ−n | ≤
|µn−λ+n |. Otherwise switch the roles of λ−n and λ+n . The substitution λ(t) = λ−n + t(µn−λ−n ) then leads
to ∫ µn
λ−n
dλ
w1,n(λ)
= (µn − λ−n )
∫ 1
0
1
w1,n(λ(t))
dt = O
(|µn − λ−n |∫ 1
0
1
|t(µn − λ−n )|1/2
1
|λ+n − λ(t)|1/2
dt
)
.
Since |µn − λ−n | ≤ |µn − λ+n | one has |λ+n − λ(t)| ≥ |γn|/2 for any 0 ≤ t ≤ 1 implying that∫ µn
λ−n
1
w1,n(λ)
dλ = O(|µn − λ−n |1/2|γn|−1/2).
Altogether it then follows that
υn = (ζn(τn)− 1)
∫ µn
λ−n
dλ
w1,n(λ)
= O(|γn|1/2|µn − λ−n |1/2)→ 0
as v tends to v0. Now consider the term ωn =
∫ µn
λ−n
dλ
w1,n(λ)
.We compute it on Yn\Zn mod 2pii by choosing
the straight line path λ(t) = τn + tγn/2 with t in [−1, ρn] and ρn := 2(µn − τn)/γn ∈ C \ [−1, 1]. In the
case the interval [λ−n , µn] intersects Gn \ {λ−n }, it actually contains all of Gn. One easily verifies that in
this case, the choice of the sign of w1,n(λ) along Gn does not matter. We then get mod 2pii
ωn =
∫ µn
λ−n
dλ
s
√
(λ+n − λ)(λ−n − λ)
=
∫ ρn
−1
dt
s
√
(1− t)(−1− t)
where by the definition of the standard root
s
√
(1− t)(−1− t) = −t +
√
1− t2, |t| → ∞.
We claim that
e−εnωn = −ρn + εn s
√
(1− ρn)(−1− ρn). (9.7)
Indeed, both sides as functions of ρn, are solutions of the initial value problem
f ′(z)
f(z)
=
−εn
s
√
(1− z)(−1− z) , f(−1) = 1.
Now consider the limit v → v0. First let us treat the case where v0 ∈ Yn ∩ Zn. Then µn − τn does not
converge to zero. This implies that ρ−1n =
γn
2(µn−τn) → 0 and
γne
−εnωn =− γnρn + εnγn s
√
(1− ρn)(−1− ρn) = −γnρn + εnγn(−ρn) +
√
1− ρ−2n
=2(τn − µn)(1 + εn +
√
1− ρ−2n )→ 2(τn − µn)(1 + εn).
In the case where v0 ∈W ∩ Zn \ Yn, one has γnρn → 0 as v → v0 and thus concludes that
γne
−εnωn = 2(τn − µn) + εnγn s
√
(1− ρn)(−1− ρn)→ 0.
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Note that if v0 ∈ W ∩ Zn \ Yn, 2(τn − µn)(1 + εn) = 0 independent of the value of εn ∈ {1,−1}, and
hence this case can be included in the one where ρ−1n → 0. Combining the results for all three integrals
we obtain
γne
iηn = γne
−εnωne−εn(on+υn) → 2(τn − µn)(1 + εn)eεnχn .
This limit is zero for τn = µn and for τn 6= µn with εn = −1. Hence we can drop εn in eεnχn and obtain
the formula 2(τn − µn)(1 + εn)eχn . In the same way one shows that
γne
−iηn → 2(τn − µn)(1− εn)e−εnχn
which vanishes for τn − µn = 0 or for τn − µn 6= 0 and εn = 1. Hence we can replace e−εnχn by eχn .
Lemma 9.3 Let n ≥ 0. Then for λ ∈ Gn,
ζn(λ) = 1 +O(γn)
locally uniformly on W . In more detail, the claimed estimate means that for any v ∈ W there exists
C > 0 and a neighborhood Vv of v in W so that on Vv, supλ∈Gn |ζn(λ)− 1| ≤ C|γn|.
Proof. Let n ≥ 0. Similarly as in the proof of Lemma 9.2 we write
ψn(λ)
c
√
χp(λ)
= − ζn(λ)
iwn(λ)
, ζn(λ) =
( ∏
m 6=n
σn1,m − λ
w1,m(λ)
) ψn,2(λ)/ψn,2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
.
Integrating over Γn(≡ Γ1,n) we obtain by Theorem 8.12 for any τ ∈ Gn
1 = − 1
2pii
∫
Γn
ζn(λ)
w1,n(λ)
dλ = − 1
2pii
∫
Γn
ζn(τ)
w1,n(λ)
dλ+
1
2pii
∫
Γn
ζn(τ)− ζn(λ)
w1,n(λ)
dλ.
Since − 12pii
∫
Γn
1
w1,n(λ)
dλ = 1 we get
1 = ζn(τ) +
1
2pii
∫
Γn
ζn(τ)− ζn(λ)
w1,n(λ)
dλ = ζn(τ) +O(max
λ∈Gn
|ζn(λ)− ζn(τ)|)
where for the last line we used Lemma 8.18. By Corollary 6.24,
∏
m6=n
σn1,m−λ
w1,m(λ)
is bounded on Un locally
uniformly in v and uniformly in n. Since also ψn,2(λ) and c
√
χ2(λ) are analytic for λ in Un and locally
uniformly bounded in v, it follows that the same is true for ζ˙n(λ) = ∂λζn(λ) with λ ∈ Gn by Cauchy’s
estimate. Therefore
max
λ∈Gn
|ζn(λ)− ζn(τ)| ≤ max
λ∈Gn
|ζ˙n(λ)||γn| = O(γn)
locally uniformly in v and uniformly in n. This proves the claimed statement.
We now extend the functions z±n on all of W as follows
z±n :=
{
2(τn − µn)(1± εn)eχn if v ∈W ∩ Zn ∩ Yn
0 if v ∈W ∩ Zn \ Yn (9.8)
with χn as in Lemma 9.2. To establish that z±n are analytic on W we need the following asymptotic
estimates.
Lemma 9.4 For any n ≥ 0
z±n = O(|γn|+ |µn − τn|)
locally uniformly on W and uniformly in n ≥ 0.
Proof. Let n ≥ 0. Form the proof of Lemma 9.2 one sees that on Yn \ Zn,
z+n = γne
iηn = (−γnρn + εnγn s
√
(1− ρn)(−1− ρn))e−εn(υn+on)
where εn is given by (9.5) and ρn = 2(µn − τn)/γn. In case where 2|µn − τn| ≤ |γn|, i.e. |ρn| ≤ 1,
| − γnρn + εnγn s
√
(1− ρn)(−1− ρn)| ≤ 3|γn|, (9.9)
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while in the case 2|µn − τn| > |γn|, i.e. |ρn| > 1 one has
z+n = γne
iηn = 2(τn − µn)(1 + εn +
√
1− ρ−2n )e−εn(υn+on)
where
|2(τn − µn)(1 + εn) +
√
1− ρ−2n )| ≤ 6|µn − τn|. (9.10)
The exponential term e−εn(υn+on) is locally uniformly bounded (cf Corollary 6.24). So we get on Yn \Zn
z+n = O(|γn|+ |µn − τn|). (9.11)
By Lemma 9.2, estimate (9.10) continues to hold on Yn ∩ Zn. Furthermore one easily verifies that (9.9)
is also valid on W \ Yn for any choice of εn ∈ {1,−1}. Hence (9.11) holds in a locally uniform fashion on
all of W . In the same way one proves the claimed estimate for z−n = γne−iηn .
Proposition 9.5 For any n ≥ 0, the functions z+n , z−n are analytic on W .
Proof. Let n ≥ 0. We apply Theorem A.6 to the functions z+n , z−n on the domain W with the subvariety
W ∩Zn. By Lemma 9.1, these functions are analytic on W \Zn. Next we show that they are continuous
at each potential in Zn. First note that it follows from the formulas of z+n , z−n on Zn, that the restrictions
of z+n , z−n to Zn are continuous. Approaching a potential in Zn from within Yn \ Zn, the corresponding
values of z+n , z−n converge by Lemma 9.2 to the ones of the limiting potential. On the other hand,
approaching a potential in Zn from W \ (Yn ∪ Zn), one has |µn − τn| ≤ |γn| and hence z±n = γne±iηn
converges to zero by Lemma 9.4. Altogether we have shown that the functions z+n , z−n are continuous on
W . In order to appy Theorem A.6 it remains to show that the restrictions of z+n , z−n to Zn are weakly
analytic. Let D be a one-dimensional complex disc contained in Zn. If the center of D is in Yn, then the
entire disc D is in Yn if chosen sufficiently small. The analyticity of z±n = γne±iηn on D is then evident
from the formula (9.8), the definition of χn (cf Lemma 9.2) and the local constancy of εn on Yn. If the
center of D does not belong to Yn, then consider the analytic function µn − τn on D. This function
either vanishes identically on D in which case z±n vanishes identically also by (9.8). Or it vanishes in only
finitely many points. Outside these points, D is in Yn, hence z+n , z−n are analytic there. By continuity
and analytic continuation, these functions are analytic on all of D.
We are now ready to define the Birkhoff coodinates on W for any n ≥ 0
xn =
ξn
+
√
2τn
(
z+n e
iβn + z−n e
−iβn), yn = ξn
i +
√
2τn
(
z+n e
iβn − z−n e−iβn
)
, (9.12)
and for n ≥ 1 and v = (q, p)
x−n(q, p) := −xn(−q, p), y−n(q, p) := yn(−q, p).
To define the corresponding Birkhoff map we introduce the weighted `2-sequence spaces `2,α for any
α ∈ R,
`2,α := { x = (xk)k ∈ `2(Z,C) : ‖x‖α =
(∑
k∈Z
〈k〉2α|xk|2
)1/2
<∞ }
and set `2,αR := `
2,α ∩ `2R, as well as hαc := `2,α × `2,α, hαr := `2,αR × `2,αR .
Theorem 9.6 The map Φ(v) :=
(
(xn(v))n∈Z, (yn(v))n∈Z
)
, defined for v in W , takes values in h1/2c and
Φ : W → h1/2c is real analytic. Furthermore, for any s ≥ 0, Φ(W ∩H1+sr ) ⊂ hs+1/2r .
Proof. By Proposition 9.5 z+n , z−n are analytic on W for any n ≥ 0 and admit the estimate z±n =
O(|γn|+ |µn − τn|) locally uniformly on W and uniformly in n. By Theorem 8.8, ξn is real analytic on
W and satisfies the estimate ξn = 1 + `2n as n → ∞ locally uniformly on W . Furthermore by Lemma
3.16, µn = npi+ `2n as n→∞ and by Lemma 3.17, τn = npi+ `2n, γn = `2n as n→∞ locally uniformly on
W . Since Re(τn) > 0 for any n ≥ 0 locally uniformly on W it follows that (τn)−1/2 = 1√npi + 1〈n〉3/2 `2n as
n→∞. Finally, by Theorem 8.31, βn and hence eiβn are analytic on W and bounded locally uniformly
onW and uniformly in n. Altogether it follows that xn and yn are analytic onW and satisfy the estimate
|xn|, |yn| = O
( 1
〈n〉1/2 |γn|+
1
〈n〉1/2 |µn − τn|) (9.13)
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locally uniformly on W and uniformly in n and (xn)n≥0, (yn)n≥0 are in `2,1/2(Z≥0,C). By the definition
of x−n, y−n for n ≥ 1 it then follows that
(
(xn)n, (yn)n
) ∈ h1/2c locally uniformly on W . It then follows
from Theorem A.5 that Φ : W → h1/2c is an analytic map. Going trough the arguments of the proof
one verifies that Φ(H1r ) ⊂ h1/2r and hence Φ is real analytic. By Theorem 4.10 and the estimate 9.13 it
follows that Φ(H1+sr ) ⊂ hs+1/2r for any s ≥ 0.
9.2 Canonical relations
In this section we compute Poisson brackets between various coordinate functions. The results will be
used to analyze the differential of the Birkhoff map on H1r .
First le us conisider the action variables In(= 4J0,n), n ∈ Z, defined on Wˆ (cf Section 8.1). We prove
that the Poisson brackets {In, Im} are well defined and vanish for any n,m ∈ Z. Actually, it turns out
that the action variables Jk,n on all levels Poisson commute with each other.
Proposition 9.7 For any n,m, k, l ∈ Z, the Poisson brackets {Jk,n, Jl,m} is well defined on Wˆ and
vanishes identically,
{Jk,n, Jl,m} = 0.
Proof. By Proposition 8.6, for any n, k ∈ Z, Jk,n is analytic on Wˆ and its L2-gradient is given by
∂Jk,n = − 1
pi
∫
Γn
1
λ
(4λ)k
∂∆(λ)
c
√
χp(λ)
dλ.
By Lemma 7.2, ∂∆(λ) and hence ∂Jk,n are in L2c . As a consequence, the Poisson brackets {Jk,n, Jl,m}
are well defined and one has
{Jk,n, Jl,m} = 16
pi2
∫
Γn
∫
Γm
(4λ)k−1(4µ)l−1
{∆λ,∆µ}
c
√
χp(µ)
c
√
χp(λ)
dλ dµ.
By Theorem 7.4, {Jk,n, Jl,m} = 0 on Wˆ .
Proposition 9.7 can be extended in the following way:
Proposition 9.8 For any differentiable function G on H1r which at every point v depends only on the
periodic spectrum of Q(v), the Poisson bracket {G,∆λ} is well defined on H1r for any λ ∈ C∗ and vanishes
identically. As a consequence, for any k ∈ Z, {G, Ik} is well defined on H1r and vanishes as well.
Proof. Since for any λ ∈ C∗, ∂∆λ is in L2c (Lemma 8.2), {G,∆λ} is well defined on H1r . Furthermore
X := JP−1∂∆λ is an analytic (Hamiltonian) vector field on H1c (cf Lemma 8.2, Theorem 2.2). Since the
Lie derivative LX∆µ is given by 〈∂∆µ, X〉r = {∆µ,∆λ} it follows from Theorem 7.4 that LX∆µ = 0.
Hence the periodic spectrum is constant along the flow lines of X. But then also G is constant along
them since G is assumed to depend only on the periodic spectrum. It follows that LXG = 0 and hence
{G,∆λ} = 0. Using that for any k ∈ Z, ∂Ik = − 4pi
∫
Γn
1
λ
∂∆(λ)
c
√
χp(λ)
dλ one concludes that {G, Ik} is well
defined on H1r and vanishes identically.
Next we want to compute the Poisson brackets between action and angle variables. Recall that for
any n ∈ Z, Zn = { v ∈ Wˆ : γn(v) = 0 }. Furthermore, in Section 8.2 we have introduced the open
neighborhood W ⊂ Wˆ of H1r with the property that Srec(W ) = W (cf Section 6.4) and for any n ∈ Z,
the angle θn is defined on W \ Zn,
θn = ηn +
∑
m 6=n
βn1,m +
∑
m∈Z
βn2,m. (9.14)
A key ingredient for computing the brackets between actions and angles are the formulas for the brackets
{µn,∆λ} of Lemma 7.8. Since we want to apply later Lemma D.1 (interpolation lemma) it is useful to
rewrite these formulas in terms of the notations introduced in Sections 6.3, 6.4, and 8.2. Recall that by
Lemma 7.8 for any m ∈ Z and λ 6= ±µm, the following identities hold on Wˆ .
8{µm,∆λ} = δ(µm)
χ˙D(µm)
λχD(λ)
2µm
λ2 − µ2m
=
δ(µm)
χ˙D(µm)
λχD(λ)(
1
λ− µm −
1
λ+ µm
).
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Furthermore, we have listed the Dirichlet eigenvalues for v ∈ Wˆ in terms of the bi-infinite sequences
(µ1,n)n, (µ2,n)2 (cf Section 6.3) and introduced κ2,n = (−16µ2,n)−1. The Dirichlet eigenvalues are then
(µ1,n)n and (κ2,n)n. It is straightforward to verify that (9.3) can be written as follows: for any m ∈ Z
and v ∈ Wˆ ,
8{µ1,m,∆λ} = δ(µ1,m)
χ˙D(µ1,m)
λ · ( χD(λ)
λ− µ1,m −
χD(λ)
λ+ µ1,m
) (9.15)
and
8{κ2,m,∆λ} = δ(κ2,m)
χ˙D(κ2,m)
λ · ( χD(λ)
λ− κ2,m −
χD(λ)
λ+ κ2,m
). (9.16)
First we need to establish the following
Lemma 9.9 For any n ∈≥ 0 and λ ∈ C∗, {θn,∆λ} is well defined on W \ Zn and on this set
8 {θn,∆λ} = λ · (ψn(λ)− ψn(−λ)).
Proof. Let n ≥ 0. By Lemma 8.29, βn1,m (m 6= n), βn2,m (m ∈ Z) are analytic onW whereas ηn is analytic
on W \Zn when considered modulo pi. Furthermore,
∑
m 6=n β
n
1,m,
∑
m∈Z β
n
2,m converge locally uniformly
on W and hence θn = ηn +
∑
m 6=n β
n
1,m +
∑
m∈Z β
n
2,m is analytic on W \ Zn when considered modulo
pi. Since by Lemma 8.2, ∂∆λ is in L2c for any λ ∈ C∗, the brackets {θn,∆λ}, {ηn,∆λ}, {βn1,m,∆λ}, and
{βn2,m,∆λ} are well defined (on their domains of definition) and
{θn,∆λ} = {ηn,∆λ}+
∑
m 6=n
{βn1,m,∆λ}+
∑
m∈Z
{βn2,m,∆λ}.
Let us compute {βn1,m,∆λ} on H1r for any m 6= n. First consider v ∈ H1r with λ−1,m < µ1,m < λ+1,m.
Recall that by (8.64), βn1,m is given by
βn1,m =
∫ µ1,m
λ−1,m
ψn(λ)
∗
√
χp(λ)
dλ. (9.17)
The lower bound of the latter integral and its integrand are spectral invariants, hence invariant under
the Hamiltonian vector field Xλ = JP−1∂∆λ defined on H1c (cf Proposition 9.8). Since the bracket with
∆λ amounts to a differentiation in direction Xλ one gets by Leibniz rule
{βn1,m,∆λ} =
ψn(µ1,m)
∗
√
χp(µ1,m)
{µ1,m,∆λ}
which, when combined with formula (9.15), yields
8{βn1,m,∆λ} =
ψn(µ1,m)
∗
√
χp(µ1,m)
δ(µ1,m)
χ˙D(µ1,m)
λ · ( χD(λ)
λ− µ1,m −
χD(λ)
λ+ µ1,m
).
By the definition of the ∗-root, one has ∗√χp(µ1,m) = δ(µ1,m) and hence
8
λ
{βn1,m,∆λ} =
ψn(µ1,m)
χ˙D(µ1,m)
(
χD(λ)
λ− µ1,m −
χD(λ)
λ+ µ1,m
). (9.18)
This identity holds on all of H1r since by Corollary 7.15, λ
−
1,m < µ1,m < λ
+
1,m holds on an open dense
subset of H1r , and χD(λ)/(λ± µ1,m) continuously extends to λ = ±µ1,m implying that both sides of the
identity (9.18) are continuous on H1r . By analyticity, identity (9.18) actually holds on W . Since when
computing derivatives we can ignore the modulus pi part in the definition of ηn, it then follows again by
the same arguments that on W \ Zn
8
λ
{ηn,∆λ} = ψn(µ1,n)
χ˙D(µ1,n)
(
χD(λ)
λ− µ1,n −
χD(λ)
λ+ µ1,n
).
To compute {βn2,m,∆λ}, m ∈ Z, one argues as in the case of βn1,m. After a change of variable λ = − 116µ
in the definition of βn2,m one gets
βn2,m =
∫ κ2,m
(−16λ−2,m)−1
ψn(λ)
∗
√
χp(λ)
dλ.
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Arguing as above one then concludes that on W
8
λ
{βn2,m,∆λ} =
ψn(κ2,m)
χ˙D(κ2,m)
(
χD(λ)
λ− κ2,m −
χD(λ)
λ+ κ2,m
).
Altogether one concludes that on W \ Zn, 8λ{θn,∆λ} = In,λ − II1,λ where
In,λ :=
∑
m∈Z
ψn(µ1,m)
χ˙D(µ1,m)
χD(λ)
λ− µ1,m +
ψn(κ2,m)
χ˙D(κ2,m)
χD(λ)
λ− κ2,m
IIn,λ :=
∑
m∈Z
ψn(µ1,m)
χ˙D(µ1,m)
χD(λ)
λ+ µ1,m
+
ψn(κ2,m)
χ˙D(κ2,m)
χD(λ)
λ+ κ2,m
.
To evaluate In,λ we want to apply Lemma D.1 (interpolation) with ϕ(λ) = ψn(λ) and σ1,k = µ1,k, σ2,k =
µ2,k, k ∈ Z. Clearly µ1,k, µ2,k satisfy (D.1) - (D.2). Furthermore, ψn(λ) = − 1pinψn,1(λ)ψn,2(λ)/ψn,2(∞)
where ψn,1(λ) =
∏
k 6=n
σn1,k−λ
pik
, and ψn,2(λ)/ψn,2(∞) is analytic near λ =∞, it follows from Lemma B.5
that
sup
λ∈∂BN
∣∣ψn(λ)
sin(λ)
∣∣ = O( 1
N
)
as N →∞.
Similarly, since ψn,2(λ) =
∏
k∈Z
σn2,k+
1
16λ
pik
we have again by Lemma B.5 that
sup
λ∈∂B−N
∣∣ ψn(λ)
sin(− 116λ )
∣∣ = sup
µ∈∂BN
∣∣ψn(− 116µ )
sin(µ)
∣∣ = O(1).
Hence Lemma D.1 applies and we have In,λ = ψn(λ). Similarly we argue fot IIn,λ: changing the index
of summation in IIn,λ to −m and using that µ1,−m = −µ1,m ( ∀ m 6= 0), κ2,−m = −κ2,m ( ∀ m 6= 0),
and µ1,0 = −κ2,0 one gets
IIn,λ =
∑
m∈Z
ψn(−µ1,m)
χ˙D(−µ1,m)
χD(λ)
λ− µ1,m +
ψn(−κ2,m)
χ˙D(−κ2,m)
χD(λ)
λ− κ2,m .
Since χ˙D is even one then arrives at
IIn,λ =
∑
m∈Z
ψn(−µ1,m)
χ˙D(µ1,m)
χD(λ)
λ− µ1,m +
ψn(−κ2,m)
χ˙D(κ2,m)
χD(λ)
λ− κ2,m .
We now apply Lemma D.1 to ψn(−λ) to conclude that IIn,λ = ψn(−λ). Altogether we have shown that
on W ,
8{θn,∆λ} = λ · (ψn(λ)− ψn(−λ))
for any λ ∈ C∗.
Proposition 9.10 For any n, k ∈ Z, {θn, Ik} is well defined on W \ Zn and
{θn, Ik} = −δn,k.
Proof. By Lemma 7.2, ∂∆λ and hence ∂Ik = − 4pi
∫
Γk
1
λ
∂∆(λ)
c
√
χp(λ)
dλ is in L2c for any v ∈W . Hence {θn, Ik}
is well defined on W \ Zn and
{θn, Ik} = − 4
pi
∫
Γk
1
λ
{θn,∆(λ)}
c
√
χp(λ)
dλ.
By Lemma 9.9 it then follows that
{θn, Ik} = − 1
2pi
∫
Γk
8
λ
{θn,∆(λ)} dλ
c
√
χp(λ)
= − 1
2pi
∫
Γk
ψn(λ)
c
√
χp(λ)
dλ+
1
2pi
∫
Γk
ψn(−λ)
c
√
χp(λ)
dλ.
By Theorem 8.12, 12pi
∫
Γk
ψn(λ)
c
√
χp(λ)
dλ = δn,k. To evaluate 12pi
∫
Γk
ψn(−λ)
c
√
χp(λ)
dλ make the change of variable
λ 7→ µ := −λ and use that c√χp(−λ) = − c√χp(λ) (Lemma 6.21) to conclude that again by Theorem
8.12
1
2pi
∫
Γk
ψn(−λ)
c
√
χp(λ)
dλ =
1
2pi
∫
Γk−
ψn(µ)
c
√
χp(µ)
dµ = 0.
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Altogether we have shown that for any n ≥ 0, k ∈ Z, {θn, Ik} = −δn,k on W \ Zn. It remains to
consider the Posson brackets {θ−n, Ik} on W \ Z−n for n ≥ 1, k ∈ Z. By Lemma 6.6, γ−n(q, p) 6= 0 iff
γn(−q, p) 6= 0 implying that (q, p) ∈ W \ Z−n iff (−q, p) ∈ W \ Zn. Furthermore recall from Section
9.1 that θ−n(q, p) is defined by θ−n(q, p) = −θn(−q, p) + pi (mod 2pi). Hence (∂qθ−n, ∂pθ−n)
∣∣
(q,p)
=
−(−∂qθn, ∂pθn)
∣∣
(−q,p). On the other hand, by Proposition 8.6, Ik(q, p) = I−k(−q, p) and hence
(∂qIk, ∂pIk)
∣∣
(q,p)
= (−∂qI−k, ∂pI−k)
∣∣
(−q,p).
Therefore
{θ−n, Ik}(q, p) =
∫ 1
0
(
∂qθn
−∂pθn
)
· JP−1
(−∂qI−k
∂pI−k
)
dx
∣∣
(−q,p) = {θn, I−k}(−q, p) = −δ−n,k
as claimed.
Propositions 9.7 and 9.10 yield the following applications.
Corollary 9.11 For any m, k ∈ Z, {xm, Ik} and {ym, Ik} are well defined on W and
{xm, Ik} = δm,kym, {ym, Ik} = −δmkxm.
Proof. Let m, k ∈ Z. Note that xm, ym are analytic on W and ∂Ik is in L2c on W . Hence {xm, Ik} and
{ym, Ik} are well defined on W . For v in H1r \ Zm, xm and ym are given by xm = +
√
2Im cos(θm) and
ym =
+
√
2Im sin(θm) implying that
{xm, Ik} = 1+√2Im
cos(θm){Im, Ik} − +
√
2Im sin(θm){θm, Ik}.
By Proposition 9.7 and 9.10 one then concludes that
{xm, Ik} = +
√
2Im sin(θm)δmk = ymδmk.
Similarly one shows that {ym, Ik} = −xmδmk on H1r \ Zm. Since the quantities involved are continuous
on H1r and H1r \ Zm is dense in H1r it follows that these identities hold on H1r . By analyticity they then
hold on W .
We finish this section with computing the Poisson brackets of the coordinate functions xn, yn, xm, ym
for potentials in H1r ∩ Zn ∩ Zm with n,m ∈ Z arbitrary. First we need to study the gradients of z±n on
Zn ∩H1r . We do this by approximating a potential v0 ∈ Zn ∩H1r by potentials v in
V midn := { v ∈ H1r : µn = τn, sign(δ(µn)) = (−1)n−1 }.
Such an approximation is possible in view of Proposition 6.10 and Proposition 7.14. We recall that
∂µn ∈ L2r on H1r (Lemma 7.7), ∂τn ∈ L2r on H1r (formula (6.11) and Lemma 7.2), and ∂λ±n on H1r \ Zn
(Lemma 7.2) and that by Theorem 2.2, these functions are continuous when considered as maps with
values in L2r.
Lemma 9.12 For any n ∈ Z and v0 ∈ Zn ∩H1r , ∂z±n ∈ L2c and
∂z±n = 2(∂τn − ∂µn)± i limv→v0
v∈Vmidn
(∂λ+n − ∂λ−n )
where the limit is to be understood in the L2r sense and the two terms converge individually.
Proof. Let us first consider the case n ≥ 0. As in Lemma 9.2 define
ζn(λ) =
( ∏
m6=n
σn1,m − λ
w1,m(λ)
) ψn,2(λ)/ψn,2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
and recall that
ψn(λ) = − 1
pin
( ∏
m 6=n
σn1,m − λ
pim
)
ψn,2(λ)/ψn,2(∞).
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Since sign(ψn(µn)) = (−1)n−1 and sign(δ(µn)) = (−1)n−1 one has (taking into account that ∗
√
χp(µn) =
δ(µn))
ψn(µn)
∗
√
χp(µn)
=
ζn(µn)
+
√
(λ+n − µn)(µn − λ−n )
and hence
ηn =
∫ µn
λ−n
ζn(λ)
+
√
(λ+n − λ)(λ− λ−n )
dλ (mod 2pi).
Furthermore, all arguments in the proof of Lemma 9.2 remain valid for λ ∈ Gn if we set εn = 1 and
replace −iw1,n(λ) by the positive root +
√
(λ+n − λ)(λ− λ−n ). We write ηn = η′n + η′′n (mod 2pi) where
η′n =
∫ µn
λ−n
ζn(λ
−
n )
+
√
(λ+n − λ)(λ− λ−n )
dλ, η′′n =
∫ µn
λ−n
ζn(λ)− ζn(λ−n )
+
√
(λ+n − λ)(λ− λ−n )
dλ
and decompose z+n = γneiηn into the product
z+n = (γne
iη′n)eiη
′′
n
where by the arguments used in the proof of Lemma 9.2, both factors in the latter product are analytic
on W . Note that γneiη
′
n = 0 on Zn ∩H1r (cf (9.8)) and eiη
′′
n = 1 on Zn ∩H1r (cf Lemma 9.3). Hence
∂z+n = limv→v0
v∈Vmidn
∂(γne
iη′n).
Moreover as in the proof of Lemma 9.2,
γne
iη′n = γn(−ρn + i +
√
1− ρ2n)ζn(λ
−
n )
where ρn = (µn − τn)/(γn/2). Note that ρn = 0 on V midn . Write γneiη
′
n as a product
γne
iη′n = (2(τn − µn) + iγn +
√
1− ρ2n)(−ρn + i +
√
1− ρ2n)ζn(λ
−
n )−1
and note that the first factor converges to 0 as v → v0 with v ∈ V midn whereas in view of Lemma 9.3
the second factor converges to 1. Furthermore, one verifies using Lemma 9.3 that the gradients of both
factors have limits as v → v0 with v ∈ V midn . Therefore
∂z+n = (2∂τn − 2∂µn) + i limv→v0
v∈Vmidn
(∂λ+n − ∂λ−n )
where at this point, the limit is to be understood in the sense of H−1r . We already have discussed
ahead of Lemma 9.12 that ∂τn and ∂µn are in L2r and continuous when viewed as maps form H1r to L2r.
Furthermore, on V midn , λ+n , λ−n are simple eigenvalues and their gradients are given by ∂λ±n = −∂∆∆˙
∣∣
λ±n
.
They are also in L2r and continuous when viewed as maps from H1r \ Zn to L2r. Note however that ∆˙
vanishes on Zn. We now prove that the limits
lim
v→v0
v∈Vmidn
∂λ±n = − limv→v0
v∈Vmidn
∂∆
∆˙
∣∣
λ±n
exist in L2r. Recall that ∂∆λ = (fλ,1, fλ,2P ) where by (7.10)-(7.11), fλ,1 and fλ,2 are linear combinations
of products mimj and e±qmimj (1 ≤ i, j ≤ 4) with coefficients m`2, m`3 and δ. Both functions fλ,1,
fλ,2 are continuous, one periodic and according to Theorem 2.2, in H1r and analytic in v. Note that on
Zn ∩H1r , m`2, m`3, δ, and ∆˙ all vanish, but ∆¨(τn) 6= 0. Hence by de l’Hospital’s rule, for j = 2, 3,
lim
v→v0
v∈Vmidn
m`j
∆˙
∣∣
λ±n
=
˙`mj
∆¨
∣∣
τn
, lim
v→v0
v∈Vmidn
δ
∆˙
∣∣
λ±n
=
δ˙
∆¨
∣∣
τn
.
Hence in H1r the limits lim v→v0
v∈Vmidn
f
λ
±
n ,j
∆˙(λ±n )
exist. It then follows that in L2r. lim v→v0
v∈Vmidn
∂λ±n exist. By
(7.10)- (7.11) these limits can be explicitly computed. Altogether we have proved the claimed results for
z+n with n ≥ 0. The ones for z−n are of course obtained in the same way. The claimed results for z+n and
z−n with n ≤ −1 are derived in an analogous way.
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Now let us consider v0 ∈ H1r∩Zn∩Zm. By the same arguments used to show that one can approximate
v0 by potentials in V midn one also sees that v0 can be approximated by potentials in V midn,m := V midn ∩V midm .
Such an approximation is used to compute the Poisson brackets between z±n and z±m on H1r ∩ Zn ∩ Zm.
Lemma 9.13 For any n,m ∈ Z, the Poisson brackets {z±n , z±m} are well defined on H1r ∩ Zn ∩ Zm.
If n 6= m they all vanish whereas if n = m, one has {z+n , z−n } = i τn∆¨(τn) δ˙(τn) 6= 0 (and of course,
{z+n , z+n } = 0, {z−n , z−n } = 0 ).
Proof. By Lemma 9.12, for v0 ∈ H1r ∩ Zn ∩ Zm
∂z±n = limv→v0
v∈Vmidn,m
(2∂τn − 2∂µn)± i(∂λ+n − ∂λ−n ).
We recall that ∂τn, ∂µn, ∂λ±n are continuous when viewed as maps on V midn,m with values in L2r and that
the limit is understood to be in L2r. In particular {z±n , z±m} are well defined on H1r ∩ Zn ∩ Zm. Let us
first compute {z+n , z+m}(v0). It is the limit as v → v0 with v ∈ V midn,m of
{2τn − 2µn + i(λ+n − λ−n ), 2τm − 2µm + i(λ+m − λ−m)}.
Use that by Theorem 7.4, {λ±n , λ±m} = 0 and hence also {τn, λ±m} = 0 to see that the latter bracket equals
−2i{µn, (λ+m − λ−m)} − 2i{(λ+n − λ−n ), µm}. By Lemma 7.9
4{µn, λ±m} = −
χD(λ
±
m)
∆˙(λ±m)
µn
χ˙D(µn)
δ(µn)
λ+m − µn
λ+m
λ+m + µn
.
In case n 6= m we have in the limit v → v0 by de l’Hospital’s rule with λ+n = λ−n = τn, λ+m = λ−m = τm
− χ˙D(τm)
∆¨(τm)
τn
χ˙D(τn)
τm
τm + τn
δ(τn)
τm − τn = 0
since all factors are non zero except δ(τn) = 0. It implies that for n 6= m, {z+n , z+m} = 0. Similarly
one shows that {z±n , z±m} = 0 for any choices of + and -. In casse n = m, clearly {z+n , z+n } = 0 and
{z−n , z−n } = 0 by the skew symmetry of the Poisson bracket. For the approximating brackets of {z+n , z−n }
we obtain −4i{µn, λ+n − λ−n } which again by Lemma 7.9 equals
iχD(λ
+
n )
∆˙(λ+n )
µn
χ˙D(µn)
λ+n
λ+n + µn
δ(µn)
λ+n − µn
− iχD(λ
−
n )
∆˙(λ−n )
µn
χ˙D(µn)
λ+n
λ−n + µn
δ(µn)
λ−n − µn
.
Since for v ∈ V midn , µn = τn, λ±n = τn ± γn/2 and the expression of δ at λ−n takes the form
δ(τn) = 0 + δ˙(λ
−
n )γn/2 +O(γ
2
n)
the limit of each of the two terms can be computed individually. These limits are equal and in all one
gets in the limit v → v0
2i
χ˙D(τn)
∆¨(τn)
τn
χ˙D(τn)
τn
2τn
δ˙(τn) = i
τn
∆¨(τn)
δ˙(τn).
Since δ(µn)2 = ∆2(µn)− 1 and by the product representation of ∆2(µn)− 1, with µn = τn,
δ(µn)
2
(γn/2)2
=
∆2(µn)− 1
(γn/2)2
is locally uniformly bounded away from zero on H1r , it follows that δ˙(τn) 6= 0.
Proposition 9.14 For any n,m ∈ Z, the Poisson brackets {xn, xm}, {xn, ym}, {yn, xm}, and {yn, ym}
are well defined on H1r ∩ Zn ∩ Zm. If n 6= m they all vanish whereas if n = m one has {xn, yn} =
i
ξ2n
τn
{z+n , z−n } 6= 0 (and of course, {xn, xn} = 0, {yn, yn} = 0).
Proof. Recall from Section 9.1 that on H1r ,
xn =
ξn
+
√
2τn
(eiβnz+n + e
−iβnz−n ),
yn =
ξn
i +
√
2τn
(eiβnz+n − e−iβnz−n ).
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Since z±n vanish on Zn it follows that on Zn
∂xn =
ξn
+
√
2τn
(eiβn∂z+n + e
−iβn∂z−n )
and
∂yn =
ξn
i +
√
2τn
(eiβn∂z+n − e−iβn∂z−n ).
By Lemma 9.13 one then concludes that on Zn ∩Zm the Poisson brackets {xn, xm}, {xn, ym}, {yn, xm},
and {yn, ym} are well defined and in case n 6= m all vanish. In case n = m, clearly {xn, xn} = 0 and
{yn, yn} = 0 by the skew symmetry of the Poisson bracket whereas
{xn, yn} = ξ
2
n
i2τn
{eiβnz+n + e−iβnz−n , eiβnz+n − e−iβnz−n } =
ξ2n
i2τn
2{z−n , z+n } = i
ξ2n
τn
{z+n , z−n } 6= 0.
9.3 Differential of the Birkhoff map
In this section we study the differential dv Φ of Φ for v ∈ H1r . Since by Theorem 9.6, Φ : W → h1/2c is
real analytic, its Jacobian
dΦ : W → L(H1c , h1/2c ), v 7→ dv Φ
is a real analytic map. Here L(H1c , h1/2c ) denotes the Banach space of bounded linear operators from H1c
to h1/2c , endowed with the operator nom. As a first result we obtain a formula for dv Φ at v = 0 and
show that it is a linear isomorphism. We begin by deriving formulas for the gradients ∂z+n , ∂z−n at a
potential v ∈ Zn ∩H1r with n ≥ 0. Let
φn(λ) :=
ζn(µn)
ψn(µn)
, ζn(λ) =
( ∏
k 6=n
σn1,k − λ
w1,k(λ)
) ψn,2(λ)/ψn,2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
(9.19)
Lemma 9.15 For any v ∈ Zn ∩H1r with n ≥ 0,
∂(z±n ) = 2(∂τn − ∂µn)± 2i
(
φn∂δ
∣∣
µn
+ φnδ˙(µn)∂µn
)
.
Proof. Let v0 ∈ Zn ∩H1r with n ≥ 0. By Proposition 6.10 and Corollary 7.15, v0 can be approximated
by potentials in v ∈ H1r \ Zn with λ−n < µn < λ+n . For such a potential one has
iηn = i
∫ µn
λ−n
ψn(λ)
∗
√
χp(λ)
dλ = −εn
∫ µn
λ−n
ζn(λ)
w1,n
dλ
where εn =
∗√χp(µn)
c
√
χp(µn)
and w1,n(λ) denotes the standard root w1,n(λ) = s
√
(λ+n − λ)(λ−n − λ) which we
extend to Gn by setting w1,n(λ) = lim→0
>0
w1,n(λ + i), meaning that w1,n(λ) = −i +
√
(λ+n − λ)(λ− λ−n )
for any λ−n ≤ λ ≤ λ+n .
We follow the proof of Lemma 9.2 and use the notation introduced there. By (9.7) one obtains (with
ρn = 2(µn − τn)/γn)
γne
−εnωn = −γnρn − iεnγn +
√
(1− ρn)(ρn + 1) = 2(τn − µn)− i2εn +
√
(λ+n − µn)(µn − λ−n ).
Furthermore, since both γne−εnωn and e−εn(υn+on) are analytic and since limv→v0(υn + on) = 0, the
product rule yields
∂z+n = ∂(γne
iηn)→ ∂(γne−εnωn) = 2∂(τn − µn)− i2εn∂rn
where we set
rn =
+
√
(λ+n − µn)(µn − λ−n ).
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To study the gradient of rn we use that
ψn(λ)
∗
√
χp(λ)
= iεn
ζn(λ)
w1,n(λ)
and w1,n(µn) = −irn to conclude that
εnrn = − ζn(µn)
ψn(µn)
∗
√
χp(µn) = −φnδ(µn),
where we recall that by the definition (9.19), φn = ζn(µn)/ψn(µn). Since v ∈ Zn ∩H1r , δ(µn) = 0 and
hence
−εn∂rn = φn∂ δ|µn + φnδ˙(µn)∂µn
implying that
∂z+n = 2∂(τn − µn) + 2i
(
φn∂ δ|µn + φnδ˙(µn)∂µn
)
.
Going through the arguments of the proof on obtains the formula
∂z−n = 2∂(τn − µn)− 2i
(
φn∂ δ|µn + φnδ˙(µn)∂µn
)
.
In the case where v = 0, the formulas of Lemma 9.15 for ∂z±n can be explicitly computed. By
Corollary 3.10, λ−n (0) = λ+n (0) = µn(0) = τn(0) and
µn(0) =
npi
2
+
1
4
〈2n〉 ∀ n ≥ 0, (9.20)
where we recall that 〈n〉 = (n2pi2 + 1)1/2. One has
1
16µn(0)
= −npi
2
+
1
4
〈2n〉, µn(0) + 1
16µn(0)
=
1
2
〈2n〉. (9.21)
Lemma 9.16 For v = 0 and n ≥ 0,
∂z+n (0) = τn(0)(−ei2pinx, −iei2pinx), ∂z−n (0) = τn(0)(−e−i2pinx, ie−i2pinx).
Proof. Let n ≥ 0. We need to compute the terms appearing in the formulas for ∂z±n of Lemma 9.15. To
ease notation we write ∂z±n instead of ∂z±n (0) and similarly for other quantities.
Recall that the fundamental solution at v = 0 is given by
M(x, λ) = Eω(λ)(x) =
(
cos(ω(λ)x) sin(ω(λ)x)
− sin(ω(λ)x) cos(ω(λ)x)
)
where ω(λ) = λ − (16λ)−1. In particular, ω(µn) = npi. It then follows that δ(λ) = 0, hence δ˙(λ) = 0,
and ∆(λ) = cos(ω(λ)) for any λ ∈ C∗. By Lemma 5.2, one has for any λ ∈ C∗, ∂∆λ = 0,
∂qδ(λ) =
1
2
(
λ+
1
16λ
)(
cos(ω(λ)) sin(2ω(λ)x)− sin(ω(λ)) cos(2ω(λ)x)
)
and
∂pδ(λ) =
1
4
(
cos(ω(λ)) cos(2ω(λ)x) +
1
4
sin(ω(λ)) sin(2ω(λ)x)
)
P (·).
Furthermore by (6.11)
2∂τn =
1
2pii
∫
∂Un
∂λ
(
∆(λ)∂∆(λ)
χp(λ)
)
λ dλ = 0
and
∂qδ
∣∣
λ=µn
=
(−1)n
2
(
µn +
1
16µn
)
sin(2pinx),
∂pδ
∣∣
λ=µn
=
(−1)n
4
P (cos(2pinx)) =
(−1)n
4
〈2n〉 cos(2pinx).
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When combined with (9.21) one gets
∂δ
∣∣
λ=µn
=
(−1)n
4
〈2n〉( sin(2pinx), cos(2pinx)).
By the definition of ζn, one has
ψn
∗√χp = iεn
ζn
w1,n
and hence
ζn(λ)
ψn(λ)
= −i w1,n(λ)
εn
∗
√
χp(λ)
=
1
i
w1,n(λ)
c
√
χp(λ)
. (9.22)
Since by Lemma 6.21, c
√
χp(λ) = −i sin(ω(λ)) and by the definition of the standard root, w1,n(λ) = µn−λ
for v = 0, one sees that for v = 0
φn =
ζn(µn)
ψn(µn)
= lim
λ→µn
(µn − λ)
sin(ω(λ))
= lim
λ→µn
−1
cos(ω(λ))ω˙(λ)
= (−1)n+1 1
1 + 116µ2n
= (−1)n+1 µn
µn +
1
16µn
.
Altogether we have proved that for v = 0, φn = (−1)n+1 µn1
2 〈2n〉
(cf (9.21)) yielding
2iφn∂δ
∣∣
µn
= −iµn(sin(2pinx), cos(2pinx)).
It remains to compute ∂µn in the formulas for ∂z±n of Lemma 9.15. By Lemma 5.6,
∂µn =
m`1
χ˙D
∣∣
µn
JM2K0,µn .
Since m`1(µn) = cos(ω(µn)) and χD(λ) = sin(ω(λ)) one has
m`1
χ˙D
∣∣
µn
=
1
ω˙(µn)
= (1 +
1
16µ2n
)−1 =
µn
1
2 〈2n〉
.
Furthermore, by (5.10) and the definition of the ? product
(
a1
a2
)
?
(
b1
b2
)
= a1b1 − a2b2 one gets
JM2K0,µn =12
(−(µn + 116µn )M2 ? M2
−Pm2m4
) ∣∣
µn
=
1
2
(
1
2 〈2n〉 cos(2pinx)− 12 〈2n〉 sin(2pinx)
)
=
1
4
〈2n〉
(
cos(2npix)
− sin(2pinx)
)
.
Altogether we have proved that
∂µn =
µn
2
(cos(2pinx), − sin(2pinx)).
Substituting the formulas obtained into the expression for ∂z±n of Lemma 9.15 we conclude, (since µn = τn
for v = 0)
∂(z+n ) = −τn
(
cos(2pinx)
− sin(2pinx)
)
− iτn
(
sin(2pinx)
cos(2pinx)
)
= τn(−ei2npix, −iei2pinx).
In the same way one gets
∂z−n = τn(−e−i2pinx, ie−i2pinx)
As an application of Lemma 9.16 we obtain an explicit formula for d0 Φ. Let for any n ∈ Z
d+n (x) :=
(− cos(2pinx)
sin(2pinx)
)
, d−n :=
(− sin(2pinx)
− cos(2pinx)
)
.
Note that d+n , d−n , n ∈ Z form an orthonormal basis of L2r (and L2c).
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Proposition 9.17 (i) For any n ∈ Z
∂xn(0) =〈2n〉1/2d+n , d+n =
1
2τn(0)
(∂z+n (0) + ∂z
−
n (0))
∂yn(0) =〈2n〉1/2d−n , d−n =
1
2τn(0)
1
i
(∂z+n (0)− ∂z−n (0))
(ii) The Jacobian of Φ at v = 0 is given by the weighted Fourier transform
F : H1c → h1/2c , v˚ 7→
(
(〈2n〉1/2〈˚v, d+n 〉r)n∈Z, (〈2n〉1/2〈˚v, d−n 〉r)n∈Z
)
.
Hence d0 Φ is a linear isomorphism and its inverse is given by
F−1 : h1/2c → H1c , ((˚xn)n, (y˚n)n) 7→
∑
n∈Z
( x˚n
〈2n〉1/2 d
+
n +
y˚n
〈2n〉1/2 d
−
n
)
.
More explicitely, (q˚, p˚) := F−1((˚xn)n, (y˚n)n) is given by
q˚(x) =− x˚0 −
∑
n≥1
x˚n + x˚−n
〈2n〉1/2 cos(2pinx)−
∑
n≥1
y˚n − y˚−n
〈2n〉1/2 sin(2pinx)
p˚(x) =− y˚0 −
∑
n≥1
y˚n + y˚−n
〈2n〉1/2 cos(2pinx) +
∑
n≥1
x˚n − x˚−n
〈2n〉1/2 sin(2pinx).
Proof. Let n ≥ 0. For ease of notation we again write z±n instead of z±n (0) and similarly for other
quantities. By (9.12) and since z±n = 0 one has
∂xn =
ξn
+
√
2τn
(
eiβn∂z+n + e
−iβn∂z−n
)
, ∂yn =
ξn
i +
√
2τn
(
eiβn∂z+n − e−iβn∂z−n
)
.
By the definition of βn, βn = 0 and by Theorem 8.8,
ξn =
+
√
1
2τn
+
√
4pi2n2 + 1 =
〈2n〉1/2
+
√
2τn
where τn = λ+n (= λ−n ) = µn. Hence by Lemma 9.16 for n ≥ 0
∂xn =
〈2n〉1/2
2τn
(∂z+n + ∂z
−
n ) = 〈2n〉1/2d+n (9.23)
and
∂yn =
〈2n〉1/2
i2τn
(∂z+n − ∂z−n ) = 〈2n〉1/2d−n . (9.24)
For n ≥ 1, we have for any (q, p) ∈ H1r , x−n(q, p) = −xn(−q, p) and y−n(q, p) = yn(−q, p). Hence
(∂qx−n, ∂px−n) = (∂qxn, −∂pxn)
∣∣
−q,p
and
(∂qy−n, ∂py−n) = (−∂qyn, ∂pyn)
∣∣
−q,p.
For (q, p) = (0, 0) it then follows from (9.23)-(9.24) that for n ≥ 1,
∂x−n =〈2n〉1/2(− cos(2pinx), − sin(2pinx)) = 〈2n〉1/2d+−n
∂y−n =〈2n〉1/2(sin(2pinx), − cos(2pinx)) = 〈2n〉1/2d−−n.
This proves (i). Item (ii) follows from (i) in a straightforward way.
Lemma 9.18 At a right sided finite-gap potential v in H1r , ∂z±n (v) admits for n→∞ the asymptotics
∂z±n (v) = ∂z
±
n (0) + (`
2
n∂x(·) + `2n, `2nP (·)).
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Proof. Let v ∈ H1r be a right sided finite gap potential and set S+ := { n ≥ 0 : γn > 0 }. Then S+ is
finite. By Lemma 9.15, for any n ≥ 0 with n 6∈ S+, ∂z±n ≡ ∂z±n (v) is given by
∂(z±n ) =2(∂τn − ∂µn)± 2i
(
φn(µn)∂ δ|µn + φnδ˙(µn)∂µn
)
.
Let us discuss the terms of this formula in more detail. By Lemma 6.9, M`(µn) = (−1)nI, implying that
δ(µn) = 0 and ∆(µn) = (−1)n. Since by Lemma 3.16, µn = npi + `2n as n → ∞, one has by Corollary
5.16
∂ δ|µn =
(−1)n
4
(cos(2pinx) · ∂x(·), cos(2pinx)P (·)) + (`2n · ∂x(·) + `2n, `2n · P (·)).
By Lemma 6.8, as n→∞,
∂τn = (`
2
n · ∂x(·) + `2n, `2n · P (·))
and, by Theorem 2.12(iv) for n→∞
M(x, µn) = Enpi(x) + `
2
n, M˙(x, µn) = xJEnpi(x) + `
2
n,
where we recall that by (2.31)
Enpi(x) =
(
cos(pinx) sin(pinx)
− sin(npix) cos(pinx)
)
.
Hence δ˙(µn) = `2n. Furthermore by Lemma 5.17
∂µn = −1
4
(
sin(2pinx) · ∂x(·), sin(2pinx) · P (·)
)
+ (`2n · ∂x(·) + `2n, `2nP (·)).
Combining these estimates yields
∂(z±n ) =
1
2
(
sin(2pinx) · ∂x(·), sin(2pinx) · P (·)
)
± i (−1)
n
2
φn
(
cos(2pinx) · ∂x(·), cos(2pinx) · P (·)
)
+ φn
(
`2n · ∂x(·) + `2n, `2n · P (·)
)
+
(
`2n · ∂x(·) + `2n, `2n · P (·)
)
.
It remains to compute the asymptotics of φn. Since
ζn(λ)
ψn(λ)
= −i w1,n(λ)
c
√
χp(λ)
one gets by Lemma 6.23(i)
φn = −i w1,n(µn)
c
√
χp(µn)
= (−1)n+1 + `2n as n→∞.
Hence we have proved that
∂z±n =
1
2
(sin(2pinx) · ∂x(·), sin(2pinx) · P (·))
−± i
2
(cos(2pinx) · ∂x(·), cos(2pinx) · P (·)) + (`2n · ∂x(·) + `2n, `2nP (·)).
Integrating by parts when evaluating the leading order part of dz±n [˚v] and using that P is selfadjoint and
P (ei2pinx) = 〈2n〉ei2pinx one gets (−npie±i2pinx, −± i 〈2n〉2 e±i2pinx).
Since µn(0) = npi2 +
1
4 〈2n〉 = npi + O( 1n ) and 〈2n〉2 = npi + O( 1n ) we conclude from Lemma 9.16 that
as n→∞
∂z±n (v) = ∂z
±
n (0) + (`
2
n · ∂x(·), `2nP (·)).
Next we want to obtain asymptotic estimates for dv Φ in the case where v ∈ H1r is a right sided finite
gap potential. For any n ∈ Z, let
b+n ≡ b+n (v) := 〈2n〉−1/2∂xn, b−n ≡ b−n (v) := 〈2n〉−1/2∂yn.
One then has for any v˚ ∈ H1r
dxn [˚v] = 〈2n〉−1/2〈˚v, b+n 〉, dyn [˚v] = 〈2n〉−1/2〈˚v, b−n 〉
and hence dΦ[˚v] =
(
(〈2n〉1/2〈˚v, b+n 〉)n, (〈2n〉1/2〈˚v, b−n 〉)n
)
.
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Lemma 9.19 For any right sided finite gap potential v ∈ H1r , one has for n→∞
b±n = d
±
n + 〈n〉−1(`2n∂x(·) + `2n, `2nP (·)).
Expressed in more detail, it means that for any v˚ = (q˚, p˚) ∈ H1r
〈˚v, b±n 〉 = 〈˚v, d±n 〉+ 〈n〉−1(〈∂xq˚, `2n〉+ 〈q˚, `2n〉+ 〈P p˚, `2n〉r).
For the left sided finite gap potentials, the latter asymptotic estimates hold as n→ −∞.
Proof. Let v ∈ H1r be a right sided finite-gap potential and set S+ := { n ≥ 0 : γn > 0 }. Then S+ is
finite. By (9.12) and since z±n ≡ z±n (v) = 0 for n ≥ 0 with n 6∈ S+, one has for any such n
∂xn =
ξn
+
√
2τn
(
eiβn∂z+n + e
−iβn∂z−n
)
, ∂yn =
ξn
i +
√
2τn
(
eiβn∂z+n − e−iβn∂z−n
)
.
Recall that τn = µn = pin + `2n (cf Lemma 3.17), ξn = 1 + `2n (Theorem 8.8) and βn =
∑
k 6=n β
n
1,k +∑
k∈Z β
n
2,k (cf (9.4)), which satisfies
∑
k∈Z β
n
2,k = O(
1
n ) (Theorem 8.31) and
∑
k 6=n β
n
1,k = O(
1
n ) (Lemma
8.28 for v right sided finite gap potential). Hence for n→∞
∂xn =〈2n〉−1/2(1 + `2n)∂z+n + 〈2n〉−1/2(1 + `2n)∂z−n
and
∂yn =〈2n〉−1/2(1 + `2n)
1
i
∂z+n − 〈2n〉−1/2(1 + `2n)
1
i
∂z−n .
By Lemma 9.18, the leading order term of ∂z±n (v) is ∂z±n (0). Using that by Proposition 9.17(i),
∂z+n (0) + ∂z
−
n (0) = 2τn(0)d
+
n ,
1
i
(∂z+n (0)− ∂z−n (0)) = 2τn(0)d−n
it follows that the leading order term of ∂xn is 〈2n〉−1/22τn(0)d+n whereas the one of ∂yn is 〈2n〉−1/22τn(0)d−n .
Since 〈2n〉−1/22τn(0) = 〈2n〉1/2 + 1〈n〉1/2 `2n and taking into account the error terms for the asymptotic
estimates of ∂z±n of Lemma 9.18 it follows that
∂xn = 〈2n〉1/2d+n + 〈n〉−1/2(`2n∂x(·) + `2n, `2nP (·))
and
∂yn = 〈2n〉1/2d−n + 〈n〉−1/2(`2n∂x(·) + `2n, `2nP (·)).
Since by definition, ∂xn = 〈2n〉1/2b+n and ∂yn = 〈2n〉1/2b−n , the claimed asymptotics for right sided finite
gap potentials are proved. In case v = (q, p) is a left sided finite gap potential, Lemma 6.6(ii) says that
(−q, p) is a right sided finite gap potential. Since for n ≥ 1, x−n = −xn(−q, p) and y−n = yn(−q, p) and
hence
∂x−n = (∂qx−n, ∂px−n) = (∂qxn
∣∣
(−q,p), −∂pxn
∣∣
(−q,p))
∂y−n = (∂qy−n, ∂py−n) = (−∂qyn
∣∣
(−q,p), ∂pyn
∣∣
(−q,p))
the claimed asymptotic estimates follow from the ones of ∂xn, ∂yn at (−q, p) for n→∞.
The next result says that for any v ∈ H1r , dv Φ is a compact perturbation of the weighted Fourier
transform F = d0 Φ.
Proposition 9.20 For any v ∈ H1r , the operator dv Φ−F : H1r → h1/2r is compact.
Proof. Let v ∈ H1r be given. Instead of considering dv Φ − F we compose it with F−1, F−1 ◦ dv Φ − I
and then conjugate it with P : H1r → L2r to obtain
P ◦ F−1 ◦ dv Φ ◦ P−1 − Id : L2r → L2r.
It is to show that this operator is compact. Recall that
dΦ[˚v] =
(
(〈2n〉1/2〈˚v, b+n 〉)n, (〈2n〉1/2〈˚v, b−n 〉)n
)
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and
F−1((˚xn)n, (y˚n)n) = ∑
n
x˚n
〈2n〉1/2 d
+
n +
y˚n
〈2n〉1/2 d
−
n .
Hence
F−1 ◦ dΦ[˚v] =
∑
n∈Z
〈˚v, b+n 〉d+n + 〈˚v, b−n 〉d−n .
For any given v˚ = (q˚, p˚) ∈ H1r , let
v˜ := P v˚, q˜ := P q˚, p˜ := P p˚.
Since P−1 is selfadjoint with respect to 〈·, ·〉r one has 〈P−1v˜, b±n 〉 = 〈v˜, P−1b±n 〉 and hence
P ◦ F−1 ◦ dv Φ ◦ P−1[v˜] =
∑
n∈Z
〈v˜, P−1b+n 〉Pd+n + 〈v˜, P−1b−n 〉Pd−n .
Note that PF−1◦dv Φ◦P−1 is a bounded linear operator on L2r depending continuously on v. Its adjoint,
denoted by Av, is given by
Av[v˜] =
∑
n∈Z
〈v˜, Pd+n 〉P−1b+n + 〈v˜, Pd−n 〉P−1b−n . (9.25)
It suffices to show that Av − Id is compact. Note that Pd±n = 〈2n〉d±n and
v˜ =
∑
n
〈v˜, d+n 〉d+n + 〈v˜, d−n 〉d−n .
Hence
(Av − Id)[v˜] =
∑
n∈Z
〈v˜, d+n 〉〈2n〉P−1(b+n − d+n ) + 〈v˜, d−n 〉〈2n〉P−1(b−n − d−n ).
To see that Av − Id is compact we write it as a sum of two operators, Av − Id = K+v +K−v where
K+v [v˜] :=
∑
n≥0
〈v˜, d+n 〉〈2n〉P−1(b+n − d+n ) + 〈v˜, d−n 〉〈2n〉P−1(b−n − d−n )
and
K−v [v˜] :=
∑
n<0
〈v˜, d+n 〉〈2n〉P−1(b+n − d+n ) + 〈v˜, d−n 〉〈2n〉P−1(b−n − d−n ).
In case where v is a right sided finite gap potential in H1r , Lemma 9.19 implies that K+v is a Hilbert-
Schmidt operator, ∑
n≥0
‖〈2n〉P−1(b+n − d−n )‖2 + ‖〈2n〉P−1(b−n − d−n )‖2 <∞.
Since Av − Id and hence K+v depend continuously on v and by Theorem 4.15 the right sided finite gap
potentials inH1r are dense inH1r , it then follows thatK+v : L2r → L2r is compact for any v ∈ H1r . Similarly,
Lemma 9.19 implies that for any left sided finite gap potential v, the operator K−v is Hilbert-Schmidt
and hence again, Theorem 4.15 yields that K−v : L2r → L2r is compact for any v ∈ H1r . Altogether we
have shown that Av − Id = K+v + K−v : L2r → L2r is compact for any v ∈ H1r . By the discussion above,
this implies the claimed statement.
Next we want to investigate the injectivity of the operator dv Φ : H1r → h1/2r for v ∈ H1r , or equivalently
of the bounded linear operator Av : L2r → L2r, introduced in (9.25). Recall that for any v˜ ∈ L2r,
Av[v˜] =
∑
n∈Z
〈v˜, d+n 〉〈2n〉P−1b+n + 〈v˜, d−n 〉〈2n〉P−1b−n
where b+n = 〈2n〉−1/2∂xn, b−n = 〈2n〉−1/2∂yn, and hence P−1b±n ∈ L2r, and
d+n =
(− cos(2pinx), sin(2pinx)), d−n = (− sin(2pinx), − cos(2pinx)).
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Since Av is a bounded operator, ∑
n∈Z
α+n 〈2n〉P−1b+n + α−n 〈2n〉P−1b−n
converges in L2r for any sequences (α+n )n, (α−n )n in `2R. The operator Av is one-to-one if any sequences
(α+n )n, (α−n )n in `2R, with ∑
n∈Z
α+n 〈2n〉P−1b+n + α−n 〈2n〉P−1b−n = 0
must both vanish. If this property holds we say that 〈2n〉P−1b+n , 〈2n〉P−1b−n , n ∈ Z, are linearly
independent in L2r. First we ned to establish some auxiliary result. For any v ∈ H1r , define
S = Sv := { n ∈ Z : λ−n (v) < λ+n (v) }.
Lemma 9.21 Let v ∈ H1r . If 〈2n〉
1/2
√
2In
P−1∂In, n ∈ Sv, are linearly independent in L2r, then so are the
vectors 〈2n〉P−1b+n , 〈2n〉P−1b−n , n ∈ Z, and hence dv Φ : H1r → h1/2r is one-to-one.
Proof. FIx v ∈ H1r . Suppose that (α+n )n, (α−n )n are sequences in `2R so that f = 0 where
f =
∑
n∈Z
α+n 〈2n〉P−1b+n + α−n 〈2n〉P−1b−n .
Recall that for any n ∈ Z, b+n = 〈2n〉−1/2∂xn and b−n = 〈2n〉−1/2∂yn and that 〈2n〉P−1b±n , ∂In ∈ L2r. By
Corollary 9.11 it then follows that for any m ∈ S
0 =〈f, J∂Im〉
=
∑
n∈Z
α+n 〈2n〉1/2〈∂xn, JP−1∂Im〉+ α−n 〈2n〉1/2〈∂yn, JP−1∂Im〉
=α+m〈2m〉1/2{xm, Im}+ α−m〈2m〉1/2{ym, Im}
=〈2m〉1/2(α+mym − α−mxm).
It follows that the 2-vector (α+m, α−m) is parallel to the 2-vector (xm, ym) =
√
2Im
(
cos(θm), sin(θm)
)
.
Hence (α+m, α−m) = am
(
cos(θm), sin(θm)
)
with am ∈ R satisfying a2m = (α+m)2 + (α−m)2 and
〈2m〉1/2(α+mb+m + α−mb−m) =α+m∂xm + α−m∂ym
=am
(
cos(θm)∂xm + sin(θm)∂ym
)
=
am√
2Im
(xm∂xm + ym∂ym)
=
am√
2Im
∂Im.
As a consequence
f =
∑
n∈S
an√
2In
〈2n〉1/2P−1∂In +
∑
n∈Z\S
α+n 〈2n〉P−1b+n + α−n 〈2n〉P−1b−n .
Note that by Corollary 9.11 for any m ∈ Z \ S and n ∈ S
〈∂xm, JP−1∂In〉 = {xm, In} = 0
and
〈∂ym, JP−1∂In〉 = {ym, In} = 0.
Furthermore, by Proposition 9.14, ∂xm ∈ L2r for any m ∈ Z \ S and
0 = 〈∂xm, Jf〉 = α−m〈2m〉1/2〈∂xm, JP−1∂ym〉 = α−m〈2m〉1/2{xm, ym}.
Since {xm, ym} 6= 0 by Proposition 9.14 one has α−m = 0. Similarly one derives that α+m = 0. Hence f =∑
n∈S an
〈2n〉1/2√
2In
P−1∂In. Since by assumption the vectors
〈2n〉1/2√
2In
P−1∂In, n ∈ S, are linearly independent
in L2r, an = 0 and hence α+n = 0, α−n = 0 for any n ∈ S. By the discussion ahead of the lemma it then
follows that dv Φ is one-to-one.
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Corollary 9.22 For any finite gap potenatial v ∈ H1r , dv Φ is one-to-one.
Proof. By Lemma 9.21 it is to show that the vectors 〈2n〉
1/2
√
2In
P−1∂In, n ∈ Sv, are linearly independent
in L2r. Since v is assumed to be a finite gap potential, Sv is finite. By Lemma 7.2, ∂In is in L2r
implying that for any n ∈ S, 〈2n〉1/2√
2In
P−1∂In is in H1r . Assume that f :=
∑
n∈Sv an
〈2n〉1/2√
2In
P−1∂In =
0 for some real numbers an ∈ R, n ∈ Sv. Since ∂θm, m ∈ Sv, is in H−1r , we conclude that for
any m ∈ Sv, 〈∂θm,
∑
n∈Sv an
〈2n〉1/2√
2In
JP−1∂In〉 is well defined and must vanish. By Proposition 9.10,
〈∂θm, JP−1∂In〉 = {θm, In} = −δmn and hence
0 =
∑
n∈Sv
an
〈2n〉1/2√
2In
{θm, In} = −am 〈2m〉
1/2
√
2Im
.
It follows that am = 0 for any m ∈ Sv, proving that 〈2n〉
1/2
√
2In
P−1∂In, n ∈ Sv, are linearly independent.
We now want to improve on Corollary 9.22 by showing that dv Φ is one-to-one for a larger class of
potentials in H1r . Recall that for any v ∈ H1r , the Dirichlet eigenvalues µk, k ∈ Z, satify λ−k ≤ µk ≤ λ+k
for any k ∈ Z, i.e.
|µk − τk| ≤ γk/2 ∀ k ∈ Z.
By Proposition 7.14, for any sequence (νn)n with λ−n ≤ νn ≤ λ+n , n ∈ Z, there exists a potential in Iso(v)
so that the corresponding Dirichlet eigenvalues are (νn)n.
Lemma 9.23 Assume that for a given v ∈ H1r there exists C > 0 so that
|µk − τk| ≤ Cγ2k ∀ k ∈ Z.
Then dv Φ : H1r → h1/2r is one-to-one.
Proof. Fir v ∈ H1r and let S ≡ Sv. By Lemma 9.21 it is to show that 〈2k〉
1/2
√
2Ik
JP−1∂Ik, k ∈ S, are linearly
independent. Since
√
Ik = ξk
γk√
τk
= O( γk〈k〉1/2 ) it suffices to show that
〈k〉
γk
JP−1∂Ik, k ∈ S, are linearly
independent. Assume that for some sequence (αn)n∈S ∈ `2(S,R), f :=
∑
k∈S αk
〈k〉
γk
JP−1∂Ik = 0. Where
we recall that the series converges in L2r. It is to show that αk = 0 for any k ∈ S. Since ∂Ik ∈ L2r (cf
Lemma 7.2), JP−1∂Ik ∈ H1r . In case the series
∑
k∈S αk
〈k〉
γk
JP−1∂Ik converges in H1r , one can take the
inner product with ∂θn ∈ H−1r for any n ∈ S to conclude from the canonical relations {θn, Ik} = −δnk
that
0 =〈∂θn, f〉 =
∑
k∈S
αk
〈k〉
γk
〈∂θn, JP−1∂Ik〉 =
∑
k∈S
αk
〈k〉
γk
{θn, Ik} = −αn 〈n〉
γn
implying that αn = 0. In the case the series
∑
k∈S αk
〈k〉
γk
JP−1∂Ik converges only in L2r where elaborate
arguments are needed. Let us consider n ≥ 0 and recall that
θn =
∑
m∈Z
βn1,m +
∑
m∈Z
βn2,m, β
n
1,n := ηn.
Introduce
S1 := { m ∈ Z : |m| ∈ S }
and consider βn1,m with m ∈ S1. Assume for the moment that
λ−1,m < µ1,m < λ
+
1,m
and that f =
∑
k∈S αk
〈k〉
γk
JP−1∂Ik converges in H1r . Then
〈∂βn1,m, f〉 =
∑
k∈S
αk
〈k〉
γk
{βn1,m, Ik}.
Since
∂Ik = − 4
pi
∫
Γk
1
λ
∂∆(λ)
c
√
χp(λ)
dλ
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one gets
〈βn1,m, f〉 =
∑
k∈S
αk
〈k〉
γk
(−4)
pi
∫
Γk
1
λ
{βn1,m, ∆λ}
dλ
c
√
χp(λ)
.
Recall from (9.18) that since by assumption λ−1,m < µ1,m < λ
+
1,m
{βn1,m, ∆λ} =
ψn(µ1,m)
∗
√
χp(µ1,m)
{µ1,m, ∆λ}
implying that
〈βn1,m, f〉 =
∑
k∈S
αk
〈k〉
γk
(−4)
pi
∫
Γk
1
λ
ψn(µ1,m)
∗
√
χp(µ1,m)
{µ1,m, ∆λ} dλ
c
√
χp(λ)
=
∑
k∈S
αk
〈k〉
γk
ψn(µ1,m)
∗
√
χp(µ1,m)
{µ1,m, Ik}.
Since by Lemma 7.7, ∂µ1,m ∈ L2r the inner product of ψn(µ1,m)∗√χp(µ1,m)∂µ1,m with f is well defined even if the
series defining f converges only in L2r. Hence we have
0 =
∑
k∈S
αk
〈k〉
γk
ψn(µ1,m)
∗
√
χp(µ1,m)
∫
Γk
8
λ
{µ1,m, ∆λ} dλ
c
√
χp(λ)
.
Since χD(λ)/(λ± µ1,m) extend continuously to λ = ±µ1,m it follows from (9.15) that
8
λ
{µ1,m, ∆λ} = δ(µ1,m)
χ˙D(µ1,m)
( χD(λ)
λ− µ1,m −
χD(λ)
λ+ µ1,m
)
yielding, together with δ(µ1,m) = ∗
√
χp(µ1,m),
∑
k∈S q1,mk = 0 where
q1,mk := αk
〈k〉
γk
ψn(µ1,m)
χ˙D(µ1,m)
1
2pi
∫
Γk
( χD(λ)
λ− µ1,m −
χD(λ)
λ+ µ1,m
) dλ
c
√
χp(λ)
.
The expression q1,mk is well defined even if µ1,m ∈ {λ±1,m}, hence by a limiting argument (cf Lemma
7.13, Corollary 7.15), we conclude that for any v ∈ H1r , one has
∑
k∈S q1,mk = 0. Furthermore, since
ψn(µ1,m) = 0 for any m ∈ Z \ S1, q1,mk is well defined for any m ∈ Z and k ∈ S and one has∑
k∈S
q1,mk = 0 ∀ m ∈ Z.
Similarly, we argue for βn2,m for m ∈ S2 where S2 := { m ∈ S : − |m| ∈ S }. Assume for the moment
that
λ−2,m < µ2,m < λ
+
2,m
and that f =
∑
k∈S αk
〈k〉
γk
JP−1∂Ik converges in H1r . Then
〈βn2,m, f〉 =
∑
k∈S
αk
〈k〉
γk
{βn2,m, Ik} =
∑
k∈S
αk
〈k〉
γk
(−4)
pi
∫
Γk
1
λ
{βn2,m, ∆λ}
dλ
c
√
χp(λ)
.
Since
βn2,m =
∫ κ2,m
(−16λ−2,m)−1
ψn(λ)
∗
√
χp(λ)
dλ, κ2,m = (−16µ2,m)−1
one gets in the case λ−2,m < µ2,m < λ
+
2,m
{βn2,m, ∆λ} =
ψn(κ2,m)
∗
√
χp(κ2,m)
{κ2,m, ∆λ}
implying that
〈βn2,m, f〉 =
∑
k∈S
αk
〈k〉
γk
(−4)
pi
∫
Γk
1
λ
ψn(κ2,m)
∗
√
χp(κ2,m)
{κ2,m, ∆λ} dλ
c
√
χp(λ)
=
∑
k∈S
αk
〈k〉
γk
ψn(κ2,m)
∗
√
χp(κ2,m)
{κ2,m, Ik}.
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Since by Lemma 7.7, ∂κ2,m ∈ L2r the inner product of ψn(κ2,m)∗√χp(κ2,m)∂κ2,m with f is well defined even if the
series defining f converges only in L2r. Hence we have
0 =
∑
k∈S
αk
〈k〉
γk
ψn(κ2,m)
∗
√
χp(κ2,m)
∫
Γk
8
λ
{κ2,m, ∆λ} dλ
c
√
χp(λ)
.
By (9.16)
8
λ
{κ2,m, ∆λ} = δ(κ2,m)
χ˙D(κ2,m)
( χD(λ)
λ− κ2,m −
χD(λ)
λ+ κ2,m
)
yielding together with δ(κ2,m) = ∗
√
χp(κ2,m) ∑
k∈S
q2,mk = 0
where
q2,mk := αk
〈k〉
γk
ψn(κ2,m)
χ˙D(κ2,m)
1
2pi
∫
Γk
( χD(λ)
λ− κ2,m −
χD(λ)
λ+ κ2,m
) dλ
c
√
χp(λ)
.
Again, q2,ml is well defined even if µ2,m ∈ {λ±2,m} (or equivalently, κ2,m ∈ {(−16λ±2,m)−1}). Hence
by a limiting argument (cf Lemma 7.13, Corollary 7.15) we conclude that for any v ∈ H1r , one has∑
k∈S q2,mk = 0. Furthermore, since ψn(κ2,m) = 0 for any m ∈ Z \ S2, q2,mk is well defined for any
m ∈ Z and k ∈ S and one has ∑
k∈S
q2,mk = 0 ∀ m ∈ Z.
By Lemma 9.24 below, ∑
m∈Z,k∈S
|qj,mk| <∞, j = 1, 2.
Hence the summation over k and m in
∑
qj,mk can be interchanged and we get similarly as in the proof
of Lemma 9.9,
0 =
∑
k∈S
αk
〈k〉
γk
1
2pi
∫
Γk
(In,λ − IIn,λ) dλ
c
√
χp(λ)
where
In,λ :=
∑
m∈Z
ψn(µ1,m)
χ˙D(µ1,m)
χD(λ)
λ− µ1,m +
ψn(κ2,m)
χ˙D(κ2,m)
χD(λ)
λ− κ2,m
and
IIn,λ :=
∑
m∈Z
ψn(µ1,m)
χ˙D(µ1,m)
χD(λ)
λ+ µ1,m
+
ψn(κ2,m)
χ˙D(κ2,m)
χD(λ)
λ+ κ2,m
.
According to the proof of Lemma 9.9, In,λ = ψn(λ) and IIn,λ = ψn(−λ). We then apply Theorem 8.12
(cf also proof of Proposition 9.10) to conclude that
0 =
∑
k∈S
αk
〈k〉
γk
1
2pi
∫
Γk
(ψn(λ)− ψn(−λ)) dλ
c
√
χp(λ)
= αn
〈n〉
γn
.
We thus have proved that for any n ∈ S with n ≥ 0, αn = 0. It remains to prove that α−n = 0 for any
−n ∈ S with n ≥ 1. Fortunately this follows easily from the symmetry properties of the action variables.
By Proposition 8.6(ii),
I−k(q, p) = Ik(−q, p) k ∈ S
and hence
(∂qI−k, ∂pIk)
∣∣
q,p
= (−∂qIk, ∂pIk)
∣∣
−q,p.
Going trough the arguments of the above proof for the potential (−q, p) one then concludes that α−n = 0
for any −n ∈ S with n ≥ 1.
To complete the proof of Lemma 9.23 we need to show the following
Lemma 9.24 Assume that for a given v ∈ H1r , there exists C > 0 so that |µl− τk| ≤ Cγ2k ∀ k ∈ Z, then∑
k∈S
m∈Z
|qj,mk| <∞ for j = 1, 2. Here (qj,mk)m,k are the sequences defined in the proof of Lemma 9.23.
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Remark 9.25. The asymptotic estimate |µk − τk| = O(γ2k) is used to show that
∑
k∈S |q1,kk| <∞.
Proof. Let us first estimate |q1,mk|. Since q1,mk = 0 for any m ∈ Z \ S1 we will only consider m ∈ S1.
(Recall that S1 = { l ∈ Z : |l| ∈ S }.) Recall that
q1,mk = αk
〈k〉
γk
ψn(µ1,m)
χ˙D(µ1,m)
1
2pi
∫
Γk
( χD(λ)
λ− µ1,m −
χD(λ)
λ+ µ1,m
) dλ
c
√
χp(λ)
.
By standard asymptotic estimates, |ψn(µ1,m)| = O( |σ
n
1,m−µ1,m|
〈m−n〉 ) for m 6= n and |ψn(µ1,n)| = O(1). Since
by Theorem 8.12, |σn1,m − τ1,m| = O(γ21,m) and by assumption |µ1,m − τ1,m| = O(γ21,m) one has
ψn(µ1,m) =
{
O(
γ21,m
〈m−n〉 ) if m 6= n
O(1) if m = n
.
Furthermore, again by standard asymptotic estimates χ˙D(µ1,m) = O(1). To estimate∫
Γk
( χD(λ)
λ− µ1,m −
χD(λ)
λ+ µ1,m
) dλ
c
√
χp(λ)
k ∈ S+ = { k ∈ S : k ≥ 0 }
we first rewrite 1λ−µ1,m − 1λ+µ1,m in such a way that we get decay in λ ∼ kpi in exchange for growth in
µ1,m ∼ mpi
λ
µ1,m
( 1
λ− µ1,m −
1
λ+ µ1,m
)
=
λ
µ1,m
( 2µ1,m
(λ− µ1,m)(λ+ µ1,m)
)
=
2λ
(λ− µ1,m)(λ+ µ1,m) =
1
λ− µ1,m +
1
λ+ µ1,m
.
To estimate
∫
Γk
µ1,m
λ
( χD(λ)
λ−µ1,m +
χD(λ)
λ+µ1,m
)
dλ
c
√
χp(λ)
for k ∈ S+ deform the contour Γk to the interval [λ−k , λ+k ]
and make the standard substitution λ(t) = τk + tγk/2, −1 ≤ t ≤ 1 to get for k 6= m∣∣ ∫
Γk
µ1,m
λ
χD(λ)
λ∓ µ1,m
dλ
c
√
χp(λ)
∣∣ = O( 〈m〉〈k〉 γk〈k ±m〉)
whereas in the case k = m (hence m ≥ 0)∣∣ ∫
Γm
µ1,m
λ
χD(λ)
λ− µ1,m
dλ
c
√
χp(λ)
∣∣ = O(1).
We then get for any m ∈ S1 with m 6= n∑
k∈S+
|q1,mk| ≤ C
∑
k∈S+
k 6=m
|αk| 〈k〉
γk
γ21,m
〈n−m〉
〈m〉
〈k〉 γk
( 1
〈k −m〉 +
1
〈k +m〉
)
+ C|α|m|| 〈m〉
γ|m|
γ2|m|
〈|m| − n〉
or ∑
m∈S1
m6=n
∑
k∈S+
|q1,mk| ≤ C
∑
m∈S1
m 6=n
∑
k∈S+
k 6=m
|αk|γ21,m
( 1
〈k −m〉 +
1
〈k +m〉
)
+ C
∑
m∈S+
|αm|γm <∞.
For m = n, one gets∑
k∈S+
|q1,nk| ≤ C
∑
k∈S+
k 6=n
|αk| 〈k〉
γk
〈n〉
〈k〉γk
( 1
〈k − n〉 +
1
〈k + n〉
)
+ C|αn| 〈n〉
γn
γn <∞.
Next we estimate
∑
m∈S1
∑
k∈S− |q1,mk| where S− = { k ∈ S : k ≤ −1 }. Recall that for k ≤ −1,
Γk = Γ2,k. Let Γ˜2,k := { − 116λ : λ ∈ Γ2,k }. With the change of variable λ = (−16µ)−1 one obtains for
m ∈ S1 ∫
Γ2,k
χD(λ)
( 1
λ− µ1,m −
1
λ+ µ1,m
) dλ
c
√
χp(λ)
=
∫
Γ˜2,k
χD(− 1
16µ
)
( 1
− 116µ − µ1,m
− 1− 116µ + µ1,m
) 1
c
√
χp(− 116µ )
1
16µ2
dµ.
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By Lemma 6.13, χD(λ) = −χD,1(λ)χD,2(λ)/χD,2(∞) where χD,1(− 116µ ) = O(1) and
χD,2(− 1
16µ
) =
∏
l∈Z
µ2,l − µ
pil
= O(γk).
Clearly, 1− 116µ±µ1,m
= O( 1〈m〉 ),
1
µ2 = O(
1
〈k〉2 ) and
1
c
√
χp(− 116µ )
= O( 1√
(λ+2,k−µ)(λ−2,k−µ)
). Hence
∣∣ ∫
Γ2,k
χD(λ)
( 1
λ− µ1,m −
1
λ+ µ1,m
) dλ
c
√
χp(λ)
∣∣ = O(γk 1〈m〉 1〈k〉2 )
and altogether we get for m ∈ S1 with m 6= n∑
k∈S−
|q1,mk| ≤ C
∑
k∈S−
k 6=m
|αk| 〈k〉
γk
γ21,m
〈n−m〉γk
1
〈m〉
1
〈k〉2 + C|α−|m||
〈m〉
γ−|m|
γ2−|m|
〈−|m| − n〉
whereas for m = n ∑
k∈S−
|q1,nk| ≤ C
∑
k∈S−
|αk| 〈k〉
γk
1
〈n〉
γk
〈k〉2 <∞.
Hence ∑
k∈S−
m∈S1
|q1,mk| ≤ C
∑
k∈S−
m∈S1\{n}
|αk|
γ21,m
〈n−m〉
1
〈m〉
1
〈k〉 + C
∑
k∈S−
|αk| 1〈n〉
1
〈k〉 <∞.
Altogether we thus have shown that∑
k∈S
m∈Z
|q1,mk| =
∑
k∈S
m∈S1
|q1,mk| <∞.
The proof of
∑
k∈S
m∈Z
|q2,mk| < ∞ is similar. Since q2,mk = 0 for any m ∈ Z \ S2, we only consider∑
k∈S
m∈S2
|q2,mk| where S2 = { l ∈ Z : − |l| ∈ S }. Recall that for any m ∈ S2, k ∈ S
q2,mk = αk
〈k〉
γk
ψn(κ2,m)
χ˙D(κ2,m)
1
2pi
∫
Γk
( χD(λ)
λ− κ2,m −
χD(λ)
λ+ κ2,m
) dλ
c
√
χp(λ)
.
By standard asymptotic estimates,
|ψn(κ2,m)| = O(|σn2,m − µ2,m|).
Since by Theorem 8.12, |σn2,m − τ2,m| = O(γ22,m) and by assumption (µ2,m − τ2,m) = O(γ22,m) one has
ψn(κ2,m) = O(γ
2
2,m). Furthermore since χD(λ) = −χD,1(λ)χD,2(λ)/χD,2(∞) and κ2,m is a zero of
χD,2(λ) we have χ˙D(κ2,m) = −χD,1(κ2,m)χ˙D,2(κ2,m)/χD,2(∞). To compute χ˙D,2 recall that χD,2 has
the product representation χD,2(λ) =
∏
k∈Z
µ2,l+
1
16λ
pil
. Since 116κ2,m = −µ2,m and ∂x( 116λ )
∣∣
κ2,m
= − 1
16κ22,m
one gets
χ˙D,2(κ2,m) =
( 1
pim
∏
l 6=m
µ2,l − µ2,m
pil
)(− 1
16κ22,m
)
.
By standard asymptotic estimates one then concludes that∣∣ 1
χ˙D(κ2,m)
∣∣ = O(κ22,m) = O( 1〈m〉2 ).
To estimate
∫
Γk
( χD(λ)
λ−κ2,m −
χD(λ)
λ+κ2,m
)
dλ
c
√
χp(λ)
for k ∈ S+ note that by standard asymptotic estimates∣∣ χD(λ)
c
√
χp(λ)
∣∣ = O( γkw1,k(λ) ). Clearly one has | 1λ−κ2,m − 1λ+κ2,m | = | 2κ2,mλ2−κ22,m | = O( 1〈k〉2 1〈m〉 ) and hence∣∣ ∫
Γk
( χD(λ)
λ− κ2,m −
χD(λ)
λ+ κ2,m
) dλ
c
√
χp(λ)
∣∣ = O( γk〈k〉2 1〈m〉 ).
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We thus have proved that ∑
k∈S+
m∈S2
|q2,mk| ≤ C
∑
k∈S+
m∈S2
|αk| 〈k〉
γk
γ22,m
γk
γk
〈k〉2
1
〈m〉 <∞.
To estimate
∫
Γk
( χD(λ)
λ−κ2,m −
χD(λ)
λ+κ2,m
)
dλ
c
√
χp(λ)
for k ∈ S− we recall that Γk = Γ2,k for k ≤ −1. With
Γ˜2,k := { − 116λ : λ ∈ Γ2,k } and the change of variable λ = (−16µ)−1 one obtains for m ∈ S2
Ik,m :=
∫
Γ2,k
( χD(λ)
λ− κ2,m −
χD(λ)
λ+ κ2,m
) dλ
c
√
χp(λ)
=
∫
Γ˜2,k
( χD(− 116µ )
− 116µ − κ2,m
−
χD(− 116µ )
− 116µ + κ2,m
) 1
c
√
χp(− 116µ )
dµ
16µ2
.
Furthermore, since
− 1
16µ
± κ2,m = κ2,m
µ
(− 1
16κ2,m
± µ) = κ2,m
µ
(µ2,m ± µ)
one gets
κ2,mIk,m =
∫
Γ˜2,k
(χD(− 116µ )
µ2,m − µ −
χD(− 116µ )
µ2,m + µ
) 1
c
√
χp(− 116µ )
dµ
16µ
and hence by standard asymptotic estimates in case k 6= m
|κ2,mIk,m| ≤ C( γk〈m− k〉 +
γk
〈m+ k〉 )
1
〈k〉
and for k = m, |κ2,mIm,m| ≤ C 1〈m〉 . Altogether we get∑
k∈S−
m∈S2
|q2,mk| ≤ C
∑
m∈S2
∑
k∈S−
k 6−m
|αk| 〈k〉
γk
γ22,m
〈m〉
( 1
〈m− k〉 +
1
〈m+ k〉 )
γk
〈k〉 + C
∑
m∈S2
m≤−1
|αm| 〈m〉
γm
γ2m
〈m〉
1
〈m〉 <∞.
This completes the proof of Lemma 9.24.
We summarize the resuts obtained in this section as follows :
Theorem 9.26 For any v ∈ H1r with the property that µk − τk = O(γ2k), dv Φ : H1r → h1/2r is a linear
isomorphism. In particular, this is the case for any finite gap potential.
Remark 9.27. By Proposition 7.14, for any v ∈ H1r , there exists v˜ ∈ Iso(v) with the property that µk = τk
for any k ∈ Z.
Proof. By Proposition 9.20, for any v ∈ H1r , dv Φ is a Fredholm operator and by Lemma 9.23, for any
v ∈ H1r with µk − τk = O(γ2k) as k → ∞, dv Φ is one-to-one. Hence for such potentials dv Φ is a linear
isomorphism.
9.4 Birkhoff map near the origin
In this section we analyze the Birkhoff map near the origin and in the course of our investigation prove
Theorem 1.1 as stated in the introduction. First we need to introduce some more notation. For any
(x(0), y0) ∈ h1/2r , let
Tor(x(0), y(0)) := { (x, y) ∈ h1/2r : x2n + y2n = (x(0)n )2 + (y(0)n )2 ∀ n ∈ Z }.
Clearly Tor(x(0), y(0)) is a possibly infinite product of circles in R2 with radi
√
(x
(0)
n )2 + (y
(0)
n )2, centered
at the origin.
By Proposition 9.17 d0Φ : H1r → h1/2r is a linear isomorphism. By the inverse function theorem there
exists ρ′ > 0 so that Φ : BH
1
0,ρ′ → Φ(BH
1
0,ρ′) is a real analytic diffeormorphism. Choose ρ > 0 so that
Bh
1/2
0,ρ ⊆ Φ(BH
1
0,ρ′). Then
Φ : V0,ρ → Bh1/20,ρ , V0,ρ := Φ−1(Bh
1/2
0,ρ ) ∩BH
1
0,ρ′
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is a real analytic diffeomorphism. Here for any Banach space E, BE0,ρ denotes the open ball in E of radius
ρ, centered at 0. First we investigate the isospectral set Iso(v) for a potential v ∈ V0,ρ. Note that for any
(x, y) ∈ Bh1/20,ρ , Tor(x, y) ⊆ Bh
1/2
0,ρ . By choosing ρ smaller if needed one can assure that for any v0 ∈ V0,ρ
and v ∈ H1r with Hsinh(v0) = Hsinh(v) it follows that v ∈ BH
1
0,ρ′ where we recall that Hsinh denotes the
sinh-Gordon Hamiltonian (cf (2.50)).
The following result describes isospectral sets near 0 in terms of Birkhoff coordinates.
Proposition 9.28 For any v = (q, p) ∈ V0,ρ, Iso(v) ⊆ V0,ρ, Φ(Iso(v)) = Tor(Φ(v)), and (−q, p) ∈ V0,ρ.
Proof. Let v0 ∈ V0,ρ. Since for any v ∈ Iso(v0), ∆(λ, v) = ∆(λ, v0) for any λ ∈ C∗ and since the actions
are defined entirely in terms of the ∆ - function it follows that In(v) = In(v0) for any n ∈ Z and hence
Φ(v) ∈ Tor(Φ(v0)). Thus
Φ(Iso(v)) ⊆ Tor(Φ(v)). (9.26)
Since Hsinh is a spectral invariant (cf Theorem 2.20) it follows that Hsinh(v) = Hsinh(v0) and hence by
the choice of ρ, v ∈ BH10,ρ′ . Since Φ : BH
1
0,ρ′ → Φ(BH
1
0,ρ′) is one-to-one it then follows from (9.26) that
Iso(v0) ⊆ V0,ρ. To see that Φ(Iso(v0)) = Tor(Φ(v0)) we argue as follows. Let S = { n ∈ Z : In(v0) 6= 0 }
and for any n ∈ Z \ S consider the curve t 7→ (x(t), y(t)) which moves counter clockwise around the n-th
circle x2n+y2n = 2In(v0) of Tor(Φ(v0)) with unit speed, while all other coordinates stay put. The preimage
v(t) of (x(t), y(t)) by Φ in V0,ρ is a smooth curve with nonvanishing velocity vector v′(t) = ∂tv(t). Note
that dv(t)Φ[v′(t)] =
(
(dv(t)xk[v
′(t)])k, (dv(t)yk[v′(t)])k
)
is given by
dv(t)xk[v
′(t)] = 0, dv(t)yk[v′(t)] = 0 ∀ k 6= n
and
dv(t)xn[v
′(t)] = x′n(t) = −
yn(t)√
xn(0)2 + yn(0)2
, dv(t)yn[v
′(t)] = y′n(t) =
xn(t)√
xn(0)2 + yn(0)2
.
We claim that v′(t) = −JP−1∂v(t)In. Indeed, by Corollary 9.11,
dv(t)xk[−JP−1∂v(t)In] = {xk, −In}(v(t)) = 0 ∀ k 6= n
dv(t)yk[−JP−1∂v(t)In] = {yk, −In}(v(t)) = 0 ∀ k 6= n
dv(t)xn[−JP−1∂v(t)In] = {xn, −In}(v(t)) = −yn(v(t))
dv(t)yn[−JP−1∂v(t)In] = {yn, −In}(v(t)) = xn(v(t)).
Since dv(t)Ω : H1r → h1/2r is a linear isomorphism it follows that v′(t) = −JP−1∂v(t)In. Since for any
λ ∈ C∗
d
dt
∆λ(v(t)) = 〈∆λ(v(t)),−JP−1∂v(t)In〉 = −{∆λ, In}(v(t))
it follows from Proposition 9.8 that ∆λ is invariant along the curve v(t). Hence v(t) ∈ Iso(v◦) for any
t ∈ R. Since this holds for any n ∈ Z \ S we conclude by induction that
Φ−1(Tor(Φ(v◦))) ⊆ Iso(v◦)).
Altogether we have proved that Φ(Iso(v◦)) = Tor(Φ(v◦)). It remains to prove that for any v = (q, p) ∈
V0,ρ one has (−q, p) ∈ V0,ρ, i.e. that V0,ρ is invariant under the symmetry Srec. Recall that by Propo-
sition 8.6(ii), In(−q, p) = I−n(q, p) for any n ∈ Z, hence
∑
n∈Z
In(−q, p) =
∑
n∈Z
In(q, p) implying that
((xn(−q, p))n, (yn(−q, p))n) and ((xn(q, p))n, (yn(q, p))n) have the same norm in h1/2r . Since Bh1/20,ρ is
a ball it follows that Φ(−q, p) ∈ Bh1/20,ρ . Furthermore, one has Hsinh(−q, p) = Hsinh(q, p) and hence
(−q, p) ∈ BH10,ρ′ . By our choice of ρ this implies that (−q, p) ∈ V0,ρ.
Proposition 9.28 allows to approximate v ∈ V0,ρ by finite gap potentials. To the best of our knowledge
such a result has not been established previously. Recall that v ∈ H1r is said to be a finite gap potential
if S := { n ∈ Z : γn(v) = λ+n (v)− λ−n (v) > 0 } is finite.
Corollary 9.29 The set of finite gap potentials in V0,ρ is dense in V0,ρ.
153 Version: 2018/11/09
Birkhoff coordinates 9.4 Birkhoff map near the origin
Proof. Let v ∈ V0,ρ and (x, y) = Φ(v) ∈ Bh1/20,ρ . Define for any N ≥ 1
xNn :=
{
xn ∀ |n| ≤ N
0 ∀ |n| > N, y
N
n :=
{
yn ∀ |n| ≤ N
0 ∀ |n| > N.
Then clearly (xN , yN ) ∈ Bh1/20,ρ for any N ≥ 1 and vN ∈ V0,ρ with Φ(vN ) = (xN , yN ) is a finite gap
potential with S ⊆ { n ∈ Z : |n| ≤ N }. Since lim
N→∞
(xN , yN ) = (x, y) in Bh
1/2
0,ρ , it follows that
lim
N→∞
vN = v.
By construction, V0,ρ is the disjoint union of its isospectral sets, V0,ρ =
⋃
v∈V0,ρ Iso(v). Using the
characterization of Iso(v) in terms of Birkhoff coordinates it is straightforward to describe a section of
this disjoint union which by a slight abuse of terminology is referred to as Lagrangian section of V0,ρ.
Define
V left0,ρ := { v ∈ V0,ρ : µk = λ−k ∀ k ∈ Z }, V open0,ρ := { v ∈ V0,ρ : λ−k < λ−k ∀ k ∈ Z }.
In view of Remark 8.32, Proposition 7.14 and Proposition 8.6(iii) the following holds.
Corollary 9.30 (i) Φ(V left0,ρ ) = { (x, y) ∈ Φ(V0,ρ) : yk = 0, xk ≥ 0 ∀ k ∈ Z } Hence for any v ∈ V0,ρ,
Iso(v)∩ V left0,ρ consists of precisely one point. V0,ρ can be described by the coordinates x = (xk)k∈Z,
y = 0 where the xk’s satisfy (∑
k∈Z
x2k
)1/2
< ρ, xk ≥ 0 ∀ k ∈ Z.
(ii) Φ(V open0,ρ ) = { (x, y) ∈ Φ(V0,ρ) : x2k + y2k > 0 ∀ k ∈ Z }. Hence V open0,ρ is dense in V0,ρ and
V open0,ρ ∩ V left0,ρ is dense in V left0,ρ .
Finally we study the sinh-Gordon equation on V0,ρ in Birkhoff coordinates. First we need to make
some preliminary considerations. Recall that for any v = (q, p) ∈ H1r ,
Hsinh(q, p) =
∫ 1
0
(1
2
(Pp)2 +
1
2
(Pp)2 + cosh(q)− 1
2
q2
)
dx.
By Corollary 7.6, {Hsinh, ∆λ} = 0 for any λ ∈ C∗. Since ∂In = − 4pi
∫
Γn
1
λ
∂∆(λ)
c
√
χp(λ)
dλ it then follows that
{Hsinh, In} = 0 on H1r for any n ∈ Z and hence by Proposition 9.28 that H˜ := Hsinh ◦ Φ−1 : Bh
1/2
0,ρ → R
only depends on the actions. Arguing as in [[8], Addendum to Theorem 15.1] it follows that for any
(x, y) =
(
(xn)n, (yn)n
) ∈ Bh1/20,ρ
H˜((xn)n, (yn)n) = H(((x
2
n + y
2
n)/2)n)
where H is a real analytic function on C+0,ρ, defined by
C+0,ρ := { I = (In)n∈Z : In ≥ 0 ∀ n ∈ Z;
∑
n∈Z
〈n〉In < ρ }.
(Note that C+0,ρ is a subset of the positive quadrant in the weighted `1-sequence space `1,1(Z,R).) By the
chain rule it then follows that
∂Hsinh =
∑
n∈Z
ωn∂In, ωn = ∂InH ∀ n ∈ Z, (9.27)
where the series converges in H−1r .
Lemma 9.31 For any n ∈ Z, ∂In vanishes on Zn ∩H1r .
Proof. By Proposition 8.6(i),
∂In = − 4
pi
∫
Γn
1
λ
∂∆(λ)
c
√
χp(λ)
dλ.
Since for any v ∈ Zn ∩ H1r , c
√
χp(λ) contains the factor λ − τn, where τn = λ−n (= λ+n ) one gets by
Cauchy’s theorem that ∂In is proportional to ∂∆
∣∣
τn
. Furthermore, on Zn ∩H1r , m`2, m`3, and δ vanish
at λ = τn. By Lemma 5.2 one then concludes that ∂∆
∣∣
τn
= 0 and hence ∂In = 0 on Zn ∩H1r .
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For any S ⊆ Z, denote by GS ⊆ H1r the set of all S-gap potentials,
GS := { v ∈ H1r : λ−k (v) < λ+k (v) iff k ∈ S }
and define GS,ρ := GS ∩ V0,ρ. Correspondingly, introduce
gS := { (x, y) ∈ h1/2r : x2k + y2k = 0 iff k ∈ S }
and let gS,ρ := gS ∩Bh1/20,ρ . Then clearly,
Φ(GS,ρ) = gS,ρ.
Lemma 9.31 yields the following
Corollary 9.32 For any S ⊆ Z finite, ∂Hsinh =
∑
n∈S ωn∂In on GS,ρ and the Hamiltonian vector field
JP−1∂Hsinh =
∑
n∈S ωnJP
−1∂In is in H1r for any v ∈ GS,ρ. As a consequence, for any n ∈ Z, the
Poisson brackets {Hsinh, xn}, {Hsinh, yn} are well defined on GS,ρ and
{xn, Hsinh} = ωnyn, {yn, Hsinh} = −ωnxn.
Proof. For any S ⊆ Z finite, one concludes from (9.27) and Lemma 9.31 that ∂Hsinh =
∑
n∈S ωn∂In.
Since by Lemma 7.2, ∂In ∈ L2r the Hamiltonian vector field JP−1∂Hsinh =
∑
n∈S ωnJP
−1∂In is in H1r .
As a consequence, for any n ∈ Z, {xn, Hsinh} and {yn, Hsinh} are well defined on GS,ρ and by Corollary
9.11
{xn, Hsinh} =
∑
k∈S
ωk{xn, Ik} = ωnyn
and
{yn, Hsinh} =
∑
k∈S
ωk{yn, Ik} = −ωnxn.
For any (x(0), y(0)) ∈ Bh1/20,ρ with
x(0)n =
√
2I
(0)
n cos(θ
(0)
n ), y
(0)
n =
√
2I
(0)
n sin(θ
(0)
n )
and any t ∈ R, define
Sh1/2t (x(0), y(0)) := (x(t), y(t))
where for any n ∈ Z
xn(t) :=
√
2I
(0)
n cos(−ωnt+ θ(0)n ), yn(t) :=
√
2I
(0)
n sin(−ωnt+ θ(0)n )
and
ωn = ∂InH
∣∣
I(0)
, I(0) = (I(0)n )n∈Z.
Note that
(x(t), y(t)) ∈ Tor(x(0), y(0)), ∀ t ∈ R. (9.28)
In addition the map
R×Bh1/20,ρ → Bh
1/2
0,ρ , (t, (x
(0), y(0)) 7→ Sh1/2t (x(0), y(0)) (9.29)
is continuous and for any n ∈ Z
∂txn(t) = ωnyn(t), ∂tyn(t) = −ωnxn(t), xn(0) = x(0)n , yn(0) = y(0)n .
Furthermore, for any v(0) ∈ V0,ρ and t ∈ R define
St(V (0)) := Φ−1
(Sh1/2t (Φ(v(0)))).
By Proposition 9.28, St(v(0)) ∈ Iso(v(0)) since by (9.28) Sh1/2t (Φ(v(0))) is in Tor(Φ(v(0))). Clearly, the
map
R× V0,ρ → V0,ρ, (t, v(0)) 7→ St(v(0))
is continuous. Corollary 9.32 then yields the following
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Theorem 9.33 Let S be any finite subset of Z. Then for any v(0) ∈ GS,ρ, t 7→ v(t) := St(v(0)) is a
C1-curve with values in Iso(v(0)) ⊆ V0,ρ and a global in time solution of the sinh-Gordon equation
∂tv(t) = JP
−1∂Hsinh(v(t)), v(0) = v(0).
The Hamiltonian vector field JP−1∂Hsinh(v(t)) is in H1r and ∂Hsinh(v(t)) given by
∂Hsinh(v(t)) =
∑
n∈S
ωn∂In(v(t))
where ωn = ∂InH is the n’th frquencey of the sinh-Gordon Hamiltonian H, expressed in the action
variables.
Remark 9.34. Since
⋃
S⊆Z
|S|<∞
GS,ρ is dense in V0,ρ the map S : R × Vo,ρ → V0,ρ, (t, v(0)) 7→ St(v(0)) is
continuous, and for any v(0) ∈ ⋃ S⊆Z
|S|<∞
GS,ρ, the curve t 7→ St(v(0)) is a solution of the sinh-Gordon
equation. We refer to S : (t, v(0)) 7→ St(v(0)) as the solution map of the sinh-Gordon equation.
Remark 9.35. The fact that the solutions in V0,ρ of the sinh-Gordon equation is a rotational flow, when
expressed in Birkhoff coordinates, has many implications. In particular, arguing as in the proof of
Proposition 4.6 in [10] it follows that any solution of the sinh-Gordon equation in V0,ρ is almost periodic.
Proof of Theorem 9.33. Since Φ : V0,ρ → Bh1/20,ρ is a real analytic diffeomorphism and for any given
v(0) ∈ GS,ρ, the curve t 7→ v(t) := Sh1/2t (Φ(v(0))) is clearly smooth in t, t 7→ St(v(0)) is a C1-curve with
values in V0,ρ. Furthermore, by Corollary 9.32, ∂Hsinh(v(t)) =
∑
n∈S ωn∂In(v(t)). It therefore remains
to show that for any n ∈ S
JP−1∂In(v(t)) = (dv(t) Φ)−1
(
(yn(t)δnk)k, (−xn(t)δnk)k
)
. (9.30)
Note that for any n ∈ S, the vector (yn(t),−xn(t)) 6= 0. Since xn(t)2 + yn(t)2 = 2In(t) = 2In(0) 6= 0 by
assumption. Therefore −(yn(t),−xn(t)) equals ∂θn at the point considered. The claimed identity (9.30)
then follows from Lemma 9.36 below.
Lemma 9.36 For any v ∈ GS,ρ and for any n ∈ S,
dΦ(v) Φ
−1[∂θn ] = −JP−1∂In.
Proof. Choose ∂Ik , ∂θk (k ∈ S) ∂xk , ∂yk (k ∈ Z \ S) as a basis of the tangent space TΦ(v)gS,ρ and define
for any n ∈ S, en := dΦ(v) Φ−1[∂θn ]. When expressed in the chosen basis
∂Ik[en] =0, ∂θk[en] = δnk ∀ k ∈ S
∂xk[en] =0, ∂yk[en] = 0 ∀ k ∈ Z \ S.
On the other hand, the vector −JP−1∂In has the following components: for any k ∈ S by Proposition
9.8 and Proposition 9.7
∂Ik[−JP−1∂In] =− 〈∂Ik, JP−1∂In〉 = −{Ik, In} = 0,
∂θk[−JP−1∂In] =− 〈∂θk, JP−1∂In〉 = −{θk, In} = δnk
and for any k ∈ Z \ S by Corollary 9.11,
∂xk[−JP−1∂In] =− {xk, In} = 0
∂yk[−JP−1∂In] =− {yk, In} = 0.
Since dv Φ is a linear isomorphism it follows that en = −JP−1∂In as claimed.
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10 Examples
10.1 Pp+ qx = 0 example
Let s ≥ 0 and q ∈ Hs+1R and define p = −P−1qx ∈ Hs+1R . Then A(q, p) = 0 and the fundamental solution
satisfies
∂xM = J(λ−B2/λ)M =
(
λ− 116λeq−λ+ 116λe−q
)
M =: YM
Hence M(x, λ, q, p) = e
∫ x
0
Y (s,λ,q,p)ds. Let a± be the eigenvalues of
∫ 1
0
Y (s, λ, q, p) ds then
∆(λ, q, p) =
trM`
2
=
ea
+
+ ea
−
2
.
Since the eigenvalues a+, a− of∫ 1
0
Y (s, λ, q, p) ds =
(
λ− 116λ
∫ 1
0
eq(s) ds
−λ+ 116λ
∫ 1
0
e−q(s) ds
)
are given by a2 − tr
( ∫ 1
0
Y (s, λ, q, p) ds
)
a+ det
( ∫ 1
0
Y (s, λ, q, p) ds
)
= 0, one has
a±(λ, q, p) =±
√(
λ− 1
16λ
∫ 1
0
eq(s) ds
)(
−λ+ 1
16λ
∫ 1
0
e−q(s) ds
)
=±
√
−λ2 + 1
8
∫ 1
0
cosh(q(s)) ds− 1
(16λ)2
∫ 1
0
eq(s) ds
∫ 1
0
e−q(s) ds.
Where the sign of the root is immaterial. Hence
∆(λ, q, p) = cosh
(√
−λ2 + 1
8
∫ 1
0
cosh(q(s)) ds− 1
(16λ)2
∫ 1
0
eq(s) ds
∫ 1
0
e−q(s) ds
)
.
Hence λ ∈ C∗ is a periodic eigenvalue of Q(q, p) if and only if there is some n ∈ Z such that
λ2 +
1
(16λ)2
∫ 1
0
eq(s) ds
∫ 1
0
e−q(s) ds = (npi)2 +
1
8
∫ 1
0
cosh(q(s)) ds (10.1)
For n 6= 0 and λn a solution of (10.1) one hence has
∆˙(λn, q, p) = sinh(±inpi)
−λn + 1(16)2λ3n
∫ 1
0
eq(s) ds
∫ 1
0
e−q(s) ds
±inpi = 0
implying that every periodic eigenvalue except λ±0 is double, i.e. γn = 0 for all n 6= 0. We now have
proved
Proposition 10.1 For any s ≥ 0 there are (q, p) ∈ Hs+1c such that (q, p) 6∈ Hs+1+c for any  > 0 such
that γn(q, p) = 0 for all n 6= 0.
One can further compute with c1 :=
∫ 1
0
cosh(q(s)) ds and c2 :=
∫ 1
0
eq(s) ds
∫ 1
0
e−q(s) ds for n 6= 0
λ±n = −1/4
√
8pi2n2 + c2 + sign(n)
√
64pi4n4 + 16pi2c2n2 + c22 − c1
and
λ±0 = −1/4
√
c2 ±
√
c22 − c1
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11 Appendices
A Analytic maps
For the convenience of the reader we recall in this appendix the notion of an analytic map between two
complex Banach spaces and record well known results about such maps used throughout the thesis. The
material is taken almost verbatim from [[6], Appendix A].
Let E and F be complex Banach spaces with norms | · | and ‖·‖, respectively, and let U ⊂ E be open.
A map f : U → F is analytic on U , if it is differentiable on U . This is the straightforward generalization
of the notion of an analytic function of one complex variable.
It is convenient to introduce another notion of analyticity. A map f : U → F is weakly analytic on
U , if for each U ∈ U , h ∈ E, and L ∈ F ∗, the function
z 7→ Lf(u+ zh)
is analytic in some neighborhood of the origin in C in the usual sense. The radius of weak analyticity
of f at u is the supremum of all r ≥ 0 such that the above function is defined and analytic in the disc
z < r/|h| (in C) for all L ∈ F ∗ and h ∈ E.
Clearly, the radius r of weak analyticity at u is not greater than the distance ρ of u to the boundary
of U . On the other hand, if L and h are given, then z 7→ Lf(u+ zh) is well defined on the disc |z| < r|h|
(in C) and analytic in some neighborhood of each point in it, since f is weakly analytic on all of U .
Consequently, this function is analytic on |z| < ρ/|h|.
The notion of a weak analytic map is weaker then that of an analytic map. For instance, every
globally defined, but unbounded linear operator is weakly analytic, but not analytic. Remarkably, a
weakly analytic map is analytic, if in addition it is locally bounded. Before we get to this result, we state
two basic lemmas. For proofs we refer to [6]
Lemma A.1 (Cauchy’s Formula) Suppose f is weakly analytic and continuous on U . Then, for every
u ∈ U and h ∈ E,
f(u+ zh) =
1
2pii
∫
|ζ|=ρ
f(u+ ζh)
ζ − z dζ
for |z| < ρ < r/|h|, where r is the radius of weak analyticity of f at u.
Lemma A.2 (Cauchy’s Estimate) Let f be an analytic map from the open ball of radius r around u in
E onto F such that ‖f‖ ≤M on this ball. Then
‖duf‖ := max
h6=0
‖duf(h)‖
|h| ≤
M
r
.
The statement of the lemma is particularly transparent when f is a complex valued function. Then
duf is an element in the dual space E∗ to E, and the induced operator norm is the norm | · |E . So, for
instance, if f is bounded in absolute value by M on the balls
|u|∞, |u|2, |u|1 < r,
then
|d0f |1, |d0f |2, |d0f |∞ ≤ M
r
,
respectively, in both finite- and infinite-dimensional settings.
We now turn to the basic characterization of analytic maps between complex Banach spaces. An
infinitely differentiable function f is said to be represented by its Taylor series near a point u, if
f(u+ h) =
∑
n≥0
1
n!
dnuf(h, . . . , h),
for all sufficiently small h, with the series converging absolutely and uniformly.
For example, since E = H1(T,C) is a Banach algebra by the Sobolev embedding theorem, any map
P : E → E, ϕ 7→
m∑
n=0
anϕ
n
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with coefficients a0, . . . , am ∈ E is well defined, analytic, and represented by its Taylor series at any
point. In particular,
1
n!
dn0P (h, . . . , h) = anh
n, 0 ≤ n ≤ m.
Similarly, the exponential series
exp : E → E, exp(ϕ) =
∑
n≥0
ϕn
n!
is well defined and analytic, with
dn0 exp(h, . . . , h) = h
n, n ≥ 0.
Note that (exp(ϕ))(x) = exp(ϕ(x)).
Theorem A.3 Let f : U → F be a map from an open subset U of a complex Banach space E into a
complex Banach space F . Then the following three statements are equivalent.
(i) f is weakly analytic and locally bounded on U .
(ii) f is analytic on U .
(iii) f is infinitely differentiable on U , and is represented by its Taylor series in a neighborhood of each
point in U .
Theorem A.3 allows us to generalize results about analytic functions of one complex variable to the
setting of this section. For instance, the following holds.
Theorem A.4 Let (fn)n be a sequence of analytic maps fn : U → F from an open subset U of a complex
Banach space E into a complex Banach space F , which converges locally uniformly to a map f : U → F .
Then f is analytic as well.
A special case of Theorem A.3 arises for maps into a Hilbert space.
Theorem A.5 Let f : U → H be a map from an open subset U of a complex Banach space E into a
complex Hilbert space with inner product 〈·, ·〉 and an orthonormal basis (en)n. Then f is analyttic on U
if and only if f is locally bounded, and each coordinate function
fn = 〈f, en〉 : U → C, n ∈ Z,
is analytic on U . Moreover, the derivative of f is given by
df(h) =
∑
n∈Z
dfn(h)en.
The next theorem generalizes Theorem A.3. A subset V ⊂ U of an open set U in a complex Banach
space is called an analytic subvariety, if locally it can be represented as the zero set of an analytic function
taking values in some Cn.
Theorem A.6 Let V1, . . . , Vm be analytic subvarieties of an open subset U in a complex Banach space
E. Suppose the function f : U → C is
(i) analytic on U \ (V1 ∪ · · · ∪ Vm),
(ii) continuous on U , and,
(iii) weakly analytic on Vi for each q ≤ i ≤ m, that is, analytic on any complex disc contained in Vi.
then f is analytic on U .
Theorem A.7 Let V be a real subspace of complex Banach space E and U an open neighborhood. Let
fn : U → C be analytic such that the sum
∑
n≥0 |fn| converges locally uniformly on V then there is an
open neighborhood U ′ of V ⊂ U ′ ⊂ U such that ∑n≥0 fn converges to an analytic function on U ′.
159 Version: 2018/11/09
Appendices B Infinite products
Proof. By assumption F =
∑
n≥0 fn
∣∣∣
V
is a real analytic function. Let z0 ∈ V then F has a Taylor
expansion F (λ) =
∑
k≥0 ak(z − z0)k around λ0. By Fubinis theorem we obtain
ak =
1
2pii
∫
C
F (z)
(z − z0)k+1 dz =
∑
n≥0
1
2pii
∫
C
fn(z)
(z − z0)k+1 dz =
∑
n≥0
ank
Where C is a curve in C around Further more by assumption we have∑
n≥0
|ank | ≤
∑
n≥0
1
2pii
∫
C
|fn(z)|
|z − z0|k+1 dz
B Infinite products
In this appendix we record for the convenience of the reader well known results on infinite products used
throughout the thesis. The material is taken almost verbatim from [[6], Appendix C]
We say that the infinite product
∏
n∈Z(1 + an) of complex numbers an, n ∈ Z converges, if
lim
N→∞
∏
|n|≤N
(1 + an)
exists. The limit is also denoted by
∏
n∈Z(1 + an). We say that
∏
n∈Z(1 + an) converges absolutely
if
∏
n∈Z(1 + |an|) converges. Absolute convergence of an infinite product implies its convergence. A
sufficient condition for absolute convergence is that
|a|`1 :=
∑
n∈Z
|an| <∞,
since for sufficiently large N , ∑
|n|>N
log(1 + |an|) ≤
∑
n∈Z
|an|.
This condition is also necessary, since∑
|n|>N
log(1 + |an|) ≥
∑
|n|>N
|an|(1− |an|) ≥ 1
2
∑
|n|>N
|an|
for N sufficiently large. A sufficient condition for convergence is∑
n≥1
(|an + a−n|+ |ana−n|) <∞,
obtained by grouping the factors 1 + an and 1 + a−n. Often we are concerned with infinite products
related to perturbations of the sine function, which has the following product representation
sinλ = −
∏
m∈Z
mpi − λ
pim
, pim =
{
mpi m 6= 0
1 m = 0
.
We consider perturbations obtained by replacing the sequence σ0 = (mpi)m∈Z of zeros of sinλ by a
sequence of the form σ = σ0 + σ˜ with σ˜ ∈ `2C. We say that such a sequence σ is simple if its elements
are pairwise distinct. Note that
inf
m 6=n
|σm − σn| > 0
for any simple sequence. We will only consider sequences where σm 6= 0 for all m. Define
`∗ := { σ = (σn)n ⊂ C∗ : σ − σ0 ∈ `2 }
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Lemma B.1 For any σ ∈ `∗ and n ∈ Z,
fn(λ, σ) = −
∏
m 6=n
σm − λ
pim
defines an analytic function on C×`∗ with roots σm, m 6= n, listed with their multiplicities. In particular,
if σ is simple, then fn has simple roots σm, m 6= n, and no other roots.
To obtain asymptotic estimates for the infinite products considered in Lemma B.1 we need the
following general inequality
Lemma B.2 For any `1-sequence of complex numbers am with |am| ≤ 1/2,∣∣∣∣∣∏
m∈Z
(1 + am)− 1
∣∣∣∣∣ ≤ AeS +BeS+S2
with A = |∑m∈Z am|, B = ∑m∈Z |am|2, and S = ∑m∈Z |am|.
Let
Dn = { λ ∈ C : |λ− npi| < pi/4 }, n ∈ Z.
For any a = (an)n define ‖a‖`∞ := supn∈Z |an|.
Lemma B.3 Let σ, ρ ∈ `∗ be two complex sequences and assume that ρ is simple. Furthermore, let
N ≥ 0 be an integer and c > 0 a constant such that for any n with |n| ≥ N
min
λ∈Dn
|ρm − λ| ≥ c−1|m− n|, ∀ m ∈ Z \ {n}
Then for any n ∈ Z with |n| ≥ N ∏
m6=n
σm − λ
ρm − λ = 1 + `
2
n, λ ∈ Dn,
uniformly with respect to ‖σ − ρ‖`2 , ‖ρ − σ0‖`∞ , and c. In more detail, the infinite product φn(λ) =∏
m 6=n
σm−λ
ρm−λ satisfies ( ∑
|n|≥N
sup
λ∈Dn
|φn(λ)− 1|2
)1/2
< Cσ,ρ
where the constant Cσ,ρ only depends on ‖σ − ρ‖`2 , ‖ρ− σ0‖`∞ , and c.
Lemma B.3 can be used to prove the following
Lemma B.4 For any (λn)n ∈ `∗
1
pin
∏
m6=n
λm − λ
pim
=
sin(λ)
λ− npi
(
1 + `2n
)
, λ ∈ Dn,
locally uniformly in (λn)n. We note that npi−λsin(λ) has a removable singularity at npi, but no other singularity
in Dn. Furthermore for any λ ∈ Dn
npi − λ
sin(λ)
∏
m 6=n
λm − λ
pim
= −pin
∏
m 6=n
λm − λ
mpi − λ.
We refer to Lemma B.3 for the meaning of the statement on uniformity.
We also need an estimate of infinite products on large circles.
Lemma B.5 For any (σm)m∈Z ∈ `∗, the infinite product
f(λ) :=
∏
m∈Z
σm − λ
pim
defines an entire function with roots σm, m ∈ Z. On the circles ∂BN = { λ ∈ C : |λ| = Npi + pi/2 }, it
satisfies
f(λ) = −(1 + o(1)) sin(λ) as N →∞.
In case λm 6= 0 ∀ m ∈ Z, f can be written in the form
f(λ) = f(0)
∏
m∈Z
(
1− λ
λm
)
, f(0) =
∏
m∈Z
λm
pim
.
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C A version of Liouville’s theorem on C∗
Recall that at the beginning of Chapter 3 we have introduced the discs Bn, n ∈ Z, where B0 = { λ : |λ| <
pi/2 } and, for any n ≥ 1,
Bn = { λ : |λ| < npi + pi/2 }, B−n = { λ : |λ| ≤ 1
16(npi + pi/2)
}.
Lemma C.1 Let f be an analytic function on C∗ which is uniformly bounded on the circles ∂Bn and
∂B−n as n→∞. Then f is constant.
Proof. First note that if f is bounded byM > 0 on all these circles then so is g, defined by g(λ) = f
(
1
16λ
)
.
Furthermore if the Laurent series of f around 0 is given by
f(λ) =
∑
k∈Z
akλ
k
then the Laurent series of g is given by
g(λ) =
∑
k∈Z
a−k(16λ)k.
Hence by Cauchy’s inequality |ak| ≤ r−k sup|z|=r |f(z)| for any r > 0. Choosing r = npi + pi/2 we can
bound |f(z)| by M and hence ak = 0 for any k ≥ 1. Using g, the same argument shows that a−k = 0
for any k ≥ 1. Hence f = g ≡ a0 is constant.
D Interpolation
In this appendix we present an interpolation lemma which will be used to construct the ψ-functions
and to verify canonical relations. Recall that for any N ≥ 1, we denote by AN = BN \ B−N the
annulus, centered at 0, with boundary ∂AN = ∂BN ∪ ∂B−N where BN = { λ : |λ| < Npi + pi/2 } and
B−N = { λ : |λ| ≤ (16(Npi + pi/2))−1 }. Assume that (σ1,n)n∈Z, (σ2,n)n∈Z are sequences in C∗ so that,
with κ2,n := (−16σ2,n)−1
σ1,n 6= σ1,m (n 6= m), κ2,n 6= κ2,m (m 6= n), σ1,n 6= κ2,m (n,m ∈ Z) (D.1)
and
σ1,n, σ2,n = npi + `
2
n as n→∞. (D.2)
Let
f(λ) = f1(λ)f2(λ) (D.3)
where
f1(λ) :=
∏
n∈Z
σ1,n − λ
pin
, f2(λ) :=
∏
n∈Z
σ2,n +
1
16λ
pin
. (D.4)
According to Lemma B.1, the infinite products f1, f2 define analytic functions on C∗ with roots σ1,n,
n ∈ Z, and respectively κ2,n, n ∈ Z. Note that f1(λ) is analytic at 0 with f1(0) 6= 0 and f2(λ) is analytic
at ∞ with f2(∞) 6= 0,
f1(0) =
∏
n∈Z
σ1,n
pin
, f2(∞) =
∏
n∈Z
σ2,n
pin
.
Furthermore, by Lemma B.5
sup
λ∈∂BN
∣∣ f1(λ)
sin(λ)
+ 1
∣∣ = o(1) as N →∞ (D.5)
and
sup
λ∈∂B−N
∣∣ f2(λ)
sin(− 116λ )
+ 1
∣∣ = sup
µ∈∂BN
∣∣f2(− 116µ )
sin(µ)
+ 1
∣∣ = o(1) as N →∞ (D.6)
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Lemma D.1 Assume that ϕ : C∗ → C is analytic and that (σ1,n)n∈Z, (σ2,n)n∈Z are sequences in C∗ so
that (D.1)-(D.2) are satisfied. Furthermore assume that as N →∞
sup
λ∈∂BN
| ϕ(λ)
sin(λ)
| = o(1), sup
λ∈∂B−N
| ϕ(λ)
sin(− 116λ )
|
(
= sup
µ∈∂BN
|
ϕ(− 116µ )
sin(µ)
|
)
= o(N). (D.7)
Then for any z ∈ C∗
ϕ(z) =
∑
n∈Z
(ϕ(σ1,n)
f˙(σ1,n)
f(z)
z − σ1,n +
ϕ(κ2,n)
f˙(κ2,n)
f(z)
z − κ2,n
)
where f is the function defined in (D.3), f˙(λ) = ∂λf(λ), and κ2,n = −(16σ2,n)−1, n ∈ Z. In particular,
the latter sum converges.
Proof. Consider for any z ∈ C∗ \ { σ1,n, κ2,n : n ∈ Z } the function
g(λ) :=
ϕ(λ)
(λ− z)f(λ)
where f(λ) is given by (D.3). Then g(λ) is a meromorphic function on C∗ with poles in z, σ1,n (n ∈ Z),
κ2,n (n ∈ Z). Chose N ≥ 1 so large that,
z ∈ AN , σ1,n, κ2,n ∈ AN ∀ |n| ≤ N, σ1,n, κ2,n ∈ C∗ \AN ∀ |n| ≥ N + 1.
Then by the residue theorem
1
2pii
∫
∂AN
g(λ) dλ = Resz g +
∑
|n|≤N
Resσ1,n g +
∑
|n|≤N
Resκ2,n g
=
ϕ(z)
f(z)
+
∑
|n|≤N
ϕ(σ1,n)
f˙(σ1,n)
1
σ1,n − z +
∑
|n|≤N
ϕ(κ2,n)
f˙(κ2,n)
1
κ2,n − z
On the other hand, write 12pii
∫
∂AN
g(λ) dλ = 12piiIN − 12piiIIN where
IN =
∫
∂BN
ϕ(λ)
f(λ)
1
λ− z dλ, IIN =
∫
∂B−N
ϕ(λ)
f(λ)
1
λ− z dλ.
It follows from (D.5), (D.7) that
sup
λ∈∂BN
∣∣∣ϕ(λ)
f(λ)
∣∣∣ = o(1) as N →∞
implying that limN→∞ IN = 0. Similarly it follows from (D.6), (D.7) that
sup
λ∈∂B−N
∣∣∣ϕ(λ)
f(λ)
∣∣∣ = sup
µ∈∂BN
∣∣∣ϕ(− 116µ )
f(− 116µ )
∣∣∣ = o(N) as N →∞
yielding that ∫
∂B−N
ϕ(λ)
f(λ)
1
λ− z dλ =
∫
∂BN
ϕ(− 116µ )
f(− 116µ )
1
− 116µ − z
dµ
16µ2
→ 0 as N →∞.
Combining the results obtained one gets
0 =
ϕ(z)
f(z)
+
∑
n∈Z
(ϕ(σ1,n)
f˙(σ1,n)
1
σ1,n − z +
ϕ(κ2,n)
f˙(κ2,n)
1
κ2,n − z
)
and hence
ϕ(z) =
∑
n∈Z
(ϕ(σ1,n)
f˙(σ1,n)
f(z)
z − σ1,n +
ϕ(κ2,n)
f˙(κ2,n)
f(z)
z − κ2,n
)
. (D.8)
Clearly f(z)z−σ1,n has a removable singularity at z = σ1,n and
f(z)
z−κ2,n has one at z = κ2,n. This implies that
the identity (D.8) actually holds for any z ∈ C∗.
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E Perturbed Fourier transform
In this appendix, for the convenience of the reader we record two well know results on perturbed Fourier
coefficients which can be found e.g. in [6].
Lemma E.1 Let f ∈ L2C([0, 1]). Then for every  > 0 there exists a λ∗ > 0 such that∣∣∣∣∫ x
0
eiλ(x−2s)f(s) ds
∣∣∣∣ < e|Imλ|x, 0 ≤ x ≤ 1,
for all |λ| > λ∗. This estimate also holds on a small neighborhood around f .
Lemma E.2 Let f ∈ L2C([0, 1]), and let
φn(x) =
∫ x
0
eiξn(x−2s)f(s) ds, n ∈ Z,
with a complex sequence ξn = npi + αn such that a = supn |αn| <∞. Then∑
n∈Z
|φn(x)|2 ≤ e2a‖f‖2, 0 ≤ x ≤ 1.
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Sets and spaces
HsC = H
s(T,C) HsR = Hs(T,R)
Hsc = H
s
C ×HsC, L2c ≡ H0c Hsr = HsR ×HsR, L2r ≡ H0r
`2 = `2(Z,C) `2R = `2(Z,R)
`2c = `
2 × `2 W complex nbhd of H1r
Wˆ defined by (6.4) Un isolating nbhood around Gn
U∗ isolating nbhood around λ˙∗ D−n = { λ ∈ C : 1
16λ
∈ Dn } ∀ n ≥ 1
Γn circuit around Gn in Un D0 = { z ∈ C : |z − 1
4
| < 1
4pi
}
Dn = { λ ∈ C : |λ− npi < pi/3 } ∀ n ≥ 1 B0 = { λ ∈ C : |λ− npi| < pi/3 }
Bn = { λ ∈ C : |λ| < npi + pi/2 } ∀ n ≥ 1 B−n = { λ ∈ C : |λ| ≤ 1
16(npi + pi/2)
} ∀ n ≥ 1
An = Bn \B−n Zn = { v ∈ Wˆ : γn = 0 }
En = { v ∈W : µn = λ±n } Yn = { v ∈W : µn 6∈ Gn }
Iso(v0) = { v ∈ H1r : ∆(·, v) = ∆(·, v0) }
Spectral quantities
λ±n periodic eigenvalues Gn = [λ
−
n , λ
+
n ]
µn Dirichlet eigenvalues γn = λ+n − λ−n ∀ n ≥ 0
νn Neumann eigenvalues γ−n(q, p) = γn(−q, p) ∀ n ≥ 1
λ˙n, λ˙∗ roots of ∆˙ ∆ = (m`1 + m`4)/2 discriminant
τn = (λ
+
n + λ
−
n )/2 δ = (m`1 − m`4)/2 anti - discriminant
χp = ∆
2(λ)− 1 χD = m`2
ω(λ) = λ− 1
16λ
χ1(λ) ≡ χp,1(λ) =
∏
n∈Z
(λ+n,1 − λ)(λ−1,n − λ)
pi2n
χ2(λ) ≡ χp,2(λ) =
∏
n∈Z
(λ+n,2 +
1
16λ )(λ
−
2,n +
1
16λ )
pi2n
Roots
+
√
z, z1/2 principal branch of square root on C \ (−∞, 0]
c
√
χ1(λ) =
∏
k∈Z
w1,k(λ)
pik
wn(λ) =
s
√
(λ+n − λ)(λ−n − λ) ∀ n ≥ 0
c
√
∆2(λ, q, p) = i
c
√
χ1(λ, q, p)
c
√
χ1(0, q, p)
c
√
χ1(−(16λ)−1,−q, p)
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Miscellaneous Operations
m`i = mi
∣∣
x=1
1 ≤ i ≤ 4 dF differential of F
v = (q, p) F˙ = ∂λF
ϕ =
1
i
(Pp+ qx) ∂F L
2-gradient of F
ψ =
1
4
(Pp+ qx) {G,F} = −
∫ 1
0
∂GJP−1∂F dx
ξn =
+
√
Inτn/γ2n ∀ n ≥ 0 JfKq,λ = −
λ2 f ? f + 132λf (e−q −eq
)
f
1
4f · ZfP (·)

pin =
{
npi, if n 6= 0,
1, if n = 0.
(
a
b
)
?
(
c
d
)
= ac− bd.
ω(λ) = λ− 1
16λ
(
a
b
)⊥
= (−b, a)
〈n〉 =
√
1 + n2pi2 〈f, g〉r =
∫ 1
0
f(x)g(x) dx (no complex conjugation)
Operators, matrices
Q = Q1∂x +Q0 I =
(
1
1
)
Q1 =
(−J )
J =
(
1
−1
)
Q0 =
(
A B
B
)
R =
(
i
−i
)
A = −1
4
(Pp+ qx)Z Z =
(
1
1
)
B =
1
4
eiRq/2 =
1
4
(
exp(−q/2)
exp(q/2)
)
T =
(
1 i
1 −i
)
Q =
(
T
T
)
Q
(
T−1
T−1
)
M =
(
m1 m2
m3 m4
)
A = TAT−1 M1 =
(
m1
m3
)
B = TBT−1 M2 =
(
m2
m4
)
Eω =
(
cos(ω(λ)x) sin(ω(λ)x)
− sin(ω(λ)x) cos(ω(λ)x)
)
M = TMT−1
P =
√
1− ∂2x Eω =
(
e−iω(λ)x
eiω(λ)x
)
Spectral ordering
a  b ⇔
[
|a| < |b|
]
or
[
|a| = |b| and Ima ≤ Imb
]
.
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