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Abstract: This article reports the results of two experiments in which factors such as duration, 
amplitude and noise are manipulated, in order to achieve more natural utterances in synthetic 
speech. The participants were native speakers of English, instructed to judge the naturalness of 
the different versions of utterances generated throughout the manipulations. The results indicate 
that there are signif icant individual preferences, as well as classification principles other than 
conventional ones. There is evidence to believe that further research in this area will render 
positive results in the search for naturalness. The same principles could be applied to search for 
naturalness in the prosodic structure of the synthetic utterances. Advancement in this area will 
surely render improvements in Spoken Dialogue Systems. 
Keywords: Naturalness, Synthetic Speech, Human-Computer Interaction, White Noise, 
Duration, Entropy, Spoken Dialogue Systems. 
1 Introduction 
Natural sounding synthetic speech is one of the 
goals in language research.   
 Although it is one of the main challenges in 
Language Engineering, ‘Naturalness in  
synthetic speech is a very subjective aspect that 
cannot be easily measured. Native speakers can 
easily tell whether something sounds natural or 
not; what is not always so easy to define is why. 
In the experiments reported here, different 
versions of synthetically generated words were 
presented to a number of native speakers of 
English. They were instructed to rank these 
versions in terms of naturalness. Each set of 
versions contained the default generated by the 
synthesizer (from the Boston Radio Corpus), 
and a number of hand-manipulated versions. 
Firstly, we must decide what manipulations 
and in what degree they should be performed. 
Secondly, we must choose the principle or rule 
to perform these manipulations systematically.  
The manipulations chosen were segment 
duration reduction, introduction of white noise 
and amplitude reduction. The use of these 
factors is justified by the results obtained in 
other studies (Hoequist 1983; cited by K. 
Tajima et al. 1997). The points at which these 
manipulations have been applied as well as the 
manner in which it was done were selected 
considering two main concepts: the recognition 
point, and the maximum and minimum entropy 
points. 
 
1.1 Interpreting Speech 
Since speech is continuous, the process of 
interpreting speech is also continuous. 
Moreover, the phonemes that make up 
utterances overlap, making the segmentation 
process much more difficult. Research in this 
area confirms that there is a continuous 
mapping of speech onto the lexical, semantic 
and pragmatic levels of interpretation, at the 
maximum speed possible. However, this does 
not mean that the interpretation of messages 
occurs as the speech signal is perceived, at least 
not in all cases.   
Experiments in this area (Bard, Shillcock & 
Altmann, 1987) prove that 20% of words are 
not recognized by the time the whole word is 
heard and it is more likely to affect function 
than content words. 
One of the relevant concepts is the notion of 
redundancy. It is the existence of a great deal of 
redundancy in speech that allows for the 
reductions in duration and amplitude that seem 
to occur in natural speech.  
Part of the controversy in the unravelling of 
the selection process is the interdependence 
between form and content; which of them is 
prioritised in the selection process is still 
undetermined. Reaction-time experiments 
indicate that listeners can recognize words 
before hearing their ending, if all possible 
candidates have been discarded at an earlier 
stage. Marslen-Wilsons concept of ‘early  

















the speed of speech interpretation and shed light 
on the interrelation between form and concept: 
Early selection is the identification of 
spoken words, in normal utterance 
contexts, before sufficient acoustic-
phonemic information has accumulated 
to allow the identification decision to be 
made on this basis alone. Numerous 
studies (...) show not only that words are, 
on average, recognized on context about 
200 msecs. from word onset, but also that 
the sensory information available at that 
point is normally quite insufficient by 
itself to allow the correct identification of 
the word being heard. 
The system must be able to combine the 
processes of access and integration that define 
the mental lexicon as an information processing 
system. Multiple access and multiple 
assessment of integration must then be 
simultaneously possible. The speed with which 
this process takes place indicates some form of 
parallelism in the performance of the different 
tasks. 
This information is extremely important in 
the design of Spoken Dialogue Systems, where 
the ultimate goal is to simulate the human brain 
speech processing abilities. 
 
1.2 Lexical Process 
There are a considerable number of approaches 
that attempt to describe the lexical process.  In 
general three basic assumptions have been 
agreed on in terms of lexical access and 
selection: 
a) The concept of activation is an accurate 
representation of the process. 
b) A set of candidates is simultaneously 
activated and competes in the selection 
process. 
c) The levels of activation determine the 
selection of the final candidates. 
There are also some controversial issues that 
have not yet been agreed upon (Bard, 1990): 
a) The frequency of competitors affects the 
activation level of a word. 
b) Competition among candidates involves 
lateral inhibition. 
c) The perceptual choice criterion is 
determined by the ratio of activation of a 
candidate to the total activation, or to its 
closest competitors. 
The recognition process could then depend 
on the level of activation of the words and their 
competitors. Furthermore, assuming that 
frequency affects activation levels in lexical 
access, we may assume that fluctuations in 
frequency also affect the interrelation between 
each individual item and its competitors in 
terms of the activation levels (Marslen-Wilson 
1990). 
Although the other models of lexical access 
will not be discussed, we must point out that it 
is Marlen-Wilsons Cohort Model that has been 
essential in the design of these experiments, 
since it allows for the prediction of the point at 
which a certain word will be recognized. This 
model also implies continuous and sequential 
lexical access and selection over time. 
An alternative perspective of how the 
information reaches the lexicon is given in 
terms of Entropy (H), i.e., the amount of 
information conveyed by the subsequent 
segments of a given word.  
It will be on these two concepts, recognition 
or uniqueness point and Entropy that we will 
base the manipulations performed for the 
experiments described below. 
The Cohort Model presents as well some 
problems. Bearing in mind that the word-initial 
cohort is defined in terms of the beginnings of 
the words, the essential information on which 
the model bases the entire lexical decision 
process, must be the word onset. 
Once the word-initial cohort is defined, no 
other candidates can be considered or included 
in the decision set. Therefore, this model cannot 
cover those cases defined by Bard, Shillcock & 
Altmann 1987. The nature of speech itself 
makes it unlikely to guarantee the correct 
estimate of the word onset, in which case, the 
recognition process is doomed to failure. 
 
1.3 Semantic Access 
There is significant evidence for the multiple 
activation of lexical contents and phonological 
elements early in the access and selection 
process (Marslen-Wilson et al., manuscript; 
Zwitserlood 1985; Lucas 1987; Seidenberg, 
Tanenhaus, Leiman & Bienkowski 1982). 
Given that this implies the use of sensory and 
contextual constraints interrelated, the 
interaction of these constraints in terms of 
timing and manner is significantly relevant.   
Some models (Logogen Model, Morton 
1969) propose the existence of contextual 
preselection. Forster supports a double -mode 
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tuned in form-based bottom-up mode by 
default. The Cohort Model however, advocates 
for a bottom-up priority process which 
presupposes no context-based preselection, and 
appoints the form-based selection process as the 
determining factor. There is extensive evidence 
confirming that strong contextual constraints do 
not prevent the activation of semantically 
inappropriate candidates that nonetheless match 
the auditory input ( Tyler 1984; Tyler & 
Wessels 1983; Samuel 1981; Zwitserlood 1985; 
all cited in Marslen-Wilson 1987). There are 
therefore strong arguments to believe that 
contextual constraints contribute to the 
selection process only when the form-based 
selection process has already appointed one 
candidate as the most likely.  
2 Experiment 1 
2.1 Subjects 
Twenty naive subjects, all of them native 
speakers of English, completed the experiment.  
 
2.2 Synthesizer 
The synthesizer used was the Festival Speech 
Synthesis System: version 1.4.0. The voice 
chosen was Kurt, an American English male 
speaker. It uses the UniSyn residual excited 
LPC diphone synthesizer. This uses the CMU 
lexicon, and letter to sound rules trained from 
it. Intonation is trained from the Boston 
University FM Radio corpus. Duration for this 
voice also comes from that database. 
 
2.3 Items 
Sixty words were randomly selected from the 
CELEX Lexical Database: 5 from each of 8 
word class groups and 20 more solely because 
of their unusual length. Ten of these words 
were longer than 16 characters, and the rest at 
least 12 characters long.  
 
2.4 Objective 
The goal of the experiment was to present the 
subjects with a number of manipulated versions 
of each of the words, which were synthesized in 
isolation. The subjects were instructed to rank 
them in terms of their ‘naturalness.  
 
2.5 Manipulations  
Depending on their length, data availability and 
other factors, the items selected for the 
experiments were classified in several groups. 
For each group only a number of 
transformations were applied in order to 
generate a limited number of versions. The 





The following table shows all the 




2.5.1 Recognition Point 
2.5.1.1 Duration 
The duration of the individual phonemes within 
the word was reduced from the recognition 
point on.  
In the case labelled ‘20, all phonemes after 
the recognition point were reduced in length 














In ‘40, the manipulation is identical to ‘20 
except for the percentage of reduction, which in 
this case is 40%. 
In ‘P20, the phonemes are reduced  








Fig2:Progressive duration reduction 
2.5.1.2 Noise 
The introduction of white noise is inspired 
on results obtained in vision studies, where a 
certain amount of blur was found natural in the 
perception of natural images. This will give us 
an idea of the amount of noise bearable for the 
listeners, or even preferred in terms of 
naturalness. In ‘Plus, white noise at a scale of 
100 was created an added to the word from the 




In ‘A and ‘PA the am plitude of the phonemes 
has been reduced in a step function manner in 
‘A and progressively in ‘PA.  
 
2.5.2 Entropy 
This is virtually a measure of the amount of 
information provided by each phoneme in 
relation with the total number of phonemes in 
the word. 
The versions generated in terms of entropy 
are based on the data obtained in the MOP 
Project at the University of Edinburgh 
 
2.5.2.1 Duration 
In ‘H20 and ‘H40 the phoneme with the  
minimum entropy value once the entropy peak 
has been reached was reduced 20 and 40 
percent respectively, and the rest of the 
phonemes from the peak on were reduced in a 
percentage inversely proportional to their 




In ‘HA, the amplitude of the phonemes is 
reduced in terms of their entropy. 
 
2.6 Manipulations  
Due to the nature of the data and given the 
difficulty of consistently ranking sets of seven 
and eight items, the analysis of the results will 
be based on the number of times that each of 
the versions has been ranked first or second, 
rather than on the mean scores. The results of 
both approaches  will be compared. 
The versions will systematically be ordered 
in terms of the highest means, and the most 
significant relations will be drawn and labelled 
according to the following scheme: 
- p < 0.01 labelled as “>>”. 
- p < 0.05 labelled as “>”. 
- p >= 0.05 labelled as “=”. 
Fig. 3 displays the differences  in L 
according to Data Analysis 1 (DA1), where 
versions have been ordered according to the 




Fig 3: Group L, DA1 
Fig. 4 shows the same results but according 
to Data Analysis 2 (DA2), where the versions 
have been ranked according to the mean 
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There are significant differences in the order 
of preference and the statistical level of 
significance. Both approaches will be used for 
the groups where the number of versions is high. 
All other groups were analysed in the same 
fashion. The results for groups 6V and 2V were 
not statistically significant for this analysis. 
 
 
Fig 5: Group 8V, DA1 
 
Fig 6: Group 8V, DA2 
 
Fig 7: Group 5V, DA1 and DA2 
The analyses presented show the relationship 
between the versions, given the choices of all 
subjects. However, there could exist patterns 
within subjects. With this goal in mind, part of 
the data was analysed and the following results 
were found: 
 
Groups Analysis of Variance  
(ANOVA) 
L (DA1) p = 0.000 
L (DA2) p = 0.000 
8V (DA1) p = 0.000 
8V (DA2) p = 0.000 
2V (DA1) p = 0.068 
 
The statistical significance above indicates 
that the subjects consistently chose the same 
versions throughout the experiment. 
3 Experiment 2 
3.1 General Conditions  
The resources used for this experiment are 
identical to Experiment 1.  
The selection of versions for Experiment 2 
was based on the preliminary analysis of the 
results of Experiment 1. Consequently, the new 
group can be classified in three sub-sets.  
 
Vers   Items  
L  D 20 P20 PA 20  
F8V D 20 H20 HA 10  
F5V D 20 40 A 5  
 
3.2 Objective 
The goal of this experiment was to modify 
some of the factors that were likely to have 
some effect in Experiment 1, such as the high 
number of versions presented. To ensure short 
term memory, in Experiment 2 we have reduced 
the number of versions of each group to 4, and 
the number of words to 35. Only DA1 will be 
performed. 
 









D 20 P20 PA
 
Fig 8: L in Ex2 
The maximum difference in L is that between 

















H20 D 20 HA
 Fig 9: F8V in Exp. 2 
The maximum difference in 5V is that 
between HA and H20. Its level of significance 










D 20 P20 PA
 
Fig 10: F5V in Exp. 2 
In F5V, at least two of these versions are 
significantly different:  p < 0.034. 
4  Conclusions and  Future Work 
Given the small number of subjects, statistical 
significance is unlikely here. Nonetheless, the 
goal of these experiments is to find tendencies 
and relationships, rather than irrefutable proof 
of facts, which would require more extensive 
experiments. 
In most cases the extreme manipulations 
were deemed to be worse than the rest and 
therefore discarded. However, there is a great 
number of possibilities regarding the 
combination of manipulations. It would be 
interesting to generate a version manipulated 
both in terms of duration and amplitude.  
Since the base-form used was generated 
from observational data, it was unlikely that 
simple manipulations would render better 
results overall. However, a relationship between 
word frequency and the quantity and quality of 
manipulation seems plausible. This opens more 
possibilities for further research.  
With regard to the subject analysis, 7 out of 
10 subjects present significant version 
preference. No relationship between the 
individual subjects and their preference has 
been so far established. Their preferences do 
not appear to be related to their variety of 
English. Further analysis is required. 
 
 
Fig11:Preference in L and 8V in Exps. 1 and 2 
4.1 Conclusions  
These results point towards the kind of 
manipulations that could help improve 
naturalness in synthetic speech. Although the 
results are not conclusive, they establish a basis 
for further experimentation. 
The number of versions presented seems to 
have an effect on the decision capacity of the 
participants and, although these conclusions 
need confirmation, ignoring such factor might 
invalidate future results. 
New principles of classification are likely to 
offer new perspectives in this area. Therefore, 
features like frequency, word class, number of 
phonemes, entropy, number of phonemes after 
the uniqueness point and stress are very likely 
to provide further information with regard to 
the possible manipulations. Although these 
interrelations are likely to be more complex, the 
analysis of simple combinations is necessary to 
establish more complex connections. 
One of the most striking findings is the 
possibility of the existence of personal 
preferences regarding longer words. Moreover, 
these preferences do not appear to be related to 
English variety, age or sex. It is then possible 
that this difference in preferences  could 
conform to a certain pattern, or be related to a 
certain factor, even though neither of these have 
yet been identified.  Most systems are designed 
to be used by a great variety of individuals but 
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individual uses the system for long, continuous 
periods of time, or very often. It should then be 
possible to adapt the system. This adaptation 
should be easy to  program, or even automatic 
in Spoken Dialogue Systems.  
 
4.2 Future Work 
 It would be of great interest to implement 
the results of this research in spoken 
dialogue systems, where additional 
information is available. As we have seen 
in the introduction, much information in 
addition to the acoustic information alone is 
used in the understanding process. Spoken 
dialogue systems could make use of all this 
information. 
According to the approach chosen here, all 
these words have the same recognition point. 
Further research in this area is certainly needed. 
It is by no means obvious that a native speaker 








Would consider them both as a viable 
possibility. Whenever one of them is heard, the 
whole paradigm could be primed, but whether 
that means that some of the members of the 
paradigm are considered as competitors even 
though their stress pattern is different, is not 
straightforward. 
The most recent approaches to lexical access 
consider frequency a key factor in lexical 
competition. Researchers have not yet agreed 
on what the right approach is in terms of the 
frequency of the words themselves, and the 
frequency of their competitors. Therefore, more 
experiments relating these factors will 
contribute to solving the puzzle. 
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