Our starting point in this paper is the following type of situation. Performances of people (students, workers, job candidates, etc.) or technologies (for instance computer systems) are measured by their scores with respect to different benchmarks relative to those of some base performance (say that of a "typical" worker, student, or of the presently used technology). In order to arrive at a decision we want to merge (average, aggregate) the scores of each individual or technology into a single number which can then be compared with that of another individual or technology. It has been pointed out recently (e.g. [7, 91) that the use of arithmetic means for averaging can lead to inappropriate conclusions.
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The situation is similar, at least technically, to price indices where present prices of different products are considered relative to prices of these products in a base year and we again want to merge these into one number.
In order to find appropriate merging functions, Roberts [9] listed a number of properties one can reasonably expect from such funtions, proved theorems establishing the relative strength of these properties as postulates, and then posed the open problem to determine, for each such property, all merging functions having that property (in one case he answered such a question).
In this paper we solve most of these problems and use the results to find alternative proofs and generalizations of some theorems in [9] . We also state a few problems which are still open. z = (z 1 ) . ..) z,) for the base performances (prices); xk, .zk (k = 1,2, . . . . n) are, not unreasonably, supposed to be positive numbers, so x E BY+, z~ lR"+. The merged score is denoted by U(x, z) = U(x,, . ..) x,, 21, . ..) z,) and U (u in [IS] ) is called a generalized relative merging function (GRMF). Often the merged score depends only upon (xi/zi, . . . . x,/z,) =: x/z, so U(x, z) = u(x/z). In this case u is called a relative merging function (RMF; x,lz,, -*-, x,/z, are the relative scores). It is supposed that u and U are defined on the entire rW: or W: x rW:, respectively. As with x/z, other operations are also carried out componentwise, for instance xy=(x,y1,-, x, y,). When a scalar, say c (not bold face), is used in place of a vector then the vector (c, c, . . . . c) is meant. So cx = (cxi, . . . . CX,,), in accordance with the usual notation. If not stated otherwise, it will be supposed that u and U are positive valued.
A GRMF is equationally invariant if U(x, z) = U(y, z) * U(x, w) = U(y, w). 
Clearly for RMFs this means (EI)
Again, for RMFs this reduces to
Actually, (01) and (oi) stand for the more exact t/(x, Y)E w+ x w+ : (3ZE rw: : U(x, z) > U(y, z))
[U(P) > u(q) * (tJr E RY+ : u(rP) > 4w))l, respectively, and similarly for (EI), (ei) and for the definitions which follow. Clearly > in (01) or (oi) can be replaced by < and, as a consequence,
Here and in what follows we give interpretation (explanation, motivation) of our definitions either for merged relative performance scores or for price indices. Ordinal (equational) invariance means the following, for instance, for price indices. If, relative to year C, the price index in year A is greater than (equal to) the price index in year B, then the same is true relative to year D.-A GRMF is equational& interval invariant if
which for RMFs reduces to
Similarly, ordinal interval invariance means for GRMFs or RMFs
(oii) (2) Ordinal (equational) interval invariance can be interpreted for merged performance scores as follows. If the difference between merged scores of two performances is greater than (equal to) the difference between two others relative to one basic performance, then the same holds relative to any other basic performances. Ratio invariance for GRMFs and RMFs means that, for c E [w + ,
and
respectively. Roberts' definition of ratio interval invariance in&&s ordinal invariance and, for any c > 0,
For interpretations, just replace in the above interpretations of ordinal (equational) invariance and interval invariance "greater (equal)" by "c times greater."
Since (EII), (eii), (011) (oii), (RII), ( rii contain only differences of ) merged relative scores, we do not suppose in these cases that U and u are positive valued.
Following the established terminology for price indices in economics (e.g. [S, p. 1563, "circularity test"), circularity is defined for GRMFs by WY Y) WY, 2) = U(x, z) (Cl (the price index in year A relative to year C equals the price index in year A relative to year B times the price index in year B relative to year C). Interestingly, circularity for RMFs reduces to multiplicativity :
The technical postulate of generalized multiplicativity has been used (see e.g. [5, p. 1411 , "multiplicativity test") for price levels (not price indices). For RMFs it is defined by
(clearly a generalization of (m)). We extend the definition to GRMFs:
Note that if, according to our definition, L;(x, z) = u(x/z) (RMFs), then (GM) becomes
Putting here z = x gives (1 = (1, . . . . 1))
so that R necessarily can depend only upon r/t and, from (3) and (4) we get (gm). However, while (gm) is a generalization of (m) for RMFs, the generalized multiplicativity (GM) is unrelated to (C), which corresponded to (m) for GRMFs [9] .
The remaining conditions are quite weak and will be used in addition to some of the previous ones.
For GRMFs linear homogeneity with respect to the first vector means WPX, z) = PW, z), for all p > 0, x, z E rW; WH)
while homogeneity of degree -1 with respect to the second vector means, of course, ux, PZ) = P-'w, zh for all p >O, x, ZE lR:
In the case of RMFs both reduce to the linear homogeneity 4PP) = W(P) for all p >O, pi R;.
The following is an interpretation of (LH) and of (H ' ) for price indices. 
Interpretation:
If the performance scores with respect to all benchmarks are p times the scores of the base performance, then the merged relative score is p. In particular, if each score equals the respective base score, then the merged relative score is 1. For RMFs, (P) reduces to the agreement property U(P) = 4P, ..', P) = P (4 (if all relative scores agree. x1/-7, = x2/zz = . = X,/Z, = p, then the merged relative score agrees with them and is also p). Note that C(LW and (I)1 => (PI, EW') and (I)1 -(P), C(m) and (aI1 => (IhI, C(m) and( -(a), 
for all permutations n of (1, . . . . n}, though supposed in [7 3 and (in some places) in [9] , may be more controversial: It would mean that interchanging scores on benchmarks (or prices of goods) should not change the merged scores. However, the benchmarks (goods) may not be equally important. Nevertheless, this assumption has been used as "first approximation." 
where the function F: 03: + 68, is arbitrary. As a consequence, (C) S-(I), the identity property.
Proof
(cf., e.g., [ 1, . Putting z = z,, (constant) and
Conversely, (C) is satisfied by (6), whatever F is. Also U(x, x) =
The following proposition is contained in [9] . We repeat it here for completeness and for the sake of its consequences. (7) where a > 0 is an arbitrary constant and M, fi: W+ + Iw + are arbitrary positive valued multiplicative functions:
ff(xy) = ff(x)i@(y) for all x, yE IV+.
Proof. Choosingx=z=l=(l,...,l),a:=U(l,l)>Oin(GM),weget U(r, t) = aR(r, t) (9) and putting this back into ((GM) R(rx, tz) = R(r, t)R(x, z).
Consequently,
which is (8) . On the other hand, (10) and (9) give (7). Conversely, (7) satisfies (GM) if A4 and fi satisfy (8) . 1 The following can be obtained from Proposition 2 or directly by a reduction of the above argument to this special case. (Locally continuous will mean continuous at a point, locally bounded will stand for bounded on a proper n-dimensional interval or on a set of positive n-dimensional measure). Now we start solving the problems posed by Roberts [9] . 
Comparison with Propositions 1 and 2 gives
For RMFs we have the following.
COROLLARY 6. The general ratio invariant (ri) RMFs are given by The result in Corollary 6 has been proved also in [9, Theorem 61. We give here a third proof which is shorter than either of the previous two, by reduction to the simple Corollary 3 (or to Case 4 of [4] ).
Shorter Proof of Corollary 6. Put into (ri) q = 1:
This can be written as
which is the generalized multiplicativity (gm) for RMFs. Corollary 3 then proves (15) and the converse is again obvious. 1
We get also from Corollaries 3 and 6 a slight improvement of the result (gm) * (ri) in [9] , namely that km) 0 Vi).
This shows also that the locally bounded or continuous ratio invariant (ri) RMFs are given by (12). 
where the functions F, H: R"+ -+ R, G: rW: + R\ (0) (the nonzero reals) are arbitrary.
Proof.
If U(x, z) is independent of x for all z then (RII) is trivially satisfied (0 = 0 S. 0 = 0). This is contained in (18) with F(x) s 0. Otherwise there exists a q, such that U( ., zO) is not constant. Choose a, b E R", so that Wa, zo) > UP, zo).
Fix also an arbitrary s,, E R: . All x E 5%: are in one of the following three sets 
The next theorem, on RMF's, could again be proved with the aid of Theorem 7, but we give here an independent proof. 
where a # 0, b are arbitrary constants, M: i?2: + Iw + an arbitrary multiplicative function, and L: W'+ + Iw is logarithmic, that is, an arbitrary solution of UP@ = UP) + L(q) (P, 9 E K ).
Proof. If u is constant then (rii) is trivially satisffied and this is contained in (21) with L(p) 3 0.
If u is not constant, then there exist qO, Q0 such that u(qO) # u(Qo). We put into (rii) q = q,,, Q = Q,,, and P = P,, (any constant): This is Case 3 in [4] . There R(r) > 0 was supposed but the proof does not change if this supposition is dropped and neither does the result, which is exactly (20) and (21) 
DETERMINING ALL CONTINUOUS ORDINALLY OR EQUATIONALLY INVARIANT OR INTERVAL INVARIANT MERGING FUNCTIONS
The ordinal and equational invariance and interval invariance are much weaker conditions than those with which we have dealt up to this point. We determine all continuous RMFs satisfying each of these four conditions, individually. We could do, as we will point out, with weaker conditions than continuity (but not without any conditions at all) to get the same or more general forms for these RMFs, but those conditions are somewhat complicated and probably continuity is not too strong an assumption for practical purposes. (Note also that among the general forms determined above, only the continuous ones seem to be of any practical use. It is enough to mention that the noncontinuous solutions of (8) We consolidate also two chains of implications showing the relative strength of the conditions for RMFs and GRMFs. The reader will notice that there is room for improvement there too. Proof: Straight forward substitution shows that (24a,b) satisfy (oii) whatever the constants are. The converse follows from (2). 1
The proofs in [2, pp. 23-30; 61 show that the continuity supposition can be weakened, say to the image ~(172:) of KY'+ under u being an interval and u(J) = {u(p) ) p E J} being bounded for some proper n-dimensional interval J.
In the following theorem we cannot weaken the continuity supposition essentially without changing the result. Since u is continuous, u(OaT ) is a (one-dimensional) interval I. If I degenerates to a point, then u is constant, which is (25) with cl= . . . = c, = 0. So we can take Z to be a proper interval. With 5 = u(p), y = log s = (log Si) . ..) log sn), z = log r = (log rl, . . . . log r,), and g( <, z) : =f( t, e') =f( t, e", . . . . e+) (27) we have now the translation equation get, Y + z) =gEg(S, Y), 21 for all 5 E Z, y, z E w. On the other hand, the function U, given by (25) with arbitrary strictly monotonic h and with arbitrary cr, . . . . c,, satisfies not only (ei) but the ordinal invariance (oi) which (cf. (1)) is stronger. Let h be, say, strictly decreasing. Then PS < ir qLk k=l *firFfipF<firpfiq:
The proof is similar for increasing h. 1
Note that if n = 1, then (25) just means that u is either constant or a continuous strictly monotonic function of p.
As to replacing the continuity hypothesis, it is implicit in [l, pp. 367-370]), that the solution of (28) This is clearly much stronger than the transitivity property (29). Moszner [8] weakened this condition in the following way. In addition to transitivity, there should exist an Q EZ such that the group G, = ( y E I?' ( g(a, y) = a} forms a vector space over the rationals and the cardinality of R/G, is that of the continuum. Clearly neither of these conditions is very attractive for our subject. Let us mention, however, that, in conseqence of (30), under these conditions the general equationally invariant (ei) RMFs are 4~) = hCWp)l, where M: rW: + R, is an arbitrary multiplicative function and h : R! + -+ I is a bijection.
From (24a, b), from Theorems 8, 9, 11, and Corollary 10 we see that for continuous RMs
Roberts [9] proved for all (not only continuous) RMFs (however, under the inclusion of (oi) into (rii)) (rii) => (oii) * (oi) * (ei).
We have also (I), (2) , and (23) for all RMFs. Roberts proved also a significant part of our (23), namely (m) * (gm) * (ri) * (rii).
In fact, he proved the chain of implications (m) => (gm) * (ri) * (rii) * (oii) * (oi) = (ei).
(31)
For GRMFs we have (1 ), (2), ( 14), and (19). In particular 
where f: rW: * Iw, is arbitrary and y : rWT + Iw, is an arbitrary but fixed linearly homogeneous function, for instance the geometric mean. In the latter case, or for any other multiplicative (m) and agreeing (a) function y, (35) holds also with the factor y(x)ly(z) replaced by y(x/z).
Proof. By (5) and Proposition 14 it is enough to consider (P) and (6):
F is linearly homogeneous. So Proposition 13 gives F(x) = y(x)f ((l/y(x)) x) and (35) follows from (6) . The rest is obvious. 1
The proof of the next theorem is very similar but we give the details because it is a new and in our opinion simpler proof of Theorem 9 in [ 91. 
By (LH) and (H-l),
Using Proposition 13, the first equality gives
Similarly, the second equation of (38), that is G(pz) = (l/p) G(z), gives, with p = l/y(z),
The combination of (37), (39), and (40) shows that U is indeed of the form (36). Conversely, (36) with any f satisfies (EI), even (01) and (RI).
The rest is again obvious. 1
In the case (LH), by the first part of the proof of Theorem 16, (RI) may be replaced also in Theorem 15 by (01) or (EI). For linear homogeneous (LH) ratio interval invariant (RII) and ordinal interval inariant (011) GRMFs and for further results see [9] .
In order to determine RMFs under linear homogeneity (lh) or agreement (a) conditions we state the following. All this suggests that the geometric mean may be the appropriate merging function in many situations.
