§1. Introduction
Let Ω 1 be a bounded domain in R 3 with boundary S 1 that is a strictly interior subdomain of a domain Ω with boundary S, and let Ω 2 = Ω \ Ω 1 . In the present paper we consider the linear problem μ 1 #-
where #-H(x, t) = (H 1 , H 2 , H 3 ) is unknown, and #-G and #-H 0 are two given solenoidal vector fields. By [u] we mean the jump of the function u(x, t), x ∈ Ω 1 ∪ Ω 2 , on the surface S 1 :
[u] = u (1) (x, t) − u (2) (x, t), u (i) = u(x, t)| x∈Ω i ; H n = #-H · #-n and #-H τ = #-H − #-n H n are the normal and the tangential components of the vector #-H on S and S 1 ; α = const > 0; and μ is a piecewise constant function equal to μ i in Ω i , i = 1, 2, μ i > 0.
Problem (1.1) arises in the analysis of problems of magnetohydrodynamics. In such problems, Ω 1 is a domain filled with a viscous incompressible electrically conducting fluid, Ω 2 is a vacuum region surrounding Ω, S is a perfectly conducting surface, #-H is a magnetic field, μ 1 and μ 2 are the magnetic permeability of the fluid and of vacuum, and α is the conductivity of the fluid. The velocity and pressure of the fluid are subject to the Navier-Stokes equations; we do not dwell on this in the present paper. Relations (1.1) are none other than the linearized Maxwell equations from which the displacement current is excluded, and the standard boundary conditions for the the magnetic field. We assume that the domains Ω 1 and Ω are simply connected. Then the equations curl #- 
0 .
( 1.3)
The vector field #-H (2) 0 (x) is also equal to the gradient of a harmonic function:
0 (x) = ∇ϕ 0 (x),
0 · #-n x∈S 1 = 0,
#-H
(1) 0τ = ∇ τ ϕ 0 (x)| x∈S 1 .
(1.4)
Hence, #-H (2) is completely determined by #-H (1) · #-n | x∈S 1 . The boundary conditions for #-H on S 1 can be written in a short form as #-
where B is a nonlocal linear operator.
Problems of magnetohydrodynamics were studied, in particular, in the papers [1, 2] for simply connected domains Ω and Ω 1 and in [3, 4, 5] for multi-connected Ω and Ω 1 . For solutions of nonlinear problems, estimates in W
, were obtained; in particular, the following estimate for the solution of problem (1.1) was proved (see [2, 5] 
. In the present paper, this estimate is extended to the spaces W 2,1
and that the conditions
are satisfied (possibly, in the distributional sense). Then problem (1.1) has a unique solution #-
, and this solution satisfies the inequality
.
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We recall that W r p (Ω 1 ), where r = [r] + μ and μ ∈ (0, 1), is the space with the norm
It is easy to verify that (1.6) implies the same estimate for #-H (2) . Indeed, the solution of (1.2) satisfies the inequality
and
From (1.7) and (1.8) it follows that
For t = 0 we also have
, where ϕ 0 is a solution of the Neumann problem
in other words, ϕ 0 satisfies the integral identity
for arbitrary smooth η. We have
As usual, the condition of being solenoidal (for instance, ∇ · #-G = 0) is understood as
, the boundary condition (1.4) is understood as the coincidence of the traces of #-H and ∇ϕ 0 on S 1 :
. For p < 3/2 this becomes meaningless, and for p = 3/2 condition (1.5) is understood as the boundedness of the integral
where ρ(x) is a smooth function equal to dist(x, S 1 ) near S 1 , #-n * is a smooth extension of the normal #-n to the interior of Ω 2 , and #- 
here #-g , f , d, b i are given functions having compact supports and vanishing for t = 0. Our aim is to construct and estimate the solution (
We introduce the following seminorms:
, and this solution is subject to the inequality
2)
Proof. We set #-g = 0, f = 0, #-b = 0, d = 0 for t < 0 and extend these functions with preservation of the class to the domain t > T (for instance, as even functions of t − T ).
Consider the problem
( 2.3)
The Fourier transformation with respect to x = (x 1 , x 2 ) and the Laplace transformation with respect to t (it is defined by the standard formula
3) to a boundary value problem for a system of ordinary differential equations:
where
) and ϕ 0 (ξ, s, x 3 ) be solutions of the problems
The functions
Problem (2.5) can be solved easily. We have
Now we pass to estimates.
the following estimates hold true:
for arbitrary smooth η with η| x 3 =0 = 0, we have
. From (2.9) and (2.10) it follows that
Now we estimate #-h | x 3 =0 by using (2.7). The expression iξ α /|ξ| is the symbol of the Riesz operator, which is bounded in L p (R 2 ), and
Moreover, the M i are analytic in s for Re s > 0, whence
. Similar estimates are true for the finite differences
, where e 1 = (1, 0), e 2 = (0, 1). These estimates and Golovkin's theorem on equivalent norms in the spaces W l p [6] allow us to conclude that
, where w(x, t) is a solution of the problem
and, as a consequence, #-
(2.12)
Since #-h 0 = 0 and ϕ 0 = 0 for t < 0, we can use (2.6) and the trace theorem for the space W 2,1
(2.13)
Combining (2.8), (2.11), (2.12), and (2.13), we arrive at inequality (2.2). §3. Proof of inequality (1.6) for H 0 = 0 First, we obtain yet another estimate of the solution of (1.2). 
Proof. Let η be an arbitrary function of class L p (Ω 2 ), 1/p = 1−1/p , such that Ω 2 η dx = 0, and let X be the solution of the problem
By the Green formula,
. This implies (3.1), because η is arbitrary. Now we proceed to the proof of (1.6).
is a solution of (1.1) with
is also a solution of
We use the localization method and, first, estimate #-H(x, t) near S 1 . Let x 0 be an arbitrary point of S 1 . Without loss of generality, we may assume that x 0 = 0 and that the x 3 -axis is directed along the interior normal − #-n (x 0 ). In the neighborhood of the point x 0 = 0, the surface S 1 can be defined by an equation of the form
where Φ is a smooth function such that Φ(0) = 0, and ∇Φ(0)
where 
and ∇ − ∇ = −∇Φ ∂ ∂y 3 , all differential expressions in (3.3) have small leading coefficients with respect to #-h and ψ (they are proportional to the derivatives Φ α (y) =
∂Φ ∂y α
). Moreover, we have
∂ψ ∂y 3 ,
We apply estimate (2.2) and the theorem on the traces of functions of class W 2,1
Inequalities of this type can be obtained for arbitrary x 0 ∈ S. On the other hand, in the neighborhood ω(x 0 ) of an arbitrary interior point x 0 ∈ Ω 1 whose distance from S does not exceed d 2 ≤ d 1 , we can get the estimate
Hζ, ζ is a cutoff function in ω(x 0 ) similar to that defined above, and
We take a finite net of points x 0k such that the neighborhoods ω 1 (x 0k ) and ω(x 0k ) cover Ω 1 and take the sum of the corresponding inequalities (3.4), (3.5). As a result, we obtain
The last term can be estimated with the help of (1.7), (1.8), (3.1), and the inequality
In order to estimate the intermediate norms of #-H, we use the interpolation inequality
with arbitrarily small > 0. Taking d 1 sufficiently small, we arrive at the estimate
with a constant independent of T . Since T is arbitrary, relation (3.6) and the Gronwall inequality imply the estimate
In fact, the constant c can be taken independent of T . The proof of this is based on an estimate for the solution of the parameter-dependent problem
Arguing in the same way as it was done in [7] for the Stokes problem, from (3.6) we can deduce the estimate
with some κ, ρ > 0. Moreover, since the spectrum of problem (3.8) is positive (see [2, 9] ), condition (3.9) is also fulfilled if
Under these assumptions, the semigroup theory ensures the estimate #-
and moreover, a weighted estimate (3.7) with the exponential weight e at , a ∈ (0, δ), and with a constant independent of T .
For the proof that (1.3) admits a solution
T ) (assuming that p > 2), we use a trick from [8] and approximate #-G(x, t) by the vector fields
where ω is a standard mollifying kernel and
T ) be a solution of problem (1.3) (the existence of this was proved in [2] ). Every #-G gives rise to the solution
vanishing for t < and infinitely differentiable with respect to t. The imbedding theorems show that #-H , #-H t , ∇ϕ , ∇ϕ t are bounded, and from the equation curl curl
T ) (the proof is the same as in [2] for p = 2; we omit this). Using (3.7) and letting go to zero, we obtain a solution (1.3) . §4. Problem (1.1) in multi-connected domains Ω 1 and Ω The results obtained above are extended (with some modifications) to the case of multi-connected domains Ω 1 and Ω. Let h 1 and h be the first Betti numbers of these domains; suppose that at least one of them is different from zero. In this case in Ω 2 we have h + h 1 smooth and linearly independent "Neumann vector fields" #-
by (4.4), (4.1). For t = 0 we have
We show that estimation of #-H reduces to that of #-H (1) and k j satisfying (4.7), (4.8), (4.2). Problem (4.4), (4.5) differs from (1.3) only in the nonhomogeneity in the boundary condition. Precisely as above, we establish the inequality
. Moreover, we have estimate (1.9) for ϕ:
, and, as a consequence,
The norm of
#-k t is estimated with the help of (4.7). Since
with sufficiently small > 0 and the inequality #-
, which is a consequence of (4.2). Uniting the above estimates, we arrive at an analog of (3.6):
Since T is arbitrary, (4.9) implies (4.10)
it is natural to consider problem (4.3) (at least for #-H 0 = 0) on the linear space H ⊥ (Ω) of vector fields satisfying the orthogonality condition
In the paper [5] it was shown that problem (4.3), (4.11) can be written in the form
where A is a positive definite selfadjoint operator defined on the space D(A) of divergence free vector fields of class W
where P H 0 ⊥ is the orthogonal projection onto H 0 ⊥ , and E is the extension operator that takes a vector field
. Moreover, in (4.12) we have
The positivity of the spectrum of A makes it possible to show that
hence, the constant in (4.10) is independent of T . The vector field #-E is recovered in the following way (see [1, 5] ). Since μ #-
Consequently, (4.6) implies
where ω 2 is a solution of the problem
However, this determines #-E (2) only up to a linear combination
, where the #-v j (x) are "Dirichlet vector fields". They satisfy
and are the gradients ∇χ j of harmonic functions satisfying the conditions
where the S k are all connected components of the boundary of Ω 2 except for one of them (e.g., except for S or S 1 ). Clearly, in Ω 2 there exists at least one Dirichlet vector field such that
To determine #-E (2) in a unique way, it suffices to impose the condition
(4.14) §5. The case of nonhomogeneous initial conditions
Now we consider problem (4.3), (4.11) with #-
are divergence free vector fields of class W
is defined (up to a constant) by (1.10), (1.11); also, in the case where p ≥ 3/2, condition
is satisfied (see the comments on Theorem 1.1). Finally, #-H 0 should satisfy (4.11).
We construct an auxiliary vector field
We outline the construction of such a field. In the case of simply connected domains Ω 1 and Ω, this construction was given in [10] for p = 2.
First, we construct a divergence free vector field #-
, and #-B
1 (x, t) = 0 for t > T 0 (the last property is achieved by multiplication by an appropriate cutoff function ζ(t)). Then we find Φ(x, t) as a solution of problem (1.2) with #-
1 ; it satisfies the inequality
and also vanishes for t > T 0 . Also, we find k i (t) such that k i (0) = κ i , k i (t) = 0 for t > T 0 , and
Then we set #-B 
2 be a vector field (it may fail to be solenoidal) such that #-B (1) 2 (x, t)| x∈S 1 
2 (x, t) = 0 for t < 0 and t > T 0 , and #-B Finally, we define #-B
3 as a vector field satisfying the relations ∇ · #-B
3 (x, t) = −∇ ·
#-B
2 (x, t), x ∈ Ω 1 , #-B (1) 3 (x, t)| x∈S 1 = 0 and the inequalities #-B . The existence of such a vector field follows from Bogovskiȋ's result [11] . Clearly, we have #-B (1) 3 (x, t) = 0 for t > T 0 , t < 0. We set #-B ≤ c #-
The sum #-D = #-B + #-B 4 belongs to H ⊥ and satisfies the initial condition #-D| t=0 = #-H 0 , and inequality (5.2). For the difference #-H = #-H − #-D we obtain the problem
The solution #-H, #-E satisfies the inequality
the proof of which does not differ from the proof of (4.10), (4.14). Hence,
(5.3)
Estimate (1.6) serves as an analog of (4.14) for problem (1.1).
