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RESUMO 
Grafos hierárquicos são amplamente utilizados em muitas áreas do conhecimento, tais como 
economia, eletrônica e ciência da computação. Uma boa visualização da informação estrutural 
permite ao leitor se focalizar no conteúdo informativo do desenho. A necessidade de se obter 
estes desenhos de forma rápida levou ao desenvolvimento de programas de computador para o 
traçado de tais grafos. Estes programas buscam a otimização de uma série de critérios que 
definem como deve ser um bom traçado. O principal critério para a obtenção de um bom 
traçado é a minimização do número de cruzamentos entre arestas, e este se constitua em um 
problema NP-completo. Neste trabalho são apresentados, analisados e comparados vários 
algoritmos heurísticos para a redução de cruzamentos de arestas no traçado automático de 
grafos hierárquicos. Analisa-se também algoritmos de reconhecimento de planaridade em 
grafos hierárquicos. 
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ABSTRACT 
Hierarchical graphs are widely used in economics, electronics and computer science. A good 
visualization of structural information is essential to provide a clear information of the 
drawing content. The need to quickly obtain these drawings led to the design of computer 
programs to draw hierarchical graphs. The main criterion to obtain a good drawing is edge 
crossing minimization, that is a NP-complete problem. In this work various heuristic 
algorithms for edge crossing reduction on automatic drawing of hierarchical graphs are 
analised and compared. Algorithms that recognize planarity in hierarchical graphs are also 
analised. 
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CAPÍTULO 1 
INTRODUÇÃO 
1.1. APRESENTAÇÃO 
A teoria dos grafos nasceu como um ramo da matemática, mas hoje se constitui em um ramo 
importante da ciência da computação. Qualquer sistema de estados discretos relacionados 
pode naturalmente ser modelado com grafos. 
Grafos acíclicos direcionados, ou simplesmente grafos hierárquicos, são uma representação 
comum para relacionamentos hierárquicos e são amplamente utilizados em engenharia de 
software (grafos de chamadas de subrotinas, diagramas de relacionamento), diagramas PERT, 
inteligência artificial (relacionamentos em sistemas de representação do conhecimento), teoria 
de sistemas e outros campos da ciência. 
Algoritmos de traçado automático de grafos posicionam vértices e arestas de modo a evitar 
que esta tarefa seja realizada manualmente, um processo lento e propenso a erros. O objetivo 
de um algoritmo de traçado automático é apresentar ao leitor um desenho que torne a 
informação estruturai do grafo fácil e rapidamente identificável. Este objetivo normalmente é 
alcançado tornando algumas das características estruturais como planaridade, simetria e 
hierarquia aparentes e seguindo alguns critérios estéticos, tais como a redução no número de 
cruzamentos e no número de ângulos em arestas longas. 
Na legibilidade do traçado de um grafo está a chave para a sua fácil e rápida compreensão. 
Vários aspectos e critérios podem ser usados para nortear o que seria a legibilidade de um 
1 
traçado, e estes critérios serão mais ou menos importantes dependendo da aplicação em 
questão. No caso de projeto de circuitos VLSI, por exemplo, aspectos como área total e 
número de cruzamentos são de fundamental importância para o bom funcionamento do 
circuito. O primeiro está relacionado à resistência dos filamentos e o segundo relacionado ao 
acoplamento capacitivo que ocorre nos cruzamentos. Não existe um modo de otimizar todos 
estes critérios simultaneamente, uma vez que existem interferências entre eles. 
Os principais critérios a serem considerados dependem do objetivo da aplicação, mas 
normalmente encontram-se entre os citados' a seguir. 
• Área do menor retânguío com lados horizontais e verticais que contém todo o desenho; 
• Número total de cruzamentos entre as arestas do desenho; 
• Número total de ângulos no traçado das arestas; 
• Comprimento total do traçado das arestas; 
• Número máximo de ângulos em uma mesma aresta; 
• Comprimento máximo de uma aresta qualquer; 
• Desvio de uma razão ótima entre altura e largura, normalmente a da tela de um monitor 
(3:4); 
• Fator de resolução, que é o inverso da distância mínima entre dois vértices, um vértice e 
um cruzamento ou dois cruzamentos. 
É normalmente aceito que valores reduzidos das medidas acima -estão relacionados com o 
bom aspecto estético e com a eficiência de transmissão de informação do traçado de um grafo. 
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Existe atualmente na literatura especializada um bom número de artigos sobre traçado de 
grafos e por estar longe de ser totalmente explorado este é o assunto de muitas publicações 
recentes. Uma bibliografia atualizada e bastante abrangente sobre algoritmos de traçado foi 
publicada por Di Battista et al. 2 . 
1.2. OBJETIVO 
Neste trabalho será enfocada, como aspecto principal na busca da clareza de um traçado 
hierárquico, a redução no número de cruzamento entre arestas. Serão analisados, comparados 
e classificados os principais algoritmos conhecidos para a redução do número de cruzamentos. 
Estes algoritmos são todos baseados em heurísticas, o que se justifica pelo fato de ter-se 
constatado que o problema de redução de cruzamentos é NP-completo 3. Para o caso particular 
de grafos hierárquicos planares serão analisados algoritmos de reconhecimento. 
A organização do trabalho será: no Capítulo 1, a apresentação de conceitos fundamentais da 
teoria dos grafos necessários para a compreensão do texto, bem como da nomenclatura 
adotada; no Capítulo 2, a análise de algoritmos para reconhecimento de grafos hierárquicos 
planos; no Capítulo 3, a introdução de aspectos teóricos relacionados a cruzamentos de 
arestas; nos Capítulos 4, 5 e 6, a apresentação dos principais algoritmos heurísticos para 
redução de cruzamentos; no Capítulo 7, a comparação dos desempenhos das heurísticas 
apresentadas. 
1.3. CONCEITOS FUNDAMENTAIS 
Neste trabalho pressupõem-se conhecidos os conceitos e definições básicas da teoria dos 
grafos. Estes conceitos e definições encontram-se, por exemplo, em Gibbons 4 e em 
Szwarcfiter5. A nomenclatura básica em português que será utilizada é a mesma usada por 
Szwarcfiter3. A seguir são apresentados os conceitos específicos que serão utilizados no 
estudo de traçado de grafos hierárquicos. 
1.3.1. Grafo hierárquico 
Um grafo G(V, E), sendo V o conjunto de vértices e E o de arestas, é dito um grafo 
hierárquico se Fpode ser dividido em k subconjuntos disjuntos (K l s F 2 , Vk), chamados de 
níveis, de forma que não existam arestas ligando dois elementos de Vt, e, para cada vértice de 
V; j > 1, existe pelo menos uma aresta que o conecta com um vértice de Vi tal que i < j . 
FIGURA 1.1. Grafo hierárquico. 
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Assume-se que as arestas sejam direcionadas de i para j , e neste trabalho o direcionamento 
não será representado, com exceção das ocasiões em que isto se faça necessário para a 
compreensão do texto. A Figura 1.1 mostra um grafo hierárquico. Caso G seja hierárquico 
poderá ser representado por G(V, ü", L), onde l é a função que associa a cada vértice o índice 
do subconjunto a que pertence: L: V—> {1, 2 , k ) . 
0 grafo hierárquico G(V, E, L) é dito próprio se suas arestas ligam somente vértices de 
subconjuntos consecutivos. Todo grafo hierárquico pode ser transformado em um grafo 
hierárquico próprio pela substituição de uma aresta que ligue vértices pertencentes a 
subconjuntos não consecutivos por uma seqüência de arestas, cada uma ligando vértices 
auxiliares temporários introduzidos em subconjuntos consecutivos, como exemplificado na 
Figura 1.2. Um algoritmo para transformar um grafo hierárquico em um hierárquico próprio é 
apresentado no Capítulo 3. Nas seções seguintes pressupõe-se que os grafos em questão sejam 
grafos hierárquicos próprios, a menos que indicado no texto. 
FIGURA 1.2. Grafo hierárquico próprio obtido do grafo da Figura 1.1 
através da introdução dos vértices temporários / e j . 
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1.3.2. Imersão em A linhas 
Dadas k linhas paralelas em um plano, numeradas seqüencialmente de 1 a k, de cima para 
baixo, uma imersão em k linhas, ou simplesmente imersão, de um grafo hierárquico próprio 
G(V, £, L) é um desenho tal que: 
a) cada vértice do conjunto Vt seja desenhado na linha i; 
b) as arestas sejam desenhadas como segmentos de reta. 
A Figura 1.3 mostra uma imersão em k linhas do grafo da Figura 1.2. 
FIGURA 1.3. Imersão em k linhas do grafo da Figura 1.2. 
A imersão é totalmente definida pela ordem dos vértices nas linhas correspondentes aos 
subconjuntos. Define-se então uma ordenação total dos vértices, o" = (cj], CT2, a*) para uma 
hierarquia de k níveis. Cada ordem o,- representa a ordenação dos vértices do nível i. Desta 
forma ~ v se o vértice v ocupa a7-ésima posição da esquerda para a direita no nível i. A 
função ordenação inversa retorna a posição de um vértice no respectivo nível: ^" ' (v) -j se j é 
a posição ocupada por v. 
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A densidade de um grafo é a probabilidade de que dois vértice sejam adjacentes, ou seja, de 
que exista uma aresta entre eles. 
Os demais termos e conceitos já conhecidos da teoria dos grafos serão relembrados, onde 
conveniente, no desenrolar deste trabalho. 
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CAPÍTULO 2 
RECONHECIMENTO DE GRAFOS HIERÁRQUICOS PLANARES 
2.1. INTRODUÇÃO 
Neste capítulo será tratado o aspecto do reconhecimento de grafos hierárquicos que tenham 
uma imersão planar em k linhas. O primeiro resultado, proposto por Markenzon e Paciornik 6 
aplica-se ao caso particular dos grafos hierárquicos com dois níveis. O algoritmo de Di 
Battista e Nardelli 7 , 8 e o de Heath e Pemmaraju9, apresentados em seguida, aplicam-se a 
grafos hierárquicos genéricos. Os três algoritmos possuem complexidade linear, sendo que os 
dois últimos fazem uso de uma estrutura de dados chamada árvore PQ. Esta estrutura, que é 
definida e brevemente comentada, permite à complexidade destes dois algoritmos ser linear. 
FIGURA 2.1. Imersão planar em k linhas do grafo da Figura 1.3. 
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O grafo G(V, E, L) é hierárquico planar caso o grafo hierárquico próprio obtido a partir de G 
possua pelo menos uma imersão em k linhas sem cruzamentos de arestas, dita uma imersão 
planar em k Unhas de G. A Figura 2.1 mostra uma imersão planar do grafo da Figura 1.3. 
Distingue-se neste trabalho os conceitos de grafo planar e de grafo hierárquico planar. Um 
grafo hierárquico pode ser um grafo planar e não possuir uma imersão planar em k linhas, 
como mostra a Figura 2.2. Este conceito é importante para se diferenciar os algoritmos 
genéricos de reconhecimento de planaridade em grafos dos algoritmos que testam a existência 
de uma imersão planar hierárquica. 
FIGURA 2.2. (a) Imersão em k linhas não planar, (b) Imersão planar não hierárquica. 
2.2. GRAFOS BIPARTITE 
0 grafo subjacente a um grafo hierárquico com dois níveis, G{V,E) tal que V= Vx u V2i 
Vx n V2 = 0 e se (v, w) e E, então v e Vx e w e V2i é conhecido na literatura como grafo 
bipartite. Markenzon e Paciornik6 apresentaram um algoritmo para reconhecimento e traçado 
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de grafos bipartíte que possuam uma imersão planar em 2 níveis, baseado em conceitos 
introduzidos por Eades e Wormald' 0, Este algoritmo utiliza uma caracterização da família de 
grafos bipartíte que possui imersão planar em dois níveis e que será aqui apresentada. Se as 
condições são atendidas é gerada uma imersão hierárquica em dois níveis sem cruzamentos. O 
algoritmo é executado em tempo linear. Ressalta-se novamente a diferença entre um grafo 
bipartíte que possui uma imersão planar e um grafo bipartíte que possua uma imersão 
hierárquica planar. O exemplo mais simples desta diferença é o K2i2> que é planar mas não 
possui imersão hierárquica planar. 
2.2.1. Reconhecimento de pianaridade era grafos bipartíte 
Seja uma imersão hierárquica planar em k níveis de G (conforme definido na Seção 1.3.2.). 
Caso G possua esta imersão é dito um grafo bipartíte planar. A partir destas premissas 
prova-se, por argumentos topológicos, o Teorema 2.1. 
Teorema 2.1 
Se o grafo bipartíte G é planar então G não tem ciclos. 
Considera-se agora o grafo G bipartíte conexo acíclico. Deseja-se verificar se G é planar. Para 
tal são definidos por Markenzon e Paciornik6 alguns conceitos e duas operações que o 
algoritmo executará sobre o grafo G. 
10 
Define-se PESO(v) como sendo um rótulo atribuído a todos os vértices do grafo. Inicialmente, 
PESO(v) = 1, V v € V. 
Um vértice v é dito candidato se a cardinalidade da lista de adjacência de v for unitária, ou 
seja, | A D J ( V ) | - 1. 
Seja v um vértice candidato em G. Seja ADJ(v) = {w}. Se PESO(v) = 1, a operação aparar 
retira de G o vértice candidato v e a aresta (v, w), fazendo P E S O ( W ) = P E S O ( W ) + 1 .0 vértice v 
é dito aparado, ewé dito afetado. 
Um grafo G' é dito o grafo aparado de G se puder ser obtido a partir de G por uma sucessão 
de operações aparar e não seja mais possível executar a operação aparar sobre G. 
Seja v um vértice candidato em G\ grafo aparado de G. Seja A D J ( V ) - {w}. Se | A D J ( W ) | = 2, a 
operação condensar retira de G o vértice candidato v e a aresta (v, w), fazendo 
PESO(M-) = P E S O ( » + P E S O f » . O vértice v é dito condensado, ewé dito afetado. 
O grafo G" é dito o grafo condensado de G se puder ser obtido a partir de G \ o grafo aparado 
de G, por uma sucessão de operações condensar, e se sobre G" não seja mais possível executar 
a operação condensar. 
A Figura 2.3 mostra um grafo G, o grafo aparado ff e o grafo condensado G". Os rótulos 
indicam o peso dos vértices ao fim da aplicação de cada operação aqui definida. 
Teorema 2.2 
Seja G um grafo bipartite acíclico. O grafo condensado de G é único. 
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FIGURA 2.3. (a) O grafo G. (b) 0 grafo aparado G\ (c) O grafo condensado G". 
Este teorema é fundamental para garantir que o algoritmo que irá aplicar as operações aparar e 
condensar ao grafo poderá fazê-lo sem que haja a necessidade de se estabelecer uma ordem ou 
prioridade entre os vértices. Qualquer que seja esta ordem o grafo condensado resultante será 
o mesmo. 
A existência de dois vértices candidatos a operação condensar na lista de um vértice do grafo 
parcialmente condensado ocorrerá apenas uma vez, pois a execução da operação condensar 
eliminará estes dois vértices e o grafo resultante será trivial. Deste fato decorre o 
Corolário 2.1. 
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Corolário 2.1 
Se o grafo condensado de G é trivial então o grafo aparado é um caminho. 
Este corolário garante que se o grafo condensado de G é trivial, nenhum vértice do grafo 
aparado possuí mais de dois vértices na sua lista de adjacências. 
Teorema 2.3 
Seja G um grafo bipartite conexo acídico. G é plano se e somente se seu grafo condensado G" 
é um grafo trivial. 
0 algoritmo de reconhecimento da planaridade baseia-se neste teorema e busca identificar a 
natureza do grafo condensado de G. As Figuras 2.4 e 2.5 mostram claramente os casos em que 
o grafo original é ou não plano. Caso o grafo condensado G" não seja trivial, ele deverá ter 
pelo menos quatro vértices, sejam eles v, x, y e z, pois do contrário ainda seria possível 
realizar operações condensar. Nenhum destes vértices poderá ter peso unitário, já que todas as 
operações aparar possíveis foram executadas anteriormente. A Figura 2.4 mostra claramente 
que no processo de imersão do grafo G original a alocação dos vértices adjacentes ao vértice y 
vão sempre causar a perda da planaridade. 
No caso em que G" é trivial, G' é um caminho. Para se obter a imersão de G os vértices de G' 
são alocados nos níveis 1 e 2 alternadamente. Os vértices aparados são alocados de modo a 
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ficarem agrupados entre os vértices adjacentes em G' do respectivo vértice afetado, como 
ilustra a Figura 2.5. 
FIGURA 2.4. Caso em que G" não é trivial. 
FIGURA 2.5. Caso em que G" é trivial. 
2.3. ÁRVORES PQ 
Nesta seção será apresentada uma noção básica sobre árvores PQ. A definição completa desta 
estrutura de dados e suas aplicações encontram-se no trabalho de Booth e Lueker 1 1 . Nishizeki 
e Chiba 1 2 detalham a aplicação da árvore PQ em reconhecimento de planaridade em grafos 
genéricos e este mesmo tema é explorado (em português) por Baldas 1 3 . 
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Uma árvore PQ é uma estrutura de dados introduzida por Booth e Lueker 1 1 que permite a 
representação e manipulação eficiente de permutações permissíveis, segundo um conjunto de 
restrições, de um conjunto universo U. As restrições são relativas a certos subconjuntos SczU 
cujos elementos devem ocorrer como subseqüências consecutivas. A árvore PQ representa 
uma classe de possíveis permutações. A construção da árvore PQ é iniciada com o conjunto 
de todas as permutações possíveis, i.e., sem restrições. Conforme cada restrição é introduzida, 
é executada sobre a árvore a operação de redução, que restringe as permutações àquelas nas 
quais os elementos de S aparecem consecutivamente. 
Como exemplo da necessidade de se pesquisar a existência ou não de permutações que 
atendam a restrições deste tipo, seja um sistema de busca que fornece informações contidas 
em um conjunto U = {A, B, C] de campos de registros estocados em disco. Suponha-se que os 
campos devam ser ordenados de tal forma que o sistema de busca possa acessá-los 
diretamente a partir de uma única informação de posição destes campos. Caso as pesquisas 
possíveis sejam {A}> {B} e {C}, qualquer uma das seis permutações de Ué aceitável. No caso 
de uma restrição adicional em que a pesquisa 5 = {A^B} também possa ser executada, o 
número possível de permutações é reduzido àquelas em que A e B aparecem 
consecutivamente. Se T é a árvore PQ que representa Udiz-se executar uma redução de Ttm 
relação a S. A árvore PQ deve então representar as permutações permissíveis, que são ABC, 
BAC, CAB e CBA. Ao se introduzir uma nova restrição R = {B, C} processa-se uma nova 
redução no conjunto de permutações possíveis, e somente ABC e CBA são aceitáveis. A 
introdução de restrições poderá levar a um conjunto vazio de permutações permissíveis, como 
é o caso ao se introduzir a restrição adicional 7^= {A, C). Neste caso não há permutação que 
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atenda às três restrições. A redução da árvore PQ correspondente resultaria então na árvore 
vazia. 
0 exemplo acima é de fácil análise, mas com um número grande de campos esta tarefa se 
tornaria bastante difícil. A utilização da árvore PQ permite que este tipo de análise seja 
executado em tempo linear. 
Dada utn conjunto universo U= {a]t a2,....s am}, a classe das árvores PQ sobre U é definida 
como sendo a das árvores enraizadas, ordenadas, cujos vértices folhas são os elementos de Ue 
cujos vértices internos podem ser vértices P ou vértices Q, cujos comportamentos serão 
definidos a seguir. Cada uma das operações abaixo resulta em uma árvore PQ. 
1. Cada elemento a{ e Ué uma árvore PQ cuja raiz é o próprio elemento. 
2. Se Th T2,~., Tk são árvores PQ então a estrutura da Figura 2.6(a) é uma árvore PQ cuja raiz 
é um vértice P, representado como um círculo. 
3. Se Th r 2,..., Tk são árvores PQ então a estrutura da Figura 2.6(b) é uma árvore PQ cuja raiz 
é um vértice Q. representado como um retângulo. 
FIGURA 2.6. (a) Um vértice P. (b) Um vértice Q. 
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As folhas de uma árvore PQ, lidas da esquerda para a direita, geram a fronteira da árvore. Esta 
fronteira é uma permutação de U. Deseja-se representar a classe de equivalência que 
represente todas as permutações permissíveis de U dadas as restrições Duas árvores PQ são 
equivalentes se uma pode ser transformada na outra aplicando-se zero ou mais transformações 
de equivalência. As transformações de equivalência, que são duas, caracterizam a diferença 
entre vértices P e vértices Q, e são: 
1. Permutar arbitrariamente a ordem dos filhos de um vértice P. 
2. Reverter a ordem dos filhos de um vértice Q. 
Cada árvore PQ na classe de equivalência tem uma fronteira diferente e cada uma destas 
fronteiras representa uma das permutações permissíveis de U. No caso do exemplo dado 
anteriormente, a árvore de Figura 2.7(a) representa a classe de equivalência das permutações 
em U sem restrições. A, B e C são filhos de um vértice P e podem ser permutados livremente. 
Após a introdução da restrição S os elementos A e B devem estar sempre consecutivos. A 
redução da árvore leva então à árvore da Figura 2.7(b) que representa as quatro permutações 
permissíveis de (7. A árvore da Figura 2.7(c) representa as mesmas permutações que a da 
Figura 2.7(b), mas normalmente usa-se o vértice Q apenas quando este possui mais de dois 
filhos. A introdução de R leva à árvore da Figura 2.7(d). 
A redução do número de permutações permissíveis ocasionada pela adição de restrições, i.e., a 
redução de T por 5. é uma operação executada sobre a árvore T através de um estudo de casos. 
Cada restrição adicionada deve mudai' o formato da árvore PQ. Esta mudança de formato é 
executada pelo casamento de padrões com a parte da árvore que é afetada pela restrição. Cada 
17 
padrão corresponde a um caso em que uma sub-árvore poderá ser substituída por um padrão 
que atende a restrição em questão. 
A B C A B A B A B C 
(a) (b) (c) (d) 
FIGURA 2.7. Arvores PQ de Uconforme as restrições. 
A passagem da árvore da Figura 2.7(a) para a da 2.7(b), por exemplo, se dá através de uma 
destas substituições. Todas estas transformações são executadas sobre a sub-árvore mínima 
que contém todos os elementos do conjunto restritivo. 
Como exemplo suplementar para a compreensão destas alterações nas árvores PQ, seja o 
conjunto U = {A, B, C, D, E, F}. A árvore universal, ou sem restrições, é a árvore Tl da 
Figura 2.8(a). A classe de equivalência de Tx possui 720 árvores equivalentes, cada uma com 
fronteira correspondente a uma das permutações de U. A introdução da restrição 
Si = {C, D, E), i.e., os elementos C, D, e E devem ocorrer consecutivamente, reduz as 
permutações permissíveis para 144. A árvore T2 da Figura 2.8(b) ilustra uma das árvores desta 
classe. A restrição S2 ~ {E, F} sobre T2 gera uma classe com 24 árvores equivalentes à árvore 
r3, ilustrada na Figura 2.8(c). A obrigatoriedade de que E e F ocorram sempre juntos leva a 
substituição por um padrão com um vértice Q. Com S3 = {B, F}, obtém-se a classe 
equivalente à T4 da Figura 2.8(d), com 8 permutações obedecendo à Su S2, e S3. A restrição 
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S4= {A,E} resulta em uma classe com zero elementos, correspondente a uma árvore PQ 
vazia. 
CD CD 
(c) (d) 
FIGURA 2.8. (a) Árvore Tx. (b) T2. (c) T3. (d) TA. 
As árvores PQ serão utilizadas pelos algoritmos de reconhecimento de planaridade explicados 
nas seções seguintes. Cada um destes algoritmos irá verificar se restrições impostas pelo 
traçado plano resultarão em classes com elementos ou vazias. No caso da classe resultante ser 
vazia constata-se que a restrição imposta é incompatível com o traçado planar do grafo. 
2.4. RECONHECIMENTO DE PLANARIDADE SEGUNDO DI BATTISTA E 
NARDELLI 
Nesta seção será apresentado um algoritmo de reconhecimento e traçado de grafos 
hierárquicos planares. Assim como os algoritmos de Hopcroft e Tarjan 1 4 e de Booth e 
Lueker" para grafos genéricos, este algoritmo para grafos hierárquicos também possui 
complexidade linear. 
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0 algoritmo de Di Battista e Nardelli ' testa a planaridade de um grafo hierárquico G(F, E) de 
forma construtiva. O método consiste em se acrescentar a todas as imersões de uma árvore de 
espalhamento T(V, £,) do grafo G as arestas (v, w) e E que não pertençam a esta árvore. Caso 
seja identificado algum cruzamento ao se acrescentar (v. w), a imersão é descartada. Ao final 
do algoritmo as imersões restantes de T poderão ser submetidas a um algoritmo de traçado de 
árvores e a imersão do grafo é obtida acrescentando-se a este traçado as arestas (y, w) £ T. 
Caso não reste nenhuma imersão de T o grafo originai não possui um traçado hierárquico 
planar. A identificação da ocorrência de cruzamentos é baseada em argumentos teóricos 
apresentados a seguir. Com a utilização de uma árvore PQ como estrutura de dados para 
representar o conjunto de todas as imersões da árvore de espalhamento, o algoritmo testa a 
planaridade do grafo hierárquico em tempo linear. 
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2.4.1. Conceituação teórica 
Seja G(K, E, L) um grafo hierárquico e y uma imersão planar em k Unhas de G. Define-se 
caminho em G como sendo a seqüência ordenada de vértices v b v 2 , v „ tal que para cada par 
v„ v í +, ou (v„ v / + 1 ) ou (v / + „ v,) e E. 
Seja C um caminho: 
a) FUNDO(C) é um vértice tal que L(FUNDO(C)) > L(v\ para todo v e C . 
b) T0PO(O é um vértice tal que Í(TOPO(Q) < i(v), para todo v e C . 
c) PROFUNDIDADE(C) = Z(FÜNDO(C)). 
d) ALTURA(C) - Z(TOPO(C)). 
PROFUNDIDADE ( C ) = j 
FIGURA 2.9. Exemplo de caminho. 
A Figura 2.9 ilustra os conceitos de caminho, topo, fundo, profundidade e altura. 
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LAÇO(i,y), i <j,éo conjunto de caminhos C ligando dois vértices quaisquer x e VjQy e V-ás 
tal forma que ALTURA(C) = i e PROFUNDIDADE(C) = y . Na Figura 2.9 o caminho de x a y 
pertence ao LAÇO(7,y) mas o caminho C dex a z não pertence ao LAÇO(/ ' ,y - 1). 
— —ponte 
FIGURA 2.10. Exemplo de ponte. 
Sejam C{ e C 2 dois caminhos disjuntos do LAÇO(z',y"). Define-se ponte como um caminho 
ligando os vértices a e Cl e b e C 2 tal que ALTURA(ponte) > i e PROFUNDiDADE(/?o??íe) <y, 
conforme ilustra a Figura 2.10. 
2.4.2, Resultados preliminares 
A seguir serão construídos formalmente os resultados teóricos que permitirão ao algoritmo a 
identificação de configurações que caracterizam a existência de cruzamento de arestas na 
imersão em análise. 
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Lema 2.1 
Sejay uma imersão em klinhas de G. Sejam os vértices ae b distintos, tais que L(á) = L(b) = i 
actd distintos, tais que i (c ) = L(d) - i + 1. Se a ordenação dos vértices atende a: <j(a) < a(b) 
e a(c) > a(d) então as arestas (a, c) e (b, d) se cruzam em y. 
0 Lema 2.2 é a generalização do Lema 2.1. 
Lema 2.2 
Seja y uma imersão em k linhas de G. Sejam os vértices a e 6 distintos, tais que = Z,(6) - i 
e c e d distintos, tais que L(c) ~ L(d) =j > i. Sejam Cx um caminho entre a e c do LAÇ0(/,y') e 
Ci caminho entre è e d do LAÇO(í,y). Suponiia Cx e C 2 disjuntos. Se <j(a) < CT(6) e a(c) > <y(d) 
então os caminhos Cx e C 2 se cruzam em y. 
0 teorema que se segue fornece três condições suficientes para G não ser planar em k linhas. 
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Di Battista e Nardelli ' demonstram, por estudo de casos, que estas condições são também 
necessárias para a não planaridade em k linhas de G. 
Teorema 2.4 
Sejam Lu L2 e L3 três caminhos de LAÇO(;',y). Se uma das três condições abaixo for 
verdadeira, então G não é planar em k linhas. 
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1. Lh L2 e L3 são disjuntos e conectados por pontes dois a dois; 
2. h\ e ¿ 2 compartilham uma extremidade p e um caminho C (com número de arestas > 0) que 
começa em p, Lx c\ £3 - L2 n L3 = 0 e existe uma ponte 5 j entre Z,] e Z 3 e uma ponte B2 
entre £ 2 e I 3 , 5 ] n C - B2 n C = 0 ; 
3. £j e X 2 partilham uma extremidade ^ e um caminho Cj (com número de arestas > 0) que 
começa em p, L] e L3 partilham uma extremidade q e um caminho C2 (com número de 
arestas > 0) que começa em q e Cx n C2 = 0 e L2 e Z,3 são conectados por uma ponte 5 tal 
que 5 n C 5 = B n C 2 = 0 . 
A prova deste teorema é obtida por contradição. Supondo-se uma imersão planar em k linhas 
de G que atenda uma das condições acima necessariamente entra-se em contradição com o 
Lema 2.2. A Figura 2.11 ilustra cada uma das condições do teorema. 
FIGURA 2.11. Teorema 1: (a) Condição 1; (b) Condição 2; (c) Condição 3. 
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2.4.3. Teste da planaridade em k linhas 
Denomina-se subgrafa de espalhamento de um grafo G] a um subgrafo G2 de G 1 ? tai que os 
conjuntos de vértices de Gj e de G2 sejam iguais. Quando este subgrafo é uma árvore ela se 
denomina árvore de espalhamento. Para o caso de grafos hierárquicos é sempre possível a 
obtenção de uma árvore direcionada de espalhamento. Caso exista no primeiro nível mais que 
um vértice, pode-se adicionar um vértice temporário em um nível zero de modo que este 
esteja conectado por arestas temporárias a todos os vértices do primeiro nível. 
Seja T{y,Et,L) uma árvore de espalhamento direcionada do grafo G(V,E,L). Seja £ 0 o 
conjunto de arestas de G que não pertencem a T: EQ = E - E,. Tomando como início as 
imersões planares em k linhas desta árvore de espalhamento direcionada, será apresentado um 
algoritmo construtivo para determinar se G possui uma imersão planar em k linhas. 
Teorema 2.5 
Seja G{V, E, L) um grafo hierárquico planar em k linhas. Para cada árvore de espalhamento 
direcionada T de G existe pelo menos uma imersão planar em k linhas x de T tal que pela 
simples adição das arestas de EQ a x obtém-se uma imersão planar de G. 
A demonstração deste teorema é bastante imediata. Se G é planar em k linhas, escolhendo-se 
uma árvore de espalhamento qualquer, basta retirar as arestas de EQ de uma imersão planar em 
k linhas de G para se obter uma imersão % de T que satisfaça o teorema. 
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2-4.4. O algoritmo de reconhecimento 
Do Teorema 2.5 surge naturalmente o processo construtivo de se investigar a existência de 
uma imersão planar em k linhas de um grafo hierárquico qualquer: 
Algoritmo KLT(G, 2) 
1. Escolha qualquer árvore de espalhamento direcionada Táe G, 
2. Determine o conjunto 2 de todas as imersões planares em k linhas de 7", 
3. Para cada aresta e de £ 0 faça 
4. Inclua e a cada imersão em 2 e 
5. Remova de 2 todas as imersões que deixam de ser planares em k linhas após a inclusão 
de e. 
De acordo com o Teorema 2.5, após a execução do algoritmo KLT o conjunto 2 estará vazio 
caso G não seja planar em k linhas. Caso contrário pode-se obter uma imersão planar em k 
linhas de G para cada T restante em 2. 
Embora o algoritmo KLT seja de simples enunciado ele inclui duas operações complexas. 
Uma operação é a identificação das imersões que deixaram de ser planares em k linhas após a 
inclusão de uma aresta de E$, para que estas imersões sejam excluídas de 2. A outra é a 
construção e manutenção do conjunto 2 de todas as imersões T planares em k linhas de T. 
A identificação das imersões não planares em k linhas é feita com base em argumentos 
desenvolvidos a partir do Teorema 2.4, No detalhamento do algoritmo são identificados 
padrões que caracterizam a não planaridade da imersão parcial de G permitindo a sua exclusão 
do conjunto 2. Uma imersão planar em k linhas de T é totalmente definida pela seqüência dos 
vértices obtida com, por exemplo, uma busca em largura em T. No entanto o número de 
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imersões possíveis cresce, na pior das hipóteses, de forma combinatorial. Faz-se necessária 
então uma estrutura adequada para a manipulação eficiente de 2. Esta estrutura é a árvore PQ, 
definida na Seção 2.3. 
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Di Battista e Nardelli ' afirmam que as operações de construção e remoção de uma imersão 
de T da árvore PQ é executada em <2(|P|). A complexidade da obtenção de uma árvore de 
espalhamento é da 0(\E\), Como para grafos planares vale \E\ <3\V\ - 6, no caso em questão o 
número de arestas é de 0(|P|). Com base nestes resultados Di Battista e Nardelli afirmam que 
a complexidade global do algoritmo KXT é da 0(\ V\). 
2.5. RECONHECIMENTO DE PLANARIDADE SEGUNDO HEATH E PEMMARAJU 
O algoritmo para reconhecimento de planaridade em grafos hierárquicos de Heath e 
Perrimaraju é semelhante ao de Di Battista e Nardelli ' , apresentado na seção anterior, pois 
também utiliza as árvores PQ como estrutura de dados. Entretanto, o número de operações 
necessárias para a manipulação da árvore PQ é reduzido a duas operações básicas, o que faz 
com que seja mais facilmente implementado, e por este motivo aqui é feita uma descrição 
mais detalhada do algoritmo. 
2.5.1. Definições básicas 
Seja G = (VU V2,..., V„, E) um grafo hierárquico com n níveis. Deseja-se determinar se G 
possui uma imersão planar. Seja y uma imersão de G. Para cada j , 1 <j <n,y determina uma 
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ordenação dos vértices no conjunto Vy De forma inversa, se uma ordenação de V} é dada para 
cadaj\ é simples verificar se esta ordenação produz uma imersão hierárquica planar. 
0 problema de testar se um grafo hierárquico G possui uma imersão planar é então 
equivalente ao de se determinar se existem ordenações de todos os níveis que produzem uma 
imersão planar. Seja Gj o subgrafo de G induzido por Kj u V2 ^ ... u Vj. Observe-se que não 
é necessário que Gj seja conexo, uma vez que este algoritmo pode tratar um vértice do nível i, 
i> 1, que não tenha antecedentes no nível / - 1, Cada ordenação em Vj é uma permutação em 
Vj. Para cadaj, há um conjunto de permutações Pj que contém exatamente as ordenações de Vj 
que ocorrem em ordenações do grafo Gj e que produzem imersões hierárquicas planares de Gj. 
Então, para determinar se G possuí imersão planar basta computar Pn e verificar se é não 
vazio. O procedimento para se fazer este teste é realizar uma varredura do primeiro ao último 
níveí do grafo, na ordem Vu V2,Vn, Para cada nível Vj, uma permutação p dos vértices em 
Vj é dita favorável a uma imersão hierárquica planar se os vértices de Vj aparecem ordenados 
segundo p em alguma imersão planar de Gj. Para cada nível Vp o algoritmo constrói uma 
representação de todas as permutações em V- que são favoráveis. As árvores PQ são usadas 
para construir e manipular estes conjuntos de permutações, que são chamados de coleções. 
Após o processamento de Vh V2, Vj obtém-se a coleção Cj. O algoritmo então processa V-+l 
usando C} para construir Cj+l. 
Seja T uma árvore PQ de um conjunto S. As folhas de T estão associadas uma a uma com os 
elementos de S. O conjunto S é dito o provento de T3 denotado PROVENTO(7). A árvore PQ 
representa as permutações de S de acordo com as regras introduzidas na Seção 2.3. O conjunto 
de permutações representado por Té denotado PERM(7). Se r é um vértice de T, PROVENTO(r) 
é o provento da sub-árvore de T com raiz em r. A árvore vazia s representa o conjunto vazio 
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de permutações. Uma coleção é um conjunto de árvores PQ com proventos disjuntos dois a 
dois. 
Para uma árvore PQ T e um grafo hierárquico planar F com k níveis, k> 0, diz-se que T 
representa F se e somente se PERM(T) é o conjunto de todas as permutações dos vértices do 
nível kemF favoráveis a uma imersão hierárquica planar de F. Para cada nível Vj, o algoritmo 
mantém uma coleção Cj que satisfaz o seguinte teorema: 
Teorema 2.5.6 
Para todo j , 0 <j < n, e toda componente conexa F em GJ: existe uma árvore PQ 
correspondente T[F\ em Cj que representa F. 
Como G = G„ é conexo, o teorema afirma que Cn contém uma única árvore PQ T[G] que 
representa G. Desta forma Cn contém uma árvore PQ não vazia se e somente se G possui uma 
imersão hierárquica planar. Caso seja não vazia, esta árvore irá conter todas as permutações 
favoráveis a uma imersão planar de G. 
O algoritmo de Di Battista e Nardelli processa o reconhecimento da planaridade através da 
análise de uma série de casos em que ocorrem os padrões que implicam na não planaridade. 
Estes detalhes não foram abordados na Seção 2.4, mas a definição de cada caso e a quantidade 
de casos levam o algoritmo a ser de difícil compreensão e implementação. Á manutenção das 
árvores PQ neste algoritmo tem o mesmo problema, dado que o número de casos de padrões 
de substituição é relativamente grande. O algoritmo de Heath e Pemmaraju possui uma 
abordagem que simplifica drasticamente a sua compreensão e também a implementação do 
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algoritmo, pois o número de operações sobre as árvores é reduzido a duas operações básicas. 
Estas operações e o funcionamento do algoritmo são expücados a seguir. 
De modo a construir Cj+i a partir de Cj, assume-se que algumas informações são mantidas nos 
vértices internos e nas raízes (os vértices P e Q) das árvores de Cj. São estas informações que 
permitem a redução no número de operações para manutenção das árvores. 
Seja F uma componente conexa de G,. De acordo com o Teorema 2.5.6, T[F] é a árvore PQ 
em Cj que representa F. Seja S um subconjunto de vértices de Vj que pertençam a F. Define-se 
como ENCONTRo(^) o maior d<j tal que Vd,Vj induza um grafo direcionado no qual todos 
os vértices de S ocorram na mesma componente conexa. Por exemplo, no grafo da 
Figura 2.12. ENCONTRO(g, h) = 1 e ENCONTRO^, 0 - 2. "Note-se que se \S\ > 1 então 
ENCONTROOU < j-
nível 1 
nível 2 
nível 3 
FIGURA 2.12. Exemplo de grafo hierárquico. 
Seja q um vértice Q de T[F]. Sejam rx, r2í rk os vértices filhos de q desta forma ordenados 
(por ser um vértice Q sua ordem pode somente ser revertida para r k , r 2 , r^. Em q serão 
armazenados os níveis de encontro denotados por NE(rb rin) e definidos como 
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NEI/,-, ri+l) = ENCONTROCPROVENTOC^) U PROVENTO(r í + I)), 
para \<i<k. 
Sejap um vértice P de T[F\. Será armazenado em/? o nível de encontro NE(p) definido como 
NE(p) = ENCONTRO(PROVENTO(»). 
Ainda em S (um subconjunto de vértices de Vj que pertençam a F ) , seja ACÍMA(S) O menor É/ 
tal que F contenha pelo menos um vértice em Vd. Deste modo têm-se sempre 
ACIMA(5) < ENCONTROAS). Na raiz de T[F] armazena-se um inteiro NA(7 n [F|) que é o índice do 
nível que atende a 
NA(7[F)) = ACIMA(PROVENTO(7IFI)). 
Quando o algoritmo computa a coleção CJ+l a partir de CJf também são mantidos nas árvores 
PQ da coleção C J + l os valores de NE e NA. Como cada árvore PQ em Cj é uma folha, os 
valores de NE não são definidos para o primeiro nível, e neste mesmo nível, os valores de NA 
são todos iguais a 1. A utilização destas informações armazenadas nos vértices será discutida 
oportunamente neste capítulo. 
2.5.2. Operações sobre as árvores PQ 
As operações descritas a seguir são aquelas que permitirão que o algoritmo construa C, + ] a 
partir de C,. 
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1. I S O L A R Í T , x), onde T é uma árvore PQ e x e P R O V E N T O ( T ) . Esta operação retorna u m a 
árvore PQ T tal que: 
a) A raiz de V é um vértice Q com x sendo o primeiro ou últ imo filho da raiz. 
b) P E R M ( ^ T ) é o subconjunto de permutações em P E R M ( 7 ) no qual x é o primeiro ou o 
último elemento. Caso PROVENTO(r) = {x}, I S O L A R ( T , X) retorna u m a árvore P Q 
formada por uma única folha x. Caso não exista permutação em P E R M ( T ) que tenha 
x como primeira ou última folha, ISOLAR(T, X) retorna a árvore PQ vazia, s. 
2. I D E N T I F Í C A R ( T ; x , y , z), onde Tê uma árvore PQ, x*y & P R O V E N T O ( T ) e z £ P R O V E N T O ( T ) . 
Seja P o subconjunto de permutações de P E R M ( 7 ) no qual x e y aparecem 
consecutivamente. Seja P' obtido de P da seguinte forma: se P contém a permutação 
a , b , x , y , c, d então coloca-se em Py a permutação a , ô , z, c , d , obtida 
substituindo-se x, y por z. A operação I D E N T I F I C A R ^ , X, y, z) retorna uma árvore PQ 7" tal 
que P E R M ( T " ) = P\ Note-se que P' pode ser vazio, e, neste caso, T = s. 
A operação iS0LAR(r, x) é um caso particular da operação R E D U C E de Booth e Lueker 1 ' e pode 
ser implementada como descrito a seguir. 
Seja r a raiz de T. Caso x = r, I S O L A R ( T , X) retorna T. Caso contrário deve-se analisar se x é 
filho de r ou não. 
No primeiro caso, suponha-se que x é filho de r. Caso r seja u m vértice Q: se x não for nem o 
primeiro nem o último filho de r, não existem permutações em P E R M ( D com x no início ou.no 
fim, então a operação retorna a árvore vazia s; se x for o primeiro ou o último filho de r então 
a operação não realiza nenhuma transformação e retorna T. Caso r seja um vértice P, então T é 
transformada conforme a Figura 2 .13. 
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FIGURA 2.13. Transformação de 7no primeiro caso de isoLAR(r, x) 
No segundo caso, suponha-se que x não é filho de r. Seja T a sub-árvore com raiz em um dos 
filhos de r cujo provento contenha x. Seja 7" - lSOLAR(r\ x). Caso V = s, então IS0LAR(T, x) 
também retorna £. Caso contrário, V deve ser substituída por T\ A raiz de V é um vértice Q 
que tem x como primeiro ou último filho. Caso r seja um vértice P, então T é transformada 
como na Figura 2.14. 
FIGURA 2.14. Transformação de Tno segundo caso de 
iSOLAR(r? x) quando r é um vértice P. 
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Caso r seja um vértice Q e x não seja o seu primeiro ou último filho, a operação retorna s, 
caso contrário Té transformada conforme a Figura 2.15. 
FIGURA 2.15. Transformação de Tno segundo caso de 
I S O L A R ^ , x), quando r é um vértice Q. 
A operação IDENTIFICAR^, x, y, z) pode ser implementada nos seguinte quatro passos. 
1. Localizar r, o ancestral comum e mais próximo a x e y. 
2. Sejam 7\ e T2 sub-árvores de T com raízes em filhos de r de tal forma que 
x e PROVENTO(7 t 1) e y e PROVENTO(r2). Seja 7\ ' = ISOLAR(7' !, X) e T{ = I S O L A R ^ , y). 
Caso T{ - £ ou T 2 ' = E, então IDENTIFICAR^, x,y, z) retorna z. Caso contrário substitui-se 
Tx por 71]' e T 2 por T2 • A raiz de T\ (r2') é um vértice Q que tem x (y) como primeiro ou 
último filho. 
3. Este passo possui dois casos, dependendo se r é um vértice P ou Q. 
a) r é um vértice P. A árvore T é transformada conforme a Figura 2.16. 
b) r é um vértice Q. Caso as sub-árvores T\ e T2 não forem adj acentes, 
IDENTIFICAR^, x, y, z), retorna s. Caso contrário T é transformada como na 
Figura 2.17. 
4. Substituir as folhas x e j ; por z. 
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FIGURA 2.16. Transformação de Tem I D E N T I F I C A R ^ , x,y, z), quando r é um vértice P. 
FIGURA 2.17. Transformação de T em I D E N T I F I C A R ^ , X, y, z), quando r é um vértice Q. 
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2.5.3. O algoritmo de reconhecimento 
Será apresentado agora o algoritmo que, partindo da coleção Cp constrói CJ+l. Será aplicada 
sobre o grafo Gj uma série de operações que irá gerar uma seqüência de grafos H}, H2,Hk 
de tal forma que Gj = / / , e GJ+l = Hk. Paralelamente, a coleção Cj é transformada na coleção 
CJ+l através de uma série de operações análogas às aplicadas a Hsi 1 < s < k, gerando, por sua 
vez, uma série de coleções DUD2, ...,Dh de modo que CJ = D] e CJ+] = Dk. É mostrado a 
seguir que a operação aplicada a Ds, para cada s, 1 < s < k, é análoga àquela aplicada a Hs de 
forma que a correspondência que existe entre Gj e Cj também existirá entre e CJ+]. Os 
procedimentos executados sobre os grafos são sempre possíveis, mas quando ocorre a perda 
de planaridade a operação correspondente a ser executada sobre a árvore PQ retorna a árvore 
vazia, indicando a não planaridade do grafo testado. Os procedimentos chamados bem como a 
notação utilizada serão descritos em seguida. 
Os procedimentos chamados pelo algoritmo são: 
1. CRESCER(K ÍÍ, S), onde F é um grafo hierárquico conexo, planar e com / níveis, / > 0 e / <j, 
u é um vértice do nível j de G (G= Gn) em F, e S é um conjunto de vértices que não 
pertencem a F. A operação retorna o grafo hierárquico obtido com a adição dos vértices v e 
das arestas {u, v), para todos os v e S, ao grafo F. 
2. UNIR1(-F, ny \\ w), onde F é um grafo hierárquico conexo, planar e com / níveis, com / > 0 e 
/ <j + 1, u e v são vértices com rótulos distintos do nível / + 1 em F, e w é um vértice que 
não pertence a F. A operação retorna o grafo obtido com a identificação de u e v, e com a 
fusão dos dois em um vértice w. 
3. UNIR2(FI, F2, u> v' w)> onde Fx e F2 são grafos hierárquicos conexos, planares e cora l{ e 
l2 níveis, respectivamente, com /,, l2 ^ 0 e / : , i2 <j + 1, u é um vértice do nível j + 1 em 
e v é um vértice do nível y + 1 em i s , e w é um vértice que não pertence nem a Fx nem a F2. 
A operação retorna o grafo obtido com a identificação de u e v e com a fusão dos dois em 
ic. Fj e F 2 são conectados na operação. 
No algoritmo, H é inicializado com Gj e, após a aplicação repetida das três fases, é 
transformado em GJ+\. Na fase de crescimento, a cada vértice do nível j em H com grau de 
saída d. são ligados d vértices adjacentes. Após a fase de crescimento cada vértice v do nível 
j + 1 com grau de entrada p é representado por p duplicatas em H. Cada duplicata tem grau de 
entrada 1, e são rotuladas como v[w,J, v [ u 2 ] , v [ u p ] , onde u}, u2, u são os vértices do 
nível j de G incidentes em v. A Figura 2.18 ilustra a fase de crescimento aplicada a G 2 , 
subgrafo do grafo da Figura 2.12 induzido peios dois primeiros níveis. 
Entendendo v[u] como um caso particular de v[X], onde X é uma seqüência de vértices 
distintos do nível j , todos adjacentes a v, v[X] é um vértice do nível j+l adjacente a cada 
u e X. Na fase de união, cada par de vértices do nível j+l, (v[X], v[Y]), com Xr\ Y= 0, é 
fundido em um único vértice com rótulo v[X, Y]. Se v[X\ pertencer à mesma componente 
conexa que v[Y] esta fusão é realizada por U N l R l , e caso pertençam a componentes diferentes 
por UNIR.2. A Figura 2.19 mostra a fase de união aplicada ao grafo resultante da fase de 
crescimento da Figura 2 .18 .0 algoritmo listado a seguir é aplicado a Gj e retorna G,-+1. 
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\.H<r-Gj 
{Fase de crescimento} 
2. Para todas as componentes conexas F de H faça 
3. Para todo vértice u do nível j em F faça 
4. Nu<r-{v[u]\(u,v)<=Ej} 
5. Substituir FemH por CRESCER(F, W, ÍVJ 
{Fase de união} 
6. Para todos os pares de vértices do nível j+\ (y[X], v[Y]) em H faça 
7. Se v[X] e v[Y] pertencem a mesma componente conexa 
8. Então substituir F e r a / / po r UNIR 1(7% v[X|, v[7], v[X, Yj) 
9. Senão se v[X] e v[l] pertencem a componentes conexas e F2 
10. Então substituir ^ e F2 em / /por UNIR2(FI, F 2 , V[X\, V[Y], V[X, Y]) 
{Fase de limpeza} 
11. Trocar o rótulo de cada vértice v[X\ em / /por v 
12. Incluir os vértices fonte de VJ+] em H 
13.G,+1 ^ / / 
nível 1 
nível 2 
nível 3 
g[c] h[d] h[e] i[e] i\f] 
FIGURA 2.18. Fase de crescimento. 
Na fase de limpeza, cada vértice do nível j + 1 em H com rótulo v[X] tem seu rótulo trocado 
por v. de modo que tenha o mesmo rótulo que em Gj+\. Na figura 2.19, por exemplo, os 
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vértices g[c], h[d, e] e i[e,J] têm seus rótulos trocados por g, h e i. Os vértices do nível j + 1 
de G com grau de entrada zero são então adicionados a H, e isto finaliza a transformação de H 
em O algoritmo então processa GJ+l para obter GJ+2-
Paralelamente à seqüência de operações que transforma Gj em GJH são executadas operações 
análogas sobre a coleção Cj a fim de se obter Cj+l. As operações sobre as árvores PQ, 
necessárias a esta transformação, são listadas a seguir, sendo que, por serem análogas às 
operações sobre grafos, herdam seus nomes. 
1. CRESCER(7> u, 5 ) , onde T é uma árvore PQ, u e PROVENTO(T) e S n PROVENTOfT) = 0 . 
2 . UNlRl(r, w, v, w), onde T é uma árvore PQ, w, v e PROVENTO(r) e w í PROVENTO(T). 
3 . miR2(r b r2, w, v, w), onde ^ e T2 são árvores PQ, w e P R O V E N T O ^ ) , v e PROVENTO(r2) 
PROVENToCrO U PROVENTO(7i). 
Cada uma destas operações retorna uma árvore PQ e eKecuta as operações sobre a árvore T[F] 
conforme o grafo F é processado. Na fase de crescimento, quando F é substituído por 
nível 3 
nível 2 
nível 1 
FIGURA 2 . 1 9 . Fase de união. 
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CRESCER(.F, w, N}L) em H, a árvore PQ T[F\, correspondente ao grafo F, é substituída por 
CRESCER(7Ií]> w> Ki) n% coleção D. Na fase de união, de forma semelhante, quando F é 
substituído por UNiRl fF . v[X\, v[Y\, v[X} Y]\ a árvore correspondente 7\F] é substituída pela 
árvore PQ UNiRl(7]T], V[X], V[Y], V[X, Y]). Da mesma forma, quando F} e F2 são substituídos 
pelo grafo UNIR2(F-[, F 2 , v[Xj, v[7], v[X, >]), as árvores PQ correspondentes são substituídas 
por UNtóC?!/^], T[F2], v[XJ, v[Y], v[X, Y\). Na fase de limpeza correspondente à troca de 
rótulos dos vértices do nível j + 1 em H, as folhas das árvores em D também têm seus rótulos 
trocados. A adição dos vértices fonte do nível j - M a / / , corresponde a adição de árvores PQ 
que possuem apenas uma folha à coleção D. Desta forma a construção de C- + l é concluída. 
A seguir é feita a análise de como operam os três procedimentos que atuam sobre as árvores 
PQ. 
1. A operação crescer(r, «, S) retorna uma árvore PQ T obtida de T da seguinte forma: caso 
S= 0 , V é obtida com a remoção de u da árvore T. Caso contrário, seja S= {vj, v 2, vk], 
para k>l. Se k= \, T é obtida substituindo-se u pela folha v{. Se k~2, V é obtida pela 
substituição de w por sendo q um vértice Q que tem como filhos as folhas v, e v 2. Neste 
caso a informação NE(vL, V 2) - / é inserida em q. Se & > 2, 7" é obtida pela substituição de K 
por p, sendo um vértice P com filhos v h v 2, .... vk. Neste caso a informação NE(p) - 7 é 
inserida em A operação não altera o valor de NA de T, ou seja, NA(!T) = NA(7). Este 
raciocínio pode ser formalizado no Lema 2.3. 
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Lema 2.3 
Após a fase de crescimento, para cada componente conexa F de H, existe uma árvore PQ J\F] 
na coleção D que representa F. 
2. A operação UNiRlfT 1 , n, v, w) é exatamente a operação IDENTIFICAR(T, U, V, W), apresentada 
na Seção 2.5.2, e deste modo UNiRl(r, u, v, w) apenas retorna a árvore PQ obtida. Da 
mesma forma que no item anterior, o raciocínio pode ser formalizado no Lema 2.4. 
Lema 2.4 
Seja um grafo hierárquico planar F com j níveis. Seja T uma árvore PQ que represente F. Se 
F = UNlRl(F, u, v, w) e V = UNI 1(7; u, v, w)} então T representa F\ 
3. A operação UNlR2(r1 ? T2, w, v, w) é processada em dois passos. No primeiro passo a árvore 
T] é unida a T2, conforme analisado a seguir. No segundo passo a árvore resultante, T3, tem 
suas folhas u e v substituídas por w pela operação IDENTIFICAR. Suponha-se, sem perda de 
generalidade, que NA(7\) < NA(r 2). 
Passo 1: Partindo-se de w, analisar os ancestrais de u até que sejam encontrados vértices F e r, 
r pai de r\ de modo que uma das condições abaixo sejam atendidas. 
a) r é um vértice P com NE(>-) < NA(7 2 ) . T3 é obtida fazendo a raiz de T2 ser um filho de r. 
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b) r é um vértice Q com filhos ordenados ru r 2 , r . . F - r h e N E ( > L T r 2 ) < NA(7 2 ) . T3 é obtida 
pela substituição de r{ em 7\ por um vértice Q, q, com dois filhos, r, e a raiz de T2- O caso 
em que F = rt e N E ( / * ^ , , r,) < NA(7 2 ) é simétrico. 
c) r é um vértice Q com filhos ordenados r,, r 2 , r „ r* - rj9 para I < í < f . Caso 
NE(>7_
 l s r,) < NA(7 2 ) e NE(r,., ri+i) < NA(7 2 ) , T3 é obtida pela substituição de r, em 7 5 por um 
vértice Q, q, com dois filhos, e a raiz de T2. 
d) r é um vértice Q com filhos ordenados rh r 2 , r „ f ~rb para ! < / < / . Caso 
N E ( r M , r () < NA(7 2 ) ^ NE(r í s r í + i ) , 7 3 é obtida fazendo-se da raiz de T2 um filho de r entre 
r M e r}. O caso em que NE(r / s ?"Í+L) < NA(7 2 ) < N E ( r M s é simétrico. 
e) r é a raiz de T,. Neste caso T 3 é obtida fazendo-se que sua raiz seja um vértice Q com dois 
filhos, r ' e a raiz de T2. 
Passo 2: u e v são fundidos por [DENTEFICAR(7 3 , u, v, w). 
Os passos 1 e 2 descritos acima devem também atualizar os valores de NE e NA de cada 
vértice. O raciocínio desta operação é formalizado no Lema 2.5. 
Lema 2.5 
Sejam Fj e F 2 grafos hierárquicos planares e T} e T2 árvores PQ que representam F\ e F 2 , 
respectivamente. Se F ^ UNíR2(Fb F 2 , u, v, w) e 7*= UNIR2(7I, T2, U-, V, W ) então 7 representa 
F. 
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A linearidade do algoritmo pode ser demonstrada por uma análise de complexidade 
amortizada, bastando para isto demonstrar que a complexidade de todas as operações UNiRl e 
UNIR2 juntas é linear. Utilizando-se a visão do banqueiro' 5, para cada aresta do grafo 
hierárquico G são alocados três créditos; como G é planar, o número de créditos é linear. Em 
iMRl dois caminhos em G irão formar uma nova face da imersão. Como cada aresta é 
compartilhada por duas faces, dois créditos de cada aresta pagam pela operação UNiRl . Em 
UNIR2 o trabalho é proporcional à menor dentre as alturas de Tx e T2, e sempre há um caminho 
no grafo que possui um crédito. Como os créditos alocados são suficientes, conclui-se que o 
algoritmo possui complexidade linear. 
Nos capítulos seguintes será abordado o problema do traçado de grafos hierárquicos não 
planares. 
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CAPÍTULO 3 
TEORIA DE CRUZAMENTOS 
3.1. INTRODUÇÃO 
A legibilidade do traçado de grafos hierárquicos, conforme anteriormente mencionado, pode 
ser definida em função de vários parâmetros, e estes parâmetros devem permitir a avaliação de 
um traçado em termos da quantidade de informação que é percebida por uma pessoa que lê o 
desenho do grafo. O traçado deve levar em conta uma disposição de vértices e arestas que 
transmita ao leitor a maior quantidade de informação possível. Em grafos não planares o fator 
que mais afeta a legibilidade é a quantidade de cruzamentos: quanto menor o seu número, 
mais legível será o traçado. No capítulo anterior foi abordada a caracterização de grafos que 
possuem traçado planar. Neste capítulo são apresentados estudos teóricos importantes para 
sedimentar o desenvolvimento de heurísticas para redução de cruzamentos e para especificar 
adequadamente métodos e procedimentos computacionais que têm este objetivo. Estes 
arcabouços teóricos foram desenvolvidos por Warfield' 6. 
3.2. REPRESENTAÇÃO MATRICIAL DE GRAFOS HIERÁRQUICOS 
A informação necessária para especificar um grafo hierárquico pode ser traduzida em uma 
representação matricial que situa completamente seus elementos e interconexões. Para um 
grafo hierárquico de / níveis esta representação consiste na seqüência de / - 1 matrizes 
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binárias. Cada matriz especifica as conexões de um nível do grafo para o nível seguinte. As 
matrizes que compõem a representação são chamadas de matrizes de inter conexão. Esta 
representação permite a construção direta do grafo hierárquico, não afetando, porém, o 
número de cruzamentos existentes. Faz-se então necessário o desenvolvimento de algoritmos 
que, partindo de urna representação matricial N, obtenham uma representação iV de modo a 
reduzir o número de cruzamentos. 
FIGURA 3.1. Grafo hierárquico com três níveis. 
Seja um grafo hierárquico G(V, E, L). Define-se alcance de uma aresta como a diferença entre 
os níveis dos vértices por ela conectados. Um grafo hierárquico próprio possui apenas arestas 
com alcance unitário. Sabe-se que um grafo hierárquico não próprio pode sempre ser 
transformado em um grafo hierárquico próprio pela substituição de arestas com alcance maior 
que 1 por arestas ligando vértices temporários alocados em cada nível entre os vértices 
conectados peia aresta a ser substituída. A Figura 3.1 mostra um grafo hierárquico próprio 
cuja matriz de adjacências é apresentada na Figura 3.2. Esta matriz de adjacências tem como 
particularidade ter os índices seguindo a ordenação dos vértices nos níveis. 
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a h c d e / 8 h i 
a 0 0 1 1 0 0 0 0 0 
b 0 0 0 0 1 1 0 0 0 
c 0 0 0 0 0 0 1 0 0 
d 0 0 0 0 0 0 1 0 0 
e 0 0 0 0 0 0 1 1 1 
f 0 0 0 0 0 0 0 0 0 
g 0 0 0 0 0 0 0 0 0 
h 0 0 0 0 0 0 0 0 0 
i 0 0 0 0 0 0 0 0 0 
FIGURA 3.2. Matriz de adjacências do grafo da Figura 3.1. 
Caso o grafo hierárquico seja próprio, toda a informação necessária (sem levar em conta os 
cruzamentos) para o desenho do mesmo está associada com as submatrizes imediatamente 
acima da diagonal principal da matriz de adjacências. Estas submatrizes são chamadas de 
matrizes de interconexão e definem inteiramente o traçado do grafo hierárquico. As 
submatrizes têm os índices de linha ordenados segundo a ordem dos vértices de um nível e 
índices de coluna ordenados segundo a ordem dos vértices no nível seguinte. Por analogia à 
definição de grafo hierárquico próprio, diz-se que uma matriz de interconexão é própria se 
cada coluna contiver pelo menos um 1. A Figura 3.3 mostra as matrizes de interconexão 
associadas ao grafo da Figura 3.1. 
Nota-se que todas as colunas das matrizes da Figura 3.3 possuem pelo menos um 1, portanto o 
grafo da Figura 3.1 é um grafo hierárquico próprio. Não é necessário, todavia, que todas as 
linhas possuam um 1. como na última linha de N2. 
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g h i 
c d e / c 1 0 0 
N{= a 1 1 0 0 N2= d 1 0 0 
b 0 0 1 1 e 1 1 1 
f 0 0 0 
FIGURA 3.3. Matrizes de interconexão do grafo da Figura 3.1. 
Para a maioria das aplicações a matriz inicial não será própria. Deve-se então aplicar sobre 
esta matriz um algoritmo que a transforme em uma matriz própria. Partindo-se de uma matriz 
de adjacências M, que represente um grafo sem ciclos, e conhecendo-se os elementos de cada 
nível pode-se aplicar, por exemplo, o algoritmo descrito a seguir. 
Os níveis do grafo hierárquico são examinados em seqüência, começando pelo nível de maior 
índice. No nível l„ inspecionam-se os vértices {sh s2, -., sk} também em seqüência. Constrói-
se um conjunto A(sJ) para cada elemento Sj de formado por todos os vértices que estejam 
nas origens das arestas que chegam em Sj. Do conjunto A(Sj) retiram-se todos os vértices que 
também pertençam a Se o conjunto A(sj) resultante for vazio, nenhum outro teste é 
realizado com Sj. Caso contrário, um novo vértice é introduzido no nível Este vértice é 
ligado por uma aresta a Sj. Ao vértice temporário são ligados por arestas todos os vértices 
de A(sj). As arestas que partem dos vértices restantes em A(sJ) e chegam ao vértice Sj são 
eliminadas. Uma vez terminada a análise de um nível poderá ocorrer a existência de dois 
vértices temporários com conjuntos A idênticos, e neste caso estes dois vértices deverão ser 
substituídos por um único vértice temporário. Obtém-se desta forma a nova matriz de 
adjacências própria vVf. 
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O processo de introduzir vértices temporários equivale à introdução de novas linhas e colunas 
à matriz original M, e ao preenchimento das posições convenientes com l ' s , representando as 
adjacências. 
FIGURA 3.4. Obtenção de grafo próprio. 
A título de exemplo, o algoritmo proposto acima será aplicado ao grafo da Figura 3.4(a). Ao 
vértice g, do nível 4, chegam as seguintes arestas com alcance maior que 1: (a, g), {b, g), (c, g) 
e (d, g). O vértice temporário h é então introduzido no nível 3 e a / i são conectados os vértices 
a,b,co d, como mostra a Figura 3.4(b). Ao se analisar o vértice h> outro vértice temporário, i, 
é introduzido, desta vez no nível 2, como na Figura 3.4(c). O mesmo procedimento se aplica 
ao vértice/, e o vértice temporário j é inserido, também ao nível 2 (Figura 3.4(d)). Ao se 
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constatar que Á(i) A(j) os vértices temporários / e j poderão ser substituídos por um único 
vértice k (Figura 3,4(e)). O grafo resultante é um grafo hierárquico próprio. 
A imersão da Figura 3.1 pode ser totalmente representado pela seqüência das duas matrizes da 
Figura 3.3. A Expressão (3.1) é chamada de representação matricial da imersão do grafo 
hierárquico de três níveis. 
lm = N\N2 (3.1) 
Em geral, a representação matricial de um grafo hierárquico de / níveis deve atender às 
seguintes condições: 
a) ser uma seqüência ordenada de / - 1 matrizes, 
b) ter conjuntos ordenados de índices (ou rótulos) horizontais e verticais para cada 
matriz na representação, 
c) ter consistência na ordenação dos índices de modo que os índices de coluna de uma 
matriz coincida com os índices de Unha da matriz seguinte, 
d) preservar todas as conexões existentes entre os elementos do grafo hierárquico, 
Uma representação matricial pode ser obtida a partir da matriz de adjacências original 
aplicando-se o algoritmo para torná-la uma matriz própria e identificando as matrizes de 
interconexão individuais, conforme se mostra no exemplo abaixo (Figura 3.5), onde se supõe 
que M seja a matriz inicial. 
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a b c d e f 
a 0 0 1 0 0 1 
b 0 0 0 1 0 0 
c 0 0 0 0 1 0 
d 0 0 0 0 0 1 
e 0 0 0 0 0 0 
f 0 0 0 0 0 0 
F IGURA 3.5. Matriz exemplo M. 
Uma imersão desta matriz possui uma aresta com alcance 2, direcionada do vértice a ao 
vér t ice / Aplicando-se o algoritmo para tornar a matriz própria, um novo vértice, g\ é inserido 
no segundo nível. Isto íeva à matriz revisada da Figura 3.6. 
a b c g d e / 
a 0 0 1 1 0 0 0 
h 0 0 0 0 1 0 0 
c 0 0 0 0 0 1 0 
g 0 0 0 0 0 0 1 
d 0 0 0 0 0 0 1 
e 0 0 0 0 0 0 0 
f 0 0 0 0 0 0 0 
F IGURA 3.6. Matriz revisada Af. 
Por inspeção, a representação matricial pode ser explicitada (Figura 3.7), e uma nova 
imersão pode ser obtida diretamente desta representação. 
50 
c g d c 1 0 
1 1 0 g 0 1 
b 0 0 1 d 0 1 
FIGURA 3.7. Representação matricial 7^0). 
3.2.1. Grafos hierárquicos com dois níveis 
Para cada matriz binária N, de dimensões m x n, sem elementos comuns aos dois conjuntos de 
índices (vertical e horizontal), i.e., para cada matriz de interconexão própria, corresponde um 
grafo hierárquico de dois níveis. A Figura 3.8(a) mostra uma matriz de interconexão de um 
grafo hierárquico e a Figura 3.8(b) mostra a imersão correspondente. 
w X y z 
a 1 1 i 0 
= b 1 0 0 0 
c 1 0 0 1 
d 0 1 i 0 
(a) 
(b) 
FIGURA 3.8. (a) Matriz de interconexão N d e 4 x 4 . (b) Imersão do grafo representado por N. 
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Será considerado agora um método para a redução do número de cruzamentos, sendo 
necessário para isto a introdução dos conceitos a seguir. 
3.3. CONTAGEM DE CRUZAMENTOS 
Entende-se por cruzamento em uma imersão a interseção de somente duas arestas. O número 
de cruzamentos de uma imersão pode ser determinado a partir da matriz de interconexão N. 
Este número será representado por K(N) ou K(p, <?), onde p e q representam os conjuntos 
ordenados de índices da matriz N, Por inspeção da imersão da Figura 3.8(b), K(N) = 7, para a 
matriz /V da Figura 3.8(a). Para o caso geral necessita-se de uma forma de se calcular o 
número de cruzamentos a partir da matriz de interconexão, e esta é apresentada a seguir. 
Seja uma matriz de interconexão vVde dimensões mxn com conjunto de índices vertical V, e 
com a linha / da matriz representada por 
^ = v « , v2">, ...,v„«>. 
O número de cruzamentos gerado pelo par ordenado de linhas (J'M, í^) é então dado pela 
Expressão (3.2). 
O número total de cruzamentos é encontrado somando-se os cruzamentos de todos os pares 
ordenados de linhas. 
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f í l - 1 III 
* W = Z X * ( ^ ( V Ü ) ) ( 3 . 3 ) 
f = i . / = i + i 
Na transposição da matriz N o número de cruzamentos não é afetado, mas as linhas da matriz 
transformam-se em colunas, e o conjunto Kdeve ser substituído por H, o conjunto de índices 
horizontal para se chegar às fórmulas análogas para o cálculo por colunas. 
3.4. P E R M U T A Ç Õ E S D A M A T R I Z N 
Ao se permutar a ordem dos índices de Af e das linhas ou colunas correspondentes é provável 
que o número total de cruzamentos seja alterado. Esta propriedade permite que se obtenha, 
através destas permutações, uma redução no número de cruzamentos, mantendo-se as 
conexões entre os vértices. Para se desenvolver uma base para operações de redução de 
cruzamentos de uma imersão de dois níveis define-se a família de permutações da matriz N. 
Seja JV = PiNP2, onde Px e P2 são matrizes de permutação. Diz-se então que FT e F(N), onde 
F{N) é a família de permutações de N. Verifica-se que a família de permutações de uma 
matriz N de dimensões m x n possui m\n\ membros, correspondendo ao conjunto de todas as 
permutações possíveis dos conjuntos de índices de linhas e colunas. Caso P-i — 1, a matriz 
identidade, obtém-se um subconjunto de F(N) dito família de permutação de linhas de N, 
Fr(N), que contém ml membros. Analogamente, se P{ = I, obtém-se FC(N), o conjunto de 
permutações de colunas de N, com n\ membros. Naturalmente a união entre Fr(N) e FC(N) é 
consideravelmente menor que F(N), então deve-se esperar que, para se obter uma redução no 
número de cruzamentos da imersão de N, será necessário realizar permutações em linhas e em 
colunas. 
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Como ilustração destes fatos, a Figura 3.9(a) mostra a matriz de interconexào N\ membro da 
família de permutações de linhas de N, a matriz apresentada na Figura 3.8(a). Na imersão da 
Figura 3.9(b) verifica-se que K(If) = 5, que é menor que K(N) = 7. 
w X y z 
b 1 0 0 0 
N'= a 1 i í 0 
c 1 0 0 1 
d 0 l i 0 
(a) 
(b) 
FIGURA 3.9. (a) MatrizN 1 e Fr{N). (b) Traçado de iV\ 
3.4.1. Matriz com número mínimo de cruzamentos 
Como a família de permutações de uma matriz de interconexão própria N é um conjunto 
finito, necessariamente existe uma matriz N* e F(N) tal que seu número de cruzamentos é 
menor ou igual ao de qualquer outra pertencente à família. Tal matriz N* é dita matriz com 
número mínimo de cruzamentos. Existem sempre duas ou mais matrizes com número mínimo 
de cruzamentos 1 6. 
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Caso N possua linhas ou colunas idênticas entre si, tais duplicatas deverão ser eliminadas 
antes de se buscar uma matriz com número mínimo de cruzamentos. Pode-se demonstrar que 
se JV* é uma matriz com número mínimo de cruzamentos com duas linhas (colunas) idênticas 
então as duas são adjacentes ou então existe uma outra matriz com número mínimo de 
cruzamentos em F(N) na qual as duas linhas (colunas) idênticas são adjacentes. 
Conseqüentemente, ao se buscar uma matriz com número mínimo de cruzamentos ;V* em uma 
família F(N), é possível se trabalhar com uma matriz condensada derivada de N pela 
eliminação de todas as duplicações de linhas ou colunas. Uma vez achada a matriz com 
número mínimo de cruzamentos na família da matriz condensada as linhas ou colunas podem 
ser recolocadas em posições adjacentes às suas duplicatas na matriz condensada. 
3.4.2. Representação por códigos decimais 
Para simplificar a notação, pode-se representar as matrizes de interconexão pelos números 
decimais equivalentes à seqüência de elementos de um vetor linha ou coluna da matriz, 
quando este é considerado como um número binário. Por exemplo, a matriz da Figura 3.8(a) 
pode ser representada pela seqüência de códigos decimais de suas linhas ou colunas, e estes 
são, respectivamente, (14, 8, 9, 6) e (14, 9, 9, 2), como mostra a Figura 3.10. 
Uma seqüência de códigos decimais é dita seqüência com mínimo de cruzamentos se o total 
de cruzamentos K(N) para uma matriz N cujas linhas (colunas) correspondam a tal seqüência 
não possa ser reduzida por permutações de suas linhas (colunas). Naturalmente, para que uma 
matriz tenha o número mínimo de cruzamentos é necessário que as seqüências de códigos de 
linhas e de colunas sejam simultaneamente seqüências com mínimo de cruzamentos. 
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w X y z 
a l 1 i 0 • (11I0) 2 - 14 
b 1 0 0 0 > (1000) 2 = 8 
c Ï 0 0 1 > (I001) 2 - 9 
d 0 1 1 0 • (0110) 2 - 6 
> (0010)2 = 2 
> (1001) 2 - 9 
> (100í) 2 = 9 
* (1110) 2 - 14 
FIGURA 3.10. Códigos decimais da matrizN. 
Seja (r,,-í-2) um par ordenado de códigos decimais de linha (ou (<?,, c2) para colunas). Caso 
Hru r2) ~ Kr2> ri)> diz-se que r t e r 2 constituem um par brando, já que o número de 
cruzamentos, dado pela Expressão (3.2), não é afetado pela troca da ordem. Este conceito será 
aplicado na definição de matrizes geradoras. 
Considere-se, como exemplo, a seqüência de códigos de linha (10, 14, 4, 13). Esta seqüência 
possui dois pares brandos, (10, 14) e (4, 13). Isto significa que as seqüências (10, 14, 4, 13), 
(14, 10. 4, 13), (10, 14, 13, 4) e (14, 10, 13, 4) geram todas mapas com o mesmo número de 
cruzamentos, no caso, 10. 
3.5. MATRIZES GERADORAS 
Através do uso repetido da Expressão (3.2) é possível se determinar^ para cada par de códigos 
decimais, se há uma ordem preferencial que minimiza os cruzamentos ou se o par é brando. 
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No intuito de se implementar esta operação, constrói-se uma matriz En de dimensões 
(f - 1) x (2" ~ 1), dita matriz geradora, com as seguintes características: 
a) os conjuntos de índices de linhas e colunas consistem dos códigos decimais de 1 a 
2 f f - 1, 
b) o valor do elemento de posição i,J é 1 se k(i,j) > k(j, i); 0 se k(i,j) < k(j. i); e 2 se 
KUj) = k(j,í). 
Para matrizes construídas desta forma, se m < n então Em é uma submatriz de En. Uma matriz 
geradora é dita benigna se o conjunto de índices S está ordenado de forma a que todas as 
subseqüêncías ordenadas de S são seqüências com número mínimo de cruzamentos. Pode-se 
construir matrizes geradoras para todos os naturais, mas demonstra-se1^ que não existem 
matrizes geradoras benignas para n > 5. As matrizes En para n > 5, no entanto, podem conter 
várias submatrizes benignas. 
As Figuras 3.11 a 3.14 mostram as matrizes geradoras benignas E2> E37 EA e E5, que foram 
obtidas peio exame exaustivo de todos os possíveis pares de códigos decimais. Nestas 
matrizes os pares brandos são os índices que correspondem a vetores linha (ou coluna) 
idênticos. 
2 1 
2 2 0 0 
£ 2 = 3 1 2 0 
1 1 J 2 
FIGURA 3.11. Matriz geradora E2. 
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4 6 2 5 7 3 1 
4 2 0 0 0 0 0 0 
6 1 2 0 0 0 0 0 
2 1 1 2 2 2 0 0 
5 1 1 2 2 2 0 0 
7 1 1 2 2 2 0 0 
3 1 1 1 1 1 2 0 
1 1 1 1 1 1 1 2 
F IGURA 3 . i2 . Matriz geradora E3. 
8 12 4 10 14 13 9 6 15 11 2 5 7 "i 1 
8 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
12 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0 
4 1 1 2 2 2 2 2 0 0 0 0 0 0 0 0 
10 1 1 2 2 2 0 0 0 0 0 0 0 0 0 0 
14 1 1 2 2 2 0 0 0 0 0 0 0 0 0 0 
13 1 1 2 1 1 2 0 0 0 0 0 0 0 0 0 
9 1 1 2 I 1 1 2 2 2 2 2 0 0 0 0 
6 1 1 1 1 1 1 2 2 2 0 0 0 0 0 0 
15 1 1 1 1 I 1 2 2 2 2 0 0 0 0 0 
11 1 1 1 1 1 1 2 1 2 2 2 0 0 0 0 
2 1 1 1 1 1 1 2 1 1 í 2 2 2 0 0 
5 1 1 1 1 1 1 1 1 1 1 2 2 2 0 0 
7 1 1 1 1 1 1 1 1 1 1 2 2 2 0 0 
-i 1 1 1 1 1 1 1 1 1 1 1 1 1 2 0 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 
F IGURA 3.13. Matriz geradora E4. 
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1 6 24 8 28 20 18 26 25 30 12 22 17 29 4 1 4 2 1 27 31 10 13 23 6 19 9 1 5 2 1 1 5 7 3 ¡ 
16 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
24 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 1 1 2 2 2 2 2 2 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
28 1 1 2 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
20 l 1 2 ? 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
18 1 1 2 1 1 2 2 0 2 2 2 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
26 I I 2 1 1 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
25 1 1 2 I 1 1 í 2 i 0 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
30 1 1 1 1 1 2 1 2 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
12 1 1 1 1 1 2 I 1 2 2 0 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
22 1 í í 1 1 2 1 2 i 1 2 0 2 2 0 0 0 0 0 D 0 0 0 0 0 0 0 0 0 0 0 
17 1 1 2 1 1 1 I 2 1 2 1 2 7 2 2 2 2 2 2 0 2 2 2 0 0 2 0 0 0 0 0 
29 1 1 1 1 1 1 1 1 1 2 2 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4 1 1 1 1 1 1 l 1 1 2 2 1 2 2 2 2 2 2 2 0 0 0 2 0 0 0 0 0 0 0 
14 1 1 1 1 1 i 1 1 I 1 I 2 1 2 7 7 7 7 7 0 0 0 0 0 0 0 0 0 0 0 0 
21 1 1 1 1 1 1 1 1 1 1 1 2 1 -> 7 7 7 7 7 0 0 0 0 0 0 0 0 0 0 0 0 
27 1 1 1 1 1 1 I 1 1 1 1 2 1 7 7 7 7 7 7 0 0 0 0 0 0 0 0 0 0 0 0 
31 1 1 1 1 1 1 1 1 1 1 1 2 1 2 2 2 2 2 2 0 0 0 0 0 0 0 0 0 0 0 0 
10 1 1 1 1 I 1 1 1 1 1 1 2 1 2 2 2 2 2 0 0 0 0 0 0 0 0 0 0 0 0 
13 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 2 2 0 7 2 0 0 0 0 0 0 0 
23 1 1 1 1 1 I 1 1 1 1 1 2 1 i 1 1 1 1 1 2 2 2 0 ' 0 0 0 0 0 0 0 0 
6 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 2 2 0 2 2 0 0 0 0 0 0 
19 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 I 1 1 1 2 ! 1 2 0 7 2 0 0 0 0 0 
9 1 1 1 1 1 1 1 1 ¡ 1 1 1 1 1 1 1 1 1 2 1 2 1 7 2 2 2 0 0 0 0 
15 1 1 1 1 1 1 1 1 l 1 1 1 1 1 I 1 1 1 1 1 1 2 2 2 2 0 0 0 0 0 0 
2 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 ! 1 1 1 1 1 2 2 1 2 2 2 2 0 0 
11 1 1 1 1 [ 1 [ í 1 1 1 1 I I í í 1 1 1 1 í 1 1 2 1 2 2 0 0 0 0 
5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ¡ 1 1 1 1 1 2 ! 2 2 0 0 
7 1 1 1 1 1 1 1 1 ] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 2 7 0 0 
3 
1 ! ! I ! , ! 1 1 1 1 1 1 1 1 1 1 1 1 ! 1 1 i 1 1 1 1 1 2 1 0 2 
FIGURA 3.14. Matriz geradora E5. 
Uma matriz N de dimensões mxné dita ser consistente por linhas (colunas) com Em (E„) se a 
ordenação de seu conjunto de índices for idêntico à ordenação de Em (E„) ou dela difira apenas 
por uma seqüência de permutações envolvendo somente pares brandos. Para uma matriz N 
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com méx(m, ri) < 5 a consistência com a matriz geradora é uma condição necessária para a 
minimização do número de cruzamentos. 
A matriz N da Figura 3.8(a) possui uma seqüência ordenada de códigos decimais de linha 
dado por (14, 8, 9, 6). Na Figura 3.12 estes códigos aparecem na ordem (8, 14, 9, ó). Como o 
par (14, 8) não é brando, o número de cruzamentos de N pode ser reduzido pela permutação 
destas duas linhas para que TV se torne consistente por linhas com E4. A matriz TV deste modo 
obtida é a da Figura 3.9(a), onde se observou uma redução de dois no número de cruzamentos. 
w z X y 
b 1 0 0 0 
- c 1 1 0 0 
a 1 0 1 í 
d 0 0 1 i 
14 4 3 j 
(a) 
(b) 
FIGURA 3.15. (a) Matriz permutada AT e F(N). (b) Traçado de 7V\ 
A nova seqüência de códigos decimais de linhas é então (8, 14, 9, 6) que é consistente por 
linhas com E4. A seqüência de códigos de colunas é (14, 5, 5, 2). A comparação com E4 
mostra que a seqüência é consistente por colunas com EA, pois o par (5, 2) é um par brando, e 
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desta forma a permutação das colunas correspondentes não alterará o número de cruzamentos. 
No entanto, ao se realizar esta permutação, reordenando a seqüência para (14, 5, 2, 5) e depois 
para (14,2 ,5 ,5) , obtém-se uma nova seqüência de linha não consistente com E4, 
(8,11, 12, 3). Esta seqüência pode ser substituída por (8, 12, 11, 3), que é consistente por 
linhas e novamente o número de cruzamentos é reduzido, como mostra a imersão da 
Figura 3.15(b) cuja matriz é a da Figura 3.15(a). 
z w X y 
c 1 1 0 0 12 
b 0 1 0 0 4 
a 0 1 1 i 7 
d 0 0 1 i 
8 14 -i 
(a) 
A nova seqüência de coluna, (14, 4, 3, 3), é consistente com £ 4 , mas a permutação do par 
brando (14,4) leva a uma matriz não consistente, com códigos de linha (4 ,12 ,7 ,3 ) . 
Permutando-se o par (4, 12) a matriz volta a ser consistente e a nova seqüência é (12, 4, 7, 3), 
cuja matriz é mostrada pela Figura 3.16(a) e a respectiva imersão pela Figura 3.16(b). Esta 
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última matriz é consistente por linhas e por colunas com E4e é uma das matrizes com número 
mínimo de cruzamentos da família F(N), com K(N*) = 1. 
Deste modo, se as dimensões de uma matriz de interconexão não excedem 5, a consistência de 
linhas e colunas pode ser obtida por referência direta à matriz geradora E5, e a matriz pode ser 
permutada para que se reduza o número de cruzamentos. Caso a matriz de interconexão seja 
consistente por linhas e por colunas com E5 ela é dita consistente com E$. Tal consistência é 
uma condição necessária para a minimização do número de cruzamentos, mas não é 
suficiente. 
Embora a consistência só seja possível para matrizes de ordem menor ou igual a 5, esta 
propriedade continua a ser útil para matrizes maiores, desde que se leve em conta que estas 
matrizes maiores não são benignas. 
processo aqui descrito para a redução do número de cruzamentos em um grafo hierárquico de 
dois níveis foi fundamental no desenvolvimento de uma heurística para obtenção do mesmo 
efeito em grafos de dois ou mais níveis. Esta heurística será apresentada no capítulo seguinte. 
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CAPÍTULO 4 
A HEURÍSTICA DOS BARICENTROS 
4.1. INTRODUÇÃO 
Meste capítuLo inicia-se a aplicação prática dos conceitos introduzidos no Capítulo 3, e serão 
analisadas as principais soluções heurísticas para redução do número de cruzamentos no 
traçado dos grafos hierárquicos. A primeira solução a ser apresentada é o algoritmo heurístico 
de Sugiyama e ta l . 1 7 , que produz o traçado de um grafo hierárquico em duas etapas. Na 
primeira etapa o número de cruzamentos é reduzido pelo método da ordenação baricêntrica. 
Na segunda etapa a posição horizontal dos vértices é determinada para que se reduzam os 
ângulos nas arestas que ligam vértices de níveis não consecutivos e para que uni número 
maior de simetrias seja exibido. O método dos baricentros também foi usado por Carpano 
em traçados com características diferentes daqueles abordados neste trabalho. 
4.2. CONCEITOS BÁSICOS 
Um traçado no plano de um grafo hierárquico próprio com n níveis (» > 2) G(V, E, L) também 
pode ser definido por G{V, E, n, o), onde: 
V~ K , u K 2 u ... u V„ (Vi n Vj - 0 se i 
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E = Ei KJ E2^J ... u E, {E; nEj = 0 se E-, c ^ - x 
a , = Vjv 2 . . .v , w , 
A ordem de cada Vf define a seqüência em que os vértices de V-, estão dispostos no nível i 
em cada traçado G(Vt E, n, a). 
Nas seções seguintes serão introduzidas as definições necessárias para o cálculo dos valores 
que nortearão o método da ordenação baricêntrica. Expressões para o cálculo do número de 
cruzamentos no traçado de um grafo hierárquico são as apresentadas na Seção 3.3. A notação 
utilizada é dada a seguir. 
1) A matriz de interconexão M(l) = M{ah a / + ] ) é uma matriz de dimensões \ Vj\ x \Vi+i\ com as 
linhas e colunas ordenadas segundo oy e aj+l, respectivamente. 
2) Sejam a ; = v ]...vA...v, t t,, vk e e <r i+1 = wl...wl.,.w]Vi+^ w} e Vi+l. O elemento (vhwi) da 
matriz M ( 0 , representado por , é dado por 
3) A representação matricial g de G é então 
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g(<r ls a 2 , . . . ,cg = Mll)Mí2)...M("-
(a) 
A / ' > d2) ^ 
c d e / g h i j k / m 
a 1 1 1 1 c 1 0 0 0 g 1 0 0 
b 1 0 0 1 d 0 1 1 1 h 0 0 0 
e 1 0 0 1 i 1 0 1 
f 0 0 0 0 j 1 1 0 
(b) 
FIGURA 4.1. (a) Grafo hierárquico de 4 níveis, (b) Sua representação matricial. 
Na Figura 4.1 é apresentado um exemplo de grafo hierárquico e suas matrizes 
interconexão. 
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4.2.1. Conectividade 
Em um grafo hierárquico de n níveis G(V, E, n, a) , define-se a conectividade superior C[k' e a 
conectividade inferior C/' do A-ésimo vértice, vk, de Vi como sendo respectivamente 
Em outras palavras, a conectividade superior de vk é exatamente o seu grau de entrada e a 
inferior igual ao seu grau de saída no digrafo original. 
4.2.2. Baricentros 
Nesta seção definem-se os três tipos de baricentros que serão utilizados no algoritmo, 
inicialmente define-se o baricentro D de um vetor binário 7 = (y{, y2, • ••?ym)'-
(4.1) 
(4.2) 
(4.3) 
66 
Hste conceito é aplicado para os vetores linha e coluna de uma matriz de interconexão 
resultando nas seguintes expressões, onde B[l é o baricentro de linha da linha k, e Bf' é o 
baricentro de coluna da coluna / de 
B
*=ÍÍ< > k= i . -.\n (4.4) 
/=i / /=i 
e 
# = £ ^ < > / f > < ; \ I-h-,!y,Hl (4.5) 
As expressões acima serão usadas na ordenação dos vértices em cada nível. Para o 
posicionamento horizontal de um vértice será utilizado o baricentro dos vértices adjacentes a 
ele no nível superior ou inferior. Desta forma definem-se os baricentros superior e inferior do 
jt-ésimo vértice de Vh B^ e Bj:, calculados respectivamente pelas expressões; 
< = E - < v I ) - < , y t f > A = I , . . . , M (4.6) 
e 
B í = 2 x ( v , ) . < » / c í , k=U...,m (4.7) 
M / 
onde x(v) é a posição horizontal do vértice v. 
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4.3. REDUÇÃO DO NÚMERO DE CRUZAMENTOS 
A minimização do número de cruzamentos é um problema de natureza combinatória! e 
soluções teóricas têm a sua aplicabilidade limitada a grafos com um número reduzido de 
vértices. Uma solução teórica para o problema de dois níveis, chamada de método de 
minimização de penalidade, é discutida por Sugiyama et al . 1 7 . 
Dado um grafo hierárquico G = (V,E,n,a), seja S, o conjunto de todas as possíveis 
ordenações o, e seja S~ S} x ... x £„. O problema pode então ser formalizado como: 
P: mm{K(g{v))\a e S} (4.8) 
Primeiramente será considerado o problema de redução do número de cruzamentos em grafos 
hierárquicos com dois níveis. Os resultados obtidos serão, em seguida, aplicados a grafos 
hierárquicos com mais que dois níveis. Os métodos de resolução deste problema aqui 
considerados são procedimentos heurísticos. O uso de heurísticas se justifica, pois o problema 
é NP-completo. 
4.3.1. Algoritmo de ordenação baricêntrica para grafos hierárquicos de dois níveis 
Quando aplicado em um grafo hierárquico próprio de dois níveis o método consiste na 
reordenação da seqüência das linhas, ordenadas segundo = v1v2...V|K l-|J de modo a reduzir o 
número de cruzamentos em M(c\> oV), supondo-se a ordem das colunas, segundo CT2> fixa. A 
idéia é reordenar os baricentros de linha de o~i em ordem não decrescente usando a 
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Expressão (4.4). Linhas da matriz que possuam baricentros de linha iguais são mantidas na 
ordem original. A nova ordem obtida é CTJ . Esta operação é chamada de ordenação 
baricêntrica de linhas, denotada por p^, isto é, M ( a J , a2) - $R(M(ah CT2)). Define-se 
similarmente a ordenação baricêntrica de colunas, p c . Sugiyama et a i . 1 7 afirmam que a 
aplicação da ordenação baricêntrica alternadamente nas linhas e colunas da matriz de 
interconexão reduz o número de cruzamentos do grafo hierárquico. A eficiência deste método 
é explicada a partir de conceitos introduzidos por Warfield 1 6, apresentadas no Capítulo 3. 
Considere-se, como exemplo, o grafo hierárquico de dois níveis da Figura 4.2(a) e sua matriz 
de interconexão (Figura 4.2(b)), que, no caso, é a própria representação matricial 
(Seção 3.2.1): 
c d e f 
1 0 1 1 
1 1 0 0 
(b) 
FIGURA 4.2. (a) Grafo hierárquico de dois níveis, (b) A matriz de representação. 
Para a matriz M calcula-se os baricentros de linha com a Expressão (4.4), indicados à direita 
na Figura 4.3. 
M a 
b 
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c d e / Bï 
M a 1 0 1 1 2.7 
b 1 1 0 0 1.5 
FIGURA 4.3. A matriz MG seus baricentros de linha. 
Nesta imersão o grafo apresenta K(M) = 4, ou seja 4 cruzamentos. A aplicação da ordenação 
baricêntrica às linhas da matriz troca as linhas a e è, resultando na matriz da Figura 4.4, onde 
os baricentros de coluna estão representados abaixo da matriz. 
o 
1 
B R k 
1.5 
2.7 
FIGURA 4.4. Matriz M,. 
Para a matriz acima tem-se K(M{) = 1. Repete-se a operação com as colunas e permuta-se as 
colunas c e d, obtendo-se a matriz Aí2 ^ a Figura 4.5. 
p c(M,) = M 2 
L B 
0 
1 
k 
1.5 
2.7 
Bf 1.0 1.5 2.0 2.0 
FIGURA 4.5. Matriz M2 
Embora os baricentros de linha tenham se alterado eles continuam em ordem não decrescente, 
o que indica o fim do algoritmo. Neste caso particular obtém-se o número mínimo de 
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cruzamentos, com K(M2) - 0, e a imersão resultante representada por M2 è mostrada na Figura 
4.6. 
FIGURA 4.6. A imersão resultante de M 2 . 
Foi observado pelos autores do algoritmo que, mesmo após a reordenação de linhas e colunas 
segundo uma ordem não decrescente de seus baricentros, o número de cruzamentos ainda 
poderia ser reduzido usando o mesmo método. Para isto o algoritmo foi acrescido de uma 
segunda fase. Nesta segunda fase é efetuada uma alteração arbitrária na ordem das iinhas (ou 
colunas) com baricentros iguais e, se a ordenação segundo os baricentros de coluna (linha) for 
desfeita., a ordenação baricêntrica é reaplicada sobre esta matriz alterada, o que poderá resultar 
numa redução do número de cruzamentos. A alteração arbitrária escolhida é a reversão da 
ordem das linhas (ou das colunas) com baricentros iguais denotada por RR(M) (e -#C(A/). para a 
reversão de colunas). As duas fases do algoritmo são apresentadas a seguir. Seja M0 a matriz 
de representação de um grafo hierárquico de dois níveis e M a matriz solução com K 
cruzamentos. 
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Fase I: 
].M*<-M0, K* <- K(M0) 
3. Se K(M\) < K então M* < - Mx e KV K(MX) 
4 . M 2 < - p c ( M j ) 
5. Se K{U2) < K então M < - M 2 e K < - Ü : ( M 2 ) 
6. Se iV/0 = Af2 o u s e 0 núi^ 1 6 1 " 0 máximo de iterações estipulado para a Fase 1 for atingido então 
terminar a Fase 1 e ir para o Passo 7; caso contrário ir para o passo 2 com MQ <— M 2 . 
Fase 2; 
l.M3^RR(M2) 
8. Se os baricentros de coluna de M3 não estiverem em ordem não decrescente então ir para o 
passo 11 com M0 <— M3; caso contrário ir para o passo 9. 
9. MA <- RC(M3) 
10. Se os baricentros de linha de M4 não estiverem em ordem não decrescente então ir para o 
passo í 1 com MQ <— M 4 ; caso contrário terminar o procedimento. 
11. Se o número máximo de iterações estipulado para a Fase 2 for atingido então terminar o 
procedimento; caso contrário ir para o passo 2. 
Seja G 0 um grafo hierárquico de dois níveis com o traçado mostrado na Figura 4.7, sobre o 
qual será aplicado o algoritmo, como exemplo. 
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1) M 0 é a matriz de interconexão inicial de GQ. Na Figura 4.8 estão representados à esquerda e 
abaixo da matriz os baricentros de linha e coluna, respectivamente. 
e / g h i B; 
a 1 1 0 0 0 1.5 
M0 b 1 0 0 1 i 3.3 
c 0 1 0 1 1 3.7 
d 1 0 1 0 3 3.0 
Bf 2.3 2.0 4.0 2.5 3.0 
FIGURA 4.8. Matriz M, 
2) Com a reordenação das linhas b, c, d de M 0 , obtém-se M\ (Figura 4.9). 
e f g h i B¡ 
a 1 1 0 0 0 1.5 
Mi d 1 0 1 0 1 3.0 K(M{) = 11 
b 1 0 0 1 î J .J 
c 0 1 0 1 1 3.7 
B¡' 2.0 2.5 2.0 3.5 3.0 
FIGURA 4.9. Matriz A^. 
3) Com a reordenação das colunas/ g, h, i de M[y obtém-se M2, mostrada na Figura 4.10 (fim 
da Fase 1). 
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e g f i h B!; 
a 1 0 1 0 0 2.0 
d î 1 0 1 0 2.3 K(M2) = 9 
b 1 0 0 1 1 J.J 
c 0 0 1 1 1 4.0 
Bf 2.0 2.0 2.5 3.0 3.5 
FIGURA 4.10. Matriz M2. 
4) A matriz M3 da Figura 4.11 é obtida com a reversão das colunas e, g de M2 (passo 9 da Fase 
g e / i h 
a 0 1 1 0 0 
M3 d 1 1 0 1 0 
b 0 1 0 1 1 
c 0 0 1 1 1 
Bf 2.0 2.0 2.5 3.0 3.5 
2.3 K(M¡) = 9 
3.7 
4.0 
FIGURA 4.11. Matriz Af3. 
5) Com a reordenação das linhas a, d de M 3 (Fase 1), obtém-se M4 (Figura 4.12). 
g e / i h Bí 
d 1 1 0 1 0 2.3 
M4 a 0 1 1 0 0 2.5 
b 0 1 0 1 1 3.7 
c 0 0 1 1 1 4.0 
Bf 1.0 2.0 3.0 2.7 3.5 
FIGURA 4.12. Matriz M 4 . 
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6) Com a reordenação das colunas f, i de M 4 (Fase 1), obtém-se a matriz M5 mostrada na 
Figura 4.13. 
g e i / h Bi 
d 1 1 1 0 0 2.0 
a 0 1 0 1 0 3.0 K(M5) = 1 
b 0 1 1 0 1 J.J 
c 0 0 i 1 1 4.0 
1.0 2.0 2.7 3.0 3.5 
FIGURA 4.13. Matriz M5. 
O traçado original do grafo hierárquico possui 14 cruzamentos e o traçado de G5, 
correspondente à matriz M5 obtida com o algoritmo, possui apenas 7. O traçado de Gs é 
mostrado na Figura 4.14. 
FIGURA 4.14. Traçado de Gs. 
4.3.2. Algoritmo de ordenação baricêntrica para grafos hierárquicos de n níveis 
Na Seção anterior considerou-se o problema de redução de cruzamentos no traçado de um 
grafo hierárquico de dois níveis. A mesma metodo\ogia será agora apVicaàa a grafos àe n 
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níveis. O procedimento é basicamente o mesmo, diferindo apenas pelo fato de que no 
problema de n níveis a ordenação dos vértices se fará em passagens sucessivas pelos níveis do 
grafo. Na primeira passagem descendente (do menor para o maior nível) são ordenados os 
vértices dos níveis 2 a n, e na passagem de retorno são ordenados os vértices dos níveis n - 1 
a 1. Este procedimento é repetido iterativamente até que seja alcançado um número máximo 
de iterações ou que não mais se obtenha redução no número de cruzamentos. 
Considere-se o traçado g de um grafo hierárquico de n níveis. G = (V, E, n, cr), 
g ( G B an) =M(au Ü 2 )M(CT 2 , °3) '-M ( T «-b ®nX C O M n - O problema definido pela 
Expressão (4.8) pode ser separado em subproblemas entre cada dois níveis adjacentes, 
resultando na Expressão (4.9). 
No entanto, não se pode resolver o problema PÁ separadamente, pois P( depende dos 
subproblemas e Pi+X. Para isto introduz-se os subproblemas definidos pelas Expressões 
(4.10) e (4.11). 
Pt; ram{K{M{ah <sM))\Cj e Sh o>, e Sí+l}, i=\, n - 1 (4.9) 
PDÍSi*ò'- vain{K(M{ah a / + i))|o- í- + l e Si+l} (4.10) 
PUi(c*i+í)\ min{^:(M(CTfs cr* / +i))bi e (4.11) 
Nestas expressões a*,- e a* / +i são ordens dadas e i = l , n - \. A solução destes 
subproblemas é alcançada seqüencialmente. Inicialmente arbitra-se uma ordem Ü
 { . A solução 
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o / +i de PDj(<5 ;) é tomada como cr j + 1 para PDi+\(o i+x). Ao se obter a solução an esta ordem é 
usada como a „ para se resolver Pun.\(p*n). Após se resolver / > 6 t ( a * 2 ) , será o novo a*l da 
iteração seguinte. Desta forma o problema P é resolvido utiíizando-se o algoritmo para dois 
níveis consecutivas vezes. A parte do algoritmo em que se desce nos níveis do grafo 
hierárquico será chamada de DO V/N e a parte em que se sobe, UP. O procedimento como um 
todo será chamado de DOWN-UP. O algoritmo é formalizado a seguir. 
I: É dada uma ordem inicial cr
 { e S{. 
2: Obter a solução a ( + ! do problema P /cr j) e fazer a / + I <— o^, , para i = 1. .n - 1 
3: Obter a solução a, do problema -P^ Ca
 / H ) e fazer a ,• <- a / ; para i = n - 1.. 1 
Este procedimento é iterado até que uma das seguintes condições ocorra: 
a) a mesma matriz de representação ocorra periodicamente, ou 
b) o número máximo de iterações seja atingido. 
O procedimento acima é o equivalente à Fase 1 do procedimento para 2 níveis. O 
procedimento correspondente à Fase 2 do procedimento para 2 níveis irá executar reversões 
na ordem das colunas (ou linhas) que possuírem baricentros iguais. As duas operações juntas 
são chamadas de ordenação baricêntríca de n níveis. 
Como exemplo, apíicar-se-á o algoritmo ao grafo hierárquico de quatro níveis com o traçado 
mostrado na Figura 4.15. 
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FIGURA 4.15. Traçado G{ 
1) A representação matricial inicial g 0 de G 0 é mostrada na Figura 4.16. Os números 
representados abaixo das colunas e à direita das linhas são os respectivos baricentros. 
d e / S 
d2) 
h / J 
AP 
k / 
a 0 1 0 d 1 0 0 g 0 0 1 
b 1 0 0 e 1 1 1 h 1 1 0 
c 1 0 0 f 0 1 0 i 0 0 0 
FIGURA 4.16. Representação matricial de G0. 
2) Com a reordenação dos vértices t/, e (colunas d, e de e linhas d, e de A^2Í) de g 0 , 
obtém-se a representação g} da Figura 4.17. 
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e d / g h i J k / 
a 1 0 0 e 1 1 1 g 0 0 1 
g\= b 0 1 0 d 1 0 0 h 1 1 0 
c 0 1 0 f 0 1 0 i 0 0 0 
1.0 2.5 1.5 2.0 1.0 
FIGURA 4.17. Representação matricial g,. 
3) Com a reordenação dos vértices g, h, i em gu obtém-se g2 (Figura 4.18). 
e d / i g h j k / 
a 1 0 0 € 1 1 1 i 0 0 0 
0 1 0 d 0 1 0 g 0 0 1 
c 0 3 0 f 0 0 1 h 1 1 0 
1.0 2.5 1.0 1.5 2.0 3.0 3.0 2.0 
FIGURA 4.18. Representação matricial g2. 
4) Com a reordenação dos vértices j , k, l em g2, obtém-se g3, mostrada na Figura 4.19. 
e d / i g h l j k 
a I 0 0 1.0 e 1 i 1 2.0 i 0 0 0 
# 3 = b 0 1 0 2.0 d 0 1 0 2.0 g 1 0 0 1.0 £(g 3 )=*l 
c 0 1 0 2.0 f 0 0 1 3.0 h 0 1 1 2.5 
1.0 2.5 1.0 1.5 2.0 2.0 3.0 3.0 
FIGURA 4.19. Representação matricial g 3 . 
5) A reversão da posição dos vértices j , k de g3 não altera a representação matricial g3. 
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6) Com a reversão dos vértices e, d em g3 (têm baricentros de linha iguais), obtém-se 
mostrada na Figura 4.20. 
d e / i g h l j ¿ 
a 0 1 0 2.0 d 0 1 0 2.0 i 0 0 0 
= b 1 0 0 1.0 e 1 1 1 2.0 g 1 0 0 
c 1 0 0 1.0 f 0 0 1 3.0 h 0 1 1 
i .o jq¿4) = 3 
2.5 
FIGURA 4.20. Representação matricial g4. 
7) Com a reordenação das linhas a, b, c em gA, obtém-se g5, mostrada na Figura 4.21. 
d e / i g h l J k 
b 1 0 0 d 0 1 0 i 0 0 0 
5= C 1 0 0 e 1 1 1 g 1 0 0 
a 0 1 0 f 0 0 1 h 0 1 1 
1.5 3.0 2.0 1.5 2.5 
FIGURA 4.21. Representação matricial g5. 
8) Com a reordenação dos vértices i, g em g5, obtém-se a representação g6 da Figura 4.22. 
d e / g i h l j k 
1 0 0 1.0 d 1 0 0 1.0 g 1 0 0 1.0 
= c 1 0 0 1.0 e 1 1 1 2.0 i 0 0 0 K(g6) = 0 
a 0 1 0 2.0 f 0 0 1 3.0 h 0 1 1 2.5 
1.5 3.0 1.5 2.0 2.5 1.0 3.0 3.0 
FIGURA 4.22. Representação matricial g 6 . 
O traçado G 6, correspondente à representação matricial g6 é mostrado na Figura 4.23 
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FIGURA 4.23. Traçado de G 6 . 
4.3.3. Eficiência do método 
17 
A eficiência do método da ordenação baricêntrica foi avaliada por Sugiyama et al. por uma 
comparação entre o número de cruzamentos gerado pela heurística e o número mínimo de 
cruzamentos, determinado por exaustão, para grafos com 8 conjuntos fixos de vértices (entre 7 
e 16) e 100 conjuntos de arestas para cada um, gerados aleatoriamente com base numa relação 
fixa entre o número de vértices e arestas. A relação entre o número de cruzamentos obtido e o 
número mínimo se manteve entre 0.969 e 0.991, o que atesta ser esta uma heurística bastante 
eficiente. Os resultados de comparações deste método com outros, descritos nos capítulos que 
se seguem, serão apresentados no Capítulo 7. 
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4.4. DETERMINAÇÃO DA POSIÇÃO HORIZONTAL DOS VÉRTICES 
Após a redução no número de cruzamentos, o fator estético do traçado a ser melhorado é o do 
posicionamento horizontal dos vértices. Deseja-se uma maior legibilidade do traçado do grafo 
hierárquico e que este traçado contenha o maior número possível de simetrias. 
A abordagem heurística para este problema é similar ao método da ordenação baricêntrica. Ao 
invés de alterar a ordenação dos vértices em cada nível o objetivo agora é distribuir os vértices 
pela linha horizontal onde são representados os vértices de um nível. O algoritmo irá tentar 
posicionar cada vértice (do nível í) de modo que tique o mais próximo possível do baricentro 
das posições dos vértices adjacentes (vértices dos níveis i - 1 e i + 1). Como a solução deste 
problema está ligada às soluções do mesmo problema para os níveis imediatamente superior e 
inferior, decompõe-se o problema em subproblemas entre dois níveis e estes subproblemas 
são resolvidos seqüencialmente. Este algoritmo denomina-se método de disposição por 
prioridade e é descrito a seguir. 
Seja x' = (x\, a lista de posições dos vértices do nível i, i.e., x'j -•x(vj), vy- e F,-., onde 
x(v) é a posição horizontal da esquerda para a direita do vértice v no seu respectivo nível. 
1) Os valores iniciais para as posições horizontais dos vértices são dados por 
x!k = x0 + k / = 1 « (4.12) 
sendo xQ um inteiro dado. 
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2) A posição horizontal dos vértices é melhorada na seguinte seqüência de níveis: 2 , n , n -
l , 1 . A seqüência de 2 a n é chamada de procedimento DOWN; e de n - I a 1 
procedimento UP. 
3) Os valores de prioridade atribuídos aos vértices são as respectivas conectividades, sendo 
que a conectividade superior (Expressão (4.1)) é a prioridade para DOWN e a inferior 
(Expressão (4.2)) é usada em UP. 
Para os casos em que o grafo original não é um grafo hierárquico próprio (as suas arestas 
longas foram transformadas em seqüências de arestas entre níveis adjacentes com a 
introdução de vértices temporários), a prioridade a ser atribuída aos vértices descendentes 
de vértices temporários deverá ser um número inteiro maior que o máximo das 
conectividades superiores para o procedimento DOWN. Para UP se faz o mesmo com os 
antecedentes de vértices temporários. Desta forma permite-se que o traçado de arestas 
longas tenha, no máximo, dois ângulos e que os segmentos entre os vértices temporários 
sejam traçados na vertical. 
4) O princípio da melhoria da posição horizontal em DOWN (ou UP) é reduzir a distância 
entre a posição do vértice e seu baricentro superior (ou inferior) dado pela Expressão (4.7) 
(ou (4.6)), atendendo às seguintes restrições: 
a) A posição horizontal de um vértice deve ser um número inteiro e não pode ser igual 
àquela de outros vértices do mesmo nível. 
b) A ordem obtida pela ordenação baricêntrica deve ser preservada. 
c) Somente posições de vértices com prioridades menores que a do vértice em questão 
podem ser alteradas, e a distância do baricentro superior (ou inferior) deve ser a 
menor possível. 
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Desta forma atribui-se o valor do baricentro superior (inferior) à posição do vértice de maior 
prioridade em DOWN (UP). Os outros vértices serão tratados em ordem decrescente de 
prioridade e a sua posição será a mais próxima possível de seus baricentros. 
Considere-se os níveis i - 1 e i de um grafo hierárquico representado na Figura 4.24. Os 
vértices com contorno tracejado representam vértices temporários. O procedimento DOWN 
do método de disposição por prioridade será aplicado para se determinar a posição horizontal 
dos vértices do nível /. 
FIGURA 4.24. Grafo hierárquico e prioridades dos vértices. 
Os vértices v t , v2, v3 e v4 possuem respectivamente as prioridades 5, 99, 3 e 2, onde 99 é um 
inteiro maior que todas as prioridades. O vértice v2 será então o primeiro a ser tratado, e 
deverá ser posicionado de modo a ficar com a maior simetria possível em relação aos vértices 
a ele adjacentes no nível i - 1 . Após esta melhoria, as posições {x(y{)> ...,x(v 4){ mudam de 
{1, 2, 3, 4} para {1, 6, 7, 8}. O segundo vértice a ser tratado é v b e isto altera as posições para 
{3, 6, 7, 8}. O vértice v 3 possuí a terceira maior prioridade e seu tratamento gera as seguintes 
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posições: {3, 6, 8, 9}, A posição ideal para o vértice seguinte, v 4, seria 8 mas esta posição está 
ocupada por v 3. A posição mais próxima, mantendo-se a ordem, é 9 e as posições finais são 
{3, 6, 8, 9}.O traçado final é mostrado na Figura 4.25. 
I I I i i I I i I posição 
I I I ! I ' < ' ' horizontal 
i 2 3 4 5 6 7 8 9 
FIGURA 4.25. Grafo hierárquico com os vértices posicionados segundo as prioridades. 
Este algoritmo é executado até que as posições se repitam ou seja atingido o número máximo 
de iterações. 
Rowe et a l . 1 9 aplicaram em sua implementação para traçados automáticos uma variação do 
método de Sugiyama et al. Foi observado que o posicionamento feito por baricentros 
superiores em passagens descendentes e inferiores em passagens ascendentes provocava 
instabilidade na posição dos vértices. Caso a posição determinada pelo baricentro inferior 
fosse muito diferente da posição determinada pelo baricentro superior a posição do vértice 
ficaria oscilando entre duas posições diferentes em passagens alternadas. A solução sugerida 
foi o posicionamento por baricentros superiores na primeira passagem descendente e pelos 
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baricentros inferiores na primeira passagem ascendente (como no algoritmo original). 
Passagens subseqüentes usariam a média entre os dois baricentros para cada vértice. 
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CAPÍTULO 5 
A HEURÍSTICA DAS MEDIANAS 
5.1. INTRODUÇÃO 
Neste capítulo será apresentado um outro método heurístico para a redução de cruzamentos. 
Nesta heurística os vértices são ordenados nos níveis segundo a mediana das posições dos 
vértices origem das arestas a eles incidentes. Este critério, proposto por Eades e Wormald 1 0 
(relatório técnico publicado em 1986) para a redução de cruzamentos em traçados de grafos 
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bipartite, foi aplicado por Gansner et al. no traçado de grafos hierárquicos. Eades e 
Wormald 1 0 estabeleceram ainda uma garantia de desempenho para o método. O método das 
medianas também apresenta um bom desempenho em termos do critério de comprimento total 
das arestas no traçado, mencionado no Capítulo 1. Gansner et al . 2 0 também descrevem um 
método para a atribuição ótima de níveis aos vértices do grafo. O algoritmo de 
Gansner et al . 2 0 , que será descrito neste capítulo, foi aplicado em duas implementações para 
traçados hierárquicos: inicialmente no sistema DAG , que incluiu a atribuição de níveis e a 
22 
ordenação dos vértices dentro deles, e, posteriormente, no DOT , que incluiu ainda critérios 
para o posicionamento horizontal dos vértices e para o traçado das arestas com splines 
(segmentos de reta unidos por arcos concordantes). 
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5.2. O ALGORITMO 
0 algoritmo de Gansner et al. pode produzir traçados hierárquicos de grafos conexos 
contendo ciclos e arestas múltiplas. Os procedimentos para a eliminação temporária dos ciclos 
e arestas múltiplas serão descritos brevemente, e são tratamentos iniciais aplicáveis a qualquer 
outro algoritmo para traçado hierárquico. 
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Nas implementações citadas ' o usuário do sistema pode estabelecer uma série de restrições 
ao traçado, tais como grupos de vértices que devem pertencer a um mesmo nível, alcance 
mínimo e pesos para arestas ou o posicionamento relativo de vértices do mesmo nível. A 
atribuição de pesos às arestas permite o favorecimento daquelas que mostrem relações 
hierárquicas que devam ser destacadas, traduzindo-se em aspectos como menor comprimento 
e maior alinhamento vertical destas arestas de maior peso. 
O algoritmo possui quatro procedimentos principais: 
1. atribuição de níveis aos vértices; 
2. ordenação dos vértices nos níveis; 
3. posicionamento horizontal dos vértices; 
4. construção das arestas. 
A seguir serão descritos os procedimentos 1, 2 e 3. O procedimento 4 é descrito em detalhes 
20 
por Gansner et al. em seu artigo. 
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5.2.1. Eliminação de ciclos 
Seja um grafo G(V, £)• Inicialmente atribuí-se a cada vértice v e V um inteiro X(v) igual ao 
número do nível ao qual v pertence. Seja l(e) o alcance de e = (v, w), definido como 
l(e) = X(w) - X(v). Seja ô(e) o alcance mínimo especificado para e, de forma que para cada 
e e E, l(e)>8(e).0 alcance mínimo, normalmente igual a 1, pode ser usado para ajustar 
externamente (segundo o usuário) a atribuição de níveis. Na primeira passagem pelo grafo, os 
grupos definidos pelo usuário como pertencentes a níveis determinados são temporariamente 
aglutinados em vértices que representam cada um destes grupos. Nesta fase laços são 
ignorados e arestas múltiplas são fundidas em uma única cujo peso é a soma dos pesos das 
arestas fundidas. 
Para que um grafo tenha uma distribuição por níveis consistente, é necessário que ele seja 
acíclico. Para que isto seja possível o algoritmo deverá detectar os ciclos e desfazê-los com a 
inversão do sentido de uma das arestas do ciclo. No traçado final do grafo estas reversões 
serão desfeitas. A seguir é explicado o método usado neste algoritmo. 
Ao se realizar uma busca em profundidade no grafo o conjunto de arestas é dividido em 
quatro subconjuntos, o de arestas que pertencem à árvore de busca, o de arestas de 
cruzamento, o de arestas de avanço e o de arestas de retorno 5. Arestas de cruzamento 
conectam vértices que não são nem descendentes nem ancestrais um do outro, arestas de 
avanço conectam um vértice com algum de seus descendentes e arestas de retorno conectam 
um vértice a um de seus ancestrais. Os ciclos são formados pelas arestas de retorno, e a 
reversão destas desfaz os ciclos. O problema de se encontrar um conjunto mínimo de arestas 
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que, revertidas, desfaçam todos os ciclos é NP-completo , por isso a eliminação de ciclos é 
realizada por um procedimento heurístico. 
A heurística proposta é a reversão de arestas de retorno que participam de muitos ciclos. O 
procedimento analisa cada componente fortemente conexa não trivial do grafo em ordem 
arbitrária, e, em cada componente, é contado o número de vezes que cada aresta forma ciclos 
em uma busca em profundidade. Uma aresta com a maior contagem é revertida, e o processo é 
repetido até que não existam mais componentes fortemente conexas não triviais do grafo. 
Caso exista a restrição de que grupos de vértices devam, obrigatoriamente, pertencer aos 
níveis extremos, devem também ser revertidas as arestas necessárias para que o grau de saída 
do grupo do nível máximo e o grau de entrada do grupo do nível mínimo sejam ambos iguais 
a zero. 
Esta heurística pode ser simplificada com a simples reversão de todas as arestas de retorno. 
Com este procedimento garante-se a eliminação de todos os ciclos com apenas uma passagem 
pelo grafo. 
5.2.2. Atribuição de níveis 
Como este algoritmo leva em conta pesos atribuídos às arestas, é importante que a 
distribuição de níveis leve à menor soma de alcances de arestas ponderados pelos respectivos 
pesos. O problema pode ser formulado como a seguir. 
min ^(Ü(V,W)(\(W)-X(V)) 
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de modo que: X(w) - X(v) > 5(e), Ve = (v, w) e E, onde co é a função peso e ô é a função 
alcance mínimo. 
Para a resolução deste problema são introduzidos os conceitos discutidos a seguir. Urna 
distribuição por níveis factível é tal que satisfaz as restrições de alcance mínimo l(e) > 8(e), 
para toda aresta e. Dada uma distribuição por níveis, a folga de uma aresta é a diferença entre 
seu alcance e seu alcance mínimo. Uma aresta é dita justa se a sua folga é zero. 
Seja G um grafo acíclico direcionado. Considere-se uma árvore de espalhamento do grafo não 
direcionado subjacente a G. Esta árvore de espalhamento induz uma distribuição por níveis. 
Esta distribuição é gerada quando se toma um vértice inicial e a ele se atribui um nível. Aos 
vértices adjacentes ao inicial na árvore de espalhamento, são atribuídos níveis consoante o 
alcance mínimo das arestas que os conectam e segundo sua orientação em G. Este processo é 
repetido até que todos os vértices tenham sido alocados nos níveis. Uma árvore de 
espalhamento é factível se induz uma distribuição factível. Por construção, todas as arestas de 
uma árvore factível são justas. Será chamado de arborescencia o grafo direcionado obtido a 
partir de uma árvore de espalhamento quando suas arestas tomam a orientação das arestas 
correspondentes de G, o grafo original. Quando as arestas de uma árvore de espalhamento 
factível são substituídas pelas arestas do grafo original, obtém-se uma arborescencia factível. 
Dada uma arborescencia factível, pode-se associar a cada aresta um valor de corte, conforme 
explicado a seguir. Caso uma aresta de arborescencia seja eliminada, a arborescencia é 
separada em duas componentes: uma componente associada ao vértice origem da aresta 
eliminada e outra ao vértice destino desta aresta. O valor de corte é definido como a soma dos 
pesos de todas as arestas do grafo G que vão da componente origem para a componente 
destino, incluindo a aresta da arborescencia, subtraída da soma dos pesos de todas as arestas 
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do grafo que vão da componente destino para a componente origem. Normalmente, um valor 
de corte negativo em uma aresta da arborescencia indica que a soma ponderada dos alcances 
de arestas pode ser reduzido. Isto pode ser feito com o aumento, no traçado, do alcance da 
aresta de arborescencia até que uma das arestas do grafo que une a componente destino à 
componente origem se torne justa. Isto feito, procede-se a retirada da aresta da arborescencia e 
a adição da aresta que se tornou justa, obtendo-se urna nova arborescencia factível. Desta 
forma as arestas de arborescencia com valores de corte negativos são substituídas pelas arestas 
apropriadas do grafo, até que se obtenha uma arborescencia factível em que todas as arestas 
possuam valores de corte não negativos. A arborescencia resultante corresponde a uma 
distribuição de níveis ótima, atendendo às restrições de alcance mínimo das arestas. 
O procedimento para a atribuição de níveis é então: 
1. Obter arborescencia factível; 
2. Enquanto houver arestas com valores de corte negativos, substituí-las por arestas do grafo 
que unam a componente destino com a componente origem e possuam folgas mínimas, 
atualizando a árvore de espalhamento associada à arborescencia e os valores de corte a 
cada substituição. 
As arestas que não pertencem à arborescencia e são candidatas para a substituição da aresta 
com valor de corte negativo são consideradas em ordem crescente de folga. Após a 
substituição, a arborescencia é atualizada e os níveis atribuídos e os valores de corte são 
recalculados. 
A Figura 5.1(a) mostra um grafo com uma distribuição por níveis e valores de corte iniciais. 
As arestas que não pertencem à arborescencia são pontilhadas e todas as arestas têm peso 1. 
Neste exemplo, a aresta (g, h) tem valor de corte - 1 , correspondente ao peso da aresta (g, h) 
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(da componente origem para a componente destino) menos os pesos das arestas (a, é) e (a,f) 
(da componente destino para a componente origem). Após considerar as arestas candidatas, o 
algoritmo obtém a arborescencia da Figura 5.l(b). A aresta (g,h)9 com valor de corte 
negativo, foi retirada da arborescencia e a aresta (a, e) (da componente destino para a 
componente origem), que não pertencia à arborescencia, foi acrescentada. Os novos valores de 
corte são mostrados, e, como são todos não negativos, a solução é ótima e o algoritmo 
termina. 
FIGURA 5.1. (a) Arborescencia factível, (b) Arborescencia factível ótima. 
5.2.3. Ordenação dos vértices 
Para que se processe a operação de redução no número de cruzamentos do grafo, as arestas 
com alcance maior que um são substituídas por seqüências de arestas de alcance 1 ligando 
vértices temporários alocados nos níveis intermediários. Nesta passagem os laços também são 
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ignorados. Assim como o algoritmo de Sugiyama et al. , o algoritmo de Gansner et al. 
lambem segue o esquema sugerido por Warfield 1 6. É computada uma ordenação inicial e esta 
ordenação é ajustada iterativamente. Cada iteração analisa nível por nível, indo do nível 
mínimo ao nível máximo e depois retornando em sentido contrário. Ao analisar cada nível, o 
algoritmo associa pesos aos vértices baseados na posição dos vértices do nível anteriormente 
analisado. Os vértices são então reordenados segundo estes pesos. O algoritmo de 
Gansner et a l . 2 0 utiliza a heurística das medianas proposta por Eades e Wormald 1 0. 
Seja v um vértice e. P a lista de posições dos vértices adjacentes a v no nível apropriado (nível 
dos antecessores se o algoritmo estiver percorrendo o grafo do menor nível para o maior ou 
dos descendentes, caso contrário). O método das medianas toma como peso de v a mediana 
dos elementos de P. Quando o número de elementos de P é par existem duas medianas. Isto 
dá origem a duas possíveis heurísticas: usar sempre a mediana da direita ou sempre a da 
esquerda. No algoritmo em questão, é utilizado um refinamento destas duas possíveis 
heurísticas. Na existência de duas medianas é usado uma mediana ponderada, que é um valor 
interpolado desviado para o lado em que as posições de P estão mais compactamente 
agrupadas, ou seja, o algoritmo dá preferência a aproximar o vértice de um grupo de vértices 
adjacentes mais denso em relação a um mais esparso. A Figura 5.2 mostra um exemplo da 
reordenação de vértices pelo método das medianas. Neste exemplo supõe-se o nível 1 fixo (ou 
anteriormente ajustado). Para o grafo da Figura 5.2(a) foram calculados os valores das 
medianas da direita, indicados sob os vértices. Após a reordenação, por estas medianas, 
obtém-se o traçado da Figura 5.2 (b). 
Após a reordenação dos vértices nos níveis, pelas respectivas medianas, o algoritmo executa 
uma outra inspeção em que cada vértice tem a sua posição trocada com o vértice que se 
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encontra imediatamente a seu lado no mesmo nível. Caso esta operação reduza o número de 
cruzamentos do traçado a nova ordem é mantida, e, caso contrário, a ordem original não é 
alterada. O objetivo deste procedimento é eliminar cruzamentos óbvios que não tenham sido 
eliminados pela heurística. Na Figura 5.2(a) observa-se que os vértices / e h possuem o 
mesmo peso. Caso a ordenação do segundo nível resultasse na ordem (i, h,f, g) o cruzamento 
entre as arestas (a, h) e (b, i) seria eliminado por este procedimento. 
FIGURA 5.2. (a) Grafo com medianas para o nível 2. (b) Grafo reordenado. 
O algoritmo de ordenação pode então ser descrito como a seguir, onde M E D I A N A ( ) é o 
procedimento de ordenação dos vértices nos níveis (quando / é ímpar a ordenação é do nível 
inicial para o final e o contrário quando i for par), C R U Z A M E N T O S ( ) é uma função que retorna o 
número total de cruzamentos do traçado e T R A N S P O R ( ) é o procedimento de troca de posições 
duas a duas explicado anteriormente. T R A N S P O R Q pode ser executado iterativamente enquanto 
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as transposições resultem em uma redução significativa no número de cruzamentos ou até que 
seja atingido um número máximo de iterações. 
1. ordem <r- ordenação jnicicü 
2. melhor_ordem <— ordem 
3. Para / = 1 até máximo_de_iterações faça 
4. MEDI Abi Aiprdem; 0 
5. TRAh!SPOR(ordem) 
6. Se CRVZAMENTOS(ordem) < CRVZAMENTOS(melhor_ordem) então 
7. melhor_ordem <— ordem 
8. Retorna melhor j)rdem 
A ordenação inicial dos vértices nos níveis pode ser obtida por uma busca em largura ou em 
profundidade, com os vértices de cada nível sendo alocados em posições consecutivas da 
esquerda para a direita. Este procedimento garante que a árvore de busca inicial não tenha 
cruzamentos óbvios. 
Em uma implementação a execução de iterações poderá ser controlada de acordo com a 
redução de cruzamentos propiciada por cada iteração, isto é, a ordenação continuará enquanto 
resultar em uma melhora significativa no número de cruzamentos. 
A seguir é detalhado o procedimento de cálculo da mediana ponderada 
(MEDíANA(ordem, iteração)) paia. uma iteração de ordem par. NÍVEL(r) é o conjunto de 
vértices do mesmo nível no qual r está contido. Em iterações ímpares o procedimento é 
análogo, sendo utilizada a mediana que se refere ao N Í V E L ( > + 1) no lugar da que se refere ao 
NÍVELíV - 1). 
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Procedimento MEDI A N A {ordem, iteração) 
1. Se iteração for par então 
2. para r = 1 até níveljnáximo faça 
3. parav e N Í V E L ( r ) faça 
4 . MEDIANA(v) < - VALORJVlEDIANA(v, M ) 
5. O R D E N A R ( O " ~ 1 (v) , M E D I A N A ( v ) ) 
O procedimento O R D E N A R ( ) modifica a posição dos vértices de acordo com o peso de cada 
vértice, e a função V A L O R _ M E D I A N A é detalhada a seguir. 
Função V A L O R _ M E D I A N A ( V , nível ^adjacente) 
1. P < - P O S I Ç A O _ A D J A C E N T E S ( v , nível_adjacente) 
2. m<-[\P\/2] 
3. Se |P| = 0 então 
4. Retornar -1 
5. Senão se |P| é ímpar então 
6. Retornar P[m] 
7. Senão se \P\ — 2 então 
8. Retornar (P[0]+P[l] ) /2 
9. Senão 
10. esg<r-P[m - 1] - P[0] 
11. dir<-P[\P\ - 1] -
12. Retornar (P[m - 1] x dir + P[m] x esq)I(esq + dif) 
No cálculo de V A L O R _ M E D I A N A para cada vértice, P O S I Ç Ã O _ A D J A C E N T E S ( ) armazena em P a 
lista ordenada das posições dos vértices adjacentes a v no nível apropriado (X.(v) - 1 nas 
passagens descendentes e X(v) + 1 nas ascendentes). A mediana ponderada é então atribuída a 
cada vértice de acordo com o número de elementos na lista P. No caso em que este número é 
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zero, o valor -1 indica a inexistência de antecessores (descendentes). Nas implementações 
2i 22 
deste algoritmo ' estes vértices são mantidos fixos em suas posições e os demais são 
distribuídos pelas posições restantes. No caso em que o número de elementos de P é par (>2) 
o critério de ponderação é a distância entre as posições extremas dos vértices adjacentes das 
posições à direita e à esquerda da média das duas medianas. Seja, por exemplo, 
P = (1, 2, 3, 4, 9, 10 15,20), a lista de posições dos vértices adjacentes a um determinado 
vértice v. O peso de v poderia ser 4 ou 9, usando a mediana da esquerda ou da direita, 
respectivamente. Pelo critério apresentado, o peso calculado seria 5, o que iria favorecer a 
aproximação de v com os vértices que ocupam as posições de 1 a 4, pelo motivo destes 
estarem mais próximos uns dos outros do que os que ocupam as posições 9, 10, 15 e 20. 
Terminado o processo de redução de cruzamentos os vértices se encontram ordenados nas 
posições consecutivas de cada nível. A etapa seguinte do algoritmo tem como objetivo um 
balanceamento das posições dos vértices, mantendo-se sua ordenação, de modo que cada 
aresta assuma uma inclinação o mais próxima possível da vertical, o que conferirá um aspecto 
mais balanceado ao traçado do grafo melhorando sua legibilidade. Nesta etapa o número de 
cruzamentos não é alterado. 
5.2.4. Coordenadas dos vértices 
No traçado hierárquico, a ordenada dos vértices é determinada na atribuição de níveis, tendo 
os vértices do mesmo nível a mesma ordenada. Resta então definir as abscissas de forma a 
tornar a compreensão do grafo mais fácil. Este critério estético será trabalhado através da 
minimização do comprimento total ponderado das arestas no traçado. Não há necessidade de 
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se calcular diretamente o comprimento das arestas, já que a distância entre os níveis do 
traçado é fixa. Deste modo basta minimizar a distância horizontal entre os vértices que estão 
nas extremidades de uma mesma aresta. O problema pode então ser formulado como a seguir. 
min ^Q{e)($(e)\xw~xv\ 
e=(v,w) 
de modo que xb - xa > p(a, ó), onde aéo vizinho da esquerda de b no mesmo nível e 
p(a, b) = (TAMX(a) + TAMX(Ò))/2 + sepjnin 
As variáveis xa e xb são as ordenadas de a e ò, e TAMX(V) é a dimensão horizontal da forma 
geométrica com a qual será representado o vértice v no traçado, e estas formas estarão 
separadas por, no mínimo, sepjnin. 
O valor da função peso Q.(e) de cada aresta (distinto de co(e)) é atribuído de modo a favorecer 
o alinhamento de arestas com alcance grande. Arestas de alcance unitário sempre podem ser 
representadas por segmentos de reta, mas o mesmo não ocorre quando uma aresta longa foi 
quebrada em arestas ligando vértices temporários. Esta função favorece distintamente os de 
três tipos de arestas de alcance unitário: (1) arestas entre vértices permanentes; (2) arestas 
entre um vértice permanente e um temporário e (3) arestas entre vértices temporários. Os 
21 22 
autores utilizaram em sua implementação ' os valores 1, 2 e 8, para os tipos (1), (2) e (3), 
respectivamente. Estes pesos evitam que, ao se eliminar os vértices temporários com a 
restauração das arestas originais, estas arestas longas possuam muitos ângulos. 
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5.2.5. Posicionamento heurístico dos vértices 
A impraticabilidade da resolução exata do problema acima colocado justifica o uso de 
heurísticas. Desta forma, parte-se de um posicionamento inicial e este vai sendo refinado por 
varreduras verticais ascendentes e descendentes no traçado, de forma similar ao procedimento 
de ordenação. Por um número fixo de iterações são executadas cinco heurísticas e adota-se a 
solução que leve à menor soma ponderada dos comprimentos de todas as arestas, dada pela 
função C O M P _ P O N D ( ) . Este procedimento e suas heurísticas são explicados a seguir. 
1. Procedimento C O O R D E N A D A S ( ) 
2 . xcoord < - X C O O R D J N Í C I A L Q 
3. melhor_coord <— xcoord 
4. Para / = 0 até máximo_dej.terações faça 
5. POS_MED(z , xcoord) 
6. M I N _ A R E S T A ( 7 , XCOOrd) 
7. M I N _ V É R T I C E ( 7 , xcoord) 
8 . M I N _ C A M I N H O ( I , xcoord) 
9. C O M P A C T A ^ , xcoord) 
10. Se CQM?__?OND(xcoord) < C O M P _ P O N D { m e l h o r j^oord) então 
11. melhor_coord «e- xcoord 
12.Retorna melhor_coord 
O posicionamento inicial é obtido atribuindo-se a abscissa zero ao primeiro vértice de cada 
nível, e, obedecendo as restrições de separação mínima dos vértices à esquerda, são atribuídas 
as abscissas dos demais vértices de cada nível, de modo que fiquem alinhados à esquerda, 
separados apenas por esta distância mínima. 
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A heurística P O S _ M E D ( ) é baseada no fato de que o valor de \x - x{ \ + \x - x2\ +...+- \x - x,\ é 
minimizado quando i é a mediana dos x-r A função atribui a cada vértice prioridades superior 
e inferior dadas pelas somas ponderadas dos pesos o>(e) das arestas de entrada e de saída, 
respectivamente. Em passagens descendentes os vértices são processados em ordem de 
prioridade inferior e posicionados na coordenada mediana dos vértices a ele adjacentes no 
nível inferior, respeitando, naturalmente, distâncias mínimas dos vértices de maior prioridade 
já posicionados e restrições de espaço por causa dos vértices ainda não processados. Na 
existência de duas medianas, a média das duas melhora a simetria do traçado. Passagens 
ascendentes são análogas. 
A heurística I V I I N _ A R E S T A ( ) é similar a anterior, mas são consideradas apenas arestas que 
ligam vértices permanentes. De forma semelhante, M I N _ V É R T I C E ( ) tenta posicionar cada 
vértice tão próximo quanto possível da mediana de todos os vértices adjacentes, superiores e 
inferiores. Para tanto os vértices são colocados em uma fila. Todos os vértices que tiverem 
suas posições alteradas entram novamente na fila para serem reprocessados, até que a função 
atinja um mínimo local. O procedimento M I N _ C A M I N H O ( ) busca os vértices temporários para 
os quais haja possibilidade de se atribuir a mesma abscissa, de modo que as arestas longas 
possuam trechos retiiíneos e verticais. A última heurística, C O M P A C T A ( ) , varre o traçado da 
esquerda para a direita tentando eliminar espaços horizontais entre grupos de vértices de um 
mesmo nível através de uma translação para a esquerda, respeitando a distância mínima entre 
os vértices. 
Embora a solução acima normalmente apresente bons resultados, é de difícil implementação, 
e há casos em que o traçado apresenta imperfeições evidentes resultantes de interferências 
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entre as heurísticas. Por este motivo é apresentado um segundo método para o posicionamento 
horizontal dos vértices. 
5.2.6. Posicionamento ótimo dos vértices 
Observou-se que a heurística COMPACTA() não identifica todos os subgrafos passíveis de uma 
translação à esquerda. Ao se considerar uma heurística mais genérica, notou-se que este 
problema é similar ao da atribuição de níveis. Esta consideração permite que seja usado um 
método de resolução similar ao da Seção 5.2.2, usando as abscissas no lugar de níveis. Para 
que isto seja possível é necessária a construção de um grafo auxiliar G \ Os vértices de G' são 
os de G mais, para cada aresta e em G, um vértice ne. As arestas de G' são de dois tipos: o 
primeiro herda a informação contida nos pesos (Q(e) e co(e)) das arestas de G. Cada aresta 
e = (u, v) de G é substituída pelas arestas (ne, u) e (ne, v), ambas com S = 0 e oo = co(e)Q(e). O 
outro tipo de arestas separa os vértices do mesmo nível. Se v está à esquerda de w, então G' 
possui a ares ta / = (v, w), sendo 5(/) = p(v, w) e co(/) = 0. a Figura 5.3 exemplifica a construção 
de G\ 
FIGURA 5.3. Construção do grafo auxiliar G \ 
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Considera-se agora o problema de atribuição de níveis em G\ Qualquer solução deste 
problema corresponde a uma solução para a atribuição de coordenadas em G. Para que isto 
ocorra é atribuído a cada vértice ne o valor min(xu, xv), i.e., a menor abscissa dentre as de u e v. 
Para o posicionamento ótimo, uma das arestas, e„ ou ev, deve ter alcance zero, e a outra 
alcance \xu - xv\. Isto significa que a informação de e é a soma das de eu e ev, fazendo com que 
os custos dos dois problemas sejam iguais. Desta forma a resolução ótima de G' implica em 
uma resolução ótima de G. 
A última etapa do algoritmo é a construção das arestas. Nesta etapa os vértices temporários 
são eliminados e as arestas originais restauradas. Os ângulos nas arestas longas, resultantes da 
eliminação dos vértices temporários, são eliminados na substituição destas arestas por splines. 
Gansner et al . 2 0 fornecem detalhes da implementação deste procedimento em seu artigo. 
5.3. GARANTIAS DE DESEMPENHO 
Eades e Wormald obtiveram garantias de performance da heurística das medianas para 
grafos hierárquicos de dois níveis. Estes resultados serão brevemente apresentados e suas 
demonstrações são dadas por Eades e Wormald 1 0 em seu artigo. É usada a seguinte notação: 
G(K l a V2, E) é um grafo hierárquico com o conjunto de vértices Vx no nível 1 e V2 no nível 2; 
<j{ e u 2 s ão as ordenações de Vx e V2, med(G, <s{) é o número de cruzamentos obtidos com a 
heurística das medianas quando a ordenação de Vx é fixa e igual a a l s e opt(G, O ] ) é o número 
mínimo de cruzamentos com os vértices de V\ fixos. Sejam ainda nx = \ VX\, n2 = |K2|, m = \E\ e 
X(0 1)^2, o número de subconjuntos de dois elementos de um conjunto de t elementos. 
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Teorema 5.1 
Dado G( V\, V2, E), vale para qualquer ordem a, de V{: 
med{G,a{) 3m¿ - 1 6 p 
opt{G,ax) m +16P -2x(«0 v 2 x ( n 2 ) y 
O limite estabelecido por este teorema pode ser simplificado no seguinte corolário. 
Corolário 5.1 
2 
Supondo que £ > 0 e 0 < c <1, então existe um inteiro N0 tal que se G tem pelo menos cn 
arestas e se nx = n2 — « ^ 7v"0, então, para qualquer ordenação o-! 
med(G,o,) 3 - c " 
< r + s . 
o/?r(G,a,) 1 + c 2 
A expressão mostra que para grafos densos (c próximo de 1) a heurística se aproxima do 
ótimo e é usada para demonstrar o teorema 2, que garante um limite superior para o número 
de cruzamentos gerado pela heurística. 
Teorema 5.2 
Para qualquer grafo bipartite G com ordenação al do nível 1, vale 
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med(G, &{) < 3 opt(G, o"[). 
O limite de três vezes o número de cruzamentos ótimo da heurística das medianas compara-se 
favoravelmente com o limite da heurística dos baricentros, que, no pior caso, fornece um 
traçado com K opt{G, a{) cruzamentos, onde K é O(Jn^). 
Resultados experimentais da comparação da heurística das medianas com outros métodos 
serão apresentados no Capítulo 7. 
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CAPÍTULO 6 
OUTRAS HEURÍSTICAS PARA REDUÇÃO DE CRUZAMENTOS 
6.1. INTRODUÇÃO 
Neste capítulo serão brevemente apresentadas outras heurísticas para redução do número de 
cruzamentos. Estas heurísticas aplicam-se a grafos de 2 níveis e no capítulo seguinte terão 
seus desempenhos comparados com os das heurísticas anteriormente apresentadas. Da mesma 
forma que as heurísticas dos baricentros e das medianas, estes métodos podem ser aplicados 
para grafos com k níveis. As heurísticas são: a estocástica, proposta por Dresbach 2 3; a da 
inserção gulosa, a da troca gulosa e a da partição, propostas por Eades e Kelly 2 4; e a da 
25 
atribuição, proposta por Catarei . 
6.2. A HEURÍSTICA ESTOCÁSTICA 
A função heurística na qual se baseia o método estocástico é uma medida da probabilidade de 
uma aresta, colocada em determinada posição, gerar cruzamentos no traçado. Desta forma são 
escolhidos, um a um, os vértices com o menor valor da função, e estes são alocados nas 
posições correspondentes a estes mínimos. A alocação se dá nos dois níveis simultaneamente. 
Para efeito da aplicação do método considera-se o grafo bipartite não direcionado subjacente 
ao grafo hierárquico original. 
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Seja G(VL9 V2S E) um grafo de dois níveis, s = \V{\, t = \V2\ e g(v) = |{w|(v, w) e £ } | o grau do 
que representa o traçado de G, i. e., as linhas e colunas de M estão ordenadas conforme a 
posição dos vértices nos níveis VX e V2, respectivamente. As posições no traçado de V{ e V2 
serão denominadas p o r p \ . . p s e q\..qt, respectivamente. 
A partir destes dados constrói-se F = Ky], dita a matriz de freqüências. Cada j j é o número de 
cruzamentos que existiria em uma aresta com extremidades em Pi e qj caso o grafo bipartite 
fosse tornado completo, i. e., fosse traçado com todas as arestas possíveis. Desta forma obtém-
se a Expressão (6.1). 
As arestas traçadas entre px e q1 ou ps e qt não geram cruzamentos, mas , para efeito de um 
cálculo posterior, os valores da matriz de freqüências são redefinidos comofx í ~fsí — 1. 
Define-se agora o número de avaliação aik do vértice u, e Vx quando ele é posicionado em pk 
como sendo a média geométrica dos elementos da matriz de freqüências que correspondem a 
uma aresta no vetor linha de ux na matriz de interconexão. Para r = l..s e k= l..s calcula-se aik 
com a Expressão (6.2) e eles compõem a matriz de avaliação A. 
vértice v. Seja ainda M= [m^ a matriz de interconexão de G, como definida no Capítulo 3 , 
/ t f = ( í - y ) 0 ' - i ) + ( * - 0 ( / - i ) para i - \ ..s,j = 1../ (6.1) 
(6.2) 
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Analogamente define-se a matr iz B = [bj¡] para os vértices de V2. Cada número de avaliação 
mede o efeito, em termos de cruzamentos, de se colocar tal vértice em tal posição. 
Calculadas as matrizes de avaliação A e B, o algoritmo passa a buscar o menor número de 
avaliação e o vértice correspondente é alocado na posição em que ocorre este mín imo. O 
algoritmo leva em conta somente linhas ou colunas relevantes, i. e., aquelas cujos vértices 
possuem pelo menos dois números de avaliação diferentes em posições disponíveis, pois , caso 
contrário, suas posições j á estariam determinadas. A cada escolha uma posição deixa de estar 
disponível, e a linha ou coluna correspondente deixa de ser relevante. Para a escolha seguinte 
as matrizes M,AeB devem ser atualizadas. O algoritmo é descrito a seguir. 
Calcular a matriz de freqüências F 
1. Calcular a matriz de avaliação A 
2. Calcular a matriz de avaliação B 
3. Identificar os vetores relevantes de A e B 
4. Enquanto existirem vetores relevantes em A ou B faça 
5. Encontrar o mínimo entre as partes relevantes de A e B 
6. Posicionar o vértice associado ao mínimo na posição correspondente 
7. Atualizar M,AtzB 
8. Posicionar os vértices que restarem 
Para ilustrar o funcionamento do método, seja, como exemplo, o grafo G da Figura 6.1(a) e 
sua matriz de interconexão M, conforme anteriormente definida, mostrada na Figura ó . l (b) . 
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(a) (b) 
FIGURA 6.1. (a) Traçado inicial de G (b) A matriz de interconexão Mdo traçado de G. 
A partir de M e com as Expressões (6.1) e (6.2), calculam-se F, A e B, que são mostrados na 
Figura 6.2(a), (b) e (c), respectivamente. 
<7i ? 3 ? 4 P\ Pi P3 <7i <?2 <?3 Í 4 
Pi 1 2 4 6 £í 4.90 3.00 1.41 tf 3.00 3.00 3.00 3.00 
Pl :> 3 3 3 2.63 3.00 2.Õ3 B= e 4.24 3.46 2.45 1.73 
Pl 6 4 2 1 C 2.83 3.00 2.83 f 2.62 2.88 2.88 2.62 
(a) (b) 
S 1.73 2.45 3.46 4.24 
(c) 
FIGURA 6.2. (a) Matriz de freqüências F (b) Matriz de avaliação A (c) Matriz B. 
Nota-se que a função heurística não aponta preferências para o posicionamento do vértice t/, e 
seus números de avaliação são iguais. O menor número de avaliação é 1.41, que corresponde 
ao vértice a e à posição p 3 , desta forma o vértice a é alocado na última posição do primeiro 
nível. Após esta movimentação as matrizes M,AQB devem ser atualizadas. A linha e a coluna 
correspondentes ao mínimo tornam-se irrelevantes. As matrizes atualizadas são mostradas na 
Figura 6.3. 
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d e f g P\ Pi <7i ? 2 <?3 <74 
b 1 1 1 I A'= b 2.63 3.00 e 1.73 2.45 3.46 4.24 
ivr = c 0 í 1 0 c 2.82 3.00 = f 2.62 2.88 2.88 2.62 
a 0 0 1 1 g 2.45 2.S2 2.82 2.45 
(a) (b) (c) 
FIGURA 6.3. (a) Matriz Af (b) Matriz A' (c) Matriz B\ 
O novo mínimo é 1.73, e o vértice e é alocado na primeira posição do segundo nível. 
Novamente as matrizes devem sofrer atualização, e chega-se àquelas da Figura 6.4. 
e d / g Pi Pi <72 ? 3 ? 4 
b I 1 1 1 b 2.63 3.00 B"= f 2.88 2.88 2.62 
Af' = c 1 0 1 0 c 2.00 3.00 g 2.82 2.82 2.45 
a 0 0 1 1 
(a) (b) (c) 
FIGURA 6.4. (a) M a t r i z ( b ) Ma t r i z^" (c) Matriz 
O vértice c, com número de avaliação 2.00 é alocado na posição p\. Quando isto ocorre, a 
matriz A" passa a não ter partes relevantes, uma vez que só resta uma posição em que o 
vértice restante, b, pode ser colocado. As matrizes atualizadas são as da Figura 6.5, onde 
observa-se o mínimo 1.73 correspondente ao vértice g na posição # 4 . 
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e
 d
 f S 
c 1 0 ] 0 
A T ' = b 1 1 1 1 
a 0 0 1 1 
(a) 
92 <?3 <?4 
/ 2.88 2.88 2.62 
s 3.46 2.45 1.73 
(b) 
FIGURA 6.5. (a) Matriz A f ' (b) Matriz 5 " \ 
Após a alocação de g, a matriz £T" também deixa de ter partes relevantes. O algoritmo passa, 
então, a alocar os vértices restantes, b, d e / O vértice ¿> é alocado em p2i pois esta é a única 
opção. A alocação de d e / n a s posições # 2 e #3 n ^ o afeta o número de cruzamentos. O grafo 
resultante é o ilustrado na Figura 6.6, que possui três cruzamentos, sete a menos que o grafo 
inicial da Figura 6.1 (a), com onze cruzamentos. 
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6.3. A HEURÍSTICA DA INSERÇÃO GULOSA 
Para a operacionalização das heurísticas da inserção gulosa, da troca gulosa e da partição será 
introduzido o conceito de matriz de cruzamentos de um grafo bipartite G(VX, V2, E). Eades e 
Kelly 2 4 afirmam que a matriz de cruzamentos de urn grafo pode ser calculada em 0(|K 2||£¡) a 
partir da sua lista de adjacências. 
Dado um grafo bipartite G{VX, V2, £) , sejam w e v e V2- A ordenação de Vx é fixa. O número 
de cruzamentos entre arestas incidentes a a e a v depende somente da posição relativa entre u e 
v na ordenação o~2 de V2. A matriz de cruzamentos C é urna matriz j V2\ x | V2\ indexada pelos 
rótulos dos vértices de V2, de tal forma que o elemento cuv é igual ao número de cruzamentos 
que as arestas incidentes a u fazem com as incidentes a v quando u está à esquerda de v, i.e., 
<5~l(ii) < o-_1(v). Para manter a consistência, cvv = 0 para v e V2. Esta matriz tem como 
propriedade o fato de que o número de cruzamentos do traçado de G, com V2 ordenado como 
os índices de C, é igual à soma dos elementos da seção triangular acima da diagonal principal 
da matriz. Usar a matriz de cruzamentos não é o método mais adequado para se calcular o 
número de cruzamentos, mas as heurísticas utilizam esta estrutura para rapidamente atualizar 
a situação dos cruzamentos após uma alteração na ordenação a2 de V2. 
O algoritmo da inserção gulosa gera uma ordenação para V2 escolhendo os vértices e 
colocando-os em posições consecutivas. A partir de um vértice inicial, ao qual é atribuída a 
primeira posição, é escolhido um outro vértice de tal forma que o número de cruzamentos de 
suas arestas com as do vértice anterior seja o menor possível, i.e., a escolha é u se ^ c w l , é 
veX 
mínimo, onde X é o conjunto dos vértices ainda não escolhidos de V2. O algoritmo pode ser 
implementado 2 4 em 0(\V2\2) com o uso da matriz de cruzamentos previamente calculada. No 
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algoritmo descrito a seguir o elemento do vetor S correspondente a u, S[u], contém o valor de 
veX 
1. Procedimento INSERÇÃO(CT) 
2. Calcular C 
3. X±- V2 
4. Para cada v <= V2 iniciaíizar S[v] com a soma dos elementos da linha de C correspondente a 
v 
5. Para i ~ 1 até | V2\ faça 
6. Escolher w 6 Xtal que seja mínimo 
7. CT(I) < -
8. Retirar u de X 
9. Subtrair c V H de 5[v] para cada v e X 
Aplicando este algoritmo ao grafo da Figura 6.1 (a), por exemplo, obtém-se inicialmente a 
Matriz C da Figura 6.7(a). Com C calcula-se o vetor S inicial, cujos valores iniciais são 
S[d\ = 2; S[e] = 7; £[/] = 5; e S[g] = 1 . 0 vértice g é então escolhido para ocupar a primeira 
posição de a, sendo excluído d e X Os novos valores de S, subtraídos dos respectivos cvu são 
SJX] = 1; S[e] = 4; e .Sf/] = 2 . Escolhido o segundo vértice, d, S toma os seguintes valores: 
S[e] = 3; e Sf/] = 1. A ordenação final de V2 é g, d,f, e e. O grafo resultante está ilustrado na 
Figura 6.7(b), e possui 3 cruzamentos. 
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FIGURA 6.7. (a) A matriz de cruzamentos C com os valores iniciais de 5[v], 
(b) O grafo resultante da inserção gulosa. 
6.4. A HEURÍSTICA DA TROCA GULOSA 
O algoritmo da troca gulosa promove a redução de cruzamentos pela permutação das posições 
de vértices consecutivos de V2. Se u e v estão em posições consecutivas, i.e., 
a'\v) = <?~l(u) + 1, a troca de posições entre eles altera o total de cruzamentos em cvu - cuv. O 
algoritmo analisa todos os pares e executa trocas quando estas acarretam redução de 
cruzamentos, ou seja, quando cvu < cuv. No procedimento abaixo descrito, a é inicializado com 
uma ordenação arbitrária. 
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Procedimento TROCA(G) 
1. Calculare 
2. minlocal <— FALSO 
3. t<- 1 
4. Enquanto {minlocal= FALSO) ou (i <\V2\) faça 
5. minlocal <- c o ( / ) C T ( í + 1 ) < c f f ( / + 1 ) C T ( 0 
6. * <- í + 1 
7. Se minlocal for FALSO então 
8. Trocar a(i) com o(z + 1) 
9. i = l 
Quando todos os pares consecutivos w, v atenderem cuv < cvll diz-se que cr é estável. O 
algoritmo termina quando alcança uma ordenação estável. A complexidade do algoritmo é 
difícil de se estabelecer, pois depende do número de permutações. Como tem-se, no máximo, 
0(\E\2) cruzamentos, pode-se garantir 2 4 que o algoritmo é, no máximo, de Ü(|K2||-Ei2)-
Como exemplo, a troca gulosa será aplicada ao grafo da Figura 6.1 (a). A ordenação inicial é 
(d, e,f g). No primeiro passe do ciclo é testado se cde < ced . Como o resultado é verdadeiro, i 
é incrementado para 2 e não ocorrem alterações na ordenação. O teste cej<cje resulta falso, 
acarretando a troca entre e e.f, resultando na ordenação (d,f, e, g). Como houve a troca, os 
testes recomeçam da primeira posição do nível, com i recebendo o valor 1 novamente. Como 
cdf< Cjd e Cfe < cej .são verdadeiros, não há trocas para / - 1 ou 2. No ciclo em que z = 3, o teste 
ceg < cge resulta falso, acarretando na troca de posições entre e e g. A nova ordenação é então 
(d, f, g, e). As comparações entre os valores de cuv e cvll são então mais uma vez iniciadas da 
primeira posição do nível. As ordenações obtidas com as aplicações subseqüentes geram as 
ordenações (d, g,f e) e (g, d,f é), sendo que esta última é estável, o que indica o fim do 
algoritmo. O grafo obtido, neste caso, é igual ao obtido pela inserção gulosa (Figura 6.7(b)). 
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6.5. A HEURÍSTICA DA PARTIÇÃO 
0 algoritmo da partição se inicia com a escolha de u m vértice, o pivô. O vértice seguinte é 
escolhido e será colocado (à esquerda ou à direita do pivô) na posição em que menos 
cruzamentos forem gerados entre as arestas incidentes aos dois vértices. O algoritmo é 
aplicado recursivamente ao conjunto da esquerda e ao da direita do pivô, conforme descrito a 
seguir. O vetor T é usado para o armazenamento temporário das novas posições geradas por 
cada chamada recursiva, e a ordenação em T é transferida para cr. Para a 2 = v 1 v 2 . . .V | F 2 | , o 
procedimento deve ser chamado com PARTiçÃo(V], v ^ ) , ou seja, com o primeiro e últ imo 
vértices da ordenação inicial, nesta ordem. O critério de parada do algoritmo é 
P A R T I Ç Ã O ( W , w). As variáveis primeiro e último guardam as posições inicial e final dos 
segmentos de cr2 submetidos ao procedimento. 
Como exemplo, o algoritmo será aplicado ao grafo da Figura 6.1 (a). O procedimento é 
chamado por PARTIÇÃOÍW, g) e, no primeiro passe, o pivô é o vértice d, e com ele todos os 
outros serão comparados. A primeira comparação é entre os vértices d e e, e o resultado é a 
colocação de e à direita de d, com T(4) = e. A segunda comparação, entre d ef, resulta em 
T(3) = / Na terceira comparação, entre d e g, g é colocado à esquerda de d, com x ( l ) = g. 
Tendo sido comparado com todos os outros, (as variáveis esq e dir se encontram assumindo 
valores iguais) d assume sua posição final, pois não será mais objeto de comparação nas 
chamadas recursivas. A ordenação do vetor T é transferida para cr, e são feitas as chamadas 
recursivas PARTiçÃO(g, g) e P A R T I Ç Ã O ( £ e), correspondentes aos segmentos de a à esquerda e 
à direita de d, respectivamente. O resultado final é, neste caso, idêntico ao grafo da Figura 6.7. 
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Procedimento PARTIÇÃO(W, V) 
1. Se C7 _ !(v) > a'\u) então 
2. primeiro <— p/võ ejç <— a" '(V) 
3. último «— dir <— a"'(v) 
4. Para / = 2 até c~l(y) faça 
5- Se c c { i ) G { p i v õ ) < c a f p i v â ) a ( i y então 
6. x{esq) <- a(í) 
7. <r- esq + 1 
8. Senão x(dir) <— çy(/) 
9. ífír <— í/fr - í 
10. z(esq) <— oipivô) 
11. a <- T 
12. P A R T i ç Ã o ( c r ( p W / w e i > o ) , a ( e í ç - 1)) 
13. P A R T i ç Ã o ( a ( £ # / * + 1), a{último)) 
6.6. A HEURÍSTICA DA ATRIBUIÇÃO 
Esta heurística é baseada na redução do problema de minimização de cruzamentos a um de 
atribuição de tarefas. Para isto, o problema de atribuição de tarefas é a seguir definido. 
O problema de atribuição surgiu ao se desejar computar o melhor esquema de atribuições de 
tarefas a trabalhadores, conhecendo-se o custo cy de se alocar o trabalhador / para a tarefa j . 
• 25 3 
Este problema pode ser resolvido em tempo polinomial , no caso, 0(m ), para um problema 
de m trabalhadores e m tarefas. O objetivo é, então, minimizar o custo total, sabendo-se que 
cada trabalhador pode ser alocado em apenas uma tarefa. Se Z(X) representa o custo total e 
X— [xy] é a matriz de atribuições onde x ( y = 1 se o trabalhador / está alocado na tarefa j , e 
Xjj ~ 0, caso contrário, o problema pode então ser formulado como: 
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Minimizar Z(X) = EX*,y^, 
atendendo às restrições 
IH 
= paray' = 1 am; 
e 
m 
Ex,y ~ P a m ' ~ ^ a m ' 
> 1 
i. e., cada linha e cada coluna d e i t e m apenas um 1. 
A idéia básica do método de solução é subtrair dos elementos de cada coluna da matriz 
C= [Cjj] o valor do menor elemento desta coluna. O mesmo deve ser feito às linhas, O total 
subtraído da matriz, r, é dito redução, e a matriz resultante C" é dita reduzida. A matriz 
reduzida é formada de elementos não negativos e possui pelo menos um zero para cada linha e 
para cada coluna. Chamando a função custo total calculada com a matriz reduzida de Z \ 
pode-se constatar que Z[X\ = r + Z?[X\. A matriz solução Xpara a minimização de 2? pode ser 
obtida pela resolução de um problema de fluxo máximo" . Desta forma, X é uma matriz de 
atribuições ótima para o problema. 
O problema da minimização de cruzamentos pode ser reduzido ao problema de atribuição 
calculando-se uma matriz de custos em que cada custo represente um valor associado ao 
número de cruzamentos ocasionados pela alocação de um vértice em uma posição. O 
procedimento para a obtenção desta matriz é discutido a seguir. 
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Seja G(VU F 2 , E) um grafo hierárquico de dois níveis com os vértices de Vx em posições fixas. 
O objetivo é reduzir o número de cruzamentos através de permutações dos vértices de V2. 
Sejam s ~ \V{\ e / = \V2\ e A(s x t) a matriz de adjacências associada a G. Seja CT"'(V) a posição 
do vértice v em seu respectivo nível. Define-se então a matriz B(tx sx tx s) em que cada 
elemento bvwxy é igual a 1 se e somente se a condição abaixo for atendida, e caso contrário 
condição: (<T _ 1(V) < G~\X) e cr - 1(y) < CJ"' (W)) ou ( c ' ' ^ ) < cT^v) e <5~l(w) <<r~1(y)) 
Desta forma o elemento b„ivy é 1 se e somente se (v, w) e (x, y) se cruzam em G, com v, x e ^ 
e w, v e K3, e £ representa todos os possíveis cruzamentos de um grafo completo com = 5 
e |K2| = í. Como exemplo, seja o grafo G da Figura 6.8(a). A Figura 6.8(b) mostra o grafo 
completo associado, em que as arestas adicionadas estão tracejadas. 
FIGURA 6.8. (a) O grafo G. (b) O grafo completo associado. 
Para a representação da matriz B em duas dimensões são usadas s x s submatrizes, cada uma 
de dimensão rx t. Para cada submatriz os valores de a _ 1 (v) e a~ l(x) são fixos, e a~\w) e 
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a" J(y) variam de 1 a /. A Figura 6.9 mostra a matriz B associada ao grafo da Figura 6.8(a). 
Nesta representação os zeros são omitidos. 
A partir de B pode-se definir os valores de Cy e calcular C. A Expressão (6.3) abaixo é a 
definição de Cy para um grafo hierárquico de dois níveis G(VU V2, E) com |K1| = s e \V2\ = t. O 
termo aai é um elemento da matriz de adjacências A. A matriz C tem dimensão t x t. Esta 
matriz de custos permite a redução do problema de minimização de cruzamentos a um 
problema de atribuição de tarefas. 
Cr. 
x 
= 1 
a=l V(i=l y=l 
(6.3) 
A Expressão (6.3) fornece os valores de Cy calculados a partir de B, e isto é ilustrado para o 
grafo G da Figura 6.8(a) com matriz de custos C da Figura 6.10(b). A Figura 6.10(a) mostra a 
matriz de adjacências A de G. 
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o " l ( r ) = l a~\x)=2 a'l(x) = 3 a"'(x) = 4 tr"'(x) = 5 
a ' ( v ) = 1 
a-'(v) = 2 
a-'(v) = 3 
a"'(v) = 4 
CT-'(V) = 5 
1 1 1 1 
1 1 1 I 1 1 1 1 
1 1 1 I 1 i 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
i 1 1 1 
1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 1 1 
1 1 1 1 I 1 l 1 1 ! 1 í 
1 1 1 1 1 1 1 1 
1 1 1 i 1 ] ] 1 
1 1 1 l 1 1 1 1 
s 1 1 1 l 1 1 1 
1 1 1 1 1 1 1 1 
1 [ 1 I 1 1 1 1 1 1 l 1 
1 1 1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 
1 1 1 1 
1 1 1 1 1 1 l 1 1 1 1 l 1 í 1 1 
I 1 1 i 1 1 i l 1 1 1 i 
1 1 1 1 1 1 1 1 
1 1 1 1 
FIGURA 6.9. Matriz B(5 x 5 x 5 x 5) associada a G. 
f s h i j 1 2 3 4 5 
a 0 0 1 0 0 1 20 18 16 14 12 
b 0 1 i 1 0 C= 2 12 14 16 18 20 
c 1 1 1 1 1 3 28 30 32 34 36 
d 1 0 0 0 0 4 28 26 24 22 20 
e 0 0 1 1 0 5 8 8 8 8 8 
(a) (b) 
FIGURA 6.10. (a) Matriz de adjacências A (b) Matriz de custos C. 
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Pode-se constatar que a matriz C representa o número de cruzamentos que ocorrem entre as 
arestas originais de um vértice colocado na posição j e as arestas do grafo completo obtido a 
partir de G, excluindo-se este vértice. Isto é ilustrado na Figura 6.11, onde observa-se que o 
custo de se alocar o vértice / na primeira posição de V2, i. e., cn, é de 20 cruzamentos, 
conforme calculado com a Expressão (6.3). A figura mostra apenas as arestas que cruzam com 
aquelas que partem def. 
A partir de C deve-se obter a matriz de atribuição X. A Matriz reduzida C da Figura 6.12 foi 
obtida pela subtração do valor do menor elemento de cada coluna de todos os elementos desta 
coluna, no caso do exemplo, todas as colunas foram subtraídas de 8. O mesmo foi feito com 
as linhas, que foram subtraídas respectivamente de 4, 4, 20, 12 e zero. O valor da redução é 
então 80, a soma de todos os custos subtraídos. 
FIGURA 6.11. Cruzamentos d e / n a posição 1 de V2. 
1 2 3 4 5 
C ' = 2 
3 
4 
5 
1 8 6 4 2 © 
0 © 4 6 8 
@ 2 4 6 8 
8 6 4 © 0 
0 Q © 0 0 
FIGURA 6.12. A matriz reduzida C". 
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A matriz da Figura 6.10(b) exprime a função que se deseja minimizar, que é 
ZÇQ = 2Qxu + 18* 1 2 + 16* ! 3 + 1 4 * M + 12* l 5 
+ I2x2l + \4x22 + I6* 2 3 + 18x 2 4 + 20* 2 5 
+ 28x3i + 30*32 + 32* 33 + 34*34 + 36*3 5 
+ 28* 4 3 + 26*4 2 + 24*43 + 22*4 4 + 20* 4 5 
+ 8*5 ! + 8* 5 2 + 8* 5 3 + 8*g4 + 8* 5 5 
O processo de resolução do problema de fluxo máximo não será mostrado neste trabalho. Os 
círculos na Figura 6.12 marcam uma solução ótima de Z' (não é única). No caso, 
min T{X) = 4, e min Z{X) = 84. Desta forma * 3 ( = * 2 2 = * 5 3 ~ * 4 4 = * [ 5 = 1 e os demais Xy = 0. 
Calculada a matriz de atribuições X pode-se construir o traçado do grafo, que é o da 
Figura 6.13. Neste caso o número de cruzamentos foi reduzido de 21 para 13. 
É importante notar que, embora a solução para o problema da atribuição de tarefas seja ótima, 
o método proposto é uma heurística, pois a matriz de custos é estimada em função de um 
grafo completo associado ao grafo em questão. Este custo é então um limite superior para o 
número de cruzamentos provocados pelo vértice i na posição j . 
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Pelo fato de se basear em custos relativos ao grafo completo associado, pode-se supor que o 
desempenho da heurística da atribuição melhore com o aumento da densidade dos grafos, e, 
de fato, isto poderá ser observado no capítulo que se segue. A mesma observação se aplica à 
heurística estocástica. 
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CAPÍTULO 7 
DESEMPENHO COMPARATIVO DAS HEURÍSTICAS PARA 
REDUÇÃO DE CRUZAMENTOS 
7.1. INTRODUÇÃO 
Neste capítulo é feita uma comparação do desempenho dos algoritmos heurísticos 
apresentados até então. Esta comparação é feita em grafos com dois níveis. Inicialmente 
considera-se a ordenação de um dos níveis fixa, em seguida as duas ordenações sofrem 
permutação. O desempenho dos algoritmos é analisado em termos de tempo de execução e 
redução de cruzamentos. São feitas ainda comparações com um limite inferior trivial e, 
quando praticável, com a solução exata. O método de resolução exata utilizado é o "branch 
and cut", sugerido por Jünger e Mutzel 2 6. O limite inferior é calculado com a Expressão (7.1), 
explicada abaixo. 
Sejam o grafo G(Vh V2, E), CT¡ e a2 as ordenações de V{ e V2. respectivamente, sendo que aL é 
fixa. Sejam . ^ [ ^ í l e t=\V2\. Para cada par de nós u e v e V2 Seja cM V o número de 
cruzamentos entre as arestas incidentes a u e a v quando a~l(u) <o~l(v). Então a 
Expressão (7.1) é um limite inferior trivial. 
(7.1) 
¡=1 
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Este limite inferior, embora trivial, corresponde a valores bastante próximos dos mínimos 
calculados de forma exata, conforme será visto na seção seguinte. 
7.2. COMPARAÇÃO DOS ALGORITMOS 
As comparações que se seguem foram computadas por Jünger e Mutzel 2 6 . As seguintes 
observações a respeito das implementações se fazem necessárias: 
a) As implementações utilizadas para as comparações levaram exatamente aos mesmos 
resultados computacionais obtidos pelos autores das heurísticas e publicados em seus artigos 
originais. 
b) Para a comparação inicial, em que apenas os vértices de um nível têm suas posições 
permutadas, a heurística estocástica, originalmente concebida para a ordenação simultânea dos 
dois níveis, foi alterada para realizar a ordenação de apenas um dos níveis. 
c) Os tempos de execução referem-se a segundos em uma estação SUN Sparcstation 10. 
d) Os grafos das Tabelas 2 e 3 foram gerados automaticamente. As arestas foram escolhidas 
aleatoriamente dentre todas as possíveis, conforme a densidade desejada. 
Nas tabelas que se seguem é usada a seguinte notação: 
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• nf. Número de vértices no nível i, para / = 1,2 
• m\ Número de arestas 
• Inf: Limite inferior trivial calculado com a Expressão (7.1) 
• Min: Mínimo exato calculado pelo algoritmo de "branch and cut" 
• Bar: Número de cruzamentos obtido pela heurística dos baricentros 
• Med: Número de cruzamentos obtido pela heurística das medianas 
• Est: Número de cruzamentos obtido pela heurística estocástica 
• Ins: Número de cruzamentos obtido pela heurística da inserção gulosa 
• Tro: Número de cruzamentos obtido pela heurística da troca gulosa 
• Par: Número de cruzamentos obtido pela heurística da partição 
• Atr: Número de cruzamentos obtido pela heurística da atribuição 
A Tabela 7.1 reproduz os resultados obtidos para as instâncias definidas por Warfield 1 6: para 
k = 3, 4, 5, 6, 7, 8; n\ — k e n2 ~ 2k - 1. As matrizes de adjacências destas instâncias têm linhas 
rotuladas de 1 a k e colunas rotuladas de 1 a 2k - 1, e os elementos do vetor coluna j 
representam j na base binária. O nível 1 é fixo e o nível 2 deve ser permutado para que se 
reduza o número de cruzamentos. Os números de cada entrada das tabelas são: o número de 
cruzamentos encontrado, o valor percentual deste em relação ao mínimo e o tempo de 
execução, de cima para baixo. 
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TABELA 7.1. Instâncias de Warfield. 
» 1 « 2 m Inf Min Bar Med Est Ins Tro Par Atr 
J 7 12 8 8 8 13 8 11 8 8 8 
¡00.00 100.00 100.00 f 62.50 100.00 137.50 ÍOO.OO 100.00 100.00 
0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 
4 15 32 95 95 95 127 95 122 98 95 101 
100.00 100.00 100.00 133.68 100.00 128.42 103.16 100.00 106.32 
0.00 0.00 0.00 0.03 0.02 0.05 0.07 0.02 
5 31 80 756 756 758 922 756 934 804 760 780 
100.00 100.00 í 00.27 121.96 100.00 123.55 106.35 100.56 ¡03.17 
0.03 0.00 0.03 0.Í8 0.08 0.40 0.43 0.08 
6 63 192 4998 5002 5015 5818 5004 6023 5523 5043 5120 
99.92 100.00 100.26 116.31 100.04 120.41 110.42 100.90 102,36 
0.73 0.05 0.07 1.38 0.38 2.87 2.65 0,38 
7 127 448 29745 29778 29883 33641 29841 35152 34366 30086 30386 
99.89 100.00 100.35 112.97 100.21 118.05 115.41 101.03 102,04 
20.50 0.17 0.20 9.02 1.98 20.20 24.30 2.18 
8 255 1024 165375 165602 166098 183342 165824 192633 202957 167546 168056 
99.86 100.00 100.30 110.71 100.13 116.32 122.56 301.17 101.48 
7200.00 0.95 1.08 67.9 7.33 147.00 189.00 21.50 
Nas tabelas que se seguem as heurísticas e o método exato são aplicados iterativamente, 
realizando permutações alternadamente nos dois níveis, até que seja atingido um mínimo 
local. As entradas referem-se à média dos valores obtidos para os grafos, com as 
características indicadas, que foram instanciados. No caso da Tabela 7.2, são apresentados 
resultados para grafos com 20 + 20 vértices, i. e., 20 vértices em cada nível, cujas densidades 
variam de 0.1 a 0.9. 
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TABELA 7.2. Resultados para 100 instâncias com 20 + 20 vértices e densidade crescente. 
m Inf Min Bar Med Est Ins Tro Par Atr 
20 40 180.35 180.75 185.34 206.27 185.44 248.37 275.99 183.39 199.09 
99.78 100.00 102.54 114.12 102,60 137.41 152.69 101.46 110.15 
0.02 0.01 0.01 0.05 0.02 0.04 0.08 0.02 
20 m 957.62 959.23 968.80 1051.14 970.01 1175.11 1044.14 964.35 988.76 
99.83 100.00 101.00 109.58 101.12 122,51 108.85 100.53 103.08 
0.03 0.01 0.01 0.06 0.05 0.10 0.11 0.03 
20 120 2420.14 2422.32 2433.53 2564.82 2437.39 2763.72 2400.94 2428.23 2453.89 
99.91 100.00 100.46 105.88 100.62 114.09 101.59 100.24 101.30 
0.03 O.OÍ 0.01 0.07 0.10 0.16 0.16 0.04 
20 160 4625.79 4627.72 4638.24 4825.06 4644.35 5098.27 4644.10 4632.17 4657.85 
99.96 100.00 100.23 104.26 100.36 110.17 100.35 100.10 100.65 
0.04 0.01 0.02 0.08 0.17 0.23 0.23 0.04 
20 200 7560.42 7561.88 7571.08 7817.99 7582.47 8157.86 7572.24 7566.79 7589.64 
99.98 100.00 100.12 103.39 100.27 107.88 100.14 100.07 100.37 
0.05 0.02 0.02 0.09 0.24 0.31 0.31 0.05 
20 240 11314.37 11315.55 11323.26 11625.54 11338.06 12033.34 11321.10 11318.68 11336.09 
99.99 100.00 100.07 102.74 100.20 106.34 100.05 100.03 100.18 
0.07 0.02 0.03 0.O9 0.34 0.42 0.4 ¡ 0.06 
20 280 15859.70 15860.35 15865.69 16225.57 15883.69 16667.12 15863.66 15861.76 15874.86 
99.99 100.00 100.03 102.30 100.15 105.09 100.02 100.01 100.09 
0.09 0.03 0.03 0.10 0.45 0.52 0.53 0.07 
20 320 21290.56 21290.76 21294.12 21727.43 21313.78 22116.56 21292.93 21291.56 21300.43 
99.99 100.00 100.02 102.05 100.12 103.88 100.01 100.00 100.05 
0.11 0.03 0.04 0.11 0.59 0.65 0.66 0.08 
20 360 27751.63 27751.69 27752.99 28257.47 27768.41 28459.57 27752.01 27751.84 27754.31 
iOO.OO 100.00 100.01 101.82 100.06 102.55 100.00 100.00 100.01 
0.14 0.04 0.04 0.12 0.74 0.81 O.SO 0.09 
Na Tabela 7.3 são apresentados os resultados para grafos de densidade constante e com 
número de vértices variando de 20 a 200. 
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TABELA 7.3. Resultados para 10 instâncias de grafos pouco densos com número de vértices 
crescente. 
m Inf Min Bar Med Est Ins Tro Par Atr 
11) 20 37.9 38.0 38.9 45.4 38.7 46.4 50.9 38.5 40.6 
99.74 100.00 102.37 119.47 101.84 122.11 133.94 101.32 106.84 
0.00 0.00 0.00 0.01 0.00 0.01 0.02 0.00 
20 40 171.7 171.9 175.7 193.7 174.9 240.8 293.6 174.7 195.1 
99.88 100.00 102.21 112.68 101.74 140.08 170.80 101.63 113.50 
0.01 0.01 0.0! 0.05 0.02 0.05 0.09 0.02 
30 60 436.6 438.3 451.9 491.1 451.3 602.3 692.4 445.6 475.9 
99.61 100,00 103.10 112.05 102.97 137.42 157.97 101.67 108.58 
0.11 0.01 0.01 0.13 0.05 0.11 0.25 0.05 
40 80 761.5 765.7 785.6 856.6 782.7 1105.7 1367.5 783.2 842.3 
99.45 100.00 J 02.60 111.87 102.22 ¡44.31 ¡78.60 102.29 110.00 
0.30 0.01 0.02 0.28 0.08 0.22 0.57 0.09 
50 100 1247.3 1252.2 1279.9 1389.5 1273.2 1770.6 2200.5 1277.8 1375.9 
99.61 100.00 102.21 110.97 101.68 141.40 175.73 102.04 109.88 
0.68 0.02 0.03 0.50 0.13 0.32 1.00 0.14 
60 120 ¡683.i I6S7.6 ¡738.3 1890.9 I 720.2 2453.1 2994.5 1736.1 1855.3 
99.73 100.00 103.00 112.05 101.93 145.36 177.44 102.87 109.94 
1.09 0.03 0.04 0.83 0.18 0.61 1.67 0.24 
70 140 2465.0 2479.0 2541.3 2730.0 2522.5 3592.2 4498.8 2549.2 2688.6 
99.44 100.00 102.51 110.13 101.76 144.91 181.48 102.83 108.46 
4.46 0.04 0.04 1.28 0.26 0.73 2.82 0.36 
80 160 3153.9 3172.1 3254.6 3521.6 3232.9 4583.1 5885.7 3240.6 3488.9 
99.43 100.00 102.60 111.02 101.92 144.48 185.55 102.16 109.99 
6.42 0.05 0.06 1.S5 0.33 0.99 4.11 0.51 
90 180 4104.0 4132.8 4233.7 4566.8 4206.8 5843.7 7331.3 4293.9 4561.6 
99.30 100.00 102.44 110.50 101.79 141.40 177.39 103.90 110.38 
25.13 0.05 0.06 2.66 0.41 1.32 5.84 0.75 
100 200 5127.4 5162.7 5287.5 5728.8 5247.6 7469.9 9407.5 5333.5 5627.5 
99.32 100.00 102.42 110.97 101.64 144.69 182.22 103.31 109.00 
435.51 0.06 0.08 3.35 0.49 1.45 7.56 0.90 
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7.3, CONCLUSÕES 
O trabalho de Jünger e Mutzel" gerou resultados bastante conclusivos por ter abrangido um 
espectro muito variado de grafos bipartite. Estes resultados tornam-se evidentes na análise das 
tabelas apresentadas. 
Inicialmente pode-se observar que a computação de resultados exatos com o método de 
"branch and cut" é praticável dentro de uma faixa do balanço número de vértices versus 
densidade. Para tempos de execução abaixo de 1 hora (em uma estação SUN Sparcstation 10) 
obtém-se 2 6 os mínimos exatos para grafos 11 + 11 com até 80% de densidade, 12 + 12 com 
até 50% de densidade, 13 + 13 com até 30% de densidade e 1 6 + 1 6 com até 10% de 
densidade. 
Para aplicações interativas, em que a prioridade está obviamente no tempo de resposta, a 
escolha clara é o método dos baricentros, que apresenta não só os melhores resultados em 
termos de qualidade, como também em tempo de execução. 
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CAPÍTULO 8 
CONCLUSÕES 
8.1. GRAFOS HIERÁRQUICOS 
Neste trabalho há uma clara ênfase para o problema de redução de cruzamentos. Na seção 
seguinte tecem-se comentários a respeito de outros procedimentos que podem produzir bons 
traçados. 
No desenvolvimento do trabalho foram analisados três algoritmos para reconhecimento de 
grafos hierárquicos planares: um para reconhecimento de planaridade em grafos bipartite e os 
outros dois para reconhecimento de planaridade em grafos hierárquicos com mais de dois 
níveis. Todos são algoritmos exatos e possuem complexidade linear. O algoritmo de 
Markenzon e Paciornik 6 baseia-se em conceitos introduzidos por Eades e Wormald 1 0. A 
estrutura de dados introduzida por Booth e Lueker", a árvore PQ, e por eles utilizada em seu 
algoritmo linear para reconhecimento de planaridade em grafos genéricos, foi usada por 
7 8 
Di Battista e Nardelli ' no reconhecimento de planaridade em grafos hierárquicos. Heath e 
Pemmaraju9 introduziram modificações na estrutura de dados que resultaram em uma 
simplificação nas operações necessárias para manutenção da árvore PQ durante a execução de 
seu algoritmo de reconhecimento de planaridade. 
Analisando-se as referências da bibliografia estudada na confecção deste trabalho pode-se 
reconstituir o encadeamento das idéias que resultaram nas heurísticas aqui apresentadas. Este 
relacionamento está ilustrado no grafo da Figura 8.1. Nesta figura não estão as heurísticas da 
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troca gulosa, da partição, da inserção gulosa, da atribuição e a estocástica, pois tratam-se de 
trabalhos que não se baseiam diretamente nos conceitos introduzidos por Warfield. 
Observa-se também que os conceitos inicialmente introduzidos por Warfield são muito 
poderosos, e em particular o das matrizes geradoras, uma vez que a heurística que mais se 
aproxima deste conceito, a heurística dos baricentros, foi avaliada no Capítulo 7 como sendo a 
Warfield (1977) 
Teoria de cruzamentos 
Carpano(1980) Sugiyama et al. (1981) | Eades - Wormald 
Ordenação por Ordenação por (1986) 
baricentros baricentros Ordenação por 
Sistema GT1VX medianas 
j 
Rowe et al. (1987) Gansneretal. (1993) 
Sistema GRAB Sistemas DAG e DOT 
FIGURA 8.1. Hierarquia dos trabalhos de pesquisa em traçado automático de grafos 
hierárquicos 
que apresenta melhores resultados, tanto em termos de redução no número de cruzamentos 
como em tempo de execução. Deve-se observar, todavia, que uma implementação do 
algoritmo de Sugiyama et al. demonstrou que a etapa complementar à ordenação baricêntrica, 
a etapa das reversões, é muito importante para a obtenção de bons resultados. A necessidade 
destas reversões, que são perturbações arbitrárias nos casos de indecisão por parte da 
ordenação baricêntrica, mostra bem a natureza combinatorial do problema. O que se tenta com 
estas reversões é executar um número fixo de alterações na ordem dos vértices com o mesmo 
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baricentro para que se escolha aquela que, fortuitamente, acarretar o menor número de 
cruzamentos. O mesmo processo de testes se aplica no algoritmo implementado por 
Gansner et al . 2 0 , que utiliza a ordenação por medianas. O algoritmo heurístico das medianas 
funciona de forma bastante parecida com o dos baricentros. O que se analisou na 
implementação do algoritmo das medianas foram os vários métodos introduzidos na tentativa 
de melhorar a qualidade dos resultados obtidos com a aplicação da heurística. 
Além destas duas primeiras, outras cinco heurísticas foram analisadas. As heurísticas da troca 
gulosa, da partição e da inserção gulosa são todas bem simples e intuitivas, não oferecendo 
grandes dificuldades para sua implementação; apresentam, no entanto, um desempenho 
inferior às duas primeiras. A heurística da atribuição aplica conceitos que tornam necessário o 
uso de processos matemáticos mais complexos, e isto faz com que o seu desempenho em 
termos de tempo não seja favorável. A natureza da função heurística utilizada (baseada no 
número de cruzamentos do grafo completo correspondente) também torna os resultados em 
termos de redução de número de cruzamentos insatisfatórios para grafos de baixa densidade 
de arestas. O mesmo problema acontece com a heurística estocástica. 
Outro ponto que ficou evidente com a comparação realizada por Jünger e Mutzel 2 6 foi que 
alguns dos autores se basearam em testes realizados sobre amostragens não representativas ao 
afirmarem algumas das vantagens de suas respectivas heurísticas. Dentre todos os artigos 
originais que sugeriram as heurísticas apenas o de Sugiyama et al. relata os resultados de 
testes adequados para uma avaliação da heurística. 
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8.2. REDUÇÃO DE CRUZAMENTOS E SUBGRAFOS PLANARES MÁXIMOS 
No estudo dos métodos para traçado de grafos hierárquicos ficou aparente um consenso de 
que a redução de cruzamentos é uma boa solução para o problema de se obter um traçado com 
a maior legibilidade possível. Não obstante, Mutzel 2 7 observou que um outro método de 
traçado também resulta em grafos de fácil leitura, embora com total de cruzamentos distante 
do mínimo. Este método alternativo consiste em retirar do grafo o conjunto mínimo de arestas 
de forma que o subgrafo resultante seja planar. Um traçado hierárquico planar deste subgrafo 
seria então gerado e a ele seriam acrescentadas as arestas retiradas. Como estas arestas podem 
causar muitos cruzamentos, o total de cruzamentos pode ficar bem longe do mínimo. O 
traçado resultante teria então um conjunto de arestas sem cruzamentos e algumas arestas 
anômalas. 
Mutzel testou, com os traçados das Figuras 8.2(a) e (b) a opinião de pessoas às quais se 
perguntou qual dos dois possuía menos cruzamentos. O primeiro traçado foi obtido a partir do 
subgrafo planar máximo, o segundo foi produzido pelo algoritmo exato citado no Capítulo 7. 
Nesta pesquisa, 90% das pessoas achou que o traçado da Figura 8.2(a) possuía menos 
cruzamentos. Na realidade o traçado da Figura 8.2(a) possui 34 cruzamentos, 10 a mais que o 
da Figura 8.2(b), com 24 cruzamentos. Embora este resultado não tenha se reproduzido em 
pesquisa semelhante realizada pelo autor deste trabalho, os entrevistados reconheceram no 
primeiro traçado uma organização mais aparente, o que tornaria mais fácil o acompanhamento 
de caminhos no grafo. Entende-se que estes resultados caracterizam esta nova técnica como 
uma alternativa à minimização de cruzamentos para a obtenção de bons traçados. 
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O problema da obtenção do subgrafo planar máximo para k níveis é abordado por Jünger e 
^ 8 29 2 7 
Mutzel em" ' . Mutzel também aborda o problema para grafos de dois níveis. 
Além da aplicação em traçado automático de grafos, o problema de obtenção do subgrafo 
planar máximo surge em biologia computacional. Em mapeamento de DNA, os pequenos 
fragmentos das moíécuías de DNA são ordenados peia sobreposição dos dados obtidos, i.e., 
tenta-se remontar a molécula com pedaços que se sobrepõem, desta forma obtendo um 
mapeamento do DNA em questão. Caso os dados estejam todos corretos o resultado é um 
grafo hierárquico planar de dois níveis. Na prática, a parte dos dados que se sobrepõe pode 
conter erros. Neste caso uma das soluções é a obtenção do subgrafo planar máximo, na 
tentativa de se eliminar estes erros. 
FIGURA 8.2. (a) Traçado obtido do subgrafo planar máximo, (b) Traçado com mínimo de 
cruzamentos. 
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8.3. SUGESTÃO PARA TRABALHOS POSTERIORES 
Todas as heurísticas para redução do número de cruzamentos que foram analisadas têm em 
comum o fato de sempre procurar resolver o problema localmente, i. e., a redução é sempre 
feita considerando os cruzamentos de arestas entre dois níveis de cada vez. os níveis V, e Vi+l. 
Naturalmente, por este processo, a reordenação dos vértices do nível Vi+l poderá aumentar o 
número de cruzamentos entre e Vi+2- O que se observa é que a ordenação de um único 
nível tem repercussões em termos de número de cruzamentos por todo o grafo. Este problema 
pode fazer com que, em passes subseqüentes do algoritmo de ordenação, a ordem de um nível 
fique oscilando entre duas permutações, uma determinada pela parte superior do grafo, em um 
passe descendente, e a outra determinada pela parte inferior, em um passe ascendente. Desta 
forma, seria interessante a criação de uma heurística que considerasse, pelo menos, os níveis 
vizinhos e as conseqüências, no número de cruzamentos entre estes vizinhos, da reordenação 
de um nível. Processo semelhante foi empregado na implementação de Rowe et al . 1 9 , citada 
no Capítulo 4, mas aplicado apenas no posicionamento horizontal dos vértices, e não na 
reordenação. 
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