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HYPERBOLIC POLYNOMIALS AND THE
MARCUS–SPIELMAN–SRIVASTAVA THEOREM
PETTER BRA¨NDE´N
Abstract. Recently Marcus, Spielman and Srivastava gave a spectacular
proof of a theorem which implies a positive solution to the Kadison–Singer
problem. We extend (and slightly sharpen) this theorem to the realm of hy-
perbolic polynomials. A benefit of the extension is that the proof becomes
coherent in its general form, and fits naturally in the theory of hyperbolic
polynomials. We also study the sharpness of the bound in the theorem, and in
the final section we describe how the hyperbolic Marcus–Spielman–Srivastava
theorem may be interpreted in terms of strong Rayleigh measures. We use this
to derive sufficient conditions for a weak half-plane property matroid to have
k disjoint bases.
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1. Introduction
Recently Marcus, Spielman and Srivastava [17] gave a spectacular proof of The-
orem 1.1 below, which implies a positive solution to the infamous Kadison–Singer
problem [14]. One purpose of this work is to extend Theorem 1.1 to the realm of
hyperbolic polynomials. Although our proof essentially follows the setup in [17],
a benefit of the extension (Theorem 1.3) is that the proof becomes coherent in its
general form, and fits naturally in the theory of hyperbolic polynomials. We study
the sharpness of the bound in Theorem 1.3. We prove that a conjecture in [17] on
the sharpness of the bound (Conjecture 6.1 in this paper) is equivalent to the seem-
ingly weaker Conjecture 6.2. Using known results about the asymptotic behavior
of the largest zero of Jacobi polynomials, we prove in Section 7 that the bound is
close to being optimal in the hyperbolic setting, see Proposition 7.1.
In the final section we describe how Theorem 1.3 may be interpreted in terms of
strong Rayleigh measures. We use this to derive sufficient conditions for a weak half-
plane property matroid to have k disjoint bases. These conditions are very different
from Edmonds characterization in terms of the rank function of the matroid [9].
The following theorem is a stronger version of Weaver’s KSk conjecture [22]
which is known to imply a positive solution to the Kadison–Singer problem [14].
See [7] for a review of the many consequences of Theorem 1.1.
Theorem 1.1 (Marcus, Spielman and Srivastava [17]). Let k ≥ 2 be an integer.
Suppose v1, . . . ,vm ∈ Cd satisfy
∑m
i=1 viv
∗
i = I, where I is the identity matrix. If
‖vi‖2 ≤ ǫ for all 1 ≤ i ≤ m, then there is a partition of S1 ∪ S2 ∪ · · · ∪ Sk = [m] :=
{1, 2, . . . ,m} such that ∥∥∥∥∥∥
∑
i∈Sj
viv
∗
i
∥∥∥∥∥∥ ≤
(1 +
√
kǫ)2
k
, (1.1)
for each j ∈ [k], where ‖ · ‖ denotes the operator matrix norm.
Hyperbolic polynomials are multivariate generalizations of real–rooted polyno-
mials, which have their origin in PDE theory where they were studied by Petro-
vsky, G˚arding, Bott, Atiyah and Ho¨rmander, see [1, 10, 12]. During recent years
hyperbolic polynomials have been studied in diverse areas such as control theory,
optimization, real algebraic geometry, probability theory, computer science and
combinatorics, see [18, 19, 20, 21] and the references therein.
A homogeneous polynomial h(x) ∈ R[x1, . . . , xn] is hyperbolic with respect to
a vector e ∈ Rn if h(e) 6= 0, and if for all x ∈ Rn the univariate polynomial
t 7→ h(te−x) has only real zeros. Here are some examples of hyperbolic polynomials:
(1) Let h(x) = x1 · · ·xn. Then h(x) is hyperbolic with respect to any vector
e ∈ Rn++ = (0,∞)n:
h(te− x) =
n∏
j=1
(tej − xj).
(2) Let X = (xij)
n
i,j=1 be a matrix of n(n + 1)/2 variables where we impose
xij = xji. Then det(X) is hyperbolic with respect to I = diag(1, . . . , 1).
Indeed t 7→ det(tI −X) is the characteristic polynomial of the symmetric
matrix X , so it has only real zeros.
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More generally we may consider complex hermitian Z = (xjk+iyjk)
n
j,k=1
(where i =
√−1) of n2 real variables where we impose xjk = xkj and
yjk = −ykj , for all 1 ≤ j, k ≤ n. Then det(Z) is a real polynomial which is
hyperbolic with respect to I.
(3) Let h(x) = x21 − x22 − · · · − x2n. Then h is hyperbolic with respect to
(1, 0, . . . , 0)T .
Suppose h is hyperbolic with respect to e ∈ Rn. We may write
h(te− x) = h(e)
d∏
j=1
(t− λj(x)), (1.2)
where λmax(x) = λ1(x) ≥ · · · ≥ λd(x) = λmin(x) are called the eigenvalues of x
(with respect to e), and d is the degree of h. In particular
h(x) = h(e)λ1(x) · · · λd(x). (1.3)
By homogeneity
λj(sx+ te) =
{
sλj(x) + t if s ≥ 0 and
sλd−j(x) + t if s ≤ 0
, (1.4)
for all s, t ∈ R and x ∈ Rn.
The (open) hyperbolicity cone is the set
Λ++ = Λ++(e) = {x ∈ Rn : λmin(x) > 0}.
We denote its closure by Λ+ = Λ+(e) = {x ∈ Rn : λmin(x) ≥ 0}. Since h(te− e) =
h(e)(t− 1)d we see that e ∈ Λ++. The hyperbolicity cones for the examples above
are:
(1) Λ++(e) = R
n
++.
(2) Λ++(I) is the cone of positive definite matrices.
(3) Λ++(1, 0, . . . , 0) is the Lorentz cone{
x ∈ Rn : x1 >
√
x22 + · · ·+ x2n
}
.
The following theorem collects a few fundamental facts about hyperbolic poly-
nomials and their hyperbolicity cones. For proofs see [10, 19].
Theorem 1.2 (G˚arding, [10]). Suppose h is hyperbolic with respect to e ∈ Rn.
(1) Λ+(e) and Λ++(e) are convex cones.
(2) Λ++(e) is the connected component of
{x ∈ Rn : h(x) 6= 0}
which contains e.
(3) λmin : R
n → R is a concave function, and λmax : Rn → R is a convex
function.
(4) If e′ ∈ Λ++(e), then h is hyperbolic with respect to e′ and Λ++(e′) =
Λ++(e).
Recall that the lineality space, L(C), of a convex cone C is C∩−C, i.e., the largest
linear space contained in C. It follows that L(Λ+) = {x : λi(x) = 0 for all i}, see
e.g. [19].
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The trace, rank and spectral radius (with respect to e) of x ∈ Rn are defined as
for matrices:
tr(x) =
d∑
i=1
λi(x), rk(x) = #{i : λi(x) 6= 0} and ‖x‖ = max
1≤i≤d
|λi(x)|.
Note that ‖x‖ = max{λmax(x),−λmin(x)} and hence ‖ · ‖ is convex by Theo-
rem 1.2 (3). It follows that ‖ · ‖ is a seminorm and that ‖x‖ = 0 if and only if
x ∈ L(Λ+). Hence ‖ · ‖ is a norm if and only if L(Λ+) = {0}.
The following theorem is a generalization of Theorem 1.1 to hyperbolic polyno-
mials.
Theorem 1.3. Let k ≥ 2 be an integer and ǫ a positive real number. Suppose h is
hyperbolic with respect to e ∈ Rn, and let u1, . . . ,um ∈ Λ+ be such that
rk(ui) ≤ 1 for all 1 ≤ i ≤ m,
tr(ui) ≤ ǫ for all 1 ≤ i ≤ m, and
u1 + u2 + · · ·+ um = e.
Then there is a partition of S1 ∪ S2 ∪ · · · ∪ Sk = [m] such that∥∥∥∥∥∥
∑
i∈Sj
ui
∥∥∥∥∥∥ ≤
1
k
δ(kǫ,m), (1.5)
for each j ∈ [k], where
δ(α,m) :=
(
1− 1
m
+
√
α− 1
m
(
1− 1
m
))2
.
We recover (a slightly improved) Theorem 1.1 when h = det in Theorem 1.3.
2. Compatible families of polynomials
Let f and g be two real–rooted polynomials of degree n− 1 and n, respectively.
We say that f is an interleaver of g if
β1 ≤ α1 ≤ β2 ≤ α2 ≤ · · · ≤ αn−1 ≤ βn,
where α1 ≤ · · · ≤ αn−1 and β1 ≤ · · · ≤ βn are the zeros of f and g, respectively.
A family of polynomials {f1(x), . . . , fm(x)} of real–rooted polynomials of the
same degree and the same sign of leading coefficients is called compatible if it
satisfies any of the equivalent conditions in the next theorem. Theorem 2.1 has
been discovered several times. We refer to [8, Theorem 3.6] for a proof.
Theorem 2.1. Let f1(x), . . . , fm(x) be real–rooted polynomials of the same degree
and with positive leading coefficients. The following are equivalent.
(1) f1(x), . . . , fm(x) have a common interleaver.
(2) for all p1, . . . , pm ≥ 0,
∑
i pi = 1, the polynomial
p1f1(x) + · · ·+ pmfm(x)
is real–rooted.
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Lemma 2.2 ([16]). Let f1, . . . , fm be real–rooted polynomials that have the same
degree and positive leading coefficients, and suppose p1, . . . , pm ≥ 0 sum to one. If
{f1, . . . , fm} is compatible, then for some 1 ≤ i ≤ m with pi > 0 the largest zero of
fi is smaller or equal to the largest zero of the polynomial
f = p1f1 + p2f2 + · · ·+ pmfm.
Proof. If α is the largest zero of the common interleaver, then fi(α) ≤ 0 for all i, so
that the largest zero, β, of f(x) is located in the interval [α,∞), as are the largest
zeros of fi for each 1 ≤ i ≤ m. Since f(β) = 0, there is an index i with pi > 0 such
that fi(β) ≥ 0. Hence the largest zero of fi is at most β. 
Definition 2.1. Suppose S1, . . . , Sm are finite sets. A family of polynomials,
{f(s; t)}s∈S1×···×Sm , for which all non-zero members are of the same degree and
have the same signs of their leading coefficients is called compatible if for all
choices of independent random variables X1 ∈ S1, . . . ,Xm ∈ Sm, the polynomial
Ef(X1, . . . ,Xn; t) is real–rooted.
The notion of compatible families of polynomials is less general than that of
interlacing families of polynomials in [16, 17]. However since all families appearing
here (and in [16, 17]) are compatible we find it more convenient to work with these.
The following theorem is in essence from [16].
Theorem 2.3. Let {f(s; t)}s∈S1×···×Sm be a compatible family, and let X1 ∈
S1, . . . ,Xm ∈ Sm be independent random variables such that Ef(X1, . . . ,Xm; t) 6≡ 0.
Then there is a tuple s = (s1, . . . , sn) ∈ S1× · · · × Sm, with P[Xi = si] > 0 for each
1 ≤ i ≤ m, such that the largest zero of f(s1, . . . , sm; t) is smaller or equal to the
largest zero of Ef(X1, . . . ,Xm; t).
Proof. The proof is by induction over m. The case when m = 1 is Lemma 2.2, so
suppose m > 1. If Sm = {c1, . . . , ck}, then
Ef(X1, . . . ,Xm; t) =
k∑
i=1
qiEf(X1, . . . ,Xm−1, ci; t),
for some qi ≥ 0. However
k∑
i=1
piEf(X1, . . . ,Xm−1, ci; t)
is real–rooted for all choices of pi ≥ 0 such that
∑
i pi = 1. By Lemma 2.2 and
Theorem 2.1 there is an index j with qj > 0 such that Ef(X1, . . . ,Xm−1, cj ; t) 6≡ 0
and such that the largest zero of Ef(X1, . . . ,Xm−1, cj ; t) is no larger than the largest
zero of Ef(X1, . . . ,Xm; t). The theorem now follows by induction. 
3. Mixed hyperbolic polynomials
Recall that the directional derivative of h(x) ∈ R[x1, . . . , xn] with respect to
v = (v1, . . . , vn)
T ∈ Rn is defined as
Dvh(x) :=
n∑
k=0
vk
∂h
∂xk
(x),
and note that
(Dvh)(x + tv) =
d
dt
h(x+ tv). (3.1)
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If h is hyperbolic with respect to e, then
tr(v) =
Dvh(e)
h(e)
,
by (1.2). Hence v→ tr(v) is linear.
The following theorem is essentially known, see e.g. [2, 10, 19]. However we need
slightly more general results, so we provide proofs below, when necessary.
Theorem 3.1. Let h be a hyperbolic polynomial and let v ∈ Λ+ be such that
Dvh 6≡ 0. Then
(1) Dvh is hyperbolic with hyperbolicity cone containing Λ++.
(2) The polynomial h(x)− yDvh(x) ∈ R[x1, . . . , xn, y] is hyperbolic with hyper-
bolicity cone containing Λ++ × {y : y ≤ 0}.
(3) The rational function
x 7→ h(x)
Dvh(x)
is concave on Λ++.
Proof. (1). See [5, Lemma 4].
(2). The polynomial h(x)y is hyperbolic with hyperbolicity cone containing
Λ++ × {y : y < 0}. Hence so is H(x, y) := D(v,−1)h(x)y = h(x) − yDvh(x) by
(1). Since H(e′, 0) = h(e′) 6= 0 for each e′ ∈ Λ++, we see that also Λ++ × {0} is a
subset of the hyperbolicity cone (by Theorem 1.2 (2)) of H .
(3). If x ∈ Λ++, then (by Theorem 1.2 (2)) (x, y) is in the closure of the
hyperbolicity cone of H(x, y) if and only if
y ≤ h(x)
Dvh(x)
.
Since hyperbolicity cones are convex
y1 ≤ h(x1)
Dvh(x1)
and y2 ≤ h(x2)
Dvh(x2)
imply y1 + y2 ≤ h(x1 + x2)
Dvh(x1 + x2)
,
for all x1,x2 ∈ Λ++, from which (3) follows. 
Lemma 3.2. Let h be hyperbolic with hyperbolicity cone Λ++ ⊆ Rn. The rank
function does not depend on the choice of e ∈ Λ++, and
rk(v) = max{k : Dk
v
h 6≡ 0}, for all v ∈ Rn.
Proof. That the rank does not depend on the choice of e ∈ Λ++ is known, see [19,
Prop. 22] or [4, Lemma 4.4].
By (3.1)
h(x− yv) =
(
∞∑
k=0
(−y)kDk
v
k!
)
h(x). (3.2)
Thus
h(e− tv) = h(e)
d∏
j=1
(1− tλj(v)) =
d∑
k=0
(−1)kD
k
vh(e)
k!
tk,
and hence rk(v) = deg h(e− tv) = max{k : Dkvh(e) 6= 0}. Since the rank does not
depend on the choice of e ∈ Λ++, if Dk+1v h(e) = Dk+2v h(e) = · · · = 0 for some
e ∈ Λ++, then Dk+1v h(e′) = Dk+2v h(e′) = · · · = 0 for all e′ ∈ Λ++. Since Λ++ has
non-empty interior this means Dk+1v h ≡ 0. 
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If h(x) ∈ R[x1, . . . , xn] and v1, . . . ,vm ∈ Rn let h[v1, . . . ,vm] be the polynomial
in R[x1, . . . , xn, y1, . . . , ym] defined by
h[v1, . . . ,vm] =
m∏
j=1
(
1− yjDvj
)
h(x).
By iterating Theorem 3.1 (2) we get:
Theorem 3.3. If h(x) is hyperbolic with hyperbolicity cone Λ++ and v1, . . . ,vm ∈
Λ+, then h[v1, . . . ,vm] is hyperbolic with hyperbolicity cone containing Λ++ ×
(−Rm+ ), where R+ := [0,∞).
Lemma 3.4. Suppose h is hyperbolic. If v1, . . . ,vm ∈ Λ+ have rank at most one,
then
h[v1, . . . ,vm] = h(x− y1v1 − · · · − ymvm).
Proof. If v has rank at most one, then Dkvh ≡ 0 for all k ≥ 2 by Lemma 3.2. Hence,
by (3.2),
h(x− yv) =
(
∞∑
k=0
(−y)kDkv
k!
)
h(x) = (1− yDv)h(x),
from which the lemma follows. 
Note that (v1, . . . ,vm) 7→ h[v1, . . . ,vm] is affine linear in each coordinate, i.e.,
for all p ∈ R and 1 ≤ i ≤ m:
h[v1, . . . , (1− p)vi + pv′i, . . . ,vm]
=(1 − p)h[v1, . . . ,vi, . . . ,vm] + ph[v1, . . . ,v′i, . . . ,vm].
Hence if X1, . . . ,Xm are independent random variables in R
n, then
Eh[X1, . . . ,Xm] = h[EX1, . . . ,EXm]. (3.3)
Theorem 3.5. Let h(x) be hyperbolic with respect to e ∈ Rn, let V1, . . . , Vm be finite
sets of vectors in Λ+, and let w ∈ Rn+m. For V = (v1, . . . ,vm) ∈ V1 × · · · × Vm,
let
f(V; t) := h[v1, . . . ,vm](te+w).
Then {f(V; t)}V∈V1×···×Vm is a compatible family.
In particular if in addition all vectors in V1 ∪ · · · ∪ Vm have rank at most one,
and
g(V; t) := h(te+w − α1v1 − · · · − αmvm),
where w ∈ Rn and (α1, . . . , αm) ∈ Rm, then {g(V; t)}V∈V1×···×Vm is a compatible
family.
Proof. Let X1 ∈ V1, . . . ,Xm ∈ Vm be independent random variables. Then the poly-
nomial Eh[X1, . . . ,Xm] = h[EX1, . . . ,EXm] is hyperbolic with respect to (e, 0, . . . , 0)
by Theorem 3.3 (since Evi ∈ Λ+ for all i by convexity). In particular the polynomial
Ef(X1, . . . ,Xm; t) is real–rooted.
The second assertion is an immediate consequence of the first combined with
Lemma 3.4.

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4. Bounds on zeros of mixed characteristic polynomials
To prove Theorem 5.1, we want to bound the zeros of the mixed characteristic
polynomial
t 7→ h[v1, . . . ,vm](te+ 1), (4.1)
where h is hyperbolic with respect to e ∈ Rn, 1 ∈ Rm is the all ones vector, and
v1, . . . ,vm ∈ Λ+(e) satisfy v1 + · · ·+ vm = e and tr(vi) ≤ ǫ for all 1 ≤ i ≤ m.
Remark 4.1. Note that a real number ρ is larger than the maximum zero of (4.1)
if and only if ρe+ 1 is in the hyperbolicity cone Γ++ of h[v1, . . . ,vm]. Hence the
maximal zero of (4.1) is equal to
inf{ρ > 0 : ρe+ 1 ∈ Γ++}.
For the remainder of this section, let h ∈ R[x1, . . . , xn] be hyperbolic with respect
to e, and let v1, . . . ,vm ∈ Λ++. To enhance readability in the computations to
come, let ∂j := Dvj and
ξj [g] :=
g
∂jg
.
Note that a continuously differentiable concave function f : (0,∞)→ R satisfies
f(t+ δ) ≥ f(t) + δf ′(t+ δ), for all δ ≥ 0.
Hence by Theorem 3.1
ξi[h](x+ δvj) ≥ ξi[h](x) + δ∂jξi[h](x+ δvj) (4.2)
for all x ∈ Λ+ and δ ≥ 0. The following elementary identity is left for the reader
to verify.
Lemma 4.2.
ξi[h− ∂jh] = ξi[h]− ∂jξi[h] · ξj [∂ih]
ξj [∂ih]− 1 .
Lemma 4.3. If x ∈ Λ++, 1 ≤ i, j ≤ n, δ > 1 and
ξj [h](x) ≥ δ
δ − 1 ,
then
ξi[h− ∂jh](x+ δvj) ≥ ξi[h](x).
Proof. Since ξi[h] is concave on Λ++ (Theorem 3.1 (3)) and homogeneous of degree
one:
ξi[h](z+ δvj)− ξi[h](z)
δ
≥ ξi[h](vj), for all z ∈ Λ++.
Hence
∂jξi[h](z) ≥ ξi[h](vj) ≥ 0, for all z ∈ Λ++. (4.3)
If z ∈ Λ++, then (by Theorem 1.2 (2)) (z, t) is in the closure of the hyperbolicity
cone of h− y∂jh if and only if t ≤ ξj [h](z). By Theorem 3.1 the polynomial
D(vi,0)(h− y∂jh) = ∂ih− y∂j∂ih
is hyperbolic with hyperbolicity cone containing the hyperbolicity cone of h−y∂jh.
Hence if z ∈ Λ++ and t ≤ ξj [h](z), then t ≤ ξj [∂ih](z), and thus
ξj [∂ih](z) ≥ ξj [h](z), for all z ∈ Λ++. (4.4)
HYPERBOLIC POLYNOMIALS AND THE M–S–S THEOREM 9
Let x be as in the statement of the lemma. By Lemma 4.2 and (4.2)
ξi[h− ∂jh](x+ δvj)− ξi[h](x) = ξi[h](x+ δvj)− ξi[h](x)− ∂jξi[h] · ξj [∂ih]
ξj [∂ih]− 1 (x+ δvj)
≥ ∂jξi[h](x+ δvj)
(
δ − ξj [∂ih](x+ δvj)
ξj [∂ih](x+ δvj)− 1
)
≥ ξi[h](vj)
(
δ − δ/(δ − 1)
δ/(δ − 1)− 1
)
= 0,
where the last inequality follows from (4.3), (4.4) and the concavity of z→ ξj [h](z).

Consider Rn+m = Rn ⊕ Rm and let e1, . . . , em be the standard bases of Rm
(inside Rn ⊕ Rm).
Corollary 4.4. Suppose h is hyperbolic with respect to e ∈ Rn, and let Γ+ be the
(closed) hyperbolicity cone of h[v1, . . . ,vm], where v1, . . . ,vm ∈ Λ+(e). Suppose
ti, tj > 1 and x ∈ Λ+(e) are such that
x+ tkek ∈ Γ+, for k ∈ {i, j}.
Then
x+
tj
tj − 1vj + ej + tiei ∈ Γ+.
Moreover if x+ tkek ∈ Γ+ for all k ∈ [m], then
x+
(
1− 1
m
) m∑
i=1
ti
ti − 1vi +
(
1− 1
m
) m∑
i=1
ei +
1
m
m∑
i=1
tiei ∈ Γ+.
Proof. By continuity we may assume x,v1, . . . ,vm ∈ Λ++(e). Let δk = tk/(tk−1).
Then
x+ tkek ∈ Γ+ if and only if ξk[h] ≥ δk
δk − 1 .
Also ξi[h− ∂jh](x+ δjvj) ≥ δi/(δi − 1) is equivalent to
x+ δjvj + ej +
δi
δi − 1ei ∈ Γ+.
Hence the first part follows from Lemma 4.3.
Suppose x+ tkek ∈ Γ+ for all k ∈ [m]. Since x+ se1,v1 ∈ Γ+ for all s ≤ t1, the
vector
x′ := x+
t1
t1 − 1v1 + e1
is in the hyperbolicity cone of (1−y1Dv1)h. By the first part we have x′+t2e2,x′+
t3e3 ∈ Γ+. Hence we may apply the first part of the theorem with h replaced by
(1− y1Dv1)h to conclude
x′ +
t2
t2 − 1v2 + e2 + t3e3 = x+
t1
t1 − 1v1 +
t2
t2 − 1v2 + e1 + e2 + t3e3 ∈ Γ+.
By continuing this procedure with different orderings we may conclude that
x+
(
m∑
i=1
ti
ti − 1vi
)
− tj
tj − 1vj +
(
m∑
i=1
ei
)
− ej + tjej ∈ Γ+,
for each 1 ≤ j ≤ m. The second part now follows from convexity of Γ+ upon taking
the convex sum of these vectors. 
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Theorem 4.5. Suppose h is hyperbolic with respect to e ∈ Rn and suppose v1, . . . ,vm ∈
Λ+(e) are such that e = v1+ · · ·+vm, where tr(vj) ≤ ǫ for each 1 ≤ j ≤ m. Then
the largest zero of the polynomial
t 7→ h[v1, . . . ,vm](te+ 1)
is at most
δ(ǫ,m) :=
(
1− 1
m
+
√
ǫ− 1
m
(
1− 1
m
))2
.
Proof. Let t > 1 and set x = ǫte and ti = t for 1 ≤ i ≤ m. Then x + tiei =
t(ǫe+ ei) ∈ Λ+ since
h[v1, . . . ,vm](ǫe+ ei) = ǫh(e)−Dvih(e) = h(e)(ǫ− tr(vi)) ≥ 0.
Apply Corollary 4.4 to conclude that for each t > 1:(
ǫt+
(
1− 1
m
)
t
t− 1
)
e+
(
1− 1
m
+
t
m
)
1 ∈ Γ+.
Hence by (the homogeneity of Γ+ and) Remark 4.1, the maximal zero is at most
inf
{
ǫt+
(
1− 1
m
)
t
t−1
1− 1
m
+ t
m
: t > 1
}
.
It is a simple exercise to deduce that the infimum is exactly what is displayed in
the statement of the theorem. 
5. Proof of Theorem 1.3
To prove Theorem 1.3 we use the following theorem which for h = det appears
in [16, 17]:
Theorem 5.1. Suppose h is hyperbolic with respect to e. Let X1, . . . ,Xm be inde-
pendent random vectors in Λ+ of rank at most one and with finite supports such
that
E
m∑
i=1
Xi = e, (5.1)
and
tr(EXi) ≤ ǫ for all 1 ≤ i ≤ m. (5.2)
Then
P
[
λmax
(
m∑
i=1
Xi
)
≤ δ(ǫ,m)
]
> 0. (5.3)
Proof. Let Vi be the support of Xi, for each 1 ≤ i ≤ m. By Theorem 3.5, the family
{h(te− v1 − · · · − vm)}vi∈Vi
is compatible. By Theorem 2.3 there are vectors vi ∈ Vi, 1 ≤ i ≤ m, such that the
largest zero of h(te− v1 − . . .− vm) is smaller or equal to the largest zero of
Eh(te− X1 − · · · − Xm) = Eh[X1, . . . ,Xm](te+ 1) = h[EX1, . . . ,EXm](te+ 1).
The theorem now follows from Theorem 4.5. 
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Proof of Theorem 1.3. For 1 ≤ i ≤ k, let xi = (xi1, . . . , xin) where y = {xij : 1 ≤
i ≤ k, 1 ≤ j ≤ k} are independent variables. Consider the polynomial
g(y) = h(x1)h(x2) · · ·h(xk) ∈ R[y],
which is hyperbolic with respect to e1 ⊕ · · · ⊕ ek, where ei is a copy of e in the
variables xi, for all 1 ≤ i ≤ k. The hyperbolicity cone of g is the direct sum
Λ+ := Λ+(e
1)⊕ · · · ⊕Λ+(ek), where Λ+(ei) is a copy of Λ+(e) in the variables xi,
for all 1 ≤ i ≤ k.
Let X1, . . . ,Xm be independent random vectors in Λ+ such that for all 1 ≤ i ≤ k
and 1 ≤ j ≤ m:
P
[
Xj = ku
i
j
]
=
1
k
,
where ui1, . . . ,u
i
m are copies in Λ+(e
i) of u1, . . . ,um. Then
EXj = u
1
j ⊕ u2j ⊕ · · · ⊕ ukj ,
tr(EXj) = k tr(uj) ≤ kǫ, and
E
m∑
j=1
Xj = e
1 ⊕ · · · ⊕ ek,
for all 1 ≤ j ≤ k. By Theorem 5.1 there is a partition S1 ∪ · · · ∪Sk = [m] such that
λmax
(∑
i∈S1
ku1i + · · ·+
∑
i∈Sk
kuki
)
≤ δ(kǫ,m).
However
λmax
(∑
i∈S1
ku1i + · · ·+
∑
i∈Sk
kuki
)
= k max
1≤j≤k
λmax

∑
i∈Sj
u
j
i

 = k max
1≤j≤k
λmax

∑
i∈Sj
ui

 ,
and the theorem follows. 
6. On a conjecture on the optimal bound
We have seen that the core of the proof of Theorem 1.3 is to bound the zeros of
mixed characteristic polynomials. To achieve better bounds in Theorem 1.3 we are
therefore motivated to look closer at the following problem.
Problem 1. Let h be a polynomial of degree d which is hyperbolic with respect to
e, and let ǫ > 0 and m ∈ Z+ be given. Determine the largest possible maximal zero,
ρ = ρ(h, e, ǫ,m), of mixed characteristic polynomials:
χ[v1, . . . ,vm](t) := h[v1, . . . ,vm](te+ 1)
subject to the conditions
(1) v1, . . . ,vm ∈ Λ+,
(2) v1 + · · ·+ vm = e, and
(3) tr(vi) ≤ ǫ for all 1 ≤ i ≤ m.
The following conjecture was made by Marcus et al. [17] in the case when h =
det, but we take the liberty to extend the conjecture to any hyperbolic polynomial.
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Conjecture 6.1. The maximal zero in Problem 1 is achieved for
v1 = · · · = vk = ǫ
d
e,vk+1 =
(
1− k
d
ǫ
)
e,vk+2 = vk+3 = · · · = vm = 0,
where k = ⌊d/ǫ⌋.
We will prove here that Conjecture 6.1 is equivalent to the following seemingly
weaker conjecture.
Conjecture 6.2. The maximal zero in Problem 1 is achieved for some v1, . . . ,vm
where vi ∈ Λ++ ∪ {0} for each i ∈ [m].
We start by proving that there is a solution to Problem 1 for which the vi’s have
correct traces, i.e., as those in Conjecture 6.1. By a “solution” to Problem 1 we
mean a list of vectors v1, . . . ,vm, as in Problem 1, which realize the maximal zero.
First a useful lemma.
Lemma 6.3. Suppose u,v,w ∈ Λ+. Then
(DuDvh(w))
2 ≥ D2
u
h(w) ·D2
v
h(w),
and hence
DuDvh(w) ≥ min{D2uh(w), D2vh(w)}.
Proof. By continuity we may assume u,v,w ∈ Λ++. Then the polynomial
g(x, y, z) := h(xu+ yv + zw) = h(w)zd +
(
Duh(w)x +Dvh(w)y
)
zd−1+
+
(
DuDvh(w)xy +
1
2
D2uh(w)x
2 +
1
2
D2vh(w)y
2
)
zd−2 + · · ·
is hyperbolic with hyperbolicity cone containing the positive orthant. By Theorem
3.1 (1) so is ∂d−2g/∂zd−2, and hence the polynomial
2
∂d−2g
∂zd−2
(
(1, 0, 0) + t(0, 0, 1)
)
= D2uh(w) + 2DuDvh(w)t+D
2
vh(w)t
2
is real–rooted. Thus its discriminant is nonnegative, which yields the desired in-
equality. 
Proposition 6.4. There is a solution to Problem 1 such that all but at most one
of the vi’s have trace either zero or ǫ.
Moreover, if there is a solution to Problem 1 which satisfies the condition in
Conjecture 6.2, then there is such a solution such that all but at most one of the
vi’s have trace either zero or ǫ.
Proof. Let v1, . . . ,vm be a solution to Problem 1, and let ρ be the maximal zero.
Suppose 0 < tr(v1), tr(v2) < ǫ. By Remark 4.1 ρe+1 is in the hyperbolicity cone Γ+
of h[v1, . . . ,vm]. Since also −e1,−e2 ∈ Γ+ we have w := ρe+1−e1−e2 ∈ Γ+, and
hence w is in the (closed) hyperbolicity cone of g = h[v3, . . . ,vm]. By Lemma 6.3
we may assume
Dv1Dv2g(w) ≥ D2v1g(w) ≥ 0,
since otherwise change the indices 1 and 2. For
0 ≤ s ≤ min
{
1,
ǫ− tr(v2)
tr(v1)
}
,
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we have (since (1−Dv1)(1 −Dv2)g(w) = 0):
h[v1 − sv1,v2 + sv1,v3, . . . ,vm](ρe+ 1)
=− s(Dv1Dv2g(w)−D2v1g(w))− s2D2v1g(w) ≤ 0.
Hence the maximal zero of χ[v1 − sv1,v2 + sv1,v3, . . . ,vm](t) is at least ρ, and
since ρ is the largest possible maximal zero
χ[v1 − sv1,v2 + sv1,v3, . . . ,vm](ρ) = 0.
We may therefore alter v1,v2 so that either v1 = 0 or tr(v2) = ǫ, while retaining
the maximal zero ρ. Continuing this process we arrive at a solution of the desired
form. 
Lemma 6.5. Suppose v1, . . . ,vm is a solution to Problem 1 such that tr(v1) =
tr(v2) and v1,v2 ∈ Λ++. Then (v1 + v2)/2, (v1 + v2)/2,v3, . . . ,vm is also a
solution to Problem 1.
Proof. Let v1(s) = (1− s)v1 + sv2 and v2(s) = (1− s)v2 + sv1. Then tr(v1(s)) =
tr(v2(s)) = tr(v1), v1(s) + v2(s) = v1 + v2, and v1(s),v2(s) ∈ Λ++ for all s ∈
(−δ, 1 + δ) for some δ > 0. Let ρ be the maximal zero in Problem 1. Then the
function
(−δ, 1 + δ) ∋ s 7→ χ[v1(s),v2(s),v3, . . . ,vm](ρ)
is a degree at most two polynomial which has local minima at s = 0 and s = 1.
Hence this function is identically zero, and thus
χ[v1(1/2),v2(1/2),v3, . . . ,vm](ρ) = 0
as desired. 
Remark 6.6. Suppose v1, . . . ,vm is a solution to Problem 1 such that v1, . . . ,vk ∈
Λ++ all have the same trace, and let
v =
1
k
(v1 + · · ·+ vk).
By applying Lemma 6.5 infinitely many times (and invoking Hurwitz’ theorem on
the continuity of zeros) we see that also v, . . . ,v,vk+1, . . . ,vm is a solution to
Problem 1.
Clearly Conjecture 6.1 implies Conjecture 6.2. To prove the other implication
assume Conjecture 6.2. Then by Proposition 6.4 and Remark 6.6 we may assume
that we have a solution of the form v1, . . . ,vm, where v1 = · · · = vk = v, vk+1 =
e − kv, vk+2 = · · · = vm = 0, and where v, e − kv ∈ Λ++ and tr(v) = ǫ and
0 < d− kǫ = tr(e− kv) < ǫ. Hence we want to maximize the largest zero of
gv(t) := (1 −Dv)k(1 −De + kDv)h(te) (6.1)
where
(a) v, e− kv ∈ Λ++
(b) tr(v) = ǫ, where 0 < d− kǫ < ǫ.
Let I ⊆ R be an interval. We say that a univariate polynomial is I–rooted if all its
zeros lie in I.
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Lemma 6.7. Let gv(t) be given by (6.1). Then gv(t) = Tk,d(h(te − v)) where
Tk,d : R[t]→ R[t] is the linear operator defined by
Tk,d

∑
j≥0
ajt
j

 = − d∑
j=0
(
j + 1
k + 1
aj+1 + (d− 1− j)aj
)
(d− j)!
(
k + 1
d− j
)
tj .
Moreover if f is a [0, 1/k]–rooted polynomial of degree d, then Tk,d(f) is real–rooted.
Proof. By (3.2)
h(te− v) =
d∑
j=0
(−1)j 1
j!
Djvh(e)t
d−j =:
∑
j≥0
ajt
j. (6.2)
Note thatDjvh(te) = D
j
vh(e)t
d−j andDjvDeh(te) = DeD
j
vh(te) = (d−j)Djvh(e)td−j−1.
Expanding (6.1) and comparing coefficients with (6.2) one sees that gv(t) = Tk,d(h(te−
v).
To prove the final statement of the lemma we may by Hurwitz’ theorem on
the continuity of zeros assume that f is a (0, 1/k)–rooted polynomial of degree
d. We may choose a hyperbolic degree d polynomial h and a vector v such that
f(t) = h(te − v), for example h(x, y) = (−y)df(−x/y), e = (1, 0) and v = (0, 1).
Then v ∈ Λ++ and w = e− kv ∈ Λ++ by e.g. (1.4). Hence
Tk,d(f)(t) = χ[v,v, . . . ,v,w](t)
is real–rooted. 
The trace, tr(f), of a non-constant polynomial is the sum of the the zeros of f
(counted with multiplicity). Let Md be the affine space of all monic real polyno-
mials of degree d.
Lemma 6.8. Let T : Md → Mm be an affine linear operator, and let ǫ > 0.
Suppose T sends [a, b]–rooted polynomials to real–rooted polynomials. Consider the
problem of maximizing the largest zero of T (f) over all [a, b]–rooted polynomials
f ∈ Md with tr(f) = ǫ. Then this (maximal) zero is achieved for some T (f),
where f has at most one distinct zero in (a, b).
Moreover, if the maximal zero above is achieved for some T (f), where f ∈ Md
is (a, b)–rooted, then the maximal zero is also achieved for T ((t− ǫ/d)d).
Proof. Let A = A(a, b, d, ǫ) be the set of all [a, b]–rooted polynomials f ∈Md with
tr(f) = ǫ. Note that continuity, compactness and Hurwitz’ theorem the maximum
zero (say ρ) is achieved for some T (f), where f ∈ A. We argue that we may move
zeros of f to the boundary of [a, b], while retaining tr(f) and the maximal zero of
T (f) as long as f has at least two distinct zeros in (a, b).
Suppose a < α < β < b are two zeros of f ∈ A and that the maximal zero is
realized for T (f). For 0 < |s| ≤ min(b− β, α− a, β − α), let
fs(x) :=
(x − α− s)(x − β + s)
(x− α)(x − β) f(x),
and note that fs ∈ A and
f = (1 − θ)fs + θf−s, where θ = 1
2
(
1− s
β − α
)
∈ [0, 1].
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By assumption T (fs)(ρ) ≥ 0. Since 0 = T (f)(ρ) = (1−θ)T (fs)(ρ)+θT (f−s)(ρ), we
conclude that T (fs)(ρ) = T (f−s)(ρ) = 0. Hence the maximal zero ρ is realized also
for T (fs) where s = −min(b − β, α − a, β − α). By possible iterating this process
a few times we will have moved at least one interior zero to the boundary. We can
continue until there is at most one distinct zero in (a, b).
Suppose the maximal zero ρ above is achieved for some f ∈ Md which is (a, b)–
rooted. Then ρ is also attained for the same problem when we replace [a, b] by [r, s]
where a < r < s < b and r − a and b− s are sufficiently small. Hence, by what we
have just proved, for each such r, s there are nonnegative integers i, j with i+ j ≤ d
such that
T
(
(t− r)i(t− s)j
(
t− ǫ− ir − js
d− i− j
)d−i−j)
(ρ) = 0. (6.3)
The left–hand–side of (6.3) is a polynomial, say Pi,j(r, s) ∈ R[r, s]. Hence the
polynomial
∏
i,j Pi,j(r, s), where the product is over all i, j which are realized for
some such r, s, vanishes on a set with nonempty interior, so it is identically zero.
Hence Pi,j(r, s) ≡ 0 for some i, j. But then 0 = Pi,j(ǫ/d, ǫ/d) = T ((t− ǫ/d)d)(ρ) as
desired. 
We may now finish the proof of that Conjecture 6.2 implies Conjecture 6.1. It
remains to prove that the largest possible zero of gv(t), where v satisfies (a) and
(b) above is achieved when h(te−v) = (t− ǫ/d)d, assuming (we assume Conjecture
6.2) that the maximum is achieved for some v where h(te − v) is (0, 1/k)–rooted.
By e.g. considering h = det on d×d–matrices this is equivalent to proving that the
maximal zero of Tk,d(f) where f ranges over all monic [0, 1/k]–rooted polynomials
of degree d with trace ǫ is achieved when f = (t− ǫ/d)d, under the assumption that
the maximal zero is achieved for some (0, 1/k)–rooted f . This follows from the last
part of Lemma 6.8.
7. Sharpness of the bound in Theorem 1.3
We will in this section use results known about the asymptotic behavior of the
largest zero of Jacobi polynomials to see that the bound in Theorem 1.3 is close to
being optimal.
Consider the degree d elementary symmetric polynomial in mk variables:
ed(x1, . . . , xmk) =
∑
|S|=d
∏
i∈S
xi,
which is hyperbolic with respect to the all ones vector 1 ∈ Rmk, see e.g. [5, 6].
Since the coefficients of ed(x) are nonnegative, its hyperbolicity cone contains the
positive orthant. If ei denotes the ith standard basis vector, then
tr(ei) =
d
mk
, rk(ei) = 1 and e1 + · · ·+ emk = 1,
for all 1 ≤ i ≤ mk. By symmetry, the partition
S1 = {1, . . . ,m}, S2 = {m+ 1, . . . , 2m}, . . . , Sk = {(k − 1)m+ 1, . . . , km}
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minimizes the bound in (1.5). Now
ed
(
t1−
∑
i∈S1
ei
)
=
∑
|A|=d
(t− 1)|A∩S1|td−|A∩S1|
=
d∑
j=0
(
m(k − 1)
j
)(
m
d− j
)
(t− 1)d−jtj
= P
(mk−m−d,m−d)
d (2t− 1),
where P
(α,β)
k (t) is a Jacobi polynomial. The asymptotic behavior of the largest zero
of Jacobi polynomials is well studied, see e.g. [13, 15]. For example, if αd, βd > −1
satisfy
αd
αd + βd + 2d
→ a and βd
αd + βd + 2d
→ b as d→∞,
then the largest zero of P
(αd,βd)
d (t) converges to
b2 − a2 +
√
(a2 + b2 − 1)2 − 4a2b2, (7.1)
as d→∞, see [13, Theorem 8].
Fix ǫ and k, and let m := m(d) = ⌈d/(ǫk)⌉ and αd = mk − m − d, βd =
m− d. Then a = 1 − 1/k − ǫ and b = 1/k − ǫ, and so by (7.1) the largest zero of
P
(αd,βd)
d (2t− 1) converges to
1
k
+ ǫ
k − 2
k
+ 2
√
k − 1
k
√
ǫ− ǫ2,
which should be compared to the bound achieved by Theorem 1.3 (as m→∞):
1
k
+ ǫ+ 2
√
k
k
√
ǫ.
We conclude:
Proposition 7.1. There is no version of Theorem 1.3 with an (m, d-independent)
bound in the right–hand–side of (1.5) which is smaller than
1
k
+ ǫ
k − 2
k
+ 2
√
k − 1
k
√
ǫ− ǫ2, (7.2)
for ǫ ≤ 1− 1/k.
Remark 7.2. It is known that if 1 < d < n − 1, then ed(x1, . . . , xn) is not a
determinantal polynomial, i.e., there is no tuple of positive semidefinite matrices
A1, . . . , An such that
ed(x1, . . . , xn) = det(x1A1 + · · ·+ xnAn).
Thus we cannot directly derive an analog of Proposition 7.1 for Theorem 1.1.
8. Consequences for strong Rayleigh measures and weak half-plane
property matroids
A discrete probability measure, µ, on 2[n] is called strong Rayleigh if its multi-
variate partition function
Pµ(x) :=
∑
S⊆[n]
µ({S})
∏
j∈S
xj ,
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is stable, i.e., if Pµ(x) 6= 0 whenever Im(xj) > 0 for all 1 ≤ j ≤ n. Strong Rayleigh
measures were investigated in [3], see also [18, 21]. We shall now reformulate
Theorem 1.3 in terms of strong Rayleigh measures. The measure µ is of constant
sum d if |S| = d whenever µ({S}) 6= 0, i.e., if Pµ(x) is homogeneous of degree d. It
is not hard to see that a constant sum measure µ is strong Rayleigh if and only if
Pµ(x) is hyperbolic with respect to the all ones vector 1 and R
n
+ ⊆ Λ+(1), see [3].
Note that if ei is the ith standard basis vector then
tr(ei) =
∑
S∋i
µ({S}) = P[S : i ∈ S],
where the trace is defined as in the introduction for the hyperbolic polynomial Pµ,
with e = 1. If S ⊆ [n] we write eS :=
∑
i∈S ei. The following theorem is now an
immediate consequence of Theorem 1.3.
Theorem 8.1. Let k ≥ 2 be an integer and ǫ a positive real number. Suppose µ is
a constant sum strong Rayleigh measure on 2[n] such that P[S : i ∈ S] ≤ ǫ for all
1 ≤ i ≤ n. Then there is a partition S1 ∪ · · · ∪ Sk = [n] such that
‖eSi‖ = λmax(eSi) ≤
1
k
δ(kǫ, n)
for each 1 ≤ i ≤ n.
Let us also see that Theorem 1.3 easily follows from Theorem 8.1. Assume the
hypothesis in Theorem 1.3, and form the polynomial
P (x) = h(x1u1 + · · ·+ xmum)/h(e).
It follows that P (x) is hyperbolic with hyperbolicity cone containing the positive
orthant. Since rk(ui) ≤ 1 for all 1 ≤ i ≤ m we may expand P (x) as
P (x) =
∑
S⊆[m]
µ({S})
∏
j∈S
xj ,
where µ({S}) ≥ 0 for all S ⊆ [m]. Since trh(ui) = trP (ei) for all 1 ≤ i ≤ m, the
conclusion in Theorem 1.3 now follows from Theorem 8.1.
The support of µ is {S : µ({S}) > 0}. Choe et al. [6] proved that the support
of a constant sum strong Rayleigh measure is the set of bases of matroid. Such
matroids are called weak half-plane property matroids. The rank function, r, of
such a matroid is given by
r(S) = rk
(∑
i∈S
ei
)
,
where rk is the rank function associated to the hyperbolic polynomial Pµ as defined
in the introduction, see [4, 11]. Edmonds Base Packing Theorem [9] characterizes,
in terms of the rank function, when a matroid contains k disjoint bases. Namely if
and only if
r(S) ≥ d− n− |S|
k
, for all S ⊆ [n],
where r is the rank function of a rank d matroid on n elements. Using Theorem 8.1
we may deduce a sufficient condition (of a totally different form) for a matroid with
the weak half-plane property to have k disjoint bases:
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Theorem 8.2. Let k ≥ 2 be an integer. Suppose µ is a constant sum strong
Rayleigh measure such that
P[S : i ∈ S] ≤
(
1√
k − 1 −
1√
k
)2
for all 1 ≤ i ≤ n. Then the support of µ contains k disjoint bases.
Proof. Suppose tr(ei) ≤ ǫ for all i. Let S1 ∪ · · · ∪ Sk = [n] be a partition afforded
by Theorem 8.1, and let vj =
∑
i∈Sj
ei for each j ∈ [n]. If we can prove that
λmin(vj) > 0, then rk(vj) = rk(1) and so Sj contains a basis. Now, by (1.4),
Theorem 8.1, and the convexity of λmax:
λmin(vj) = 1− λmax(1− vj) = 1− λmax

∑
i6=j
vi


≥ 1−
∑
i6=j
λmax(vi) ≥ 1− k − 1
k
δ(kǫ, n)
> 1− k − 1
k
(
1 +
√
ǫk
)2
.
Hence we want the quantity on the left hand side to be nonnegative, which is
equivalent to
ǫ ≤
(
1√
k − 1 −
1√
k
)2
.

We have not investigated the sharpness of Theorem 8.2, nor if it is possible to
prove analogous versions for arbitrary matroids. For an arbitrary matroid on [n]
one could take the uniform measure on the set of bases of the matroid and define
tr(i) = P[S : i ∈ S]. What trace bounds guarantees the existence of k disjoint
bases?
It would be interesting to see if other theorems on matroids have analogs for
weak half-plane property matroids using Theorem 8.1. Also, can we find continuous
versions of theorems in matroid theory using the analogy that Theorem 1.3 can be
seen as a continuous version of Edmonds Base Packing Theorem?
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