which we estimated future earthquake potential in Italy. Section 3 describes the model and its calibration 87 on the two data sets. We present the earthquake forecasts in section 4 before concluding in section 5. we divided the catalog into two non-overlapping sets: a learning catalog and a testing catalog. In section 
Declustering

159
To estimate the spatial distribution of spontaneous earthquakes, we used the declustering algorithm 
161
As in these prior studies, we set the input parameters to r f act = 8, x k = 0.5, p1 = 0.95, τmin = 1 day and 162 τmax = 5 days. We varied x mef f according to the different learning catalogs we used. As the interaction 163 distance, we used the scaling r = 0. We estimated the density of spontaneous seismicity in each 0.1 by 0.1 degree cell by smoothing the 170 location of each earthquake i with an isotropic adaptive power-law kernel
where di is the adaptive smoothing distance and C(di) is a normalizing factor, so that the integral of
over an infinite area equals 1.
173
We measured the smoothing distance di associated with an earthquake i as the horizontal distance 174 between event i and its kth closest neighbor. The number of neighbors, k, is an adjustable parameter, 175 estimated by optimizing the forecasts (see section 3.3). We imposed di > 0.5 km to account for location 176 uncertainty. The kernel bandwith di thus decreases if the density of seismicity is high at the location ri 177 of the earthquake i, so that we have higher resolution (smaller di) where the density is higher.
178
The density at any point r was estimated by
where N l is the total number of earthquakes in the learning catalog. However, the forecasts are given as 180 an expected number of events in each cell of 0.1 • . We therefore integrated equation (2) over each cell
181
and summed over all contributing earthquakes to obtain the seismicity rate of each cell. 
Optimizing the Spatial Smoothing
183
We estimated the parameter k, the number of neighbors used to compute the smoothing distance di in the total expected number of events, we optimized the normalized spatial density estimate in each cell
188
(ix, iy) using
where Nt is the number of observed target events. The expected number of events for the model µ * thus 190 equals the observed number Nt.
191
The log-likelihood of the model is given by
where n is the number of events that occurred in cell (ix, iy). To adhere to the rules of the CSEP-Italy 193 predictability experiment, we assumed that the probability p of observing n events in cell (ix, iy) given 194 a forecast of µ * (ix, iy) in that cell is given by the Poisson distribution
We built a large set of background models µ * by varying (i) the starting times, end times and magnitude
196
thresholds of the learning and testing catalogs, and (ii) the catalog (either the MIC or the CPTI catalog).
197
We evaluated the performance of each model by calculating its probability gain per target earthquake 198 relative to a model with a uniform spatial density:
where L0 is the log-likelihood of the spatially homogeneous model. We also changed the target periods to test the robustness of the results.
207
In Figure 1 , we show the probability gains per earthquake against the magnitude threshold of the two 
225
Whenever target earthquakes occur in previously active regions, the optimal amount of smoothing is 226 small (k = 1), and the gains tend to be higher (see, e.g., model 13 in Table 1 
231
To calculate the spatial densities for the final forecasts for the predictability experiment (model 20 
Magnitude Distribution
248
We assumed that the cumulative magnitude probability distribution follows a tapered Gutenberg-Richter 
Expected Number of Events
261
The expected number of events per year in each space-magnitude bin (ix, iy, im) was calculated from
where µ * is the normalized spatial background density; P (im) the integrated probability of an earthquake 
268
To obtain five-and ten-year forecasts, we simply multiplied λ by the number of years. Thus, based on 
307
In the future, we would like to make a number of improvements to the model. 
