Time boundary terms and Dirac constraints by Alejandro, Gallardo
ar
X
iv
:1
10
9.
00
53
v2
  [
he
p-
th]
  2
4 N
ov
 20
11
Time boundary terms and Dirac constraints
Alejandro Gallardo
Departamento de F´ısica, Centro de Investigacio´n y de Estudios Avanzados del
Instituto Polite´cnico Nacional, Avenida Instituto Polite´cnico Nacional 2508, San
Pedro Zacatenco, 07360, Gustavo A. Madero, Ciudad de Me´xico, Me´xico.
E-mail: agallardo@fis.cinvestav.mx
Abstract. Time boundary terms usually added to action principles are
systematically handled in the framework of Dirac’s canonical analysis. The
procedure begins with the introduction of the boundary term into the integral
Hamiltonian action and then the resulting action is interpreted as a Lagrangian
one to which Dirac’s method is applied. Once the general theory is developed,
the current procedure is implemented and illustrated in various examples which
are originally endowed with different types of constraints.
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1. Introduction
Time boundary terms are frequently introduced in action principles for both
Lagrangian and Hamiltonian systems. On one hand, boundary terms are needed
to select a complete set of commuting variables which are going to be fixed at the
time boundary and thus, the choice of one of these sets is a motivation for choosing a
particular boundary term or another [1, 2].
On the other hand, in gauge theories with a finite number of degrees of freedom, it
is usual to deal with Hamiltonian action principles which are not fully gauge-invariant
under the gauge transformation generated by their corresponding first-class constraints
and in these cases it is possible to add boundary terms to these actions in such a
way that the resulting action is fully gauge-invariant under the gauge transformation
generated by the first-class constraints involved [1, 2, 3, 4, 5]. This is also the case for
field theory [6, 7].
Independently of the motivation at hand to introduce boundary terms, it would
be useful to have a general formalism or a recipe to handle them in the theoretical
framework of the canonical analysis. The ideas developed in this paper are along this
way of thinking. The procedure, proposed in Ref. [4] some years ago but developed
here for the first time, consists in first to introduce the boundary term into the integral
action and then to interpret the resulting action as a Lagrangian one to which the
canonical analysis can be applied. Such a procedure has the disadvantage of enlarging
the original set of variables but has the advantage of being completely systematic to
handle boundary terms.
2. Theoretical framework
The starting point is a Hamiltonian system described by an action principle of the
form [8, 9, 10]
S[qi, pi, u
a, vα] =
∫ τ2
τ1
dτ
[
q˙ipi −HE
]
, i = 1, ..., N, (1)
where HE = H0 + u
aγa + v
αϕα is the extended Hamiltonian, γa are first-class
constraints (a = 1, ..., A), ϕα are second-class constraints (α = 1, ...,A), and H0 is the
first-class canonical Hamiltonian; u’s and v’s are their respective Lagrange multipliers.
This system has 1
2
(2N −A− 2A) degrees of freedom. Following the ideas mentioned
in the Introduction, a time boundary term is added to the action (1)
S[qi, pi, u
a, vα] =
∫ τ2
τ1
dτ
[
q˙ipi −HE
]
−B(qi, pi) |
τ2
τ1
. (2)
Notice that, by hypothesis, B is explicitly τ -independent. The introduction of the
time boundary term into the action principle yields to
S[qi, pi, u
a, vα] =
∫ τ2
τ1
dτ
[
q˙ipi −HE −
d
dτ
B
]
=
∫ τ2
τ1
dτ
[
q˙ipi −HE −
∂B
∂qi
q˙i −
∂B
∂pi
p˙i
]
. (3)
The next step is to interpret the action (3) as a Lagrangian one and so to define
the momenta (πxµ) = (πqi , πpi , πua , πvα) canonically conjugated to the configuration
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variables (xµ) = (qi, pi, ua, vα), which leads to the following primary constraints
φqi := πqi − pi +
∂B
∂qi
≈ 0, φua := πua ≈ 0,
φpi := πpi +
∂B
∂pi
≈ 0, φvα := πvα ≈ 0. (4)
Performing the Legendre transformation, the canonical Hamiltonian Hc is
computed
Hc = πqi q˙
i + πpi p˙
i + πua u˙
a + πvα v˙
α −
(
q˙ipi −HE −
∂B
∂qi
q˙i −
∂B
∂pi
p˙i
)
= HE . (5)
Therefore, the action principle is promoted to have the following Hamiltonian form
S[xµ, πxµ , λ
µ] :=
∫ τ2
τ1
dτ [x˙µπxµ −Hc − λ
µφµ] , (6)
where λµ are the corresponding Lagrange multipliers. From the variation of the action
of Eq. (6), the dynamical equations
π˙qi = −
∂Hc
∂qi
− λq
j ∂φqj
∂qi
− λp
j ∂φpj
∂qi
,
π˙pi = −
∂Hc
∂pi
− λq
j ∂φqj
∂pi
− λp
j ∂φpj
∂pi
,
π˙ua = − γa,
π˙vα = − ϕα,
x˙µ = λµ, (7)
together with the constraints (4) are obtained. By using the equations of motion, the
evolution of the primary constraints φqi and φpi is computed and it is easy to check
that the Lagrange multipliers associated to these constraints get fixed
λq
i
=
∂HE
∂pi
, λp
i
= −
∂HE
∂qi
, (8)
while the time evolution of φua and φvα produces the following secondary constraints
γa ≈ 0, ϕα ≈ 0. (9)
These constraints are the first- and second-class constraints of the original system.
Since the evolution of the secondary constraints gives us relations among the Lagrange
multipliers λq
i
and λp
i
which strongly vanish after plugging into them the explicit form
for the Lagrange multipliers given in Eq. (8), the process ends and no more constraints
arise.
In order to classify the complete set of constraints (φI) = (φqi , φpi , φua , φvα , γa, ϕα),
their Poisson brackets are computed and expressed in matrix form, namely,
({φI , φJ}) =


0 −δij 0 0 −
∂γb
∂qi
−
∂ϕβ
∂qi
δij 0 0 0 −
∂γb
∂pi
−
∂ϕβ
∂pi
0 0 0 0 0 0
0 0 0 0 0 0
∂γa
∂qj
∂γa
∂pj
0 0 0 0
∂ϕα
∂qj
∂ϕα
∂pj
0 0 0 0


, (10)
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where I, J = 1, ..., 2(N +A+A). This matrix has a vanishing determinant which tells
us that there is at least one first-class constraint. It is easy to check that the matrix
(10) has (2A+A) null vectors which implies that the constraints must be redefined.
By using these null vectors, we build an inverted matrix MI
J in order to define an
equivalent set of constraints, i.e, φ˜I := MI
JφJ [10], namely
φ˜I :=


φua
φvα
δa
φqi
φpi
ϕα


=


0 0 δab 0 0 0
0 0 0 δαβ 0 0
∂γa
∂pj
−∂γa
∂qj
0 0 δab 0
δij 0 0 0 0 0
0 δij 0 0 0 0
0 0 0 0 0 δαβ




φqj
φpj
φub
φvβ
γb
ϕβ


, (11)
where det(MI
J ) = 1. With this equivalent set of constraints the Poisson brackets
among the constraints φ˜I are computed again which implies that
φua := πua ≈ 0, φvα := πvα ≈ 0,
δa := γa +
∂γa
∂pi
φqi −
∂γa
∂qi
φpi ≈ 0, (12)
are e = (2A+A) first-class constraints, (Γe), and that
φqi := πqi − pi +
∂B
∂qi
≈ 0, φpi := πpi +
∂B
∂pi
≈ 0, ϕα ≈ 0, (13)
are ξ = (2N +A) second-class constraints, (χξ).
At this point, it is worth noticing that the second-class constraints ϕα arise from
the time evolution of the first-class constraints φvα . From this fact, we observe that
the system analyzed here belongs to that ones which “ cross the class-line in the con-
straint algorithm ” as was pointed out in [11].
Following Dirac’s method, the first-class Hamiltonian must be built, which can
be achieved by plugging into H = Hc + λ
q
expχq the explicit form for the Lagrange
multipliers λqexp given in Eq. (8). Thus the extended action principle becomes
S[xµ, πxµ , λ
e,Λξ] :=
∫ τ2
τ1
dτ [x˙µπxµ −H − λ
eΓe − Λ
ξχξ]. (14)
Finally, the knowledge of the type of the constraints allows us the computation
of the degrees of freedom for the system, which turns out to be 1
2
[2N −A− 2A] and
it agrees with the original counting.
As was pointed out at the introduction one motivation in order to add boundary
terms is to built action principles which are fully invariant under the gauge
transformation generated by the first-class constraints, therefore we have to analyze
the boundary term which arises from these transformations, such term is given by
M = εe
(
∂Γe
∂πxµ
πxµ − Γe
)
. (15)
where εe are (2A+A) gauge parameters. From the functional form of the constraints
φua and φvα , it is easy to see that they are linear and homogeneous in the momenta
πµ so their corresponding boundary term turns out to be zero. Therefore the unique
contribution to the boundary term M is due to δa, i.e.,
Mδ = ε
a
(
∂γa
∂pi
pi − γa +
∂γa
∂qi
∂B
∂pi
−
∂γa
∂pi
∂B
∂qi
)
. (16)
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Therefore, the extended action could be fully gauge invariant or not depending on
which boundary term, B, had been chosen [4, 5].
In summary, the introduction of a time boundary term into action principle (1)
and the application of the Dirac’s method implies an enlargement of the phase space
and the appearance of second-class constraints which contain the information about
the time boundary.
3. Examples
The general theory is implemented in the following examples.
3.1. Harmonic oscillator without time boundary term
This example is relevant because it illustrates just one part of the whole procedure
developed in last section: the interpretation of the original Hamiltonian action
principle as a Lagrangian one. In other words, there is not a boundary term at
the time boundary.
Thus, the analysis begins with the following Hamiltonian action principle for the
non-relativistic one-dimensional harmonic oscillator
S[q, p] :=
∫ τ2
τ1
dτ
[
pq˙ −
p2
2m
−
1
2
mω2q2
]
, (17)
The system has one physical degree of freedom. Following the framework described in
last section, the integrand is interpreted as a Lagrangian and so from the definition of
the momenta (πxµ) = (πq , πp) canonically conjugate to the coordinates (x
µ) = (q, p),
the primary constraints
φq = πq − p ≈ 0, and φp = πp ≈ 0 (18)
arise. With this information, the canonical Hamiltonian is computed and it turns out
to be Hc =
p2
2m
+ 1
2
mω2q2. Thus, the total action principle becomes
S[xµ, πxµ , λ
µ] =
∫ τ2
τ1
dτ [x˙µπxµ −Hc − λ
µφµ] . (19)
By consistency, the evolution of the constraints (18) is computed which implies that
some of the Lagrange multipliers get fixed
λq =
p
m
and λp = −umω2q, (20)
Therefore, all the Lagrange multipliers has been fixed and so there are no more
constraint. A straightforward computation shows that the Poisson brackets between
the constraints are {φi, φj} = −δij where i, j = 1, 2 and hence (φq, φp) are second-
class constraints. The first-class canonical Hamiltonian becomes H = p
2
2m
− 1
2
mω2q2+
πqp
m
−mω2qπp. The counting of the number of degrees of freedom is
1
2
(2× 2− 2) = 1,
which is in agreement with the original description of the system given by the action
(17).
Finally, due to there are no first-class constraints the boundary term M will not
exist.
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3.2. Parameterized harmonic oscillator with time boundary term
The next example is the parameterized non-relativistic one-dimensional harmonic
oscillator. The example is relevant because on it is seen the role of the boundary term
in the gauge invariance of the action. As starting point, we take the Hamiltonian
action principle for the parameterized non-relativistic one-dimensional harmonic,
S[q, t, pq, pt;u] :=
∫ τ2
τ1
dτ
[
pq˙ + ptt˙−HE
]
, (21)
where the extended Hamiltonian, HE = uγ, is composed by the first-class constraint
γ := pt +
1
2m
(
p2 +m2ω2q2
)
and the Lagrange multiplier u. On the other hand, we
take the boundary term B = B(q, t, p, pt)|
τ2
τ1
. By applying the method, we add this
boundary term to the action principle (21), namely
S[q, t, pq, pt, u] =
∫ τ2
τ1
dτ
[
q˙p+ t˙pt −HE −
dB
dτ
]
. (22)
As next step, the integrand of (22) is interpreted as Lagrangian ones, i.e., L :=
q˙p + t˙pt − u
[
pt +
1
2m
(
p2 +m2ω2q2
)]
− ∂B
∂q
q˙ − ∂B
∂t
t˙ − ∂B
∂p
p˙ − ∂B
∂pt
p˙t. The canonical
analysis starts by the definition of the momenta, πxµ = (πq, πt, πp, πpt , πu), canonically
conjugated to the coordinates, xµ = (q, t, pq, pt, u). From these definitions it is easy
to see that five primary constraints arise
φq := πq − p+
∂B
∂q
≈ 0, φt := πt − pt +
∂B
∂t
≈ 0,
φpt := πpt +
∂B
∂pt
≈ 0, φp := πp +
∂B
∂p
≈ 0,
φu := πu ≈ 0.
(23)
Using this information, the canonical Hamiltonian becomesHc = u
[
pt +
1
2m
(
p2 +m2ω2q2
)]
and the total action principle acquires the form
S[xµ, πxµλ
µ] :=
∫ τ2
τ1
dτ
[
x˙µπxµ −Hc + λ
xµφxµ
]
. (24)
By consistency, the primary constraints are evolved in time and from this it is
straightforward to observe that four Lagrange multipliers are fixed,
λq = u
p
m
, λt = u, λp = −umω2q, λpt = 0, (25)
and that φu generates a secondary constraint
Φ = pt +
1
2m
(
p2 +m2ω2q2
)
≈ 0. (26)
The time evolution of the secondary constraint yields a relationship among the
Lagrange multipliers, which strongly vanishes after plugging into it the explicit values
of the Lagrange multipliers (25), and therefore, no more constraints arise.
The Poisson brackets among the constraints are computed in order to classify
them. From this, it is straightforward to obtain that δ1 := φu and
δ := γ +
p
m
φq + φt −mω
2φp
= πt +
pπq
m
−mω2qπp +
p
m
(
∂B
∂q
−
p
2
)
+mω2q
(
q
2
−
∂B
∂p
)
+
∂B
∂t
(27)
are first-class constraints and that the remaining ones are second-class constraints.
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The first class Hamiltonian is H = uδ. Moreover, the extended action principle
takes the form
S[xµ, πxµ , λ
e,Λξ] :=
∫ τ2
τ1
dτ [x˙µπxµ −H − λ
eΓe − Λ
ξχξ]. (28)
where e = 1, 2 y ξ = 1, ..., 4 . The last step of the procedure is to make the counting
of degrees of freedom which is 1
2
[2(5) − 4 − 2(2)] = 1, this number agrees with the
original system.
As final comment, we will consider the boundary term which arises from the gauge
transformation of the action principle generated by the first-class constraints δ. The
boundary term which arises from the gauge transformation generated by δ is
M = ε
(
∂δ
∂πµ
πµ − δ
)
= ε
[
p
m
(
p
2
−
∂B
∂q
)
−mω2
(
q
2
−
∂B
∂p
)
−
∂B
∂t
]
, (29)
therefore, in the general case, the extended action principle is not fully gauge invariant.
Nevertheless, if the boundary term, B, is chosen to be [2, 4]
B =
1
2
qp, (30)
the extended action principle becomes fully gauge invariant!
3.3. A system originally defined by first-class constraints only
The next example is the system described by the Hamiltonian action principle
S[qi, pi, u
i] :=
∫ τ2
τ1
dτ
[
q˙ipi − u
iγi
]
, i = 1, 2, . . . , N, (31)
where γi := (pi − qi) ≈ 0 are N first-class constraints, u
i are Lagrange multipliers,
and so the system has zero degrees of freedom.
Next, a boundary term is added to the action (31)
S[qi, pi, u
i] =
∫ τ2
τ1
dτ
[
q˙ipi − u
iγi −
dB(q, p)
dτ
]
. (32)
By interpreting the integrand as a Lagrangian function, i.e., L = q˙ipi− u
iγi−
∂B
∂qi
q˙i−
∂B
∂pi
p˙i, the momenta πxµ canonically associated to the coordinates (x
µ) = (qi, pi, u
i)
must be defined from which 3N primary constraints arise
φqi := πqi − pi +
∂B
∂qi
≈ 0, φpi := πpi +
∂B
∂pi
≈ 0, φui := πui ≈ 0. (33)
The computation of the canonical Hamiltonian leads to Hc := u
iγi, and the total
action principle becomes
S[xµ, πxµ , λ
xµ ] =
∫ τ2
τ1
dτ
[
x˙µπxµ −Hc − λ
qiφqi − λ
piφpi − λ
uiφui
]
. (34)
From the evolution of the primary constraints φqi and φpi , the first 2N Lagrange
multipliers are determined
λq
i
= ui, λp
i
= ui, (35)
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while from the evolution of φui , the constraints γi of the original description of the
system (31) appear again, this time as secondary constraints
γi = pi − qi ≈ 0, (36)
whose evolution does not generate additional constraints. A straightforward
computation shows that φui and
δi = γi + φqi − φpi
= πqi − πpi − q
i +
∂B
∂qi
−
∂B
∂pi
(37)
are first-class and that φqi and φpi are second-class. The first-class canonical
Hamiltonian becomes H = uiδi. The last step is to make the counting of the degrees of
freedom of the system, which is 1
2
(2× 3N − 2N − 2× 2N) = 0, that is in agreement
with the original description for the system given by the action (31).
Finally, the boundary term which arises from the gauge transformation generated
by the first-class constraints acquire the form
Mδ = ε
(
∂B
∂pi
−
∂B
∂qi
+ qi
)
. (38)
Thus, the extended action principle will be gauge invariant or not depending on which
boundary term B had be chosen.
3.4. Action for a particle on a sphere S2
Now is considered the “free particle” restricted to move through a sphere, this system
contains second-class constraints due to the restriction of the motion to the sphere.
The system is described by the Hamiltonian action principle [12]
S[qα, pα, v
α] :=
∫ τ2
τ1
dτ [q˙αpα −H0 − v
αϕα], α = 1, . . . , 4, (39)
with (qα) = (x, y, z, u), H0 =
|~p|2
2m
+ u
2
(|~q|2−R2) is the first-class Hamiltonian and R is a
constant; ϕ1 := pu ≈ 0, ϕ2 := |~q|
2 −R2 ≈ 0, ϕ3 := ~q · ~p ≈ 0 and ϕ4 :=
|~p|2
m
− u|~q|2 ≈ 0
are second-class constraints and vα are their respective Lagrange multipliers. The
system has two degrees of freedom. Next, a time boundary term is added to the
action (39)
S[qα, pα, v
α] :=
∫ τ1
τ2
dτ [q˙αpα −H0 − v
αϕα −
d
dτ
B(qα, pα)]. (40)
By interpreting the integrand as a Lagrangian function, the momenta (πxµ) =
(πqα , πpα , πvα) canonically conjugated to the coordinates x
µ = (qα, pα, vα) must be
defined from which twelve primary constraints arise
φqα := πqα − pα +
∂B
∂qα
≈ 0, φpα := πpα +
∂B
∂pα
≈ 0, φvα := πvα ≈ 0, (41)
The computation of the canonical Hamiltonian leads to Hc =
|~p|2
2m
+(u
2
+v2)(|~q|2−
R2) + v1pu + v
3~q · ~p+ v4( |~p|
2
m
− u|~x|2) and the total action principle becomes
S[xµ, πxµ , λ
µ
] :=
∫ τ2
τ1
dτ [q˙µπxµ −Hc − λ
xµφxµ ]. (42)
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By consistency the constraints must be evolved and it is easy to see that the
evolution of φx, . . . , φpu fix the first eight Lagrange multipliers
λq
i
=
pi
m
(1 + 2v4) + qiv3, λp
i
= uqi(2v4 − 1)− 2qiv2 − piv3,
λu = v1, λpu = v4 | ~x |2 −
1
2
(| ~q |2 −R2), (43)
while the time evolution of φuα yield the original constraints from (39), i.e.,
ϕ1 = pu ≈ 0, ϕ2 = |~q|
2 −R2 ≈ 0,
ϕ3 = ~q · ~p ≈ 0, ϕ4 =
| ~p |2
m
− u|~q|2 ≈ 0, (44)
whose evolution give no more constraints. A straightforward computation shows that
φvα are first-class and that the remaining ones are second-class. By using these
information the number of physical degrees of freedom of the system is computes
which turns out to be 1
2
[2(12)−12−2(4)] = 2, which is in agreement with the original
description for the system given by the action (39).
Finally, the first-class constraints φvα of the system are linear and homogeneous
therefore the boundary term which arise from the gauge transformation of the
extended action is zero and hence the system is fully invariant no matter what
boundary term had been chosen.
3.5. Action defined by a time boundary term only
This system is defined by an action principle of the form
S[qi] = B(qi) |τ2τ1 , i = 1, . . . , N. (45)
By introducing the time boundary term into the integral action leads to
S[qi] =
∫ τ2
τ1
dτ
dB
dτ
=
∫ τ2
τ1
dτ
(
∂B
∂qi
q˙i
)
. (46)
The next step is to interpret the action (46) as a Lagrangian one, i.e., the q’s are
interpreted as configuration variables and so Dirac’s method calls for the definition of
their canonically conjugate momenta πqi . Thus, from the definition of the momenta
and the Lagrangian L = ∂B
∂qi
q˙i, the primary constraints
φi := πqi −
∂B
∂qi
≈ 0. (47)
arise. The canonical Hamiltonian Hc = q˙
iπqi − L identically vanishes. On the other
hand, the evolution of the primary constraints is strongly zero and so (47) are first-
class. The Hamiltonian action principle acquires the form
S[qi, πqi , u
i] =
∫ τ2
τ1
dτ
(
q˙iπqi − λ
iφi
)
. (48)
The dynamics of this theory is pure gauge in the sense that the number of physical
degrees of freedom is zero, 1
2
(2N − 2N) = 0, and evolution in τ is the unfolding of
the gauge symmetry.
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By other hand, the boundary term which come from the gauge transformations
generated by the first-class constraints is the following
Mφ = ε
∂B
∂qi
. (49)
By one hand, this example is relevant because it illustrates the role played by
boundary terms only. By other hand, this result can be expressed as follow
Theorem 1 Let M be a m-dimensional manifold with boundary ∂M of dimension
m− 1. Let LB(q
i, q˙i) and LF (q
i) be two Lagrangian functions defined on M and ∂M
respectively, where qi are N coordinates which label the points of the configuration
space. Therefore, if LB such as
LB(q
i, q˙i) =
d
dt
LF (q
i) (50)
then the theory defined by LB is topological.
The theorem is still valid if LF depend on the momenta p
i or the higher n-th
derivative of the coordinates‡ d
nq
dτn
, namely, if the Lagrangian LB can be expressed as
the total derivative of some function LF the number of the degrees of freedom will be
zero, namely the theory always will be topological. This theorem is true for system
with finite numbers of degrees of freedom and as well as for field theories as it is seen
in the appendix and in [15].
4. Concluding remarks
It has been studied how to manage time boundary terms in the theoretical framework
of Dirac’s canonical analysis. The strategy consist in the introduction of the time
boundary term into the action principle, thus enlarging the original set of configuration
variables. The resulting action is interpreted as a Lagrangian one to which the
canonical analysis can be applied. In this approach the time boundary conditions
of the new action principle are on the new full set of configuration variables, as usual.
The information of the boundary term is encoded in the new second-class constraints
as well as in the redefinition of the new first-class constraints.
The approach followed here, can also be applied to the case when the original
action principle is endowed with arbitrary symplectic structures instead of canonical
ones [5].
It is worthwhile to mention that the boundary term added can also include the
original Lagrange multipliers. The analysis in such a case can be carried out following
essentially the same steps made in the current paper.
As final comments, the approach developed here can also be applied to mini-
superspace models (when the space-time has specific symmetries), such as cosmological
models [see, for instance, Ref. [13-19]. Moreover, these way to deal with boundary
term could be applied into the zero-Hamiltonian problem in 2D gravity [20, 21] and
into topological field theories [15]. Finally, the approach developed here can extended
to its complex counterpart and analyze complex canonical transformations [22].
‡ The demonstration of the theorem when LF depends on the higher derivatives of the coordinates
do not has been deployed here because it is out of the spirit of the paper.
Time boundary terms and Dirac constraints 11
Acknowledgments
This work was presented in the parallel session of the 12th Marcel Grossmann Meeting
held in Paris France, 2009. We thank M Montesinos and JD Vergara for very fruitful
discussions on the subject. This work was supported in part by CONACYT, Mexico,
Grant No. 56159-F.
Appendix A. The Stokes’s theorem as a topological field theory
In this appendix we will consider the Stokes theorem in two dimensions as special case
of the theorem 1 for field theory. The Stokes theorem can be read as∫
Mn
dω =
∫
∂Mn
ω, (A.1)
where M n is a n-manifold with boundary, ω is an (n − 1)-form. For the sake of
simplicity, let us consider a 2-manifold M 2. Let (x, y) be local coordinates that label
the points of M 2. Therefore, ω = X(x, y)dx + Y (x, y)dy. By one hand, the Stokes
theorem (A.1) seen as an action principle acquires the form
S[X,Y ] := α
∫
M2
[∂xY (x, y)− ∂yX(x, y)] , (A.2)
where α is the constant of proportionality which absorbs the unities. By other hand,
we consider the parametrization of the coordinates (x, y)
x = x(τ, σ), and y = y(τ, σ). (A.3)
The range of the parameters are τ1 ≤ τ ≤ τ2 and σ1 ≤ σ ≤ σ2, namely, we
parameterize the surface M 2 with a square. Solving the components of (A.2) in
terms of the parameters (τ, σ), we obtain
S[X,Y ] := α
∫
M2
dτ ∧ dσ
(
X˙x′ + Y˙ y′ − y˙Y ′ − x˙X ′
)
. (A.4)
where the dot and the apostrophe denote derivation with respect to τ and σ
respectively.
In order to make the counting of degrees of freedom, the momenta (πi) =
(πX , πY , px, py) canonically associated to the coordinates (q
i) = (X,Y, x, y) must be
defined, and these arise four primary constraints
φX := πX − αx
′ ≈ 0, φY := πY − αy
′ ≈ 0,
φx := px + αX
′ ≈ 0, φx := py + αY
′ ≈ 0. (A.5)
A straightforward computation implies that the canonical Hamiltonian vanishes, and
so the action principle acquires the form
S[qi, πi, λ
i] =
∫ τ2
τ1
dτ
∫ σ2
σ1
dσ
(
q˙ipi − λ
iφi
)
i = 1, ..., 4. (A.6)
By consistency, the primary constraints (A.5) must be evolved respect to the parameter
τ . These τ -evolution are strongly zero and therefore there are no more constraints.
Moreover, the algebra of constraints tell us that the constraints (A.5) are first-class.
The extended phase space is parameterized by 4 configuration variables qi and
the corresponding 4 canonical momenta πi, there are 4 first-class and 0 second-class
constraints. Therefore the system has 1
2
(2× 4− 2× 2) = 0 physical degree of freedom
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per point of σ, namely, the theory defined by the Stokes theorem is topological as was
pointed out in the theorem 1.
As final comment it is worth noticing that besides the left side of the Stokes
theorem (A.1) is topological, the canonical analysis of the right side of (A.1) revels
that the theory defined by LF = αω has one degree of freedom [14]. Namely, the
theory described by (A.2) is other example of the theories defined in a manifold with
boundary which are topological in the bulk and has local degrees of freedom into its
boundary [15].
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