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1. Introduction
The concept of a semi-stable distribution was introduced in probability theory by Lévy [1]. Semi-stable distributions are
infinitely divisible as a natural extension of stable distributions. Their detailed accounts are described in [2–4]. Denote byµ(z) the characteristic function of a probability distribution µ on R. The distribution µ is called trivial if it is concentrated
on a single point. An infinitely divisible distribution µ on R is called semi-stable if, for some a > 0 with a ≠ 1, there are
b > 0 and c ∈ R such thatµ(z)a = µ(bz)eicz . (1.1)
We will take a > 1 so that ifµ is non-trivial, then there is α ∈ (0, 2] such that (1.1) holds with b = a1/α > 1. See Theorems
13.11 and 13.15 of [4]. If α = 2, then the only semi-stable distributions are Gaussian, and hence the case of interest for us is
α ∈ (0, 2). A Lévy process is called a semi-stable process if the distribution at time 1 is semi-stable. Our aim is to analyze left
and right tails of semi-stable distributions. Then we consider only the right tails. The left tails are analyzed by considering
the dualµ of µ, that is,µ(B) = µ(−B) for any Borel set B.
Yamazato proved in [5] that all stable distributions on R are unimodal. However, semi-stable distributions on R are not
always unimodal. If it is unimodal, then its Lévy measure is unimodal with mode 0. We do not yet know a necessary and
sufficient condition for its unimodality. In the case where {Xt} is a stable process onR, the distribution of Xt is unimodal and,
as t increases, the movement of the mode mt of Xt changes its direction at most once. But a semi-stable distribution leads
to unexpected phenomena which are quite different from the stable case. Let {Xt} be a semi-stable process on R. There is an
example where the distribution is unimodal for any t > 0 but its modemt oscillates as t increases; also there is an example
where the distribution is unimodal for some t and not unimodal for other t and unimodality and nonunimodality appear
alternately as times passes. Such properties of semi-stable processes are found in [6–11].
Here we prepare terminologies. The symbol δa(dx) stands for a point mass at a ∈ R. Denote by η(x) the right tail of a
measure η, that is, η(x) := η((x,∞)) and by Supp(η) the support of η. For positive functions f (x) and g(x), the relation
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f (x) ∼ g(x) means that limx→∞ f (x)/g(x) = 1, and the relation f (x) ≍ g(x) means that 0 < lim infx→a f (x)/g(x) and
lim supx→a f (x)/g(x) < ∞. Here a = ∞ or a = 0. We usually take a = ∞ and in the case taking a = 0, we specially
write f (x) ≍ g(x) as x → 0. Moreover, we denote by ρ ∗ η the convolution of distributions ρ and η, and by ρn∗ the n-th
convolution power of ρ with the understanding that ρ0∗(dx) = δ0(dx). For a distribution ρ on R satisfying ρ(x) > 0 for all
x ∈ R, we say ρ ∈ L if ρ(x+ a) ∼ ρ(x) for all a ∈ R, ρ ∈ D if ρ(2x) ≍ ρ(x), ρ ∈ OS if ρ ∗ ρ(x) ≍ ρ(x), and ρ ∈ S if ρ ∈ L
and ρ ∗ ρ(x) ∼ 2ρ(x). Distributions in S are called subexponential and those in D are said to have dominated variation.
Note thatL∩D ⊂ S ⊂ OS andD ⊂ OS. We sayµ ∈ ID+ ifµ is an infinitely divisible distribution onRwith Lévymeasure
ν satisfying ν(r) > 0 for all r ∈ R. Suppose that µ ∈ ID+. Let c0 := ν(1). We define the normalized Lévy measure ν(1) on
(1,∞) by
ν(1)(dx) := c−10 1{x>1}(x)ν(dx).
We define
C∗ := lim inf
r→∞
µ(r)
ν(r)
and C∗ := lim sup
r→∞
µ(r)
ν(r)
.
It is difficult to find the representations of C∗ and C∗. For µ ∈ D , we have succeeded in finding their upper and lower
bounds in Theorem 2.3 of [12]. It is proved in the one-sided case by [13,14] and in the two-sided case by [12] that µ ∈ D
if and only if ν(1) ∈ D . In the case where µ is a semi-stable distribution, it is said to be of type I if C∗ = C∗ = 1; type II if
C∗ = 1 < C∗ <∞; type III if 0 < C∗ < 1 < C∗ <∞.
In what follows, let µ be a non-trivial semi-stable distribution on R with a span b > 1 and an index α ∈ (0, 2). The
Lévy–Khintchine representation of µ is given by
µ(z) = exp 
R
(eizu − 1− izu1{|u|<1}(u))ν(du)+ iτ z

,
where τ ∈ R, ν({0}) = 0 and ν(bB) = b−αν(B) for any Borel set B. This is often used in the form of
ν(bx) = b−αν(x) for x > 0. (1.2)
Thus µ is sometimes called an α-semi-stable with a span b > 1. We define a quantity Q in the case µ ∈ ID+ by
Q := sup
1≤r≤b
ν(r−)
ν(r)
.
Note that Q ≥ 1 and it coincides with Q ∗ which appears in Theorem 2.3 of [12]. Further, we define
D∗ := lim inf
x→∞
µ(x)
x−α
and D∗ := lim sup
x→∞
µ(x)
x−α
.
First, we state our results in the case µ ∈ ID+. Note that µ ∈ ID+ is equivalent to ν((0,∞)) = ∞, equivalently,
ν((0,∞)) > 0. We see from Theorem 2.3 of [12] that µ ∈ D and µ(r) ≍ ν(r) ≍ r−α . The beginning theorem is a key
fact to find out the explicit values of C∗, C∗,D∗, and D∗.
Theorem 1. Let µ be a semi-stable distribution in ID+. Then we have, for any x > 0,
lim
n→∞ b
nαµ(xbn) = ν(x)+ ν({x})µ(0). (1.3)
The following results conclude the early work of Shimura and Watanabe [13] on the tails of one-sided semi-stable
distributions.
Theorem 2. Let µ be a semi-stable distribution in ID+. Then we have
C∗ = 1− (1− Q−1)µ((−∞, 0)), (1.4)
C∗ = Q − (Q − 1)µ((−∞, 0)). (1.5)
Corollary 1. Let µ be a semi-stable distribution in ID+.
(i) µ is of type I, type II, or type III. Thus C∗ = 1 implies C∗ = 1.
(ii) µ is of type I if and only if Q = 1.
(iii) µ is of type II if and only if Q > 1 and Supp(µ) ⊂ [0,∞).
(iv) µ is of type III if and only if Q > 1 and Supp(µ) ∩ (−∞, 0) ≠ φ.
Refer to Theorem 3.5 of [9] as to the supports of semi-stable distributions. Corollary 1 is immediately derived from
Theorem 1. The proof is omitted.
110 T. Watanabe, K. Yamamuro / J. Math. Anal. Appl. 393 (2012) 108–121
Proposition 1. Let µ be a semi-stable distribution in ID+.
(i) µ ∈ S if and only if Q = 1, equivalently, µ is of type I.
(ii) If µ is unimodal, then it is subexponential. There exists a subexponential semi-stable distribution onRwhich is not unimodal.
Remark 1. Let η be a distribution on R belonging to the classD .
(i) Let η ∈ ID+. If η ∈ L, then C∗ = C∗ = 1. The opposite direction is an unproven conjecture.
(ii) If η is unimodal, then η ∈ D ∩L.
Theorem 3. Let µ be an α-semi-stable distribution in ID+.
(i) It holds that
D∗ = inf
1≤x≤b x
αν(x) and D∗ = sup
1≤x≤b
xαν(x−). (1.6)
(ii) The relation that µ(x) ∼ cx−α for some c > 0 is equivalent to that ν(x) = cx−α for x > 0.
In the case ν((0,∞)) = 0 implying that µ ∉ ID+, the tail of µ goes to zero at infinity much faster than in the case
ν((0,∞)) > 0. Define the Laplace transform of µ by f (λ) := R eλuµ(du) for λ ≥ 0. Then we have
f (λ) = exp
 0
−∞
(eλu − 1)ν(du)+ λγ0

in the case 0 < α < 1 and
f (λ) = exp
 0
−∞
(eλu − 1− λu)ν(du)+ λγ1

in the case 1 < α < 2. Here γ0, γ1 ∈ R are called the drift and the mean of µ, respectively. Furthermore we put
f0(λ) := f (λ)e−λγ0 for α ∈ (0, 1) and f1(λ) := f (λ)e−λγ1 for α ∈ (1, 2). Define four constants
Bj2 := lim sup
λ→∞
log fj(λ)
λα
and Bj1 := lim inf
λ→∞
log fj(λ)
λα
for j = 0, 1. Note that log f (λ) has a minimum value in λ > 0 in the case α = 1, and that limλ→∞ log f0(λ) = −∞ and
limλ→∞ log f1(λ) = ∞.
Theorem 4. Let µ be an α-semi-stable distribution with ν((0,∞)) = 0.
(i) If 0 < α < 1, then we have
− β
0
2
β01
1− α
α
(−αB02)1/(1−α) ≤ lim infx↓0
logµ([γ0 − x, γ0])
x−α/(1−α)
≤ lim sup
x↓0
logµ([γ0 − x, γ0])
x−α/(1−α)
≤ −1− α
α
(−αB02)1/(1−α). (1.7)
Here β01 ≤ β02 are the roots in (0,∞) of
x−(1−α)/α + x = α−1

α
1− α
1−α B01
B02
.
(ii) If 1 < α < 2, then we have
− β
1
2
β11
α − 1
α
(αB12)
−1/(α−1) ≤ lim inf
x→∞
logµ(x)
xα/(α−1)
≤ lim sup
x→∞
logµ(x)
xα/(α−1)
≤ −α − 1
α
(αB12)
−1/(α−1). (1.8)
Here β11 ≤ β12 are the roots in (0,∞) of
x(α−1)/α − x = α−1

α − 1
α
α−1 B11
B12
.
Remark 2. Suppose that ν((0,∞)) = 0. If 0 < α < 1, then Supp(µ) = (−∞, γ0]. If 1 ≤ α < 2, then Supp(µ) = R. See
Theorem 3.5 of [9].
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Remark 3. Ifµ is an α-stable distribution with α ≠ 1, then Bj1 = Bj2 and thereby β j1 = β j2 for j = 0, 1. Hence it follows from
Theorem 4 that
lim
x↓0
logµ([γ0 − x, γ0])
x−α/(1−α)
= −1− α
α

α
 0
−∞
(1− eu)ν(du)
1/(1−α)
in the case 0 < α < 1 and
lim
x→∞
logµ(x)
xα/(α−1)
= −α − 1
α

α
 0
−∞
(eu − 1− u)ν(du)
−1/(α−1)
in the case 1 < α < 2.
Theorem 5. Let µ be a 1-semi-stable distribution with ν((0,∞)) = 0. Define β :=  −1−b |u|ν(du) and C := maxλ>0 | log f (λ)|.
Then we have
−bC ≤ lim inf
x→∞
logµ(x)
bx/β
≤ −C, (1.9)
−C ≤ lim sup
x→∞
logµ(x)
bx/β
≤ −b−1C, (1.10)
and hence
lim
x→∞
log | logµ(x)|
x
= log b
β
. (1.11)
Remark 4. Ifµ is a 1-stable distributionwith ν((0,∞)) = 0, then the results in Theorem5 hold for all b > 1. Thus it follows
that c1 := (log b)/β does not depend on b and that
lim
x→∞
logµ(x)
ec1x
= −c−11 e−τ c1−1.
We prove Theorems 1–3 together with Proposition 1 in Section 2, and Theorems 4 and 5 in Section 3.
2. Proofs in the case of ν((0,∞)) ≠ 0
In this section we prove the results of Section 1 in the case µ ∈ ID+. We decompose µ as µ = µ1 ∗ µ2, where
µ1(dx) := e−c0
∞
n=0
cn0
n! (ν(1))
n∗(dx)
with c0 := ν(1). Note that µ2 is absolutely continuous with a density of class C∞. Let x0 > 0 and λn := x0bn. Put
R := ν(x0−)
ν(x0)
and ρ(dx) := ν(1)(dx).
Let {Yj}∞j=0 be i.i.d. random variables with distribution ρ. Let Z be a random variable with distribution µ2 independent of
{Yj}. Define a random walk {Sn}∞n=0 as Sn :=
n
j=1 Yj for n ≥ 1 and S0 := 0. Definem(x; {λk}) for x ∈ R as
m(x; {λk}) := lim
n→∞ ν(λn − x)/ν(λn).
First, we introduce Yakimiv’s theorem of [15].
Lemma 2.1 (Yakimiv [15]). Let η be an infinitely divisible distribution on Rwith Lévy measure ξ . If ξ(1) ∈ D , then, for arbitrary
ϵ, δ ∈ (0, 1), there exists x1 such that
(1− ϵ)ξ((1+ δ)x) ≤ η(x) ≤ (1+ ϵ)ξ((1− δ)x) for x ≥ x1.
Lemma 2.2. (i)We have
m(x; {λk}) =

R for x > 0,
1 for x ≤ 0.
(ii)We have
lim
n→∞
P(Z > λn)
P(Y0 > λn)
= lim
n→∞
µ2(λn)
ρ(λn)
= 0.
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Proof. We have
m(x; {λk}) = lim
n→∞ ν(λn − x)/ν(λn) = limn→∞ ν(x0 − xb
−n)/ν(x0).
Thus (i) is true. Assertion (ii) follows from Lemma 3.3 of [12]. 
Lemma 2.3. Let k be a positive integer. For x < 0, we have
lim sup
n→∞
ρk∗(λn − x)
ρ(λn)
≤ kρ(k−1)∗([0,−x])+ kRρ(k−1)∗(−x). (2.12)
Remark 5. For x ≥ 0, (2.12) remains true if the right-hand side is replaced with kR. But we do not use this fact.
Proof. The lemma is obvious for k = 1, so we deal with the case k ≥ 2. Let x < 0. Ifkj=1 Yj > λn − x, there is j1 with
1 ≤ j1 ≤ k such that Yj1 > (λn − x)/k. Hence we obtain that
(ν(1))k∗(λn − x) = P

k
j=1
Yj > λn − x

≤
k
j1=1
P
 
1≤j≤k,j≠j1
Yj ≤ −x, Yj1 > λn, Yj1 >
λn − x
k

+
k
j1=1
P
 
1≤j≤k,j≠j1
Yj > −x, Yj1 >
λn − x
k
,
k
j=1
Yj > λn − x

≡ I1 + I2.
First, we have
I1 ≤
k
j1=1
P
 
1≤j≤k,j≠j1
Yj ≤ −x

P

Yj1 > λn

,
and this implies
lim sup
n→∞
I1
ρ(λn)
≤ k · ρ(k−1)∗([0,−x]).
Second, we have
I2 ≤
k
j1=1
 ∞
(−x)+
P(Yj1 >
λn − x
k
, Yj1 > λn − x− u)ρ(k−1)∗(du)
≤ k
 k−1
k (λn−x)+
(−x)+
ρ(λn − x− u)ρ(k−1)∗(du)+ ρ

λn − x
k

ρ(k−1)∗

k− 1
k
(λn − x)

.
Note that ρ = ν(1) ∈ D . Hence, by virtue of Fatou’s lemma, we establish from Lemma 2.2 that
lim sup
n→∞
I2
ρ(λn)
≤ k
 ∞
(−x)+
m(x+ u; {λk})ρ(k−1)∗(du)+ lim sup
n→∞
ρ(k−1(λn − x))
ρ(λn)
· ρ(k−1)∗

k− 1
k
(λn − x)

= kR · ρ(k−1)∗(−x).
The lemma has been proved. 
Lemma 2.4. (i) For x ≥ 0, we have
lim sup
n→∞
µ1(λn − x)
c0ρ(λn)
≤ R.
(ii) For x < 0, we have
lim sup
n→∞
µ1(λn − x)
c0ρ(λn)
≤ µ1([0,−x])+ Rµ1(−x).
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Proof. Let x ≥ 0. From (1.2) and Lemma 2.1, we obtain that
lim sup
n→∞
µ1(λn − x)
c0ρ(λn)
≤ lim sup
n→∞
(1+ ϵ)ν((1− δ)(λn − x))
c0ρ(λn)
= (1+ ϵ) lim sup
n→∞
ν((1− δ)(x0 − xb−n))
ν(x0)
≤ (1+ ϵ)ν((1− δ)x0−)
ν(x0)
.
Here ϵ, δ ∈ (0, 1). As both ϵ and δ go to 0, we get (i).
To prove (ii), let x < 0. Since ρ ∈ D , we see from Lemma 7.2 of [12] that there are positive constants c1, c2 such that
ρk∗(λn − x)
ρ(λn)
≤ ρ
k∗(λn)
ρ(λn)
≤ c1kc2 .
Thus we can use the dominated version of Fatou’s lemma. Hence we establish from Lemma 2.3 that
lim sup
n→∞
µ1(λn − x)
c0ρ(λn)
= e−c0
∞
k=1
ck−10
k! lim supn→∞
ρk∗(λn − x)
ρ(λn)
≤ e−c0
∞
k=1
ck−10
k! · k

ρ(k−1)∗([0,−x])+ Rρ(k−1)∗(−x)

= µ1([0,−x])+ R µ1(−x).
Hence we have (ii). The lemma has been proved. 
Lemma 2.5. We have
lim sup
n→∞
µ(λn)
ν(λn)
≤ 1+ (R− 1)µ(0).
Proof. As ρ ∈ D , we see from Lemma 7.2 of [12] and Theorem 2.2.7 of [16] that, for 0 ≤ x ≤ λn,
µ1(λn − x)
c0ρ(λn)
= e−c0
∞
k=1
ck−10
k!
ρk∗(λn − x)
ρ(λn − x) ·
ρ(λn − x)
ρ(λn)
≤ e−c0
∞
k=1
ck−10
k! c1k
c2ec3x,
where c1, c2, and c3 are positive constants. For x < 0, we have
µ1(λn − x)
ρ(λn)
≤ µ1(λn)
ρ(λn)
.
This is bounded in n ≥ 1 by virtue of Theorem 1.1(i) of [13], because ρ ∈ D ⊂ OS. Hence, as we have R ec3xµ2(dx) <∞,
we can use the dominated version of Fatou’s lemma. We establish from Lemma 2.2(ii) and Lemma 2.4 that
lim sup
n→∞
µ(λn)
ν(λn)
≤
 ∞
0
lim sup
n→∞
µ1(λn − x)
c0ρ(λn)
1{x≤λn}(x)µ2(dx)+ limn→∞
µ2(λn)
c0ρ(λn)
+
 0
−∞
lim sup
n→∞
µ1(λn − x)
c0ρ(λn)
µ2(dx)
≤ Rµ2((0,∞))+
 0
−∞
(µ1([0,−x])+ Rµ1(−x)) µ2(dx)
= Rµ2((0,∞))+
 0
−∞
(1− µ1(−x)) µ2(dx)+ R
 0
−∞
µ1(−x)µ2(dx)
= Rµ2((0,∞))+ µ2((−∞, 0])+ (R− 1)
 ∞
−∞
µ1(−x)µ2(dx)− µ2((0,∞))

= 1+ (R− 1)µ(0).
Here we used the fact that µ2({0}) = 0, µ1(−x) = 1 for all x > 0. The lemma has been proved. 
Lemma 2.6. We have
lim inf
n→∞
µ(λn)
ν(λn)
≥ 1+ (R− 1)µ(0).
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Proof. Recall that c0 := ν¯(1). Define the events Anj for 1 ≤ j ≤ n and d > 0 as
Anj := {Yj > λk − d and Z + Sn > λk}.
Let Bn := {(i, j) : j ≠ i, 1 ≤ i ≤ n, 1 ≤ j ≤ n}. We have
P(Z + Sn > λk) ≥ P

n
j=1
Anj

≥
n
j=1
P(Anj )−

(i,j)∈Bn
P(Ani ∩ Anj ). (2.13)
We obtain from Fatou’s lemma that, for 1 ≤ j ≤ n,
lim inf
k→∞
P(Anj )
P(Y0 > λk)
≥
 d+
−∞
lim inf
k→∞
P(Yj > λk − u)
P(Y0 > λk)
P(Z + Sn − Yj ∈ du)
=
 d+
−∞
m(u; {λn})P(Z + Sn−1 ∈ du).
As d →∞, we have
lim inf
d→∞ lim infk→∞
P(Anj )
P(Y0 > λk)
≥
 ∞
−∞
m(u; {λn})P(Z + Sn−1 ∈ du). (2.14)
Moreover, we have, for i ≠ j,
lim sup
k→∞
P(Ani ∩ Anj )
P(Y0 > λk)
≤ lim sup
k→∞
P(Yi > λk − d)P(Yj > λk − d)
P(Y0 > λk)
= m(d; {λn}) · 0 = 0.
Thus we establish from Lemma 2.2, (2.13) and (2.14) that
lim inf
n→∞
µ(λn)
ν(λn)
= lim inf
n→∞
∞
l=1
e−c0
c l−10 P(Z + Sl > λn)
l!P(Y0 > λn)
≥
∞
l=1
e−c0
c l−10 l
l!
 ∞
−∞
m(u; {λk})P(Z + Sl−1 ∈ du)
≥
 ∞
−∞
m(u; {λk})
∞
l=0
e−c0
c l0
l! P(Z + Sl ∈ du)
=
 ∞
−∞
m(u; {λk})µ(du) = 1+ (R− 1)µ(0).
Thus we have proved the lemma. 
Proof of Theorem 1. Let x > 0. Putting x0 := x, we have R = ν(x−)/ν(x). We have by Lemmas 2.5 and 2.6
lim
n→∞
µ(xbn)
ν(xbn)
= 1+ (R− 1)µ(0). (2.15)
Hence we establish that
lim
n→∞ b
nαµ(xbn) = ν(x)(1+ (R− 1)µ(0))
= ν(x)+ ν({x})µ(0).
We have obtained the theorem. 
Lemma 2.7. We have Q · C∗ ≤ C∗.
Proof. For any ϵ > 0, there exists x1 ∈ (1, b] such that Q − ϵ ≤ ν(x1−)/ν(x1). As µ(x) is continuous, we see that
lim inf
x→∞
µ(x)
ν(x)
= lim inf
x→∞ limδ↓0
µ(x− δ)
ν(x− δ) = lim infx→∞
µ(x)
ν(x−) .
Hence we establish that
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lim inf
x→∞
µ(x)
ν(x−) ≤ lim infk→∞
µ(bkx1)
ν(bkx1−)
≤ lim inf
k→∞
µ(bkx1)
ν(bkx1)
× (Q − ϵ)−1 ≤ lim sup
x→∞
µ(x)
ν(x)
× (Q − ϵ)−1.
Letting ϵ → 0, we obtain the lemma. 
Lemma 2.8. There is an increasing sequence {mn} of positive integers with mn ↑ ∞ such that
C∗ = lim
n→∞
µ(x∗bmn)
ν(x∗bmn)
for some x∗ ∈ [1, b]. (2.16)
Proof. There exists {rn} such that C∗ = limn→∞ µ(rn)/ν(rn). Here we can take rn = xnbmn such thatmn are positive integers
withmn ↑ ∞ and xn → x∗ for some x∗ with 1 ≤ x∗ ≤ b. In the case where xn = x∗ for all sufficiently large n, the lemma is
obviously true. Hence we consider the following two cases:
Case 1. Suppose that xn ↓ x∗ as n →∞. Notice that
lim
n→∞
ν(rn)
ν(x∗bmn)
= 1.
As we have µ(rn) ≤ µ(x∗bmn), it follows that
C∗ ≤ lim inf
n→∞
µ(x∗bmn)
ν(x∗bmn)
≤ lim sup
n→∞
µ(x∗bmn)
ν(x∗bmn)
≤ C∗.
Hence we get (2.16).
Case 2. Suppose that xn ↑ x∗ as n →∞. Notice that
lim
n→∞
ν(rn)
ν(x∗bmn−) = 1.
Let ϵ, δ ∈ (0, 1). We establish from Lemma 2.1 that
C∗ = lim
n→∞
µ(rn)
ν(rn)
= lim
n→∞
µ(rn)
ν(x∗bmn−)
≤ lim sup
n→∞
(1+ ϵ)ν((1− δ)rn)
ν(x∗bmn−)
≤ lim sup
n→∞
(1+ ϵ)ν((1− 2δ)x
∗bmn)
ν(x∗bmn−)
= (1+ ϵ)ν((1− 2δ)x
∗)
ν(x∗−) .
As both ϵ and δ goes to 0, we have C∗ ≤ 1. We have C∗ ≥ 1 by Theorem 2.3 of [12] and thereby C∗ = 1. It follows from
Lemma 2.7 and Theorem 2.3 of [12] again that
1 ≤ Q − (Q − 1)µ((−∞, 0)) ≤ QC∗ ≤ C∗ = 1.
Hence Q = 1 and C∗ = C∗ = 1. Thus we have (2.16). The lemma has been proved. 
Proof of Theorem 2. By Lemma 2.8 and (2.15), we have
C∗ = lim
n→∞
µ(λ∗n)
ν(λ∗n)
= 1+ (R∗ − 1)µ¯(0)
≤ 1+ (Q − 1)µ¯(0) = Q − (Q − 1)µ((−∞, 0)),
where λ∗n := x∗bmn and R∗ := ν(x∗−)/ν(x∗). In addition, we see from Lemma 2.7 and Theorem 2.3 of [12] that
Q − (Q − 1)µ((−∞, 0)) ≤ QC∗ ≤ C∗.
Hence we obtain that C∗ = Q − (Q − 1)µ((−∞, 0)). This implies that C∗ = 1− (1− Q−1)µ((−∞, 0)). The theorem has
been proved. 
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Proof of Proposition 1. Let µ be a semi-stable distribution with Lévy measure ν. We see from Theorem 3.1 of [17] that
µ ∈ S if and only if ν(1) ∈ S. Note that ν(1) ∈ D . Thus ν(1) ∈ S if and only if ν(1) ∈ L. Suppose that ν(1) ∈ L. Then we have,
for any x > 0,
1 = lim
n→∞
ν¯(bnx− 1)
ν¯(bnx)
= lim
n→∞
ν¯(x− b−n)
ν¯(x)
= ν¯(x−)
ν¯(x)
.
Thus Q = 1. On the contrary, suppose that ν(1) ∉ L. Then there is a sequence {yn} such that yn ↑ ∞ and
lim
n→∞
ν¯(yn + 1)
ν¯(yn)
= c < 1.
Taking a subsequence if necessary, we see that there is a sequence {rn} such that rn = xnbmn , xn → x0 ∈ [1, b] as n →∞,
andmn are positive integers withmn ↑ ∞, and such that
c = lim
n→∞
ν¯(rn + 1)
ν¯(rn)
= lim
n→∞
ν¯(xn + b−mn)
ν¯(xn)
.
Since both xn and xn + b−mn tend to x0 as n →∞, ν¯(x) is not continuous on (0,∞), that is, Q > 1. We see from Corollary 1
that Q = 1 if and only if µ is of type I. Assertion (i) has been proved. If µ is unimodal, then ν is unimodal with mode 0.
See the proof of Theorem 54.7 of [4]. The convex/concave nature of unimodal distribution functions (see e.g. Definition 3.2
of [4]) implies that they are absolutely continuous. Hence we see from (i) that if µ is unimodal, then µ ∈ S. Next suppose
that ν is continuous singular. Then µ is not unimodal, but subexponential because ν¯(x) is continuous on (0,∞). Thus we
have proved (ii). 
Proof of Remark 1. Assertion (i) is obvious from Theorem 3.1 of [17]. To prove (ii), assume that η is unimodal. This implies
that for sufficiently large x > 0, η(x) is convex and thereby
η(2−1x)− η(x) ≥ x
2
(η(x)− η(x+ 1)).
Hence we establish
lim sup
x→∞
η(x)− η(x+ 1)
η(x)
≤ lim sup
x→∞
2
x
· η(2
−1x)− η(x)
η(x)
= 0.
This implies η ∈ L. Assertion (ii) has been proved. 
Proof of Theorem 3. Assertion (ii) is immediately derived from (i) and the definition of D∗ and D∗, so we only prove (i). Set
A := sup1≤x≤b xαν(x−). First, we show D∗ ≥ A. There is a sequence {am} such that 1 ≤ am ≤ b, limm→∞ am = y0 and
A = lim
m→∞ a
α
mν(am−).
Take a sequence {ym} such that ym ↑ y0. Then we obtain from (1.3) of Theorem 1 that
D∗ ≥ lim sup
n→∞
µ(ymbn)
(ymbn)−α
= yαm{ν(ym)+ ν({ym})µ(0)}.
Hence, asm →∞, we establish that D∗ ≥ yα0ν(y0−). Here we have
A = lim
m→∞ a
α
mν(am−) ≤ yα0ν(y0−) ≤ A,
so we get A = yα0ν(y0−). Hence D∗ ≥ A. Next, we show D∗ ≤ A. There are xn ∈ [1, b] and integers mn ↑ ∞ such that
limn→∞ xn = x0 and
D∗ = lim
n→∞
µ(xnbmn)
(xnbmn)−α
= xα0 limn→∞
µ(xnbmn)
b−mnα
.
It suffices to consider the following three cases:
Case 1. Suppose that xn = x0 for all sufficiently large n. Then we have
D∗ = xα0 limn→∞
µ(x0bmn)
b−mnα
= xα0 {ν(x0)+ ν({x0})µ(0)} ≤ A.
Case 2. Suppose that xn ↑ x0. Letm be any positive integer. Then we have
D∗ = xα0 limn→∞
µ(xnbmn)
b−mnα
≤ xα0 limn→∞
µ(xmbmn)
b−mnα
= xα0 {ν(xm)+ ν({xm})µ(0)}.
Hence, asm →∞, we establish that D∗ ≤ xα0ν(x0−) ≤ A.
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Case 3. Suppose that xn ↓ x0. Then we have
D∗ = xα0 limn→∞
µ(xnbmn)
b−mnα
≤ xα0 limn→∞
µ(x0bmn)
b−mnα
= xα0 {ν(x0)+ ν({x0})µ(0)}
≤ A.
Consequently, we obtain D∗ = A. We can prove D∗ = inf1≤x≤b xαν(x) in the same way as above. 
3. Proofs in the case of ν((0,∞)) = 0
In the final section we prove Theorems 4 and 5. In order to prove the theorems, we apply Kasahara’s Tauberian theorems
of exponential type in the case α ≠ 1 and the large deviation technique in the case α = 1.
Proof of Theorem 4. First, we prove (i). Denote by µ0 a strictly semi-stable distribution whose characteristic function is
represented as
µ0(z) = exp  ∞
0
(eizx − 1)ν(dx) ,
whereν is the dual of ν, that is,ν(B) = ν(−B) for any Borel set B. Then we can apply Theorem 3 of [18] to µ0. Hence we
have
−β
0
2
β01
1− α
α
(−αB02)1/(1−α) ≤ lim infx↓0 x
α/(1−α) logµ0([0, x])
≤ lim sup
x↓0
xα/(1−α) logµ0([0, x]) ≤ −1− α
α
(−αB02)1/(1−α).
Denote byµ0 the dual of µ0. Hence, as µ = µ0 ∗ δγ0 with the drift γ0, we obtain (1.7).
Next, we prove (ii). Denote by µ(0) the restriction of µ to [0,∞). Then we can apply Theorem 2 of [18] to µ(0) and
immediately obtain (1.8). 
We prove the asymptotic behaviors of the case α = 1. Let {Xt} be a semi-stable process with distribution µ at t = 1.
Denote by st(x) the density of the distribution of Xt . Recall that f (λ) = EeλX1 for λ ≥ 0. We have
f (λ) = exp
 0
−∞
(eλu − 1− λu1{−1<u<0}(u))ν(du)+ λτ

with τ ∈ R. We define
pt,λ(x) := e
λxst(x)
f (λ)t
.
Here we have
EλXk1 :=

R
xkp1,λ(x)dx <∞ for k = 1, 2, 3...,
m(λ) := EλX1 =

R xe
λxs1(x)dx
f (λ)
= (log f (λ))′,
σ 2(λ) := EλX21 − (EλX1)2 = (log f (λ))′′.
Let Yt be a random variable whose distribution is pt,λ(x)dx. We define Zt := Yt− tm(λ) and denote by φ(z) the characteristic
function of Z1. Here we note that EZ1 = 0 and EZ21 = σ(λ)2. Furthermore, we put σt := σ(λ)
√
t , γ 3 := E|Z1|3, and
Γt := t1/3γ .
Lemma 3.1. Let t ≥ 1. We have
|φ(z/σt)t − e−2−1z2 | ≤ C0√
t
|z|3e−z2/2 for |z| < σt
2Γt
= t
1/6σ(λ)
2γ
.
Here C0 is some positive constant.
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Proof. We prove the lemma in the same way as in the proof of Lemma 9.1.3 of [19]. There is θ1 ∈ C such that |θ1| ≤ 1 and
φ(z/σt) = 1− z
2σ(λ)2
2σ 2t
+ θ1

γ |z|
σt
3
.
As we have σ(λ) ≤ γ , we see that |zσ(λ)/σt | ≤ |zγ /σt | ≤ |zΓt/σt | < 2−1. Hence,− z2σ(λ)22σ 2t + θ1

γ |z|
σt
3 ≤ 12 · 14 +

1
2
3
= 1
4
.
Since log(1+ z) = z + 23θ2|z|2 for |z| ≤ 4−1, where θ2 ∈ C and |θ2| ≤ 1, we obtain
logφ(z/σt) = − z
2σ(λ)2
2σ 2t
+ 2
3
θ1

γ |z|
σt
3
+ θ2
− z2σ(λ)22σ 2t + θ1

γ |z|
σt
3
2
= − z
2
2t
+ 4
3
θ3

γ |z|
σt
3
,
where θ3 ∈ C and |θ3| ≤ 1. Using |ez − 1| ≤ |z|e|z|, we conclude thatφ(z/σt)t − e−z2/2 = e−z2/2
exp

4
3
θ3

γ |z|
σ(λ)
3 1√
t

− 1

≤ e−z2/2 · 4
3

γ |z|
σ(λ)
3 1√
t
e
1
8
= 4e
1
8 γ 3
3σ(λ)3
· |z|
3
√
t
e−z
2/2.
The lemma has been proved. 
Lemma 3.2. Let 0 < λ1 < λ2 <∞ and t ≥ 1. There is a positive constant M such that
sup
λ1<λ<λ2
sup
x∈R
pt,λ(x)− 1√2πσt exp

− (x− tm(λ))
2
2σ 2t
 ≤ Mt .
Proof. Note that
σtpt,λ(σtx+ tm(λ)) = 12π

R
e−izxφ(z/σt)tdz.
Let a(t) := t1/6σ(λ)2γ . We haveσtpt,λ(σtx+ tm(λ))− 1√2π e−x2/2
 ≤ 12π

R
|φ(z/σt)t − e−z2/2|dz
= 1
2π

|z|<a(t)
|φ(z/σt)t − e−z2/2|dz
+ 1
2π

|z|≥a(t)
|φ(z/σt)|tdz + 12π

|z|≥a(t)
e−z
2/2dz
≡ I1 + I2 + I3.
Since σt = σ(λ)
√
t , it is enough to prove that Ij = O(1/
√
t) for j = 1, 2, 3. We obtain from Lemma 3.1 that
I1 ≤ 12π

|z|<a(t)
C0√
t
|z|3e−z2/2dz = O(1/√t).
Note that
 0
(−x)− u
2ν(du) ≍ x as x ↓ 0. Thus we have
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|φ(z)| =
 f (λ+ iz)f (λ)
 = exp  0−∞ eλu(cos(zu)− 1)ν(du)

≤ exp

− z
2
2
 0
−1
|z|∨1−
eλu

sin(2−1zu)
2−1zu
2
u2ν(du)

≤ exp

−C1z2
 0
−1
|z|∨1−
u2ν(du)

≤ exp

−C ′1
|z|2
|z| ∨ 1

.
Here C1 and C ′1 are some positive constants. Notice that the function f (x, y) := xy/(x ∨ y) is nondecreasing both in x > 0
and in y > 0. Hence we establish that
I2 ≤ 12π

|z|≥a(t)
exp

−tC ′1
|z/σt |2
|z/σt | ∨ 1

dz
= 1
2π

|z|≥a(t)
exp

−C ′1
 zσ(λ)
 √t|z||z| ∨ (σ (λ)√t)

dz
≤ 1
2π

|z|≥a(t)
exp

−C ′1
 zσ(λ)
 a(1)a(1) ∨ σ(λ)

dz = O(1/√t).
It is obvious that I3 = O(1/
√
t). The lemma has been proved. 
Proof of Theorem 5. The last equality (1.11) clearly follows from the two inequalities (1.9) and (1.10). We have
m(λ) =
 0
(−1)+
u(eλu − 1)ν(du)+
 (−1)+
−∞
ueλuν(du)+ τ = (log f (λ))′,
m′(λ) = σ 2(λ) =
 0
−∞
u2eλuν(du) = (log f (λ))′′ > 0.
So m(λ) is increasing in λ ≥ 0, m(0) = −∞ and limλ→∞m(λ) = ∞. Take λ3 > 0 such that log f (λ3) = −C :=
minλ>0 log f (λ), that is,m(λ3) = 0.
Let x > 0. Now we have
µ(x) = P(b−nXbn + βn > x).
Here we note that P(b−nXbn + βn ∈ dy) = bnsbn(bn(y− βn))dy. This implies
s1(x) = bnsbn(bn(x− βn)).
The symbol ⌊x⌋ stands for the largest integer not exceeding x. Let n = ⌊x/β⌋+ 1 and take λ satisfyingm(λ) = x−βn. Then
we have
bnsbn(bn(x− βn)) = bnsbn(bnm(λ))
= bnf (λ)bne−λbnm(λ)pbn,λ(bnm(λ)). (3.17)
Letm(λ4) = −β . Notice that
−β = x− β

x
β
+ 1

≤ m(λ) = x− βn ≤ x− β · x
β
= 0 = m(λ3).
Hence we obtain λ4 ≤ λ ≤ λ3, becausem(λ) is increasing. As λm(λ)− log f (λ) is increasing, we establish that
f (λ)b
n
e−λb
nm(λ) ≥ exp[−b⌊x/β⌋+1(λ3m(λ3)− log f (λ3))]
≥ exp[b1+⌊x/β⌋ log f (λ3)].
Here log f (λ3) < 0. Furthermore, we establish from Lemma 3.2 that, for sufficiently large n,
pbn,λ(bnm(λ)) ≥ 1
2πbnσ(λ)2
− M
bn
≥ C1√
bn
with some C1 > 0. Consequently, we obtain from (3.17) that, for sufficiently large x,
s1(x) = bnsbn(bn(x− βn)) = bnf (λ)bne−λbnm(λ) · pbn,λ(bnm(λ))
≥ C1bn/2 exp[b1+⌊x/β⌋ log f (λ3)]
≥ C1bx/(2β) exp[b1+⌊x/β⌋ log f (λ3)].
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Hence it follows that, for any ϵ > 0, there is a positive constant C ′1 such that, for sufficiently large x,
µ(x) =
 ∞
x
s1(y)dy
≥ C1
 ∞
x
by/(2β) exp[b1+⌊y/β⌋ log f (λ3)]dy
≥ C ′1b
x
2β exp[b1+⌊x/β+ϵ⌋ log f (λ3)].
Since ϵ > 0 is arbitrary, we obtain that
lim inf
x→∞
logµ(x)
bx/β
≥ −bC,
and
lim sup
x→∞
logµ(x)
bx/β
≥ −C .
Nowwe calculate the opposite direction. Let n = ⌊x/β⌋ andm(λ5) = β . We take λ satisfyingm(λ) = x−βn again. Then
we have
β = x− β

x
β
− 1

≥ m(λ) = x− βn ≥ x− β · x
β
= 0 = m(λ3).
This implies that λ5 ≥ λ ≥ λ3. Hence it follows that
f (λ)b
n
e−λb
nm(λ) ≤ exp[−b⌊x/β⌋(λ3m(λ3)− log f (λ3))]
≤ exp[b⌊x/β⌋ log f (λ3)].
Furthermore, we see from Lemma 3.2 that
pbn,λ(bnm(λ)) ≤ 1
2πbnσ(λ)2
+ M
bn
≤ C2√
bn
for some C2 > 0. Hence we establish from (3.17) that
s1(x) = bnsbn(bnm(λ)) ≤ C2
√
bn exp[b⌊x/β⌋ log f (λ3)]
≤ C2bx/(2β) exp[b⌊x/β⌋ log f (λ3)].
Hence it follows that, for any ϵ > 0, there is a positive constant C ′2 such that
µ(x) =
 ∞
x
s1(y)dy ≤ C2
 ∞
x
by/(2β) exp[b⌊y/β⌋ log f (λ3)]dy
≤ C ′2bx/(2β) exp[b⌊x/β−ϵ⌋ log f (λ3)].
Since ϵ > 0 is arbitrary, we obtain that
lim inf
x→∞
logµ(x)
bx/β
≤ −C,
and
lim sup
x→∞
logµ(x)
bx/β
≤ −b−1C .
The theorem has been proved. 
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