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Shot-noise currently limits the resolution of electron cryomicroscopy of beam-sensitive biological
specimens. Quantum metrology, despite the potential to surpass this limit, is notoriously sensitive
to decoherence. We show that it is possible to significantly neutralize the adverse effect of inelastic
electron scattering. This could allow us to study thick specimens of real biological interest.
The resolution of biological electron cryomicroscopy
(cryoEM), unlike its light optical counterpart, is man-
ifestly limited by shot noise. This is due to the small
number of imaging electrons intended for avoiding radia-
tion damage to the frozen specimen [1]. In single particle
analysis (SPA) aiming at molecular modeling, the tolera-
ble electron fluence, i.e. the number of electrons per unit
area, ranges from the typical value of (1 ∼ 2)× 103/nm2
up to ∼ 5 × 103/nm2 [2]. On the other hand, biological
objects consist of light elements, scatter electrons weakly,
and are weak phase objects. Hence shot noise tends to
bury the signal and thus limits the attainable resolution.
Quantum metrology, where phase measurement is a
standard problem, is a natural approach to improving
cryoEM. Recall that measuring a small phase θ with pre-
cision δθ takes N ≃ δθ−2 electrons because of the shot
noise limit. There have recently been proposals of quan-
tum electron microscopy (QEM) schemes that seek to
approach the Heisenberg limit, where N ≃ δθ−1. These
proposals are based on either repeated use of single elec-
trons [3–10], or the use of entanglement between electrons
and superconducting qubits [11–13]. Both methods accu-
mulate the small phase θ onto a quantum object k times,
resulting in a phase kθ after k electron-passing events
through the specimen, which is then measured. Call k
the repetition number. This is equivalent to measuring a
hypothetical object with associated phase shift kθ, using
hypothetical N/k probe particles at the shot noise limit.
As a result, we obtain an increased effective number of
electrons as kN ≃ δθ−2, which approaches the Heisen-
berg limit at k = N .
In this work, we seek universal limits of biolog-
ical QEM arising from electron-specimen interaction
rather than limits pertaining to particular QEM schemes.
Hence, besides the ability to pass the electron through
the specimen, we assume full capability to initialize, ma-
nipulate, and measure the combined system comprising
electrons and other quantum objects (i.e. qubits, without
loss of generality). While any sufficiently versatile QEM
scheme should be able to do this in principle, to be spe-
cific we present the results in terms of superconducting
entanglement-enhanced QEM because of its versatility
or even universality [14]. Naturally, we assume perfect
electron lenses, electron detectors, qubits etc. Although
the limit described below may not be the ultimate limit,
our work extends any previously known limit of QEM.
Henceforth any plane conjugate to the specimen plane is
referred to as an image plane, while any plane conjugate
to the back focal plane of the objective lens is referred to
as a diffraction plane.
The raw resolution of current cryoEM is about 3−5 nm
[15]. All high resolution data to date are obtained only by
averaging over at least tens of thousands of molecules of
the same structure, by using e.g. SPA. This leaves much
to be desired because the biologist would ultimately want
to see single molecules or their complexes in their cellu-
lar context, rather than as ensemble average of purified
molecules. We focus on unique, single specimens in the
present work. At present, we can identify only very large
proteins (∼MDa) in the crowded cellular environment in
electron cryotomography (ECT) [16]. Better resolutions
would allow us to identify smaller proteins, or see protein
structures such as α-helices and β-sheets at 0.5 ∼ 1 nm
resolution [17], or model molecular structures at 0.3 nm
resolution [18]. Although a recent study [19] shows that
SPA works well with ≃ 100 keV electrons, it remains true
that higher energy electrons are desirable in ECT to en-
sure transmission of electrons especially when the spec-
imen is tilted. Moreover, since the effective thickness of
the specimen is k times the actual thickness in QEM, we
focus on 300 keV electrons hereafter.
The specimen thickness t is an important parame-
ter in QEM. As quantum measurement is limited by
lossy events, a relevant length to be compared with t
is the inelastic mean free path Λ = 200 − 350 nm for
300 keV electrons [20]. Suppose, for now, that all inelas-
tic scattering destroy quantum measurement. The frac-
tion of quantum measurements that survive to the end
is e−kt/Λ because of k electron passing events. Hence
we replace the number of quantum measurements N/k
with Ne−kt/Λ/k. We thus modify the above relation
kN ≃ δθ−2 to kNe−kt/Λ ≃ δθ−2. The optimal k that
maximizes δθ−2 is kopt = Λ/t, where we have a relation
δθ ≃ √e/koptN . Improvement over the shot noise limit
δθ ≃ 1/√N in terms of the phase measurement precision
is therefore
√
kopt/e =
√
Λ/et ≃
√
100 nm/t. As we see
below, this is not much of an improvement.
Specimens cannot be made arbitrarily thin. To be-
gin with, t should not be smaller than the size of bio-
logical molecules, e.g. ∼ 10 nm, unless we are able to
slice the molecules without significantly damaging their
structure at the plane of slicing. The state of the art in
specimen thinning is as follows. In SPA, preparation of
30 ∼ 50 nm-thick specimens “remains quite unreliable”
2[21], although “very reproducible average ice thickness of
15−20 nm” has also been reported recently [22]. The sit-
uation is different in ECT. In the method of cryo-electron
microscopy of vitreous sections (CEMOVIS), the speci-
men thickness is “rarely less than 50 nm” [23]. Moreover,
the thickness of the “damage layer” generated by gallium
focused ion beam milling on the resultant specimen sur-
face “could probably be kept to around 5nm” [24]. A pre-
vious estimation of QEM performance, which considered
inelastic scattering processes, assumed t = 17.5 nm [13].
The acceptable specimen thickness should obviously be
greater for wide applicability of QEM possibly into ECT.
Our understanding of radiation damage in cryoEM is
improving. Electron irradiation destroys biological spec-
imens, starting from small structural features progres-
sively towards larger ones. A recent study [19] on a pur-
ple membrane 2-dimensional crystal describes this behav-
ior in a way that is particularly amenable to theoretical
analysis. Let the scattering vector be q = kf −ki, where
ki, kf are electron wave vectors before and after scat-
tering and q = |q|. The intensity of the electron wave
scattered off the crystal at a diffraction plane is found to
decay as I = I0e
−RFq2/8pi2 , where I is the intensity, I0 is
the initial intensity, R ≃ 7 × 10−4nm4 is a constant, F
is electron fluence. The intensity I0 is large at small q,
while high-resolution signal at large q is weak [25]. Al-
though the particular value of R above pertains to purple
membrane with 300 keV imaging electrons, we assume
that the value generalizes fairly well to other proteins.
We call B = RF the B-factor here although this repre-
sents radiation damage rather than thermal effect. Note
that the relation B = RF has a natural interpretation
that electron irradiation basically causes random walks
of atoms, recalling that the standard B-factor expresses
thermal effects and hence the square of atomic displace-
ments. More precisely, one can show that
√
B/8pi2 is the
standard positional deviation of atoms from the original
location, assuming that all atoms random walk in the
same manner [26].
The initial period of the measurement is crucial in ob-
taining high resolution information. Let A be the area of
electron beam illumination and σ = 2piq be the resolution
of interest. In the interpretation that B/8pi2 is essentially
the mean squared distance traveled by random-walking
atoms under electron irradiation, structural information
on the length scale σ should be obtained before electron
fluence F reaches Fopt = γ
8pi2σ2
R , where γ = O (1) is
a numerical constant. An “optimal” value γ = 0.064
may be derived under certain assumptions [27]. The elec-
tron fluence that one can expend in a ring-shaped resolu-
tion band [q, q +∆q] is ∆F = Fopt (q)− Fopt (q +∆q) ≃
− dFopt(q)dq ∆q = − ddq
(
γ 32pi
4
Rq2
)
∆q = γ 64pi
4
Rq3 ∆q. There are
2piq
∆q square-shaped regions with the side length ∆q in the
band [q, q +∆q] in the q-space. Measurements at two
square regions at ±q yield amplitude and phase informa-
tion about the corresponding spatial frequency compo-
nent. Thus, the fluence budget for the measurement at
FIG. 1: An idealized QEM scheme for detecting the phase
difference between two striped specimen regions 0 and 1. It
comprises an electron source (ES), an aperture plate (AP),
a ring-shaped qubit (Q1), a specimen (SP), a time-of-flight
drift region (TDR) and a quantum area detector (QAD). A
quantum computer (QC, not shown) is connected to Q1 and
QAD. Lenses are not shown. The scheme is for conceptual
discussions. Practical aspects should be dealt with in further
study.
each square-shaped region is Fsq =
∆F
2piq/∆q = γ
32pi3
Rq4 ∆q
2.
Later we perform discrete Fourier transform when sim-
ulating our method, where ∆q should represent the dis-
cretized step of angular spatial frequency and A ·∆q2 =
(2pi)2. Hence we obtain the corresponding electron dose
Nsq = FsqA = γ
8piσ4
R = 2.3 × 103 (γ/0.064) (σ/nm)
4
,
which does not depend on A. This quartic dependence
highlights the importance of the initial period of the mea-
surement and suggests measurement schemes that scan
the reciprocal q-space, beginning at a large q region and
progressively moving inwards.
Figure 1 illustrates a QEM scheme for acquiring data
at a chosen spatial frequency q. This turns out to be also
effective in handling inelastic scattering. To make theo-
retical analysis simpler, it involves a quantum computer
(QC) and time-of-flight (TOF) drift region (TDR). Let
the generic notation of symmetric/asymmetric states be
|s〉 = (|0〉+ |1〉) /√2 and |a〉 = (|0〉 − |1〉) /√2, respec-
tively. We write a state of the composite system of an
electron and the qubit Q1 as |uv〉 ≡ |u〉e ⊗ |v〉q. Let
z be the optical axis and λ = 2pi/kz be the electron
wavelength. An electron emitted from the pulsed elec-
tron source ES goes through a stencil mask on a diffrac-
tion plane with two apertures AP with an equal ampli-
tude. Let the quantum state of the electron wave go-
ing through each aperture be |s〉e and |a〉e, respectively.
Let the state of Q1 located near the aperture, where the
state |a〉e is associated, be |s〉q+ iα|a〉q, where α is small.
An electron passing through Q1 flips its state between
|s〉q and |a〉q [14]. This results in an entangled state
(|ss〉+ |aa〉) + iα (|sa〉+ |as〉). Upon electron transmis-
sion through the specimen, either inelastic electron scat-
tering occurs or otherwise, which we can determine by
TOF measurement. Either way, the scattered electron
wave is captured by a quantum area detector (QAD)
[14, 28] as a quantum state. To be specific, let the QAD
be on an image plane. We may perform any operation
on the captured state in the QC connected to the QAD
and Q1.
3First, consider a hypothetical case for simplicity,
where no inelastic scattering occurs and the electron
state remains in the space spanned by |s〉e and |a〉e
after scattering. Unitarity only permits the form of
scattering |s〉e → |s〉e + (iε− η) |a〉e and |a〉e →
|a〉e + (iε+ η) |s〉e, where ε, η are small real parame-
ters. The state of the entire system after scattering
is (|ss〉+ |aa〉) + i (α+ ε) (|sa〉+ |as〉) + η (|sa〉 − |as〉).
Measurement of the scattered electron state with re-
spect to the basis {|s〉e, |a〉e} results in a qubit state
|s〉q+{i (α+ ε) + η} |a〉q or |a〉q+{i (α+ ε)− η} |s〉q de-
pending on the measurement outcome, which is then used
to conditionally manipulate the qubit to obtain the state
|s〉q + {i (α+ ε)± η} |a〉q by an operation |s〉q ⇐⇒ |a〉q.
To obtain quantum advantage, we repeat this process
k times after initially setting α = 0, resulting in a state
≃ |s〉q+
(
ikε±
√
kη
)
|a〉q, where
√
k comes from random
walking. A unitary operation on the qubit yields ampli-
tudes
(
1 + kε∓ i
√
kη
)
/
√
2 and
(
1− kε± i
√
kη
)
/
√
2,
which translate to probabilities
[
(1± kε)2 + kη2
]
/2 ≃
1/2± kε. This is basically another view of the same pro-
cess described in terms of the basis {|0〉e, |1〉e} previously
[11, 12] . In this latter view, we measure the phase dif-
ference between two interleaved, striped specimen regions
illuminated by |0〉e and |1〉e (See Fig. 1).
In reality, the electron state leaks from the two-state
Hilbert space mentioned above. Consider elastic electron
scattering first. We do not know the two amplitudes of
scattered waves respectively from the two incident waves
|s〉e and |a〉e at a particular point on the diffraction plane
where the electron is detected. Hence detection of an
elastically scattered electron leads to an unknown qubit
state, thereby destroying the measurement. We avoid
this by “obscuring the fact” that elastic scattering ever
happened, by recombining the scattered wave with the
primary wave. Let the number of pixels of the QAD be
M2 and label each pixel with two integers n,m ranging
from −M/2 to M/2− 1, which respectively represents x
and y coordinates. The procedure follows, while step-by-
step calculations are described in Supplemental Material
[29]. First, capture the exit electron wave by the QAD
placed on an image plane. Appropriate setting of incident
angles of the electron beam |s〉e and |a〉e allows us to ob-
tain the state of the form
∑
n,m (1 + iθn,m) cn,m|n,m〉d,
where |n,m〉d is a QAD state and cn,m equals
ei
pi
2
n (|s〉q + iα|a〉q) + e−ipi2 n (|a〉q + iα|s〉q) , (1)
while θn,m represents the phase shift map of the spec-
imen with zero mean. Second, perform quantum fast
Fourier transform (qFFT) [30] on the QAD qubits, vir-
tually obtaining the state on the diffraction plane. We
obtain large amplitudes at the two states | ±M/4, 0〉d,
which correspond to the two transmitted waves |s〉e and
|a〉e. Third, multiply i to the states | ±M/4, 0〉d, which
may be viewed as a “virtual pi/2 phase plate”. Fourth,
set aside the qubit Q2 in the QAD that holds values 0
and 1 respectively for the states n < 0 and n ≥ 0 of
|n,m〉d. Apply inverse qFFT (iqFFT) to all the other
qubits, meaning that we apply iqFFT to the two half
planes n < 0 and n ≥ 0 separately. Let θLn,m and θHn,m,
where −M/4 ≤ n < M/4, be respectively low-pass fil-
tered, and high-pass filtered, versions of θn,m. The cut-
off frequency is sharply at n = ±M/4 in the reciprocal
space. Fifth, measure the QAD state with respect to the
basis {|n,m〉d}. Let the measurement results, ignoring
the Q2 bit, be nˆ, mˆ. If Q2 indicates 0, the state of Q1 is(
1− αθ + θLnˆ,mˆ + iαθHnˆ,mˆ
) |s〉q
+ i
(
α+ θ + αθLnˆ,mˆ − iθHnˆ,mˆ
) |a〉q, (2)
where θ =
(
1/M2
)∑
n,m (−1)n θn,m is the phase com-
ponent of the specific spatial frequency that we wish to
measure. If Q2 shows 1, the Q1 state equals the one
obtained by applying the operation |s〉q ⇐⇒ |a〉q to Eq.
(2). We may expect that the product of the accumulated
phase α and the various forms of phase shift θLnˆ,mˆ, θ
H
nˆ,mˆ, θ
is small. When this is the case, Eq. (2) is simplified
to
(
1 + θLnˆ,mˆ
)
|s〉q + i
(
α+ θ − iθHnˆ,mˆ
)
|a〉q. We see that
both errors coming from θLnˆ,mˆ and θ
H
nˆ,mˆ, which vary ran-
domly for each step of k repetitions, have small, second-
order effect on the eventual measurement on Q1.
At first glance, getting errors from elastic scattering
processes may seem odd. However, one can show that
conventional in-focus phase contrast measurement suf-
fers from a similar problem when we measure a small
high-spatial frequency component superposed on a typi-
cally much greater low-spatial frequency component [31].
From the conceptual perspective, in our QEM scheme we
protect, to a degree, high-resolution measurement from
the influence of larger, low-resolution parts. In particu-
lar, we do not quantum-enhance the low-resolution sig-
nals. One might find this “protection” somewhat similar
to cooling because we let “entropy” out by measuring
quasi-random data (nˆ, mˆ) on the QAD.
Inelastic scattering poses a seemingly insurmountable
problem. The reason is that deposition of energy at a
particular point on the specimen would localize the elec-
tron to one of the two regions 0, 1 (Fig. 1), destroy-
ing the needed coherence. However, inelastic scattering
is somewhat delocalized [32] and hence the problem is
less severe at higher resolution. In the far field, the de-
gree of localization manifests itself as the angular spread
of the inelastically scattered wave. For example, if ex-
citation of an atom caused localization of the electron
wave to an atomic dimension δx, then the spread of the
scattered wave ∼ λ/δx would be much larger than what
is observed. In our scheme, the problem is to decide
whether the detected electron originates from the inci-
dent state |s〉e or |a〉e, in spite of the angular spread
caused by inelastic scattering. Let the mass and veloc-
ity of the electron be m and v, respectively. The typ-
ical energy loss due to plasmons is ∆E ≃ 20 eV [33].
4FIG. 2: Failure probability pf to neutralize the effect of in-
elastic scattering as a function of the angle β = λ/σ, where σ
represents the target resolution.
Bethe theory tells us that the scattering cross section is
∝ (β2 + β2E)−1, where β = q/kz is the scattering angle
and βE =
√
1− (v/c)2∆E/mv2 [32].
For simplicity, we make several assumptions. First, en-
ergy loss ∆E is always 20 eV. (In principle, one could
measure ∆E and perform the best possible operation
that depends on the value of ∆E.) Second, we ignore
small wavefront distortion due to simultaneous elastic
scattering. Third, no scattering is assumed to occur
above the cutoff angle βc =
√
2βE at the Bethe-ridge.
Fourth, we assume zero phase variation of the exit elec-
tron wave, although better modeling is certainly desir-
able [34]. Thus the Hankel-transformed far-field wave
amplitude
(
β2 + β2E
)−1/2
also have zero phase variation.
Finally, electrons get entangled with the specimen upon
inelastic scattering [35], resulting in a mixed quantum
state. We ignore this effect. However, preliminary re-
marks are presented in Supplemental Material [36].
Under the simplifying assumptions mentioned above,
our task boils down to distinguishing the two inelastically
scattered electron states |s′〉e, |a′〉e captured by the QAD.
Their form on the diffraction plane is
(
β2 + β2E
)−1/2
with
the cutoff βc, where the central point (β = 0) matches
respectively to those of the incident waves |s〉e and |a〉e.
Perfect discrimination of |s′〉e, |a′〉e is impossible because
of the overlap between them. To achieve the best possi-
ble, we use the Ivanovic-Dieks-Peres (IDP) scheme [37–
39], in which the failure probability is pf = |e〈s′|a′〉e|.
We have full confidence when an IDP measurement suc-
ceeds, or we have zero information and the measurement
fails completely. Numerically computed pf , as a function
of β, which in this case is the angle between the incident
waves |s〉e and |a〉e, is shown in Fig. 2 [40]. The an-
gular spread of incident electron beams |s〉e and |a〉e is
assumed to be below βE = 41µrad [40]. The probability
of inelastic scattering is reduced, in effect, by a factor pf ,
which is especially effective at high resolutions.
To visually assess the improvement afforded by the
scheme, we simulate imaging of the Marburg virus VP35
domain molecule [41]. Figure 3 shows the result. The
electron phase (shift) map is computed as described in
Supplemental Material [42]. The parameter value γ =
0.064 [27] is used to obtain the images. The simulated im-
ages are addition of the phase map and noise, which are
then filtered for visibility. The improvement by inelastic
(a) (b)
(c) (d)
(e) (f)
FIG. 3: Simulated images of the Marburg virus VP35 do-
main molecule [41]. (a) A band-pass filtered phase map. (b)
Imaging without quantum enhancement, i.e. the repetition
number k = 1. (c) QEM imaging without inelastic scattering
neutralization (ISN), wherein k = 10, roughly corresponding
to a specimen thickness t ≃ 30 nm. (d) QEM imaging with
ISN. The repetition number is essentially k/pf , where k = 10.
(e) QEM imaging without ISN, wherein k = 5 (i.e. specimen
thickness t ≃ 60 nm). (f) QEM imaging with ISN, wherein
k = 5. The horizontal length of all images is 10 nm.
scattering neutralization (ISN) is mainly at high resolu-
tion and visually rather subtle, requiring removal of large
low resolution components. Thus all six images are fil-
tered by multiplying a function e−β
2/2β2H
(
1− e−β2/2β2L
)
in the q space, where βL = 2mrad and βH = 3.5mrad.
Figure 3 (a) shows the zero-noise case. The noise compo-
nent is generated as follows [43]. First, gaussian random
number with zero mean and unit variance is supplied
to each pixel in the image plane. Second, we Fourier
transform it to get a complex-valued distribution on the
diffraction plane. We then multiply a function ∆θ (β)
representing phase noise spectrum (PNS) under consid-
eration. Finally, we use inverse Fourier transform to
get real-space noise. Figure 3 (b) shows the “classical”
case ∆θc (β) = 1/
√
Nsq, where Nsq is expressed as a
function of β. Figure 3 (c) shows the case for QEM
with fixed k = 10, where ∆θq1 (β) =
√
e/k1∆θc (β) and
k1 = min (k,Nsq). The “min” function, which returns
the smallest value, ensures that the repetition number
does not exceed Nsq. Figure 3 (d) shows the case for
QEM with ISN. The PNS in this case is ∆θq2 (β) =√
pf (β) e/k2∆θc (β), where pf is the aforementioned fail-
ure probability and k2 = min (k/pf (β) , Nsq). Alterna-
tively, using ISN one can essentially maintain the image
quality shown in Fig. 3 (c) while increasing the specimen
thickness by a factor 1/pf ≃ 2 at βL < β < βH . Figure 3
(e) shows the case k = 5, which means the specimen tick-
ness is roughly t = Λ/k ≃ 60 nm, without ISN. Figure 3
(f) show the same k = 5 case with ISN. All the difference
between Figs. (c)-(d) and Figs. 3 (e)-(f), respectively, is
the k value employed in computation.
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1Supplemental Material for “Resilient Quantum Electron Microscopy”
In the followings, some symbols denote multiple quantities to avoid cluttered presentation. For example, the symbol
σ denotes resolution in the main text, scattering cross section in Sec. I, and standard deviation in Sec. X. However,
the intention should be clear from the context.
I. STRUCTURAL FEATURES OF BIOLOGICAL MOLECULES
To evaluate the performance of QEM, it is useful to know some general facts about cryoEM specimens. In this
section, we focus on elastic scattering from a molecule. Consider a hypothetical diffraction intensity pattern I0 free
from the effect of radiation damage. The intensity I0 is proportional to the scattering cross section
dσ
dΩ as
I0 ∝ dσ
dΩ
=
∣∣∣∣∣
∑
s
fs (θ) e
−iq·rs
∣∣∣∣∣
2
, (S1)
where fs (θ) is the electron scattering amplitude of the s-th atom with the scattering angle θ, rs is the position of
the s-th atom, and q = kf − ki is the change of the wave vector of the electron upon scattering (the scattering
vector). The function fs (θ) has angular spread of ≃ 10mrad for 300 keV electrons and f (0) ≃ (0.3 ∼ 0.4) nm for
relevant elements except the hydrogen. We focus, for the moment, on features larger than 0.2 nm = λ/ (10mrad),
where λ = 1.97 pm is the wavelength of 300 keV electrons, and hence we replace fs (θ) with fs ≡ fs (0). Moreover, we
ignore the small imaginary part of fs (0). The scattering cross section is then expressed as
dσ
dΩ
=
∣∣∣∣
∫
drρ (r) e−iq·r
∣∣∣∣
2
, (S2)
where ρ (r) is the “density of scattering amplitude” per unit volume. This is also expressed as dσdΩ = |η (q)|2, where
η (q) =
∫
drρ (r) e−iq·r has the property η (−q) = η∗ (q) because ρ (r) ∈ R.
Biological molecules share some common structural features [S1]. We divide I0 roughly into two regions. First, at
small q we have an expectation value, on averaging over the molecule’s orientations,
dσ
dΩ
≃ Σ0e−R
2
gq
2/3 (S3)
as usually found in the Guinier plot, where Σ0 = {η (0)}2 = {
∑
s fs}2 and Rg is the radius of gyration of the molecule
under study. Data in this region represent the overall shape of the molecule. In the remaining second region with large
q, the scattered waves from the atoms in the specimen interfere in essentially a random manner. This is where the high
resolution structural data are. We model the molecule as a set of randomly placed atoms, i.e. ρ (r) =
∑
s fsδ (r − rs).
This results in, on average,
dσ
dΩ
=
∑
s
f2s +
∑
s6=l
fsfl cos [q · (rs − rl)] ≃
∑
s
f2s . (S4)
The last approximation is valid when q is sufficiently large and the cosine factor essentially gives a random sign. (The
magnitude of the second term is as large as that of the first term.)
Typical biological molecules are weak phase objects. Let the specimen be on the xy-plane and let the electron optical
axis be z-axis. We project a vector r onto the xy-plane to get a 2-dimensional (2D) vector rˆ. Let γ (rˆ), defined on
the xy-plane, be the projected density of scattering amplitude ρ (r) onto the xy-plane, i.e. γ (rˆ) =
∫
dzρ (r). Its
2D Fourier transform
∫
drˆγ (rˆ) e−iqˆ·rˆ equals η (qˆ), where the 2-dimensional vector qˆ is to q as rˆ is to r. Under the
projection assumption, the phase shift θ induced on the passing electron wave is given as θ (rˆ) = λγ (rˆ) [S2]. The
above relation dσdΩ ≃
∑
s f
2
s implies
|η (qˆ)| ≃
√∑
s
f2s , (S5)
which roughly is proportional to the square root of the number of atoms N comprising the molecule illuminated by
the electron beam. We consider a molecule of an areal size Aˆ and ignore the surrounding water molecules. This
2(a) (b)
FIG. S1: (a) A phase map of the Marburg virus VP35 domain molecule (5TOI). Scale bar: 3 nm. (b) The Guinier plot of the
molecule 5TOI. We see a broad peak with the corresponding length ∼ 0.5 nm and an approximately linear slope corresponding
to a B-factor of 0.7 nm2 at higher spatial frequencies.
simplification is arguably justified because water molecules are known to move during electron exposure [S3]. The
power spectral density S (qˆ) associated with θ (rˆ) is
S (qˆ) =
1
Aˆ
∣∣∣∣
∫
θ (rˆ) e−iqˆ·rˆdrˆ
∣∣∣∣
2
= λ2
|η (qˆ)|2
Aˆ
≃ λ2
∑
s f
2
s
Aˆ
= nλ2f2, (S6)
where n = N/Aˆ is the areal number density of relevant atoms and f represents the root mean square of the set
{fs| s ∈ N}.
The above overall picture is consistent with the following empirial data. Figure S1(a) shows a simulated in-focus
phase contrast cryoEM image (See Sec. IX) of a hypothetical radiation-resistant Marburg virus VP35 oligomerization
domain (Protein Data Bank (PDB) ID: 5TOI), where atomic coordinates are obtained by X-ray crystallography
[S5]. This is a protein molecule with 25 kDa molecular weight, which may be regarded as “average” [S6], comprising
≃ 3.3× 103 atoms. Taking the rough areal size of the molecule as Aˆ = 23 nm2 (See Sec. IX), we obtain
S (qˆ) ≃ λ2
∑
s f
2
s
Aˆ
≃ (6.4 pm)2 = (6.4mrad · nm)2 (S7)
from the above argument based on randomly placed atoms. The scattering amplitude data for computing Eq. (S7) is
obtained from Ref. [S4]. All atoms are counted except hydrogen atoms, for which the method described in the last
paragraph of Sec. IX is used. On the other hand, Fig. S1 (b), i. e. the Guinier plot of the Marburg virus VP35 domain
molecule (5TOI) [S5], shows the power spectrum pertaining to radially averaged η (q). We found the Guinier plot
remarkably similar to those of bacteriorhodopsin (1FBB) [S7] and aldolase (6ALD) [S8]. Let η (q) be the average value
of η (q) where |q| = q is satisfied upon taking the average. Beyond the broad peak at q/2pi = √5 nm−1 corresponding
to the α-helix, we see a line representing a “B-factor”, which satisfies η (q)
2 ∝ e−B2 ( q2pi )
2
, of about 0.7 nm2. This
is much smaller than reported experimental values of ∼ 10 nm2, which is understandable because radiation damage
among other factors is involved in actual experiments [S1]. Instead, the “B-factor” here is consistent with gaussian
averaging (with σ = 0.1 nm) involved in producing the inner potential map (See Sec. IX). The line representing the
factor e−
B
2 (
q
2pi )
2
intersects the vertical axis at λη (q) ≃ 0.03 nm2, which gives a value of S (qˆ) =
(
λη (qˆ)
)2
/Aˆ that is
consistent with the value mentioned above, i.e. ≃ (6.4mrad · nm)2.
Finally, we estimate the magnitude of typical repetition number k. We are after a signal characterized by the power
spectral density S (qˆ) ≃ nλ2f2, ignoring the “B-factor”. The order of magnitude of its value is ∼ (10mrad · nm)2 for
a typical specimen. Roughly speaking, one needs to detect phase shift θ ∼ 10mrad to see a feature with size ∼ 1 nm
(or more precisely, to obtain information within a squared spatial angular frequency bandwidth ∼ (2pi)2× 1 nm−2). If
our main purpose is detection of the existence of such a phase shift θ, as opposed to quantification of it, then we may
assert that θ = δθ. While it would take N ≃ θ−2 ≃ 104 electrons to detect θ when limited by shot noise, we would
only need N ≃ θ−1 ≃ 102 electrons if Heisenberg limit were reached. QEM would operate somewhere in between
these cases. For example, if we ignore inelastic scattering k = 10 gives N ≃ θ−2/k ≃ 103. Hence k ≃ 10 is the order
of magnitude that we should consider, since it corresponds to the typical electron fluence (1 ∼ 2)× 103/nm2.
3II. “B-FACTOR” FOR DESCRIBING RADIATION DAMAGE
As in Sec. I, let the position and the electron scattering amplitude (having the dimension of length) of s-th atom
be rs and fs, respectively. The following argument is valid to the extent that fs can be regarded as a constant within
the range of scattering angle of interest. The scattering vector q lies almost exactly in a plane perpendicular to the
optical axis and hence q ≃ qˆ. The scattered electron wavefunction amplitude ψ (qˆ) in the far field is proportional to
ψ (qˆ) ∝
∑
s
fse
−iqˆ·rˆs =
∫
d2rˆγ (rˆ) e−iqˆ·rˆ. (S8)
Since we suppose that atoms random walk, we should have the projected density of scattering amplitude γ (rˆ)
convoluted with
g (rˆ) =
1
2pid2
e−
x2+y2
2d2 (S9)
upon irradiation, where d is the standard positional displacement from the initial positions of atoms. Fourier trans-
forming, we obtain the scattering amplitude that is ψ (qˆ) multiplied by F {g (rˆ)} = e−d
2q2
2 . Hence the initial intensity
I0 = |ψ (qˆ)|2 at zero radiation damage is multiplied by e−d2q2 . This allows us to identify d2 with B/8pi2.
In the above reasoning, we implicitly assumed that there are many atoms random-walking so that γ (rˆ) may be
considered to be convoluted with a gaussian function. We note a limitation of this approach. After a long time,
all the intensity on the diffraction plane is concentrated at qˆ = 0 according to this model. In reality, all the atoms
should still be there, having some particular positions rather than having smoothed out by gaussian averaging. Hence
there should remain more or less random diffraction intensity in the far field. Monotonic decay of diffraction peaks in
experiments on crystals [S9] results because changes due to radiation damage vary from molecule to molecule in the
crystal.
III. ESTIMATION OF THE OPTIMAL γ VALUE
Here we describe how the value γ = 0.064 mentioned in the main text, which appears in the expression of Fopt,
was obtained. Physically, too small a fluence F gives no statistical confidence, while too large an F yields data that
mostly reflect altered structures due to radiation damage. Hence an optimal Fopt should exist.
In this attempt to find a useful γ value, we make a pragmatic assumption that a Fourier component θq of the
real-space map of weak phase shift θ (r) of the specimen decays to zero as θq (F ) = θ0e
−F/F0 for some F0. Strictly
speaking, this assumption cannot be entirely right (see the last paragraph of Sec. II) but we hope to obtain a
useful estimate nonetheless. In the diffraction mode, as in the measurement in the quantitative study of radia-
tion damage [S9], θ2
q
is proportional to the diffraction intensity I (q) and θq (F ) ∝ e−RFq2/16pi2 . It follows that
F0 =
16pi2
Rq2 =
4σ2
R ≃ 6 × 103 nm−2 · (σ/nm)
2
. This allows us to ignore the specimen change during each quantum
measurement with the repetition number k ≃ Λ/t ≃ 10 unless we are after very high resolution data. It can be
shown that all relevant measurements in QEM boil down to measuring the parameter kθ, given a quantum state(|0〉+ eikθ |1〉) /√2 (See Sec. XI). By expressing the state with measurement basis states |±〉 = (|0〉 ± i|1〉) /√2, we
obtain the corresponding probabilities p± = (1± sin kθ) /2 ≃ (1± kθq (F )) /2, where the last approximation requires
kθ ≪ 1. Let X be a random variable that represents the number of events “+” occurring after Ng = AF/k quantum
enhanced measurements, each using a group of k electrons. The expectation value X is given by
X =
∫
p+ (Ng) dNg ≃ Ng
2
+
kθ0
2
∫ Ng
0
e−kN
′
g/AF0dN ′g =
Ng
2
+
AF0θ0
2
(
1− e−kNg/AF0
)
, (S10)
while the variance is approximately a constant with respect to θ0, i.e.
Var (X) =
∫
p+ (Ng) p− (Ng) dNg ≃ Ng
4
. (S11)
The estimator for θ0 is
θˆ0 (X) =
β/k
1− e−β
(
2X
Ng
− 1
)
, (S12)
4where β = kNg/AF0 = F/F0. We obtain
Var
(
θˆ0 (X)
)
≃ 1
kAF0
β
(1− e−β)2
, (S13)
which is minimized at βopt ≃ 1.26, where eβ = 2β + 1 is satisfied. Hence we obtain γ = Fopt/
(
2pi2F0
)
= βopt/2pi
2 ≃
0.064.
IV. REMARKS ON THE QUANTUM AREA DETECTOR
A design of the quantum area detector (QAD), which is able to capture the vacuum electron wave without “col-
lapsing” the quantum state, has been described before [S10]. The purpose of this section is to point out that, in
principle, the number of qubit can be reduced to a logarithm of the number of pixels. This could make QEM an
excellent application of small-scale QC.
Figure S2 (a) shows the overall scheme, which is similar to the proposed obstruction-free phase plate scheme
[S11, S12]. Let z-axis be the optical axis. For simplicity, we pretend that rotation of the electron beam around the
optical axis due to a magnetic field etc. does not exist. We employ a device, similar to an aberration corrector, which
elongates the electron beam in the direction of x-axis at one point on z-axis and then elongates the beam along y-axis
at another point on z-axis, which is electron optically conjugate to the first point. At each of these two points, the
elongated electron beam goes through a slit where qubits are placed. The position of the flying electron along the
long direction of the slit, which is either x-axis or y-axis, is measured.
Consider a 4× 4 pixel QAD. Figure S2 (b) shows a placement of 2 qubits, A and B, in the slit-shaped device that
measures the x-coordinate of a flying electron. In the example shown, the electron flies “through” both the qubits
and they are both excited from the initial state |s〉 to |a〉, resulting in the state |a〉A|a〉B ≡ |aa〉x. (The “canonical
form” of flux-based qubits, which operates as quantum interface to charged particles, includes a ring of magnetic flux,
through which a charged particle passes [S10]. Feasible ways to realize such a qubit are currently under investigation.
See Ref. [S13] for the most recent attempt.) In general, let the initial state of the electron be
|ψ〉e =
3∑
x=0
3∑
y=0
cx,y|x, y〉e, (S14)
where x, y are respectively the x and y-coordinate of the flying electron. By the principle of superposition, after
passing the x-coordinate measurement device we obtain
|Ψ〉 =
3∑
y=0
{c0,y|0, y〉e|ss〉x + c1,y|1, y〉e|sa〉x + c2,y|2, y〉e|as〉x + c3,y|3, y〉e|aa〉x} . (S15)
Likewise, after passing the y-coordinate measurement device we obtain
|Ψ〉 = c0,0|0, 0〉e|ss〉x|ss〉y + · · ·+ c3,3|3, 3〉e|aa〉x|aa〉y. (S16)
This is followed by classical detection of the electron in the far field, which multiplies certain phase factors onto each
of the 16 QAD states. However, one can compensate for these phase factors in the manner described before (See
Ref.[S10]. Also see the next paragraph for a 2-pixel case). Clearly, the foregoing argument may be generalized to the
case of a 2n × 2n pixel QAD comprising 2n qubits.
The size of QAD pixels should be sufficiently small. For simplicity, consider an effective, demagnified QAD on the
specimen plane. The side length of the square-shaped pixel, l, should satisfy l < λ/θ, where θ is about the largest
angle between the optical axis and the electron trajectory. This results in minimal phase variation within the pixel.
Otherwise we get errors due to high spatial frequency components of the wave function. To see this, consider two
pixels placed side by side for simplicity, which constitute a single-qubit QAD. We indeed consider a 1-dimensional
system because it suffices. Let pixel 0 occupy the range −l < x < 0 while pixel 1 occupies 0 < x < l. Following the
main text, let the QAD be on an image plane. Moreover, let the specimen be a phase object, albeit not necessarily a
weak one. Let the two electron wave functions going through the two pixels be
ψ0 (x) = e〈x|0〉e =
{
eiθ(x) −l < x < 0
0 otherwise
(S17)
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FIG. S2: Quantum area detector (QAD). (a) A QAD comprises two slits. Qubits are placed along the long direction of each
slit. A classical electron area detector in the far field, placed on the far right, is not shown. The slit on the left measures the x-
coordinate of the electron passing through the slit, while the one on the right likewise measures the y-coordinate. (b) Structure
of the x-coordinate-measuring slit. Two qubits shown have a ring shaped magnetic flux (solid line segments) and detect an
electron passing through the ring. Qubit A at the bottom measures the most significant bit (MSB) of the x-coordinate, while
qubit B on top similarly measures the least significant bit (LSB).
and
ψ1 (x) = e〈x|1〉e =
{
eiθ(x) 0 < x < l
0 otherwise
. (S18)
The entire system including the QAD-qubit is in a state
|0〉e|α〉q + |1〉e|β〉q (S19)
for some |α〉q and |β〉q. Classical detection of the electron in the far field, i.e. in the state ψk (x) = e〈x|k〉e = eikx,
results in the qubit state
e〈k|0〉e|α〉q + e〈k|1〉e|β〉q = 1
l
∫ 0
−l
ei[θ(x)−kx]dx|α〉q + 1
l
∫ l
0
ei[θ(x)−kx]dx|β〉q . (S20)
If the specimen is a weak phase object satisfying θ (x)≪ 1 and the angle of deflection prior to the classical detection
is small, i.e. k ≪ 2pi/l, then it is justifiable to expand the integrand as ei[θ(x)−kx] ≃ 1 + i [θ (x) − kx]. Hence Eq.
(S20) approximately equals
≃
{
1 + i
[
1
l
∫ 0
−l
θ (x) dx+ k
(
l
2
)]}
|α〉q +
{
1 + i
[
1
l
∫ l
0
θ (x) dx− k
(
l
2
)]}
|β〉q. (S21)
We know k because we measure it upon classical electron detection. Hence we can manipulate the QAD-qubit to
obtain {
1 +
i
l
∫ 0
−l
θ (x) dx
}
|α〉q +
{
1 +
i
l
∫ l
0
θ (x) dx
}
|β〉q. (S22)
The integrals represent the average value of θ (x) within each pixel, which is exactly what we need. However, the
foregoing argument fails to hold when the conditions θ (x)≪ 1 and k ≪ 2pi/l are not met. For example, large spatial
variation of θ (x) within the pixel should lead to a high deflection angle k/kz, which results in detection of an electron
outside the unscattered beam. Then, the above expansion ei[θ(x)−kx] ≃ 1 + i [θ (x)− kx] is itself incorrect since the
first term represents the unscattered beam. The absolute value of the two amplitudes e〈x|0〉e and e〈x|1〉e at the point
of electron detection can be very different because outside the unscattered beam, the wavefunction amplitude strongly
depends on the exact form of θ (x) within the pixel.
V. OBFUSCATION OF ELASTIC SCATTERING
For the reader’s convenience, we spell out all the intermediate steps of calculation in the main text that describe
obfuscation of elastic scattering. Let the number of pixels of the QAD be M2, whereM is a multiple of 4. Each pixel,
6with the effective side length σ = L/M measured on the specimen plane, is labeled n, m, where −M/2 ≤ n < M/2
and likewise form. Each pixel is associated with the state |n,m〉d of the QAD. The labels n, m respectively correspond
to the axes x, y. Let the wavevectors of the incident waves |s〉e and |a〉e projected on the xy-plane be qi and −qi,
respectively, where qi has only the x-component qi = pi/2σ, i.e. the y-component is zero.
The qubit Q1 is initially in the state
|s〉q + iα|a〉q (S23)
and after the electron, whose initial state is 1√
2
{|s〉e + |a〉e}, goes through Q1, the state of the entire system is
1√
2
{(|s〉e|s〉q + |a〉e|a〉q) + iα (|s〉e|a〉q + |a〉e|s〉q)} (S24)
First, the exit wave from the specimen {1 + iθ (x, y)} ei(qix+kzz) (where qi ≪ kz) generated from the incident wave
|s〉e is captured by the QAD as a state (the subscript stands for “detector”)
|ψs〉d = 1
M
∑
n,m
(1 + iθn,m) e
ipi
2
n|n,m〉d, (S25)
where θn,m = θ (nσ,mσ) and n, m each runs from −M/2 to M/2− 1. A similar argument holds for the incident wave
|a〉e, resulting in
|ψa〉d = 1
M
∑
n,m
(1 + iθn,m) e
−ipi
2
n|n,m〉d. (S26)
Thus, the state of the entire system is
1√
2
{(|ψs〉d|s〉q + |ψa〉d|a〉q) + iα (|ψs〉d|a〉q + |ψa〉d|s〉q)} (S27)
Second, we perform 2-dimensional (2d) quantum fast Fourier transaform (qFFT) [S14], which converts the amplitude
cn,m of the state |n,m〉d to
c′n,m =
1
M
∑
n′,m′
cn′,m′e
2piinn
′+mm′
M (S28)
on the QAD state. This amounts to virtually moving to the diffraction plane. Before proceeding, we define
Θr,s =
1
M
∑
n,m
θn,me
2pii rn+sm
M . (S29)
Note two properties
Θr+M,s = Θr,s (S30)
and
Θr,s = Θ
∗
−r,−s. (S31)
When applied respectively to |ψs〉d and |ψa〉d, qFFT yields
|ψs2〉d =
(
1 +
iΘ0,0
M
)
| − M
4
, 0〉d + i
M
∑
(r,s) 6=(−M4 ,0)
Θr+M
4
,s|r, s〉d,
|ψa2〉d =
(
1 +
iΘ0,0
M
)
|M
4
, 0〉d + i
M
∑
(r,s) 6=(M4 ,0)
Θr−M
4
,s|r, s〉d. (S32)
7Henceforth we set Θ0,0 = 0, or equivalently, set the average of the phase shift θ (x, y) to be zero. Define
θ ≡
ΘM
2
,0
M
=
Θ−M
2
,0
M
=
1
M2
∑
n,m
(−1)n θn,m, (S33)
which represents the spatial frequency component we aim to measure. That is, half the difference between (A) the
average value of θn,m with even n and (B) the odd n counterpart. The state of the entire system is thus
|Ψ1〉 = 1√
2
| − M
4
, 0〉d
[(
1− αθ) |s〉q + i (α+ θ) |a〉q]+ 1√
2
|M
4
, 0〉d
[(
1− αθ) |a〉q + i (α+ θ) |s〉q]
+
i√
2M
∑
(r,s) 6=±(M4 ,0)
|r, s〉d
{
Θr+M
4
,s (|s〉q + iα|a〉q) + Θr−M
4
,s (|a〉q + iα|s〉q)
}
. (S34)
Third, we apply a “virtual pi/2 phase plate” by selectively apply a phase factor −i to the all scattered states, i.e.
|r, s〉d with (r, s) 6= ±
(
M
4 , 0
)
, that are in the second line of the above equation.
Fourth, to “obscure” the history of scattering, we apply inverse qFFT (iqFFT) to each of two half planes M/2 ≤
r < 0 and 0 ≤ r < M/2, that respectively contains unscattered waves |s〉e and |a〉e. We carry this out by leaving the
most significant qubit (MSQ) representing the coordinate along the x axis when performing iqFFT. Call this qubit
Q2. On the other hand, iqFFT is done fully on the all qubit representing the coordinate on y axis.
Two definitions are in order before we proceed. We first introduce
θLn,m =
1
M
∑
−M4 ≤ r′ < M4 , s
(r′, s) 6= (0, 0)
Θr′,se
−2pii 2r′n+sm
M , (S35)
where we impose the range −M4 ≤ n < M4 , −M2 ≤ m < M2 . The addition of the condition (r, s) 6= (0, 0) changes
nothing here, but it makes later arguments clearer. This quantity clearly represents a low-pass filtered map of θn,m,
which is compressed in the x-direction. Because the number of pixels along the axis of compression is M/2, we have
the slightly odd-looking exponent −2pii r′n(M/2) − 2pii smM = −2pii 2r
′n+sm
M . We also introduce
θHn,m =
1
M
∑
−M4 ≤ r′ < M4 , s
(r′, s) 6= (0, 0)
Θr′+M
2
,se
−2pii 2r′n+sm
M , (S36)
which also has the range −M4 ≤ n < M4 , −M2 ≤ m < M2 . Note that we subtracted θ by excluding the (r′, s) = (0, 0)
term (See Eq. (S33)). We list several useful observations on θLn,m and θ
H
n,m. (A) Due to Eq. (S30), θ
H
n,m is equivalently
expressed as (in terms of r′′ = r′ +M/2)
θHn,m =
1
M
∑
{ −M2 ≤ r′′ < −M4
M
4 ≤ r′′ < M2
}
, s
(r′′, s) 6= (−M2 , 0)
Θr′′,se
−2pii 2r′′n+sm
M , (S37)
which makes it clear that θHn,m represents a high-pass filtered map of θn,m. Being high-pass filtered, we expect elements
of θHn,m to be generally smaller than the low-pass filtered elements θ
L
n,m for most natural images. (B) Equations (S31),
(S35) and (S37) tell us that both the objects θLn,m, θ
H
n,m are approximately real. (For example, r
′ = −M/4 terms in
Eq. (S35) contribute an imaginary part. The influence could be large especially when M is small.) (C) Some further
equivalent expressions are
θLn,m =
1
M
∑
−M2 ≤ r < 0, s
(r, s) 6= (−M4 , 0)
Θr+M
4
,se
−2pii
2(r+M4 )n+sm
M =
1
M
∑
0 ≤ r < M2 , s
(r, s) 6= (M4 , 0)
Θr−M
4
,se
−2pii
2(r−M4 )n+sm
M , (S38)
8θHn,m =
1
M
∑
−M2 ≤ r < 0, s
(r, s) 6= (−M4 , 0)
Θr−M
4
,se
−2pii
2(r+M4 )n+sm
M =
1
M
∑
0 ≤ r < M2 , s
(r, s) 6= (M4 , 0)
Θr+M
4
,se
−2pii
2(r−M4 )n+sm
M . (S39)
Note that Eq. (S30), which is due to the discrete nature of FFT that comes with the use of QC, is crucial in deriving
some of the above results, including the real-valuedness. This does not, however, necessarily mean that continuous
Fourier transform realized by an electron optical system, as opposed to a QC, cannot approximate the operation to
a satisfactory degree.
Going back to the fourth step, first consider the half plane −M2 ≤ r < 0 and apply iqFFT of the form
an,m =
√
2
M
∑
−M
2
≤r<0,s
Ar,se
−2pii
2(r+M4 )n+sm
M , (S40)
where the central pixel is
(−M4 , 0). This is done on the condition that the Q2 is in the state |0〉q2 and results in
1
M
∑
n,m
|n,m〉d{
(
1− αθ) |s〉q + i (α+ θ) |a〉q
+
[
θLn,m (|s〉q + iα|a〉q) + θHn,m (|a〉q + iα|s〉q)
]} |0〉q2√
2
. (S41)
Likewise, iqFFT on the remaining plane 0 ≤ r < M2 results in a state
1
M
∑
n,m
|n,m〉d{
(
1− αθ) |a〉q + i (α+ θ) |s〉q
+
[
θLn,m (|a〉q + iα|s〉q) + θHn,m (|s〉q + iα|a〉q)
]} |1〉q2√
2
. (S42)
The state of the entire system is the sum of Eqs. (S41) and (S42). This is what we needed to show.
The setting qi = pi/2σ entails a problem at lower resolution measurements because high-spatial-frequency component
may be present within the large pixel of size σ. See the last paragraph of Sec. IV. Detailed discussion of this issue
would lead us too far afield because our scheme must be significantly extended to properly take care of this type of
error. One solution is to set qi = pi/4σ and use 4 electron states |0〉e, · · · , |3〉e instead of the two states |s〉e and |a〉e.
We defer detailed discussion of this extended scheme to future publication.
VI. INFLUENCE OF LARGE BACKGROUND PHASE IN CONVENTIONAL ELECTRON
MICROSCOPY
Consider a specimen with a square waveform structure, associated with phase shift periodically switching between
δ and −δ. When observed with in-focus phase contrast microscopy, the probabilities to detect an electron at the two
regions correspofigurending respectively to phase shift ±δ are
p± = F
∣∣e±iδ − 1 + i∣∣2 = F (3− 2 cos δ ± 2 sin δ)
=
1
2
± sin δ
3− 2 cos δ ≃
1
2
± δ
1 + δ2
, (S43)
where the constant F = 1/ (6− 4 cos δ) ensures p+ + p− = 1. Suppose that there is a smaller variation dδ on top of
the +δ part. The change of contrast due to dδ is proportional to
dp+
dδ
=
3 cos δ − 2
(3− 2 cos δ)2 ≃ 1−
7δ2
2
. (S44)
On the other hand, the noise level is proportional to (as we are dealing with the Bernoulli distribution)
√
p+p− =
√
1
4
−
(
sin δ
3− 2 cos δ
)2
≃ 1
2
− δ2. (S45)
Hence signal-to-noise ratio decreases as a function proportional to 1− 3δ2/2 when there is a “background phase” δ.
9VII. PRELIMINARY REMARKS ON INCOHERENCE OF INELASTICALLY SCATTERED
ELECTRONS
An electron that undergoes inelastic scattering loses coherence to some degree. This is due to generation of
(most likely non-maximal) entanglement between the imaging electron and degrees of freedom in the specimen upon
scattering. As noted in the main text, the relevant degrees of freedom here are considered to be plasmons. Generation
of entanglement results in a mixed state, as opposed to a pure state, of the scattered imaging electron. For the
purpose at hand, however, we can project the quantum state of the specimen’s degrees of freedom to one of a set of
orthogonal basis states (or, loosely speaking, we “measure” the quantum state of the specimen’s degrees of freedom).
We then find what would be left, as a state of the imaging electron.
Although the relevant excitation is plasmons in the present context, we employ a hydrogenic model for the present
preliminary analysis. The ejection process of K-shell electrons has been studied by Maslen and Rossouw (MR) in a
hydrogenic scattering model long ago [S15]. Here we evaluate the process using the energy loss value ∆E = 20 eV
relevant to plasmon excitations, instead of the value ∆E = 300 eV used in the original work [S15]. We rather arbitrarily
set the binding energy value Eb = 5 eV of the electron that is to be ejected, whereas in the original work the value of
carbon K edge Eb = 285 eV was used as the binding energy. In what follows, we use notations in Ref.[S15].
In the MR model, the imaging electron is deflected by an angle θ. The wavevector κ of the ejected 15 eV electron
is generally different from the scattering vector q = kf − ki. Let the angle between the vectors κ and q be γ. As
always in the present work, the magnitude of incident electron’s wavevector ki and the velocity v correspond to those
of 300 keV electrons. We set the relevant atomic number Z to be 6, i.e. that of carbon. The atomic transition matrix
Mif , to which the electron scattering amplitude f (θ) is proportional, can be computed analytically as a complex
function of Z, κ = |κ|, γ and q = |q| [S15]. Note that θ is a function of some of these parameters. Being complex,
the matrix element Mif has a phase angle. We take a part of the angle ψ that is dependent on θ and γ (ψ2 + ψ3 in
Ref.[S15]). Figure S3 shows ψ and |Mif |2 as functions of 0 ≤ γ ≤ pi for 4 values of θ.
Suppose that we “measured” the ejected 15 eV electron and determined the angle γ to be close to zero. Figure S3
(b) shows that this γ value is rather likely, judging from the broad peak at near γ = 0 (in spite of a geometric factor
sin γ appearing in the total cross section [S15]). On the other hand, Fig. S3 (a) shows that at near γ = 0, the “phase
spread” of 4 curves is about 0.5 radian. More generally, the scattered electron wave
Ψ (θ) ∝ 1√
θ2 + θ2E
, (S46)
where
θE =
√
1− (v/c)2 ∆E
mv2
= 41µrad, (S47)
receives phase modulation. This modulation may roughly be modeled as eiψ(θ) ≃ eiζθ/θc , where θc =
√
2θE = 9.1mrad
is the Bethe-ridge [S16]. The parameter ζ, which depends on the direction of the electron ejection γ, appears to be
in between 0.1 and 0.5 for θ < 10mrad (See Fig. S3 (a)) unless γ is close to, but not exactly at, pi2 . The event γ ≃ pi2
appears to be relatively unlikely (See Fig. S3 (b)).
On the other hand, the correction factor, due to incoherence of inelastic scattering, to the Ivanovic-Dieks-Peres
failure probability is essentially given by the absolute value of the inner product
I = ”〈Ψ(θ) |Ψ(θ) eiζθ/θc〉” =
∫ θc
0
Ψ2 (θ) eiζθ/θc2piθdθ. (S48)
The part inside the quotation marks merely shows the idea and therefore is schematic. We find I = 1 − 10−4 for
ζ = 0.1 and I = 0.97 for ζ = 1. These values appear to be sufficiently close to 1. Nonetheless, it goes without saying
that further study, which for instance evaluates the failure probability due to γ ≃ pi2 events, or one which takes into
account the plasmonic nature of the excitation etc., is desirable.
VIII. OVERLAP OF THE INELASTICALLY SCATTERED STATES |s′〉e AND |a
′〉e
The calculation of pf (β) is carried out as follows. We express the scattering angle β as
β2 = β2x + β
2
y , (S49)
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(a) (b)
FIG. S3: Quantities pertaining to the atomic transition matrix Mif discussed in the model of Maslen-Rossouw. (a) The phase
angle component ψ = ψ2 + ψ3 of Mif is shown, which depends on the angle of scattering θ and γ. This plot corresponds to
Fig. 6 of Ref. [S15] computed for K-shell electron ejection processes. (b) The squared amplitude |Mif |
2 tends to be small at
γ ≃ pi
2
.
(a) (b)
FIG. S4: Two pf (β) curves respectively for (a) ∆E = 20 eV and (b) ∆E = 40 eV.
in terms of the x, y components of the angle. Inelastically scattered electron waves have an amplitude proportional
to
f (βx, βy) =
{(
β2x + β
2
y + β
2
E
)−1/2
β2x + β
2
y < β
2
c
0 β2x + β
2
y > β
2
c
, (S50)
where βc = 9.1mrad and βE = 41µmrad is proportional to the energy loss ∆E, which is taken as 20 eV here. The
function pf (β) is 2d-autocorrelation of the function f (βx, βy). Specifically,
pf (β) = F
∫
dβx
∫
dβyf (βx, βy) f (β − βx, βy) , (S51)
where the normalization constant F is adjusted so that pf (0) = 1, i.e. the failure probability is pf = 1 when the
two scattered waves are the same. Autocorrelation translates to multiplication when (inverse-)Fourier transformed.
Hence we obtain
pf (β) ∝ F
{[F−1 {f (βx, βy)}]2} (β, 0) . (S52)
We computed F−1 {f (βx, βy)} numerically.
To show the sensitivity of the curve pf (β) to the energy loss ∆E, we show two cases, ∆E = 20 eV (which is regarded
as typical) and ∆E = 40 eV in Fig. S4.
We remark on the point in the main text that the incident electron beams |s〉e and |a〉e should be sufficiently
parallel. The curve pf (β) in Fig. 2 of the main text is computed for the two plane wave beams |s〉e and |a〉e. We
call this case the plane-wave beam case (PBC). Also consider the case in which the angular spread of the incident
wave functions |s〉e and |a〉e (not the intensity) is e−β
2/2β2g . We call this the divergent beam case (DBC), although
the beam may instead be convergent. In the DBC, the scattered wave in the far field is convolution of f (βx, βy)
11
and e−(β
2
x+β
2
y)/2β
2
g . Hence the DBC exit wave on the image plane is the PBC exit wave multiplied by e−
β2g
2 (x
2+y2).
Thus, the intensity of the DBC exit wave is equal to the PBC exit wave multiplied by e−β
2
g(x
2+y2). Since the error
probability pf (β) is Fourier transform of the square of the exit wave, we see that the DBC version of pf (β) equals
convolution of the PBC version of pf (β) and
e−(β
2
x+β
2
y)/4β
2
g ∝ F
{
e−β
2
g(x
2+y2)
}
. (S53)
In other words, the DBC version of pf (β) is obtained by applying the gaussian low-pass filter ∝ e−(β
2
x+β
2
y)/4β
2
g to
the PBC version of pf (β). Because of the normalization condition pf (0) = 1, a larger βg gives rise to poorer QEM
performance because the peak of pf (β) at β = 0 is smeared due to low-pass filtering. On the other hand, reducing
βg much beyond βE ≃ 40µrad is unnecessary as suggested by the form of pf (β) at near β = 0, which comes from the
form of f (βx, βy) at near β = 0.
IX. COMPUTING THE PHASE MAP
We computed the phase map (Fig. S1(a)) of the Marburg virus VP35 oligomerization domain (5TOI) [S5] using
the multislice algorithm. The thickness of each slice is 1 nm. A simpler simulation using the projection assumption
[S2] gave very similar results, which is not surprising because the thickness of the 5TOI molecule is as thin as ≃ 3 nm.
The handling of water molecules surrounding the 5TOI molecule closely followed the method described by Shang
and Sigworth [S17]. Here we only describe places where we made deviations from their method when we took the
surrounding water molecules into account. Following the main text, we focus on 300 keV electrons. All computations
were carried out on a Cartesian grid with a grid spacing 0.05 nm. The shape of the space was cubic with the volume
V = L3, where L = 12.0 nm.
First, we remark that the surrounding water structure is not obviously averaged out under the assumption of single
image acquisition in the present work, unlike in the context of SPA considered in Ref. [S17]. However, there is
evidence that water molecules move significantly during the electron exposure [S3]. Here we assume that the use of
averaged-out water density is justified.
We computed the inner potentials for relevant elements H, C, N, O and S as follows. The scattering amplitudes
f (θ) at θ = 0 for the elements were obtained from a NIST database [S4]. From these values we computed the values
of inner potentials Vi (which has the dimension of voltage times volume) as
Vi =
√
1−
(v
c
)2 2pi~2
me
f (0) , (S54)
where m and v are the electron mass and velocity, respectively. Table I shows the result.
The mean inner potential of ice is computed to be 4.5276V. In other words, this value represents the inner potential
of the water molecule, consisting of 2 hydrogen atoms and one oxygen atom, divided by its molecular volume in ice.
There is a discrepancy in the literature regarding the exact value of it. Reference [S17] reports 3.6V for “bulk vitreous
ice”, whereas Ref. [S18] reports a value 4.5301V for “low-density amorphous ice” (LDA ice). Under the assumption
that the density of LDA ice 9.3× 102 kg/m3 is relevant, the latter value, which is consistent with our result, is more
appropriate.
The “atomic radii” used for computing the “binary mask function” m (r) [S17] are shown in Table II. We use van
der Waals (VDW) radii taken from Table 2 of Ref. [S19] for this purpose. To be precise, the VDW radii depends
on the atomic group to which the atom belongs. However, we simply averaged all values appearing in the “ProtOr
Radii” column of the Table 2 of Ref. [S19]. This is clearly a crude approximation but we believe that the associated
error is insignificant for the present purpose of evaluating QEM.
The area of the molecule Aˆ = 23 nm2, mentioned in Sec. I, was computed using the mask function m (r). The
function is designed to indicate whether or not a location r is inside the molecule, in such a way that m (r) = 0 if r
is inside the molecule and m (r) = 1 otherwise. Hence we computed
Aˆ =
∫ ∫
dxdyH
(
1
L
∫
{1−m (r)} dz
)
, (S55)
where z is the optical axis, and the version of the Heaviside step function H (X) employed here is left-continuous, i.e.
H (0) = 0. The length L is inserted solely for making the argument of the function dimensionless.
Hydrogen requires a special treatment. Atomic coordinates for the hydrogen atoms are absent in the PDB, for
the Marburg virus VP35 oligomerization domain (5TOI). Following the general strategy described in Ref. [S17], we
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TABLE I: The inner potential Vi (multiplied by the volume).
Element H C N O S
Vi/Vnm
3 0.0253 0.118 0.106 0.095 0.246
TABLE II: Atomic radii ai.
Element H C N O S
ai/nm 0 0.180 0.164 0.144 0.177
modified the inner potential values of C, N, O and S atoms in accordance with the expected number of the associated
H atoms to each of these elements. We computed the expected values as weighted-average of the number of hydrogen
atoms in each type of amino-acid residue, over all residue types with weights in accordance with the frequency of each
residue in the 5TOI molecule.
X. COMPUTATION OF IMAGE NOISE
Here we describe the procedure to generate simulated images shown in Fig. 3 in the main text. The map of phase
shift shown in Fig. 3 (a) is produced as described in Sec. IX. All computations are performed on 240 × 240 pixels
image data, with each square pixel having the side length l = 0.05 nm. We label each pixel with a pair of integers
(n, m), each of which ranges from −120 to 119.
To simulate imaging processes, we add the expected noise to the phase map to produce Figs. 3 (b)-(f). Typically,
although not always, many quantum measurements, each involving k electron passing events, are performed for each
pixel. Hence we expect the noise to be approximately gaussian. In all three of the imaging methods the amount of
noise depends on the transverse wave vector component q = kzβ, where kz is the wave number along the optical axis.
First, we generate real-valued, independent gaussian noise, with zero mean and unit variance, in each pixel on the
image plane. Second, we perform fast Fourier transform (FFT) to obtain the noise in the diffraction plane, which
results in a complex-valued map. The pixel (0, 119) in the map, for example, corresponds to a scattering angle
β ≃ sinβ = λ
2l
=
1.97 pm
2× 0.05 nm ×
119
120
= 19.5mrad, (S56)
where λ = 2pi/kz ≃ 1.97 pm is the wavelength of 300 keV electrons. Third, to the map on the diffraction plane we
multiply a function that describes the q-dependent amplitude of noise. For the “classical” case of Fig. 3 (b), we
multiply the standard deviation of shot noise
1√
Nsq
=
1√
FsqA
=
√
Rq4
128pi5γ
=
√
R
128pi5γ
q2
k2z
k2z =
10−6
2λ2
√
R
2piγ
(
β
mrad
)2
=
(β/mrad)
2
186
, (S57)
where γ = 0.064 as described in Sec. III. (Uncertainties associated with parameters such as R, γ do not warrant the
precision appearing in the numerical value 186, but we use this value in the simulation anyway.) Note, by convention,
that the square of Eq. (S57) equals
Sn (β)∆q
2 = Sn (β)
(2pi)2
A
, (S58)
where Sn (β) is the noise power spectrum per unit “area” in the reciprocal space. The images shown in Figs. 3
(c)-(f) have smaller noise due to quantum enhancement. The factors of noise reduction,
√
e/k1 and
√
epf (β) /k2
respectively, are noted in the main text, along with the definitions k1 = min (k,Nsq) and k2 = min (k/pf (β) , Nsq).
Fourth and finally, we apply inverse-FFT (iFFT) to obtain spatial-frequency-weighted noise patterns. The result
should mathematically be real, but the real part should be taken in numerical computation. The resultant noise
patterns are simply added to the phase map, i.e. θ (x, y) of the exit wave 1 + iθ (x, y) (Fig. 3 (a)) to obtain Figs. 3
(b)-(f).
The contrast of all images Fig. 3 (a)-(f) are adjusted in the following way. Given a numerical array representing
an image, the mean µ and the standard deviation σ are computed. The highest and the lowest brightness in each
presented image are then made to correspond to the values µ + 5σ and µ− 5σ, respectively. Finally, the images are
cropped to the size of approximately 80× 200 pixels for presentation.
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XI. CONVENTIONAL WEAK-PHASE MEASUREMENT
To clarify the point mentioned in Sec. III, we consider a weak-phase object and compare the abilities of various
measurement schemes. It turns out that, among in-focus phase contrast imaging (with a pi/2 phase plate), dark field
imaging, far-field diffraction measurement, none is more advantageous than others in terms of phase measurement
precision, if we put aside the ability to decide the sign of the small phase under measurement. We also show that
discretized and scanning versions of phase contrast imaging have essentially the same limitation. Many of these facts
have long been known [S20], but it is instructive to explicitly derive these. Note that the equivalence among these
methods does not mean that all measurement schemes have the equal ability. Considering in-focus bright field imaging
without a phase plate should suffice to see this point. Also note that, although the followings are presented in terms
of conventional TEM, the results extends also to QEM because in a sense QEM is essentially the same method: The
“only difference” is that QEM employs a hypothetical particle instead of the electron, which damages the specimen
k times more than the electron, while receiving k times larger phase shift upon passing the specimen.
Let the exit wave function emanating from a biological weak-phase object be
ψ (r) =
1√
2piσ2
e−
x2+y2
4σ2 eikzz {1 + iθ (x, y)} , (S59)
where θ (x, y)≪ 1, ∫ dx ∫ dyθ (x, y) = 0 and σ2 is roughly the area of the illuminating electron beam. Define
Θ (kx, ky) = F {θ (x, y)} =
∫
dx
∫
dyθ (x, y) e−i(kxx+kyy). (S60)
Let ∗ be the convolution operator, which in the reciprocal space is
(F ∗G) (kx, ky) =
∫
dlx
2pi
∫
dly
2pi
F (lx, ly)G (kx − lx, ky − ly) . (S61)
The probability distributions for electron detection are respectively as follows. The distribution for in-focus phase
contrast mode is
P1 (x, y) =
1
2piσ2
e−
x2+y2
2σ2 {1 + 2θ (x, y)} . (S62)
In the dark field mode, the distribution is
P2 (x, y) =
1
2piσ2
e−
x2+y2
2σ2 θ2 (x, y) . (S63)
In the case of diffraction pattern measurement we have
P3 (kx, ky) =
∣∣∣√8piσ2e−σ2(k2x+k2y) ∗ {(2pi)2 δ (kx) δ (ky) + iΘ (kx, ky)}∣∣∣2 , (S64)
which is normalized as ∫
dkx
2pi
∫
dky
2pi
P3 (kx, ky) = 1. (S65)
First, we show the equivalence between in-focus phase contrast imaging and dark field imaging with regard to phase
precision. Consider a small area dxdy at a point (x, y), in which P1 (x, y) and P2 (x, y) are smooth. The probabilities
to detect an electron in the area are respectively p1 = α {1 + 2θ (x, y)} and p2 = αθ2 (x, y), where
α =
1
2piσ2
e−
x2+y2
2σ2 dxdy. (S66)
We illuminate the specimen with N electrons. Let Xn (n = 1, 2) be random variables for the number of electrons
associated with the probabilities pn. Let Xn and Var (Xn) be their mean and variance, respectively. We obtain,
assuming α≪ 1 (if not, take a smaller area dxdy)
Var (X1) = Np1 (1− p1) ≃ Np1 = Nα {1 + 2θ (x, y)} ≃ Nα, (S67)
and
Var (X2) = Np2 (1− p2) ≃ Np2 = Nαθ2 (x, y) . (S68)
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Also note that Var (X1) ≃ X1 and Var (X2) ≃ X2 under this approximation. Using maximum likelihood estimation,
the parameter θ (x, y) is estimated with Y1 =
1
2
(
X1
Nα − 1
)
and Y2 =
√
X2/Nα. We obtain
Var (Y1) ≃ 1
4Nα
. (S69)
Obtaining Var (Y2) takes some steps. We begin with
Y2 =
√
X2
Nα
=
√(
X2 −X2
)
+X2
Nα
=
√
X2
Nα
√
1 +
X2 −X2
X2
≃
√
X2
Nα
(
1 +
X2 −X2
2X2
)
= θ (x, y)
{
1 +
X2 −X2
2X2
}
. (S70)
Our calculation is accurate to the extent that the approximation in the above formula is accurate. (One expects
X2−X2
X2
≃ 1√
Nαθ
.) Hence
Var (Y2) ≃ (Y2 − θ (x, y))2 = θ2 (x, y)
(
X2 −X2
)2
4
(
X2
)2 = θ2 (x, y) Var (X2)
4
(
X2
)2 ≃ 14Nα. (S71)
Thus, in-focus phase contrast imaging and dark field imaging has essentially the same precision for a given electron
fluence. However, the former can detect the sign of θ (x, y), while the latter cannot.
Second, we show the equivalence between dark field imaging and intensity measurement at the diffraction plane.
Ignoring the unscattered beam in P3 (kx, ky) and we are left with
P ′3 (kx, ky) =
∣∣∣√8piσ2e−σ2(k2x+k2y) ∗Θ (kx, ky)∣∣∣2 . (S72)
To simplify the calculation, we only consider a σ much larger than the resolution of interest. Note that
4piσ2e−σ
2(k2x+k
2
y) → (2pi)2 σ2δ (σkx) δ (σky) when σk ≫ 1, where k is the largest spatial angular frequency of in-
terest (we keep the quantity in the delta functions dimensionless). Hence we obtain
P ′3 (kx, ky) ≃
1
2piσ2
|Θ (kx, ky)|2 . (S73)
By Parseval’s theorem we have
1
2piσ2
∫
dkx
2pi
∫
dky
2pi
|Θ (kx, ky)|2 = 1
2piσ2
∫
dx
∫
dy |θ (x, y)|2 . (S74)
Note that
1
2piσ2
(
dkx
2pi
)(
dky
2pi
)
|Θ (kx, ky)|2 (S75)
is the probability to detect an electron in the “area” dkxdky on the diffraction plane. As this probability is small, this
also equals the variance associated with it. Likewise, from Eq. (S63) we see that
1
2piσ2
dxdy |θ (x, y)|2 (S76)
is the probability to find an electron in the area dxdy on the image plane in dark field imaging when the point (x, y)
is well within the incident beam. As in the diffraction plane case (Eq. (S75)), Eq. (S76) also represents the variance
of the probabilistic process. Therefore, Eq. (S74) tells us that only a redistribution of signal and noise occurs when
we detect electrons at a diffraction plane, as may be obvious in hindsight. It is in this sense that diffraction pattern
measurement is equivalent to the other two in terms of phase measurement precision.
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Third, we discretize the image. Let the image have n pixels indexed by s = 1, 2, · · · , n. Let the quantum state of
an imaging electron localized on the s-th pixel be |s〉. The small phase shift caused by the specimen is such that the
transmitted electron wave emerging from the specimen is described as
|ψ〉 = 1√
n
n∑
s=1
(1 + iθs) |s〉 = 1√
n
n∑
s=1
|s〉+ i√
n
n∑
s=1
θs|s〉, (S77)
where we adjust the global phase so that
∑n
s=1 θs = 0. The Fourier transformed state is on the diffraction plane. The
state at the center of the diffraction plane corresponds to the first term of the last expression in Eq. (S77), to which
we apply a pi/2 phase shift using a phase plate. Hence we obtain, up to the overall phase,
|ψ′〉 = 1√
n
n∑
s=1
(1 + θs) |s〉. (S78)
This leads to the probability to find an electron in the state |s〉, which is ps = (1 + 2θs) /n. Let the random variable
describing the number of electrons detected in the s-th pixel be Zs, when we detect N electrons in total. The variance
associated with the detection of an electron is
Var (Zs) = Nps (1− ps) ≃ N
n
(
1− 1
n
)
, (S79)
which is a property of the multinomial distribution. This is approximately Nps ≃ N/n when n ≫ 1. On the other
hand, Ws =
1
2
(
n
NZs − 1
)
gives θs =Ws. We obtain
Var (Ws) =
n
4N
(
1− 1
n
)
=
n− 1
4N
. (S80)
This is consistent with Eq. (S69) when n≫ 1, as it should. Note that Var (Ws) = 1/4N in the specific case n = 2 as
in Sec. III.
Fourth, we consider a “scanning” scheme to connect to the arguments in Sec. III. The amount of phase shift θs
at each pixel, relative to the global average
∑n
s=1 θs = 0, is measured in the above discrete scheme. Instead, we
may split the electron beam and scan one branch of the beam while the other is focused on pixel 1. In this way we
measure the phase difference θs − θ1, where θ1 is treated as a reference. There are n− 1 such measurements and for
a fair comparison we use Nn−1 electrons for each measurement. Each measurement may be seen as the n = 2 case
described in the discretized phase contrast imaging. Hence the variance of the measurement is n−14N . This is exactly
the same as Var (Ws) in the previous discretized case described in the preceding paragraph. Hence the two methods
are essentially the same. (Another possibility is to measure a phase difference θs+1 − θs between each adjacent pair
of pixels. This may better represent what should be called a “scanning method”, but is also associated with a larger
accumulated error in, e.g. θn − θ1.)
Finally, we clarify a potentially confusing point. The analysis presented here is applicable also to QEM in the sense
mentioned at the outset of this section. We also showed in the preceding paragraph that the scanning method gives
essentially the same measurement precision as multi-pixel phase contrast measurement. At first glance, this may
appear at odd with the known result [S21] that multi-pixel coherent quantum measurement over n pixels of phase
object is superior to a set of Heisenberg-limited single phase measurements, indeed by a factor O (n) in terms of the
total variance. However, in the argument of Ref. [S21], which is correct, the total number of electrons N is fixed.
Here is a simple version of the argument: In classical measurement, the number of electrons used for each pixel is N/n
and hence the associated variance per pixel is n/N. For the purpose at hand, we may consider multi-pixel quantum
measurement simply as electrons passing a multi-pixel specimen N times as in multi-pass TEM [S22], where all N
passages of a single electron are employed to reach the variance at the Heisenberg limit ≃ n/N2 per pixel, because
this should be better than the classical case by a factor N (i.e. the phase is accumulated N times in each pixel). On
the other hand, if we measure each single pixel separately, but at the Heisenberg limit, each measurement can use
only N/n electron passages to reach the corresponding variance at the Heisenberg limit ≃ n2/N2 per pixel. Hence
we conclude that the multi-pixel version of quantum measurement gives a smaller variance by the factor n compared
to a set of n single pixel quantum measurements. However, in QEM and possibly in many other applications, the
number of passages one can employ is limited to a fixed number s that depends on inelastic scattering, particle loss,
dissipation etc. Hence, it should be more appropriate to assign the same number of passages s to both multi-pixel
measurement case and the case of a set of single pixel measurements in applications such as QEM. If we do this, then
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the aforementioned advantage disappears.
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