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Abstract
The need to analyse big data streams and prescribe actions pro-actively is pervasive in nearly
every industry. As growth of unstructured data increases, using analytical systems to assimilate
and interpret images and videos as well as interpret structured data is essential. In this paper,
we proposed a novel approach to transform image dataset into higher-level constructs that
can be analysed more computationally eﬃciently, reliably and extremely fast. The proposed
approach provides a high visual quality result between the query image and data clouds with
hierarchical dynamically nested evolving structure. The results illustrate that the introduced
approach can be an eﬀective yet computationally eﬃcient way to analyse and manipulate stored-
images which has become the centre of attention of many professional ﬁelds and institutional
sectors over the last few years.
Keywords: dynamically evolving hierarchy of data clouds, content-based image retrieval, recursive
density estimation, evolving clustering
1 Introduction
The number of images and videos captured by humans and uploading to social media is stagger-
ing. Surveys show that images and videos make up about 80 percent of all corporate and public
unstructured big data [19]. It has been estimated that about 100 hours of video are uploaded to
Youtube every minute and average of 350 million photos are uploaded to Facebook daily which
as a result it is estimated that Facebook currently has more than 250 billion photographs in its
collection [13]. Nevertheless, dealing with such gigantic image collections are not restricted to
social networks. Users in other domains such as healthcare, defence and astronomy are exploit-
ing the opportunities oﬀered by the ability to access and manipulate gigantic image and video
datasets eﬃciently. Image management at this scale requires highly computationally eﬃcient
approaches which provide accurate and visually meaningful results to be able to search and
browse of the ﬁles. On the other hand, manual tagging for such large datasets is not feasible
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and is prone to errors due to user’s subjective opinions; therefore, having an eﬃcient, fast and
accurate retrieval system is essential more than ever.
CBIR is a ﬁeld of research which attracts professionals and industries and it has been used
both in the form of commercial [14, 1] and research [16, 12] products. Nevertheless, there are
still many open research issues needs to be addressed in terms of eﬀectiveness and handling
real-time scenarios. One of the important attribute in any CBIR system is extracting visual
features such as colour, texture and shape from an image or keypoint based feature extraction
techniques such as SIFT and SURF; however, once the size of the image dataset increases a
processing time to compute the matching between images deteriorates extensively.
The other important component of any CBIR system is clustering and organising multi-
dimensional data extracted from dataset images. Variety of clustering techniques has been
used to cluster/group relevant digital items (e.g. images) such as hierarchical, K-means clus-
tering, etc. [8, 21]. The main drawback of such approaches is that the clusters are ﬁxed and
not evolving; therefore, adding even a single new image to the database requires the whole pro-
cedure, including the clustering to be repeated ’from scratch’. Furthermore, in high dimension,
data becomes very sparse and distance measures become increasingly meaningless caused the
performance of clustering techniques to be degraded.
The other recent works in CBIR systems include Relevance feedback which enables users to
have more interaction with the system and provide feedback on the relevance of the retrieved
images; then, the feedback is used for learning and improving the performance of the system.
Navigation-Pattern-based Relevance Feedback (NPRF) is an example of such a system used in
[18] to reduce the iterations of feedback by implementing the navigation patterns discovered
from the query log. However, the proposed method cannot integrate user’s proﬁle into their
system to improve the retrieval quality nor capable of applying it on a multimedia retrieval
system. Learning from negative example in relevance feedback [11] is another approach which
is a combination of relevance feedback with discriminators to combine a negative examples with
positive ones to identify and implement important features in retrieval process.
In this paper, we proposed a dynamically evolving nested structure for Big Data structuring
and searching with an application to CBIR systems. The approach builds automatically a
hierarchically nested structure from unorganised Big Data streams facilitating an eﬃcient and
fast searching of most relevant data (e.g. images). Due to the combination of the hierarchical
nested evolving structure and using local recursive density estimation (RDE), the proposed
approach is extremely fast and computationally eﬃcient. The proposed approach was tested
on a dataset of 30,000 images on a desktop PC to evaluate the performance of the method in
terms of accuracy and computational eﬃciency.
2 Proposed Method
The aim of the proposed method, subject of a pending patent application [3], is to provide an
eﬃcient, robust and fast approach for Big Data streams such as images for searching and retriev-
ing information in large dynamically evolving data streams based on the query one requested by
a user. The three main components of the novel approach consist of: First, extracting multiple
features from image dataset to cover diﬀerent aspects of image contents. Second, construct a
hierarchically nested dynamically evolving data clouds for fast and computationally eﬃcient
searching and organising of image dataset using evolving local mean (ELM) clustering. Finally,
evaluating the similarity between the query image and data clouds using RDE formula.
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2.1 Selecting Features
The ﬁrst step in the prescriptive analytics process is to transform the initial unstructured
and structured data sources into analytically prepared data. Therefore, having a selection of
representative features is very important for the quality of the technique. In order to achieve
robust CBIR performance we used a composite multi-feature vector to cover diﬀerent aspect of
image dataset contents proved to improve the accuracy of our CBIR system [17]. These feature
sets are as follows:
1. The First feature is to represent an image by a vector of spectral values which is based
on spatial envelope properties such as ruggedness, expansion, naturalness, and roughness
using GIST descriptor proposed in [15]. In our case, we has the resultant of 4 × 4 grid
partition with orientation 8 and scale 4; thus, a total of 512 features vector is constructed
FG = {fG1 , . . . , fG512}
2. Colour HSV histogram is the second feature which each image is quantised in HSV colour
space and into (8×8×2) bins and creates a feature vector appended to the GIST features
FHSV = {fHSV513 , . . . , fHSV544 }
3. The third feature includes colour moments (mean, standard deviation and skewness) to
describe the distribution of colours by a probability distribution which is characterised by
a number of unique moments. Each image is deﬁned by 9 moments, 3 moments for each
HSV channels FM = {fM545, . . . , fM553}
4. To preserve the spatial information of colours in an image, the colour auto-correlogram
is used to describe the global distribution of local spatial correlations between identical
colours [10] which results in a feature vector of FC = {fC554, . . . , fC617}
5. Log-Gabor ﬁlter is another feature extraction to describe the content of an image which
provides important information specially in image classiﬁcation. The log-Gabor ﬁlter is
deﬁned in the log-polar coordinates of Fourier domain as shifted from the origin Gaussian
[9]. The scale was set to 5 and orientation to 6 results in the feature vector of size 30 for
each mean μ and standard deviation σ of the magnitude of the transformed coeﬃcient
FLG = {fμ618, . . . , fμ641, fσ642, . . . , fσ665}
6. The ﬁnal set of extracted feature is Discrete Wavelet Transform (DWT) which represents
an image as a sum of wavelet functions with diﬀerent locations and scales [6]. Wavelet
transformation can be applied several times. 4-level wavelet transformation is applied
after resizing the image into 256× 256. The upper left 16× 16 matrix is divided into high
and low frequency components as part of the feature vector. The ﬁnal size of the feature
vector representing the wavelet decomposition, FW includes (16 + 16) which is equal to
32 elements FW = {fW666, . . . , fW697}
2.2 Forming the Hierarchically Nested Data Clouds
Similarity search between the query and each data in a large dataset can be computationally
expensive and extremely slow process. It is almost not feasible to compare the query image
with a large dataset of size of millions or billions images as Facebook, Google and other social
networks stored in their database. Therefore, automatically structure the data based on their
similarity and narrow down the user’s requirements is essential. We aimed at arranging and
structuring the image dataset into simple yet eﬀective form of data clouds.
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Figure 1: Schematic representation of the hierarchically nested data clouds structure; μ and X
denote mean values and scalar products which are abstract values and are described in section
2.3 Layer 1 are data clouds of multi-dimensional extracted features described in section 2.1.
Layer 2 and above are the mean values of the data clouds in terms of extracted features.
We structure a hierarchically nested dynamically data clouds in which data clouds at a
higher layer are each used to represent multiple clouds at a lower layer (Fig. 1). Such structure
allows us to search through a large collections or groups of digital images more eﬀectively [2].
Furthermore, due to dynamic and non-stationary nature of the problem implementing tra-
ditional approach with pre-deﬁned parameters and ﬁxed structures does not seem practical;
therefore, we need dynamically evolving as well as recursive algorithm to form the data clouds.
We used recently introduced ELM [7] clustering method which is based on the concept of non-
parametric gradient estimate of the density function using local (per data cloud/rubric) means.
The local means are being updated for each new coming image allows the dataset to be ex-
panded as is the case in many Big Data scenarios. Evolving nature of ELM is used by forming
new data clouds if new images are added to the database or the density pattern changed. For
each formed image cloud i, the local mean μi and variance σi is calculated; however, the mean
value does not represent a meaningful image but is rather a focal point of the data cloud.
As a new image is being processed, the distance to all existing data clouds is computed. If
the following condition is satisﬁed, then the image I is assigned to the data cloud i :
di < (max (‖σi‖ , r) + r) (1)
where di is the distance from image I to the data cloud mean μi. r is a pre-speciﬁed radius
of the cloud. If this condition for the image I is true for more than one data cloud, the nearest
data cloud is selected. After assigning the new coming image to an existing data cloud, the
mean of the data cloud μi and the variance, σi are updated recursively as detailed in [7].
2.3 Fast Searching based on Similarity Measure using RDE
The next and ﬁnal step after forming the data clouds and constructing the hierarchical nested
structure (section 2.2) is to ﬁnd the cloud which contains the most similar data/images to
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Figure 2: Schematic representation of searching mechanism through hierarchical data cloud
structure
the query. We used RDE [4, 5] which is an estimation of similarity between the query and
all the data/image inside the clouds. It should be highlighted that the similarity is measured
between the query and each individual data inside each cloud calculated recursively. The
recursive calculation allows us to discard each data once it has been processed and only store
the accumulated information in the memory concerning the density. In order to speed-up the
searching process by orders of magnitude, the searching process is done in an ordered multi-
layer hierarchy and based on ’winner takes all’ principle and maximum local RDE value at each
layer (Fig. 2).
The degree of similarity of the query to all data/images inside each cloud is measured by
the relative density in regards to the query image:
αis =
1
1 + ‖Fs − μis‖+Xis − ‖μis‖2
(2)
In practice, we consider the accumulated proximity, η:
ηis =
1
αis
− 1 (3)
where F = {f1, . . . , f697} is the feature vector extracted from each image, s = 1, 2, . . . , Ni; Ni
is the number of images/data within ith cloud; i = 1, 2, . . . , C, C is the number of clouds.
The mean, μs and the scalar product, Xs is calculated recursively [5]:
μs =
s− 1
s
μs−1 +
1
s
Fs;μ1 = F1 (4)
Xs =
s− 1
s
Xs−1 +
1
s
‖Fs‖2;μ1 = ‖F1‖2 (5)
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Figure 3: CBIR results of searching cars
The cloud with the maximum local density in respect to the query contains data/images
which are most likely to be similar to the query:
C∗s = argmax
i=1
{
ηis
}
(6)
3 Experimental Results
The proposed approach was tested with a dataset of 30,000 images collected within the WANG
database [20]. Fig. 3 illustrates the local density in respect to the query image estimated based
on the similarity to all images of the cluster calculated recursively. A cluster with highest degree
of similarity is selected and all the images inside the cluster are re-arranged based on their most
similarity to the query image and displayed as HTML format. The evaluation is based on a
desktop PC with Intel Core i7, processing power with 3.4 GHz CPU and 8 GB RAM running
Windows 7 operating system developed in MATLAB environment.
The execution time of the proposed approach with hierarchy of nested clouds was tested on
INNS-BigData’2015 Angelov and Sadeghi-Tehran
6
several randomly selected queries and compared with 1) no clustering nor hierarchical structure
and direct comparison of the query image with each of 30,000 images 2) plain clustering with
no hierarchical nested structure (Table 1). The comparison starts at the top layer ﬁrst and
continuous at the lower layers; however, only with the clouds correspond with the winner cloud
determined at the layer above (Fig. 2). Once the winning cloud at the lowest layers (layer 1)
is selected, the images inside the cloud is re-arranged based on their similarity to the query
image using relative Manhattan distance. Small distance implies that the corresponding image
is more similar to the query image and vice versa. The relative Manhattan distance between
the query and images inside the winning cloud is computed as follows:
d
(
Q, Ik
)
=
n∑
s=1
∣∣Qs − Iks
∣∣
1 +Qs + Iks
; k = 1, . . . , Ni (7)
where Ni is the number of images of winning cloud; n is the number of extracted features
(n=697).
Table 1: Execution time comparison in seconds on diﬀerent setup
Methods Execution time (s)
The proposed method
ELM clustering with
hierarchy of nested structure
0.0013
No Clustering,
comparing with each image
0.205
Non-hierarchical,
plain clustering structure
0.019
In this experiment, the hierarchical system is made in two layers; however, the approach is
scalable; thus, more layers can be integrated if necessary. ELM clustering was used to form the
clouds. At the lower layer all 30,000 images were grouped into 210 clouds while at the higher
layer it reduced to 28 clouds. As it is illustrated in table 1, the proposed approach is more than
15 times faster than the plain clustering structure and over 100 times faster than the method
comparing with each dataset images.
4 Conclusion
In this paper, a new approach for structuring and searching digital data streams within CBIR
context has been proposed. The main objective is to organised set of unstructured multi-
dimensional images into a nested hierarchically of dynamically cloud structure using ELM
clustering and local RDE-based similarity measure. The results demonstrates its computational
eﬃciency. The introduced method is also self-evolving and capable of updating its structure
when new images is added to the dataset.
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