A classical way of finding the harmonic map is to minimize the harmonic energy by the time evolution of the solution of a nonlinear heat diffusion equation. To arrive at the desired harmonic map, which is a steady-state of this equation, we propose an efficient quasi-implicit Euler method and analyze its convergence under some simplifications. If the initial map is not close to the steady-state solution, it is difficult to find the stability region of the time steps. To remedy this drawback, we propose a two-phase approach for the quasi-implicit Euler method. In order to accelerate the convergence, a variant time step scheme and a heuristic method to determine an initial time step are developed. Numerical results clearly demonstrate that the proposed method achieves high performance for computing the spherical conformal and Riemann mappings.
Introduction
Conformal surface parameterizations have been studied intensively, and most works deal with genus zero surfaces. The basic approaches are harmonic energy minimization [1, 3, 5, 11, 21, 26] , Cauchy-Riemann equation approximation [24] , Laplacian operator linearization [2, 15] , angle-based flattening method [28, 29] and circle packing [18, 19] , among others. In harmonic energy minimization, a discrete harmonic map is introduced in [5] to approximate the continuous harmonic map by minimizing a metric dispersion criterion. Due to the conformal nature of harmonic maps from a genus zero closed surfaces to the unit sphere, Gu and Yau [11] proposed a nonlinear optimization method by minimizing the harmonic energy iteratively on the unit sphere until convergence to a harmonic map. The method has been ap-plied to brain mapping [9, 32] , surface classification [13] and global surface parameterizations [12] .
The evolution of computing a conformal map f from genus zero closed surfaces to the unit sphere is carried out by a nonlinear heat diffusion equation
with f to be constrained on the unit sphere. In [9, 11, 14] , the explicit (forward) Euler method has been used to produce a steady-state solution of the nonlinear heat diffusion equation (1) . The explicit scheme is attractive for its simplicity. Unfortunately, it is known to have a small stability region that leads to extremely small time steps. While the implicit (backward) Euler method has a much larger stability region, it involves nonlinear systems. In this step, it is crucial to have a successful iterative method and a good way to produce the associated initial guess when the time step is relatively large. To tackle this challenging problem, the semi-implicit Euler methods [4, 8, 30, 31, 34] have been proposed to simplify the nonlinearity of the systems and improve the computational cost in each iteration. In this paper, we propose a two-phase approach for the underlying quasi-implicit Euler method (QIEM) to solve the nonlinear heat diffusion equation (1) . Phase-I QIEM is used to quickly find an approximate solution which is close to the steady-state solution; Phase-II QIEM is then applied to compute the steadystate solution using the approximate solution produced by Phase-I QIEM. The advantages of the two-phase QIEM are that it only needs to solve a linear system and allows a large time step in each iteration.
For the iterative methods of solving the steady-state ODE systems, the adaptive methods [7, 16, 22, 34] for controlling the time step in each iteration are proposed to accelerate its convergence. In this paper, we not only propose a heuristic method to estimate the initial time step, but also develop an adaptive method to control the time step so that the two-phase QIEM possesses high performance. Promising numerical results illustrate the efficiency and stability of the proposed algorithms. This paper is outlined as follows. In Section 2, we briefly discuss the conformal mappings for genus zero surfaces. In Section 3, the quasi-implicit Euler method is proposed to solve the nonlinear heat diffusion equation (1) . Convergence of the simplified QIEM with suitable assumptions is shown in Section 4. In Section 5, we propose a practical two-phase QIEM. A heuristic method to estimate the initial time step and an adaptive method to control the time step are also proposed in this section. Numerical experiments to validate and measure the timing performance of the proposed schemes are demonstrated in Section 6. Finally, we conclude the paper in the last section.
Conformal mappings

Spherical conformal mapping
In this subsection, we introduce the spherical conformal mapping for genus zero closed surfaces from the point of view that a map is conformal if and only if it is harmonic. That is, we shall introduce how to use the heat flow method to deform a mapping into the harmonic map under a special normalization condition.
Suppose M is a triangular mesh of a genus zero closed surface with n vertices {v 1 , · · · , v n }. We denote all piecewise linear functions defined on M by C P L (M ), which forms a linear space.
Definition 2.1 (Discrete harmonic energy). Let
f = (f 1 , f 2 , f 3 ) : M → R 3 with f 1 , f 2 , f 3 ∈ C P L (M ).
The harmonic energy of f is defined as
where {k ij } forms a set of harmonic weights assigned on each edge [v i , v j ] ∈ M and is chosen such that the quadratic form of (2b) is positive definite.
The piecewise Laplacian operator of f is defined by
in which k ij are the harmonic weights in (2b).
Let f (v) and n(f (v)) denote the image of the vertex v ∈ M and the normal on the target plane at f (v), respectively. Then the normal and tangent components of Δ d f are defined as
and
respectively, where < ·, · > denotes the inner product in R 3 . Moreover, a map f : M 1 → M 2 is harmonic, if and only if f only has a normal component, and the tangential component is zero, i.e.,
Remark 2.1. Note that if we take (2) can be represented as the matrix form
Many different ways [1, 3, 5, 10, 11] are proposed to determine the edge weights k ij in (2) so that the associated coefficient matrix A in (6) is symmetric positive semi-definite. A widely used edge weighting is the cotangent weighting proposed in [26] . The matrix A associated with cotangent weights has been shown to be symmetric positive semi-definite [17] .
A classical way to find the harmonic map f : M → S 2 is to minimize the discrete harmonic energy (2) by time evolution according to the nonlinear heat diffusion process
However, f (M, t) is constrained on the unit sphere S 2 so that it needs to project −Δ d f onto the tangent plane of the sphere. Therefore, from (3)-(5), the evolution of f is according to the nonlinear heat diffusion equation:
One major difficulty is that the solution to the conformal mapping from M to S 2 is not unique but forms a Möbius group. In order to determine a unique solution, the additional zero mass-center constraint is required. All conformal maps from M to S 2 satisfying the zero mass-center constraint are unique up to the Euclidean rotation group.
Riemann mapping
The spherical conformal mapping for genus zero closed surfaces can be utilized to find a conformal mapping (Riemann mapping) from a simply connected surface M with a single boundary ∂M to a two-dimensional (2D) unit disk D. The procedures for finding Riemann mapping are stated as follows. For a given simply connected triangular mesh M with boundary ∂M , there exists a symmetric closed surface M c , called a double covering of M [10] , which covers M twice, i.e., for each face in M , there are two preimages in M c . Applying the spherical conformal mapping to M c , a conformal map from M c to the unit sphere S 2 is found. Next, a Möbius transformation τ :C →C
is used to adjust the conformal map such that ∂M is mapped to the equator of the unit sphere. Finally, the stereographic projection φ :
is applied to map the lower hemisphere conformally to the unit disk D.
Quasi-implicit Euler method
Solving the steady-state problems in (7) is the most time consuming step in finding conformal mappings. In this section, we shall propose an efficient algorithm to solve (7) . For convenience, we give the following definition.
we define the operator ≺ u, v as
Explicit and implicit Euler methods
For solving the steady-state problem in (7), an explicit (forward) Euler method has been proposed in [9, 11, 14] by the following updating
Here the matrix A is the coefficient matrix of the Laplacian operator as in (6) with the edge weights k ij . The advantage of the explicit Euler method is that it only needs matrix-vector multiplications in each iteration. By choosing time step δt carefully, the associated energy can be monotonically diminished at each iteration [9] , for example, when δt is chosen close to the square of the minimum of the edge lengths of M [11] . However, in order to ensure numerical stability, the explicit technique always requires a very small time step which results in a significant drawback -a very slow convergence rate. To remedy this obstacle, one may apply the implicit (backward) Euler method, which is A-stable over a wide range of time steps, to solve (7) as follows:
or equivalently,
We may rewrite the above equation as the nonlinear systems F (f (m+1) , f (m) ) = 0, where
The implicit Euler method in (8) required to solve a linear system if Newton's method is applied. Although the Jacobian matrix J(f
) can be reordered as a banded matrix (see Appendix and Figure 9 ) so that direct methods can be applied, its size is enlarged to three times that of the matrix A.
Quasi-implicit Euler method
In order to avoid solving the nonlinear system in implicit Euler methods, some semi-implicit Euler methods [4, 8, 30, 31, 34] have been proposed to improve the computational cost in each iteration. Based on these, we propose the following quasi-implicit Euler method (QIEM) for solving the nonlinear heat diffusion equation in (7):
That is, in each iteration, the new vector f (m+1) is generated by solving the linear system
As an implicit Euler method, the QIEM has a wider range of stable time steps. Moreover, according to the discussion at the end of Subsection 3.1, we see that QIEM is much more efficient than the implicit Euler method by comparing the computational costs of solving the linear systems in (9) and (10).
Convergence analysis of QIEM
In this section, we analyze the convergence of QIEM under the simplification of normalization of f (m+1) .
The QIEM with simplification of the normalization of f (m+1) is stated as follows. Given
for m = 0, 1, . . ., where
Let us consider the Schur decomposition
where
being the eigenvalues. Here, we assume λ
where O m (1/δt) is dependent on (i, m). Given a small positive value η m > 0, there exists T 0 > 0 such that
By the definition of f (m+1) in (11), it holds that
for δt > 0, where λ m > 0. (13) and (17), respectively. Let a m and λ m be defined in (16) and (18), respectively. Assume
where T 0 is defined in (15) .
Proof. From the assumption in (19), we have
which is equivalent to
Combing the results in (16) and (20), it holds that
Lemma 4.2. Assume that
where T 0 is defined in (15) and
Proof. By the definition of A m in (12) , it holds that
By the definitions of α m , β m and γ m , it follows that
Using the assumption α m > 0, for all δt > T 2 , we have
Consequently,
Substituting (24) into (23) , the result in (22) is obtained.
Lemma 4.3. Assume that
where η m is defined in (15) and
Then there exists T 3 > 0 such that
Proof. We rewrite the third term on the right hand side of (17) as
From (14) and (15), we have
for δt ≥ T 0 , which implies that
On the other hand,
From (23), it follows that
From (18), (29) and (30) with the results f (m−1)
Using (18), (28), (31) and the assumption (26), (27) implies that
(by the assumption (26)) for δt ≥ T 3 with large enough T 3 .
Using the results in Lemmas 4.1, 4.2 and 4.3 into (17), we can easily show the decrease of the error E m F . Theorem 4.1. Assume that inequalities of (19) , (21), (25) and (26) hold. Then there exists T > 0 such that
Now, we consider a more simplified case for f (m) and f (m+1) without normalization. Assume
where A m is defined in (12) and
where λ m is defined in (18) . Then f (m−1) , f (m) and f (m+1) satisfy the following result.
By the assumption in (32), we have
On the other hand, using f (m) = A −1 m f (m−1) and (12), (18) and (32), it holds that
The assumption in (33) 
From (34), (35) and (38), we get
Substituting (37) and (40) into (39), it holds that E m+1 F < E m F .
Practical implementation
In this section, we shall discuss how to efficiently compute the steady-state solution of (7) with zero mass-center normalization by QIEM.
We remark that the QIEM algorithm is mainly used to compute conformal parameterization for regular meshes. For meshes with sharp tails, some artificial foldings may happen in the iterative process. In this case, one can take some local refinement to remesh the region with sharp tails. Furthermore, if the artificial foldings still happen with mesh refinement or the refinement skill is not available, we recommend that one can switch to the efficient approach of the conformal correction proposed in [23] to remedy this drawback.
The initial mapping f (0)
For the spherical conformal mapping on genus-zero closed surfaces, the initial map f (0) in (10) is to construct an one-to-one and onto smooth map from a given genus-zero closed surface to the unit sphere. In practice, we choose the Gauss map as the initial map f (0) , which is defined as follows:
Definition 5.1 (Gauss map). G : M → S 2 , G(v) = n(v), where n(v) is the unit normal vector at v ∈ M .
The corresponding Gauss map can be computed, for instance, as the weighted sum of normals on the adjacent faces weighed by their areas [25] .
For the case of simply connected surfaces with a single boundary, i.e., computing the Riemann mapping, we use the idea described in [20] to construct a harmonic-type initial map. Specifically, we first parametrize the open surface onto a unit disk by the harmonic map. Using the stereographic projection, the resulting mesh is mapped to a lower hemisphere. Then the harmonic-type initial map is obtained by reflecting the hemisphere's image along the equatorial plane to built a full unit sphere.
For genus-0 closed surfaces, if the initial Gauss map is not a good one, one may first divide it into two meshes with the identical boundary and then perform the barycentric mapping for each of them with an appropriate weight, such as harmonic [26] , mean value [6] or semi-cotangent [33] . Then, similar to the previous mentioned harmonic-type initialization for the Riemann mapping, we can get a better initial map.
Adaptive time step control
The convergence of solving the steady-state solution of the time-dependent differential equations with fixed time step δt may be very slow. In order to accelerate the convergence, we propose a time step controlling scheme to control δt in (10) for each iteration m. As a consequence, the sequence {f (m) } can be convergent as soon as possible.
Let δt 0 be an initial time step determined by the strategy introduced in lines 1-5 of Algorithm 5.1 and δt max denote the maximal time step so that δt is set to be δt max if δt > δt max . The strategy of choosing δt in each iteration is based on the decrement of the harmonic energy E h (f ), i.e., the time steps are chosen such that the harmonic energy is always decreasing in each iteration. This objective can be achieved by the descending and accelerating strategies of time step controls. The descending strategy is used to determine δt so that E h (f (m+1) ) is always decreasing, i.e., E h (f (m+1) ) − E h (f (m) ) < ε, in each m = 0, 1, . . . , k for some k and tolerance ε. Given ε, δt 0 and an increment α, we describe this strategy as follows.
) ≥ ε, then we reduce δt to be δt := 1 2 δt and recompute f (m+1) from (10). This step prevents the sequence {f (m) } converges to a map whose harmonic energy is a local extreme.
) when δt has been repeatedly reduced three times, then we reduce the initial δt 0 to be δt 0 := δt 0 /α and restart the algorithm with m = 0.
The iteration in (10) with the descending strategy is repeated till E h (f (m+1) ) is closed enough to E h (f (m) ). After the descending strategy, the following accelerating strategy is used to increase δt and to speed up the convergence further. −1) )|, then δt is increased by δt := min(δt max , δt×α); otherwise, δt need to be reduced by δt := δt/α, and we recompute f (m+1) from (10).
(S 2 .c):
If E h (f (m+1) ) satisfies that |E h (f (m+1) )−E h (f (m) )| < 10×|E h (f (m) )− E h (f (m
Two-phase quasi-implicit Euler method
To determine the initial map f (0) in (10) is a crucial cornerstone to implement the QIEM for the evolution of conformal mappings on the unit sphere or on the unit disk. If f (0) is not close to the steady-state solution, then it is difficult to find a large stable convergence region of the time steps for solving (7) by QIEM with time step controlling strategies (S 2 .a), (S 2 .b) and (S 2 .c).
To remedy this drawback, we propose a two-phase QIEM. If f (0) is not close to the steady-state solution, the heuristic phase-I QIEM
i.e.,
is used to compute f (m+1) . When f (m) is close to the steady-state solution, we switch to (10) with strategies (S 2 .a), (S 2 .b) and (S 2 .c) for computing f (m+1) , which we call the phase-II QIEM.
To set up a robust phase-I QIEM, we also propose an adaptive method, just as in the phase-II QIEM, to control δt in each iteration. The strategy described as follows is repeated until the difference |E h (f (m+1) ) − E h (f (m) )| of the energy is less than a given tolerance ε 3 .
(S 1 .a): By the definition of A in (6), the row sums of A are equal to zero which implies that there is a trivial solution f such that (A− ≺ Af , f ) f = 0 and E h (f ) = 0. To avoid f (m) convergent to this trivial solution, we reset δt 0 to be the current δt and restart the algorithm with the original f (0) and new δt 0 when E h (f (m) ) is less than a given small tolerance ε 2 .
does not decrease, then we reduce δt to be δt := max(1, It is important to determine δt 0 for solving the steady-state problem. In general, the explicit Euler method has extremely narrow stability region of time steps which leads to the extremely slow convergence. The implicit Euler method has considerably wider stability region. However, it involves nonlinear systems that have to be solved by iterative solvers. If the time step is larger, then the initial guess of the iterative solver must be unrealistically close to the solution of the nonlinear systems. For two phases of QIEM, a heuristic method is proposed in Algorithm 5.1 to determine an initial time step. Comparing the initial time step in Algorithm 5.1 with those for the explicit and implicit Euler methods, our proposed time step is large. In Section 6, we numerically show that the proposed two phases of QIEM with an estimate initial time step in Algorithm 5.1 is highly efficient.
Numerical results
In this section, we conduct numerical experiments to evaluate the performances of the computation of Riemann and sphere conformal mappings. All Table 1 : #V and #F denote the numbers of vertices and faces of M , respectively. dim is the dimension of the matrix A computations are carried out in MATLAB 2011b on a HP workstation with two Intel Quad-Core Xeon X5687 3.6GHz CPUs, 48 GB main memory and RedHat Linux operation system, using IEEE double-precision floating-point arithmetic.
The benchmark problems come from the eight different facial expressions for a person in Figure 1 and four different genus zero closed surfaces in Figure 2 , respectively. The corresponding mesh data are listed in Table 1 .
Furthermore, we adapt the quasi-conformal (QC) distortion [27] to quantitatively measure the conformality (angle-preserving) of Riemann mappings for models in Figure 1 . The ideal conformality is 1, and larger value are worse conformality. The parameterization results as well as the distribution of QC distortions for each experiment are presented in Figure 3 . On the other hand, for the spherical conformal mappings, we directly compute the angle differences between triangles on the surfaces models in Figure 2 and the corresponding ones on the unit sphere. The frequency histograms of angle differences are shown in Figure 4 .
As shown in the histograms of Figure 3 as well as Figure 4 , we see that most of the QC distortions for Riemann mappings are close to 1 and most of the angle differences for the spherical conformal mappings are close to 0, these demonstrate that the conformality for the obtained maps is promising and satisfactory.
Efficiency of computing Riemann mapping by Algorithm 5.1
In this subsection, we demonstrate the efficiency of Algorithm 5.1 in solving the nonlinear heat diffusion equation (7) with zero mass center by (i) comparing the efficiency of the explicit, implicit and quasi-implicit Euler methods, (ii) robustness in choosing initial time step and (iii) high performance computing for the benchmark human faces in Figure 1 . In (i) and (ii), we use the human face in Figure 1(a) as the benchmark problem. The stopping tolerance δE is taken as 10 −9 . The initial map f (0) are all constructed by the harmonic-type initial map (see Section 5.1). Such f (0) is close to the steady-state solution so that the phase-I QIEM, i.e., lines 7-13, is skipped in Algorithm 5.1. Only phase-II QIEM, i.e., lines [15] [16] [17] [18] [19] [20] , is used to compute the steady-state solution.
For each experiment, the initial δt 0 's are chosen as large as possible in order to accelerate the convergence of each method. In particular, for the QIEM method, we determine the initial time δt 0 through the technique introduced in Section 5.2.
• Comparison for the explicit, implicit and quasi-implicit Euler methods: The initial time steps δt 0 for the explicit, implicit and quasiimplicit Euler methods are set to 0.003, 5 and 2881.05, respectively. For explicit Euler method, δt = δt 0 is fixed in each iteration. In order to accelerate the convergence of the implicit Euler method, we apply an adaptive method to control time step. The energy E h (f (m) ) produced by Algorithm 5.1 is strictly monotonically decreasing so that δt = δt 0 is fixed at each iteration. The numerical results of the explicit, implicit Table 2 . The notation #it in Table 2 denotes the total iteration number used to compute the solution. The convergence behaviors for these three methods are shown in Figure 5 . From these numerical results, we see that the QIEM outperforms the explicit and implicit Euler methods greatly.
• Robustness of choosing initial time step in Algorithm 5.1:
The numerical results have validated that the QIEM with the time step δt = 2881.05, which is estimated by Algorithm 5.1, outperforms the other two methods by big margins. Now, we demonstrate the robustness of Algorithm 5.1 with the harmonic-type initial map f (0) for solving (7) with the human face in Figure 1(a) . Four different initial time steps δt 0 , namely (1, 10, 100, 1000), are applied to solve the steady-state problem and the maximum δt max of time steps is equal to 2881.05. The associated numerical results are shown in Table 3 and the convergence behaviors of the harmonic energy are shown in Figure 6 . The notation δt end in Table 3 denotes the time step at the final itera- tion. The results in Table 3 and Figure 6 show that no matter which initial time step is used, the adaptive controlling processes in Algorithm 5.1 performs well. The time step in each iteration is effectively increasing and the convergence of the solution is accelerated. Furthermore, these results also show that the QIEM with a harmonic-type initial f (0) has a wide stability region and the process of estimating time step in Algorithm 5.1 provides a near optimal initial time step. The adaptive controlling time step is not only robust for the human face problems but also for other benchmark problems. Figure 7 (b) presents the numerical results for applying Algorithm 5.1 to compute the Riemann mapping of the human hand in Figure 7 (a). As shown in Figure 7 (b), the time step is reduced from 3348.76 to 837.19 at the fourth iteration and then gradually increased to 3348.7. At the 41st iteration, it is again reduced to 1518.71 so that the harmonic energies are always decreasing. In each iteration, the time step is kept greater than or equal to 837.19 such that it only requires 56 iterations and 103.3 seconds to compute the Riemann mapping. We remark that the parameterization result for the human hand model has a large QC distortion as in Figure 7 (a). The main reason is that the shape of the human hand model is not suitable for fixed-boundary parameterization on the unit disc. The primary intention of presenting this experiment here is to show the advantages of the adaptive time step controlling. • High performance computing for Algorithm 5.1: We demonstrate the high performance computing for Algorithm 5.1 with harmonic-type initial map f (0) in solving the benchmark problems in Figure 1 .
The numerical results are shown in Table 4 . The notation t c in the table denotes the total CPU time for computing the conformal map by Algorithm 5.1. From Table 4 , Algorithm 5.1 provides a large initial time step δt 0 . Using such δt 0 , it only needs 7 ∼ 15 iterations in Algorithm 5.1 to compute the steady-state solution of (7). The associated CPU times are less than 17 seconds for Figure 1 , which illustrates the high performance of Algorithm 5.1.
Efficiency of Algorithm 5.1 for computing spherical conformal mapping
We have numerically illustrated the high performance of Algorithm 5.1 in computing Riemann mapping. In this subsection, we demonstrate the importance of phase-I QIEM in computing spherical conformal mapping and then show the performance for Algorithm 5.1 in solving the benchmark problems in Figure 2 .
• Effect of phase-I QIEM: We compare the efficiency of the phase-II QIEM and Algorithm 5.1 for solving (7) with genus zero closed surface in Figure 2 • Performance of Algorithm 5.1: We demonstrate the high performance computing of Algorithm 5.1 in computing spherical conformal mapping for the benchmark problems in Figure 2 . The numerical results are shown in Table 5 . The notations #it I and #it II denote the total iteration numbers for phase-I and phase-II QIEMs, respectively. From the results in this table, we conclude that Algorithm 5.1 possesses high performance for computing the spherical conformal maps of genus zero closed surfaces.
Conclusions
For genus zero closed surfaces, a mapping is conformal if and only if it is harmonic. A traditional way to find the harmonic map is to minimize the harmonic energy by the time evolution according to the nonlinear heat diffusion (7) . For this, we propose an efficient quasi-implicit Euler method (QIEM), and apply it to compute conformal mappings from a genus zero closed surface to the unit sphere S 2 (the spherical conformal mapping) as well as from a simply connected surface with a single boundary to a 2D disk D (the Riemann mapping The sparsities of J f (m+1) without/with column and row permutations are shown in Figure 9 .
