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Abstract-This paper is a continuation of a study of numerical software for evaluating elementary functions 
in a microcomputer environment. In this note we describe polynomial and rational polynomial ap- 
proximation-type algorithms for evaluation of the natural logarithm. Focus is on the design of fast 
algorithms that preserve full machine precision in small scale machines which use truncated binary fixed 
point arithmetic with at most a sixteen-bit wordlength. Included in this paper are the results of the 
performance of these algorithms on simulated eight- and sixteen-hit microcomputers. 
I. INTRODUCTION 
This paper, which is the fourth in a series[l-31 focuses on the design of efficient code for 
evaluating the natural ogarithm function, In(X), in microcomputers. It is recommended that 
the reader refer to the early papers to clarify the objectives of the present work. The paper 
begins in Section 2 with a discussion of the algorithms for eight- and sixteen-bit machines for 
the primary range, presents ome suggestions for implementing argument reduction/restoration 
in Section 3, and ends in Section 4 with the results of simulated numerical experiments with 
these techniques. 
The present paper is one result of a project arranged with Battelle Columbus Laboratories 
under an Army Research Office contract. See [4] for a general assessment of numerical 
software for microcomputers and further details on In(X). For a detailed discussion of the 
implementation of function evaluation routines in a large general-purpose machine nvironment, 
see [6] and [7]. For the underlying mathematical concepts, see [8-lo] for example. 
2. EVALUATING In(x) FOR x IN THE PRIMARY RANGE 
Although eight-bit computation of In (X) is possibly best done via table look-up, we include 
eight- as well as sixteen-bit versions for completeness. Here we assume that the primary range 
task is to approximate In(x), where x is a machine-represented number whose leading bit is 
reserved to indicate sign and whose real value is in the primary range [l/2,1). Input to the 
primary range routine includes x and a signed integer m, where X = x .2” is the desired 
argument at which In (.) is to be evaluated. 
We first describe the primary range routines for eight- and sixteen-bit computation. 
8-M version. Noting that the most significant magnitude bit of x is one, let x0 = 2 * x - 1 
which may be accomplished by forming 2 * x and ignoring overflow (i.e. x0=(x -O.l,)+ 
(x -O.l?)). Decrement m by one and approximate In (2x) via 
y = x~-o.OOOl* - x0-0.01 * x0? 
Note then that In (x) is approximated by y-ln (2) and In (X) by y + m . In (2). 
16-&f version. Here a segmented approximation is suggested. Thus, if x E [l/2, l/v/2), 
decrement m by one and set 
r= (x’--+)/(t (x2+$)+:x) 
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y =5+6+2-Y 
IfX E [l/V/2, l), set 
r= ((;-x:)+;)/(+(;x2+;)++) 
and 
y = -$(2r+ r). 
In both cases, In (X) is then approximated by y + m * In (2). 
The development of the above algorithms was based upon the following considerations. 
Initially. the design decision was made to seek an approximation to In (x) valid on [l, 21 of the 
form a(x - 1) + b(x - 1)2 + c(x - 1)3 + - + . with as few terms as possible to give an absolute 
accuracy of at least 2-’ on this range. To do this, various best uniform approximations of this 
form were calculated on a CYBER 172 using the Differential Correction algorithm[5]. This 
particular code calculates best uniform polynomial or rational approximations to a given 
function or set of data defined on a finite domain. Thus, the interval[l, 21 was replaced by the 
discretization T = (1 + (17100)}~?~ and best uniform approximations of the form $ Uj(X - I)’ for 
j=l 
In (x) on T were calculated for n = 1, 2, 3, 4. It was found, for n = 2, that 0.94056694(x - 1) - 
0.25180427(x- 1)’ approximated In(x) on T with an absolute error of 0.44 x lo->. Since 
2-‘= 0.78 x 10W2, a design decision to investigate the actual accuracy of 2(x - 1) -a(x - 1)’ = 
(x - 1)-&(x - 1)-:(x - 1)2 in a microprocessor setting was made. This was done using an 
arithmetic simulator [4] with a resulting absolute accuracy of 0.142 x 10-l. 
Next, design considerations suggested trying the primary range [l/2,1). This presented two 
obvious possibilities. The first was simply to use the above work as follows: Given x E [l/2, 1). 
approximate In (2x) - (2x - 1) - i(2x - 1) - a(2x - 1)2 so that In (x) - (2x - 1) -&(2x - 1) - 
+(2x - I)~ -In 2. This is the approach suggested above. Note that the subtraction of In (2), that is, 
the 7-bit rounded binary decimal expansion of In (2), is accomplished automatically in the 
suggested algorithm by decrementing m by one. 
The second approach is to repeat the analysis above, approximating In(x) on a similar 
discretization of [l/2, 11. This approach shows that 0.9220707(x - 1) +0.9121722(x - 1)2 ap- 
proximates In (x) on {(l/2) + (i/100)}& with absolute accuracy 0.41 X 10e2. This suggests that an 
alternative algorithm for approximating In(x) on [l/2,1) would be to use In(x) - 
(x - 1) +(x - 1)’ -&(x - 1) -&(x - 1)2. This is probably comparable to the one suggested above. 
16-Bit case. Here the design decision was made to seek a rational approximation to In(x) 
initially on [l/v/2, d/2) of minimal degree giving an absolute accuracy of about 2-‘j. Using the 
Differential Correction algorithm [S] again to compute rational approximations of various 
degrees to In (x) on a one hundred equally spaced partition of [l/V2, V/21 yielded 
r(x) = (- 0.74811553 + 0.47679059. 1O-6x + 0.7481 506x2)/(0.24813398 + x + 0.24813398~‘). 
This was the first rational function with six or less coefficients that approximated In(x) on this 
set with an absolute accuracy of less than 2-16. (Actual accuracy is at least 0.17 x 10m5.) Next, 
the design consideration was to move the coefficients of T(X) towards coefficients more suitable 
for computation. Thus, r(x) was replaced by 
r*(X) = 
$x2-1) 3 
1 -xx? =-- 
:(1+x2)+x *;(l+X’)+;X‘ 
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Next, it was decided that the primary range should be [l/2, 1) rather than [l/v/2, d/2). Thus, for 
x E [l/2. l/d2) it was decided to approximate In (2x) with r*(2x) and, hence, In(x) with 
r*(2x) - In (2). Thus, for x E [l/2, l/V/2), the approximation tested was 
In(x)----;j 4 3 (i-,$)/(t(x’+i)++x)-In2 
where the form of r*(2x) has been further manipulated to avoid overflow. Upon testing this 
approximation via the simulator, it was found that the approximation was biased negatively. 
Hence, 2-14 was added to this approximation to give one with an absolute accuracy of 
0.742 x lo-’ (with both negative and positive errors of this approximate magnitude). For 
x E [ l/\/2, l), the approximation 
In(x)---_8 2 3 ((l-x?)+;)/(f (;xz+;)+;x) 
was tested in the simulator. Note that once again the precise form of r*(x) has been modified to 
prevent overflow. It was found using the simulator that the same absolute accuracy was 
achieved as above for this subinterval. 
It should be remarked that in many cases it might be convenient o design algorithms for 2” 
and log, x. Such algorithms can be developed as above or in principal could be obtained from 
the algorithms given here and in [3] via the identities In(x) = In (2) . log,(x) and 2” = ex -InC2’. 
3. ARGUMENT REDUCTION/RESTORATION 
Argument reduction. This is simply a matter of machine interpretation of the binary point. 
We assume that the desired argument X is represented as X = x * 2” where m is a signed integer 
and the real value of the machine representable x is in the primary range [l/2,1). We assume 
the sign of x is indicated by its leading bit. 
Argument r&oration. Note that In (X) is approximated by y + m . In (2). To produce output 
of the form t .2” that accurately represents y+ m . In (2), let In (2) be expressed as 
In (2) - cl + 2-” . C2 
where cl contains everal eading bits of In 2 and c2 contains those trailing the qth binary point. 
For example, &bit computation should use c, = 0.101 2, c2 = 0.1011 0012, and q = 7, while for 
16-bit arithmetic it is recommended that c, = 0.1011000112, c  = -0.11011112, and q = 12[6]. 
Argument restoration then proceeds by first adding m * 2-q - c2 and then adding in m - cl. If 
output is to be of the form L . 2” for IL1 < 1, this can be accomplished for example with positive 
(negative) m by successive additions of c, (- c,), starting with (m . 2-qc2) + y, while continually 
checking for overflow and correcting it and incrementing m by one when it occurs. Note that 
argument restoration for In (X) parallels argument reduction [6] for exp (X). 
4. NUMERICAL TESTS 
As noted in our earlier papers, the performance of an elementary function routine in a short 
wordlength microcomputer should be checked at every point of the primary range. We have 
done this here for both algorithms suggested above using a fixed point truncated signed 
magnitude simulator on a large machine. The method of checking the error was to convert the 
simulated approximation for In(x) into its large machine representation and take the absolute 
value of the difference of this number and the value given for In (x) in the large machine. The 
results of this checking are, as noted earlier: 
In the g-bit case, the absolute accuracy in the primary range is 0.0142 with error occuring 
only in the least significant bit. The 1Qbit algorithm with a sign bit aliocation attains an absolute 
accuracy of 0.742 X 10e4 in the primary range, yielding 14 bits of accuracy. 
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