How do water molecules probe and control bionanostructures and food functionalities by Tavagnacco, Letizia
 UNIVERSITÀ DEGLI STUDI DI TRIESTE 
 
XXVI Ciclo del Dottorato di Ricerca in 
NANOTECNOLOGIE 
 
 
 
 
HOW DO WATER MOLECULES 
PROBE AND CONTROL BIONANOSTRUCTURES 
AND FOOD FUNCTIONALITIES 
 
 
Settore scientifico-disciplinare: CHIM/02 
 
 
 
 
 
 
    
 
ANNO ACCADEMICO 2012/2013 
II 
 
 
  
III 
 
 
 
 
 
 
 
 
 
 
“Un scientifique 
dans son laboratoire 
est non seulement un technicien: 
il est aussi un enfant 
placé devant des phénomènes naturels 
qui l’impressionnent 
comme 
des contes de fées.” 
 
 
Marie Curie  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
IV 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
V 
 
 
 
 
 
ABSTRACT 
 
 
 
Water is ubiquitous in biological systems. Its peculiar properties have a 
strong influence on the structural and chemical behavior of bio and food 
macromolecules. The dissolution of a solute molecule in water implies that 
its functional groups fit in to the surrounding water structure. Most of 
biologically relevant molecules have a complex architecture that keeps 
together polar functionalities with hydrophobic components. The 
interactions of these functionalities with the surrounding water molecules 
cause the reorganization of solvent molecules around the solute. The 
resulting water structuring differs from that of pure bulk water and 
specifically reflects the architecture of the solute. This water structuring 
plays a role in many biological processes, including protein folding or 
substrate binding to receptors that also have clear implications in food 
properties. A deep understanding at the atomic level of the principles 
governing these interactions is still missing. However, the achievement of a 
better knowledge of how water molecules interact with biomolecules and 
how this affects the association of biomolecules in aqueous solution is of 
primary interest to understanding the fundamental role of active 
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substances in all biological fields. In this work the behavior of small food 
biological solutes in aqueous solution was studied through computational 
and experimental techniques. 
Molecular dynamics simulations (MD) of caffeine in aqueous solution 
were performed to collect information on the water-caffeine interaction 
and on the water structuring due to the presence of the caffeine molecule. 
These studies offered the possibility of testing various models for aqueous 
solvation. The caffeine molecule was modeled using a newly developed 
CHARMM-type force field. The simulations showed that caffeine in 
aqueous solution imposes a complex organization on its adjacent solvent 
molecules. The details of this water structuring are a complicated function 
of the molecular architecture of the solute and are not sensitive to the 
computational water model used. 
The self-association of caffeine molecules in aqueous solution was 
investigated through MD simulations, small angle X-ray scattering (SAXS) 
and neutron diffraction with isotopic substitution (NDIS). MD simulations 
on a system of 8 caffeine molecules in water were performed at 27°C, 
representing a caffeine aqueous solution with a concentration of 0.1 m, 
that is close to the solubility limit at room temperature. As expected, 
caffeine molecules were found to aggregate in solution, with the molecules 
forming stacks like coins. The system was characterized by a dynamical 
equilibrium between large n-mers and smaller clusters, with the calculated 
osmotic coefficient in agreement with the experimental data. 
Complementary SAXS experiments were carried out at 25°C on a caffeine 
aqueous solution with a concentration of 0.1 m. The scattering curve 
revealed the presence of caffeine-caffeine interactions in solution. The 
modeling of the data with caffeine molecules approximated by flat 
interacting disks gave a stacking distance value of about 10 Å, compatible 
with the distance between the caffeine molecules at the end of a trimer 
with antiparallel alignment in a sequence ABA. 
NDIS experiments were performed on a 1 m caffeine aqueous solution at 
80°C in order to increase the caffeine solubility and the resulting contrast 
as well as on water at the same temperature. The isotopic substitution was 
applied to the water hydrogen atoms. Diffraction data were analyzed by 
independent MD simulations and using the empirical potential structure 
refinement method (EPSR). Both approaches revealed the presence of 
aggregates of stacked caffeine molecules in solution, with the MD 
simulation showing a more pronounced tendency to associate.  
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The present studies showed that although the caffeine molecule is 
shorter than 1 nm, the structuring of water molecules above the caffeine 
plane is consistent with that predicted for a flat hydrophobic surface. This 
finding explains how the association can be hydrophobic in character, but 
with a predominant enthalpy contribution to the free energy of 
association. 
Further MD simulations have been conducted on several independent 
system consisting of sugars in caffeine aqueous solution. The sugar under 
consideration were sucrose, α-glucopyranose, β-glucopyranose and 
sorbitol. All the sugar exhibited an affinity for the caffeine molecule. In the 
case of sucrose and glucose, the nature of the interaction was a stacking 
between the hydrophobic faces of the caffeine molecule and the 
hydrophobic faces generated by the sugar proton atoms. This mode of 
interaction did not interfere with the hydrogen bonding of the sugar 
molecules to water. Sorbitol is topologically quite different from sugar like 
sucrose and glucose, being characterized by an extended chain 
conformation in solution. Nonetheless the binding of the sorbitol molecule 
to the caffeine molecule occurred by the interaction of the aliphatic 
protons with the caffeine face, similarly to that detected for the cyclic 
sugars. In addition, the association of the sorbitol molecule to the caffeine 
molecule was found to have no effect on the average conformation of the 
sugar in solution. Complementary nuclear magnetic resonance (NMR) 
titration experiments were carried out on similar systems by measuring the 
sugar protons chemical shift displacement upon addition of caffeine to a 
solution at constant sugar concentration (glucose or sucrose) and vice 
versa. The magnitude of the chemical shift changes of the sugar ring proton 
atoms in the 1H NMR titration experiments validate the stacking interaction 
detected through MD experiments. 
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1. INTRODUCTION 
 
 
 
1.1 Water in Foods 
As a nanocomposite material, food is a complex, dynamically 
heterogeneous mixture of proteins, polysaccharides, fats, water, vitamins, 
anti-oxidants, microorganisms, colorants and salts. The complexity of foods 
can be classified in terms of composition, structure and dynamics. 
 Water is probably the most abundant food component in many food 
raw materials such as milk (88%), meat (70%), fresh fruit and vegetables 
(up to 95%). Sometimes it might also be necessary to remove water from 
foods, as in powder products such as instant drinks. Historically the role of 
water in food was first recognized in terms of water content and 
availability roughly expressed in the idea of bound water. It was then 
introduced the more quantitative concept of water activity 
(thermodynamic equilibrium, constant pressure and temperature) to 
measure the quality and safety of foods. Indeed water activity can be 
useful in determining the moisture content of a food as a function of 
relative humidity at the same temperature (moisture sorption isotherms). 
When the role of water mobility became more evident the food polymer 
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science approach was adopted by food scientists and technologists.1 This 
methodological view considers food as a complex polymer system whose 
behavior is governed by dynamics. It also underlines the importance of the 
glassy transition and of water as a plasticizer in low-moisture foods. 
Recently it has been recognized that both water activity and water mobility 
have a strong influence on food properties.2,3 Indeed, water is involved not 
only in the nutritional aspects of food, but it also has a strong effect on 
sensory properties (texture, taste, flavor behavior) through its action as a 
structuring and plasticizing agent or as a solvent in highly hydrated food 
systems. As an example, water flow properties and its expulsion from the 
food material during oral processing are fundamental in  determining the 
relation between gelled food structures and its sensory perception.4 
Several studies on the architecture of food and the interplay between 
structure and nutrition have been carried out in order to improve 
processing quality and food preservation. For instance, investigations of 
the role of water on the texture properties and physical stability of low-
moisture foods showed that relaxation processes below the glassy 
transition temperature that contribute to texture changes decrease with 
water content and increase with sugar content.5 Water, behaving as a 
plasticizer in both natural and fabricated foods, is essential in determining 
the food texture, the crispness or the tenderness. It is also used in many 
food processing techniques.  
It is well known that the quality and safety of high-moisture foods are 
best preserved by storage at low humidity content and low temperature. 
The shell-life of food can be extended by removing the contained water 
and lowering the storage temperature. However, the definition of the right 
percentage of drying and the correct storage temperature is not trivial and 
especially not universally applicable, because it depends on the specific 
food. Therefore we should be able to predict a product’s shell-life and 
quality by the accurate knowledge of measurable fundamental 
physicochemical properties of food materials. 
In conclusion, it is now recognized by food scientists that water 
molecules at the biomolecular surfaces play an important role in 
controlling food functionalities and that water structure at the interfaces 
can probe in a fingerprinting modality the molecular structure of the 
dissolved biomolecules.  
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1.2 Water Biophysics 
Molecular recognition, the specific non-covalent association of one 
molecule with another, represents one of the most basic examples of the 
assembly of molecular units into a larger structure with a bottom up 
process. It is also one of the most important processes in molecular biology 
and holds many unsolved questions. It is through non-covalent association 
that proteins folds into their native structure, DNA and RNA information is 
transcripted and translated, catalytic enzymes exhibit their specificity and 
cells communicate between each others.  
Even though the fundamental molecular driving forces responsible of the 
non-covalent interactions between molecules have been classified as ionic, 
electrostatic, hydrophobic, …, they are still not well understood. However, 
a deep understanding on how these interactions take place would lead to 
many useful applications, ranging from rational ligand design to the 
possibility of creating novel materials originating from aggregations of 
biomolecules, such as synthetic polypeptides or proteins. 
One of the driving forces that guides non-covalent molecular interactions 
in water is the hydrophobic effect6, commonly observed in daily life in the 
natural tendency for oil and water to segregate. The important 
consequences of this phenomenon were first observed by Walter 
Kauzmann7 in 1959. The hydrophobic effect acts on hydrophobic solutes 
solvated in water.  For example, if a small spherical apolar particle is 
dissolved in water (it could be represented for example by methane) it 
excludes water molecules from the volume it occupies and it originates a 
region of space where hydrogen bonds cannot be formed. However, water 
molecules can orient around it in order to maintain their hydrogen bonding 
network, but with a consequent loss in degrees of rotational freedom. In 
the presence of several apolar solutes solvated in water, the favorable gain 
in entropy due to the freeing of the water molecules constrained around 
the hydrophobic solutes determines the hydrophobic assembly of the 
particles. It is evident that water plays a crucial role in this process. 
Water is fundamental in tuning all the interactions governing the 
stability and functions of biological macromolecules, therefore it turns out 
to affect all aspects in life, directly or indirectly. The uppermost importance 
of water is demonstrated by the continuous series of studies that are 
carried out in order to understand its unique properties, its structure and 
its dynamics.8,9 
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1.3 Water molecule structure 
Water is the most abundant compound on the surface of the Earth. It is 
essential to life. Present theory on the origin of life are founded on the 
water availability. It is indeed one of the main components of living 
organisms and one of the principal constituents of foods. It is ubiquitous in 
terrestrial processes, ranging from conventional solution reactions to 
biological transformations. 
Water is one of the simplest chemical compounds. Nonetheless, the 
collective properties of water molecules are quite unusual compared to 
that of molecules with similar low molecular weight. Its melting and boiling 
point are relatively high. Water has large heats of vaporization and fusion, 
a high heat capacity, high dielectric constant and high surface tension. In 
addition it also exhibits its density maximum in the liquid phase at 4°C. 
Water has a very simple covalent structure. The 3 center molecule is 
defined by an sp3-hybridized oxygen atom bonded to 2 hydrogen atoms 
with an almost tetrahedral geometry. The H-O-H angle of a water molecule 
in the vapor phase is 104.5° (Figure 1.1), but in the liquid and solid phase 
the angle slightly increases. 
 
 
Figure 1.1 Structure of an isolated water molecule. 
 
The qualities of water that lead to its anomalous properties do not lie in 
a complex structure, but in the relatively strong intermolecular interactions 
and high directional character of these interactions.10 Indeed hydrogen 
bonds are commonly referred as highly directional interactions meaning 
that co-linearity exists in the position of the three atoms involved (in water 
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O-H-O). An explicative plot of the energy landscape, such as that reported 
in Figure 1.2, clearly shows that the absolute minimum of energy coincides 
with this angular definition, although the energy raises quite smoothly 
when the geometry deviates from linearity. 
 
Figure 1.2 Energy landscape of the water-water hydrogen bond 
as a function of the O-O distance and of the angle O-H-O.  
 
Each water molecule can form 4 hydrogen bonds with the surrounding 
water molecules, as displayed in Figure 1.3. Hydrogen bonds have 
interaction energies between 2 and 6 kcal/mol that are about 10 times the 
thermal energy at room temperature. They are stronger than typical non-
covalent interaction energies, such as van der Waals interactions, that can 
reach energy values of about 0.01 – 0.3 kcal/mol. However, the definition 
of a hydrogen bond as well as its experimental measurement, are still 
matter of debate.11 
The structure of ice at ambient condition is an array of hydrogen-bonded 
water molecules that generates a network with hexagonal symmetry 
(Figure 1.3). This is the reason why this crystalline form is referred as 
hexagonal ice Ih. The Ih ice is only one of the more than 16 crystal forms of 
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water. At 0 K the hydrogen bond length in the crystal is 2.74 Å (distance 
between water oxygen atoms). 
 
Figure 1.3 Hexagonal ice Ih: on the left a portion of the 
structure; on the right the arrangement of a water molecule 
surround by 4 water molecules hydrogen bonded to it. 
 
The heat of fusion of water corresponds to the breaking of about 15% of 
the hydrogen bonds of the ice structure. Therefore the water liquid 
structure maintains a considerable amount of local order even if it is 
subjected to instantaneous rearrangements. Neutron and X-Ray diffraction 
experiments have determined the structure of liquid water.12 Figure 1.4 
displays the water oxygen-water oxygen radial pair distribution functions 
measured experimentally and calculated for liquid water as a function of 
the temperature. The sharp peak at 2.8 Å is caused by neighboring 
hydrogen bonded water molecules. The increasing of the temperature, 
that reduces the liquid structuring, determines the broadening of the peak. 
The integration of this peak gives a coordination number of 4.4. The second 
peak at 4.5 Å is due to the correlations between hydrogen bonded first 
neighbors molecules.13 
 
 
 Figure 1.4
a function of the temperature and for heavy water D
determined by Narten at all.
experiments whereas solid lines are obtained from 
calculations.
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 Radial distribution functions for liquid water H2
2O at 4°C 
12 The points are determined from 
 
 
 
O as 
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1.4 The Hofmeister Series 
Real solutions of foods are generally complex mixtures of several solutes. 
All these solutes in solution interact with each other, affecting both their 
individual behavior and the overall properties of the system. 
Ions can be ranked in a series in term of the magnitude of the effects 
that they produce on the properties of the macromolecules co-present in 
solution. This series is referred as the Hofmeister series (Table 1.1). Despite 
the generality of these effects being well known, the understanding of the 
molecular details is limited.14 
 
Table 1.1 The Hofmeister series. 
Conformation stabilizing Denaturating 
Cation series 
Ca2+ > Mg2+ > Li+ > Na+ > K+ > NH4
+ 
Anion series 
SO4
2- > HPO4
2- > CH3COO
- > citrate  > Cl- > NO3
-  > I- > ClO4
- > SCN- 
Neutral molecule series 
Sucrose, glucose  Urea, Guanidinum 
 
Molecular species that stabilize the conformation of macromolecules in 
solution such as proteins are called kosmotropes or water structure 
makers. This class includes the cations Ca2+, Mg2+ and Li+. On the other side, 
solutes that destabilize protein conformations are called chaotropes or 
water structure breakers. Species that exhibit this behavior are urea, 
guanidinium and SCN-. 
The definition of structure makers or breakers was based on the idea 
that ions affect the behavior of macromolecules in solution by changing the 
water structure. However Raman spectroscopy showed that ions do not 
have long range effects on bulk water structure.15  
In the case of monoatomic cations, the Hofmeister ordering can be 
explained through their charge density and the effect they have on the 
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water surface tension. Their strong interactions with the surrounding water 
molecules determine an increasing of the water surface tension. As a 
consequence, proteins are stabilized towards denaturation because their 
unfolding would require a growth of the surface area of the interface with 
water. In addition the protein solubility decreases. This is the so called 
salting out effect.  
The Hofmeister ordering of the anion solutes is more complicated since 
they are molecular species. However for a simple solute such as SO4
2- the 
effect on the solution properties can be explained through its high charge 
density. It increases the water surface tension thus promoting 
conformation stabilization.  
Studies on lysozyme16 showed that the presence of charges on the 
macromolecule and the salt concentration cause the inversion of the 
Hofmeister series. 
Non ionic solutes, such as glucose and sucrose, are called osmolytes 
because they are strongly hydrating compounds. They are conformation 
stabilizing and they promote salting out by increasing the surface tension 
of water. 
In the case of molecules such as urea, the behavior in solution is 
different. Urea can both hydrogen bond the protein polar groups and 
associate with the hydrophobic functionalities of the macromolecule so 
that these groups are shielded from direct interactions with the 
surrounding water molecules. This makes protein denaturation favorable 
and causes the salting in effect. Guanidinium, even though it is negatively 
charged, interacts with the hydrophobic moieties exhibiting similar 
denaturating behavior.17 
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1.5 Hydrophobicity 
Most hydrophobic molecules dissolved in water have complicated 
shapes. However, in accordance with a recent theory on hydrophobic 
hydration, the Lum-Chandler-Weeks theory (LCW)18, they can be classified 
in two different types concerning the way water molecules hydrate them. 
The hydrophobic species can behave as small spherical solutes or as 
extended planar surfaces. 
 
 
Figure 1.5 Configuration of liquid water molecules around 
hydrophobic solutes dissolved in water:  
I) Small spherical hydrophobic solute; 
II)  Extended planar hydrophobic surface (A: energetically 
unfavorable orientation, B: energetically favorable 
orientation). 
 
When an hydrophobic solute is dissolved in water, it gives rise to a cavity 
where water molecules are excluded and hydrogen bonds cannot be 
formed. If the shape of the solute resembles that of a sphere, water 
molecules can orient around the solute molecule in order to maintain the 
hydrogen bonding network. This is the situation that exists for a methane 
molecule in water, for example. When the shape of the solute can be 
described as a planar extended surface the behavior of water molecules 
changes. Indeed, it is impossible for the water molecules to adopt 
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orientations that allow a complete hydrogen-bonding network with the 
surrounding solvent. Therefore water molecules tend to adopt a 
configuration that minimizes the loss in hydrogen bonds. This requirement 
can be satisfy by pointing an hydrogen bond group towards the apolar 
surface and tending to move away from it.19 Figure 1.5 illustrates a 
schematic representation of the two hydration modalities. 
The dissolution of a substance in a solvent can be described as the 
transformation of the system from the state of pure solvent, to the state of 
solvent and solute. This process is associated with a free energy change, 
∆, that is called solvation free energy. 
A small apolar solute in water does not cause the breaking of the water 
hydrogen-bonding network. It does cause the re-orientation of the water 
molecules around it. This effect persists into the surrounding water 
molecules for a distance comparable to one correlation length, referred as 
the distance over which molecules influence one another in an 
homogeneous liquid. For water or small alkanes the correlation length is 
equal to their girth, about 0.3 - 0.5 nm. Therefore for a small spherical 
hydrophobic solute in water, the solvation free energy is proportional to 
the solute volume. 
For extended hydrophobic surfaces, the tendency to minimize the loss in 
hydrogen bonds formed induces the water molecules surrounding the 
solute to constitute an interface. As a consequence, the solvation free 
energy becomes proportional to the surface area. It was demonstrated 
through MD simulations that the crossover behavior between these two 
regimes corresponds to a solute radius of about 1 nm.20 
Rajamani et al.21 have investigated the effect of thermodynamic 
variables on the small-to-large crossover length scale through MD 
simulations on hard-sphere solutes in water. They found that the 
application of a tension or the addition of ethanol to water reduces the 
crossover length scale to subnanometer sizes. This is due to the different 
dependence of the solvation free energy on pressure for small and large 
apolar solutes. These two regimes also exhibit different temperature 
dependences.22 At large length scales, where an interface and surface 
tension are dominant, the solvation free energy decreases with 
temperature. At small length scales, the free energy increases with 
temperature. 
Huang and Chandler23 have studied the water behavior near 
hydrophobic solutes and calculated the water density profiles as a function 
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of the solute size (Figure 1.6). Water molecules surrounding a small solute 
have a density that is increased by a factor of two with respect to the bulk 
density. This density increase is caused by the localization of the water 
molecules around the solute imposed by the requirement of maintaining 
the hydrogen-bonding network. Under these conditions the solute is said 
to wet. For a larger solute there is a decrease of water density around it 
determined by the breaking of the hydrogen-bonding network and the 
tendency to move away from the hydrophobic surface. The solute is 
therefore said to dry or to be dewetted. 
 
 
Figure 1.6 The average equilibrium density of water relative to 
the bulk value, as a function of the distance from spherical 
cavities in water as reported in Chandler’s work.6 R is the 
distance of closest approach between the water molecule (red) 
and the cavity (blue). Solid lines refer to ideal hydrophobic 
solutes, whereas dashed lines refer to real systems that also 
interact with water molecules through van der Waals attractive 
interactions. 
 
The free energy of solvation of n small spherical hydrophobic molecules 
solvated independently in water equals n times the solvation free energy of 
one of the solutes. ∆ is directly proportional to the excluded volume of 
the solutes. If the solutes aggregate to form an extended apolar surface the 
solvation free energy changes from being proportional to the excluded 
volume to being proportional to the surface area. When the formed 
aggregate exceeds a critical dimension, the volume to surface ratio 
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becomes such that the solvation free energy of the aggregate is lower than 
the solvation free energy of the independent molecules. This driving force 
of assembly gets stronger with increasing temperature. Therefore this 
interaction has been referred as an entropic interaction. In the case of 
extended aggregating surfaces, the driving force of the assembly is 
proportional to the change in solvated hydrophobic surface area, but the 
hydrophobic forces cease to be additive. 
The structure of a liquid is generally influenced only by packing effects 
and by strong attractive interactions such as hydrogen bonds. Weak 
attractive forces, as the van der Walls interactions, have negligible 
consequences. However, in the case of the liquid structure around an 
extended hydrophobic surface the effects of weak interactions become 
significant due to the presence of an interface that can be translated in 
space with low energy cost. This phenomenon is illustrated in Figure 1.6. 
The solvent structure around a small apolar solute is not affected by the 
action of van der Walls forces (the average density as a function of the 
distance does not change) because of the absence of an interface region. 
As the size of the solute increases and reaches the value of 1 nm, the weak 
attractive forces determine the translation of the interface towards the 
hydrophobic solute. For this reason, the surface has been referred to as 
rewetted.24  
Considering the presence of weak attractive van der Waals interactions 
in real hydrophobic solutes dissolved in water, the definition of a wet 
solute cannot be based on the mean value of water density. Water density 
fluctuations are the distinctive element between a wet solute and a dry 
solute. For a wet solute, water density fluctuations are absent, whereas for 
a dry solute they are relevant. 
Biological molecules have complex architectures and are generally 
composed of both hydrophobic and hydrophilic parts.  The dissolution in 
water of such amphiphilic molecules determines the simultaneous 
presence of weak van der Waals interactions and strong polar interactions 
on adjacent  water molecules. Although van der Waals forces do not have a 
strong effect on water structure, polar interactions are capable of 
constraining water molecules to specific positions and reduce density 
fluctuations. The aggregation of amphiphilc solutes in water follows the 
same rules of pure hydrophobic solutes, but the energetic contributions to 
be considered increase. Given the tendency of the polar head of an 
amphiphilic molecule to prefer the aqueous environment and of the 
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hydrophobic tail to be surrounded by an apolar environment, the driving 
force for formation of a micelle with n molecules equals n times the energy 
for transferring an hydrophobic molecule from oil to water. The overall 
solvation free energy is determined by the addition of two other 
unfavorable energetic contributions: the interface formation and the 
entropy reduction. This last one is due to the limitation of the 
configurational space accessible to the hydrophobic tails and it is the 
determinant of the maximum size reachable by a micelle. 
It has been proven with MD simulations that hydrophobic solutes in 
water not only affect the structure of the first shell of surrounding water 
molecules, but their effects are visible also in the second water shell.25 In 
the case of a benzene molecule in water, first shell water molecules are 
strongly localized around the apolar solute and the hydrogen-bonding 
network within these molecules is strengthened. On the other side, the 
hydrogen-bonding interactions between first and second water shells are 
reduced. 
To understand the hydration of polar and apolar species and the 
hydrophobic effect, several studies of heat capacity changes ∆ have 
been carried out. The measurement of heat capacity changes gives much 
useful information since the quantity is related to the system enthalpy H, 
entropy S and free energy G: 
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where T is the temperature. The solvation of apolar species is 
characterized by a large positive hydration heat capacity change ∆
 
which suggests that at higher temperature the insolubility arises from 
unfavorable enthalpy changes. On the contrary, for polar solutes, even 
though the hydration can cause an entropy decrease, the ∆
 is 
negative. Sharp and Madan explained these different behaviors through a 
Monte Carlo study.26 Hydrophobic solutes decrease the average length and 
angle of the water-water hydrogen bonds of the first hydration shell with 
respect to the pure water solvent, while polar solutes have the opposite 
effect. 
 
  1.6 Planar hydrophobic surface
The thesis project was focused on the study of 
1,3,7-trimethylxanthine, 
universally known as a 
drinks. It has attracted considerable attentio
but also for its biomedical impact. Many studies 
investigate its potential therapeutic effect in 
drying of a drop of coffee has also been source of curiosity as the 
commonly observed coffee
 
Figure 1.7
 
In nature caffeine is synthesized from purine nucleotides. The two final 
steps of the process are characterized by the successive addition of a 
methyl group to 
finally caffeine. These reactions are 
enzyme.31 The structure of the mo
is a planar bicyclic
2 carbonyl oxygen atoms and a nitrogen atom. All of them can behave only 
as hydrogen bonding acceptors. 
functionalities the hydrophobic faces of the molecule 
methylated nitrogen atoms 
water. At room temperature the caffeine solubility in water is 0.1 m.
molecule carries a permanent electric dipole of 
Experimental measurements of the heats of dilution, density data and 
osmotic coefficients revealed that caffeine molecule
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 Caffeine structure  with heavy atoms labeled.
7-methylxanthine that first produces theobromine and 
catalyzed by the caffeine synthase 
lecule is reported in Figure 1.7
 ring compound with 3 hydrogen-bonding functionalities: 
Despite the presence of polar 
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self-associate.32 Several models have been adopted to describe caffeine 
self-aggregation: the isodesmic model,33,32 a monomer-dimer-polymer 
model,34 and a monomer-dimer-tetramer model.35 In particular, the 
isodesmic model assumes that all deviations from ideal behavior of the 
solution can be represented through a sequence of solute-solute 
associative equilibria: 
     
     
… 
     
 
The equilibrium constant K is the same for each reaction. 
Molecular modeling and NMR studies have suggested that the 
aggregation of caffeine molecules in solutions occur through stacking with 
many possible orientation of the caffeine molecules respect to each 
other.36 Calorimetric measurements also revealed that caffeine self-
association is enthalpy driven32, without the typical entropy change of 
entropically driven hydrophobic interactions. MD simulations studies of 
caffeine molecules in water starting from an initial configuration with all 
molecules stacked together reported the formation of an equilibrated 
system formed by the presence of smaller aggregates.37 However no 
distribution of cluster sizes was calculated. Monte Carlo simulations of 
stacked caffeine dimers in water and in vacuum detected changes in 
hydration properties with respect to the caffeine monomer.36,38 Numerous 
studies of the effect of the presence of co-solutes in solution on the 
aggregation of the caffeine molecule have been carried out.37,39,40,41,42 They 
suggest that the change in the solvent properties influences the caffeine 
self-aggregation. 
The first caffeine crystalline form studied was the monohydrated 
crystalline polymorph. 43, 44,45,46 This structure is characterized by a needle-
like shape in which the caffeine molecules are stacked like coins with water 
molecules hydrogen-bonded to the nitrogen atom N9 (Figure 1.7) of 
adjacent caffeine molecules. The structure is also stabilized by an 
hydrogen-bonding interaction between the oxygen atom O2 of a caffeine 
molecule and the proton atom H8 of another caffeine molecule in the 
same plane. A SEM image of the crystals is reported in Figure 1.8. 
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Figure 1.8 SEM images of caffeine crystals produced by 
sublimation of the anhydrous powder at 100°C. 
 
An anhydrous crystalline powder form is known.43,44 If cured at 
temperatures below 87°C this form transforms into a low temperature 
polymorph with a trigonal crystal structure that can revert to the crystal 
form at 141°C with an enthalpy change of 3.9 kJ/mol. Descamps et al. 
found that the high temperature crystalline phase is characterized by an 
orientational disorder of the stacked caffeine molecules that they called a 
“plastic or glassy crystal”.47 Recently the hypothesis has been confirmed48 
that the orientational disorder in the stacking of the caffeine molecules 
gives rise to a pseudohexagonal symmetry.49 Despite many studies that 
have been performed to investigate the caffeine molecule’s properties, a 
deep understanding of its behavior in aqueous solution is lacking. 
Another system that was investigated in this work is the chlorophyllin 
molecule. This term refers to the group of water soluble salt derivatives of 
chlorophyll that differ between each other in the associated cation. The 
most common form is the sodium/copper salt that is used as food additive. 
As a food coloring agent, it is known as natural green 3 (E number E141). 
Figure 1.9 displays a comparison between the chlorophyll a structure and 
the chlorophyllin molecule.  
- 18 - 
 
 
 
Figure 1.9 Chlorophyll a Structure (I) and  Chlorophyllin 
structure (II). 
 
Chlorophylls are very important molecules in nature. Chlorophyll a is the 
main pigment involved in the photosynthetic process in higher plants and 
algae. It is involved in two processes of different membrane enzymatic 
complexes. In the light-harvesting complexes (LHC) chlorophyll a collects 
and funnels light. Indeed the light-harvesting complex is the principal 
energy collector in photosynthesis. In green plants LHC is the most 
II 
I 
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abundant membrane protein in chloroplasts. Its structure was first solved 
in 2004.50 The second process where chlorophyll a is important is the 
transport of electrons across the photosynthetic membrane in the reaction 
centers. These two processes depend not only on the electron properties 
of the individual molecule, but also on the way the molecules are 
assembled. Several studies have been performed to investigate the 
structure and properties of chlorophyll aggregates. 
The aggregation of chlorophyll a in relation to the organic solvent was 
investigated through resonance and dynamic light scattering, nuclear 
magnetic resonance self-diffusion, transmission electron microscopy and 
adsorption-stripping voltammetry. The results were consistent with the 
formation of spherical shaped aggregates of chlorophyll a molecules in 
which the phytol chains are segregated in the inner part and the 
macrocyclic heads are exposed to the water solvent.51 Another proposed 
model of aggregation based on the ethyl chlorophyllide a dihydrate crystal 
structure predicts the formation of one dimensional polymers formed by 
an hydrogen bond between a water molecule coordinated to the carbonyl 
oxygen atom of the methyl ester and the ketone oxygen atom of the 
adjacent molecule.52 Recent molecular dynamics simulations reported the 
different behavior of chlorophyll a in methanol, water and benzene.53 In 
particular the spherical shape of the aggregates detected in water were in 
agreement with the Agostiano at al. model.51 
Water is considered to be fundamental in the aggregation of chlorophyll 
molecules. Quantum mechanical calculations on the hydration properties 
of chlorophyll a in aqueous organic solvent showed that the chlorophyll 
dihydrate plays a key role.54 
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1.7 Motivations and relevance 
Water is ubiquitous in biological systems. Its unique properties, that 
originate from its peculiar hydrogen bonding capability, have a strong 
influence on the structural and chemical behavior of bio- and food 
macromolecules.  
The dissolution of a solute molecule in water implies that its functional 
groups fit into the surrounding water structure. This interaction can lead to 
the formation of a specific water structuring around the solute molecule 
that is not the same as the pure bulk water. Indeed this solvent structuring 
has a fundamental role in determining the properties of biological 
molecules in aqueous solution.55 Nonetheless a deep understanding of the 
basic principles involved is still missing. Most biologically relevant 
molecules have a complex architecture that keeps together polar 
functionalities, hydrogen bonding acceptor or donor groups and 
hydrophobic components. The interaction of these functionalities with the 
surrounding water molecules causes the organization of solvent molecules 
around the solute that involves positional and orientational correlations 
which are specifically reflecting the particular structure of the solute. 
Therefore the water reorganization around biostructures can become quite 
complex. Water structuring plays a role in many biological processes, 
including protein folding or substrate binding to proteins that reflects also 
in food properties. A deep understanding at the atomic level of the 
principles governing these interactions would open the way to many 
different applications including the rational design of the interesting 
systems or implementation  of novel materials. 
In this thesis project I aim to characterize food systems that exhibit 
planar hydrophobic surfaces. A significant difficulty in studying such 
systems experimentally is their reduced solubility in  water. However the 
simultaneous presence of polar groups can increase their solubility. 
Caffeine can represent a suitable molecule to be studied because of its 
nutritional relevance combined with the presence of a planar hydrophobic 
surface surrounded by hydrogen-bonding acceptor groups that increase 
the solubility up to 0.1m at room temperature. As well as caffeine, 
chlorophyllin has a fundamental biological role and it is soluble in water 
due to the absence of the  hydrophobic tail that makes its hydration 
distinguishable from chlorophyll. Molecular dynamics simulations are a 
powerful tool to get information at the atomic level on the hydration of 
planar food hydrophobic molecules, their homotactic interactions and their 
- 21 - 
 
heterotactic interactions with other food molecules that contain 
hydrophobic groups such as sugars. The experimental characterization of 
the solvent structuring around biomolecules has been very difficult. In this 
thesis work I aim to investigate the systems through several techniques in 
order to evaluate the advantages and limitations of different approaches. 
These studies offer also the opportunity to test the theories on the 
hydrophobic hydration of extended planar surfaces and get a better 
knowledge of their role in the behavior of aqueous solutions of food 
biomolecules. 
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2. MOLECULAR  DYNAMICS 
SIMULATIONS 
 
 
In this chapter the computational approach adopted in this work is 
described with the aim of underlining its principal features, advantages and 
limitations. 
 
 
2.1 Overview 
Molecular modeling is a term generally used indiscriminately from 
computational chemistry and theoretical chemistry. However, 
computational chemistry is a general definition of the use of computational 
techniques in chemistry, ranging from quantum mechanics of molecules, to 
molecular mechanics, conformational analysis and molecular dynamics of 
complex biochemical systems. Theoretical chemistry is often considered 
synonymous with quantum mechanics, whereas molecular modeling is the 
general process of describing complex biochemical systems through 
realistic atomic models. The aim of molecular modeling is the 
understanding and prediction of macroscopic properties of systems 
starting from an assumed detailed knowledge at the atomic scale. An 
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important hypothesis underlying computational models of biological 
macromolecules is that the behavior of these systems can be described in 
terms of the basic physical principles governing the interactions and 
motions of their elementary atomic constituents.  
Molecular modeling has a wide range of applications. For example it is 
fundamental in the development of new materials, thanks to its capability 
in predicting their physical properties, and in the rational design of new 
drugs in pharmaceutics.  
The well recognized value and importance of molecular modeling is 
expressed also in The Nobel Prize in Chemistry assigned in 2013. Martin 
Karplus, Micheal Levitt and Arieh Warshel were awarded by the Nobel 
Prize in Chemistry “for the development of multiscale models for complex 
chemical systems. They laid the foundation for the powerful programs that 
are used to understand and predict chemical processes. Computer models 
mirroring real life have become crucial for most advances made in 
Chemistry today”. 
Molecular modeling is able to obtain information on both static 
equilibrium properties, as for example the radial distribution function, and 
dynamic or non-equilibrium processes, as diffusion processes. The choice 
of the technique to be used depends on the specific goal of the study and 
on the capability of the method to produce reliable results. Ideally the 
solution of the Schrödinger equation should accurately describe the 
properties of all molecular systems, but at this level only small systems can 
be characterized. Therefore approximations are introduced. 
Macroscopic properties are determined as ensemble averages over 
representative statistical ensembles. For the generation of a representative 
equilibrium ensemble two methods can be used: Monte Carlo simulations 
and molecular dynamics simulations (MD). For the generation of non-
equilibrium ensembles only MD simulations are suitable. Therefore, even 
though Monte Carlo simulations are simpler than MD simulations, these 
last ones are more universal. 
The main principle behind MD simulations is the solution of Newton’s 
equations of motion: 
 
 

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- 29 - 
 
 
        2.2        
 
where x is the trajectory, a the acceleration, F the force and  m the mass of 
particle i. V(x) is the potential energy as a function of atomic coordinates.  
MD simulations are based on the assumption that the use of classical 
dynamics is adequate and that quantum corrections to the atom dynamics 
are negligible. This assumption is valid for most problems of interest in 
macromolecular and biological systems.  
In this work MD simulations were used to characterize the hydration, the 
homotactic interactions and the heterotactic interactions of several food 
molecules as well as some model molecules. Furthermore MD simulations 
were adopted to get complementary information to the neutron diffraction 
experiments performed. 
 
 
2.2 CHARMM 
In this work, all molecular dynamics simulations were carried out using 
the CHARMM software. 
CHARMM (Chemistry at HARvard Molecular Mechanics) is a molecular 
simulation and modeling program developed at Harvard by the group of 
Martin Karplus in 1983.1 Since then it has been continuously updated, 
making it extremely versatile and therefore widely used. The convention 
for the version numbering is given by “cnn(a/b)m” where c stays for 
CHARMM, nn is the version number, a is for developmental, b is for release 
and m is the revision number. In this work the version c34b1 was used. 
The principal feature of CHARMM is the capability of using classical 
(empirical and semiempirical) and quantum mechanical (semiempirical or 
ab initio) energy functions for a wide variety of molecular systems. 
CHARMM can carry out many specific computational tasks in more than 
one way. This feature enables one to use the most suitable method in 
relation to the specific problem to be solved. A big advantage of this 
quality is that this flexibility allows the achievement of the best balance 
between accuracy and efficiency.  
CHARMM uses potential energy functions2, generally known as force 
fields, to calculate the system energy and its derivatives from the system 
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coordinates. First derivatives are used to determine the atomic forces 
which are necessary in MD simulations and energy minimization. Second 
derivatives are applied in vibrational spectra calculations and in some 
energy minimization algorithms. 
An important requirement for a force field is the accurate reproduction 
of experimental observables. It also has to be applicable to a wide range of 
different systems and to lead to fast calculations. 
The fundamental unit used in CHARMM is the atom. An atom is 
considered to be a charged point mass with no directional properties and 
without internal degrees of freedom. Masses are expressed in atomic mass 
units. The earliest force field in CHARMM was built on an extended-atom 
model, in which hydrogen atoms were not included explicitly. They were 
considered as part of the heavy atom to which they were bonded. The 
present generation of CHARMM force field which uses the all-atom 
representation was designed for simulations with explicit solvent. 
In Equation 2.3 is reported the general expression of a CHARMM force 
field3. 
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The atomic potential energy function is a sum over independent 
contributions (bonds b, valence angles θ, Urey-Bradley corrections, 
dihedral angles ϕ, improper angles ω, nonbonded contributions including 
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Coulombic interactions and Lennard-Jones terms and backbone torsional 
corrections CMAP(ϕ,ψ)) as a function of the system atomic coordinates. 
The force constants are represented by the K parameters, whereas the 
equilibrium values are showed with the subscript 0. All the internal terms 
are harmonic, except the dihedral angle term, which is a sinusoidal 
expression where n is the periodicity and δ  the phase shift. The Urey-
Bradley term is a quadratic function of the distance S from atom A to atom 
C given three bonded atoms A-B-C used to correct anharmonicity. The 
CMAP term is a numerical correction contribution for the protein 
backbone. In the LJ term, εij
min is the well depth, rij is the interatomic 
distance between atoms i and j and Rij
min is the distance at which the 
energy shows a minimum. εij
min  and Rij
min are obtained from the 
combination of the individual atom values of the interacting atoms. 
Current force filed developments regard the incorporation of the 
influence of induced electronic polarization. Indeed polarization is 
expected to have an important role on the structure, energy and dynamics 
of charged systems. It might have for example a significant effect on the 
accuracy of lipid membrane modeling. 
 
 
2.3 Non-bonded interactions 
In a real system all the atoms can interact with all the other atoms. 
Modeling these Lennard-Jones and electrostatic interactions would require 
a computational time for calculation that scales as N2, where N is the total 
number of atoms. This would lead to impractically long time calculations as 
the system size increases. Therefore, to optimize the required 
computational time, the explicit calculation of the non-bonded interaction 
energy is usually limited to atom pairs whose interatomic distance is less 
than a defined cutoff. These atom pairs are stored in a list that is generally 
not updated every simulation step. 
Unfortunately, this approach of non-bonded cutoff can introduce 
artifacts because a simple truncation of the potential energy can create 
artificial forces at the cutoff distance. This has required the development of 
proper truncation schemes, especially for electrostatic interactions, which 
have a longer range than the van der Waals interactions. The simplest way 
to reduce the error is the use of numerical procedures such as force 
shifting and switching to decrease the influence of the truncation. Through 
these methods when the interatomic separation approaches the cutoff 
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distance the force goes to zero in a smooth, continuous manner. Other 
approaches involve the use of the Ewald summation method. 
Another important aspect is the calculation of which atom pairs fall 
within the cutoff distance that is itself time-consuming. To realize this step, 
it is possible to define an extended spherical cutoff region, beyond the 
previous one, which is referred to as a buffer region. All the atoms in the 
buffer region are stored in the non-bonded list whereas the non-bonded 
interactions are calculated only for the atoms in the first inner cutoff 
sphere. Since the atomic positions generally don’t change greatly from one 
step to the next, in the buffer shell there are all the atom pairs that will be 
used in the energy calculations for the next several steps. The nonbonded 
list must be recalculated only when an interparticle distance in the system 
decreases by the width of the buffer shell.  
Beside the system size effect on the computational time of the atomic 
interactions, it also has a strong effect at and beyond the boundary of the 
modeled system The systems studied through MD simulations are 
generally very small if compared to real macroscopic systems. Although the 
modeled systems usually exhibit the same properties of the corresponding 
macroscopic systems, the limited size can lead to artifacts in the results. 
For example, a small modeled system can be affected by surface effects 
due to the higher surface/volume ratio compared to the real macroscopic 
system. To overcome these problems, periodic boundary conditions (PBC) 
or an effective solvent boundary potential (SBP) are introduced.  
When periodic boundary conditions are used, the Ewald summation 
method to calculate the electrostatic energy of the system can be adopted. 
If the electrostatic energy of the system is expressed  as a lattice sum over 
all pair interactions and over all lattice vectors it assumes the form of  
Equation 2.4: 
 
 RST  A∑ ∑ ∑ EE=FGHIU(S=*(SV
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where ri is the position vector and qi the charge of particle i, N is the 
number of atoms in the unit cell, m is the lattice vector of the real space 
and the prime on the sum indicates that j≠i  when m = 0. This sum 
converges slowly. 
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When the Ewald method is applied, Equation 2.4 is transformed into two 
rapidly convergent sums, a self-energy term and a dipole term (which can 
be made to vanish as shown in the equation (2.5)). 
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In Equation 2.5 erfc is the error function, κ is a constant, k is the 
reciprocal space lattice vector and V is the volume of the unit cell. The first 
term is a sum over all pair interactions, short range and long range, in the 
reciprocal space in which the charge distribution about each particle is a 
spherical Gaussian.  The second term is a sum over short-range pairs and is 
made of two components: the point charge interaction between the short-
range pairs and a term that cancels this contribution in the reciprocal space 
sum of the first term in Equation 2.5. The third term of Equation 2.5, 
referred as the self-energy, cancels the contribution of each charge 
distribution in the unit cell interacting with itself. The parameter κ is 
chosen to get the best balance between accuracy and efficiency. 
An improvement of the Ewald summation method is the particle mesh 
Ewald (PME) method where the calculation are made using cutoff lists for 
the direct sum, charges on grids and fast Fourier transforms.4 
A general accurate approach to MD simulations of biological systems with 
the fixed-point-charge force fields involves the use of periodic boundary 
condition systems with a non-bonded cutoff of at least 12-14 Å; the force-
shifting or force-switching options; the particle mesh Ewald treatment for 
long-range electrostatics; and Lennard-Jones corrections for long-range van 
der Waals interactions.  
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2.4 Water modeling 
In the simulation of biological systems, the solvent, water, plays an 
essential role. MD simulations can represent the solvent around the 
studied molecule using two different approaches. The most accurate 
representation of the solvent is called explicit representation. In this 
approach all the solvent molecules are taken into account as independent 
molecules. The explicit representation goes together with the use of 
periodic boundary conditions that simulate the presence of an infinite 
system by the creation of images of the system box. The main 
disadvantage in the use of this solvent model is that it is computationally 
time consuming. 
Alternatively, the solvent can be modeled using an implicit 
representation. In this method, instead of considering each individual 
solvent molecule, it is represented on the whole  with an effective mean-
field potential. In this way the description accuracy is decreased, but it 
significantly reduces the computational cost. 
A compromise between the two approaches that allows adequate 
accuracy and an acceptable computational time can be reached simulating 
explicitly a small solvent region around the points of interest and applying 
an effective solvent boundary potential (SBP) to model the average effect 
of the bulk solvent. This last methodology is commonly used in the study of 
catalytic sites of large enzymes. 
MD simulations of aqueous solution systems with explicit representation 
of water molecules are strongly dependent on the availability of water 
force fields that model accurately the liquid and that are also compatible 
with the solute force field. 
Several energy functions have been developed to represent water 
behavior. They can differ in the number of scattering centers, in the 
geometry parameters or in the energy parameters. Since water is often the 
principal component in the systems studied and maximum efficiency is a 
general objective, water models with a smaller number of centers are to be 
preferred in term of computational time required. 
The first water models adopted in simulations were the BNS,5 the MCY6 
and ST2.7 In 1983 the TIP3P and TIP4P water models were introduced,8 
that, together with the SPC water model,9 are the most used. 
The TIP3P and the SPC water models are both three-center models. 
TIP4P is a four-center model, with a fictional charge center positioned at 
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0.15 Å from the water oxygen along the angle bisector, which improves the 
quadrupole moment. The TIP3P and TIP4P water molecules have a bond 
angle of 104.5° and a bond length of 0.96 Å corresponding to the 
experimental value for an isolated water molecule, whereas the SPC water 
molecule has a tetrahedral structure. The geometry of these water models 
is fixed, therefore there is no bond stretching or angle bending. Table 2.1 
displays the main features of these water models. 
 
Table 2.1 Geometry and energy parameters for water potential functions. 
 TIP3P TIP4P SPC 
rOH [Å] 0.9572 0.9572 1 
HOHangle [degree] 104.52 104.52 109.47 
rO-Lonepair [Å]  0.15  
rmin(L-J) [Å] 3.54 3.54 3.55 
εmin [kJ mol
-1] 0.6364 0.648 0.65 
qO -0.834 0.00 -0.82 
qH +0.417 +0.52 0.41 
qLonepair  -1.04  
 
The parameterization of all the water models has been performed with 
the goal of reproducing physical chemical properties of liquid water like the 
diffusion coefficient, the density and the radial pair distribution function at 
25°C. 
In Table 2.2 the experimental water properties at 25°C and 1 atm are 
compared to the corresponding ones calculated for three water models. 
The various models available have different degrees of accuracy in the 
reproduction of  these properties, but most of them are not able to predict 
quantitatively more specific qualities like the melting temperature and the 
boiling temperature. One of the most difficult properties to reproduce is 
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the temperature of maximum density at 4°C. The three-site models are not 
able to reproduce the temperature of maximum density, whereas the 
TIP4P water model gives a value of -15°C. 
 
Table 2.2 Water properties at 25°C and 1 atm.2 
 
ρ ∆Hvap Cp κ n ε D 
o
hjp 
hq
jrq  
hq
jrq · t`o 
10*C
vj  
10*w
t`o   
10*whj
x  
SPC 0.985 10.74 20 60 ± 4 106 ± 8 60 ± 10 3.9 
TIP3P 1.002 10.41 20 64 ± 5 92 ± 8 88 ± 6 5.1 
TIP4P 1.001 10.65 20 60 ± 5 44 ± 8 60 ± 10 3.3 
Exp 0.997 10.51 18 45.8 25.7 78.3 2.30 
ρ is the density, ∆Hvap is the molar entalphy of vaporization, Cp is the constant pressure 
heat capacity,  κ is the compressibility, α is the expansion coefficient,  ε is the dielectric 
constant and D the self-diffusion coefficient.2 
 
Given the wide range of available water models, each one having 
different characteristic properties, the choice of the water force field to be 
used in the simulations depends on the specific task to be accomplished. 
In this work, MD simulations of aqueous solutions systems were carried 
out using the TIP3P water model and the TIP4P water model. For the 
purpose of this investigation, the main difference between the two models 
is that the empirical TIP3P model is somewhat less structured. This was 
determined from the comparison of its oxygen-oxygen radial distribution 
function gOO(r) and the one obtained from diffraction measurements. Even 
though it has been demonstrated that the force field geometry parameters 
are relatively more important than the energy parameters in determining 
the collective structure of liquid water,10 these two water models have the 
same molecular geometry, yet the second peak in the water oxygen-
oxygen atom pair distribution function of the TIP3P water model is missing. 
This reflects the importance of the quadrupole and octupole moments. 
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Current developments in water force fields are towards the achievement 
of the best performing representation, through the introduction of 
polarizable models which attempt to mimic the dependence of the 
electronic distribution of each molecule on the electrostatic environment 
experienced by the molecule at any given instant. 
 
 
2.5 General procedures 
In the present work, all the MD simulations were performed using the 
CHARMM program and, when available, the CHARMM force field 
parameters.11,12 
In a general simulation made with CHARMM the first step to realize the 
simulation is the implementation of the atomic model representing the 
system under consideration. This operation is carried out through two  
operations. It is first necessary to import a residue topology file and a 
parameter file. The residue topology file (RTF) contains definitions of all 
residues, which are groups of atoms linked together, that occur in the 
simulation. For each residue the atoms, atomic properties, bonds, bond 
torsion angles, and hydrogen bond functionalities are reported. The 
parameter file (PARA) stores the information about the force constants, 
equilibrium geometries, van der Waals radii and other data which are 
necessary to calculate the energy. Using the information in these files, the 
protein structure file (PSF), which represents the energy function, can then 
be created through the definition of the residue sequence and the 
introduction of the starting coordinates of all the atoms. 
After having created a suitable model, it is then possible to impose 
constraints and periodic boundary conditions. A constraint usually adopted 
is the SHAKE.13 This constraint fixes the length of covalent bonds involving 
hydrogen atoms when this motion is not of specific interest. This is the 
case for most applications of MD simulations not involving vibrational 
spectrum analysis or H1-NMR. SHAKE allows the use of a longer time-step 
when integrating Newton’s equation of motion. 
A dynamics run is basically composed of four parts. The first one is the 
initialization, which provides initial positions and velocities for all the 
atoms. Since atomic coordinates are generally obtained from 
crystallographic data or NMR data, it is often necessary to refine the 
system using an energy minimization algorithm to relieve local stresses due 
to nonbonded overlaps or bond length distortions. CHARMM offers several 
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minimization algorithms like steepest descent (SD), conjugate gradient 
(CONJ), adopted basis Newton-Raphson (ABNR). Without this stage, a large 
potential energy would quickly heat up the system to unreasonable 
temperatures. Velocities are then assigned to the atoms from a Maxwell 
distribution at or near 0 K. In the heating step, the kinetic energy of the 
system is increased up to the final temperature. The equilibration is the 
process where the kinetic energy and the potential energy of all the atoms 
evenly distribute themselves throughout the system. Only when the 
average temperature of the system is stable it is possible to reach the 
simulation stage where the data are collected. 
The size of the integration step is very important. It is a compromise 
between the increase in accuracy through the adoption of small size step 
and the real time employed to simulate the system. The measure unit used 
is picoseconds. A common value of time step adopted is 0.001 ps. 
CHARMM provides several output files. During a simulation the program  
intermittently writes to the standard output file the time, the temperature, 
the values of all energy terms and some basic statistics. CHARMM can then 
write trajectory files. These binary files are a collection of snapshots of the 
position of each atom in the system as a function of time. A time series of 
velocities can also be saved. CHARMM uses the AKMA measure unit 
system: distances are in angstroms, energies are in kilocalories/mole, mass 
is in atomic unit mass, charge is in unit of electron charge and angles are in 
degrees. MD simulations can be performed in vacuum, in solution or in a 
crystal environment. 
In these studies, MD simulations were carried out in the microcanonical 
ensemble (NVE) adopting periodic boundary conditions. The systems were 
studied in aqueous solutions and the solvent molecules were explicitly 
included. The simulation box was chosen to be cubic and it was set through 
the following technique. The solutes under consideration were randomly 
placed and oriented on an equilibrated cubic box of water. Then water 
molecules which overlapped any solute heavy atom were deleted and 
some minimization step were performed to remove bad local contacts. At 
the end, the size of the simulation box was adjusted to get the right density 
of the system. Equations of motion were integrated through the Leapfrog 
Verlet algorithm every 0.001 ps. Chemical bonds involving hydrogen bonds 
were kept fixed using SHAKE. Electrostatic interactions were treated using 
the particle-mesh Ewald method. Van der Waals interactions were 
smoothly truncated on an atom-by-atom basis using switching functions. 
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After the equilibration stage every system was simulated for a time chosen 
in order to get the best compromise between data convergence and real 
time employed. 
In the data analysis the Visual molecular dynamics (VMD)14 software was  
used. VMD is a molecular visualization program created to display and 
analyze biological systems such as proteins, nucleic acids, and  lipids, that 
can be used for all kinds of molecules since it can read standard protein 
data bank (pdb) files. This program offers a variety of different tools to 
render and color the molecules, display trajectory files and do basic 
analysis. VMD was used to visualize and study the trajectories obtained  
from the MD simulations and to calculate volumetric density maps and 
radial distribution functions. 
A volumetric density map is a tridimensional representation of the 
number atomic density of the selected species at each point of the space 
averaged over the entire trajectory. For each saved frame in the trajectory 
data, the instantaneous position of the principal solute is mapped into its 
initial position through a coordinate transformation. The same coordinate 
transformation is applied to all the atoms of the system. This transformed 
space is partitioned into cubes of 0.3 Å in length and the density of specific 
atoms in each cubic box is averaged over the whole trajectory. It is a 
measure of the probability of finding the selected atom in the space. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
- 40 - 
 
2.6 References 
1. Brooks, B. R.; Bruccoleri, R. E.; Olafson, B. D.; States, D. J.; 
Swaminathan, S.; Karplus, M., CHARMM: A program for 
macromolecular energy, minimization, and dynamics calculations. 
Journal of Computational Chemistry 1983, 4 (2), 187-217. 
2. Jorgensen, W. L.; Tirado-Rives, J., Potential energy functions for 
atomic-level simulations of water and organic and biomolecular 
systems. Proceedings of the National Academy of Sciences of the 
United States of America 2005, 102 (19), 6665-6670. 
3. Brooks, B. R.; Brooks, C. L.; Mackerell, A. D.; Nilsson, L.; Petrella, R. J.; 
Roux, B.; Won, Y.; Archontis, G.; Bartels, C.; Boresch, S.; Caflisch, A.; 
Caves, L.; Cui, Q.; Dinner, A. R.; Feig, M.; Fischer, S.; Gao, J.; Hodoscek, 
M.; Im, W.; Kuczera, K.; Lazaridis, T.; Ma, J.; Ovchinnikov, V.; Paci, E.; 
Pastor, R. W.; Post, C. B.; Pu, J. Z.; Schaefer, M.; Tidor, B.; Venable, R. 
M.; Woodcock, H. L.; Wu, X.; Yang, W.; York, D. M.; Karplus, M., 
CHARMM: The biomolecular simulation program. Journal of 
Computational Chemistry 2009, 30 (10), 1545-1614. 
4. Luty, B. A.; Tironi, I. G.; van Gunsteren, W. F., Lattice-sum methods for 
calculating electrostatic interactions in molecular simulations. The 
Journal of Chemical Physics 1995, 103 (8), 3014-3021. 
5. Ben-Naim, A.; Stillinger, F. H., "Aspects of the Statistical-Mechanical 
Theory of Water,” in Structure and Transport Processes in Water and 
Aqueous Solutions. Wiley-Interscience: New York, 1972. 
6. Lie, G. C.; Clementi, E.; Yoshimine, M., Study of the structure of 
molecular complexes. XIII. Monte Carlo simulation of liquid water with 
a configuration interaction pair potential. The Journal of Chemical 
Physics 1976, 64 (6), 2314-2323. 
7. Stillinger, F. H.; Rahman, A., Improved simulation of liquid water by 
molecular dynamics. The Journal of Chemical Physics 1974, 60 (4), 
1545-1557. 
8. Jorgensen, W. L.; Chandrasekhar, J.; Madura, J. D.; Impey, R. W.; Klein, 
M. L., Comparison of simple potential functions for simulating liquid 
water. The Journal of Chemical Physics 1983, 79 (2), 926-935. 
9. Berendsen, H. J. C.; Postma, J. P. M.; van Gunsteren, W. F.; Hermans, J., 
"Interaction models for water in relation to protein hydration" in 
Intermolecular Forces. B. Pullman ed.: 1981. 
10. Mason, P. E.; Brady, J. W., “Tetrahedrality” and the Relationship 
between Collective Structure and Radial Distribution Functions in 
- 41 - 
 
Liquid Water. The Journal of Physical Chemistry B 2007, 111 (20), 5669-
5679. 
11. Guvench, O.; Greene, S. N.; Kamath, G.; Brady, J. W.; Venable, R. M.; 
Pastor, R. W.; Mackerell, A. D., Additive empirical force field for 
hexopyranose monosaccharides. Journal of Computational Chemistry 
2008, 29 (15), 2543-2564. 
12. Hatcher, E. R.; Guvench, O.; MacKerell, A. D., CHARMM Additive All-
Atom Force Field for Acyclic Polyalcohols, Acyclic Carbohydrates, and 
Inositol. Journal of Chemical Theory and Computation 2009, 5 (5), 
1315-1327. 
13. van Gunsteren, W. F.; Berendsen, H. J. C., Algorithms for 
macromolecular dynamics and constraint dynamics. Molecular Physics 
1977, 34 (5), 1311-1327. 
14. Humphrey, W.; Dalke, A.; Schulten, K., VMD: Visual molecular 
dynamics. Journal of Molecular Graphics 1996, 14 (1), 33-38. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
- 42 - 
 
 
 
 
 
 
 
 
 
 
 
 
- 43 - 
 
 
 
 
 
3. EXPERIMENTAL  TECHNIQUES 
 
 
 
In this chapter the experimental techniques used in these studies are 
briefly  described in order to elucidate the principal motivations for their 
choice. 
 
 
3.1 Neutron Diffraction 
Neutrons are a powerful probe for the study of the soft condensed 
matter. In 1994 Bertram N. Brockhouse and Cifford G. Shull were awarded 
the Nobel Prize for their pioneering contributions to the development of 
neutron scattering techniques for studies of condensed matter. They led 
the way to a wide range of studies and applications. 
Neutrons for scattering experiments have commonly wavelengths in the 
range between 1 Å and 20 Å that is compatible with the typical interatomic 
distances in the matter. The corresponding neutron energies are similar to 
those of thermal excitations in many materials at ordinary temperatures. 
Neutrons are therefore a perfect probe to study internal structure and 
dynamics of the matter. Neutrons are scattered by atomic nuclei and the 
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nucleus-neutron interaction is weak. The system is therefore weakly 
perturbed, allowing non disruptive investigations. Given the small nuclei 
dimensions, with respect to interatomic distances, neutrons are highly 
penetrating, so it is possible to study bulk system properties. While the 
extent of scattering for X-ray radiation is determined by the electronic 
structure of the target atom, in the case of neutrons it is determined by the 
nuclear spin configuration. Therefore the X-ray scattering intensity 
increases linearly with atomic number and the scattering signal is 
dominated by heavy atoms. On the other hand, neutrons can detect light 
atoms such as hydrogen, and the scattering between different isotopes can 
differ significantly. For example the scattering length for the hydrogen 
atom is -0.3742⋅10-12 cm and the scattering length for the deuterium atom 
is 0.6671⋅10-12 cm. This difference turns out to be extremely relevant in the 
study of biological hydrogen containing materials and form the basis of a 
method known as contrast variation. One of the main limitations in the use 
of neutron techniques, compared to synchrotron radiation, is the low 
brightness of the sources that requires long data acquisition. 
These fundamental properties of the neutron make it suitable to be used 
in the study of structural and dynamical properties of the materials at the 
atomic level, with many applications, also in Food Science.1 In the 
particular case of this research project, neutron diffraction offers the 
unique opportunity of detecting hydrogen atoms, and therefore water, 
making possible the characterization of solution structure. In this context, 
the term diffraction is adopted with the meaning of  scattering of incident 
neutrons by the sample and detection of all the scattered neutrons, 
regardless of any energy change.  
Neutron diffraction with isotopic substitution experiments were 
performed in two different centers: the Insitut Laue-Langevin (ILL) in 
Grenoble, France, and the ISIS facility (STFC Rutherford Appleton 
Laboratory) in Chilton, Oxfordshire, United Kingdom.  
At ILL the NDIS experiments were carried out in collaboration with Prof. 
G. W. Neilson (University of Bristol), Dr. P. E. Mason (Academy of Sciences 
of the Czech Republic) and Dr. H. Fischer (ILL). At ISIS the NDIS experiments 
were performed in collaboration with Prof. M. A. Ricci (University of Roma 
Tre), Prof. F. Bruni (University of Roma Tre) and L. Maugeri (University of 
Roma Tre). 
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3.1.1 Basic theoretical background 
A neutron beam can be described as a particle beam or as a wave with 
energy and direction characterized by the wave vector . 
Figure 1 illustrates a schematic description of the scattering of an 
incoming beam with wave vector k to the out going beam with the wave 
vector . The differences between the wave vector states after and before 
the scattering event is called momentum transfer and it is defined as     .  
In a diffraction experiment the scattering intensity is interpreted under 
the assumption that the scattering events are purely elastic. The neutron 
does not exchange energy with the sample, it can only change direction of 
propagation. The momentum transfer is therefore defined by the well 
known Bragg’s law as a function of the scattering angle 2 and the 
wavelength 	 of the incident beam: 
 
   
        3.1 
 
The quantity measured in a neutron diffraction experiment is the 
scattering intensity, that is proportional to the differential cross section2: 
 
   Φ Ω Ω              3.2 
 
where Φ is the incident flux on the sample (number of incident neutrons 
per second, per unit area) and 
Ω is the differential cross section, under the 
assumption that the detector efficiency is perfect. The measured intensity 
is an explicit function of the scattering vector q. 
The differential  scattering cross section is defined as: 
 
 
Ω    ! " # #$%"" & #$  '"  Ω(Ω    3.3 
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The scattering cross section ) is a measure of the effective surface area 
of the target nucleus presented to the incident neutron and it is 
proportional to the probability that a scattering event will occur. It is 
generally expressed in barns (1 barn = 10-24 cm2). As already mentioned the 
neutron-nucleus interaction depends on the total spin state of the system 
neutron+nucleus. For a single scattering centre i at the origin, the 
differential cross section is equal to the norm-squared of the scattering 
length *'+.3 In the presence of several atoms, the differential cross section 
is usually decomposed into a coherent part that concerns the interference 
of the scattered waves from each nucleus and the incoherent part that is 
independent of the spatial correlation of the atomic sites and leads to 
isotropic diffraction. When a beam of identical neutrons illuminates a 
volume containing an ensemble of different nuclei the coherent and 
incoherent scattering lengths are defined as: 
 
 *$ ,-* .   *'$+  *+///  */+   3.4 
 
Consequently the total cross section can be written as: 
 
 )  )$ , 0 )'$  *$ ,+ 0 *'$+    3.5 
 
 
Figure 3.1 Geometry of a scattering experiment: k is the wave 
vector of the incident beam and k’ is the wave vector of the 
scattered beam. 
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In the presence of several scattering centers of  chemical species the 
differential scattering cross section per atom becomes more complex. It 
can be defined as the sum of a distinct contribution (diffraction from 
different sites) and a self contribution (diffraction from same sites): 
 
 
12 3Ω 4  5 0 ∑ 78*8+///8     3.6 
 
where 5 is the total interference function, 78 is the concentration of 
chemical species 9 and the second term in Equation 3.6 is the mean of the 
scattering length squared of each chemical species in the sample. The total 
interference function can be expressed through the introduction of the 
partial structure factors :8;, a function of the distribution of the 9 
atoms around the < atoms:  
 
 5  ∑ 787;*/88; */;=:8;  1?   3.7 
 
A Fourier Transform of the total interference function defines the real-
space total pair-correlation function @A: 
 
 @A  1+BC D 5 sinA H	     3.8 
 
where I	is the atomic number density. The total pair correlation function 
is a linear combination of the partial pair distribution function J8;: 
 
 @A  ∑ 787;*/8*/;=J8;A  1?8,;     3.9 
 
The pair distribution function represents the probability of finding 
another atom as a function of the distance A from a specific atom taken as 
the origin of coordinates and can be expressed as: 
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 JA  2C
B      3.10 
 
where I is the bulk density. The pair distribution function is of great 
importance to describe liquid properties since it can be used to calculate 
the thermodynamic functions of the liquid such as the free energy. 
Based on the pair correlation function, the number of atoms that 
coordinate a specific atom at the origin can be determined. This 
coordination number depends on the cutoff distances and it is defined by: 
 
 LMA'A%N  4PI D A+JAAQRSQTU    3.11 
 
These relations are valid under the static approximation. It is assumed 
that the energy exchanged during the scattering process VW is very small 
compared to the incident energy VW	. Under this condition the sample 
structure is static during the time the neutron takes to pass from one atom 
to another and the scattering event is an instantaneous snapshot of the 
structure. While the incident energies of X-rays atomic diffraction are 
sufficiently high, in the case of neutrons the lower energy values determine 
the incomplete validity of the static approximation and the requirement of 
inelastic corrections. 
The analysis and interpretation of neutron diffraction experiments can 
be very complex. Therefore, with the continuous improvement of 
computational techniques, the use of molecular simulations 
complementary to the experiments is widely adopted.4 
 
 
3.1.2 Neutron diffractometer 
The main difference between the two neutron sources used to carry out 
the experiments lies in the way neutrons are produced. ILL is a reactor 
source, therefore neutrons are generated through neutron induced nuclear 
fission: a nucleus, generally uranium, captures a neutron and splits 
releasing high energy neutrons. The result is a continuous neutrons flow. A 
continuous flux of neutrons with one well-defined energy can then be 
selected (monochromatic mode). ISIS is instead a spallation source, where 
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neutrons are produced by the collisions of accelerated protons to an heavy 
atom target giving rise to polychromatic pulsed packets of neutrons. 
At ILL the experiments were performed on the D4c diffractometer for 
disordered materials.5 In Figure 3.2 is reported a view of the instrument. 
The D4c instrument is a 2-axis machine that has been optimized for 
neutron diffraction experiments on liquids and glasses. It uses hot neutrons 
for a high qmax and is very stable. There are 9 detectors moved together in 
order to cover a range of about 1.2° - 140° in 2θ. The sample is mounted in 
an evacuated cylindrical bell jar (∅ = 46 cm, height = 55 cm) with a wide-
angle thin aluminum exit window. The sample containers are usually 
cylindrical vanadium cans or titanium zirconium cans. 
 
 
Figure 3.2 D4c diffractometer. 
 
 
At ISIS the experiments were carried out on the Small Angle Neutron 
Diffractometer for Amorphous and Liquid Samples (SANDALS).6 As 
indicated by its name, SANDALS is small angle diffractometer built for the 
investigation of liquids and amorphous materials. 
SANDALS allows the measurement of the static structure factor over a 
wide range of transferred momentum (0.1 – 50 Å-1). The detectors give 
continuous angular coverage from 3.8° to 39° in 2θ.  The sample is 
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mounted on a vacuum tank located under the floor. The sample containers 
are generally titanium-zirconium flat plate geometry cans. The use of a 
pulsed source allows the detection of the neutrons and their energy from 
the time of flight to the detector. Thus the presence of a monochromator is 
not necessary and all the neutrons go strictly to the sample. 
 
 
 
Figure 3.3 SANDALS schematic representation. 
 
 
Although, in principle, the structural information obtained from the two 
different instruments should be the same, their intrinsic characteristics 
produce some small, but significant differences.7 A clear difference can be 
seen in the inelasticity effects. Those are generally weaker for diffraction 
measurements at pulsed sources due to the higher incident energies, 
provided the diffraction patterns are measured at small scattering angles, 
and occur principally at low q values.8 
 
 
3.1.3 Diffraction data treatment 
Before extracting the partial structure factors that characterize the 
system under analysis, it is necessary to obtain the right sample differential 
cross section. The treatment of the radiation counts that are measured by 
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the detectors requires several steps9 and has been implemented in several 
programs.10,11 Furthermore, the analysis of diffraction data collected at a 
reactor source is slightly different from the diffraction data measured at a 
pulsed source. In this second case, some complications arise because of the 
polychromatic incident beam and the need for accuracy to combine data 
from different detector banks, each requiring different corrections, into a 
final single diffractogram. Following is a brief description of the principal 
steps. 
- To extract the sample differential cross section it is first necessary to 
perform the measurements of the background (empty bell jar) and 
the sample container. 
- The data obtained from bad detectors should be taken off from the 
final data. 
- A correction for the attenuation derived from absorption and 
multiple scattering is also needed. These are calculated for the case 
of a completely and uniformly illuminated sample of cylindrical 
geometry in an annular container.  
- The detectors generally have an intrinsic deadtime, which is the 
minimum time between consecutive events needed for the detector 
to be able to resolve them as separate counts. Therefore a deadtime 
correction is also needed. 
- The raw data need to be corrected for the number of incident units 
of radiation they have received, in order to be compared. This 
number is given by the integrated monitor count, which is measured 
by a low efficiency detector mounted before the sample. 
- The normalization of the sample’s diffraction intensity to an absolute 
scale is realized comparing it to the intensity measured for a 
vanadium sample. Vanadium is generally used as a normalization 
standard because its cross section is well known and, more 
importantly, is almost completely incoherent and therefore isotropic. 
- Finally, it is necessary to take into account that the scattering events 
are not purely elastic, but that there can be a loss or gain in energy 
by the neutron. This effect was first studied in detail by Placzek12 and 
as a consequence this correction is commonly known as Placzek 
correction.  
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The inelastic effects are particularly strong for light atoms because 
the exchange in energy is potentially larger due to the comparable 
masses of the neutron and the scattering atom. 
Placzek demonstrated that if the average amount of energy 
exchanged in the scattering event is small compared to the typical 
excitation energies of the system, and the neutrons mass is smaller 
than the sample atom mass, a simple correction can be derived 
based on the ratio of the mass of the neutron to the mass of the 
scattering atom and the first and second moment of the dynamic 
structure factor. Unfortunately these conditions are not satisfied in 
the presence of light atoms, and in particular the hydrogen atom, 
therefore this approach is not valid for hydrogenated systems. 
In past years several studies have been carried out to find a general 
approach8,13,14,15 to solve this problem, but there is still not a 
standard general optimized procedure to perform this correction for 
light atoms. 
 
 
3.1.4 Neutron diffraction with isotopic substitution 
Neutron diffraction with isotopic substitution (NDIS) is a diffraction 
technique that allows the determination of the partial structure factors 
(Equation 3.6) and the corresponding partial pair distribution functions for 
the study of polyatomic systems, first developed by Enderby.16  
NDIS takes advantage of the dependence of the neutron scattering 
length on the isotopic state. The method is based on the measurement of 
the differential cross section for a series of samples that are identical with 
the exception of the isotopic composition of one atomic species, under the 
assumption that the system structure is kept unchanged. In a system 
composed of J distinct atomic species, the number of isotopically 
substituted samples to be measured is: 
 
 M  XXY1+         3.12 
 
For example, considering a binary system constituted by the species x 
and y, the number of independent experiments to be performed is 3. 
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This situation can be better represented through a matrix system:2 
 
 Z515+5[\  ]
7N+*/N1+ 7+^*/^1+ 27N7^*/N1*/^17N+*/N++ 7+^*/^++ 27N7^*/N+*/^+7N+*/N[+ 7+^*/^[+ 27N7^*/N[*/^[_ Z
:NN  1:^^  1:N^  1\ 3.13 
 
This method requires time consuming experiments and good stability in 
instrumental apparatus. 
 
 
3.1.5 Difference method 
In the study of complex polyatomic systems, the number of isotopically 
substituted sample measurements to be carried out to perform a NDIS 
experiments could be too high. In this case, the difference method could 
be employed17,18,19 to separate the partial structure factors. The only 
requirement for the application of this method is the existence of two or 
more stables isotopes of the same element that have neutron scattering 
length that differ by at least 1 fm.  
This method is easily described through an example. Supposing one has 
NiCl2 in aqueous solution. The number of partial structure factors and 
corresponding pair distribution functions associated with this system is 
given by Equation 3.12 and it is 10. These pair distribution functions can be 
grouped under three types: 
- water structure gHH(r), gOH(r) and gOO(r); 
- ion-ion correlation gNiNi(r), gNiCl(r), gClCl(r); 
- ion hydration gNiH(r), gNiO(r), gClH(r), gClO(r). 
In order to disentangle these partial structure factors, in the absence of 
the possibility of performing 10 independent experiments, it is possible to 
carry out two independent experiments where the isotope of the nickel ion 
is changed from NatNi to 62Ni. The change in neutron scattering length is 
then 19 fm. The difference between the two total pair distribution 
functions will contain only the correlations associated with the labeled 
atom, as all of the correlations due to the bulk material will be cancelled. 
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Thus applying the first-order difference method, the resulting total pair 
distribution function would be composed of only four terms: 
 
 @A  272'7`∆*2'*`bJ2'`A  1c    3.14 
  0272'7d∆*2'*dbJ2'dAc 
  0272'7ef∆*2'*efbJ2'efA  1c 
  0272'+ ∆*2'+ bJ2'2'A  1c 
 
Given the low concentration of the ions in solution, with respect to the 
water atoms contribution, only the first two terms matter. Therefore the 
difference total pair distribution function contains the information 
concerning the nickel hydration.  
The separation of the individual hydration terms gNiH and gNiO can be 
reached through the second-order difference method. It is necessary to add 
two other measurements to the previous ones, concerning the isotopic 
substitution of the solvent hydrogen atom. The exchange of hydrogen with 
deuterium produces a difference in neutron scattering length of 10.41 fm. 
The first order difference for the nickel ion calculated in heavy water and 
light water gives rise to the following pair distribution functions: 
 
 @gA  272'7`∆*2'*`bJ2'`A  1c   3.15 
  0272'7g∆*2'*gbJ2'gA  1c  
 
 @dA  272'7`∆*2'*`bJ2'`A  1c 
  0272'7d∆*2'*dbJ2'dA  1c  
 
where the ion-ion contribution can be neglected. The resolution of this 
linear system allows the extrapolation of the pair correlation functions gNiH 
and gNiO. 
Since hydrogen and deuterium have neutron scattering lengths of 
different sign, the separation of the gNiO contribution can be also obtained 
performing the experiment on a null solvent, a mixture of heavy water and 
light water that has a zero scattering length for the hydrogen atom. 
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3.1.6 Empirical Potential Structure Refinement 
Empirical Potential Structure Refinement (EPSR) is a standard Monte 
Carlo simulation evolved in 199620 to analyze the structure of disordered 
systems such as liquids and glasses.21,22 The simulation proceeds through 
four possible moves: molecular translations, molecular rotations, 
intramolecular rotations of a molecule group, and intramolecular 
translations of an atom. The acceptance of a move is based on the 
Metropolis condition: if the change in the potential energy of the system as 
a result of the move is less than zero the move is accepted, whereas if it is 
greater than zero the move is accepted with a probability given by the 
Boltzmann distribution. 
The total potential energy of the system is the sum of two contributions: 
the reference potential energy Uref and the empirical potential energy Uep:  
 
 hA  h! 0 h&      3.16  
 
The reference potential energy has a standard format and is used to 
guide the molecules to a reasonable starting region of phase space. The 
empirical potential energy has no standard format as it is changed during 
the simulation in order to optimize the fit of the simulated data to the 
experimental diffraction data. The reference potential energy is composed 
of an intramolecular term and an intermolecular term. The intramolecular 
structure is determined assuming that the atoms in the molecules are 
interacting through an harmonic potential and is given by: 
 
 h'"%  L ∑ ∑ iTjTkijB+lijB8;m8'      3.17 
 
where A8T;T is the actual separation of the atoms 9, < in the molecule , 8; is the average distance, C is a constant determined by comparing the 
simulated structure factors with the measurements at high Q and n8; is 
the width defined as: 
 
 n8;+   ijopij        3.18 
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with q8; the reduced mass of the atom pair 9, < 
 
 q8;  rirjriYrj       3.19 
 
and s8the mass of atom 9 in atomic mass units. 
The intramolecular reference potential energy is based on a Lennard-
Jones potential and an electrostatic contribution: 
 
 h'"  1+ ∑ ∑ t4u8; vwijTx y1+  wijTx yz{ 0 |i|j
}Tx~'m'   3.20 
 
where  9, < represent the types of the atoms , , u8; is the well depth 
parameter (kJ/mole) and )8; is the core diameter (Å) calculated following 
the Lorentz-Berthelot mixing rule, 8 is the atomic partial charge of atom 9 
(e) and A' is the interatomic distance. 
The empirical potential is defined as a series of power exponential 
functions23: 
 
 h&A   ∑ L'' 1
CY+!  k    3.21 
 
where ) is a width function set by the user, L' are real coefficients and I is 
the total atomic number density. This function has an exact 3-dimensional 
Fourier Transform to Q-space. Therefore the coefficients L' can be 
calculated directly from the diffraction data by fitting its Fourier 
Transformed to the difference between the simulated data and the 
experimental data. 
The general procedure to perform an EPSR simulation is composed of 
two steps. In the first one, the simulation is carried out using only the 
reference potential energy. When the system has equilibrated, the 
empirical potential is introduced. If we assume that the system is 
composed of J distinct atomic species, the number of partial structure 
factors to be determined N is given by Equation 3.12. Then if we assume to 
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have M measured diffraction datasets, each with a different isotopic 
composition, the fit to the ith dataset can be expressed as a weighted sum 
over all the partial structure factors: 
 
 5'  ∑ n':-1,2       3.22 
 
where j represents one of the atomic pairs of components, and n' the 
corresponding neutron weight.  Supposing the simulation to be at the mth 
iteration, the empirical potential energy at the beginning of the mth 
iteration for any particular pair of atoms j is determined by the Equation 
3.21. After the mth iteration the differences between the experimental 
structure factors and the simulated structure factors are calculated in the 
Q-space and expressed as the Fourier Transformed of Equation 3.21. This 
produces a set of difference coefficients L'  for each diffraction dataset J, 
that are accumulated in the potential coefficients: 
 
 L,Y1  L, 0 ∑ n'k1L''-1,r      3.23 
 
The coefficients obtained through the Equation 3.23 are then used to 
define a new empirical potential energy using the Equation 3.21 and the 
simulation can proceed to another iteration. This cycle is repeated until the 
difference coefficients L'  become so small that the empirical potential 
does not change any more or the modulus of the empirical potential 
energy reaches a predefined limit. When this happens the simulation data 
can be used to characterize the systems properties. 
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3.2 Small Angle X-Ray Scattering 
Small Angle Scattering (SAS), either of X-ray (SAXS) or neutrons (SANS), is 
a powerful technique to determine the structural properties of biologically 
relevant systems in solution. Small angle scattering allows the 
characterization of the size and shape of single molecules and also of 
multicomponent complexes.  Unlike Nuclear Magnetic Resonance, it can 
characterize larger systems and it allows time resolved structural and 
conformational analysis.24 The probed dimension at a given angle 2 and a 
wavelength  is   /2 or,   +|  in terms of scattering vector. 
In this study, the SAXS technique was used in order to obtain 
complementary experimental information on the solution behavior of 
model planar hydrophobic surfaces.  
Small angle X-ray scattering experiments were performed at the Elettra 
SAXS beamline in Trieste in collaboration with Dr. H. Amenitsch. This high 
flux beamline can work at three discrete energies: 5.4, 8 and 16 keV (0.23, 
0.154, 0.077 nm).  
 
 
3.2.1 Basic theoretical background 
In a SAXS experiment a highly monochromatic photons beam is 
collimated and focused on the sample and the corresponding elastically 
scattered radiation is revealed by the detector, as a function of the 
scattering angle 2. Collected data are then reported as the measured 
intensity as a function of the scattering angle. The theory already exposed 
in section 3.1.1 for neutron diffraction experiment is valid also for X-ray 
scattering techniques only by substituting the nuclear scattering length b 
with the number of electron per atomic species. The X-ray scattering cross 
section from a system of M identical heterogeneous particles per unit 
volume, composed of g different domains with a constant electron 
density I'  and volume ', and embedded in a homogeneous solvent of 
scattering density I#, widely separated and isotropically oriented, can be 
defined as:  
 
 
Ω   MΔI++       3.24 
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where   ∑ ''  is the scattering particle volume, ∆I is the contrast, and  is the squared form factor which depends on the size, shape, 
scattering density and volume fraction of the particle domains. The 
contrast is defined as: 
 
 ∆I  =∑ I'''-1 ?  I#       3.25 
 
where ' is the volume fraction '/ of the phase .  
At small q values the Guinier law expresses the form factor as a function 
of the particle gyration radii : 
 
   tkB B ~        3.26 
 
The gyration radius is defined as the radius of inertia in mechanics with 
the difference that the electron density substitutes the mass. The angular 
region where the Guinier approximation is valid depends on the particle 
size. At high q values the Porod’s law is expressed by: 
 
   :k
        3.27 
 
where : is proportional to the surface area of interface between the 
particles and the solvent. 
The data analysis procedures necessary to extrapolate the information 
embedded into the SAXS experimental data can be divided in two classes. 
One approach is based processing the experimental data by mathematical 
transforms specific to the assumed shape. The second one starts with an 
assumed distribution of the particles, calculates the scattering intensity 
and then fits it to the experimental data. 
In the analysis of aqueous solution systems the role of the hydration water 
needs to be taken into account. Indeed, it has been proven that for some 
proteins the density of water and the corresponding scattering density in 
the border layer is higher than the bulk density.25  
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3.3 Nuclear Magnetic Resonance 
Nuclear Magnetic Resonance (NMR) is a powerful technique to gain 
information at the atomic level of the structure of molecules and 
macromolecules.  Unlike X-Ray crystallography it does not require the use 
of systems in the crystal form, but it can give information on systems in 
solution. In addition to this, NMR experiments can provide information on 
dynamics, conformational equilibria, folding, intramolecular and 
intermolecular interactions of the studied systems. 
The power of NMR over other spectroscopic techniques lies in the fact 
that every NMR-active nucleus in the system produces an individual 
resonance line in the spectrum that can be resolved by multidimensional 
techniques. However this becomes more difficult the larger the system 
becomes. Therefore there is a practical limit to the molecular size that can 
be investigated through NMR. 
If the proton chemical shift changes of the molecules being studied are 
measured as a function of concentration, the corresponding association 
constants can be calculated.26 By conducting experiments at different 
temperatures, enthalpies and entropies can be extracted by van’t Hoff’s 
analysis. 
In these studies, 1H NMR spectroscopy titration experiments were 
performed in order to investigate the heterotactic association of planar 
hydrophobic molecules with sugars in aqueous solution. 
NMR experiments were performed on a Bruker AVANCE 500 MHz 
spectrometer equipped with 5 mm TCI Z-Gradient CryoProbe and on a 
Bruker AVANCE 700 MHz spectrometer equipped with 5 mm TCI Z-Gradient 
CryoProbe at the Department of Organic Chemistry of the Stockholm 
University in collaboration with Prof. G. Widmalm and Dr. O. Engström.27 
 
 
3.3.1 Basic theoretical background 
Atomic nuclei have a spin angular momentum  whose modulus is given 
by the expression: 
 
   Vb 0 1cB        3.28 
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where  is the spin quantum number that can assume null, integer or semi-
integer values depending on the nucleus type.  
Associated with the spin angular moment there is a nuclear magnetic 
moment described by the expression: 
 
 q2  J2<2  2       3.29 
 
In Equation 3.29 J2 is the nuclear J factor, <2 is the nuclear magneton 
and 2 is the gyromagnetic ratio. 
Considering an arbitrary reference axis, conventionally referred to as the 
z axis, the spin nuclear moment can assume only 2 0 1 orientations. The 
z component of the spin nuclear moment is given by: 
 
   V        3.30 
 
where   is the nuclear magnetic quantum number and can have values   0, 0  1, … , . Therefore the corresponding z component of 
the nuclear magnetic moment is : 
 
 q¡  2V         3.31 
 
In a nucleus that has spin equal to one half of the z component of the 
magnetic moment q can assume only 2 values, corresponding to the two 
possible values of the nuclear magnetic quantum number. These states are 
degenerate.  
In the presence of an external magnetic field ¢	 applied along the z axis, 
the spin states loose degeneracy. The energy difference between the two 
states is: 
 
 ∆£  2V¢	         3.32 
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The energy difference can also be represented through the angular 
frequency W , generally referred to as the Larmor frequency.: 
 
 W	  ¢	        3.33 
 
The external magnetic field also increases the population of the spin 
state +1/2 that has a lower energy.  
In the same molecule different atoms of the same element can have 
different resonance frequencies due to the shielding effect of the 
surrounding shells of electrons. Thus this property allows the study of 
molecular structures. 
In a general NMR experiment,28 the sample is placed in an external 
magnetic field (conventionally oriented along the z axis) and a 
perpendicular electromagnetic pulse oscillating near the Larmor frequency 
is applied. The magnetization, rotated in the xy plane, precesses around 
the z axis with a frequency W . After the pulse, the net magnetization 
returns to the equilibrium position with a detected signal called free 
induction decay (FID). This detected intensity of magnetization as a 
function of time is Fourier transformed to the final spectrum where 
intensity is reported as a function of the frequency ¤. 
The spectra are generally normalized towards a standard that is often 
tetramethylsilane and the chemical shift scale is used instead of the 
frequencies scale. The chemical shift is defined as: 
 
 ¥  10z §k§¨©§¨©        3.34 
 
and it is generally expressed in units of ppm. 
NMR titration experiments can be used to characterize the molecular 
recognition between small biological molecules in solution. In these 
experiments the chemical shift displacement observed, which is a weighted 
average of the chemical shift displacement of the free species and the 
chemical shift displacement of the bound species, is measured as a 
function of the receptor concentration. Through these experiments it is 
also possible to evaluate the association constants.   
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4. HYDRATION AND 
HOMOTACTIC INTERACTIONS 
OF FOOD BIOMOLECULES 
 
In this chapter computational and experimental studies performed on 
model food compounds are presented, focusing on hydration and self-
association properties. The technical details of each specific experiment 
are reported in separate boxes. 
 
 
4.1  Caffeine hydration 
In the first part of the work the hydration properties of the 1,3,7-
trimethyl xanthine molecule, commonly known as caffeine, were 
investigated through molecular dynamics simulations. Caffeine is an 
heteroatomic bicyclic ring molecule, characterized by a planar hydrophobic 
surface surrounded by 3 hydrogen bonding acceptor groups and 3 apolar 
methyl groups. The structure of the molecule and the labeling of the atoms 
used in this study are reported in Figure 4.1.  
There were no CHARMM force field parameters available to describe the 
caffeine molecule; therefore an ad-hoc potential energy function was 
implemented1 (see box 1). MD simulations of caffeine molecules in 
 aqueous solution were performed at room temperature and at a caffeine 
concentration that represents the caffeine solubility limit at room 
temperature, 0.1 m.2 The analysis of the results w
structuring imposed by the caffeine molecule in solution and then on the 
characterization of the properties of these surrounding 
 
Figure 4.1 The caffeine molecule
labeling used in the
 
1. Caffeine force field development
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structural similarities 
bases. The parameter values for the bonds, angles, dihedrals, and 
improper dihedrals of caffeine were
sets for guanine and uracil.
Concerning the atomic partial charges, several set
present in the literature
to investigate the interaction between caffeine and actinocin 
derivatives.5 However, 
characterize the interactions between caffeine and glucose 
solution gave a strong hydrophobic behavior, underestimating the polar 
interactions. Sanjeewa and Wee
high partial charges for the oxygen atoms and nitrogen atoms, not 
suitable to be adopted with the TIP3P or TIP4P water models.
MP2 and B3LYP level quantum mechanical calculations were used to 
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heavy atom charges to a range of charges commonly used in the 
CHARMM27 force field for similar valence situations. During this 
adjustment the dipole moment and its orientation were used as criteria 
to be preserved.  
The set of charges was further optimized to consider the effect of 
water molecules. The force field development procedure described by 
McKerell et al. was used.3,4 Water molecules were strategically placed 
around the caffeine molecule and the atomic charges were adjusted to 
match the HF/6-31G* interaction energy between the molecule and 
water. The final set of charges is reported in Table 4.1. The resulting 
vacuum dipole moment is 4.3D which is a little higher than the 
experimental dipole moment reported in literature for the caffeine 
molecule in a benzene solution (3.70 D).7 A MD simulation in vacuum 
showed that the molecule is planar on average with the heavy 
methyl/carbonyl groups showing symmetric wagging with respect to the 
molecular plane and the ring plane showing small out of plane motions, 
as expected. 
 
Table 4.1 The atomic partial charges developed for the MD 
simulations. 
Atom Partial charge 
N1 -0.432 
C1M -0.008 
C2 0.505 
O2 -0.454 
N3 -0.342 
C3M 0.093 
C4 0.357 
C5 -0.402 
C6 0.610 
O6 -0.470 
N7 -0.033 
C7M -0.054 
C8 0.170 
H8 0.216 
N9 -0.566 
Methyl protons 0.090 
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4.1.1 Water structuring 
MD simulations were performed on a system consisting of 1 caffeine 
molecule and 667 water molecules, resulting in a concentration of 0.083 m 
at room temperature. The results were tested by comparing two 
independent simulations carried out using the TIP3P and the TIP4P water 
models. The computational details are reported in box 2. 
 
2. Computational details 
MD simulations were performed in the microcanonical ensemble (N, V, 
E) using the CHARMM molecular mechanics program8,9 and the force 
field developed for this purpose. The starting atomic coordinates for the 
caffeine molecules were taken from the reported monohydrate crystal 
structure.10  
Two independent simulations of a 0.083 m caffeine solution were 
performed using two different water models, TIP3P and TIP4P.11,12 In 
both cases, the system studied was a periodic cubic box containing 1 
caffeine molecule and 667 water molecules. The lengths of the covalent 
bonds involving hydrogen atoms were kept fixed using the SHAKE 
algorithm.13,14 The Newtonian equations of motions were integrated 
using a time step of 1 fs. Van der Waals interactions were smoothly 
truncated on an atom-by-atom basis using switching functions from 10.5 
to 11.5 Å. Electrostatic interactions were calculated using the particle-
mesh Ewald method.15 Initial configurations were first minimized with 
500 steps of steepest descent minimization to remove bad local contacts, 
after which the system was heated from 0 to 300 K over 10 ps. The size of 
the box was adjusted to 27.3 Å to yield the density of water at 27°C. The 
trajectory data were collected for 2 ns. This was considered a suitable 
time to characterize the hydration properties, considering the fast 
relaxation rates and diffusion coefficients for water and the rapid rate of 
structural convergence in similar aqueous solutions of rigid solutes. 
Atomic density analyses of the trajectory were carried out using the 
Visual Molecular Dynamics (VMD) graphics program.16 
 
The contemporaneous presence of several and different functional 
groups in the caffeine structure makes the interaction with the surrounding 
water molecules a complex sum of positional and orientational 
correlations. The three hydrogen bonding acceptor groups present in the 
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molecule, carbonyl oxygen atoms O2 and O6 and the ring nitrogen atom 
N9, exhibited the standard behavior of an hydrogen bonding functionality. 
In Figure 4.2 it is reported the pair distribution function calculated for 
water oxygen atoms surrounding these three atoms (O2, O6, N9). The 
same function is reported also for the nonpolar carbon methyl atoms and 
the carbon atom C8 for comparison purposes. 
As can be seen, the N9, O2 and O6 distribution functions have a 
maximum around 2.8 Å and a minimum at 3.4 Å, as expected for an 
hydrogen bonding functionality. On the other side, an apolar group such as 
a methyl carbon shows a broad peak with a maximum centered at around 
4 Å and a minimum around 5.5 Å. Interestingly the carbon atom C8 has an 
intermediate behavior between the two opposite ones. This hydrogen 
bonding-like behavior was previously observed in the similar protons of 
nucleic acid purines.17 Each of the three hydrogen bonding acceptors 
makes on average two hydrogen bonds with the surrounding water 
molecules, as indicated by the integral of the radial distribution functions 
up to the first minima reported in Table 4.2. 
 
Figure 4.2 Pair distribution function for water oxygen atoms 
around specific atoms of the caffeine molecule: black, O2; red, 
O6; light blue, H8; green, N9; dark blue, C8 and gray, CM1 CM2 
and CM3. 
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Table 4.2 Average number of water molecules hydrogen 
bonding the caffeine functionalities. 
Atom 
Distance of first 
minimum in gXOw(r) (Å) 
Number of 
neighbors out to 
first minimum 
O2 3.29 1.88 
O6 3.25 1.71 
N9 3.39 1.83 
C8 4.56 8.11 
H8 3.13 2.11 
 
A more detailed view of the water organization around the caffeine 
molecule can be obtained by calculating the full three dimensional 
distribution of the solvent molecules. Figure 4.3 shows the resulting 
density of TIP4P water oxygen atoms as calculated relative to the center of 
mass of the caffeine molecule and displayed at contour levels that enclose 
regions that have a density of 1.3 and 1.4 times the water oxygen atom 
density of the bulk. The picture reveals that the water molecules are not 
evenly distributed, but there are some preferred positions. Around the 
carbonyl oxygen atoms there are two density clouds at roughly a 
tetrahedral angle corresponding to two water molecules hydrogen bonded. 
Above and below the caffeine plane there are water oxygen atom density 
localizations. The distance of these clouds from the caffeine atoms is about 
0.5 Å higher than that of the previous one, reflecting the hydrophobic 
nature of the interaction.18 The nitrogen atom N9 also promotes a water 
localization around its position. A water oxygen atom density band 
surrounds this atom with a broader structuring with respect to the two 
other hydrogen bonding acceptor functionalities of the molecule. The side 
view reported in Figure 4.3, displayed at a slightly higher contour level 
underlines the presence of a water molecule making a linear in-plane 
hydrogen bond to the N9 atom. This position corresponds to that of the 
water molecule linking two caffeine molecules in the monohydrate crystal 
structure.10 Another density band appears around the aliphatic proton H8. 
The origin of this water localization is not completely clear. It resembles 
the pattern generated by an hydrogen bonding functionality. Indeed the 
proton H8 is bonded to an sp2 carbon atom and it has a high atomic partial 
charge when compared to a methyl group proton (Table 4.1). The C8-H8 
group can thus be related to a weak hydrogen-bonding like moiety. 
- 71 - 
 
 
 
Figure 4.3 Contours of TIP4P water density displayed at a 
contour level that has a water oxygen atom density 1.3 times 
the bulk density above and 1.4 times the bulk density below. 
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To test the effect of the water computational model on the detected 
hydration properties of the caffeine molecule an analogous MD simulation 
was realized using the TIP3P water model. Figure 4.4 shows the 
comparison of the water oxygen atom density maps calculated for the two 
simulations and displayed at the same contour level. As can be noted, the 
water organization around the caffeine molecule is quite similar. Therefore 
it can be gathered that the detected water structuring is not an artifact of 
the computational model. Nonetheless some small differences can be 
appreciated. At this contour level, the TIP3P density distribution lacks the 
water clouds around the oxygen atom O2. These differences are consistent 
with the different properties of the water models used. It is well known 
that the TIP3P water model gives a less tetrahedrally structured condensed 
phase than the TIP4P water model.11,19 
 
 
 
Figure 4.4 Comparison of the contours of water oxygen atom 
density calculated for the MD simulation of 1 caffeine molecule 
in TIP4P water (red) and 1 caffeine molecule in TIP3P water 
(blue). The contour surfaces encloses regions with a density 1.3 
times the water oxygen atom density. 
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4.1.2 Water dynamics 
A molecular dynamics simulation of 1 caffeine molecule in TIP4P water 
molecules similar to the previous ones was performed in the CPT ensemble 
in order to evaluate the dynamical properties of the caffeine hydration 
water molecules. The system had a concentration of 0.083 m and was 
investigated at room temperature. The main difference with the previous 
simulations is that trajectory data were collected every femtosecond and 
for an overall shorter time. The technical details are reported in box 3. 
In the analysis, the water molecules were classified following 
geometrical criterions as previously reported by Rossky.20 Table 4.3 reports 
the 7 defined groups. A water molecule was classified as interacting with 
the hydrogen bonding acceptors functionalities (O2, O6 and N9 atoms) if 
the distance between the water oxygen atom and the corresponding heavy 
atom was less than 4 Å. The same criterion (distance less than 4 Å) was 
adopted for the unique aliphatic proton H8. A water molecule was 
interacting with a methyl group if the distance between the methyl carbon 
atom and the water oxygen atom fell between 4 Å and 5 Å. A water 
molecule was considered interacting with the caffeine face if the water 
oxygen atom position fell in the parallelepiped volume with the base 
defined by the N1 and N9 coordinates and the height of 5 Å. All other 
molecules were considered bulk water molecules. 
3 Computational details 
MD simulations were performed in the isothermal-isobaric ensemble 
(C, P, T) using the CHARMM molecular mechanics program8,9 and the 
force field  developed for the caffeine molecule. The starting atomic 
coordinates for the caffeine molecule were taken from the reported 
monohydrate crystal structure.10 A simulation of a 0.083 m caffeine 
aqueous solution was performed using the TIP4P water model.11,12 The 
system studied was a periodic cubic box containing 1 caffeine molecule 
and 667 water molecules. The lengths of the covalent bonds involving 
hydrogen atoms were kept fixed using the SHAKE algorithm.13,14 The 
Newtonian equations of motion were integrated using a time step of 1 fs 
and data were collected every step. Van der Waals interactions were 
smoothly truncated on an atom-by-atom basis using switching functions 
from 10.5 to 11.5 Å.  Electrostatic interactions were calculated using the 
particle-mesh Ewald method.15 The trajectory data were collected for 1 
ns. The first 100 ps were used as thermalization period. 
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Figure 4.5 Distribution of interaction energies of all the water 
molecules in the simulation box. 
 
Figure 4.6 Distribution of interaction energies calculated for 
each group (see Table 4.3 for definitions): dark blue, O2; red, 
O6; green, N9; light blue, face; magenta, H8; black, methyl. 
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Table 4.3 Classification of water molecules used in the present work. 
Group Criterium N° water molecules 
O2 Distance OH2O-O2caff  <  4 Å 4.4 
O6 Distance OH2O-O6caff  <  4 Å 3.9 
N9 Distance OH2O-N9caff  <  4 Å 3.4 
H8 Distance OH2O-C8caff  <  4 Å 1.9 
Met 4  Å < Distance OH2O-CMetcaff < 5 Å 4.3 
Face 
OH2O in the parallelepiped with base 
formed by N1 and N9 atom 
positions and height 5 Å 
1.3 
Bulk Everything else 639 
 
Figure 4.5 reports the distribution of interaction energies that gives the 
number of water-caffeine pairs with interaction energy in the range ε, ε + 
∆ε. The integral of the function is equal to 667, the total number of water 
molecules in the simulation box. As can be seen, the predominant 
contribution is given by the bulk water molecules, with a null interaction 
energy. The contribution at negative energy values is given by water 
molecules hydrogen bonding the caffeine molecule, whereas a positive 
contribution is due to water molecules in repulsive contact with the solute. 
In Figure 4.6 the contribution of each water group to the overall 
distribution of interaction energies is reported individually. As expected the 
hydrogen bonding functionalities show a peak at low energy indicating the 
formation of hydrogen bonds, whereas the hydrophobic water molecules 
surrounding the methyl groups have an almost null interaction energy. 
Even in this case the aliphatic proton H8 exhibits an intermediate behavior 
between an hydrogen bonding group and an apolar one. The distribution of 
the interaction energies of the water molecules interacting with the faces 
of the caffeine molecule has a bimodal pattern suggesting that the  
definition of this group includes both water molecules interacting with the 
hydrophobic plane and water molecules interacting with the polar nitrogen 
atoms. 
The average lifetime of water molecules in each group is reported in 
Table 4.4. The number of events were counted over 80 ps of trajectory 
data. The lifetime of a water molecule was calculated by counting its 
residence time in a specific region and dividing it by the number of events. 
It should be noted that if a water molecule was inside a region, than it 
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escaped and just after it came back, they were counted as two separate 
events. Hydrogen bonding functionalities show a longer survival time. 
 
Table 4.4 Average lifetimes. 
Group Lifetime / fs 
O2 424 
O6 390 
N9 301 
H8 153 
Met 169 
Face 244 
 
An attempt was made to differentiate the water regions as a function of 
the water molecule translational velocity, but no significant differences 
were detected. 
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4.2  Caffeine self-association 
The caffeine molecule is known to associate in aqueous solution. It was 
first experimentally observed in the concentration dependence of its 
osmotic coefficient and in the measure of heats of solution and density 
data.2 Several studies have been performed to characterize this association 
process21,22,6 and several models of association were proposed.2,21, 23,24 
Nonetheless, limited information is available about the structure of 
caffeine aggregates in solution. 
We approached the study of this phenomenon by means of molecular 
dynamics simulations, small angle X-ray scattering and neutron diffraction 
with isotopic substitution. The results will be presented by technique. 
 
 
4.2.1 Molecular Dynamics Simulations 
MD simulations were performed on a 0.1 m aqueous solution at room 
temperature using the caffeine force field previously developed. In order to 
reach this concentration the simulation box contained 8 caffeine molecules 
and 4067 TIP4P water molecules The computational details are reported in 
box 4. The results of the analysis of the trajectory data will be discussed 
focusing on the nature and size of the aggregates and on the structure and 
orientation of their components. 
 
4. Computational details 
MD simulations were performed in the microcanonical ensemble (N, V, 
E) using the CHARMM molecular mechanics program8,9 and the force 
field developed in this study. The starting atomic coordinates for the 
caffeine molecule were taken from the reported monohydrate crystal 
structure.10  
A cubic water box was generated by replicating along the three axes a 
box of 518 TIP4P water molecules. Then, starting coordinates were 
generated by randomly placing and orienting 8 caffeine molecules in the 
resulting equilibrated cubic box of 4144 water molecules, with sides of 
50.2464 Å, and removing those water molecules whose oxygen atoms 
were closer than 2.4 Å to any solute heavy atom. The resulting system 
consisted of 8 caffeine molecules and 4067 water molecules. The 
concentration of caffeine was thus 0.109 m, the solubility limit at 298 K. 
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The size of the cubic box was then rescaled to 49.9453 Å to achieve the 
density of water (0.996 g/cm3 ) at 27°C. The lengths of the covalent 
bonds involving hydrogen atoms were kept fixed using the SHAKE 
algorithm.13,14 The Newtonian equations of motions were integrated 
using a time step of 1 fs. Van der Waals interactions were smoothly 
truncated on an atom-by-atom basis using switching functions from 10.5 
to 11.5 Å. Electrostatic interactions were calculated using the particle-
mesh Ewald method.15 The simulation was run for 62 ns.  
 
Nature of aggregates 
The MD simulation revealed a strong tendency for the caffeine molecule 
to form aggregates in solution, as predicted from thermodynamic 
measurements. The nature of the interaction between the caffeine 
molecules in aqueous solution was mostly a stacking between the 
hydrophobic faces of the molecules, like coins. The snapshot from the 
simulation reported in Figure 4.7 shows an example of a stack.  
 
Figure 4.7 Caffeine association in aqueous solution. On the left, 
a snapshot from the simulation showing an hexamer. On the 
right, contours of caffeine density that enclose regions with a  
density of caffeine ring atoms 10 times the density of these 
atoms in the bulk. 
In Figure 4.7 it is also displayed the contour density map calculated for 
the ring atoms of the caffeine molecule. The contours of ring atom density 
are displayed at a value that is 10 times the bulk value. This value is very 
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high if compared to that displayed for the hydration water molecules, 
suggesting a strong tendency to interact. The shape of the density clouds 
indicates the stacked nature of the interactions and the tendency to form 
large aggregates of molecules. Even though from the contour density map 
it might appears that the aggregates are rigid, as can be seen in the 
snapshot from the simulation the caffeine molecules have degrees of 
freedom to rotate. 
The starting point of the simulation had 8 caffeine molecules randomly 
distributed in the simulation box. Given the size of the molecule, the 
diffusion coefficient is low; therefore it took some time to form large 
aggregates. During the simulation the caffeine aggregates dynamically 
formed and broke up, giving rise to cluster of different sizes. The maximum 
possible cluster size, an octamer, first appeared after 9 ns. The maximum 
survival time detected for this large aggregate was about 1 ns.  
 
Figure 4.8 Distribution of cluster sizes calculated from the MD 
simulation (black circles) compared to the distribution of 
cluster sizes calculated applying the isodesmic model to a 
0.109 m caffeine solution and using an association equilibrium 
constant K =9.4.2 
 
A characterization of the sizes of the caffeine clusters in solution was 
realized. Figure 4.8 shows the obtained distribution of cluster sizes 
calculated for the last 50 ns of the simulation in order to avoid effects due 
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to the artificial starting configuration of the system. The osmotic coefficient 
extracted from the distribution of cluster sizes from the MD simulation at 
300K has a value of 0.49, which can be compared to the experimental value 
of 0.60 reported at the slightly lower temperature of 298K. Figure 4.8 also 
shows the distribution of cluster sizes as calculated by applying the 
isodesmic model that has been used to model the data of other purine 
molecules.23,25 The association equilibrium constant used, with the value 
K=9.4, was taken from the osmotic data available in literature.2 The two 
distributions are in qualitative agreement. However the distribution 
calculated from the simulation has a higher probability of formation of 
large aggregates with respect to the distribution obtained from the 
isodesmic model. This can be due to incomplete convergence of the 
simulation. 
 
 
Geometry of association 
An advantage of the use of MD simulations is the possibility of labeling 
all the atoms of the system, thus reaching a deeper knowledge at the 
atomic level. This opportunity was used to investigate the orientation of 
the caffeine molecules in the stacks.  
 
 
Figure 4.9 Contours of caffeine and water density calculated 
over 1 ns during which the octamer was present in solution. 
Red: caffeine oxygen atoms density; green: water oxygen 
atoms calculated for the terminal caffeine molecules and 
violet: water oxygen atoms for the caffeine molecule in the 
interior part of the octamer. 
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The contours of caffeine oxygen density displayed in Figure 4.9 suggest 
the existence of some preferred orientation of the molecules in the cluster. 
Indeed the caffeine carbonyl oxygen position in the aggregates exhibit is a 
3-fold symmetry. From the figure it can be seen that there is a difference in 
the hydration properties of the caffeine molecule in the aggregates with 
respect to the caffeine monomer. The stacked molecule lack partially 
(terminal molecule) or totally (internal molecule) the hydration caps above 
and below the ring plane. 
 
Figure 4.10 Caffeine possible orientations with respect to the 
dipole moment vector (molecule major axis). On the left, 
flipped orientation and  on the right, non-flipped. 
 
Figure 4.11 Probability distribution of the cosine of the angle 
between the dipole moment vector of adjacent caffeine 
molecules. Dotted line, flipped orientation; dashed line, non-
flipped orientation and solid line all orientations. 
- 82 - 
 
 
Figure 4.12 Probability distribution of the cosine of the angle 
between the dipole moment vector of adjacent caffeine 
molecules in non-flipped orientation for terminal pairs (dotted 
line), central pairs (dashed line) and all pairs (solid line). 
 
To evaluate the orientation of the caffeine molecules in a cluster the 
angle between the dipole moment vectors of caffeine molecules in van der 
Waals contact was determined. The dipole moment of the molecule is 
oriented along its major axis.  In the simulation a caffeine molecule has a 
dipole moment of 4.3 D; therefore it can have an influence in the 
organization of the molecules in the stacks. As shown in Figure 4.10, a pair 
of caffeine molecules with parallel dipole moment vector can be oriented 
in two different ways with respect to it: with carbonyl groups pointing in 
the same direction (non-flipped orientation) or with carbonyl groups 
pointing in opposite directions (flipped orientation). Figure 4.11 plots the 
probability distribution of the cosine of the angle calculated for the two 
possible alignments. The peak in both the distributions at cosθ = -1 reveals 
that an antiparallel alignment of the dipole moment vector is preferred, 
independently from the flipped or non-flipped orientation. Nonetheless, 
the perpendicular and parallel alignments are not much less probable. The 
same analysis of the dipole moment vector reciprocal orientation has been 
made on caffeine molecules in the center of the aggregate or in a terminal 
position. As reported in Figure 4.12 there is no significant difference. 
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4.2.2 Small Angle  X-Ray Scattering 
In order to experimentally characterize the caffeine aggregates in 
aqueous solution Small Angle X-Ray Scattering experiments were 
performed at the SAXS beamline at Elettra. In a SAXS experiment an 
incident beam of photons is scattered at the sample position and the 
intensity is collected as a function of the scattering angle 2ϑ. The 
interaction of the photons with the electrons of the sample is considered 
elastic. For historical reasons the scattering intensity is expressed not as a 
function of the scattering angle but of the exchange wave-vector Q, that 
under the elastic hypothesis is expressed by the Bragg’s law as: 
 
  

	
        4.1 
 
The sample analyzed was a 0.1 m aqueous caffeine solution with a 
λ=1.54 Å incoming beam and a setup configuration having a 200 mm 
sample-to-detector distance. The explored Q-range was ranging from 0.02 
Å-1 to 1 Å-1. This corresponds to an interval of length scales d (d=2π/Q from 
Equation 4.1) going from ∼6 to ∼300 Å. The sample was measured at a 
temperature of 25°C. Angular calibration was performed using a silver 
behenate standard. The exposure time was of 300 seconds and radiation 
damage effects were monitored carefully. The bi-dimensional detector 
images were integrated to obtain scattering intensity profiles I(2ϑ). They 
were subsequently processed and corrected (empty cell and water 
subtraction) with Igor Pro routines (WaveMetrics,USA) to obtain the final 
I(Q) curves. Data analysis was made by using the NIST package for the 
analysis of SANS data (NIST, USA). 
Figure 4.13 displays the SAXS profile collected at 25°C for a caffeine 
concentration of 0.1 m in H2O. The shape of the curve suggests the 
presence of caffeine-caffeine interactions. The single caffeine molecule is 
flat and well approximated by a flat disk26 in the interval of distances 
probed in the present SAXS experiment. The scattering intensity for a flat 
disk is characterized by a low-Q plateau followed by a monotonic decrease 
of the signal as reported in figure 4.13.  For comparison purposes the 
scattering intensity computed by the CRYSOL software27 starting from the 
pdb structure file of a caffeine molecule in water is shown in Figure 4.13. It 
is clear that the approximation of the caffeine molecule by a flat disk is 
valid in the Q-range explored. 
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In addition a modulation of this disk-like behavior is present in the form 
of a peak around 0.36 Å-1 indicating an interplay between the form factor 
(the shape of the single molecule) and the structure factor (how a 
collection of single molecules is distributed in the volume). A schematic 
picture of the system used as model is displayed in the inset of Figure 4.13. 
Its complex analytical expression is reported elsewhere.26,28 The fit, shown 
together with the experimental curve, was obtained in terms of stacked 
disks. The agreement between the data and the simulated curve is fairly 
good. 
 
Figure 4.13 Measured scattering curve for 0.1 m caffeine 
aqueous solution at 25°C (black); scattering curve 
simulated for 1 caffeine molecule using the CRYSOL 
software (light blue); fit to the experimental data using a 
single flat disk model (blue); fit to the experimental data 
using a model of stacking flat disks. 
 
The main results of the fits are the parameters describing the volume 
filled by a single molecule and the stacking distance that indicates the 
spatial separation between two subsequent caffeine molecules in the 
stack. The caffeine molecule was described by a disk with radius r = 
2r
d 
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3.60±0.04 Å and thickness 0.9±0.1 Å. The stacking distance found was d = 
10 ± 3 Å. This value roughly corresponds to the distance between three 
caffeine molecules in a trimer. Indeed this is the characteristic length due 
to an antiparallel alignment ABA of the caffeine molecules in a stack.  It is 
really interesting to note that, beside an important difference in 
temperature, the same structural feature was detected also in the neutron 
diffraction data and in the reconstructed diffracted intensity from 
independent molecular dynamics simulations. Another parameter derived 
from the modeling is the average number of molecules per stack, that was 
found to be low and equal to 1.2±0.1. This value indicates that although 
aggregation is present in solution, a significant amount of molecules exist 
as  monomers during the measurement, as revealed by MD simulations. 
 
 
4.2.3 Neutron Diffraction with Isotopic Substitution  
Neutron diffraction with isotopic substitution experiments were 
performed at the SANDALS diffractometer at ISIS spallation neutron source 
to characterize the organization of caffeine molecules in aqueous solution. 
Given the low solubility of caffeine at room temperature, the experiments 
were carried out at 80°C in order to increase the caffeine solubility limit up 
to 1 m. The isotopic substitution was applied only to the water hydrogen 
atoms. The experimental details are reported in the box 6. The 
measurements were carried out on 6 samples:  
− pure H2O,  
− pure D2O,  
− 1: 1 H2O: D2O mixture (HDO, in the following), 
− 1m caffeine in H2O,  
− 1m caffeine in D2O, 
− 1m caffeine in HDO.  
Figure 4.14 displays the structure factors obtained after having corrected 
the raw data for background, multiple scattering, absorption, 
normalization and self-scattering, using the Gudrun software.29,30 The 
inelastic self-scattering was removed using the top hat deconvolution 
method.31 Under the assumption  that the main contribution to the 
inelastic scattering is due to the water molecule hydrogen atoms, the same 
parameters were used to correct the solvent alone and the corresponding 
caffeine solution. 
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Figure 4.14 Measured total structure factors: blue, caffeine in 
H2O at 80°C; green, H2O at 80°C; red, caffeine in D2O at 80°C; 
light blue, D2O at 80°C, black, caffeine in HDO at 80°C and 
magenta, HDO at 80°C. 
 
 
 
6 Experimental details 
NDIS experiments were carried at the SANDALS diffractometer at the 
ISIS spallation neutron source.30 The experiments were performed for 
both the solvent alone and the caffeine aqueous solution. Caffeine was 
obtained from Sigma-Aldrich.  
The solvent was analyzed measuring the differential cross section of 
three samples: pure light water, pure heavy water, and the mixture at a 
molar fraction of 0.5. All the measurements were carried out at 80°C. The 
caffeine system was studied through the characterization of three other 
samples of caffeine aqueous solutions at a concentration of 1 m in the 
three different solvents at the same temperature of 80°C. The samples 
were prepared by weighting the accurate amounts of the caffeine 
powder and the solvent and solubilizing them through the use of a water 
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bath at 80°C. Standard flat null scattering TiZr cans (0.9 mm internal 
spacing) were used as sample containers. This geometry minimizes 
multiple scattering and absorption effects. The cans were heated at 80°C 
and kept at that temperature during the entire filling operations in order 
to avoid precipitation of the caffeine solution.  
For each sample data were collected for 8 hours. Scattering data were 
also collected for the empty instrument (with and without each used 
sample can) and for the incoherent standard vanadium slab. This was 
necessary in order to properly reduce the experimental dataset collected. 
To obtain the differential scattering cross section raw data were 
corrected for background, multiple scattering, self-absorption and 
inelastic scattering, using the Gudrun software.29-30  
 
 
The analysis of the refined data was performed through two different 
approaches. Data were treated with the EPSR software32 and independent 
molecular dynamics simulations of the systems were carried out. 
In the EPSR analysis two simulations were performed. The solvent was 
characterized by the simulation at 353K of a cubic box containing 3500 
SPC/E water molecules33. The potential refinement was applied to the set 
of three experimental datasets taking in to account the exact isotopic 
composition of the systems. The 1 m caffeine solution was studied by the 
simulation of a cubic box containing 16 caffeine molecules and 888 SPC/E 
water molecules. Atomic partial charges and van der Walls parameters 
used to define the caffeine molecule in the Monte Carlo simulation were 
taken from the caffeine force field previously developed.1 The caffeine 
structure was taken from the monohydrate crystal structure.10 The 
simulation was performed constraining the intramolecular caffeine 
structure and therefore the contribution of the empirical potential was 
affecting exclusively the intermolecular structure. As for the water 
simulation, the set of three experimental scattering data with appropriate 
isotopic composition was used. 
As in the EPSR analysis, MD simulations were performed on the solvent 
alone and on a 1 m caffeine aqueous solution at 353K. A simulation cubic 
box containing 678 TIP4P water molecules was used in the first case. The 
second system was modeled with a simulation cubic box containing 64 
caffeine molecules and 3551 TIP4P water molecules. The computational 
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procedure is reported in box 7. Total structure factors were calculated 
from MD simulations using the nMOLDYN software.34 
 
7 Computational details 
MD simulations were performed using the CHARMM molecular 
mechanics program8,9 in the microcanonical ensemble (N, V, E). 
The simulation of the solvent at 353 K was realized with a periodic 
cubic box containing 678 TIP4P water molecules.11,12 Initial configurations 
were first minimized with 500 steps of steepest descent minimization to 
remove bad local contacts, after which the system was heated from 0 to 
353 K over 7 ps. The system was then equilibrated for 50 ps. The size of 
the box was set to 27.53 Å to have the correct water density at 353 K 
(0.9718 g cm-3). Trajectory data were collected for 5 ns. The Newtonian 
equations of motions were integrated using a time step of 1 fs. Van der 
Waals interactions were smoothly truncated on an atom-by-atom basis 
using switching functions from 10.5 to 11.5 Å. The lengths of the covalent 
bonds involving hydrogen atoms were kept fixed using the SHAKE 
algorithm.13,14 Electrostatic interactions were calculated using the 
particle-mesh Ewald method.15 
The simulation of a 1 m caffeine aqueous solution was carried out 
using the developed force field.1  For water the TIP4P water model was 
used.11,12 The starting atomic coordinates for the caffeine molecules 
were taken from the reported monohydrate crystal structure.10 The 
simulation was set up using the same procedure adopted for the 0.1 m 
caffeine solution (box 4). The final simulation box was constituted by 64 
caffeine molecules and 3551 water  molecules. The size of the cubic box 
was then rescaled to 49.7231 Å to achieve the density of 1.02 g cm-3 
measured experimentally for a 1 m caffeine aqueous solution at 353 K. 
The simulation was run for 30 ns. 
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Water at 80°C 
The Monte Carlo simulation of SPC/E water molecules at 80°C was first 
equilibrated without the empirical potential. When the system was stable, 
the potential refinement was introduced. Figure 4.15 displays the total 
structure factors measured in the diffraction experiments for H2O, D2O and 
HDO compared to the total structure factors obtained from the EPSR 
simulation. Except for some differences at low Q, due to the inelastic 
contributions and indeed more evident in the H2O sample, there is a good 
agreement in the limit of the experimental uncertainty of the data.35 
 
 
Figure 4.15 Comparison between the total structure factor F(q) 
of H2O, D2O and HDO at 80°C measured experimentally 
(magenta) and obtained with the EPSR fit (black). 
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Figure 4.16 Comparison between the pairs distribution 
functions for water at 80°C obtained from the EPSR analysis 
(black) and MD simulations (blue). 
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In the case of a biatomic system like water, the experimental 
measurement of three isotopically substituted samples allows the easy 
extraction of the three pair distribution functions that describe the system. 
Figure 4.16 shows the comparison between the water atom pair 
distribution functions obtained from the experiments and calculated from 
the MD simulations at the same temperature carried out with the TIP4P 
water model. In the EPSR analysis water appears less structured than the 
simulated TIP4P water model. Peaks are shorter and broader and in the 
case of the oxygen-oxygen water pair distribution functions the second 
peak is missing. This lower structuring is in agreement with the trend 
reported by Narten at all.36 The comparison between  the water oxygen 
atom density maps calculated from the MD simulation and the EPSR 
analysis is reported in Figure 4.17 and reveals the presence of a higher 
water localization in the MD simulation. 
 
 
Figure 4.17 Contours of water oxygen atom density. On the left 
contours calculated from MD simulations of water at 80°C 
displayed at a value 1.2 times the bulk value; on the right 
contours calculated from EPSR and displayed at a value 1.2 the 
bulk value. 
 
 
Caffeine aqueous solution at 80°C 
In the EPSR analysis of the 1 m caffeine aqueous solution at 80°C the 
system was first equilibrated with only the contribution of the reference 
potential. The caffeine was modeled using the van der Walls and 
electrostatic terms of the previously developed force field.1 During this 
step the system was found to form aggregates of stacked caffeine 
molecules with maximum size of four molecules. When the system was 
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stabilized the empirical potential was introduced. Figure 4.18 shows the fit 
of the EPSR simulated total structure factor to the experimental data. As 
can be seen the total structure factors are in qualitative agreement. The 
presence of some differences suggests a lack of convergence of the 
simulation data. Nonetheless the system was found to form dimers, 
trimers and tetramers of stacked caffeine molecules. 
 
Figure 4.18 Comparison between the total structure factor F(q) 
of caffeine 1m solution in H2O, D2O and HDO at 80°C measured 
experimentally (blue) and obtained with the EPSR fit (black). 
 
In the complementary MD simulation of 1 m caffeine aqueous solution 
at 80°C the caffeine molecules were found to form larger aggregates. 
Figure 4.19 reports a snapshot from the simulation where there can be 
seen many clusters of different sizes. Through the use of the software 
nMOLDYN34 it was possible to calculate the total structure factor of these 
aggregated configurations. Figure 4.20 displays the result. The presence of 
caffeine aggregates determines the increase of the signal at low Q and the 
presence of a peak around 0.45 Å-1 (see Figure 4.18). Indeed this peak is 
not well resolved in the experimental data (blue line), but it is clearly 
distinguishable in the EPSR fit (black line). A similar feature was also 
detected in the SAXS experiment for a different caffeine concentration and 
at a different temperature.  Despite some differences in the extent of the 
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caffeine aggregation between the MD simulation and the EPSR analysis 
that could be influenced by the different solvent structuring, it is evident 
that aggregation was detected and that further analysis will allow a deep 
characterization of the system. 
 
 
Figure 4.19 Snapshot from the MD simulation of 1 m 
caffeine aqueous solution at 80°C showing extensively 
aggregation. 
 
Figure 4.20 Total structure factor F(Q) of 1 m caffeine in H2O 
calculated from 1 ns MD simulations at 80°C where the system 
was extensively aggregated. 
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4.3  Role of hydration in caffeine self-association 
Molecular dynamics simulations are an investigation technique that 
allows the detection of each atom in the system. Therefore a further 
characterization of the water molecules hydrating the caffeine solute was 
made through the analysis of the orientation of the water molecules giving 
rise to the density clouds above and below the caffeine ring plane, the 
“hydrophobic” molecules. Figure 4.21 displays a snapshot from the 
simulation of 1 caffeine molecule in TIP4P water molecules (see box 2) 
containing an instantaneous configuration of two water molecules 
contributing to these clouds. As can be seen from the picture below, the 
water molecules are localized around the middle point of the bond 
between the caffeine carbon atoms C4 and C5. From the side view of the 
system, it can be noted that water molecules are oriented in order to 
expose an hydrogen atom to the hydrophobic surface. 
The probability of the cosine of the angle θ between the normal vector 
to the caffeine plane and the water bond vector was calculated for water 
molecules occupying a cylinder centered on the middle point of the C4-C5 
bond, with a radius of 0.675 Å and with an height of 4.5 Å. Figure 4.22 
reports the results.  The distribution has a peak at cosθ = -1 indicating that 
the preferred orientation of the water molecules is having the bond vector 
perpendicular to the hydrophobic caffeine plane. In this way a proton atom 
is pointing at the surface. The second broad peak centered around the 
tetrahedral angle is a consequence of the structure of the water molecule. 
When a proton atom is directed toward the surface the other one makes a 
tetrahedral angle with it. 
The role of these water molecules is fundamental in determining the 
caffeine self-aggregation properties. Indeed this water structuring can 
explain the dominance of the enthalpy contribution to the free energy of 
association measured calorimetrically. The association of two caffeine 
molecules in aqueous solution provokes the liberation of these structured 
water molecules. This process has a favorable entropy contribution, but 
also a large favorable enthalpy contribution. The water molecules are then 
free to make hydrogen bonds with the bulk water that previously they 
were not able to do because of the presence of an extended hydrophobic 
surface. In the case of the caffeine molecule, the volume of the space 
exhibiting these properties is small, therefore only for ~30% of the 
simulation time do water molecules structure in this way. This explains the 
relatively small magnitude of enthalpy gain during the association process. 
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Figure 4.21 Snapshot from the simulation displaying an 
instantaneous configuration of two water molecules 
contributing to the water density localization above and below 
the caffeine plane. The side view of the molecules clearly 
shows that the water molecules are pointing an hydrogen 
atom toward the hydrophobic surface. 
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Figure 4.22 Probability distribution of the cosine of the angle θ 
between the water bond vector and the normal vector to the 
caffeine plane for water molecules in a cylinder of radius 0.675 
Å centered on the midpoint of the bond between the caffeine 
atoms C4 and C5 and within 4.5 Å from the surface. 
 
The caffeine molecule exhibits a behavior similar to that predicted for an 
extended hydrophobic surface.18 Despite this, a significant dewetting at the 
caffeine surface was not observed. The distance of the water density 
clouds above and below the caffeine plane is only about 0.5 Å higher than 
that of the other atomic density localizations. However, the small size of 
the caffeine molecule and the simultaneous presence of hydrogen bond 
functionalities limiting the hydrophobic region can explain these particular 
properties. 
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4.4  Chlorophyllin hydration 
Neutron diffraction with isotopic substitution experiments were 
performed at the D4c diffractometer at the Institut Laue-Langevin to 
investigate the hydration properties of the chlorophyllin molecule. The 
structure of the molecule resembles that of the heme group and it is 
characterized by the presence of an extended hydrophobic surface. The 
experiments were carried out with the chlorophyllin sodium cupper salt 
C34H31CuN4Na3O6. Two concentrations of chlorophyllin aqueous solutions 
were investigated: 0.15 m (about the solubility limit at room temperature) 
and half of it, 0.075 m. The experimental details are reported in box 8. 
 
8 Experimental details 
NDIS experiments on chlorophyllin aqueous solutions were performed 
at the diffractometer D4c at the Institut Laue Langevin.37 The isotopic 
substitution was applied only to the water hydrogen atoms. Chlorophyllin 
sodium copper salt was obtained from Sigma Aldrich. The diffraction 
measurements were performed on 9 samples at room temperature: H2O, 
D2O, HDO, 0.15 m chlorophyllin in H2O, 0.15 m chlorophyllin in D2O, 0.15 
m chlorophyllin in HDO, 0.075 m chlorophyllin in H2O, 0.075 m 
chlorophyllin in D2O and 0.075 m chlorophyllin in HDO. Samples were 
prepared by accurately weighting the components. Measurements were 
performed using cylindrical TiZr sample containers. The neutron incident 
beam had a wave length of 0.7 Å. Empty cell, empty bell jar, a vanadium 
rod and detector efficiency were also measured to obtain the corrected 
structure factor. Diffraction data were collected 8 hours for each sample. 
Raw data were corrected for multiple scattering, absorption and 
normalized to the vanadium. The first order difference method was then 
applied. 
 
The application of the first order difference method to the refined 
experimental data made possible the decomposition of the measured total 
structure factors F(q) into three components: SHH(q), SHY(q) and SYY(q) 
where Y is every atom except the isotopically substituted one (H/D). The 
partial structure factors SHY(q) and SYY(q) are defined as: 
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Figure 4.23 Partial structure factors SHH(Q) calculated at a 
chlorophyllin concentration of 0.15 m (black) and 0.075 m 
(blue). In red it is displayed the difference scaled by a 
factor of 10. 
 
In Figure 4.23 the partial structure factors SHH(q) obtained from the 
experiments at two different concentrations are reported. The difference 
between the two functions is directly correlated to the different solution 
structuring of the two investigated systems. 
These preliminary data will be compared to the results obtained from 
independent molecular dynamics simulations performed on the same 
systems. No CHARMM force field was available to model the chlorophyllin 
molecule. The implementation and optimization in CHARMM of the 
available OPLS force field for the chlorophyll molecule38 is in progress. 
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5. HETEROTACTIC INTERACTIONS 
 OF FOOD BIOMOLECULES 
 
 
In this chapter computational and experimental studies are presented 
focusing on the heterotactic association of food biomolecules in aqueous 
solution. The technical details of each specific experiment are reported 
separately in boxes. 
 
 
5.1  Caffeine glucose interactions 
In common beverages like coffee, energy drinks and tea, caffeine is in 
aqueous solution with many other co-solutes. In coffee,  for example, there 
can be found polysaccharides, lipids, polyphenolics and chlorogenic acid. 
Some of these components, as the chlorogenic acid, were found to weakly 
bind the caffeine molecule.1,2 These beverages contain or are generally 
consumed with added sugar. Thus a characterization of the behavior of 
these molecules in aqueous solution and their possible interactions is 
worthy of interest. While caffeine aggregates in aqueous solution,3,4 sugars 
such as glucose are very soluble in water and have little tendency to self-
associate in aqueous solution. Glucose is indeed considered as an osmolyte 
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in the Hofmeister series, and remains in the bulk of solution promoting 
proteins stability. Nonetheless, there are specific proteins that bind sugars 
like glucose. Their binding sites are usually characterized by the presence 
of amino acids with planar aromatic side chains, such as tyrosine, histidine, 
or tryptophan.5 A weak affinity between the indole molecule and glucose 
has been detected both experimentally6 and by simulations.7,8 These 
findings suggest the possible affinity between caffeine and glucose in 
solution. 
Molecular dynamics simulations were performed to investigate the 
structure of aqueous solutions containing caffeine and glucose. Glucose in 
water is known to undergo mutarotation. There are two dominant isomers 
in solution: α−D-glucopyranose and β−D-glucopyranose (see Figure 5.1). A 
glucose solution at equilibrium has a mixture 36/64% of the α/β anomers. 
Given the possibility to separate the two forms in a MD simulation, 
independent simulations were performed for each of them in order to 
evaluate possible differences in their behavior. The systems studied were 
periodic cubic boxes containing 1 caffeine molecule, 36 glucose molecules 
and 667 TIP4P water molecules. These systems had a caffeine 
concentration of 0.083 m and a sugar concentration of 3.0 m. Simulations 
were carried out at 300 K. The computational details are summarized in 
box 1. 
Complementary nuclear magnetic resonance experiments were carried 
out by adding caffeine to a solution of D-glucose at constant concentration 
and by adding D-glucose to a solution at constant caffeine concentration 
and measuring the chemical shift displacements. The experimental details 
are reported in box 2. 
 
 
  
Figure 5.1 Molecular structure of α-D-glucopyranose (left) and 
β-D-glucopyranose (right) with carbon atoms labeled as used in 
this study. 
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1. Computational details 
Molecular dynamics simulations were carried out using the program 
CHARMM9,10 in the NVE ensemble. The caffeine solute was modeled 
using the force field previously developed.4 The glucose anomers were 
modeled using the CHARMM36 carbohydrate force field,11 and water was 
modeled using the TIP4P model.12 
Two independent simulations were performed for each anomer of D-
glucose. For both of them the simulation box contained 1 caffeine 
molecule, 36 glucose molecules and 667 TIP4P water molecules. The size 
of the box was fixed at 30.0281 Å to achieve the atom number density of 
0.1067 atoms Å-3, with a caffeine concentration of 0.083 m and a α-D-
glucopyranose or β-D-glucopyranose concentration of 3.0 m. The system 
was energy-minimized through 500 steps of steepest descent 
minimization. It was then heated from 0 K to 300 K over 10 ps and 
equilibrated for 50 ps with velocities reassigned every 30 fs. 
Covalent bonds involving hydrogen atoms were kept fixed in length 
using the general SHAKE algorithm.13 The van der Waals interactions 
were smoothly truncated on an atom-by-atom basis using switching 
functions from 10.5 to 11.5 Å. Electrostatic interactions were calculated 
using the particle-mesh Ewald method.14 Trajectory data were collected 
for 80 ns. 
 
2. Experimental details 
Nuclear magnetic resonance titration experiments were performed 
both at constant caffeine concentration and at constant D-glucose 
concentration. Caffeine and D-glucose were obtained from Sigma-Aldrich. 
They were freeze-dried once from D2O before use. 
For the experiments at constant caffeine concentration, first a stock 
solution of caffeine at a concentration of 35 mM in D2O was prepared at 
neutral pD. A titration solution was then obtained by adding D-glucose to 
an amount of the caffeine stock solution in order to have a sugar 
concentration of 500 mM and a caffeine concentration of 35 mM at 
neutral pD. Titration experiments were performed by measuring the 1H 
chemical shifts as a function of sugar concentration by adding small 
amounts of titration solution to 0.3 mL of stock solution. 
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For titration experiments at constant D-glucose concentration, a stock 
solutions with D-glucose concentration of 10 mM was prepared in D2O at 
neutral pD. Caffeine was added to an amount of this stock solution in 
order to obtain a titration solution with D-glucose concentration of 10 
mM and caffeine concentration of 80 mM. Titration experiments were 
performed by adding small portions of titration solution to 0.3 mL of the 
stock solution. The NMR experiments were carried out at 298 K on a 
Bruker AVANCE 500 MHz spectrometer equipped with 5 mm TCI Z-
Gradient CryoProbe. An insert tube containing a sodium 3-trimethylsilyl-
(2,2,3,3-2H4)-propanoate (TSP) solution (0.1 mg·mL
–1) was used as a 
reference since caffeine induces a chemical shift change in TSP. For the 
titration experiments at constant caffeine concentration 1H NMR spectra 
were recorded with eight scans, a spectral width of 9.0 ppm and 64k data 
points. For the titration experiments at constant glucose concentration 
1H NMR experiments were recorded with twelve scans, a spectral width 
of 9.4 ppm and 64k data points. 
 
 
5.1.1 Molecular binding 
In the MD simulations both the glucose anomers were found to have an 
affinity for the caffeine molecule. Figure 5.2 and Figure 5.3 show two 
snapshots from the simulations with an example of interacting 
configurations in each case. The glucose molecules tend to stack against 
the caffeine hydrophobic surface with the surface produced by the axial 
protons. Two molecules can simultaneously interact with the caffeine 
molecule giving rise to a sandwich-like structure. In these figures the 
glucose axial protons are colored with different colors in order to label the 
two faces of the sugar. As can be seen, in this stacking interaction either 
the protons H1, H3 and H5 are directed toward the caffeine plane or the 
protons H2 and H4. 
An analysis of the persistence of these interacting configurations during 
the overall simulation can be obtained through the calculation of density 
maps. Figure 5.4 and Figure 5.5 display the axial proton density maps 
calculated for each simulation and represented at a contour level that is 3 
times that of the bulk of solution. As can be seen, the glucose molecules 
are well localized around the caffeine molecule. The shape and position of 
these clouds suggest that the interaction between glucose and caffeine 
occurs through a stacking. 
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Figure 5.2 Snapshot from the MD simulation showing an 
instantaneous configuration where two α-D-glucopyranose 
molecules are interacting with the caffeine molecule. Glucose 
hydrogen atoms H2 and H4 are labeled in magenta, whereas 
glucose hydrogen atoms H3 and H5 are labeled in green. Water 
molecules are displayed in blue and bulk glucose molecules in 
orange. 
 
 
Figure 5.3 Snapshot from the MD simulation showing an 
instantaneous configuration where two β-D-glucopyranose 
molecules are interacting with the caffeine molecule. Glucose 
protons H2 and H4 are labeled in magenta, whereas glucose 
protons H3 and H5 are labeled in green. Water molecules are 
displayed in blue and bulk glucose molecules in pink. 
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A difference in the behavior of the glucose anomers appears from Figure 
5.4 and 5.5. In the case of α-D-glucopyranose the protons density clouds 
are not symmetric with respect to the sugar ring plane. This suggests the 
presence of a preferred face of interaction, the one labeled by the protons 
H2 and H4. For β-D-glucopyranose the clouds are almost symmetric, thus 
indicating that both the faces of the sugars have the same probability of 
interacting with the caffeine hydrophobic surface. This different affinity 
was investigated by calculating the probability distribution of the cosine of 
the angle between the normal vector to the caffeine plane and the normal 
vector to the ring plane of the sugar molecules contributing to these 
density clouds. In this analysis the caffeine plane was defined using the 
atoms N3, N1 and C5, whereas the glucose plane was defined using the 
atoms C1, C3 and C5. Glucose molecules were considered to be interacting 
with the caffeine molecule if the distance between the sugar center of 
mass and the caffeine center of mass was less than 5 Å. The results are 
displayed in Figure 5.6. As can be seen, for the β-anomer the distribution 
has a maximum at cosθ = 1 that is slightly higher than the peak at  cosθ = -
1. The distribution of α-D-glucopyranose has instead a higher maximum at 
cosθ = -1. The configuration having the glucose proton atoms H2 H4 
interacting with the caffeine is the preferred one for the α-anomer. Indeed 
this orientation avoids the direct interaction of the anomeric hydroxyl 
group with the hydrophobic surface. 
In the NMR titrations experiments the proton chemical shift changes 
were first measured on a system at a constant caffeine concentration of 35 
mM and increasing glucose concentration. The results are displayed in 
Figure 5.7. The addition of glucose produced an upfield displacement, 
toward lower chemical shift, in agreement with studies carried out on 
analogous systems.15 The chemical shift displacements for the proton 
atoms of the caffeine methyl groups were of the same magnitude, whereas  
the proton H8 exhibited a lower change. These results are in agreement 
with the presence of a stacking interaction between the two solutes. NMR 
titration experiments were then carried out at a constant glucose 
concentration (10 mM) upon addition of caffeine. Even in these 
experiments an upfield displacement of the chemical shifts was detected. 
In the 1D proton spectra there was spectral overlap between the signals, 
therefore additional 1H,1H-TOCSY experiments were carried out to resolve 
the H1-H4 signals for each anomeric form. For α-D-glucopyranose the 
magnitude of the chemical shift displacement for the protons H1 and H3 
was slightly lower than that for protons H2 and H4, whereas for β-D-
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glucopyranose differences were negligible, in agreement with MD 
simulation results. 
 
 
Figure 5.4 Contour density maps for α-D-glucopyranose proton 
atoms displayed at a value that is 3 times that of the bulk. On 
the left it is displayed the map calculated for the sugar protons 
H2 and H4, on the right for the sugar protons H3 and H5. 
 
 
Figure 5.5 Contour density maps for β-D-glucopyranose proton 
atoms displayed at a value that is 3 times that of the bulk. On 
the left it is displayed the map calculated for the sugar protons 
H2 and H4, on the right for the sugar protons H3 and H5. 
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Figure 5.6 Probability distribution of the cosine of the angle 
between the normal vector to the caffeine plane and the 
normal vector to each of the glucose anomers whose center of 
mass was within 5 Å of the caffeine center of mass. In red it is 
displayed the distribution calculated for the β anomer, 
whereas in black for the α anomer.  
 
Figure 5.7 1H-NMR chemical shift changes of caffeine proton 
atoms H8 (black circle) and Me1 (empty circle) upon addition 
of glucose.  
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5.1.2 Hydrogen bonding interactions 
From the MD simulations it was possible to investigate the presence of 
hydrogen bonding interactions between the caffeine molecule and the 
glucose co-solutes. Table 5.1 summarizes the number of hydrogen bonds 
averaged over the entire trajectory and made between each possible 
acceptor-donor pair in solution. The hydrogen bond definition was based 
on geometrical parameters: the distance between the heavy atoms should 
be less than 3.4 Å and the angle formed should be greater than 150°. The 
results reveal that there is little tendency to form hydrogen bonds. Indeed 
each caffeine hydrogen bond acceptors make on average one hydrogen 
bond, predominantly with water molecules.  
 
Table 5.1 Caffeine averaged number of hydrogen bonds from 
MD simulation of glucose-caffeine system. 
Caffeine 
acceptors Water 
α-
glucose 
α-glucose donors 
HO1 HO2 HO3 HO4 HO6 
O6 0.839 0.179 0.024 0.029 0.030 0.036 0.061 
O2 0.846 0.158 0.031 0.023 0.031 0.028 0.046 
N9 0.827 0.218 0.038 0.037 0.450 0.046 0.053 
 
Caffeine 
acceptors Water 
β-
glucose 
β-glucose donors 
HO1 HO2 HO3 HO4 HO6 
O6 0.854 0.145 0.039 0.029 0.024 0.027 0.025 
O2 0.845 0.150 0.031 0.028 0.030 0.034 0.029 
N9 0.837 0.201 0.040 0.029 0.038 0.038 0.056 
 
 
5.1.3 Binding energy 
The binding energy for the association of the sugar molecules to the 
caffeine molecule was estimated from the occupancies of the density 
clouds, assuming a simple equilibrium between a bound state and an 
unbound state and applying the Gibbs equation.7 This definition implies a 
dependence on the selected contour level. However, if the molecules are 
well localized, the corresponding density clouds at high contour values fall 
off steeply, minimizing this dependence. Table 5.2 summarizes the results 
obtained for both the simulations with the glucose anomers and Figure 5.8 
reports an example on how the density clouds change with the contour 
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level, when displayed at high values. The calculated binding energies are 
very small, about 2 to 2.5 kJ mol-1 per binding face. These values are on the 
order of kBT and they are similar to those calculated for the interaction of 
glucose to the indole molecule and to the p-methyl-phenol in aqueous 
solution.8 In this analysis no difference was detected between the glucose 
anomers. 
 
 
Figure 5.8 Contour density maps for β-D-glucopyranose ring 
atoms displayed at values of 0.03, 0.04, and 0.05 atoms Å-3 
(from the left to the right). 
 
 
Table 5.2 Glucose-caffeine binding energy as a function of the 
density map contour level. 
Density 
cutoff 
(atoms/Å3) 
β-D-glucopyranose α-D-glucopyranose 
∆Gbind  
(J/mol) 
∆Gbind/2  
(J/mol) 
∆Gbind  
(J/mol) 
∆Gbind/2  
(J/mol) 
0.0300 -3970 -1985 -3989 -1995 
0.0325 -4070 -2035 -4126 -2063 
0.0350 -4179 -2089 -4206 -2103 
0.0375 -4291 -2145 -4309 -2154 
0.0400 -4388 -2194 -4412 -2206 
0.0425 -4464 -2232 -4508 -2254 
0.0450 -4546 -2273 -4607 -2303 
0.0475 -4632 -2316 -4681 -2340 
0.0500 -4706 -2353 -4766 -2383 
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5.2  Caffeine sucrose interactions 
Sucrose is a sweetener commonly used in beverages like coffee. Its 
complete name, α-D-glucopyranosyl-(1→2)-β-D-fructofuranoside, reveals 
that it is a disaccharide composed by a glucose residue and a fructose 
residue. Its structure is displayed in Figure 5.9. The previous results 
obtained with the glucose molecule suggest the presence of an affinity 
between caffeine and sucrose. Furthermore, thermodynamic studies 
showed that caffeine solubility in aqueous solution is decreased upon 
addition of sucrose,16 as would be expected if the sugar increases the 
surface tension, promoting caffeine self-aggregation.  
 
 
Figure 5.9 Molecular structure of sucrose with the carbon 
atoms labeled as used in the present study. 
 
MD simulations were performed on an aqueous solution of caffeine and 
sucrose, with a caffeine concentration of 0.083 m and a sugar 
concentration of 1.08 m at 300 K. The computational details are reported 
in box 3. Complementary 1H-NMR titration experiments were carried out 
analogously to those performed to investigate the caffeine-glucose 
interaction. The details are reported in box 4. 
 
3. Computational details 
MD simulations were performed using the same procedure adopted 
for the caffeine-glucose simulations (box 1). They were carried out using 
the program CHARMM9,10 in the NVE ensemble at 300 K. The caffeine 
solute was modeled using the force field previously developed,4 sucrose 
was modeled using the CHARMM36 carbohydrate force field,11 and water 
was modeled using the TIP4P model.12 
The periodic cubic box contained 1 caffeine molecule, 13 sucrose 
molecules and 666 TIP4P water molecules. The caffeine concentration 
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was therefore 0.083 m and the sugar concentration was 1.08 m. This 
value is lower than that used for the glucose simulation, in order to avoid 
increasing the viscosity. The size of the box was set to 29.2562 Å to 
obtain a number density of 0.1041 atoms Å-3. 
Initial coordinates were first energy-minimized with 500 steps of 
steepest descent minimization, after which the system was heated from 
0 K to 300 K in 6 ps and equilibrated for 20 ps with velocities being 
reassigned every 30 fs. The simulation was run for 100 ns. The glycosidic 
torsion angle averages φ and ψ were -28º and -4º, respectively, where φ 
is defined as H1g-C1g-O2f-C2f and ψ is defined as C1g-O2f-C2f-O5f. 
 
4. Experimental details 
1H-NMR titration experiments were performed both at constant 
caffeine concentration and at constant sucrose concentration, as 
reported for the previous experiments (box 2). Caffeine was obtained 
from Sigma-Aldrich, whereas sucrose was obtained from Nordic Sugar 
AB. They were freeze-dried once from D2O before use. 
For the experiments at constant caffeine concentration, a stock 
solution of caffeine at a concentration of 35 mM in D2O and neutral pD 
was first prepared. Then a titration solution was made by adding sucrose 
to the caffeine stock solution in order to have a sugar concentration of 
500 mM and a caffeine concentration of 35 mM at neutral pD. Titration 
experiments were performed by measuring the 1H chemical shifts as a 
function of sugar concentration by adding small amounts of titration 
solution to 0.3 mL of stock solution. 
For titration experiments at constant sucrose concentration, the 
prepared stock solutions with sucrose had a concentration of 10 mM. 
Caffeine was added to an amount of this stock solution in order to obtain 
a titration solution with sucrose concentration of 10 mM and caffeine 
concentration of 80 mM. 1H-NMR titration experiments were carried out 
by adding constant amounts of titration solution to 0.3 mL of the stock 
solution 
Experiments were carried out at 298 K on a Bruker AVANCE 500 MHz 
spectrometer as in the titration experiments carried out with glucose 
solutions. 
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5.2.1 Molecular binding 
In the MD simulations sucrose exhibited an affinity for the caffeine 
molecule similar to that detected for the glucose molecule. Figure 5.10 
reports an instantaneous configuration of two sugar molecules binding the 
caffeine molecule. The sucrose molecule above the caffeine plane is 
interacting with caffeine through a stacking of the axial protons of the 
glucose residue, whereas the sugar below is pointing the axial protons of 
the fructose residue toward the caffeine surface. Indeed, both monomers 
were found to have a weak affinity for the caffeine molecule. 
 
 
Figure 5.10 Snapshot from the MD simulation showing an 
instantaneous configuration where two sucrose molecules are 
interacting with the caffeine molecule. Glucose and fructose 
hydrogen atoms H2 and H4 are labeled in magenta, whereas 
hydrogen atoms H3 and H5 are labeled in green. Water 
molecules are displayed in gray and bulk sucrose molecules in 
orange. 
 
For sucrose the interaction with the caffeine molecule appears more 
complex than the one detected for glucose. In Figure 5.11 the density maps 
calculated for the ring atoms of each residue in the disaccharide are 
displayed and represented at two contour levels. Both the monomers are 
localized around the caffeine hydrophobic surface, with the glucose ring 
getting slightly closer than the fructose ring. When the contour level is 
decreased a bump in the glucose density map appears due to the position 
almost perpendicular to the caffeine surface acquired by the glucose 
moiety when the fructose residue is interacting with the caffeine plane. A 
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band of density is also localized around the aliphatic proton H8, suggesting 
an hydrogen-like behavior as detected previously.4  
 
 
Figure 5.11 Sucrose ring atom density maps calculated for the 
fructose moiety (blue) and for the glucose moiety (orange). On 
the left the contour level is 5 times the bulk value, whereas on 
the right it is 1.5 times the bulk value. 
 
 
Figure 5.12 Density maps calculated for specific glucose 
residue atoms (on the left) and specific fructose residue atoms 
(on the right). The contour level is 3.5 times the bulk value. The 
density maps for atoms H3 and H5 are displayed in blue, for  
atoms H2 and H4 in magenta (fructose only H4), and for ring 
atoms C1 C2 C3 C4 C5 O5 in white. 
 
To evaluate the orientation of sucrose with respect to the caffeine 
surface, density maps for specific atoms in the molecule were calculated. 
Figure 5.12 reports the results separately for the two residues. In each case 
density maps were calculated for the ring atoms, for the axial protons H2, 
H4 (only H4 in the case of the fructose monomer) and for the axial protons 
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H3, H5. For the glucose moiety the density localizations clearly reveal a 
stacking configuration with the sugar face H3, H5 directed toward the 
caffeine plane. For the fructose residue there is also a significant tendency 
to localize around the caffeine molecule, but due to a greater flexibility of 
the furanose ring there is a less regular orientation. 
 
Figure 5.13 Probability distribution of the cosine of the angle 
between the normal vector to the caffeine plane and the 
normal vector to each of the sucrose moieties whose center of 
mass was within 5 Å of the caffeine center of mass. In red is 
displayed the distribution calculated for the fructose 
monomer, whereas in black for the glucose monomer.  
 
Furthermore, the probability distribution of the cosine of the angle 
between the normal vector to the caffeine plane and the normal vector to 
the sugar monomer plane binding the caffeine molecule was calculated. It 
is displayed in Figure 5.13. A distance between the respective centers of 
mass lower than 5 Å was used as a criterion to define a sugar monomer 
interacting with the caffeine molecule. The caffeine plane was defined 
through the atoms N3, N1 and N5. The glucose plane was defined using the 
atoms C1, C3 and C5. The fructose plane was an average of the planes 
defined by the atoms C3, C5 and O5 and C2, C4 and O5. The glucose ring 
stacks parallel against the caffeine surface with a high peak at cos θ = -1. 
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Figure 5.14 1H-NMR chemical shift changes of caffeine proton 
atoms H8 (black circle) and Me1 (empty circle) upon addition 
of sucrose. 
 
 
Figure 5.15 1H-NMR chemical shift changes of sucrose protons 
upon addition of caffeine. The results for the fructose residue 
are displayed with a dashed line and those for the glucose 
residue with a solid line. Black, proton H1; light blue, proton 
H2; red, proton H3 and blue, proton H4. 
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The peak indicates that glucose is oriented with the protons H3 and H5 
pointing away from the caffeine plane. Indeed the opposite orientation is 
disfavored by the steric clashes due to the linked fructose ring. For the 
glucose residue the furanose ring pseudorotations determine a flatter and 
broader distribution. The small peak at cos θ = 1 reveals that when fructose 
is close to the caffeine surface it tends to orient with the proton H4 
pointing toward it. This opposite behavior with respect to glucose is 
determined by the molecular structure of the sugar. 
In the 1H-NMR titration experiments at constant caffeine concentration 
the chemical shift changes toward lower chemical shift of the three methyl 
groups were of the same magnitude, whereas the proton H8 had a smaller 
variation as found for the glucose experiments. The results are displayed in 
Figure 5.14. The magnitude of the chemical shift displacements was larger 
compared to the glucose titration experiments (Figure 5.7). 
The results of the 1H-NMR titration experiments at constant sucrose 
concentration are displayed in Figure 5.15. The upfield displacement of the 
sucrose protons was not the same for all the hydrogen atoms in the 
disaccharide. The glucose proton H3 and the fructose proton H4 exhibited 
a lower variation, whereas the glucose proton H2 and the fructose protons 
H1 and H3 showed larger displacements. Given the dependence of the 
shielding effects on the distance, these findings imply that the glucose 
proton H2 and the fructose protons H1 and H3 are localized close to the 
caffeine surface, as expected from MD simulations. 
 
 
5.2.2 Hydrogen bonding interactions 
From the MD simulations it was possible to investigate the hydrogen 
bonding interactions between caffeine and sucrose. In Table 5.3 are 
reported the number of hydrogen bonds averaged over the entire 
trajectory made by the three hydrogen bonding acceptors groups, namely 
the atoms O2, O6 and N9, with water or with each residue of the 
disaccharide or with each specific hydrogen bonding acceptor group of the 
sugar. The hydrogen bond definition used had a cutoff distance between 
heavy atoms of 3.4 Å and  a cutoff angle of 150°. As  found for the glucose-
caffeine system, a limited tendency to form hydrogen bonds between 
caffeine and sucrose was detected. The caffeine hydrogen bond acceptors 
make about 1 hydrogen bond on average and predominantly with water. 
The difference in behavior between the two monomers was also negligible.  
- 120 - 
 
Table 5.3 Caffeine averaged number of hydrogen bonds from 
MD simulation of caffeine-sucrose solution. 
Caffeine - Sucrose Solution 
 
Caffeine 
acceptors 
Water α-glucose 
α-glucose donors 
HO2 HO3 HO4 HO6 
O6 0.865 0.062 0.009 0.015 0.016 0.023 
O2 0.885 0.049 0.010 0.008 0.010 0.020 
N9 0.815 0.094 0.012 0.019 0.013 0.050 
 
Caffeine 
acceptors 
Water β-fructose β-fructose donors 
HO1 HO3 HO4 HO6 
O6 0.865 0.060 0.010 0.005 0.012 0.033 
O2 0.885 0.048 0.012 0.007 0.008 0.020 
N9 0.815 0.098 0.026 0.005 0.021 0.045 
 
 
5.2.3 Binding energy 
The binding energy between the caffeine molecule and each residue in 
the sucrose molecule was estimated from MD simulations applying the 
same approach used previously with the caffeine-glucose system. The 
results are summarized in Table 5.4. The calculated energies are 
comparable to the ones calculated for the glucose anomers, on the order 
of kT. The data reported in the literature for the caffeine Gibbs transfer 
energy16 ∆Gtr= 1.15 kJ mol-1 and caffeine enthalpy of transfer17 ∆Htr= -0.88 
kJ mol-1 on caffeine in aqueous sucrose solution are in qualitative 
agreement with these results. 
 
Table 5.4 Sucrose-caffeine binding energy as a function of the 
density map contour level. 
Density cutoff 
(atoms/Å3) 
glucose ring fructose ring 
∆Gbind  
(J/mol) 
∆Gbind/2  
(J/mol) 
∆Gbind  
(J/mol) 
∆Gbind/2  
(J/mol) 
0.0100 -4209 -2104 -4060 -2030 
0.0125 -4539 -2269 -4388 -2194 
0.0150 -4811 -2406 -4664 -2232 
0.0175 -5207 -2514 -4899 -2450 
0.0200 -5229 -2615 -5130 -2565 
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5.3  Caffeine sorbitol interactions 
Sorbitol is a commonly used sugar substitute. It is a sugar alcohol that 
originates from the reduction of the aldehyde group in D-glucose. Its 
structure in a fully extended conformation is displayed in Figure 5.16. The 
absence of the aldehyde group makes impossible the formation of 5 or 6 
atom ring conformations in water, therefore its structure is quite different 
from that exhibited by glucose or sucrose. The presence of a linear carbon 
chain offers the possibility of a high conformational freedom. Nonetheless 
previous studies revealed that in aqueous solution sorbitol tends to adopt 
a linear conformation at least in the central part of the molecule,18,19 
differently from the crystalline form were torsional bending at C2-C3 was 
detected.20 The extended conformers were found to be stabilized by 
intramolecular hydrogen bonding between the hydroxyl groups of carbon 
C2 and carbon C4. As for glucose, sorbitol has low tendency to aggregate in 
solution.21 It can be considered as an osmolyte in an Hofmeister sense. 
Considering these different properties of the sugar with respect to 
glucose or sucrose, it is interesting to investigate its behavior in caffeine 
aqueous solution. MD simulations were carried out to evaluate the 
presence, if any, of interactions between caffeine and sorbitol. The same 
procedure adopted to study glucose and sucrose was used. The simulation 
box contained 1 caffeine molecule, 13 sorbitol molecules and 666 water 
molecules; therefore the system had a caffeine concentration of 0.083 m 
and a sugar concentration of 1.08 m. The details are reported in box 5. 
 
 
Figure 5.16 Molecular structure of sorbitol in the fully 
extended conformation with the atomic labeling used in the 
present study. 
 
5. Computational details 
MD simulations were performed using the  CHARMM9,10 program on a 
periodic cubic box containing 1 caffeine molecule, 13 sorbitol molecules 
and 666 TIP4P water molecules.12 The system thus had a caffeine 
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concentration of 0.083 m and a sorbitol concentration of 1.08 m. The 
sorbitol molecules were modeled using the CHARMM 36 force field19, 
whereas caffeine was modeled using the force field previously 
developed.4 In the present study the sorbitol and the water model 
adopted are different from those used in the previous studies reported in 
literature.18,19 
The simulation box was set to 28.4 Å to achieve an atom number 
density of 0.1030 atoms Å-3. The initial configuration was minimized with 
500 steps of steepest descent minimization. The system was heated from 
0 to 300 K over 6 ps and equilibrated for 1 ns with velocities being 
reassigned every 30 fs. Covalent bonds involving hydrogen atoms were 
kept fixed in length using the general SHAKE algorithm.13 The van der 
Waals interactions were smoothly truncated on an atom-by-atom basis 
using switching functions from 10.5 to 11.5 Å. Electrostatic interactions 
were calculated using the particle-mesh Ewald method.14 The simulation 
was run in the NVE ensemble and trajectory data were collected for 80 
ns. 
 
 
5.3.1 Molecular binding 
MD simulations showed that the sorbitol sugar has an affinity for the 
caffeine molecule. The density maps calculated for specific atoms of the 
sugar and  displayed in Figure 5.17 reveal a strong localization of the sugar 
in proximity of the caffeine plane. For example, the red clouds represent 
sorbitol carbon atoms density. They are displayed at a contour value that is 
3.5 times that of the bulk of solution. It is clear that the sorbitol molecules 
organize around the caffeine molecule in a way similar to that detected for 
glucose and sucrose; the clouds have the same sandwich-like shape.  
A snapshot from the simulation showing an instantaneous configuration 
of two sorbitol molecules binding the caffeine molecule is shown in Figure 
5.18. The sugar interacts with the caffeine hydrophobic surface and not 
with the hydrogen bonding functionalities. The overlapping of the atom 
density displayed on the right side of Figure 5.17 shows that, with the 
exception of a localization of hydroxyl protons around the nitrogen atom 
N9, the sorbitol atoms closest to the caffeine surface are the aliphatic 
protons. Sorbitol molecules tend to point the aliphatic protons towards the 
caffeine surface. The shape of the density clouds of the sorbitol hydroxyl 
atoms suggests the presence of a preferred orientation of interaction. 
 Figure 5.19 shows a view of the 
caffeine ring. 
 
Figure 5.17 
that is 3.5 times the bulk density. The orange contours are for 
the atoms H11, H12, H2, H3, H4, H5, H61 and H62; the red 
contours are for the carbon atoms; the green contours are for 
the oxygen atoms and the yellow 
protons. 
 
 
Figure 5.18 
instantaneous configuration were two sorbitol molecules 
associate to the caffeine molecule.
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hydroxyl proton clouds from above the 
Sorbitol atoms density maps displayed at a value 
contour are for the hydroxyl 
 
Snapshot from the simulation showing an 
 
 
 In this picture the hydroxyl 
regions of space surrounding the nitrogen atoms N1, N3 and N9. Some of 
the preferences for these sites might be due to the formation of hydrogen 
bonding interactions with caffeine.
 
Figure 5.19 Sorbitol
a value that is 3.5 times the bulk value and seen from above 
the caffeine plane.
 
 
5.3.2 Hydrogen bonding interactions
As suggested in Figure 5.19 some hydrogen bonding interactions are 
formed between caffeine and sorbitol. To evaluate the percentage of these 
interactions the average number of hydrogen bonds formed by each 
caffeine hydrogen bonding acceptor was calculated 
previously reported for the case of glucose and sucrose solutions. 
5.5 summarizes the results.
 
Table 5.5 Caffeine averaged number of hydrogen bonds.
 
Caffeine 
acceptors HO1 
O6 0.0149 
O2 0.0115 
N9 0.0194 
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hydrogen atoms seem to align over the 
 
 
 hydroxyl protons density map displayed at 
 
 
from the simulation as 
 
 
Caffeine 
acceptors 
Water Sorbitol 
O6 0.971 0.0746 
O2 0.968 0.0608 
N9 0.988 0.109 
Sorbitol donors 
HO2 HO3 HO4 HO5 HO6
0.0154 0.00942 0.00981 0.0117 0.0133
0.0117 0.00721 0.00802 0.00929 0.0131
0.0211 0.0146 0.0196 0.0164 0.0179
 Table 
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A cutoff distance of 3.4 Å and a cutoff angle of 150° were used to define 
an hydrogen bond. Sorbitol had a negligible tendency to out-compete with 
water molecules and form hydrogen bonds with the caffeine acceptor 
groups. Indeed the caffeine hydrogen bonding atoms O2, O6 and N9 make 
approximately one hydrogen bond each, predominantly with water, as 
detected for glucose and sucrose. 
 
 
5.3.3 Binding energy 
Using the Gibbs equation it is possible to estimate the binding energy of 
the sorbitol molecule to the caffeine hydrophobic surfaces.7 Since this 
approach determines a dependence on the selected contour level to define 
the binding site, the estimated binding energies as a function of the cutoff 
choice are displayed in Table 5.6. The calculated binding energy value is 
about 3 kJ mol-1, similar to the estimated values for glucose and fructose 
and does not depend strongly on the arbitrary choice of the contour level. 
 
Table 5.6 Sorbitol-caffeine binding energy as a function of the 
density map contour level. 
Density cutoff 
atoms / Å-3 
∆G 
J · mol-1 
∆G / 2 
J · mol-1 
0.02 -5289 -2644 
0.025 -5586 -2793 
0.03 -5850 -2925 
0.035 -6068 -3034 
0.04 -6318 -3159 
 
 
5.3.4 Sorbitol orientation and conformation 
From the atom density maps calculated for the sorbitol molecules 
around caffeine it appeared that the sugar has some preferred orientation 
with respect to the caffeine plane. To investigate the geometry of 
interaction between the two co-solutes the chain structure of the sorbitol 
molecule was used. First the linearity of the sorbitol conformation was 
evaluated by analyzing the evolution of the end-to-end distance between 
- 126 - 
 
the carbon atoms C1 and Cn (with n=4,5 and 6) and their probability 
distribution. The results are reported in Figure 5.20 and 5.21. As can be 
seen from the entire computed conformational history of sorbitol reported 
in Figure 5.20, the C1-C4 and C1-C5 distances are quite stable with time 
and they undergo similar variations. The C1-C6 distance presents more 
changes. The probability distribution of the end-to-end distances plotted in 
Figure 5.21 was calculated for both sorbitol molecules interacting with 
caffeine and sorbitol molecules in the bulk of solution. A sorbitol molecule 
is “bound” to caffeine when the distance between the centers of mass is 
lower than 5 Å and the center of mass of the sorbitol molecule fits in the 
plane described by the caffeine molecule. A sorbitol molecule is instead 
“free” in the bulk of solution when the distance between the center of 
mass of the sorbitol molecule and the caffeine molecule is greater than 14 
Å. This criterion was adopted in order to ensure the absence of interactions 
between caffeine and sorbitol molecules. 
The sorbitol molecules binding the caffeine molecule or free in the bulk 
of solution tend to adopt an almost planar-zigzag conformation for about 
90% of the time. For the remaining part of the time the molecules assume 
a bent conformation as a consequence of the rotation around the C2-C3 
bond. This can be seen in Figure 5.21 where the curves for the C1-C4 and 
C1-C5 distances have a bimodal distribution with maximum peaks centered 
around 3.9 Å and 5.4 Å, respectively. The distribution curve for the C1-C6 
distance has instead a more complex profile. This distribution is the 
consequence of the convolution of two different distance contributions: 
the two population states of the C1-C5 chain, fully extended and tilted, and 
the three possible rotational states of the C4-C5 dihedral.  
Having established the stability of the extended C1-C5 sorbitol 
conformation, it is possible to use the vector C1-C5 as a geometrical 
parameter to elucidate the orientation of the sorbitol molecules bound to 
caffeine. The geometrical parameter used for caffeine was the dipole 
moment vector, which is parallel to the major axis of the molecules as 
shown in Figure 5.22. It was thus possible to calculate the probability 
distribution of the cosine of the angle between the dipole moment vector 
of the caffeine molecule and the C1-C5 and C1-C4 vectors of the sugar. The 
results are plotted in Figure 5.23. The distributions have almost equal 
maximum peaks at cos θ = 1 and cos θ = -1. Therefore the sorbitol 
molecules tend to orient with the same direction of the major axis of the 
caffeine molecule, without preference for a parallel or  antiparallel 
alignment. 
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Figure 5.20 Evolution of the distance between the C1 and  the 
Cn atom positions (with n = 4, 5 and 6) of the sorbitol 
molecules interacting with the caffeine molecule. 
 
Figure 5.21 Probability of the distance between the C1 and Cn 
atom positions of the sorbitol molecules interacting with the 
caffeine molecule (black) and the sorbitol molecules in the bulk 
of solution (red). The dotted lines display the probability for 
the atoms C1-C4, the dashed lines for the atoms C1-C5, and 
the solid line for the atoms C1-C6.  
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Figure 5.22 Caffeine molecular structure with the atomic 
labeling used in the present work and the dipole moment 
vector represented in red. 
 
Figure 5.23 Probability of the cosine of the angle between the 
caffeine dipole moment vector and the vector given by the 
positions of the atoms C1-C4 (black) and the C1-C5 atoms (red) 
of the sorbitol molecules interacting with the caffeine 
molecule. 
 
The orientation of the sorbitol chain aligned with the caffeine dipole 
moment vector maximizes the aliphatic proton surface exposed to the 
caffeine surface. Nonetheless Figure 5.23 shows that an alignment of the 
sorbitol molecule perpendicular to the caffeine major axis is also possible, 
although less probable. This configuration is represented by the sorbitol 
molecule interacting with caffeine from “above” in Figure 5.18. The 
achievement of similar results using the vector C1-C4 and the vector C1-C5 
to describe the sorbitol molecule validate the use of this approach. 
  
 
Figure 5.24 
averaged over the simulation
H3), φ3 (H3 C3 C4 H4), 
The distribution for 
solution is showed in red, whereas for the sorbitol molecules 
interacting with the caffeine molecule is shown in black.
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Distribution of the sorbitol dihedral angles 
: φ1 (H12 C1 C2 H2), φ2 (H2 C2 C3 
φ4 (H4 C4 C5 H5) and φ5 (H5 C5 C6 H61). 
the sorbitol molecules in the bulk of 
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Given the potential conformational freedom of the sorbitol molecule, it 
is possible that the interaction between the sugar and the caffeine 
molecule would affect its average conformation. To investigate this effect 
the conformational probability of each dihedral angle was calculated for 
sorbitol molecules interacting with the caffeine molecule and sorbitol 
molecules in the bulk of solutions. The resulting distribution are displayed 
in Figure 5.24. There is no conformational difference between bound and 
free sugar molecules.  
The average sorbitol conformation detected in this study is slightly 
different from that reported in previous studies.18,19 The differences appear 
only in the terminal torsional  angles. These differences might be due to 
possible intramolecular interactions between sorbitol molecules that 
appear at higher concentrations (1 molal in this study, infinite dilution in 
previous work) and perhaps on the water model used. 
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5.4  NDIS experiments to investigate heterotactic interactions  
Neutron diffraction with isotopic substitution experiments were 
performed to investigate the structure of caffeine solution with some 
model compounds. In particular the pyridine molecule and the 
tetrahydrofuran molecule were chosen. Their structures are displayed in 
Figure 5.25. Pyridine is an aromatic heterocycle that, unlike benzene, is 
soluble in water in all proportions. It has only one hydrogen bonding 
acceptor group. Tetrahydrofuran is a cyclic ether, very soluble in water 
which has one hydrogen bonding acceptor group. While the molecular 
structure of caffeine has some common features with pyrimidine bases, 
pyridine can resemble a purine base and tetrahydrofuran can be thought 
as a very simple model of a furanoside ring. Given the complexity of the 
interpretation of the structure factors produced by an NDIS experiment, 
the symmetric structure of these molecules, as well as the availability of 
isotopically substituted compounds, make them simple models suitable to 
be studied with these experiments.  
 
Figure 5.25 On the left, molecular structures of pyridine;  on 
the right, molecular structure of tetrahydrofuran. 
 
The structuring of pyridine aqueous solution was investigated through 
NDIS experiments and MD simulations.22 The results showed that the 
molecule has a strong tendency to aggregate in solution, but in a way 
different from that detected for caffeine. Pyridine principally interacts with 
itself via a T-type edge-face interaction and not via face-to-face 
interactions. Little is known about the effect that the pyridine solute can 
have on caffeine self-association. 
NDIS experiments were carried out on a caffeine pyridine solution with a 
caffeine concentration of 0.5 m and a pyridine concentration of 3 m and on 
a caffeine tetrahydrofuran solution with a caffeine concentration 0.5 m and 
a tetrahydrofuran concentration 3.3 m. The isotopic substitution was 
applied to the pyridine hydrogen atoms or to the tetrahydrofuran 
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hydrogen atoms. Experiments were performed in heavy water at room 
temperature. The technical details are summarized in box 6. 
6 Experimental details 
NDIS experiments were performed on a caffeine-pyridine aqueous 
solution system and on a caffeine-tetrahydrofuran aqueous solution 
system at the diffractometer D4c at the Institut Laue Langevin.23 The 
isotopic substitution was applied to the pyridine hydrogen atoms or to 
the tetrahydrofuran hydrogen atoms. Caffeine, natural abundance 
pyridine, deuterated pyridine-d5 (>99% enrichment), natural abundance 
tetrahydrofuran and deuterated tetrahydrofuran-d8 (>99% enrichment) 
were obtained from Sigma Aldrich. 
To investigate caffeine-pyridine aqueous solutions four samples were 
prepared: 
− 3 m natural abundance pyridine solution in D2O; 
− 3 m deuterated pyridine-d5 solution in D2O; 
− 3 m natural abundance pyridine, 0.5 m caffeine solution in D2O; 
− 3m deuterated pyridine-d5, 0.5 m caffeine solution in D2O. 
Similarly the caffeine-tetrahydrofuran system was characterized 
through the study of four samples: 
− 3.3 m natural abundance tetrahydrofuran solution in D2O; 
− 3.3 m deuterated tetrahydrofuran-d8 solution in D2O; 
− 3.3 m natural abundance tetrahydrofuran, 0.5 m caffeine 
solution in D2O; 
− 3.3 m deuterated tetrahydrofuran-d5, 0.5 m caffeine solution in 
D2O. 
Pyridine and tetrahydrofuran were previously dried using molecular 
sieves. The experiments were performed at 23°C. Samples were prepared 
by accurately weighting the components. Measurements were 
performed using cylindrical null scattering TiZr sample containers. The 
neutron incident beam had a wave length of 0.7 Å. Empty cell, empty 
belljar, a vanadium rod and detector efficiency were also measured to 
obtain the corrected structure factors. Diffraction data were collected for 
8 hours for each sample. Raw data were corrected for multiple 
scattering, absorption and normalized to the vanadium using standard 
procedures.24,25 The second order difference method was applied.26,27 
- 133 - 
 
 
Figure 5.26 Above, in black first order difference ∆
 for 3 
m pyridine; in blue first order difference ∆
 for 3 m 
pyridine and 0.5 m caffeine; in red second order difference 
∆∆
. Below, in black first order difference ∆
 for 3.3 
m tetrahydrofuran; in blue first order difference ∆
 for 
3.3 m tetrahydrofuran and 0.5 caffeine; in red second order 
difference ∆∆
. 
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The total structure measured in the NDIS experiments is the linear 
combination of the partial structure factors of all the pairs of atoms in the 
system: 
 
 	 
 ∑ ∑ 	  1    5.1 
 
where  is the atomic concentration of the species  and  is the 
coherent neutron scattering length of the species , 	 is the partial 
structure factor for the pair of atoms  and  and the sum is over all the 
pairs of atoms.  
If we first consider the caffeine-pyridine aqueous solution, the system 
appears very complex, since it is composed of 9 different atoms: water 
oxygen atoms, water deuterium atoms, pyridine carbon atoms, pyridine 
nitrogen atom, pyridine hydrogen atoms, caffeine carbon atoms, caffeine 
nitrogen atoms, caffeine oxygen atoms and caffeine hydrogen atoms. 
Indeed it is described by 45 partial structure factors. 
Nonetheless the interpretation of the measured total structure factor 
can be simplified using the first and second order difference methods. In 
this approach the subtraction of the total structure factors measured for 
two identical samples with the exception of an atom isotopically 
substituted, eliminates any correlations that do not involve the labeled 
atom.  
In this specific case, the first order difference method was first applied 
on the two solutions of 3 m natural and 3 m deuterated pyridine. The 
resulting first order difference ∆
 is the summation of the 6 partial 
structure factors that involve the correlations of the pyridine hydrogen 
atoms. The first order difference method was then applied on the two 
solutions of 0.5 m caffeine and 3 m natural pyridine and 0.5 m caffeine and 
3 m deuterated pyridine. In this second case the first order difference ∆
 
between the two total structure factors contains the 10 partial structure 
factors involving the pyridine hydrogen atoms. The difference between 
these two first order difference functions is the linear combination of the 4 
partial structure factors that involve the correlations between the pyridine 
hydrogen atoms and the caffeine atoms. The results are displayed on the 
top of Figure 5.26. The second order difference function  ∆∆
 contains 
information on how caffeine and pyridine interact.  
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The same procedure was applied to the caffeine-tetrahydofuran 
systems. The results are shown in Figure 5.26. As can be seen, the second 
order difference function ∆∆
 differs from the one determined for the 
caffeine-pyridine system, reflecting the specific solution structure. 
To interpret these preliminary data, a comparison will be made to the 
results obtained from independent molecular dynamics simulations 
performed on the same systems. 
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6. CONCLUSIONS AND 
FUTURE PERSPECTIVES 
 
 
Molecular dynamics simulations are a powerful technique for studying 
structure in aqueous solutions at the nano and subnano-level, provided 
that the computational models adopted are suitable to describe the 
system. In the present work MD simulations allowed the characterization 
of the water structuring around a food biomolecule in aqueous solution. 
Caffeine was found to impose a complex reorganization of the water 
molecules surrounding it. The details of this structuring are a complex 
function of the caffeine architecture. In addition, the molecule was found 
to form aggregates in solution, in agreement with experimental osmotic 
data and previous simulations. This agreement validates the 
approximations used in the computational model of the system. The 
mechanism of aggregation was found to be a stacking between the caffeine 
hydrophobic faces that resembles hydrophobic association. The water 
structuring around the hydrophobic caffeine surface explains how the 
association can be hydrophobic in character, but enthalpy-driven. 
Unfortunately, the entropic change due to caffeine self-association cannot 
be determined from the present simulations. Future studies could use free 
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energy calculations to determine the entropic and enthalpic contributions 
to the free energy of association. Furthermore, UV Brillouin and Raman 
spectroscopies could be used to experimentally characterize the water 
hydration shell of caffeine molecules.  
Neutron diffraction with isotopic substitution experiments on caffeine 
aqueous solution at 80°C demonstrated how powerful this technique is and 
at the same time how complex and delicate are the data analysis and 
interpretation. Two approaches were adopted to analyze the data: 
independent MD simulations and the empirical potential structure 
refinement with the intramolecular structure of the caffeine molecule kept 
fixed. Both methodologies confirmed that caffeine molecules aggregate in 
solution through a stacking between hydrophobic faces. Further analysis 
on these systems will allow the achievement of a deeper characterization 
of the caffeine aqueous solution. Indeed a comparison of the system 
properties at high temperature to that at room temperature could be 
reached by performing NDIS experiments with caffeine molecules 
isotopically substituted at the nine non-exchangeable proton atoms or at 
the four nitrogen atoms. However, small angle X-ray scattering 
experiments performed at room temperature detected the presence of 
stacks of caffeine molecules in solution. The characteristic length 
determined from the treatment of the data with a simple model of 
interacting flat disks was around 10 Å, as appeared also in the neutron 
diffraction experiments. Further small angle X-ray scattering and high 
energy X-Ray diffraction investigations on this system are worthy of 
interest. 
The present study showed that glucose and sucrose weakly bind to the 
caffeine molecule by face-to-face stacking, similar to the self-association of 
caffeine molecules. Sorbitol, a sugar with a quite different conformation, 
was also found to weakly bind the caffeine molecule, although 
complementary nuclear magnetic resonance titration experiments are 
missing. From these MD simulations it was not possible to evaluate the 
competition between caffeine binding to other caffeine molecules or to 
sugar molecules, since the system contained only one caffeine molecule. 
Further studies on larger systems would be very useful to determine these 
properties.  
These findings highlight how caffeine turned out to be an excellent 
model of food molecule. Its complex architecture, that keeps together 
polar functionalities with hydrophobic components and non-exchangeable 
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hydrogen atoms, made possible the comparison of computational and 
experimental results obtained with several approaches and at the same 
time test recent theories on hydrophobic hydration. This view raises 
questions about the possibility that caffeine may interact with many other 
species in coffee beans or in coffee. A further understanding of the basic 
principles behind the molecular association of these molecules in aqueous 
solution may open in the future  the possibility of approaching the study of 
very complex systems, such as a coffee solution. 
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