In the meteorological field, correlation analysis has been performed for cases containing several continuous variables only. On the other hand, AITKEN, A.C. and GONIN, H. T. (1935) previously studied the moment generating function in the fourfold sampling procedure.
Therefore in this paper, the author firsly derived several supplementary results from the correlational expressions gained by OLKIN and TATE and drafted a diagram to serve statistical large sample test of sample correlation coefficient, and secondly contrived to draft statistical diagrams of large sample test to correlation coefficient through formal expressions of bi-variate binomial distribution in reference to the past studies mentioned above. Lastly, some possible application examples are shown once at least in the meteorological field, to explain the author's contributions to such statistical fields.
Introductory remark
Several years ago, the author tried an application of ordinary discriminant analysis to the categorical rainfall prediction at the Hokuriku district in Japan, when one or two discrete predictors were considered to constitute a discriminant function.
Then, as a preliminary verification to have an effective usefulness of discrete predictors, correlation analysis between a continuous predictand (i.e., rainfall amount) and a discrete predictor (i. e., existence or non-existence of a low-level Jet current) must be performed in detail as many times as possible, in order to constitute a powerful discriminant function.
Moreover, correlational expressions in the case of fundamental bi-variate and multi-variate binomial distributions are also necessary to clarify the internal statistical structure of discrete predictor space. AITKEN, A.C. and GONIN, H.T. (1935) studied the early schematic special expressions of m.g.f. (moment generating function) of the essentially binomial distribution type and KRISHNAMOORTHY, A.S. (1951) obtained several analytical results concerning mainly the factorial moment in this case. On the other hand, OLKIN, I. and TATE, 1966Correlation Analysis Containing Discrete Variables11 R.F. (1954, 1960) discussed rather in detail the correlation coefficient between continuous variables followed by uni-variate and multi-variate normal distribution and a discrete variable having one value among a finite number of positive integers with each specified probability, and they derived a large sample test of sample correlation since an exact sample test of correlation coefficient is actually rather diffcult, except in several special cases.
So the author tried to make some contribution on the same subject, in order to serve the statistical correlation analysis in the meteorological field. He added several application examples in this paper, to be of use to actual research workers in weather analysis and climatological analysis. then p(X, Y) can be expressed by And this formula (1. 6) can be used to verify actually the relation between the daily rainfall amount and the low-level Jet later on. In general, we have the next relations as the values of p and q to maximize p(X, Y) in (1. 4) under the condition that conditional means and variances pi, tto, (1.12 and a02 are given :
Correlation
As was already pointed out by OLKIN, I. and TATE, R.F. (1954, 1960) , we have the following theorem by using Cramer-Rao's formula, even when fx(y) is not always equal to the p.d.f. of normal distribution :
[Theorem 1]
In the case of a sufficiently large sample size n (n>>0), a sample estimate of the correlation coefficient r(x, y) is asymptotically followed by normal distribution as is well known in the usual statistical expression :
(where the mark-shows " asymptotical following" and the expression N(p, V) shows normal distribution with mean value p and variance V (r; p, p, n)).
The formula is evidently attainable.
Moreover, OLKIN, I. (1954) suggested that this asymptotic property can be also satisfied for any multi-variate continuous variable Y, so this theorem is adequately useful in an actual large sample test of sample correlation.
In the case when the k-variate continuous stochastic vector Y is to be considered, the squared correlation coefficient between X and Y can be formally expressed by OLKIN, I. and TATTES, R.F. as follows : where pm and pm are conditional mean vectors under the conditions X=0 and X=1 respectively, and E is the common variance matrix of Y to the case when X=0 and X=1.
And a sample estimate of correlation coefficient can be asymptotically tested by using the above theorem 1. Therefore, the author computed numerically the values of asymptotic variances V (r: p, p, n) and their square-roots in the case of (0.1)1.0, p=R= -1. 0 (0. 1) 1. 0 and n=10 (2) 30 (5) 50 (10) 100 (20) 200 (50) 500 (100) Strictly speaking, the range of n between 10 and 30 cannot be considered as the large sample, and then sample correlation must be exactly tested by the superposed non-central t-distribution containning the non-centrality parameter p 1/n0(n-no)/nPq(1--,02) with the degree of freedom n-2, where no=such a number that X is equal to 0 in a sample of size n, as was already pointed out by OLKIN, I. and TATE, R.F..
In drafting a diagram to serve the large sample test of correlation, the author adopted the range of 0.1-0.5 for p and the range of 0.0-1.0 p respectively, since, needless to say, the equalities hold.
Such an essential diagram is shown in Fig. 1 .
Formulations
of bi-variate and multi-variate binomial distributions AITKEN, A.C. and GONIN, H.T. (1935) derived a factorial moment generating function from a certain kind of hi-variate binomial distribution, and KRISHNAMOORTHY, A.S. (1951) studied the mathematical expression of a factorial moment in multi-variate binomial distribution.
However, their studies are not yet adequate to obtain the explicit expression of correlation coefficient in such a discrete distribution form, so the author tried to perform a certain formulation in the next approach : where Var (X,./X7) is already shown in (2. 8). Conditional moment E(X;XklXi=xi) is the linear form of xi -p" but conditional mean value E(XfriXi=x" XJ.--,x;) is generally the non-linear form of Xi and X, unless the equlity pii=piii=0 is satisfied.
(iii) S-variate binomial distribution form Let Xi (i=1, 2, ......, s) be discrete variables specified by
then we can derive the next s-variate binomial distribution from mathematical inductive consideration :
Conditional mean value, variance and covariance and partial correlation coefficient are obtainable as same as in the case (ii) referred to above. and this statistic r is apparently moment estimate of p, a consistent statistic for p and is evidently equal to the so-called " coefficient of association " often used in qualitative analysis of attributes.
In order to do a large sample test of r, asymptotic variance of r must be gained in cases when the sample size n is sufficiently large, and then the next theorem is quite suggestive for this purpose.
[ To do a large sample test of correlation coefficient, the approximate substitutions will be permissible.
Numerical computations of (3.3) were carried out by using IBM 7040 for the case of P1-0.1(0.1)1.0, = -1 .0 (0.1)1.0 and n=10 (5)50 (10)100 (20) 200 (50) 500 (100) 1000, and several diagrams are prepared in Fig. 2 , to be used in the graphical test of correlation coefficient. Fig. 2 shows the value of D (r) (standard deviation of r). Contour lines in Fig. 2 are drawn for the case when the number n is equal to 10, so the correction term C. A/10/n must be added for the other values of n except 10, as is supplemented by putting N for n in Fig. 2 . The correction based on the higher order terms A=0 (n-') and B (n--!) must be more or less taken into account in actual testing by the form (D (r)) A+ B I2D (r) .
Joint probabilities and their special utilizations in bi-variate binomial distribution
Each actual joint probability can be easily written by an explicit expression of bi-variate binomial distribution as follows : and the possible value of p is never free from the two values of p, and p2, but dependent on them to some extent, since it is always positive for the values of p1 =p =O. 95 for example.
Moreover, if the equalities p1..--p2.p hold, then we have (4. 2) X2----1) =P(1, 1) =P(P±P-0).
And this value of probability is often used to estimate the joint occurrence probability of the two correlated extremes, as is shown in the next section.
Similarly, the formal expressions of joint probabilities and their special utilizations are easily obtainable in the three-variate and in the S-variate binomial distributions, but they are omitted in this paper.
Application
examples of the theoretical results obtained above
(i) Correlation coefficient between the low-level Jet and the other continuou6 variables
If we consider a variable X as a discrete variable equal to 1 or 0 corresponding to cases when the low-level Jet is seen or not in the lower atmosphere (range between the earthsurface and 3.5 km height) respectively, then the continuous variables Y, 2,• • 8) can be taken as follows in the summer season of Japan.
Yi=Daily maximum rainfall amount in the northrn part of Fukui-Prefecture. Y2=The same data as Y1 in the southern part of Fukui-Prefecture. Y3: Showalter's stability index (S.S.I.)
Y3=Mean value of stability index in Akita, Yonago and Wajima, Y4: Convectional stability (C.S.)
Y4=Mean value equivalent potential temperature gradient from 850 mb height tc 500 mb height in Akita, Yonago and Wajima (Y4 is usually obtained as (-aociap) Mean values and variances of these continuous variables are summarized in Table 2 .
Consequently, the correlation coefficients between the low-level Jet X and rainfall amounts (Y1, Y2) can be given by, and the former correlation 75(X, Y1) is significant, contrary to the latter unsignificant correlation 75(X,Y2), judging from the value of asymptotic standard deviation S.D.
(X, r).0.10(i=1, 2). The similar computation results of P(X, Y1) (i.3, 4, ...... 8) are summarized in Table 3 . Moreover, the sample correlation coefficient between X and Y= (Y1, Y2, ......, Y8) and its asymptotic standard deviation are given as is shown in the following procedure. Finally, the actual frequency distributions of Y1 and Y2 are obtained and considered almost as Gamma distribution type, as is shown in Fig. 3 . The maximum likelihood estimates of parameters vi and I3 (i,1, 2) are obtained by the ordinary statistical approach as follows : Then, We can derive the following two values of correlation coefficients from the formula (1. 6).
These values are almost equal to their corresponding values given already in Table 3. 26E.
SuzukiVol. XVII No. 1 (ii) Correlation coefficient of the low-level Jet between Wajirna and Yonago
Since Yonago and Wajima are located near to each other, the coexistent tendency of the low-level Jet will probably be seen in summer for these two observation points. Therefore, the following prescription of the two discrete variables will be possible in this case, to have an explanatory example of bi-variate binomial distribution : X1: Variable being equal to 1 or 0 corresponding to the existence or non-existence of the low-level Jet at Wajima. : The similar variable to X1 at Yonago.
Thanks to the kind cooperation of I. MAEDA, the summarized result of contingency relation between X, and X2 can be given by At any rate, this sample correlation coefficient is barely significant, because the correction term 4 (D (r)) is equal to 0. 05. The slight coexistent tendency can be seen between Wajima and Yonago once at least.
(iii)
Appearing tendency of heavy rainfall related to the low-level Jets observed at Wajima and Yonago
The following three variables are artificially used to show the temporal application examples of bi-variate and three-variate binomial distributions : X1 and X2: Both discrete variables X1 and X2 are the same as mentioned in the former case (ii). X3: Conventional discrete variable to show the rainfall type. X3 is equal to 1 or 0 corresponding to heavy or no heavy rainfall pattern in the Hokuriku district.
For the summer season of the Hokuriku district during the recent five years 1966Correlation Anrlysis Containing Discrete Variables27 (1955) (1956) (1957) (1958) (1959) , we have the summarized contingency tables showing the various relations between these three discrete variables as is shown by Table 5 .
Firstly, the sample correlation coefficients can be easily computed from Table 5 as follows : After all, the value of (X3, X2=1) is the largest among these partial correlations and the rainfall type is apt to be more influenced by the low-level Jet of Wajima than that of Yonago.
Lastly, the four joint probabilities computed by (4. 1) are as follows :
(iv) Simultaneous occurrence possibility of two extreme values As a hypothetical example, let us consider a case such that the extremely heavy rainfall situation exceeding a critical value causes riverflood in the lower part of a certain river if it simultaneously occurs in the upper and the lower reaches of this river.
Let p1 and p2 be the occurrence probabilities of these two phenomena respectively, then the flood possibility can be appraised easily by the value of p1p2+pp1g1P2q2, where p is the correlation coefficient between these two phenomena.
When the equalities and pt are assumed, probability of river-flood will be 0.055 by using the formula (4. 2).
Concluding remarks
Correlation analysis procedures are studied in case when one or more discrete variables are taken into consideration with their exlanatory examples in this paper, and they are found to be often useful in certain meteorological problems.
An explicit expression of probability distribution is firstly given in case when several discrete variables are contained and correlated with each other, and diagrams are prepared to be used in a large sample test of the correlation coefficient in this distribution.
And then, the actual dependency being shown by the summarized contingency table can be numerically measured by using the author's procedure once at least.
Some of the statistical techniques stated in this paper are rather primitive and not always adequately exact on account of their approximate ann asymptotic treatments.
However, actual applications to meteorological problems will be possible even when such theoretical improvements
are not yet completely achieved.
Maximum likelihood estimates of parameters contained in bi-variate ann multivariate binomial distributions and their variances are not analytically expressed in this paper, since they are almost unattainable by the ordinary approach so far as the distribution types defined by the author are concerned, even if numerical solutions can be derived from Newton's iterative procedure to have a solution of simultaneous transcendental equation.
