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ABSTRACT 
Capture-Recapture method is widely used to estimate population size. Pe-
tersen estimate and Chapman estimate are frequently used by people to estimate 
population size. Petersen estimate is a biased maximum likelihood estimate. 
Chapman estimate is the modification of Petersen estimate, and it is almost un-
biased. Besides, people are interested to find the confidence interval of population 
size. In recent years, the methods to find confidence interval for population size 
have been introduced by statisticians. In my thesis, a two-sample mark-recapture 
model is under studied. We use Petersen and Chapman estimates to estimate 
population size. Then the double bootstrap method introduced by Buckland 
and Garthwaite using the stochastic approximation is used to find the confidence 
interval of population size. We consider three approaches of this method to 
search for the confidence interval. Finally, the performance and coverage of 
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Capture-recapture method is widely used to estimate population size. In a 
two-sample marked-recapture model, a sample of individuals is captured, marked 
and released; then, under a number of assumptions reviewed in detail by Seber 
(1982, 1986), the relative number of marked individuals in a second sample in-
dicates population size. Petersen (1896) developes an estimator Np to estimate 
/N 
population size TV, Chapman (1951) proves that Np is the maximum likelihood 
estimator (MLE), but it is biased. So nearly unbiased estimators have been 
developed by Bailey (1951,1952) and Chapman (1951). 
Jensen (1989) obtains confidence intervals for both Bailey's and Chapman's 
nearly unbiased estimators; Yip (1993) demonstrates the flexibility and simplicity 
when modeling a capture-recapture experiment via mart ingle estimating func-
tions; Lloyd (1995) finds the accurate confidence interval from recapture exper-
iments. Seber (1982) recommends reliance on the asymptotic normality of the 
1 
MLE of N to obtain confidence interval. But this approach has been criticized 
by Garthwaite and Buckland (1990), they observe that the lower bound r on N 
is frequently violated. Therefore, Buckland and Garthwaite (1991) use (double) 
bootstrap methods with stochastic approximation to provide confidence intervals 
for the estimate in mark-recapture model. 
Buckland and Garthwaite (1991) compare the 95% confidence interval con-
structed by asymptotic approximations and bootstrap methods. And they find 
that confidence intervals obtained by bootstrap methods can be more accurate 
than those found analytically, using asymptotic approximations. 
In my thesis, Petersen estimate and Chapman estimate are used to estimate 
population size in a two-sample mark-recapture model. And the double bootstrap 
method defined by Buckland and Garthwaite (1991) is under studied. This 
double bootstrap method has been fully described by Garthwaite and Buckland 
(1992). They suggest using bootstrap percentile method to find the starting 
values of both lower and upper limits, then a Robbiris-Monro process is used to 
search for the updated limit. After a predetermined number of step for searching, 
the final updated limits are taken as the confidence interval. According to their 
procedure, we consider three approaclies to compute the updated limit in cach 
step of search. 
Ill Chapter 2, Petersen estimate and Cliapinaii estimate are introduced to es-
timate the population size in a two-sample mark-recapture model. Then, boot-
2 
strap percentile method and double bootstrap method are introduced to obtain 
the confidence interval for the estimate of population size. In Chapter 3, the em-
pirical results of Petersen's confidence interval and Chapman's confidence interval 
obtained by three approaches of double bootstrap method are given. In Chapter 
4, a simulation study is carried out to examine and compare the performance and 
coverage of Petersen's and Chapman's confidence intervals constructed by these 




In this chapter, we first introduce the idea of Capture-Recapture model and 
then Petersen estimate and Chapman estimate are used to obtain the estimate of 
population size. After that, bootstrap percentile method and double bootstrap 
method are introduced to obtain the confidence interval for both Petersen and 
Chapman estimates. 
2.1 Capture-Recapture model 
Capture-Recapture is one of the methods to obtain numerical estimates for 
the basic parameters, such as population size of an animal in the wild. The idea 
is to sample some individuals in the population, marked them before releasing 
them to the population, after some time for the marked individuals to mix with 
the population, we resample again in the population. Then the records of re-
captured marks provide a set of statistics, from which information on population 
parameters can be deduced. 
4 
In my thesis, a two-sample mark-recapture with closed population of unknown 
size N is under studied. That is, we consider a population that no birth, death, 
immigration and emigration will occur within the observation time. 
Next, Petersen estimate and Chapman estimate will be introduced to obtain 
the estimate of population size N. 
2.1.1 Petersen Estimate 
The "Petersen method" for estimating population size N according to Se-
ber (1982) is as follows. First, we draw a sample of rii individuals from the 
population, then marked them and returned them to the population, after some 
time for the marked individuals to mix together with the population, we draw 
another sample of n) individuals from the population, and see how many marked 
individuals have been found, says m. Assume that the proportion of marked 
individuals should be the same in the second sample as in the population, that is 
m/n2 = rii/N. Then this leads to the Petersen estimate (Petersen 1896; Lincoln 
1930), 
m 
For this estimate N^ to be a suitable estimate of N, Seber (1982) decides the 
following assumptions: 
(a) The population is closed, so that N is constant. 
(b) All individuals have the same probability of being caught in the first sample. 
5 
(c) Marking does not affect the catchability of an individual. 
(d) The second sample is a simple random sample. 
(e) Individuals do not lose their marks in the time between the two samples. 
(f) All marks are reported on recovery in the second sample. 
When the above assumptions are satisfied, the conditional distribution of m 
is hypergeometric, given ni, n] 
/ \ / \ 
Til N — Til 
\ m y、？22 — m y 
/(m|ni,n2) 二 • 
N 
Chapman (1951) proves that the Petersen estimate flp is the maximum like-
lihood estimator (MLE) of population size N. Lindsay and Roeder (1987) also 
八 
prove that Np is the MLE of N. They use some analogs of the score function 
(the derivative of the log-likelihood with respect to the parameter), where they 
call the difference score to prove that in the hyper geometric density above, the 
Petersen estimate Np = 71:712!m is the MLE of N. 
They let L(N) 二 /(m|rzi’ n2) be the likelihood function. And the fundamental 
functions in the likelihood analysis are the ratio function R{N) 二 /^ (TV — 1)/L(7V) 
6 
and the difference score function in N, says U[N), and they define U(TV) to bo 
L{N)-L{N - I ) 
U{N) = 二 1 — RiN). 
_ 




with fiN == tiiUq/N and cjv 二 —[N — ni){N — 112)丨N. 
They state that any integer parameter model in which the difference score 
U{N) has the above form , will be said to have a linear difference score. 
And the difference score mimics in the integer parameter setting the role 
of the usual score function in a continuous parameter model. Consider the 
problem of finding the maximum likelihood estimator (MLE). If U{N) > 0, then 
L{N - 1) < L{N)- if U{N) < 0, then L[N - 1) > L{N). 
It follows that if the difference score U{N) has a single sign change on the 
integers, going from positive to negative, then the maximum likelihood estimator 
of N is the largest N for which U(N) is positive. More useful is the observation 
that if U{N) has a natural continuous extension to noninteger values of TV, and 
we can solve 
U{N) = 0 for N is real, 
with U{N) > 0 for N < N and U{N) < 0 for N > N, then the integer parameter 
7 
MLE is the integer part of N . In the hypergeometric example they obtain 
N 二 nin2/m and the MLE is the corresponding integer part. So, the integer 
A 
part of Petersen estimate Np 二 ^ ^ is the MLE of population size N. 
2.1.2 Chapman Estimate 
The Chapman estimate is the modification of Petersen estimate. Chapman 
/S 
(1951) fully discusses the properties of Petersen estimate Np. He shows that 
although Np is a best asymptotically normal estimate of population size N as 
TV 4 oo, it is biased, and the bias can be large for small samples. Its behaviour 
in small samples may be less satisfactory, because of the non-zero probability that 
none of any marked individuals is drawn in the second sample, i.e. P{m = 0) 0, 
so it has infinity bias in small samples. Therefore, Chapman proposes another 
estimate, the Chapman estimate Nc, 
Nc = -( ^ 1-
(m + 1) 
This Chapman estimate can solve the problem for finding the estimate of 
population size N when none of any marked individuals is drawn in the second 
sample. Besides, this modified estimate is exact unbiased if ni + n2 > N^ while 
if ni + 712 < N, Robson and Regier (1964) show that to reasonable degree of 
approximation, 
E[Nc\ni,n2] = N - Nb, 
where b = exp{—{ni + + l)/N}. They recommend that for n^n)丨N > 4, 
the bias h is less than 0.02, which can be negligible. 
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Besides, Chapman (1951) shows that his estimate iV,, not only has a sinallor 
expected mean square error than Petersen estimate Np, but it also appears close 
to being a minimum variance unbiased estimate (MVUE) over the range of para-
meter values for which it is almost unbiased. 
Since Petersen estimate is the maximum likelihood estimate (MLE) and Chap-
man estimate is almost the minimum variance unbiased estimate (MVUE), we 
use these two to be the estimate of population size N in our following analysis. 
After we find the possible estimate of population size N, we want to construct 
the confidence interval for the estimate of N. Next, the bootstrap percentile 
method and double bootstrap method are introduced to construct the confidence 
interval for the estimate of population size N. 
2.2 The Bootstrap Method 
The essence idea of bootstrapping is in the absence of any other knowledge 
about a population, the distribution of values found in a random sample of size n 
from the population is the best guide to the distribution in the population. That 
is, we use the n observed values drawn by random sampling with replacement in 
the population to model the unknown real population. Besides, one of the main 
themes on bootstrap method is the development of methods to construct valid 
confidence interval for population parameters. 
The general idea of bootstrap method can be summarized as follows. Sup-
9 
pose an unknown probability model P which has given the observed data x 二 
(xi , X 2 , . . . , Xn) by random sampling. Let 0 = s{x.) be the statistics of inter-
est from X, and we want to estimate the model P with data x. Let x* = 
{xl , x l , . . . , X*) be a bootstrap data set generated from the estimated probability 
model P. And from x* we calculate the bootstrap replications of the statistics 
A A 
of interest, 6* = .s(x*). Then 6* is the bootstrap estimator of the distribution 
of 0. Using the diagram, Efron and Tibshirani (1993) summarize this process as 
follows: 
P ^ � X P ^ 、 X* 
\ Q = 5(X) Z \ � * = ,S(X*) Z 
2.2.1 The Bootstrap Percentile Method 
The idea of bootstrap percentile method according to Efroii and Tibshirani 
(1993) c;aii be siiiiiiiiarized as follows. 
Suppose P is the estimated probability iiioclol. A bootstrap data sot x* 
A A 
is g(�m�i,at.(�(l acroiding to P — x*, and bootstrap i.rplirations 二 ^(x*) a.i,(� 
、 广 
foiiiputed. L(�t G he th(�ciiiiiulativo distrihutioii function of 0*. T l i (�1 — 2rv 
bootstrap p(Ta�ntik�iiitrrval is (k�fin(�(l by tl i (�n and 1 - n p(T(.(�ntil(�s of G: 
, o 二 [ G - 1 ( 。 ） ， C V - ( 2 . 2 . 1 ) 
Since by defiiiition = 一(…is the 100 • affi i)fT(.(�iitil(�of tlio l)oot‘sti�叩 
10 
distribution, so we can write the percentile interval as 
,々 %，up] 二 [炉⑷,伊 ( 1 -叫. (2.2.2) 
These two equations refer to the ideal bootstrap situation in which the number 
of bootstrap replications is infinite. In practice, we must use some finite number 
B of replications. To proceed, we generate B independent bootstrap data sets 
A J 
x * i ’ x * 2 ， . . . a n d compute the bootstrap replications (9*(6) = s(x*办)，b 二 
A 
1 , 2 , . . . , jB. After that, we order all the bootstrap replications from the 
smallest to the largest. 
Then, the 100 • ath empirical percentile of 0*{b), says is the B . ath value 
in the ordered list of the B replications of 0*. And the 100 • (1 — a)th empirical 
percentile of says 绍 [ … i s the B . (1 — a)th value in the ordered list of the 
B replications of §*. 
That is, the approximate 1 — 2a percentile interval is 
3 1 �r / T � 
.b%’lo，^%,up\ � ， . . 
This bootstrap percentile method is used to obtain the starting values of both 
lower and upper limits for the search of confidence interval in the double bootstrap 
method. 
Next, the double bootstrap method introduced by Buckland and Garthwaite 
(1991) is introduced. 
11 
2.3 The Double Bootstrap Method 
The double bootstrap method introduced by Buckland and Garthwaite (1991) 
which uses the Robbins-Monro procedure to maximize the efficiency of the search 
for confidence interval. So, first the Robbins-Monro method will be given. 
2.3.1 The Robbins-Monro Method 
The basic stochastic approximation algorithm introduced by Robbins-Monro in 
the early 1950s have been by subject of an enormous literature, both theoretical 
and applied. This is due to the large number of applications and the interesting 
theoretical issues in the analysis of "dynamically defined" stochastic processes. 
Robbins and Monro (1951) introduce the subject of stochastic approxima-
tion on the problem of finding the root of a regression function by successive 
approximations. They consider the following regression model 
Vi 二 M{xi) + Q = 1,2,...), 
where yi denotes the response at the design level Xi, M is an unknown regression 
function, and Ci represents unobservable noise (error). 
In the deterministic case (where e 厂 0 for all z), Newton's method for finding 
the root ^ of a smooth function M is a sequential scheme defined by the recursion 
= (2.3.1) 
12 
When errors ci are present, using the Newton's method (2.3.1) entails that 
_ -^(^n) n^ /ry ‘_) 
工、n+1 = ^n 7777 r r- [z.o.zj 
Therefore, if Xn should converge to 0 (so that M{xn) -> 0 and M'{xn)— 
M'{0)), then (2.3.2) implies that — 0, which is not possible for typical models 
of random noise. 
To dampen the effect of the errors q，Robbins and Monro (1951) replaced 
1/M'{xn) in (2.3.1) by constants that converge to 0. Specifically, assuming that 
M{0) 二 0, inf M{x) > 0 and sup M{x) < 0, 
e<x-9<l/€ e<e-x<l/e 
for all 0 < e < 1, the Robbins-Monro scheme is defined by the recursion 
Xn+i anVn (工1 = initial guess of 0), 
where a^ are positive constants such that 
oo oo 
n=l n=l 
2.3.2 Confidence Interval generated by the Robbins-Monro 
Method 
Garthwaite and Buckland (1992) fully describe the procedure of double boot-
strap method. They use Monte Carlo simulation methods to determine a confi-
dence interval for an unknown scalar parameter, says N. They suppose that we 
13 
八 
have sample data m and a point estimator TV of iV that has the observed value 
N{m). They suppose that the sample data can be simulated if the value of N 
were known. In the Monte Carlo methods considered by them, N is set equal 
to some value, says Xi, and a data set of form similar to m is simulated. Then, 
from the resample, a point estimate of TV, says Ni is determined. The process is 
A A 
repeated for values X2, . . . , (where n is large), giving estimates N2,..., Nn- A 
confidence interval for N is then estimated from these estimates and the values 
of the Xi and N{m). 
Their procedure applied to a two-sample mark-recapture model is as follows. 
We first draw a sample of rii individuals from the population, then marked them 
and returned them to the population. After some time, we draw another sample 
712 from the population, and the number of marked individuals, says m give 
A 
information to find the point estimator of population size, says N{m). In my 
A A 
thesis, Petersen estimate Np and Chapman estimate N � a r e used to estimate the 
population size N. 
A 
After we find the estimate N{m), we need to find the starting points of lower 
and upper limits respectively to search for the confidence interval. Garthwaite and 
Buckland (1992) suggest using the percentile method to find the starting points 
of lower and upper limits. They find that for searching 100(1 — 2a)% confidence 
interval, it is satisfactory to generate (2 — a ) / a resamples with population size 
A 
N set equal to the estimate N{m). Then the second smallest and second largest 
resample estimates of N provide starting points in the searches for the lower 
14 
and upper limits respectively. And the Robbiiis-Monro process to search for 
confidence interval is as follows. 
Suppose that {Nl , Nu) is the central 100(1 — 2a)% confidence interval for 
N when data m has been observed. Then under some natural monotonicity 
conditions, if N is set equal to Nl and a resample is taken, the resulting estimate 
A 
N satisfies 
P{N > N{m)\N 二 Nl) 二 a. 
Similarly, for the upper limit Njj, 
P{N < N{m)\N = Nu} 二 a. 
Using the Robbins-Monro process, these relationships are used to search for 
lower limit Nl and upper limit Nu- Consider first the lower 100(1 - 2a)% limit 
Nl, and let Li be the current estimate of the limit after i steps of the search. A 
resample is generated with N set equal to Li, and the estimate of TV, Ni given by 
the resample is determined. Then the updated estimate of Nl, L^+i is given by 
( 
Ih + f , if N, < 7V(m), 
Li+i 二 (2.3.3) 
L � c平 , i f TV, > N(m). 
\ 
An independent search is carried out for the upper limit, Nu- If Ui is the 
estimate after i steps of this search, then the updated estimate is found as 
( 
lA — f , if N, > 7V(m), 
Ih+i = (2.3.4) 
^ U, + if Ni<N{m). 
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The procedure of searching lower and upper confidence limits is continued 
for replace N by the updated lower and upper limits respectively until a prede-
termined number of steps (z) is completed. And the last Li and Ui are taken 
as the estimate of the lower and upper confidence limits respectively. Besides, 
the constant c (which must be positive) in the above equations is called the step 
length constant. Garthwaite and Buckland (1992) prove that each step reduces 
the expected distance from Nl and Njj respectively. 
The value chosen for the step length constant c is proportional to the distance 
from the point estimate of TV, N{m), to the current estimate of the confidence 
limit begin sought, Li or Ui, i.e. at step i the method puts c 二 k�N{m�— Li} 
A  
in the search for the lower limit, or c = k{Ui — N{m)} for the upper limit. The 
optimal value of k depends on the distribution of the point estimator but does 
not vary dramatically across a wide variety of distributions. For example, for . 
a 二 0.025, k is in the range 7-14 for many distributions. 
Besides, the step number i in the above equations should be set equal to the 
smaller of 50 and 0.3(2 — q ) / q for beginning the Robbins-Monro searches. Since 
Garthwaite and Buckland (1992) state that this value of i will make the method 
works well. 
2.3.3 Three Different Approaches 
In the above double bootstrap method, we consider three different approaches 
at each step of search to find the lower and upper limits. From equation (2.3.3) 
16 
and (2.3.4), we observe that in each step of search, the difference caji or c( l — 
is some value with decimal places, so the updated estimate of both lower limit 
Li+i and upper limit are some noninteger values which will be used to 
generate a resample with N set equal to L 糾 or U…respectively. As our model 
is a two-sample mark-recapture model, where the number of marked individuals 
m drawn in the second sample is followed to the hypergeometric distribution, 
we know that population size N must be an integer for generation. Therefore, 
we have three approaches to convert the noninteger-updated limit to an integer 
value. And the three different methods which we consider are as follows. 
Method 1 ( M . l ) : 
The first method which we consider is to take the integral part of the updated 
limit Li+i or UiJ^i to replace population size N in the hypergeometric distribution 
to generate resample. , 
Method 2 (M.2): 
The second method which we consider is to round the updated limit L^+i or Ui+i 
to the nearest integer. 
Method 3 (M.3): 
The third method which we consider is at each step of search, the decimal part 
of the updated limit may be very important to search for the final confidence 
interval. So, in method 3, we keep the decimal part of updated limit at each step 
of search, but we still round it to the nearest integer when replacing population 
17 
size N in the hyper geometric distribution to generate resample. And at each 
step of search, we use the iioninteger value of the previous limit to compute the 
next updated limit. Then the information of the limit in each step of search will 
not be loss or add to search for the final confidence interval. Therefore, at each 
step of search, the decimal parts are added until the last step is done. And we 
round the limit to the nearest integer in the last step to get the final confidence 
interval. 
In my thesis, the above three methods are used when confidence interval is 




In this chapter, confidence intervals of Petersen and Chapman estimates 
constructed by three approaches of double bootstrap method are given, and the 
performance of them are examined and compared. 
3.1 Introduction 
Before we construct confidence interval, choices of sample size and population 
size are determined. Robson and Regier (1964) suggest some choices of sample 
size rii and n�for preliminary studies when population size N < 500. In our 
study, we choose the following combinations of sample size and population size 
suggested by them for analysis. They are: 
For N 二 100, we choose rii = 35, n] 二 30; 
For N 二 200, we choose rii 二 50, n] = 50; 
For N 二 300, we choose rii — 70, n) = 60; 
19 
For N 二 400, we choose rii 二 80, n�二 80; 
For N = 500, we choose rii — 90, n) = 90. 
Next, the 95% confidence intervals of both Petersen and Chapman estimates 
constructed by three different approaches of double bootstrap method are given. 
3.2 Double Bootstrap Method 
3.2.1 Petersen estimate 
To construct the double bootstrap confidence interval, we follow the method 
given by Garthwaite and Buckland (1992). To proceed, we divide our experiment 
into three steps. First, we use the hyper geometric distribution with population 
size N, Til marked individuals and we draw a sample of n) individuals from the 
population, then a number of marked individuals, says m is drawn from this 
hyper geometric model. Then we compute the estimate of population size N by 
the Petersen estimate, 
m 
Second, we replace N by Np in our hypergeometric model, and we use the 
percentile method to find the starting values of lower and upper limits. To con-
struct the 95% confidence interval, we generate B = SO random deviates from this 
hypergeometric distribution with population size Np, rii marked individuals and 
sample size then we compute 80 Petersen estimators. Next, we order all the 
/S A /S 
Petersen estimators from the smallest to the largest, i.e. A^p(i), …，^p(80)• 
20 
And the starting value of lower limit {Li) is the 2nd ordered value Np(2) and the 
A 
starting value of upper limit {Ui) is the 79th ordered value Np例 in the ordered 
list. 
Third, after finding the starting values of lower and upper limits respectively, 
we do 1000 steps to find the 95% (i.e a 二 0.025) confidence interval. And they 
are constructed by separate search. 
For finding the lower limit, we first replace population size N by the starting 
value of lower limit Li in the hyper geometric model. Then we generate a random 
deviate m, and compute the Petersen estimate And the updated estimate of 
lower limit L^+i is equal to, 
+ if TV, < TVp, 
Li+i 二 (3.2.1) 
Ih — if Nr > K 
\ 
Then we replace Li by L^+i and resample again until 1000 steps are done. 
And the last updated limit is then taken as the lower confidence limit. 
Similarly, for finding the upper limit, we replace population size N by the 
starting value of upper limit [/,； in the liypergeoinetric model. Then we generate 
a raiKloiii deviate m, and compute the Petersen estimate Ni. And the updated 
estimate of upper limit Ui^i is equal to, 
f 
U, - f , if iV. > A^, 
LVi 二 (3.2.2) 
�L h + ” ， i f A - < A p . 
21 
Also, we replace Ui by Ui+i and resample again until 1000 steps are done. 
And the last updated limit is then taken as the upper confidence limit. 
Finally, after 1000 steps are done to search for both limits separately, we can 
find the confidence interval for the estimate of population size N by the above 
double bootstrap method. 
In previous chapter, we state that the constant c in the above equations is 
called the step length constant. At step i, the method puts c = k{Np — Li} in 
the search for lower limit, and c = k{Ui — Np} in the search for upper limit. And 
the constant k is in the range 7-14 for many distributions as a 二 0.025 (i.e 95% 
confidence interval). And the step number i should be set equal to the smaller 
of 50 and 0.3(2 — a ) / a for beginning the searches. So, in the following analysis, 
we set z = 24 for beginning the searches. Besides, we examine the experiment 
at A; — 7 the smallest value, k = 10.5 the median and k = 14： the largest value to 
see that whether the larger the value of k is better or the smaller the value of k 
is better to achieve the shortest interval length. 
In the above double bootstrap method, we consider three approaches in each 
step of search to find the lower and upper limits. In previous chapter, we state 
that in each step of search, the difference ca/i or c(l — a)/i is some value with 
decimal places, so the updated estimates of both lower and upper limits are some 
noninteger values, which will be used to search for the next updated limit. But in 
hyper geometric distribution, all variables used must be an integer. So, we need 
22 
to input an integer value to generate random deviates. Therefore, we consider 
three different approaches to convert the updated limit to an integer. They are: 
M . l We take the integral part of the updated limit Ui+i or Li+i. 
M . 2 We round the updated limit Ui+i or L^+i to the nearest integer. 
M . 3 We keep the decimal part of the updated limit at each step of search, but 
still round it to the nearest integer when replace population size N in the 
hypergeometric distribution to generate random deviate. And at each step 
of search, we use the noninteger value of pervious limit to compute the next 
updated limit. Then the decimal parts are added until the last step is 
done. And we round the limit to the nearest integer in the last step. 
The empirical results of confidence interval for Petersen estimate constructed 
by these three methods when population size is equal to 100, 300 and 500 are 
shown from Table 3.1 to Table 3.3. 
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Table 3.1 ： The 95% Confidence Interval by using Double Bootstrap Method 
Petersen estimate (iV 二 100，m = 35, n2 = 30)： i 二 24，a 二 0.025 
Starting Limit 1000 iterations 
m Method k N lower upper 95% C.I. length 
7 105 75 175 (75，105) 3 0 
M.l 10.5 105 75 175 (75 , 105) 3 0 
14 105 75 175 (75 , 105) 3 0 
7 105 75 175 (75，175) 100 
10 M.2 10.5 105 75 175 (75 , 167) 92 
14 105 75 175 (75 , 160) 8 5 
7 105 75 175 (88 , 141) 53 
M.3 10.5 105 75 175 (88 , 131) 43 
14 105 75 175 (88 , 124) 36 
7 87 65 150 (65 , 100) 35 
M.l 10.5 87 65 150 (65 , 100) 3 5 
14 87 65 150 (65 , 100) 3 5 
7 87 66 150 (66 , 150) 84 
12 M.2 10.5 87 66 150 (66 , 145) 79 
14 87 66 150 (66 , 139) 7 3 
7 87 66 150 (77 , 120) 43 
M.3 10.5 87 66 150 (80，111) 31 
14 87 66 150 (82 , 105) 2 3 
7 75 55 116 (55，100) 4 5 
M.l 10.5 75 55 116 (55，100) 45 
14 75 55 116 (55 , 100) 4 5 
7 75 55 117 (55 ， 117) 62 
14 M.2 10.5 75 55 117 (55，117) 62 
14 75 55 117 (55，114) 59 
7 75 55 117 (65 , 101) 36 
M.3 10.5 75 55 117 (68 , 101) 33 
14 75 55 117 (70 , 101) 3 1 
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Table 3.2 ： The 95% Confidence Interval by using Double Bootstrap Method 
Petersen estimate {N = 300, m = 70, n2 = 60): i = 24, a = 0.025 
Starting Limit 1000 iterations 
m Method k N lower upper 95% C.I. length 
7 420 262 700 (265 , 420) 155 
M.l 10.5 420 262 700 (276 , 420) 144 
14 420 262 700 (286 , 420) 134 
7 420 263 700 (286 , 640) 354 
10 M.2 10.5 420 263 700 (287，605) 318 
14 420 263 700 (285 , 576) 291 
7 420 263 700 (295 , 566) 271 
M.3 10.5 420 263 700 (294 , 525) 231 
14 420 263 700 (295，496) 201 
7 323 221 600 (221 , 323) 102 
M.l 10.5 323 221 600 (223，323) 100 
14 323 221 600 (229，323) 94 
7 323 221 600 (229 , 542) 313 
13 M.2 10.5 323 221 600 (240 , 507) 267 
14 323 221 600 (249 , 478) 229 
7 323 221 600 (270 , 467) 197 
M.3 10.5 323 221 600 (285 , 427) 142 
14 323 221 600 (287，398) 111 
7 262 190 420 (190 , 330) 140 
M.l 10.5 262 190 420 (190 , 330) 140 
14 262 190 420 (191 , 330) 139 
7 262 191 420 (192 , 397) 205 
16 M.2 10.5 262 191 420 (200，381) 181 
14 262 191 420 (206 , 365) 159 
7 262 191 420 (226 , 345) 119 
M.3 10.5 262 191 420 (236，331) 95 
14 262 191 420 (244 , 331) 87 
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Table 3.3 ： The 95% Confidence Interval by using Double Bootstrap Method 
Petersen estimate {N = 500, m = n2 == 90): i 二 24, a = 0.025 
Starting Limit 1000 iterations 
m Method k N lower upper 95% C.I. length 
7 675 450 1012 (409 , 675) 266 
M.l 10.5 675 450 1012 (415 , 675) 260 
14 675 450 1012 (427 , 675) 248 
7 675 450 1013 (429 , 935) 506 
12 M.2 10.5 675 450 1013 (430 , 890) 460 
14 675 450 1013 (432，855) 423 
7 675 450 1013 (432 , 851) 419 
M.3 10.5 675 450 1013 (432 , 802) 370 
14 675 450 1013 (433 , 766) 333 
7 540 368 810 (373 , 540) 167 
M.l 10.5 540 368 810 (384 , 540) 156 
14 540 368 810 (398，540) 142 
7 540 368 810 (395 , 754) 359 
15 M.2 10.5 540 368 810 (414 , 720) 306 
14 540 368 810 (431 , 692) 261 
7 540 368 810 (451 , 680) 229 
M.3 10.5 540 368 810 (470 , 641) 171 
14 540 368 810 (470，613) 143 
7 450 324 623 (324 , 516) 192 
M.l 10.5 450 324 623 (331 , 516) 185 
14 450 324 623 (339 , 516) 177 
7 450 324 623 (339 , 596) 257 
14 M.2 10.5 450 324 623 (351 , 577) 226 
14 450 324 623 (364，560) 196 
7 450 324 623 (384 , 540) 156 
M.3 10.5 450 324 623 (403 , 517) 114 
14 450 324 623 (416，517) 101 
From Table 3.2 and Table 3.3, we observe that when population size is equal 
to 300 and 500, the interval lengths are decreased when k is increased for different 
methods (M.l, M.2 and M.3). We observe that when k is increased, both the 
lower and upper limits achieve better values, and shorter interval lengths are 
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observed. From Table 3.1, when population size is equal to 100, we observe that 
the interval lengths of M.l are all the same for different values of k. But for M.2 
and M.3, we observe that the interval lengths are decreased when k is increased. 
Moreover, we observe that the interval lengths of M.2 are longer than those of 
M.l and M.3 for different values of k and population sizes. M.2 seems to be 
the worst method. For comparison of M.l and M.3, we can't state that which 
method is better, since they achieve shorter interval length in different cases. So 
a simulation study will be given to examine which method is the best. 
Next, the 95% confidence interval for Chapman estimate constructed by dou-
ble bootstrap method will be given. 
3.2.2 Chapman estimate 
The procedure to construct double bootstrap confidence interval for Chapman 
estimate is the same as the procedure for Petersen estimate. We use the Chapman 
A A 
estimate Nc rather than the Petersen estimate Np to estimate population size N. 
The procedure is as follows. After we find the Chapman estimate Nci we generate 
B = SO random deviates from the hypergeometric distribution with population 
size Nc,几 1 marked individuals and sample size 722, and we use the percentile 
method to find the starting values of lower limit Li and upper limit Ui. Next, we 
use equation (3.2.1) and (3.2.2) to find the updated lower limit L^+i and updated 
upper limit Ui+i. Then after a thousand steps of search, the final confidence 
limits can be obtained. And the empirical results of confidence interval for 
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Chapman estimate constructed by three approaches of double bootstrap method 
when N is equal to 100, 300 and 500 are shown from Table 3.4 to Table 3.6. 
Table 3.4 : The 95% Confidence Interval by using Double Bootstrap Method 
Chapman estimate {N = 100，n： = 35，n2 = 30): i = 24, a 二 0.025 
Starting Limit 1000 iterations 
m Method k N lower upper 95% C.I. length 
7 100 68 185 (68 , 104) 36 
M.l 10.5 100 68 185 (68 , 104) 36 
14 100 68 185 (68 , 104) 36 
7 100 69 185 (69 , 181) 112 
10 M.2 10.5 100 69 185 (69 , 172) 103 
14 100 69 185 (69 , 164) 95 
7 100 69 185 (84 , 144) 60 
M.3 10.5 100 69 185 (88 , 132) 44 
14 100 69 185 (88，123) 35 
7 84 61 138 (61 , 100) 39 
M.l 10.5 84 61 138 (61 , 100) 39 
14 84 61 138 (61 , 100) 39 
7 84 61 139 (61 , 139) 78 
12 M.2 10.5 84 61 139 (61 , 136) 75 
14 84 61 139 (61 , 131) 70 
7 84 61 139 (73 , 113) 40 
M.3 10.5 84 61 139 (76 , 105) 29 
14 84 61 139 (79 , 101) 22 
7 73 54 100 (54 , 100) 46 
M.l 10.5 73 54 100 (54，100) 46 
14 73 54 100 (54 , 100) 46 
7 73 55 100 (55 , 108) 53 
14 M.2 10.5 73 55 100 (55 , 108) 52 
14 73 55 100 (55 , 107) 51 
7 73 55 100 (64，101) 37 
M.3 10.5 73 55 100 (66 , 101) 35 
14 73 55 100 (68 , 101) 33 
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Table 3.5 ： The 95% Confidence Interval by using Double Bootstrap Method 
Chapman estimate {N = 300, n! 二 70, n2 = 60): i = 24, a 二 0.025 
Starting Limit 1000 iterations 
m Method k N lower upper 95% C.I. length 
7 392 239 617 (241 , 415) 174 
M.l 10.5 392 239 617 (252 , 415) 163 
14 392 239 617 (262，415) 153 
7 392 240 618 (262 , 576) 314 
10 M.2 10.5 392 240 618 (278 , 549) 271 
14 392 240 618 (294 , 526) 232 
7 392 240 618 (295，510) 215 
M.3 10.5 392 240 618 (295 , 477) 182 
14 392 240 618 (295，454) 159 
7 308 215 480 (215 ， 311) 96 
M.l 10.5 308 215 480 (215 , 311) 96 
14 308 215 480 (221，311) 90 
7 308 216 480 (222 , 453) 231 
13 M.2 10.5 308 216 480 (232 , 434) 202 
14 308 216 480 (240 , 417) 177 
7 308 216 480 (260 , 397) 137 
M.3 10.5 308 216 480 (274 , 372) 98 
14 308 216 480 (283 , 354) 71 
7 253 179 392 (179，330) 1 5 1 
M.l 10.5 253 179 392 (179 , 330) 151 
14 253 179 392 (180 , 331) 151 
7 253 179 393 (180 , 375) 195 
16 M.2 10.5 253 179 393 (189 , 361) 172 
14 253 179 393 (196 , 346) 150 
7 253 179 393 (215 , 331) 116 
M.3 10.5 253 179 393 (226，331) 105 
14 253 179 393 (234 , 331) 97 
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Table 3.6 ： The 95% Confidence Interval by using Double Bootstrap Method 
Chapman estimate {N = 500, m = n2 = 90): i 二 24, a : 0.025 
Starting Limit 1000 iterations 
m Method k N lower upper 95% C.L length 
7 636 413 919 (425 , 664) 2 3 9 
M.l 10.5 636 413 919 (402 , 664) 262 
14 636 413 919 (409 , 664) 255 
7 636 413 919 (430 , 858) 428 
12 M.2 10.5 636 413 919 (430 , 823) 393 
14 636 413 919 (431 , 794) 3 6 3 
7 636 413 919 (431 , 783) 352 
M.3 10.5 636 413 919 (431 , 742) 311 
14 636 413 919 (432 , 712) 2 8 0 
7 516 359 751 (362 , 516) 154 
M.l 10.5 516 359 751 (372，516) 144 
14 516 359 751 (383 , 516) 1 3 3 
7 516 359 752 (382 , 708) 326 
15 M.2 10.5 516 359 752 (399 , 679) 280 
14 516 359 752 (415，654) 239 
7 516 359 752 (435 , 639) 204 
M.3 10.5 516 359 752 (458 , 605) 147 
14 516 359 752 (470，580) 110 
7 434 305 590 (305 , 516) 211 
M.l 10.5 434 305 590 (313 , 516) 203 
14 434 305 590 (320，517) 1 9 7 
7 434 306 591 (321 , 569) 248 
18 M.2 10.5 434 306 591 (335 , 552) 217 
14 434 306 591 (347 , 536) 189 
7 434 306 591 (368，517) 149 
M.3 10.5 434 306 591 (387 , 517) 130 
14 434 306 591 (400，517) 117 
From Table 3.4 to Table 3.6, we observe that for M.2 and M.3, when k is 
increased, both the lower and upper limits achieve better values from the starting 
values, and shorter interval lengths are observed. For M.l , we observe that the 
interval lengths haven't changed a lot for different values of k. Besides, we 
observe that the interval lengths of M.2 are longer than those of M.l and M.3 for 
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different values of k and population sizes. M.2 seems to be the worst method. 
For comparison of M. l and M.3, we can't state that which method is better, since 
they achieve shorter interval length in different cases. So a simulation study to 
examine which method is better will be given in next chapter. 
3.2.3 Comparison of Petersen and Chapman Estimates 
Since the result of Petersen's confidence interval and Chapman's confidence 
interval are similar when using the above double bootstrap methods. Next, the 
comparison of Petersen and Chapman estimates will be given. 
Table 3.7 : Comparison of Petersen's and Chapman's Confidence Interval by using 
Double Bootstrap Method 
case m Method k N 95% C.I. length 
7 105 (75 , 105) 30 
Petersen 10.5 105 (75 , 105) 30 
M.l 14 105 (75 , 105) 30 
7 100 (68 ， 104) 36 
Chapman 10.5 100 (68，104) 36 
14 100 (68 , 104) 36 
7 105 (75，175) 100 
N = 100 Petersen 10.5 105 (75 , 167) 92 
ni = 35, 712 = 30 10 M.2 14 105 (75 , 160) 85 
7 100 (69 ， 181) 112 
Chapman 10.5 100 (69 , 172) 103 
14 100 (69 , 164) 95 
7 105 (88 ， 141) 5 3 
Petersen 10.5 105 (88 , 131) 43 
M.3 14 105 (88，124) 36 
7 100 (84 , 144) 60 
Chapman 10.5 100 (88 , 132) 44 
14 100 (88 , 123) 35 
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Table 3.8 ： Comparison of Petersen's and Chapman's Confidence Interval by using 
Double Bootstrap Method 
case m Method k N 95% C.I. length 
7 323 (221 , 323) 102 
Petersen 10.5 323 (223 , 323) 100 
M.l 14 323 (229 , 323) 94 
7 308 (215 , 311) 96 
Chapman 10.5 308 (215，311) 96 
14 308 (221，311) 90 
7 323 (229 , 542) 313 
N 二 300 Petersen 10.5 323 (240 , 507) 267 
m = 70, 712 = 60 13 M.2 14 323 (249 , 478) 229 
7 308 (222，453) 231 
Chapman 10.5 308 (232，434) 202 
14 308 (240 , 417) 177 
7 323 (270 , 467) 197 
Petersen 10.5 323 (285 , 427) 142 
M.3 14 323 (287，398) 111 
7 308 (260 , 397) 137 
Chapman 10.5 308 (274 , 372) 98 
14 308 (283 ， 354) 71 
7 540 (373 ， 540) 167 
Petersen 10.5 540 (384，540) 156 
M.l 14 540 (398 , 540) 142 
7 516 (362，516) 154 
Chapman 10.5 516 (372 , 516) 144 
14 516 (383，516) 133 
7 540 (395 , 754) 359 
N = 500 Petersen 10.5 540 (414 , 720) 306 
ni = 90，712 = 90 15 M.2 14 540 (431 , 692) 261 
7 516 (382，708) 326 
Chapman 10.5 516 (399 , 679) 280 
14 516 (415 , 654) 239 
7 540 (451 ， 680) 229 
Petersen 10.5 540 (470，641) 171 
M.3 14 540 (470，613) 143 
7 516 (435，639) 204 
Chapman 10.5 516 (458 , 605) 147 
14 516 (470 , 580) 110 
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From Table 3.7 and Table 3.8, we observe that when N = 100, the iritorval 
length of Petersen estimate is shorter than Chapman estimate for different values 
of k when using M.l and M.2. But when using M.3, we observe that the interval 
length of Petersen estimate is shorter than Chapman estimate when k is small. 
As k is increased, the interval length of both Petersen and Chapman estimates 
are almost the same. However, when N 二 300 and N = 500, we observe that 
Chapman estimate achieves shorter interval lengths than Petersen estimate for 
three different methods and different values of k. Moreover, we observe that 
the differences of interval length between Petersen and Chapman estimates are 
decreased as the value of k is increased. So, a simulation study to examine which 
estimate will achieve shorter interval length will be given in next chapter. 
3.3 Conclusion 
For comparison of three double bootstrap methods (M.l, M.2 and M.3), we 
find that method 2 (M.2) is the worst one, the interval lengths of M.2 are the 
longest compare to method 1 (M.l) and method 3 (M.3) for both Petersen and 
Chapman estimates. But from the empirical result, we can't state that which 
method is better between M.l and M.3, since they achieve the shortest interval 
length in different population sizes and different values of k. 
Besides, we find that when k is increased, the interval lengths of M.2 and 
M.3 are decreased for both Petersen and Chapman estimates. But for M.l, we 
observe that the interval lengths haven't changed a lot when k is increased. 
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Moreover, when compare Petersen and Chapman estimates by using double 
bootstrap method, we observe that when population size is greater than 100, 
the interval lengths of Chapman estimate are shorter than Petersen estimate for 
different methods (M.l to M.3) and different values of k. When population 
size is equal to 100, we observe that Petersen estimate achieves shorter interval 
lengths than Chapman estimate when using M.l and M.2 for different values of 
k. But when using M.3, we observe that when k is small, Petersen estimate 
achieves a shorter interval length than Chapman estimate. When k is increased, 
the interval lengths of both estimates are almost the same. Furthermore, we find 
that the difference of interval length between Petersen and Chapman estimates 
is decreased when k is increased for different population sizes. 





In this chapter, a simulation study is carried out to examine and compare 
the performance and coverage of Petersen's and Chapman's confidence intervals 
using three double bootstrap methods. 
4.1 Introduction 
In our simulation study, we generate a sample size of 1000 observations. 
Therefore, we have 1000 sets of confidence intervals and interval lengths. And 
the mean and standard deviation of them are used to compare the performance 
of Petersen and Chapman estimates. 
Moreover, we also compare the coverage of both confidence intervals. Since 
we have 1000 sets of confidence intervals, then the percentage of coverage can be 
found by counting how many sets are consisting the original population size. 
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4.2 Simulation Results of Double Bootstrap 
method 
First, the performance and coverage of Petersen estimate using double boot-
strap methods (M.l , M.2 and M.3) are compared. In chapter 3，we observe 
that method 2 (M.2) seems to be the worst method. The interval lengths of 
M.2 are the longest for different values of k. For comparison of method 1 (M.l ) 
and method 3 (M.3), we observe that they achieve the shortest interval length 
in different cases. Besides, we observe that when k is increased, the interval 
lengths are decreased. So a simulation study to examine whether the larger 
or the smaller the value of k is better to achieve a shorter interval length and 
examine which method is the best is given. 
And the simulation results are shown in Table 4.1 and Table 4.2. 
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Table 4.3 ： Simulation results of Double Bootstrap Method 
(Petersen's estimate: k = 40) 
95% Confidence Interval 
case method k lower SD upper SD length SD coverage 
7 72.06 (12.43) 113.32 (26.84) 45.25 (17.46) 96.8% 
M.l 10.5 71.95 (12.64) 117.32 (26.84) 45.36 (17.59) 96.8% 
14 71.85 (13.08) 117.32 (26.84) 45.46 (17.75) 96.8% 
7 72.93 (12.98) 197.20 (94.78) 124.27 (84.37) 96.8% 
N = 100 M.2 10.5 73.28 (14.19) 186.94 (80.05) 113.66 (68.40) 96.8% 
14 74.13 (15.46) 179.48 (70.40) 105.35(57.56) 96.8% 
7 85.78 (16.45) 161.28 (76.81) 75.51 (64.05) 96.8% 
M.3 10.5 88.50 (17.47) 147.11 (61.68) 58.61 (48.63) 96.8% 
14 89.96 (17.94) 137.22 (50.75) 47.26 (37.87) 96.8% 
7 143.53 (27.64) 239.53 (63.56) 96.01 (42.90) 97.2% 
M.l 10.5 143.59 (29.01) 239.04 (58.57) 95.45 (36.54) 97.2% 
14 144.79 (31.28) 238.80 (56.79) 94.01 (33.35) 97.2% 
7 146.36 (31.22) 370.28 (148.71) 223.92 (121.94) 97.2% 
N 二 200 M.2 10.5 151.00 (34.47) 347.66 (127.48) 196.67 (97.74) 97.2% 
14 155.55 (36.09) 328.91 (111.48) 173.36(80.85) 97.2% 
7 170.35 (34.68) 316.27 (128.39) 145.92 (101.01) 97.2% 
M.3 10.5 175.86 (36.82) 290.36 (106.01) 114.50 (78.85) 97.2% 
14 179.18 (38.20) 272.31 (89.67) 93.13 (63.52) 97.2% 
7 214.66 (38.79) 357.42 (89.90) 142.77 (64.77) 98.5% 
M.l 10.5 216.57 (41.00) 356.80 (81.27) 140.23 (53.28) 98.5% 
14 220.51 (43.38) 356.50 (76.35) 139.99(47.49) 98.5% 
7 222.20 (43.80) 526.23 (183.10) 304.03 (146.19) 98.5% 
AT = 300 M.2 10.5 230.44 (45.63) 493.87 (156.39) 263.42 (118.49) 98.5% 
14 237.10 (46.68) 467.34 (136.99) 230.24(99.13) 98.5% 
7 253.06 (44.16) 461.37 (161.82) 208.31 (129.03) 98.5% 
M.3 10.5 260.88 (45.14) 426.11 (133.85) 165.23 (103.49) 98.5% 
14 265.63 (45.82) 401.83 (113.29) 136.21(85.86) 98.5% 
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Table 4.3 ： Simulation results of Double Bootstrap Method 
(Petersen's estimate: k = 40) 
95% Confidence Interval 
case method k lower SD upper SD length SD coverage 
7 290.12 (49.10) 466.32 (88.66) 176.20 (57.57) 99.3% 
M.l 10.5 294.74 (51.59) 466.04 (85.27) 171.30 (54.76) 99.3% 
14 301.03 (53.20) 465.90 (84.07) 164.87(54.75) 99.3% 
7 302.95 (53.85) 656.73 (188.14) 353.79 (142.59) 99.3% 
AT = 400 M.2 10.5 313.67 (55.06) 618.80 (163.73) 305.13 (118.36) 99.3% 
14 322.24 (55.99) 588.20 (145.41) 265.96(101.22) 99.3% 
7 338.48 (51.92) 586.11 (165.97) 247.63 (127.75) 99.3% 
M.3 10.5 348.54 (51.66) 546.11 (139.84) 197.57 (106.58) 99.3% 
14 354.68 (51.76) 518.61 (120.48) 163.93(91.96) 99.3% 
7 363.83 (63.74) 588.15 (115.18) 224.32 (75.12) 99.2% 
M.l 10.5 372.25 (66.68) 587.59 (111.85) 215.34 (72.19) 99.2% 
14 381.78 (69.15) 587.58 (111.62) 205.80(73.08) 99.2% 
7 381.98 (68.70) 825.30 (242.90) 443.32 (185.36) 99.2% 
N = 500 M.2 10.5 395.81 (70.55) 773.97 (210.67) 378.18 (153.75) 99.2% 
14 407.30 (71.76) 734.07 (186.65) 326.78(131.96) 99.2% 
7 422.93 (66.67) 744.44 (218.68) 321.51 (170.33) 99.2% 
M.3 10.5 436.14 (66.85) 691.87 (184.74) 255.73 (142.61) 99.2% 
14 444.27 (67.03) 655.84 (159.63) 211.58(123.63) 99.2% 
From Table 4.1 and Table 4.2, we find that the interval lengths of method 1 
(M.l) are almost the same or decreased slightly when k is increased. Similarly, the 
standard deviations of interval length are almost the same or decreased slightly 
when k is increased for M.l. But, for method 2 (M.2) and method 3 (M.3), we 
find that when k is increased, the interval lengths of both methods are decreased 
a lot, and also smaller standard deviations of interval lengths are found. 
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For the comparison of three different methods (M.l , M.2 and M.3), we find 
that M.2 is the worst method, the interval lengths of M.2 are the longest for 
different values of k and population sizes. Besides, we find that M.l seems to be 
the best method for Petersen estimate. The interval lengths of M.l are almost 
the shortest for different values of k. But we find that when k is large (i.e 
k 二 14), M.3 achieves shorter interval length than M.l when N = 200, 300, 400. 
And the differences of interval length between M.l and M.3 are decreased when 
k is increased. 
However, we find that the interval lengths of these three methods are longer 
than we expected when k is equal to 7, 10.5, 14. The coverages of confidence 
interval are also unexpected. So, we try to find a larger k to improve both the 
interval length and coverage. And we find that for k = 40, both interval lengths 
and coverage of three methods are improved. Moreover, for each population . 
size TV, we try two more combinations of sample sizes (ni and n]) to find the 
confidence interval. 
The simulation results of Petersen estimate when /c 二 40 are shown in Table 
4.3 and Table 4.4. 
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Table 4.3 ： Simulation results of Double Bootstrap Method 
(Petersen's estimate: k = 40) 
95% Confidence Interval 
case method lower SD upper SD length SD coverage 
N 二 100 M.l 78.92 (18.85) 120.95 (30.38) 42.03 (13.82) 94.5% 
m = 35, 712 = 30 M.2 86.70 (21.02) 137.58 (35.73) 50.89 (15.97) 94.0% 
M.3 96.50 (21.66) 120.36 (30.63) 23.86 (13.70) 94.0% 
N 二 100 M.l 70.63 (14.63) 106.75 (23.63) 36.12 (15.03) 94.7% 
m = 15, 712 = 55 M.2 80.09 (14.37) 125.79 (29.44) 45.70 (16.34) 94.5% 
M.3 89.94 (16.08) 107.70 (23.60) 17.76 (16.15) 94.5% 
TV = 100 M.l 75.36 (13.73) 110.81 (25.00) 35.45 (14.47) 96.5% 
m = 65, 712 二 10 M.2 82.68 (15.33) 131.18 (22.32) 48.50 (17.93) 96.3% 
M.3 93.03 (15.05) 111.48 (25.21) 18.45 (14.24) 96.3% 
N = 200 M.l 163.97 (43.93) 238.00 (58.14) 74.04 (25.07) 96.3% 
m = 50, 712 = 50 M.2 174.06 (44.88) 258.30 (64.76) 84.24 (28.69) 95.8% 
M.3 185.73 (42.97) 238.07 (56.27) 52.34 (28.06) 95.8% 
N = 200 M.l 162.10 (38.98) 235.41 (53.48) 73.32 (23.94) 95.4% 
ni = 25, 712 = 90 M.2 175.03 (40.49) 252.72 (56.84) 77.69 (22.69) 95.2% 
M.3 186.29 (37.30) 230.84 (47.89) 44.55 (23.18) 95.2% 
N = 200 M.l 160.84 (37.27) 235.13 (50.03) 74.29 (23.05) 96.8% 
m = 80, n2 = 30 M.2 172.36 (37.90) 252.03 (56.54) 79.67 (24.92) 96.2% 
M.3 184.98 (36.16) 235.81 (50.36) 50.83 (26.89) 96.2% 
N = 300 M.l 245.80 (55.51) 352.78 (72.85) 106.97 (35.73) 97.2% 
ni = 70, n2 = 60 M.2 252.67 (54.66) 371.02 (70.41) 118.35 (39.08) 96.5% 
M.3 276.72 (50.71) 350.07 (66.92) 73.35 (36.56) 96.5% 
N = 300 M.l 246.16 (55.41) 350.21 (68.71) 104.05 (32.86) 97.8% 
m = 45, n2 = 90 M.2 260.14 (54.98) 366.16 (73.18) 106.02 (32.61) 97.0% 
M.3 274.77 (51.83) 346.02 (66.34) 71.25 (35.21) 96.7% 
N = 300 M.l 248.06 (67.58) 350.66 (84.69) 102.60 (33.94) 96.3% 
m = 80, 712 = 50 M.2 263.26 (68.52) 370.90 (90.92) 107.64 (34.72) 96.2% 
M.3 276.95 (63.85) 351.07 (80.70) 74.12 (36.81) 96.2% 
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Table 4.3 ： Simulation results of Double Bootstrap Method 
(Petersen's estimate: k = 40) 
95% Confidence Interval 
case method lower SD upper SD length SD coverage 
N = 400 M.l 332.68 (60.91) 458.10 (78.06) 125.42 (47.22) 97.8% 
m = 80, 712 = 80 M.2 348.49 (58.99) 476.06 (78.80) 127.57 (42.01) 96.9% 
M.3 365.65 (56.64) 454.78 (73.33) 89.13 (46.99) 96.6% 
AT = 400 M.l 333.48 (68.23) 458.22 (80.50) 124.74 (43.64) 96.8% 
m = 100，712 = 60 M.2 351.30 (70.25) 485.84 (93.51) 134.54 (45.32) 96.3% 
M.3 369.43 (65.74) 452.81 (82.65) 85.38 (47.03) 95.9% 
iV 二 400 M.l 331.12 (68.31) 456.16 (81.65) 123.04 (43.87) 97.4% 
m = 65，712 = 95 M.2 349.28 (65.11) 476.94 (83.10) 127.66 (39.91) 96.7% 
M.3 365.93 (61.55) 456.25 (78.39) 90.32 (47.08) 96.3% 
TV = 500 M.l 422.72 (76.06) 576.65 (98.98) 153.93 (63.75) 98.4% 
m = 90, 712 = 90 M.2 439.51 (72.62) 596.68 (99.99) 157.17 (58.73) 97.5% 
M.3 457.20 (67.66) 550.30 (87.16) 93.10 (60.90) 96.9% 
N = 500 M.l 421.74 (76.62) 578.75 (101.88) 157.01 (63.01) 98.4% 
m = 100, 712 = 80 M.2 439.82 (75.09) 598.39 (103.84) 158.58 (59.54) 97.3% 
M.3 455.86 (71.41) 553.64 (94.06) 97.79 (61.14) 96.7% 
N = 500 M.l 442.65 (89.90) 570.40 (110.28) 147.75 (57.79) 98.2% 
m = 80，712 = 100 M.2 440.32 (88.99) 593.37 (113.89) 153.04 (54.04) 97.3% 
M.3 457.89 (85.13) 552.72 (110.37) 94.83 (61.79) 96.5% 
From the above tables, we find that when k 二 40，both interval lengths and 
coverages have a large improvement for three different methods. The interval 
lengths are shorter a lot compare to the previous result. Besides, the coverages 
of confidence interval are more acceptable. Moreover, we find that for k = 40, 
method 3 (M.3) is the best method. Both interval lengths and coverages of M.3 
are better than method 1 (AI.l) and method 2 (]\1.2). 
41 
Therefore, we suggest that when Petersen estimate is used to estimates popu-
lation size, we should better choose /c 二 40 and use method 3 to find confidence 
interval, then a shorter interval length and a better coverage can be achieved. 
Next, the simulation results of Chapman estimate when k = 7, 10.5 and 14 
are shown in Table 4.5 and Table 4.6. 
Table 4.5 : Simulation results of Double Bootstrap Method (Chapman's estimate) 
95% Confidence Interval 
case method k lower SD upper SD length SD coverage 
7 68.07 (9.69) 117.09 (26.77) 49.03 (19.88) 99.5% 
M.l 10.5 67.96 (9.74) 117.09 (26.77) 49.14 (20.21) 99.5% 
14 67.94 (9.91) 117.09 (26.78) 49.16 (20.26) 99.5% 
7 69.07 (9.99) 162.57 (49.68) 93.50 (41.65) 99.5% 
N = 100 M.2 10.5 69.24 (10.48) 158.25 (44.27) 89.02 (35.82) 99.5% 
14 69.98 (11.32) 153.08 (40.18) 83.11 (30.99) 99.5% 
7 82.10 (11.77) 136.10 (38.36) 54.01 (30.12) 99.5% 
M.3 10.5 84.78 (11.91) 128.32 (33.09) 43.54 (25.79) 99.5% 
14 86.62 (11.92) 123.25 (29.82) 36.64 (23.50) 99.5% 
7 135.13 (21.57) 238.53 (56.75) 103.40 (40.39) 99.0% 
M.l 10.5 135.45 (22.65) 238.53 (56.75) 103.08 (39.49) 99.0% 
14 136.44 (24.04) 238.55 (56.79) 102.11(38.58) 99.0% 
7 137.87 (24.71) 313.52 (94.02) 175.65 (72.66) 99.0% 
N = 200 M.2 10.5 142.42 (27.53) 300.33 (84.48) 157.91 (60.55) 99.0% 
� 14 147.45 (28.83) 289.30 (76.60) 141.85(52.04) 99.0% 
7 163.26 (27.04) 272.57 (78.49) 109.31 (57.70) 99.0% 
M.3 10.5 169.10 (27.62) 257.47 (67.86) 88.37 (48.81) 99.0% 
14 172.71 (28.02) 248.28 (61.45) 75.57 (44.27) 99.0% 
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Table 4.3 ： Simulation results of Double Bootstrap Method 
(Petersen's estimate: k = 40) 
95% Confidence Interval 
case method k lower SD upper SD length SD coverage 
7 203.56 (32.99) 355.20 (72.02) 151.64 (49.15) 99.5% 
M.l 10.5 205.64 (35.07) 355.22 (72.03) 149.58 (47.97) 99.5% 
14 209.60 (36.89) 355.32 (72.08) 145.72(47.86) 99.5% 
7 211.38 (37.83) 455.01 (117.28) 243.62 (84.39) 99.5% 
N = 300 M.2 10.5 219.99 (39.17) 435.21 (105.30) 215.22 (71.87) 99.5% 
14 226.98 (39.80) 418.33 (95.68) 191.35(62.90) 99.5% 
7 243.82 (37.14) 404.33 (98.96) 160.51 (71.19) 99.5% 
M.3 10.5 252.79 (36.81) 383.11 (85.84) 130.32 (62.82) 99.5% 
14 258.16 (36.29) 370.12 (77.73) 111.96(59.20) 99.5% 
7 276.13 (42.40) 463.19 (85.22) 187.06 (59.44) 99.9% 
M.l 10.5 281.32 (45.20) 462.95 (84.51) 181.63 (58.31) 99.9% 
14 288.16 (46.76) 463.05 (84.52) 174.89(59.00) 99.9% 
7 288.80 (47.35) 586.60 (137.06) 297.80 (97.67) 99.9% 
AT = 400 M.2 10.5 300.38 (48.38) 560.66 (121.97) 260.28 (82.31) 99.9% 
14 309.67 (48.67) 539.82 (110.49) 230.15(72.50) 99.9% 
7 326.98 (45.23) 529.57 (116.83) 202.59 (84.85) 99.9% 
M.3 10.5 338.55 (43.48) 502.75 (100.48) 164.20 (75.04) 99.9% 
14 345.64 (42.03) 485.94 (91.08) 140.30(71.54) 99.9% 
7 345.08 (54.80) 583.86 (112.19) 238.78 (79.07) 100.0% 
M.l 10.5 353.77 (56.82) 583.97 (112.21) 230.20 (80.42) 100.0% 
14 363.77 (58.39) 584.10 (112.25) 220.33(81.67) 100.0% 
7 363.49 (58.58) 733.88 (175.16) 370.40 (126.30) 100.0% 
N = 500 M.2 10.5 378.27 (59.30) 699.78 (155.92) 321.51 (108.19) 100.0% 
14 390.42 (59.00) 672.73 (141.39) 282.31(96.83) 100.0% 
7 407.40 (55.14) 668.43 (152.65) 261.02 (113.91) 100.0% 
M.3 10.5 422.32 (52.47) 634.34 (132.95) 212.02 (103.32) 100.0% 
14 431.46 (50.02) 612.88 (120.77) 181.42(99.22) 100.0% 
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From Table 4.5 and Table 4.6, we find that the results of Chapman estimate 
are similar to that of Petersen estimate. We find that when k is increased, the 
interval lengths of method 1 (M.l) are decreased slightly. However, for method 
2 (M.2) and method 3 (M.3), we observe that when k is increased, the interval 
lengths are decreased a lot and smaller standard deviations are observed. 
Besides, we find that method 2 (M.2) is the worst method, the interval lengths 
of M.2 are the longest for different values of k and population sizes. For compar-
ison of method 1 (M.l) and method 3 (M.3), we find that M.l achieves slightly 
shorter interval length than M.3 when /c = 7 for all population sizes. How-
ever, when k = 10.5 and k = 14, we find that the interval lengths of M.3 are 
shorter than M.l. And the differences of interval length between M.l and M.3 
are increased when k is increased. 
However, we find that both the interval length and coverage are iiiiexpected 
when k is equal to 7, 10.5 and 14. Therefore, we choose k = 40 to find the 
confidence interval. We want to examine that whether there is any iniproveinent 
in both interval length and coverage when k = 40. The siiiiulcitioii results of 
Cliapiiiaii estimate when k — 40 are shown in Table 4.7 and Table 4.8. 
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Table 4.3 ： Simulation results of Double Bootstrap Method 
(Petersen's estimate: k = 40) 
95% Confidence Interval 
case method lower SD upper SD length SD coverage 
N 二 100 M.l 73.60 (11.36) 118.93 (22.25) 45.34 (12.66) 98.4% 
ni = 35, 712 = 30 M.2 81.58 (12.08) 127.68 (21.75) 46.10 (11.09) 97.2% 
M.3 92.07 (11.86) 118.61 (21.79) 2 6 . 5 5 (14.82) 9 6 . 8 % 
N = 100 M.l 67.99 (13.43) 106.77 (23.62) 38.77 (14.22) 98.5% 
m = 15, 712 = 55 M.2 77.03 (13.97) 117.97 (27.13) 40.95 (14.48) 96.7% 
M.3 88.49 (16.37) 107.75 (23.65) 19.26 (16.41) 96.7% 
N = 100 M.l 73.57 (12.08) 111.60 (26.66) 38.04 (13.97) 98.4% 
ni=65，n2 = 10 M.2 81.19 (14.56) 123.24 (28.53) 42.05 (15.25) 97.4% 
M.3 93.15 (15.28) 112.50 (24.75) 19.36 (14.78) 96.8% 
N = 200 M.l 152.50 (30.71) 234.77 (50.74) 82.28 (28.91) 97.4% 
m = 50, n2 = 50 M.2 165.29 (31.66) 243.90 (50.78) 78.61 (27.36) 96.7% 
M.3 179.22 (30.84) 235.47 (50.44) 5 6 . 2 5 (32.80) 96.3% 
N = 200 M.l 153.19 (26.73) 229.06 (41.63) 75.88 (23.05) 97.8% 
m = 25, 712 = 90 M.2 165.09 (27.55) 236.98 (41.16) 71.90 (20.60) 97.2% 
M.3 179.37 (26.19) 228.64 (40.77) 4 9 . 2 7 (26.51) 96.8% 
N = 200 M.l 153.41 (26.51) 233.21 (45.34) 79.80 (35.21) 97.6% 
m = 80, 712 = 30 M.2 165.62 (27.35) 242.50 (43.11) 76.87 (22.87) 97.3% 
M.3 179.48 (25.45) 235.20 (42.80) 5 5 . 7 2 (29.25) 96.7% 
TV = 300 M.l 235.17 (40.38) 346.00 (56.06) 110.83 (35.25) 98.2% 
m = 70, n2 = 60 M.2 250.43 (39.90) 354.29 (55.01) 103.86 (32.13) 97.6% 
M.3 266.99 (36.49) 345.74 (54.81) 7 8 . 7 6 (39.68) 9 6 . 9 % 
N = 300 M.l 236.07 (42.21) 345.19 (60.48) 109.11 (34.84) 98.3% 
ni 二 45，712 = 90 M.2 251.24 (41.78) 354.40 (60.58) 103.16 (33.82) 97.5% 
M.3 268.01 (39.26) 345.92 (60.42) 77.92 (40.76) 96.8% 
N = 300 M.l 236.23 (47.83) 347.99 (71.35) 111.75 (37.58) 97.4% 
ni = 80, 712 二 50 M.2 251.65 (48.02) 357.59 (72.16) 105.94 (37.16) 96.9% 
M.3 268.21 (46.83) 349.48 (71.99) 81.27 (43.11) 96.7% 
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Table 4.3 ： Simulation results of Double Bootstrap Method 
(Petersen's estimate: k = 40) 
95% Confidence Interval 
case method lower SD upper SD length SD coverage 
iV 二 400 M.l 321.72 (45.48) 451.46 (62.29) 129.74 (48.34) 98.6% 
m = 80, 712 = 80 M.2 339.34 (44.14) 464.92 (62.20) 125.59 (43.30) 97.9% 
M.3 357.56 (38.05) 452.56 (62.16) 95.00 (53.75) 97.1% 
N = 400 M.l 320.72 (50.25) 457.56 (68.91) 136.84 (46.68) 98.4% 
m = 100, 712 = 60 M.2 338.31 (49.19) 469.09 (63.36) 130.78 (44.09) 97.6% 
M.3 356.56 (44.58) 448.88 (69.22) 92.31 (53.11) 97.1% 
N = 400 M.l 322.05 (51.47) 453.36 (71.19) 131.30 (45.44) 98.4% 
m = 65, 712 = 95 M.2 339.24 (49.97) 463.71 (68.89) 124.47 (41.25) 97.6% 
M.3 358.29 (45.86) 453.14 (69.47) 94.85 (51.29) 97.0% 
N = 500 M.l 407.35 (55.14) 566.86 (73.41) 159.51 (59.73) 99.0% 
m = 90, 712 = 90 M.2 426.44 (51.85) 580.40 (73.62) 153.96 (55.86) 98.3% 
M.3 446.60 (43.92) 548.73 (74.44) 102.12(68.29) 97.4% 
N = 500 M.l 407.32 (58.09) 569.43 (81.81) 162.11 (62.47) 98.7% 
ni = 100，712 = 80 M.2 426.26 (55.18) 581.86 (81.06) 155.61 (58.72) 98.0% 
M.3 445.84 (48.20) 550.42 (81.35) 104.59(70.22) 97.2% 
N = 500 M.l 408.61 (69.99) 569.41 (101.67) 160.79 (65.13) 98.4% 
ni = 80, 712 = 100 M.2 427.91 (68.73) 581.67 (100.46) 153.76 (60.29) 97.6% 
M.3 448.05 (64.96) 550.42 (101.37) 102.38(70.76) 97.1% 
From the above tables, we also find that when k = 40，both interval lerights 
and coverage of three different methods are improved. Wc find that a shorter 
interval length and a better coverage are observed. Mc)r(X)vor, we find that 
iiietliod 3 is the best method. Both the interval lengths and (.()v�i,ag(�of inetli(xl 
3 are better than method 1 and method 2. 
Therefore, we suggest that when Cliapiiian estimate is used to estimate pop-
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Illation size, we should better choose A: 二 40 and use method 3 to find confidence 
interval, then a shorter interval length and a better coverage can be achieved. 
Next, we would like to compare the performance and coverage of Petersen's 
and Chapman's confidence intervals when using double bootstrap method. And 
the results are shown in Table 4.9 and Table 4.10. 
Table 4.9 : Simulation results of double bootstrap method {k = 40) 
Petersen estimate Chapman estimate 
95% C.I. 95% C.I. 
case method length SD coverage length SD coverage 
N = 100 M.l 42.03 (13.82) 94.5% 45.34 (12.66) 98.4% 
ni = 35, 712 = 30 M.2 50.89 (15.97) 93.9% 46.10 (11.09) 97.2% 
M.3 23.86 (13.70) 93.9% 26.55 (14.82) 96.8% 
N = 100 M.l 36.12 (15.03) 94.7% 38.77 (14.22) 98.5% 
ni = 15, 712 = 55 M.2 45.70 (16.34) 94.5% 40.95 (14.48) 97.4% 
M.3 17.76 (16.15) 94.5% 19.26 (16.41) 96.7% 
N = 100 M.l 35.45 (14.47) 96.5% 38.04 (13.97) 98.4% 
ni = 65, 712 = 10 M.2 48.50 (17.93) 96.3% 42.05 (15.25) 97.4% 
M.3 18.45 (14.24) 96.3% 19.36 (14.78) 96.8% 
N = 200 M.l 74.04 (25.07) 96.3% 82.28 (28.91) 97.4% 
ni = 50, 712 = 50 M.2 84.24 (28.69) 95.8% 78.61 (27.36) 96.7% 
M.3 52.34 (28.06) 95.8% 56.25 (32.80) 96.3% 
N = 200 M.l 73.32 (23.94) 95.4% 75.88 (23.05) 97.8% 
ni 二 25, n2 = 90 M.2 77.69 (22.69) 95.2% 71.90 (20.60) 97.2% 
M.3 44.55 (23.18) 95.2% 49.27 (26.51) 96.8% 
N = 200 M.l 74.29 (23.05) 96.8% 79.80 (36.21) 97.6% 
ni = 80, n2 = 30 M.2 79.67 (24.92) 96.2% 7 6 . 8 7 (22.87) 96.7% 
M.3 50.83 (26.89) 96.2% 55.72 (29.25) 97.3% 
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Table 4.10 ： Simulation results of double bootstrap method {k 二 40) 
Petersen estimate Chapman estimate 
95% C.I. 95% C.I. 
case method length SD coverage length SD coverage 
N = 300 M.l 106.97 (35.73) 97.2% 110.83 (35.25) 98.2% 
ni = 70, 712 = 60 M.2 118.35 (39.08) 96.5% 103.86 (32.13) 97.6% 
M.3 73.35 (36.56) 96.5% 78.76 (39.68) 96.9% 
N = 300 M.l 104.05 (32.86) 97.8% 109.11 (34.84) 98.3% 
m = 45, 712 = 90 M.2 106.02 (32.61) 97.0% 103.16 (33.82) 97.5% 
M.3 71.25 (35.21) 96.7% 77.92 (40.76) 96.8% 
N = 300 M.l 102.60 (33.94) 96.3% 111.75 (37.58) 97.4% 
80, 712 = 50 M.2 107.64 (34.72) 96.2% 105.94 (37.16) 96.9% 
M.3 74.12 (36.81) 96.2% 81.27 (43.11) 96.7% 
N = 400 M.l 125.42 (47.22) 97.8% 129.74 (48.34) 98.6% 
m = 80, 712 二 80 M.2 127.57 (42.01) 96.9% 1 2 5 . 5 9 (43.30) 97.9% 
M.3 89.13 (46.99) 96.6% 95.00 (53.75) 97.1% 
AT = 400 M.l 124.74 (43.64) 96.8% 136.84 (46.68) 98.4% 
m = 100, 712 = 60 M.2 134.54 (45.32) 96.3% 130.78 (44.09) 97.6% 
M.3 85.38 (47.03) 95.9% 92.31 (53.11) 97.1% 
AT = 400 M.l 123.04 (43.87) 97.4% 131.30 (46.44) 98.4% 
ni = 65, 712 = 95 M.2 127.66 (39.91) 96.7% 124.47 (41.25) 97.6% 
M.3 90.32 (47.08) 96.3% 94.85 (51.29) 97.0% 
N = 500 M.l 153.93 (63.75) 98.4% 159.51 (59.73) 99.0% 
ni = 90, n2 = 90 M.2 157.17 (58.73) 97.5% 153.96 (55.86) 98.3% 
M.3 93.10 (60.90) 96.9% 102.12 (68.29) 97.4% 
N = 500 M.l 157.01 (63.01) 98.4% 162.11 (62.47) 98.7% 
m = 100, 712 = 80 M.2 158.58 (59.54) 97.3% 155.61 (58.72) 98.0% 
M.3 97.79 (61.14) 96.7% 104.59 (70.22) 97.2% 
N = 500 M.l 147.75 (57.79) 98.2% 160.79 (65.13) 98.4% 
ni = 80, 712 = 100 M.2 153.04 (54.04) 97.3% 153.76 (60.29) 97.6% 
M.3 94.83 (61.79) 96.7% 102.38 (70.76) 97.1% 
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From Table 4.9 and Table 4.10, we find that both estimates a(:lii(�v(�!s a, ii(，m.ly 
interval length under each method when k : 40. We find that when using 
method 1 and method 3, Petersen estimate achieves a shorter interval length 
than Chapman estimate. When using method 2, Chapman estimate achieves a 
shorter interval length than Petersen estimate. But we find that the difference of 
interval length between these two estimates is not so large. Besides, we find that 
the coverage of Petersen's confidence interval is better than Chapman's confidence 
interval. Therefore, we try two more values of k to see that when method 3 is 
used, is Petersen estimate really achieve a shorter interval length than Chapman 
estimate. And the result are shown in Table 4.11 and Table 4.12. 
Table 4.11 : Simulation results of double bootstrap method 
Petersen estimate Chapman estimate 
95% C.L 95% C.I. 
case method k length SD coverage length SD coverage 
N = 100 M.3 60 21.07 (11.98) 93.5% 23.11 (12.41) 96.7% 
m = 35, 712 = 30 80 19.53 (11.41) 92.1% 21.36 (10.64) 96.8% 
N = 100 M.3 60 16.38 (15.27) 93.8% 17.88 (15.67) 96.9% 
ni = 15, 712 = 55 80 15.61 (14.51) 92.9% 17.40 (15.35) 96.9% 
N = 100 M.3 60 18.09 (13.47) 96.2% 18.90 (14.21) 96.8% 
ni = 65, 712 = 10 80 18.05 (13.48) 96.3% 18.77 (13.93) 96.8% 
N = 200 M.3 60 45.14 (22.54) 95.8% 51.60 (27.09) 96.3% 
ni = 50, 712 = 50 80 42.49 (20.28) 95.8% 49.18 (25.07) 96.3% 
AT = 200 M.3 60 40.31 (19.39) 95.2% 44.87 (21.56) 96.1% 
ni = 25, 712 = 90 80 37.82 (17.79) 95.4% 43.44 (20.62) 95.9% 
N = 200 M.3 60 44.57 (21.74) 96.1% 50.79 (24.62) 96.7% 
ni = 80，712 = 30 80 41.74 (20.07) 96.2% 47.11 (20.80) 96.9% 
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Table 4.12 ： Simulation results of double bootstrap method 
Petersen estimate Chapman estimate 
95% C.I. 95% C.I. 
case method k length SD coverage length SD coverage 
iV = 300 M.3 60 64.65 (28.35) 96.6% 71.92 (32.69) 96.9% 
m = 70, n<i 二 60 80 61.54 (26.45) 96.6% 68.48 (28.65) 96.9% 
TV 二 300 M.3 60 64.28 (29.59) 96.6% 72.41 (34.75) 96.8% 
m 二 45, 712 二 90 80 60.80 (27.80) 96.6% 68.46 (30.42) 96.8% 
N = 300 M.3 60 65.19 (31.06) 96.2% 74.73 (37.10) 96.7% 
m = 80，n2 = 50 80 62.40 (29.78) 96.2% 69.53 (33.05) 96.7% 
AT = 400 M.3 60 78.03 (38.57) 96.7% 84.93 (44.30) 97.1% 
ni = 80, 712 = 80 80 73.81 (36.75) 96.7% 79.67 (39.96) 97.1% 
N = 400 M.3 60 83.53 (37.97) 95.9% 83.44 (45.38) 97.1% 
m = 100, n2 = 60 80 76.34 (35.70) 95.9% 83.39 (40.37) 97.1% 
N = 400 M.3 60 80.26 (40.22) 96.5% 87.77 (45.45) 97.0% 
ni = 65，n2 = 95 80 76.10 (37.74) 96.5% 84.77 (43.33) 97.0% 
N = 500 M.3 60 85.46 (50.14) 96.9% 91.64 (58.00) 97.4% 
m = 90, n2 = 90 80 79.45 (47.07) 96.9% 85.20 (52.43) 97.4% 
N = 500 M.3 60 81.44 (50.44) 96.9% 91.28 (56.46) 97.2% 
ni = 100, n2 = 80 80 77.16 (47.91) 96.9% 88.78 (52.47) 97.2% 
TV = 500 M.3 60 81.04 (51.55) 96.8% 91.46 (61.28) 97.1% 
ni = 80, 712 = 100 80 79.70 (48.09) 96.8% 86.10 (57.34) 97.1% 
From the above tables, we can observe that when a larger k is used, the interval 
lengths of Petersen estimate are a little bit shorter than Chapman estimate when 
using method 3. But we observe that the difference between them is just very 
small. Besides, we observe that the coverage of Petersen's confidence interval is 
better than Chapman's confidence interval. 
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Therefore, when double bootstrap method is used to find confidence interval, 
we suggest that a large k should be used, for example, k 二40，60, or 80. Be-
sides. we suggest using Petersen estimate rather than Chapman estimate to find 
confidence interval. And, we suggest using double bootstrap method 3 to find 





In chapter 4, a simulation study is carried out to examine which estimate 
and which method is the best to achieve a shorter interval length and a better 
coverage. From the simulation result, we find that both interval length and 
coverage are not good when k is chosen in the range 7-14. Therefore, we try 
to find a larger k to get a better result. And we find that when k = 40, both 
interval length and coverage have been improved for both Petersen and Chapman 
estimate. We find that a shorter interval length and a better coverage have been 
found when k = 40. Besides, we find that double bootstrap method 3 is the best 
method to achieve shorter interval length and better coverage than method 1 and 
method 2 for both estimates. 
In fact, the idea of double bootstrap method is want to converge both lower 
and upper limits to better values. So, for lower limit, a difference ca/i is added 
to previous limit to get the updated lower limit. For upper limit, a difference 
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ca/i. is subtracted by previous limit to get the updated upper limit. 
As we state before, at each step of search, the difference ca/i or c( l — a)/i is 
some value with decimal places, so the updated lower and upper limits are some 
noninteger values. And the difference ca/i oi c{l — a)/i is decreased when i is 
increased. 
We think method 3 is the best method is because we consider to keep the 
decimal part in each step of search, and we add them until the last step is done. 
Therefore, the final lower and upper limits are depended critically on the value of 
difference. If a large k is used, then a large difference will be provided, therefore a 
larger lower limit and a smaller upper limit will be found; however, if a small k is 
used, obviously a small difference will be provided, therefore a smaller lower limit 
and a larger upper limit will be found. So, we think that the larger the value 
of k will contribute to a larger lower limit and a smaller upper limit, therefore a 
shorter interval length will be observed. 
However, we think that the interval length of method 1 and method 2 is 
longer than method 3 is because we haven't consider the continuity in these two 
methods. In method 1, we consider to take the integral part of the updated 
limit at each step of search, so the larger the decimal part in the difference (ca/z, 
c(l — a) /z) or the smaller the decimal part in the difference will give the same 
contribution to compute the updated limit. And since the constant c in the 
A A 
difference is equal to k{N(m) — Ni} for the search of lower limit, and equal to 
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k{Ni — N{m)} for the search of upper limit. We think that different values of 
k will not affect a lot to search for the updated limit. It is because the larger 
the value of k may be only contribute to a larger decimal part in the difference. 
And it will be seen as the same with a small decimal part when using M.l . 
Similarly, in method 2, we consider to round the limits to the nearest integer 
at each step of search. So, the lower limit may be rounded to a smaller value 
when the search is proceeding since the difference is decreased when i is increased, 
and the upper limit may be rounded to a larger value when the search is proceed-
ing. Therefore, we think that when M.2 is used, a longer interval length will be 
observed than method 3. 
So, we think that both method 1 and method 2 will achieve to the final lower 
and upper limit fastly than method 3 when the search is proceeding, therefore 
the longer interval length will be oberved. 
Futhermore, we would like to use some graphs to demonstrate the above result. 
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Figure. 1. Path of the search for lower and upper limits for (Petersen estimate ) by 
using three double bootstrap methods when N = 100, ni 二 35, n) = 30 
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Figure.2. Path of the search for lower and upper limits for (Petersen estimate ) by 
using three double bootstrap methods when N = 300, ni = 70, n2 = 60 
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Figure.3. Path of the search for lower and upper limits for (Petersen estimate ) by 
using three double bootstrap methods when N 二 500, rti — n2 — 90 
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From the above graphs, we observe that both lower and upper limits of method 
3 converge to better values than method 1 and method 2. We observe that 
both limits of method 1 and method 2 get to the equilibrium status at the very 
beginning. But for method 3, we can observe that both limits continue to 
converage to better values when the search is proceeding. So, we find that the 
interval length of method 3 is shorter than method 1 and method 2. 
For comparison the performance of Petersen and Chapman estimates when 
using three double bootstrap methods (M.l to M.3). We find that for a larger 
k is used, eg. k 二 40, 60 or 80, the interval length of Petersen and Chapman 
estimate is very close to each other. But Petersen estimate achieves a little bit 
shorter interval than Chapman estimate. Besides, the coverage of Petersen's 
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confidence interval is better than Chapman's confidence interval. 
Therefore, we suggest using Petersen estimate rather than Chapman estimate 
when using double bootstrap method to construct confidence interval. 
Finally, we would like to compare the confidence intervals constructed by 
bootstrap methods and normal approximation method. We use normal approxi-
mation method, bootstrap percentile method and three double bootstrap methods 
to construct the confidence interval for both Petersen and Chapman estimates. 
And the comparison results are given in Table 5.1. 
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Table 5.1 ： Comparison of Normal Approximation and Bootstrap Methods 
Petersen estimate Chapman estimate 
95% C.I. 95% C.I. 
case k Method lower upper length lower upper length 
- N o r m a l . Approx. 53.03 161.73 108.70 56.26 147.48 91.22 
- B o o t . Percentile 74.30 196.09 121.80 68.87 160.17 91.88 
N = 100 40 D.Boot M.l 78.92 120.95 42.03 73.60 118.93 45.34 
40 D.Boot M.2 86.70 137.58 50.89 81.58 127.68 46.10 
40 D.Boot M.3 96.50 120.36 23.86 92.07 118.61 26.55 
- N o r m a l . Approx. 101.09 329.21 228.12 107.03 300.89 193.86 
- B o o t . Percentile 147.50 397.47 249.97 137.53 320.06 182.53 
N = 200 40 D.Boot M.l 163.97 238.00 74.04 152.50 234.77 82.28 
40 D.Boot M.2 174.06 258.30 84.24 165.29 243.90 78.61 
40 D.Boot M.3 185.73 238.07 52.34 179.22 235.47 56.25 
- N o r m a l . Approx. 164.04 476.48 312.44 168.14 440.29 272.15 
- B o o t . Percentile 220.31 571.47 351.15 207.27 472.38 265.11 
N 二 300 40 D.Boot M.l 245.80 352.78 106.97 235.17 346.00 110.83 
40 D.Boot M.2 252.67 371.02 118.35 250.43 354.29 103.86 
40 D.Boot M.3 276.72 350.07 73.35 266.99 345.74 78.76 
- N o r m a l . Approx. 235.14 609.74 374.60 238.22 569.74 331.52 
- B o o t . Percentile 296.37 712.84 416.45 279.82 613.86 334.04 
TV = 400 40 D.Boot M.l 332.68 458.10 125.42 321.72 451.46 129.74 
40 D.Boot M.2 348.49 476.06 127.57 339.34 464.92 125.59 
40 D.Boot M.3 365.65 454.78 89.13 357.56 452.56 95.00 
- N o r m a l . Approx. 285.54 777.38 491.18 290.12 724.28 434.16 
- B o o t . Percentile 369.94 912.41 542.47 348.27 779.65 431.37 
N = 500 40 D.Boot M.l 442.72 576.65 153.93 407.35 566.86 159.51 
40 D.Boot M.2 439.51 596.68 157.17 426.44 580.40 153.96 
40 D.Boot M.3 457.20 550.30 93.10 446.60 548.73 102.12 
Normal. Approx. : Normal approximation method 
Boot. Percentile : Bootstrap percentile method 
D.Boot M.l : Double bootstrap method 1 
D.Boot M.2 : Double bootstrap method 2 
D.Boot M.3 : Double bootstrap method 3 
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From table above, we observe that all double bootstrap methods (M.l to 
M.3) achieve a shorter interval length than normal approximation method and 
bootstrap percentile method for both estimates. Even the worst double bootstrap 
method (M.2) also achieve a shorter interval length than these two methods. 
At the end, we recommend that when a closed small population of two-sample 
mark-recapture model is under studied, we should better choose Petersen estimate 
to estimate population size. Then, we should choose double bootstrap method 
3 (M.3) to obtain confidence interval. Moreover, we suggest a large k should be 
chosen, then a shorter interval length can be achieved. 
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