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Abstract—Atmospheric turbulence significantly affects imaging
systems which use light that has propagated through long
atmospheric paths. Images captured under such condition suffer
from a combination of geometric deformation and space varying
blur. We present a deep learning-based solution to the problem
of restoring a turbulence-degraded face image where prior
information regarding the amount of geometric distortion and
blur at each location of the face image is first estimated using two
separate networks. The estimated prior information is then used
by a network called, Turbulence Distortion Removal Network
(TDRN), to correct geometric distortion and reduce blur in the
face image. Furthermore, a novel loss is proposed to train TDRN
where first and second order image gradients are computed along
with their confidence maps to mitigate the effect of turbulence
degradation. Comprehensive experiments on synthetic and real
face images show that this framework is capable of alleviating
blur and geometric distortion caused by atmospheric turbulence,
and significantly improves the visual quality. In addition, an
ablation study is performed to demonstrate the improvements
obtained by different modules in the proposed method.
Index Terms—Turbulence distortion, image restoration, image
blur
I. INTRODUCTION
Atmospheric turbulence significantly affects the quality of
long-distance imaging systems by causing spatially and tem-
porally random fluctuations in the index of refraction of the
atmosphere [1]. Variations in the refractive index causes the
captured image to be geometrically distorted and blurry. As
a result, the captured images are often of very poor quality.
These degradations in turn may affect the performance of
many computer vision systems such as long-distance surveil-
lance and autonomous vehicles.
Under the assumption that the scene and the imaging sensor
are both static and that observed motions are due to the air
turbulence alone, the image degradation due to atmospheric
turbulence can be mathematically formulated as follows [2],
[3], [4], [5]
Tk = Dk(Hk(I)) + k, k = 1, · · · , N, (1)
where I denotes the ideal face image, Tk is the k-th observed
frame, Dk and Hk represent the deformation operator and air
turbulence-caused blurring operator, respectively, k denotes
additive noise and N denotes the total number of observed
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frames. The deformation operator is assumed to deform ran-
domly and Hk correspond to a space-invariant diffraction-
limited point spread function (PSF). As can be seen from
(1), atmospheric turbulence has two main degradations on the
observed face images: geometric distortion and blur. Various
optics-based [1], [6], [7] and image processing-based [2], [3],
[8]–[13] turbulence removal algorithms have been proposed
in the literature. In particular, many previous approaches have
specifically focused on restoring an image from a given image
sequence or video distorted by atmospheric turbulence [3],
[12], [13]. These methods make use of approaches such as
sub-sampling with Beltrami coefficients or fusing the image
sequence in order to obtain an intermediate sharp image. These
intermediate images are further processed to remove blur
and obtain a sharp image. Moreover these methods assume
the scene or object in the image to be static with changing
atmospheric turbulence flow, which may not be practical in
real world applications as the objects appearing in the scene
can have different motion with respect to the camera.
Since turbulence degradation is caused by a combination
of geometric distortion and blur, it is difficult to restore a
face image without any prior information. Priors such as
face exemplar masks, facial fiducial points and face semantic
maps have been previously used in the literature to restore a
blurry image [14]–[16]. However, even when these methods
are re-trained on turbulence distorted images they fail to
recover sharper face images from degraded images. This is
mainly due to the fact that turbulence degradation involves
a combination of both geometric distortion and blur and as
a result these methods are not able to extract facial fiducial
points or structural information like facial semantic maps
reliably. This can be clearly seen by comparing the perfor-
mance of various recent image restoration algorithms on a
real turbulence degraded face image as shown in Fig. 1. Note
that these image restoration algorithms are re-trained using
turbulence-distorted images. In this figure, the performance of
methods that make use of priors as well as methods that do
not make use of any priors are compared. As can be seen from
this figure, image restoration methods like Kupyn et al. [18],
and Zhang et al. [19] do not perform well due to the lack of
prior information about the input face image. Their outputs are
still blurry and distorted. Similarly, methods that do make use
of facial prior information do not perform well either [14]–
[16]. For instance, Pan et al. [14] and Shen et al. [15] produce
the output images with artifacts on the face and Yasarla et
al. [16] is not able to remove the distortions from the image
completely.
In many practical applications (i.e. surveillance), we may
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(a) (b) (c) (d) (e) (f) (g) (h)
Fig. 1. Sample image restoration results. (a) Real turbulence distorted face image. Results corresponding to (b) Pan et al. [14], (c) Shen et al. [15], (d) Yasarla
et al. [16], (e) Pix2Pix [17], (f) Kupyn et al. [18], (g) Zhang et al. [19], (h) Our proposed method, TDRN.
be faced with a scenario where we have to restore a single
turbulence degraded image (i.e k = 1 in (1)). In this case, the
lack of temporal information needed to minimize the variation
in distortion caused by turbulence makes the problem more
challenging. In this paper, we address the more practical prob-
lem of restoring a single face image distorted by turbulence
and provide a deep learning-based solution. In particular, we
propose a novel network called Turbulence Distortion Removal
Netwrok (TDRN). Figure 2 gives an overview of the proposed
approach. In our method, we estimate the prior information
regarding blur and geometric distortion using two separate
networks that are specifically trained for the individual tasks
like deblurring and removal of geometric distortion. Using
Monte Carlo dropout in the deblurring network that is trained
only for removing blur, we formulate epistemic uncertainty
(defined in Kendall et al. [20]), and use it as a prior information
that resembles the amount of blur at each pixel in the image.
Similarly, using Monte Carlo dropout in geometric distortion
removal network, we compute a prior that resembles the
amount of distortion at each location in the image. These priors
along with the distorted image are used as input to TDRN to
obtain a restored face image.
It is commonly acknowledged in [21] that CNN-based
methods trained using only the L2 loss often suffer from over-
smoothing, ringing and jagged artifacts (which we refer to
as halo artifacts). To address this issue, we propose to use
a new edge-preserving loss that makes use of the first and
second order image gradients. Furthermore, confidence scores
at each pixel of the first and second order gradient images
are calculated and used to re-weight the edge-preserving
loss function. Note that these confidence scores indicate how
confident the TDRN network is about its computation at each
pixel. Also these confidence scores help the TDRN network
in learning the weights to remove the turbulence distortions.
Extensive experiments are conducted on two synthetic
datasets (Helen [22] and CelebA [23]) and one real-world face
dataset. In addition, comparisons are performed against several
recent state-of-the-art image restoration approaches and it is
demonstrated that TDRN is capable of alleviating blur and ge-
ometric distortions caused by turbulence, recovering details of
the face with improved visual quality. Furthermore, an ablation
study is conducted to demonstrate the improvements obtained
by different modules in the proposed network. Figure 1(h)
presents a sample output from our network, where one can
clearly see that TDRN recovers the details of the face and
significantly improves the visual quality better than the other
image restoration methods. To the best of our knowledge, this
is one of the first deep learning-based methods to address the
removal of atmospheric turbulence from a single face image.
In summary, this paper makes the following contributions:
• We propose a novel way of addressing the removal of
turbulence distortions using the priors that resemble the
amount of blur and geometric distortions at each pixel.
• We introduce a way to compute blur and distortion priors
using the networks that are trained for the individual
tasks like deblurring and geometric distortion removal
separately.
• Extensive experiments are conducted on two synthetic
datasets and one real-world face image dataset. In addi-
tion, comparisons are performed against several recent
state-of-the-art image restoration approaches. Further-
more, an ablation study is conducted to demonstrate the
improvements obtained by different modules in TDRN.
II. RELATED WORK
Video-based methods: Since the information in a single
frame is usually insufficient to restore an image, most
approaches in the literature are based on videos or a sequence
of images under the assumption that the scene is static.
Methods such as [24], [25] follow a “lucky frame” approach
where a single frame is selected or multiple frames are fused
to restore the image from turbulence degraded observations.
Anantrasirichai et al. [26] address the problem by extracting
the regions of interest from a few good frames and fuse them
using the dual tree complex wavelet transform. A few other
approaches in the literature [3], [4], [12], [27], [28] attempt
to tackle the deturbulence problem using registration-fusion
approach where one computes a good reference image
and then aligns the distorted frames in the video using a
non-rigid registration algorithm. Lou et al. [27] sharpen
each frame using the spatial Sobolev gradient flow and use
temporally smoothing to minimize deformation between
frames of a video. Zhu et al. [3] apply a B-spline nonrigid
registration algorithm and a patch-wise temporal kernel
regression to obtain a turbulence free image. Lau et al. [12]
propose a Robust Principle Component Analysis (RPCA)
based approach on the deformation fields between the image
frames and warp the image frames by a quasiconformal
map associated with the low-rank part of the deformation
matrix to obtain a sharp image. Xie et al. [28] propose a
hybrid method which assigns the low-rank image to be the
initial reference image and then a variational model is used
to improve the quality of the reference image. Finally, the
frames are registered using the obtained reference image.
Recently, Chak et al. [13] proposed a deep learning-based
approach where a sub-sampling algorithm is incorporated
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Fig. 2. An overview of the proposed TDRN method. (a) Estimation of b (blur prior) using the Deblurring Network (DBN) and d (distortion prior) using the
Geometric Distortion Removal Network (GDRN). (b) The estimated b and d priors are used along with T (turbulence distorted image) as an input to TDRN
for obtaining a restored face image, Iˆ . TDRN is trained with Lfinal which contains L2 loss, and Lg which is computed using Ch, Cv , Cs, obtained with
the help of Confidence Blocks (CB) and gradient operators ∇h, ∇v and ∇2. (c) An overview of how confidence map is estimated using the Confidence
Block (CB).
into the deep network to filter out strongly corrupted frames
to obtain an improved restored image.
Image deblurring methods: Since the images captured under
atmorspheric turbulence suffer from both blur and geometric
deformation, we briefly review some recent deep learning-
based image deblurring methods. We limit our discussion to
image deblurring methods that are specifically designed for
restoring blurry face images which use some prior information
about the face. Pan et al. [14] extract the edges of face parts
and estimate exemplar face images, which are further used
as the global prior to estimate the blur kernel for image
restoration. Shen et al. [15] exploit global semantic priors
and local structural constraints to perform face deblurring
using a multi-scale CNN and adversarial training [29]. Lu et
al. [30] proposed a domain-specific single face image deblur-
ring method by disentangling the content information in an
unsupervised fashion using the KL-divergence. Very recently
Yasarla et al. [16] proposed a multi-stream architecture and
training methodology that exploits facial semantic labels for
image deblurring. Recently, Lau et al.proposed a turbulence
removal method which disentangles the blur and geometric
deformation due to turbulence and reconstructs a restored
image. This is done by decomposing geometric deformation
and blur effects using two seperate generators. Most image
deblurring networks are based on either UNet [16], [19] or
ResNet [15], [18] architectures. As a result, though they are
specifically designed for image deblurring, one can re-train
them on the turbulence degraded data to restore a single image
degraded by atmospheric turbulence.
III. PROPOSED METHOD
The mathematical model presented in (1), is for restoring a
sharp image from a sequence of turbulence-degraded images.
In this paper, we assume the availability of only a single
distorted frame (i.e k = 1) to reconstruct the clean face image.
In this case, we have the following observation model
T = D(H(I)) + , (2)
where the subscript k has been removed from (1). This is
an extremely ill-posed problem as we have to overcome
the effects of both blur and geometric distortion from a
single image. Some prior information is needed to recover
I from T . As discussed earlier, state-of-the-art face image
restoration methods that use some prior information about
the face do not perform well on turbulence degraded images
even though they are retrained on the turbulence degraded
images (see Fig. 1). This is mainly due to the fact that
in turbulence degraded images, the facial componenets and
texture information are severly degraded. As a result, it is
difficult to extract facial semantic maps or exemplar masks
from these turbulence degraded images. This lead to poor
performance of face deblurring methods like [14]–[16] which
extract facial information in the form exemplar masks or
semantic information, and use them as priors. In order to
address this problem, we propose a way to estimate the amount
of blur and geometric distortion that each pixel undergoes in
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the degraded face image and use them as priors to recover
the clean image. In what follows, we first describe how these
priors are estimated.
A. Blur and Geometric Distortion Prior Estimation
We compute a blur prior, b and a distortion prior, d using
two separate networks that are specifically trained for image
deblurring and geometric distortion removal, respectively
(see Figure 2(a)). The image deblurring network, DBN,
and the geometric distortion removal network, GDRN,
are constructed using a combination of UNet [31] and
DenseNet [32] architectures with Res2Block as the basic
building block [33]. DBN and GDRN are similar networks
which consist of the following sequence of layers,
Res2Block(3,64)-Downsample-Res2Block(64,64)-
Downsample-ResBlock(64,64)
-Res2Block(64,64)-Res2Block(64,64)-Res2Block(64,64)-
Res2Block(64,64)
-Upsample-Res2Block(64,64)-Upsample-Res2Block(64,16)-
Res2Block(16,3),
where Downsample means average pooling layer and
Res2Block(m,n) means Res2Block with m input channels
and n output channels.
Let DBN(.; θdb) and GDRN(.; θgd) denote the DBN and
GDRN networks with parameters θdb and θgd, respectively.
By applying Monte Carlo dropout in every layer of the DBN
and GDRN, we can formulate the epistemic uncertainty [20]
and use the corresponding variance as a prior information.
For example, given a turbulence distorted image T , we pass
it as an input to DBN S times and obtain a set of outputs
{Pi}Si=1, where i corresponds to the ith instance of dropout
and Pi = DBN(T ; θidb). We define the blur prior, b as the
variance of the outputs {Pi}Si=1, i.e. b = variance({Pi}Si=1).
As explained by Kendall et al. [20] this variance is defined
as the model uncertainty. However, in our case we use it as
a measure of the ability or competence of the network in
addressing image deblurring. Hence a high variance value at a
pixel location in b means that DBN is not able to reconstruct
the underlying clean image properly at that pixel location in
the output image. Similarly, we pass T as an input to GDRN S
times and obtain a set of outputs {Qi}Si=1, where i corresponds
to the ith instance of dropout and Qi = GDRN(T ; θigd). We
define the distortion prior, d as the variance of the obtained
outputs, i.e. d = variance({Qi}Si=1). Fig. 3(a) shows some
sample turbulence distorted images and their corresponding
priors b′s from DBN and the distortion priors d′s from GRDN.
B. Turbulence Distortion Removal Network (TDRN)
As discussed earlier, given a turbulence distorted image,
T , priors b and d are computed using DBN and GDRN,
respectively and are passed as inputs to TDRN along with T
to obtain the restored image, Iˆ (see Figure 2(b)). Let TN(.)
denote the TDRN network. As a result, Iˆ = TN(T, b, d).
The turbulence distortion removal network is constructed
using the UNet [31] architecture with Res2Block as the
basic building block [33]. TDRN consists of the following
sequence of convolutional layers,
Conv2d 3 × 3(5,16)- Res2Block(16,64)- Downsample-
Res2Block(64,64)
-Downsample-Res2Block(64,64)-Res2Block(64,64)-
Res2Block(64,64)
-Res2Block(64,64)-Res2Block(64,64)-Upsample-
Res2Block(64,64)
-Upsample-Res2Block(64,3),
where Conv2d 3×3(m,n) is a 3×3 convolutional layer with
m input channels and n output channels.
1) Loss to train TDRN: To make sure that the restored
image preserves sharp edges and avoids halo artifacts, an edge-
preserving loss function with confidence is proposed in this
paper based on the first and second order image gradients.
In particular, we make use of the aleotroic uncertainty for-
mulation [20] which is data dependent and defines pixel wise
confidence values which indicate how confident the network
is about its computation to calculate the confidence maps.
Given the ground truth image, I and the restored image Iˆ we
compute the first order image gradients in the vertical direction
(∇vI,∇v Iˆ) and pass them to a Confidence Block (CB) as
shown in Figure 2 to obtain the corresponding confidence
map Cv . Similarly, we calculate the image gradients in the
horizontal direction (∇hI,∇hIˆ) as well as the second order
gradients using the Laplace operator (∇2I,∇2Iˆ) and pass
them to CB to obtain the corresponding confidence maps,
Ch and Cs, respectively. CB consists of a sequence of three
Res2Blocks followed by a Sigmoid layer. Confidence maps
corresponding to the first and the second order gradient images
are shown in Figure 3(b), where it can be clearly seen that
the confidence values are low for those pixels that have high
errors in the corresponding gradient images. Low values in
a confidence map indicate high reconstruction error in the
corresponding gradient image. The proposed confidence-based
edge-preserving loss guides the TDRN network to learn ap-
propriate weights so that the reconstruction error is minimized
in the high reconstruction error region of the gradient image.
Note that the confidence values in the confidence map take
values between 0 and 1. The confidence-based loss on the
first and second order gradients is defined as follows
Lg =
∑
i=h,v,s
W1∑
p=1
W2∑
q=1
(Ci(p, q)‖∇iIˆ(p, q)−∇iI(p, q)‖1
− λc logCi(p, q)), (3)
where λc is a constant and we assume that the images are of
size W1×W2. We set λc equal to 0.01 while training TDRN.
This formulation of the loss function is motivated by the loss
proposed by Kendall et al. [20].
In addition to Lg we use the perceptual loss to train our
network. Let F (.) denote the features obtained using the
VGG-Face model [34], then the perceptual loss is defined as
follows, Lp = ‖F (Iˆ)−F (I)‖22. Features from layer pool5 of
a pretrained VGG-Face network [34] are used to compute the
perceptual loss. Finally, the overall loss used to train TDRN is
a combination of the confidence guided loss, perceptual loss
and L1-loss as follows,
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(a) (b)
Fig. 3. (a) First row: sample turbulence distorted images. Second row: corresponding blur priors b’s. Third row: corresponding distortion priors d’s. (b)
Confidence maps corresponding to the first and second order image gradients.
Lfinal = L1 + λgLg + λpLp, (4)
where λg and λp are constants and L1 is the L1 loss between
the restored image and the ground truth clean image defined
as follows, L1 = ‖Iˆ − I‖1 = ‖TN(T, b, d)− I‖1, where Iˆ is
the restored image using TDRN (i.e. Iˆ = TN(T, b, d)).
IV. EXPERIMENTAL RESULTS
In this section, we present the experimental details and
evaluation results on both synthetic and real-world datasets.
The performance of different methods on the synthetic data
is evaluated in terms of Peak Signal-to-Noise Ratio (PSNR),
Structural Similarity Index (SSIM) [35] and dV GG. Here,
dV GG corresponds to feature distance between the restored
image and the ground truth clean image. We use the outputs
of pool5 layer from the VGG-Face [34] to compute dV GG.
Furthermore, in order to show the significance of different
face restoration methods, we perform face recognition on the
restored images using ArcFace [36]. The proposed TDRN
method is compared with the following recent state-of-the-art
face image restoration methods [14]–[16] and generic single
image deblurring methods [18], [19]. Note that we re-train
these methods using the same turbulence degraded images that
are used to train our network. While re-training the networks
we followed the training procedure including the parameter
selection mentioned in those respective papers.
A. Training and Testing Datasets
Training Datasets: Based on the observation model (2), the
authors of [13] have presented an efficient way of generating
turbulence distorted images. This procedure includes a variety
of different parameters that control the distortion level. In our
experiments, we use this approach to generate synthetic data
using 128× 128 cropped clean face images from the CelebA
[23] and Helen [22] datasets. We use 50,000 face images
from the CelebA dataset train set and 2,000 images from
the Helen dataset train set to generate synthetic turbulence
distorted images.
Regarding the blur operator H , we generate Gaussian and
motion blur kernels, and use them to blur the clean images.
We use 8 isotropic kernels and 8 anisotropic Gaussian blur
kernels from [19], [37] with standard deviations uniformly
sampled in the interval [1, 4] to generate blurry images. We
follow the procedure described in DeblurGAN [18] to generate
30,000 motion blur kernels with blur kernel size varying
from [11,27], and use them to obtain motion blurred face
images. Regarding the deformation operator, D, we select the
following hyper-parameters [13]: standard deviation σ = 16,
distortion strength value η = 0.15, number of iterations
M = {1000, 4000, 7000, 10000, 13000, 16000, 19000}, and
patch size N = 4. Given a clean face image I , we first blur it
using the operator H using the above mentioned blur kernels
and then distort the face image using the operator D. Finally
we add Gaussian noise  with standard deviation 0.02 to
obtain the turbulence distorted image. In total, we obtain 1.5
million pairs of turbulence distorted and corresponding clean
images {Ti, Ii}1.5×10
6
i=1 to train our TDRN network. Note that,
we denote these training set by Dtrain (i.e Dtrain contains
1.5 million pairs of {T, I} images).
Synthetic Datasets: We create two different synthetic testing
datasets using the test images provided in the Helen [22]
and CelebA [23] datasets. We randomly pick 100 identities
from test images from each of these datasets and generate the
distorted images. We follow the procedure in DeblurGAN [18]
to generate 16,000 motion blur kernels uniformly sampling
the blur kernels in the interval [13,27]. We use 8 isotropic
kernels and 8 anisotropic Gaussian blur kernels from [19],
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[37] with standard deviations uniformly sampled from the
interval [1, 4] to obtain 8000 blurry images. Using these motion
and Gaussian blur kernels, we blur the clean face images.
These blurry images are then distorted using the operator
D, with hyper-parameters σ = 16, η = 0.15, N = 4 and
M = {1000, 6000, 11000, 16000, 21000}. As a result, we
generate 24,000 images from Helen and 24,000 images from
CelebA as test images (i.e. in total 48,000 test images denoted
by Dtest) .
TABLE I
DETAILS OF ATMOSPHERIC PROPERTIES WHILE CAPTURING THE
REAL-WORLD TURBULENCE DISTORTED IMAGES.
Atmospheric
Properties
Distance
from camera
(meters)
Temperature
(◦C)
Humidity
(%)
Wind speed
(meters/second)
Wind direction
(radians)
Atmospheric
Pressure
(millibar)
Value range 300-600 16.5-38.8 5-28.5 0.57-9.34 0-2pi 919.3-931.2
(a) (b)
Fig. 4. (a) Sample real-world atmospheric turbulence distorted images. (b)
Clean images from the gallery set.
Real-world Dataset: We use a test set consisting of 600
real-world turbulence distorted images collected by the US
Army in a variety of different atmospheric conditions. Table I
shows the details of the atmospheric properties while the data
was captured. Note that these 600 images correspond to 100
different individuals in 6 different poses. The images were
collected at the distances of 300 and 600 meters and the
camera had a random motion while capturing the images.
As we don’t have the corresponding ground truth images, we
use face recognition to evaluate the performance of different
methods. Another set of 600 clean images of the same 100
subjects were also captured in a closed room. These images
serve as the gallery set for face recognition. We use Arcface
[36] to perform face recognition. The faces are cropped and
aligned using the method proposed in [38]. Fig. 4 shows some
sample real-world turbulence distorted images and gallery
images from this dataset.
B. Training and Testing Details
TDRN Training: Algorithm 1 and Algorithm 2 illustrate
the procedures followed for training and testing TDRN, re-
spectively. Given Tk, we estimate the blur prior bk and the
distortion prior dk using DBN and GDRN, respectively. Note
that we set S = 10 while estimating the priors. {Tk, bk, dk}
are passed as an input to TDRN to obtain Iˆk. TDRN is trained
using Lfinal. Note that, parameters of DBN and GDRN are
kept frozen while training TDRN. In other words DBN and
GDRN are used only to compute bk and dk, respectively. We
set λc = 0.01, λg = 0.25, and λp = 0.1. TDRN is trained
using the Adam optimizer with learning rate of 0.0002 and a
batchsize of 10. TDRN is trained for 1.5× 105 iterations.
Algorithm 1: Pseudo code for training TDRN.
Input: Atmospheric turbulence distorted and
corresponding clean image pairs
{Tj , Ij} ∈ Dtrain, GDRN(.; θgd), DBN(.; θdb)
and initial TDRN network parameters θ˜td.
Result: θtd, optimized network parameters of TDRN
for every epoch do
for {Tj , Ij} ∈ Dtrain do
bj = variance({DBN(Tj ; θidb)}Si=1);
dj = variance({GDRN(Tj ; θigd)}Si=1);
Iˆj = TN(Tk, bj , dj); update θtd ← using Lfinal
end
end
Algorithm 2: Pseudo code for testing TDRN.
Input: Turbulence distorted images Tj ∈ Dtest,
GDRN(.; θgd), DBN(.; θdb), TDRN
TN(., ., .; θtd).
Output: Restored face image Iˆj
for Tj ∈ Dtest do
bj = variance({DBN(Tj ; θidb)}Si=1);
dj = variance({GDRN(Tj ; θigd)}Si=1);
Iˆj = TN(Tj , bj , dj)
end
DBN Training: DBN is trained using {I,H(I)}, where I is
the clean face image and H(I) is the corresponding blurry
image. The blurry images are generated using the Helen and
CelebA datasets as explained earlier. The blur kernels used for
H are the same kernels as explained in subsection IV-A.
GDRN Training: GDRN is trained using {I,D(I)}, where
I is the clean face image and D(I) is the corresponding
geometrically distorted image. The geometric distorted im-
ages are generated using the Helen and CelebA datasets.
The hyper-parameters for the operator D are set as fol-
lows: σ = 16, η = 0.15, N = 4, and M =
{1000, 4000, 7000, 10000, 13000, 16000, 19000}. The L1-loss
is used to train both DBN and GDRN networks networks.
Adam optimizer with learning rate of 0.0002 and a batchsize
of 10 is used during training. Both networks are trained for
1× 105 iterations.
TABLE II
QUANTITATIVE RESULTS IN TERMS OF PSNR, SSIM, AND dV GG ON THE
SYNTHETIC DATASETS. PSNR/SSIM HIGHER THE BETTER, AND dV GG
LOWER THE BETTER
Deturbulence
Method
CelebA Helen
PSNR SSIM dV GG PSNR SSIM dV GG
Turbulence-distorted 22.43 0.731 5.13 22.35 0.667 6.11
Pix2Pix [17](CVPR 2017) 22.51 0.738 5.28 22.62 0.671 5.83
Pan et al. [14](ECCV 2014) 20.73 0.679 6.04 20.01 0.627 7.28
Shen et al. [15](CVPR 2018) 23.08 0.745 4.72 23.01 0.681 5.14
Yasarla et al. [16](TIP 2020) 24.06 0.768 4.11 23.81 0.702 4.49
Kupyn et al. [18](CVPR 2018) 23.54 0.748 4.51 23.28 0.693 4.98
Zhang et al. [19](CVPR 2019) 24.16 0.770 3.94 23.95 0.709 4.36
TDRN (our method) 25.42 0.815 3.09 25.08 0.752 3.80
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(a) (b) (c) (d) (e) (f)
Fig. 5. Image restoration results on sample synthetic turbulence distorted images generated from the Helen dataset (first two rows) and the CelebA dataset
(last two rows). (a) Turbulence distorted image. results corresponding to (b) Pan et al. [14](ECCV 2014), (c) Shen et al. [15](CVPR 2018), (d) Zhang et
al. [19](CVPR 2019), (e) Our proposed method TDRN (f) ground-truth clean image. We can clearly observe that prior-based face deblurring methods Pan et
al. [14] and Shen et al. [15] produce artifacts on the restored face images. This is mainly due to the fact that their methods are not able to estimate the prior
information like face semantic maps or face exemplar masks from the turbulence degraded images. And using these improper priors while removing turbulence
distortions results in artifacts. On the other hand Zhang et al. [19] which does not use any prior information produces blurry face images. In comparsion with
other approaches, the proposed TDRN method restores sharp and clean face images.
C. Results on Synthetic Datasets
Results corresponding to different methods on synthetic
datasets are shown in Figure 5 and Table II. The higher
the PSNR/SSIM and lower dV GG, the better the quality
of the reconstructed image. As can be seen from Table II,
TDRN outperforms the state-of-the-art face image restoration
methods. In particular, the generic deblurring methods [18],
[19] are not able to perform well due to the lack of prior
information. On the other hand, methods that make use of
some prior information about the face [14]–[16] are unable
perform better because of improper prior estimation from the
input images. The proposed method outperforms the state-of-
the-art methods by about 1dB in PSNR, 0.04 in SSIM and 0.7
in dV GG, which clearly demonstrates the effectiveness of the
proposed method.
D. Results on Real-World Images
We also evaluate the performance of different methods on
several real-world turbulence distorted images collected by the
US Army, as described in Section IV-A. Figure 6 illustrates the
qualitative performance of different methods on two sample
real-world turbulence distorted face images from this dataset.
As can be seen from this figure, state-of-the-art restoration
methods produce artifacts and blurry outputs especially around
the mouth, eyes, and nose regions of the face. On the other
hand, TDRN is able to recover details of the face better and
significantly improves the visual quality.
E. Face Recognition
In order to show the significance of different image re-
construction methods, we perform face recognition on the
turbulence restored images. We conduct experiments using
both real and synthetic images. Given a turbulence distorted
image, we first restore the image and then perform face
recognition using ArcFace [36]. The most similar faces (i.e.
Top-K nearest matches) for this restored image are selected
from the gallery set to check whether they belong to same
identity or not.
Results on a synthetic dataset: We use the CelebA dataset
for conducting face recognition experiments. As described
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Fig. 6. Image restoration results on sample real-world turbulence distorted images. (a) Real turbulence distorted images. results corresponding to (b) Pan et
al. [14](ECCV 2014), (c) Shen et al. [15](CVPR 2018), (d) Yasarla et al. [16](TIP 2020), (e) Kupyn et al. [18](CVPR 2018), (f) Zhang et al. [19](CVPR
2019), (g) Our proposed method TDRN. The method proposed by Pan et al. [14] uses face exmplar masks as prior information and produces artifacts on
the restored face images. Shen et al. [15], and Yasarla et al. [16] use face semantic maps as prior information are not able to remove blur and geometric
distortions properly. On the other hand Kupyn et al. [18], and Zhang et al. [19] that do not use any prior information produce blurry restored face images.
Compared to the other methods, the proposed TDRN method produces sharp and clean face images.
earlier, the test set consists of 24,000 images corresponding
to 100 different individuals in the CelebA dataset. Another
set of gallery images is created by using 10 different poses
from the same 100 identities. Note that both training and
test sets do not contain overlapping images from the same
subject. Face recognition experiment is conducted using these
test and gallery sets and the corresponding results are shown
in Table III. As can be seen from this table that the restored
images by our method have better recognition accuracies than
the other state-of-the-art methods. This experiment clearly
shows that our method is able to retain the important parts of a
face while restoring the image. This in turn helps in achieving
better face recognition compared to the other methods.
Results on real-world dataset: The real-world dataset used
to conduct experiments in this section is described in sub-
section IV-A. Results corresponding to this experiment are
shown in Table IV. As can be seen from this table, TDRN
is able to restore real-world images better and preserves the
identities of the subjects in the distorted images better than
the other methods. Note that results on this dataset are worse
than the results obtained in the CelebA dataset. This is mainly
due to the fact that, the real dataset contains extreme blur and
geometric deformations which makes it a very difficult dataset.
In general, our method is able to achieve 4˜% improvement over
the other methods.
TABLE III
TOP-1, TOP-3 AND TOP-5 FACE RECOGNITION ACCURACIES ON THE
CELEBA DATASET.
Deturbulence
Method Top-1 Top-3 Top-5
Turbulence-distorted 53.05 62.38 67.90
Pix2Pix [17](CVPR 2017) 60.84 67.28 70.75
Pan et al. [14](ECCV 2014) 50.88 59.61 61.39
Shen et al. [15](CVPR 2018) 70.11 78.42 80.77
Yasarla et al. [16](TIP 2020) 78.99 84.56 88.68
Kupyn et al. [18](CVPR 2018) 73.49 79.50 82.44
Zhang et al. [19](CVPR 2019) 80.34 86.16 89.47
TDRN (our method) 85.86 92.23 94.06
F. Ablation Study
In order to demonstrate the improvements obtained by
different priors and Lfinal introduced in the proposed
network, we perform an ablation study using the CelebA
and Helen datasets involving the following experiments. We
start with our base network (BN) which is a combination
of UNet [31] and DenseNet [32] architectures and then
compute the blur prior, b using DBN and pass it with along
with the turbulence distorted image. Then we also compute
the distortion prior, d, using GDRN and pass it along with
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TABLE IV
TOP-1, TOP-3 AND TOP-5 FACE RECOGNITION ACCURACIES ON A
REAL-WORLD DATASET.
Method Top-1 Top-3 Top-5
Turbulence-distorted 38.10 49.32 56.13
Pix2Pix [17](CVPR 2017) 37.82 50.76 57.41
Pan et al. [14] (ECCV 2014) 35.67 45.18 50.79
Shen et al. [15](CVPR 2018) 39.91 52.21 58.17
Yasarla et al. [16](TIP 2020) 42.31 57.72 64.40
Kupyn et al. [18](CVPR 2018) 40.72 54.86 62.28
Zhang et al. [19](CVPR 2019) 44.76 60.96 69.75
TDRN (our method) 48.73 64.41 74.32
TABLE V
PSNR, SSIM, AND dV GG RESULTS CORRESPONDING TO THE ABLATION
STUDY.
Deturbulence
Method
CelebA Helen
PSNR SSIM dV GG PSNR SSIM dV GG
Turbulence-distorted 22.43 0.731 5.13 22.35 0.667 6.11
Base Network (BN) 22.67 0.745 5.06 22.54 0.674 5.94
+ b blur-prior 24.01 0.781 3.84 23.91 0.714 4.42
+ both priors (b and d) 25.04 0.802 3.57 24.47 0.725 4.17
TDRN w/ Lfinal 25.42 0.815 3.09 25.08 0.752 3.80
the turbulence distorted image and b. Finally, we train the
resultant network with Lfinal to obtain the proposed network,
TDRN. Note that, BN, BN+b (blur prior), BN + both priors
(b and d) are trained using the L1-loss and the perceptual
loss using the turbulence distorted training images. TDRN is
trained using Lfinal. The corresponding results are shown
in Table V. Adding the blur prior b as an input to the base
network improves the performance by approximately 1.4dB
in PSNR. Using the combination of both the distortion prior
d and the blur prior b further improved the performance of
the base network by 0.8dB. Finally, when we train the entire
network using Lfinal, the performance is further improved
by 0.5dB. Table V clearly shows the importance of different
components in our framework. Sample reconstructions
corresponding to the ablation study are shown in Fig. 7. This
figure illustrates that in general the quality of image gets
better as more components are added to the base network.
The best performance is achieved when both priors are used
along with Lfinal to train the network.
Experiments regarding blur and distortion priors: In
order to demonstrate the generalizability of our proposed
method, i.e computing b and d and using them as prior
information for removing atmospheric turbulence distortions,
we perform experiments on other state-of-the-art deblurring
methods using b and d as priors along with input distorted
image to perform deturbulence. In other words, we retrained
state-of-the-art deblurring methods with b (blur prior) and d
(distortion prior) as inputs along with turbulence distorted
image. As shown in the Table VI, using our proposed method,
i.e using b and d as priors along with input distorted image,
the performance of state-of-the-art the methods improves by
1dB. The proposed method can be applied to any image
restoration network to further improve the performance of the
base network.
TABLE VI
PSNR COMPARISON ON THE CELEBA TEST DATASET SHOWING THE
BENEFITS OF b AND d ON OTHER METHODS.
Deturbulence
Method
without b and d with b and d
PSNR SSIM PSNR SSIM
Pix2Pix [17](CVPR 2017) 22.51 0.738 23.87 0.765
Shen et al. [15](CVPR 2018) 23.08 0.745 24.16 0.771
Kupyn et al. [18](CVPR 2018) 23.54 0.748 24.38 0.778
TDRN (our method) 22.67 0.745 25.04 0.802
Experiments regarding the loss function Lg: In order to
show the benefits of Lg in training the network, we perform
experiments using different combinations of {Ci}i=h,v,s in Lg
on turbulence distorted images generated using Helen dataset.
In Table VII we trained base network (BN) and TDRN using
different combinations of {Ci}i=h,v,s in Lg , which clearly
shows the improvement in performance when we use first and
second order gradients with help of corresponding confidence
scores.
TABLE VII
PSNR COMPARISONS USING DIFFERENT COMBINATIONS OF {Ci}i=h,v,s
IN Lg ON HELEN DATASET.
Network without Lg Lg with Ch Lg with Cv Lg with Cs Lg with {Ci}i=h,v,s
BaseNetwork(BN) 22.35 22.67 22.76 22.62 23.11
TDRN 24.47 24.78 24.83 24.65 25.08
V. CONCLUSION
We proposed a novel method, called TDRN, to address
the atmospheric turbulence distortion removal problem from a
single image where we exploited blur and distortion priors to
obtain better results. We also proposed a novel loss function,
Lfinal, that makes use of the first and the second order
image gradients to produce sharper images. Experiments using
synthetic and real data illustrate that this framework is capable
of alleviating geometric deformation and blur introduced by
turbulence, significantly improving the visual quality of the
restored face images.
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Fig. 7. Results of ablation study on two synthetic images. (a) Real turbulence distorted images. Results corresponding to (b) Base Netowrk (BN), (c) BN +
b blur prior, (d) BN + blur prior b + distortion prior d, (e) TDRN w/ Lfinal, and (f) Ground truth clean images.
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