Data mining is routinely used to organize ensembles of short temporal observations so as to reconstruct useful, low-dimensional realizations of the underlying dynamical systems. By analogy, we use data mining to organize ensembles of a different type of short observations to reconstruct useful realizations of bifurcation diagrams. Here the observations arise not through temporal variation, but rather through the variation of input parameters to the system: typical examples include short oneparameter steady state continuation runs, recording components of the steady state along the continuation path segment. We demonstrate how partial and disorganized "bifurcation observations" can be integrated in coherent bifurcation surfaces whose dimensionality and topology/parametrization can be systematically recovered in a data-driven fashion. The approach can be justified through the Whitney and Takens embedding theorems, allowing reconstruction of manifolds/attractors through observations. We discuss extensions to different types of bifurcation observations (not just oneparameter continuation), and show how certain choices of observables create analogies between the observation of bifurcation surfaces and the observation of vector fields. Finally, we demonstrate how this observation-based reconstruction naturally leads to the construction of transport maps between input parameter space and output/state variable spaces.
Bifurcation diagrams embody the relation between the inputs of a dynamical system (its operating parameters) and its response (e.g., the resulting steady states). One can observe such diagrams experimentally by systematically varying the parameters and initial conditions. Given a mathematical model of a system, numerical bifurcation theory provides algorithms for computing such diagrams.
In this letter, we endeavor to reconstruct an entire bifurcation surface from several short, disorganized, possibly partial observations of points recorded along paths on the surface. This naturally connects with ongoing research in data driven identification of dynamical systems from time-series, e.g. [1] [2] [3] , where reconstructing useful phase space realizations and even dynamics from partial observations of time series has a long history [4, 5] . Motivated by these successful techniques, we consider a different context where short sequences of scalar or vector observations arise: the one-parameter steady state continuation process, during computation (or experimental tracing) of bifurcation diagrams. It appears natural that the approaches mentioned above could be used here to systematically rearrange disorganized and even partial observations into coherent bifurcation surfaces, embodying input-output relations.
First, we demonstrate how partial and disorganized observations of a bifurcation diagram can be integrated in a coherent surface whose topology and parametrization can be systematically recovered in a data-driven fashion. Second, we extend the approach to different types of bifurcation observations (not just one-parameter continuation), and show how certain choices of observables create analogies between the observation of bifurcation surfaces and the observation of vector fields. Finally, we demonstrate how this observation-based reconstruction naturally leads to the construction of transport maps between input parameter space and output state variable spaces.
FIG. 1.
The cusp bifurcation surface, with normal formẋ = µ + λx − x 3 , embedded in parameters and state space R 2 × R. The blue and green curves are computed by fixing two values of λ and performing continuation of the steady state loci in µ. Yellow and orange arrows indicate short observation segments for two possible one-parameter continuation directions along the surface. For µ and λ values located between the two red "fold" lines, the system exhibits hysteresis.
Consider, as an illustrative example, the cusp bifurcation surface shown in Fig. 1 , with two input parameters µ and λ and one state variable x (which also serves as output). In this example, direct observation of the surface would involve recording of x, µ and λ triplets "everywhere" on the surface. The surface is the graph of the function µ = µ(x, λ) := x 3 − λx, and manifold learning techniques such as Diffusion Maps [6] can easily parametrize it, as we describe below.
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In a numerical bifurcation context, the steady state x will be traced through (pseudo-)arclength continuation in one of the parameters (e.g µ) while the other parameter, λ is held constant (see blue and green curves in Fig. 1 ). Now, consider the situation in which not all of the parameters and state variables are observed. We might only have the following type of (partial) observation: starting at an arbitrary point on the blue curve, only the x values along a short segment of the curve are recorded; all segments have the same total arclength and we choose to record five x values at equal arclength increments. Most importantly, µ values are not recorded. Recording the x values in this way leads to a large, but disorganized collection of points in R m (here, m = 5). The central question becomes: To what extent can we reconstruct the blue curve? This is where Whitney and Takens come into play: the values of x along the curve are analogous to (delayed) observations along a temporal trajectory (where the arclength plays here the role of time); the blue curve is one-dimensional, so based on Whitney's theorem five observations are sufficient (m ≥ 2d, with d = 1 the intrinsic and m the embedding dimension) to reconstruct an embedding of it, even though we have no direct observation of µ. To parametrize this embedding, we use a non-linear manifold learning technique, Diffusion Maps (DMAP) [6] . Given n data points D = {y 1 , ..., y n } in ambient Euclidean space E = R m close to a smooth manifold M , we construct a graph between the points, where connectivity is based on a cutoff Gaussian kernel similarity measure w.r.t. the Euclidean distance in the ambient space E: For a given scale parameter > 0, the similarity between two distinct points y i and y j in E is defined through
2 / , where r := d(y i , y j ) and χ [0,l] is the indicator function on [0, l], l > 0 such that the kernel has compact support. Appropriate choices of the parameters and l depend on the data [6, 7] . The DMAP algorithm is based on the convergence of the normalized graph Laplacian on the data to the Laplace-Beltrami operator on the manifold. If the data points D are not sampled uniformly in M , the matrix K has to be normalized by an estimation of the density, [8] ) can be used in the case of uniform sampling, and α = 1 otherwise [6] . The kernel matrixK is normalized by the diagonal matrix D ∈ R (n×n) , where
The non-linear coordinatization (embedding) of the manifold is then given by a certain number d of eigenvectors of A = D −1K ∈ R n×n , scaled by their respective eigenvalue (and avoiding harmonics of previous eigenvectors [9] ). The new embedding dimension d may be much smaller than the previous ambient space dimension m, in which case DMAP achieves dimensionality reduction.
Indeed, using DMAP in this five dimensional embedding space recovers the one-dimensionality of the curve, and provides a consistent parametrization in terms of the first nontrivial DMAP coordinate, uncovering the correct topology of the curve. Therefore, x can be written as a function of the intrinsic variable φ 1 (see Fig. 2(a) ). only observe µ (which is not one-to-one with s). Still, sufficient µ observations along each segment allow us to discover the intrinsic one-dimensionality, through the parametrization via φ 1 . In this case, the average of the µ value in each segment,μ, is not monotonic with respect to φ 1 . This also provides a data-driven way to "discover" the system hysteresis, a key feature of the cusp bifurcation. One-parameter continuation can be performed "to the left" or "to the right" of the starting point; so observing the values along a segment in reverse order is also possible. One can take this (and other) symmetries into account during data mining by constructing metrics invariant to them (e.g. [10] ). Our first example was "easy", since an observable exists (here x) that is one-to-one with arclength along the curve. Consider now a more interesting, multivalued relation between input and output, such as the one shown in Fig. 3 , where the projections to both observable axes are multivalued. Here, we record observations of the two components (red and blue) shown in Fig. 3 in terms of one-parameter arclength segments. The space of observations containing sequences of x measurements along the curves, contains a diffeomorphic copy of the two distinct components. Performing DMAP computation with a compactly supported kernel reveals these two disjoint sets (the Markov chain is reducible [11, 12] ). Separately parameterizing the red and blue components reveals the topology of each component-one is equivalent to a circle and the other to a line. Data mining is thus capable of FIG. 3 .
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learning relations, and not just functions, first discovering and then providing a useful parameterization of the various disconnected components. We will show that this can lead to a meaningful transport map between inputs and outputs that circumvents the complicating multivaluedness.
The third example involves the data mining of short one-parameter segments in the µ direction, for a range of randomly distributed λ values, sampled across the entire surface. We only record x values, λ and µ are not measured. Fig. 4 shows that DMAPS will recover the a useful embedding of the surface, as well as the correct topology. Picking a different bifurcation observation (now performing short one-parameter continuations in the λ direction for random initial values of x) would also allow us to reconstruct the surface (not shown); certainly the dimension and the topology would be the same, even though the observation process is different.
An illustration of a qualitatively different observation process (not just one-parameter continuation) is shown in Fig. 4(c) . Now we observe the bifurcation surfaces by selecting small patches around randomly sampled points (see Fig. 5 ). Here, we record statistics of µ values at points, uniformly sampled inside circles in (x, λ) space. By statistics we mean the first five moments of the distribution; other options are also possible (e.g. Principal Component Analysis of histograms of µ values [13] ). The correct dimensionality and topology of the surface is again recovered, and will indeed be recovered for any sufficiently rich set of generic (alt. prevalent) [5, 14] observables. This shows that we can recover the surface even in cases where only a few quantities (leading to conditional densities and marginal distributions) can be measured.
Takens embeddings [5] using temporal observations of the system state are formulated in either discrete or continuous time: one can either use values of the observable at a discrete number of time points, or use time derivatives of the observable at a given time point as the additional embedding dimensions. The analogous observables for bifurcation surfaces would be a state variable measurement for a single parameter setting, and then derivatives of the observable(s) with respect to the continuation parameter (or, alternatively, with respect to the bifurcation curve arclength) at that point. Indeed, k-jet extensions [15] lift mappings to higher-dimensional spaces by replacing its value by its Taylor series expansion of degree k. This can be viewed as an approximation of using germs or, in our case, short continuation segments to represent the map. Singularity theory characterizes when the extensions have images that are smooth manifolds.
An embedding of the cusp bifurcation surface in twodimensional (x, ∂µ/∂x)-space is shown in Fig. 6 . This embedding can be alternatively interpreted as observations of a one-dimensional vector field V over x, parametrized by λ, i.e. V := ∂µ ∂x (x; λ); or, equivalently, as the right-hand-side of an ordinary differential equation, d dt x(t) = V (x(t); λ). As shown in Fig. 6 (b) the turning points of the cusp bifurcation surface become steady state branches of the dynamical system associated with the vector field. The cusp point now describes a saddlenode bifurcation. Short continuations in the µ direction (for fixed λ) correspond to time-series segments for this vector field. "Time" for this vector field goes to infinity at finite µ (at the turning points, which appear now as steady states). Clearly, tools for signal-processing and identification of dynamical systems (e.g. Koopman operator approximations [16] [17] [18] , time-delay embedding techniques, information theory [19, 20] , etc.) can be exploited to develop observables for continuation-based bifurcation surface reconstruction.
The process of observing bifurcation diagrams also has interesting implications in studying transport maps between inputs and outputs [21] . Consider the relation we explored in Fig. 3 , and consider an observation process that samples the arclength of each of its two component curves at equal steps; This produces a constant density of observations along the arclength. Projecting this uniform density onto the input and the output axes results in complicated density profiles, with the density approaching infinity at turning points of the curve (spikes in Fig. 7) . Detection of the location of these singularities in a higherdimensional setting is also possible through data-driven analysis of the graph Laplacian on the data [22] . Having the densities on input and output axes, it is natural to explore a transport map between them. Instead of trying to construct such a transport map through an appropri- ately defined optimization process [23, 24] , we can use data mining of the bifurcation observations to provide a solution. In the example shown in Fig. 7 , DMAP can uncover and parametrize the two disconnected components, allowing us to write the relation between input and output in a parametric form in terms of DMAP coordinates. Since the relation embodies the transport map, this helps us effectively recover it in the same parametric form. Projecting the density on the intrinsic parametrization separately to the input axis and to the output axis demonstrates how the singularities in input and output densities form. The uniform density ρ s along the arclength s is projected through the relation, resulting in the density ρ y on the output (vertical, y) axis. The result ρ y is the sum of transports over piecewise invertible branch segments g k : R → R, k = 1, . . . , 4 of the curves (differentiated by color in Fig. 7 ):
The book-keeping introduced through the intrinsic parametrization allows us to determine how the input and output densities are connected through a form of branched transport (see Fig. 7 ). It is important to state that this parametrization of the transport map has required more than just single point observations. The additional information necessary to embed and parametrize the manifold is gained through the observation process, i.e. the context provided in each set of observations. In summary, we have demonstrated that observations of input-output relations, in the form of ensembles of disorganized, even partially recorded, short bi-furcation (continuation) computational runs, can be rearranged and combined to construct a realization (and parametrization) of the full bifurcation surface through manifold learning techniques. This exploits the Whitney and Takens embedding theorems, typically used in time series analysis of dynamical systems, now applied to one-parameter continuation for the construction of bifurcation surfaces. We also demonstrated that different types of observations (not just single-parameter continuation segments) can also be used. It is possible (though it is not shown here), to compute diffusion maps not with the Euclidean distance between observations, but with a Mahalanobis-like metric that takes into account local observation covariances [25, 26] . This has the potential of fusing different observation sets (observations from one-parameter continuation runs in different directions, statistics from two-dimensional patches, etc.) in one consistent observation surface, but requires a consistent way to estimate covariance matrices for the given observation process. There is an analogy to the Dynamic Laplacian [27] , in that, to gather covariance information, we have to first obtain points by diffusing locally on the surface, and then create a (sequence of) observations from each initial point. In addition, we explored how the data driven recovery of the dimensionality and topology of the input-output relation can lead to a useful transport map between parameter and state spaces. Current work explores extending the approach to other bifurcations types, as well as the relation of this "observation based" transport map to those obtained through optimal transport considerations .
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