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Iskrena hvala tudi družini in Izarju za podporo in spodbudne besede v času
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Povzetek
Naslov: Analiza omrežja simptomi-bolezni pri človeku
Avtor: Simona Malenšek
Ugotavljanje povezav med simptomi in boleznimi je za diagnostiko in zdravljenje
ključnega pomena, saj vplivajo na razumevanje bolezni in oblikovanje zdravil. S
pomočjo analize omrežij lahko te povezave podrobno preučimo, zanje izračunamo
različne mere in odkrivamo morebitne vzorce. Načinov, kako povezati simptome
in bolezni, je več, na primer, da povezave predstavljajo število skupnih pojavitev
v osnutkih znanstvenih člankov. V diplomskem delu omrežje simptomov in bo-
lezni zgradimo tako, da za njihove uteži uporabimo število zadetkov, ki jih vrne
iskalnik Google za posamezno kombinacijo simptoma in bolezni. Osredotočimo se
na projekcijo bolezni na podlagi skupnih simptomov in zanje s pomočjo različnih
algoritmov poǐsčemo skupnosti. Tako pridobljene rezultate analiziramo in inter-
pretiramo, ter jih primerjamo z rezultati referenčne raziskave.
Ključne besede: analiza omrežij, simptomi, bolezni, iskalnik Google, odkrivanje
skupnosti.

Abstract
Title: Analysis of human symptoms-disease network
Author: Simona Malenšek
Identifying the links between symptoms and diseases is crucial for diagnosis and
treatment, as they affect understanding of the disease and the development of
medication. Through network analysis, we can examine these connections in de-
tail by calculating different measures for them and identifying potential patterns.
There are several ways to build a network of symptoms and diseases, for exam-
ple, by linking them with the number of co-occurrences in abstracts of scientific
articles. In the thesis, we build a network of symptoms and diseases by using the
number of Google Search hits as the edge weight for each combination of symptom
and disease. We focus on the network’s projection on diseases based on common
symptoms and use different algorithms to find communities of diseases. The results
obtained are analyzed, interpreted and compared with the results of a reference
study.
Keywords: network analysis, symptoms, diseases, Google Search, community
detection.

Poglavje 1
Uvod
Kljub izjemnemu napredku v razumevanju in zdravljenju človeških bolezni v za-
dnjih desetletjih to področje še vedno vsebuje veliko nepojasnjenih pojavov in
neodgovorjenih vprašanj [19]. Glavne ovire pri napredku so razpršene meje med
boleznimi, saj imajo lahko več vzrokov in so lahko povezane v več dimenzijah.
Razvoj na področju določanja izvora bolezni je ključnega pomena za medicinsko
analizo, razumevanje bolezni in njihovih vzrokov ter za oblikovanje novih zdravil.
Za diagnostiko in zdravljenje je najbolj pomembno ugotavljanje simptomov, ki so
najbolj opazne lastnosti bolezni.
Ko imamo kakšen simptom, na primer glavobol ali izpuščaj, pred obiskom
zdravnika velikokrat po internetu poǐsčemo, kaj bi lahko bil vzrok zanj. Iskalnik
nam ponavadi vrne na tisoče ali več uporabnih ali neuporabnih zadetkov, v katerih
so opisani simptomi in naštete bolezni, pri katerih se ti najpogosteje manifestirajo.
Število zadetkov za simptome in bolezni je odvisno od mnogih dejavnikov, od
dejanske pogostnosti in resnosti iskanega, do tega, ali se je iskano dogajalo kakšni
slavni osebi.
Motiv za diplomsko nalogo je znanstveni članek Human symptoms-disease ne-
twork ali HSDN, v katerem so povzeti rezultati raziskave povezav med simptomi in
boleznimi na molekularni ravni, povezanih na podlagi skupnih pojavitev v osnut-
kih znanstvenih člankov. Ob branju omenjenega znanstvenega članka se pojavi
vprašanje, na kakšne načine je mogoče ponoviti tako raziskavo in ali bi tudi pono-
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vitve vračale smiselne rezultate?
Poskusimo ugotoviti, ali je prej omenjeno število zadetkov, ki jih vrne iskalnik
za nek simptom ali neko bolezen, smiselno. Vzemimo seznam simptomov in bolezni
iz omenjenega članka in za njihovo težo povezave uporabimo število zadetkov, ki
jih vrne iskalnik Google za vsako kombinacijo simptoma in bolezni. Na tak način
zgradimo omrežje, ga analiziramo, interpretiramo in ugotovimo ali vrača smiselne
rezultate.
Namen diplomske naloge je ponoviti raziskavo HSDN na podlagi drugače zgra-
jenega omrežja. Da bi lažje razumeli področje analize omrežij, se najprej seznanimo
z osnovnimi definicijami in pojmi v Poglavju 2. V njem opǐsemo tudi nekatere naj-
pogosteje uporabljene metrike na področju analize omrežij in orodja, uporabljena
v sklopu diplomske naloge. Pridobivanje podatkov in pregled nad njimi opǐsemo v
Poglavju 3, kjer vključimo tudi način pridobivanja podatkov iz omenjenega članka,
saj seznam simptomov in bolezni pridobimo od tam. Sledi osnovna analiza in in-
terpretacija rezultatov v Poglavju 4, v Poglavju 5 rezultate povzamemo in jih
diskutiramo, v Dodatku A pa jih prikažemo.
Poglavje 2
Analiza omrežij
Da bi bolje razumeli področje analize omrežij, najprej predstavimo omenjeno po-
dročje in opǐsemo glavne značilnosti omrežij, nato predstavimo pojav skupnosti in
opǐsemo nekaj metrik, ki jih uporabljamo na tem področju, za konec pa predsta-
vimo uporabljena orodja.
2.1 Teorija grafov
Zgodba teorije grafov sega v 18. stoletje, v mesto Köningsberg, sestavljeno iz štirih
glavnih delov kopnega, ki jih prek reke Pregyole povezuje sedem mostov [1] (glej
sliko 2.1). Švedski matematik Leonard Euler je želel najti pot, po kateri bi lahko v
enem obhodu obiskal vse štiri dele mesta, tako da bi prečkal vsak most samo enkrat
(t.i. Eulerjev sprehod). Dokazal je, da taka pot ne obstaja in s tem začrtal pot
teoriji grafov, veji diskretne matematike, ki se je do danes močno razvila in je na
mnogih področjih nepogrešljiva. Z njo lahko preučujemo povezave med različnimi
entitetami, na primer razmerja med prijatelji v družbenih omrežjih, svetovni splet
(WWW), omrežja poslovnih odnosov med podjetji, Internet, nevronske mreže in
drugo (glej tabelo 2.1).
Teorija grafov je v splošnem raziskovanje povezav [1]. Glede na množico vozlǐsč
in povezav, ki jih lahko pridobimo iz kateregakoli področja in vsakdanjega življenja,
lahko s teorijo grafov tak sistem opredelimo in poenostavimo. Izraza omrežje in
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Slika 2.1: Köningsberg (levo) v času Leonarda Eulerja. Euler je po vzoru mesta
konstruiral graf (desno) s štirimi vozlǐsči, ki predstavljajo štiri ločene dele kopnega,
povezanimi s sedmimi povezavami, ki predstavljajo sedem mostov. Nato je dokazal,
da pot, po kateri bi se lahko sprehodil z enkratnim prečkanjem vsakega od mostov
- tako imenovana Eulerjeva pot - ne obstaja. Slika prirejena po [17].
graf sta v znanstveni literaturi mǐsljena kot sopomenki, čeprav se izraz omrežje
pogosto nanaša na resnične sisteme, kot na primer svetovni splet ali družbena
omrežja, izraz graf pa na matematične predstavitve teh omrežij. Na sliki 2.2 so
prikazana tri enako predstavljena omrežja iz različnih področij.
2.1.1 Značilnosti omrežij
Omrežje ali graf je množica vozlǐsč, povezanih s povezavami [1]. Te so lahko
usmerjene ali neusmerjene, omrežje pa je usmerjeno, če so vse njegove povezave
usmerjene; in je neusmerjeno, če nobena njegova povezava ni usmerjena. Nekatera
omrežja imajo tako usmerjene kot neusmerjene povezave.
Omrežje G definiramo kot množico (N, V ), kjer N predstavlja množico vozlǐsč
N = {1, 2, ... n},
V pa množico povezav med njimi, kjer je
m = {|V |}.
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Slika 2.2: Tri enako predstavljena omrežja iz različnih področij. Na sliki so prika-
zani preprosti primeri: a) Internetno omrežje, kjer so med seboj povezani usmer-
jevalniki; b) omrežje Hollywoodskih igralcev, ki so povezani med seboj, če so kdaj
igrali v istem filmu; in c) omrežje interakcij med beljakovinami, kjer sta dve be-
ljakovini povezani, če obstaja dokaz o možnosti interakcije med njima v celici.
Omrežja so kljub različnim področjem predstavljena na enak način, sestavljena iz
n = 4 vozlǐsč in m = 4 povezav, kot je prikazano na sliki d). [1]
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Omrežje Vozlǐsča Povezave
Internet Računalniki/usmerjevalniki Kabli/brezžična povezava
WWW Spletne strani Hiperpovezave
Družbeno omrežje Prijatelji Prijateljstva
Omrežja nevronov Nevroni Sinapse
Filmski igralci Igralci Igranje v istih filmih
Tabela 2.1: Primeri nekaterih omrežij in kako so sestavljena. [13]
Če je omrežje G usmerjeno, potem velja
V ⊆ {(i, j)| i, j ∈ N}, (2.1)
če je neusmerjeno pa velja
V ⊆ {{i, j}| i, j ∈ N}. (2.2)
Primera usmerjenega in neusmerjenega omrežja sta prikazana na sliki 2.3. [20]
Slika 2.3: Neusmerjeno (levo) in usmerjeno omrežje (desno). Slika prirejena po [1].
Matrika sosednosti
Omrežja lahko predstavimo na več različnih načinov, najbolj preprosto s sezna-
mom povezav [13]. Omrežje iz slike 2.2 lahko na primer matematično najpogosteje
opǐsemo tako, da navedemo njegove štiri povezave: {{1,2}, {1,3}, {2,3}, {2,4}}.
Najpogosteje omrežja predstavimo matematično z matriko sosednosti. Za usmer-
jena omrežja z n vozlǐsči ima ta n vrstic in n stolpcev, njeni elementi so:
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Aij =
1, če obstaja povezava med vozlǐsči j in i,0 sicer. (2.3)
Matrika sosednosti neusmerjenega omrežja ima dva vnosa za vsako povezavo,
na primer povezava (1, 2) je v matriki sosednosti predstavljena kot A12 = 1 in A21
= 1. Iz tega sledi, da je matrika sosednosti neusmerjenega omrežja simetrična, saj
velja Aij = Aji.
Za usmerjeno omrežje iz slike 2.3 je matrika sosednosti oblike
Aij =

0 0 1 0
1 0 1 0
0 0 0 0
0 1 0 0
 , (2.4)
za neusmerjeno pa
Aij =

0 1 1 0
1 0 1 1
1 1 0 0
0 1 0 0
 . (2.5)
Pomembna lastnost vsakega vozlǐsča je njegova stopnja, ki predstavlja število
povezav, ki jih ima vozlǐsče z drugimi vozlǐsči [1]. Stopnjo lahko predstavlja število
prijateljev, ki jih ima posameznik na družbenem omrežju, ali pa število interakcij,
ki jih ima določena beljakovina z drugimi. Stopnjo ki vozlǐsča i lahko pridobimo
tudi iz elementov matrike sosednosti. Za neusmerjeno omrežje je stopnja vozlǐsča
vsota bodisi po vseh vrsticah bodisi po vseh stolpcih matrike
ki =
n∑
j=1
Aji =
n∑
i=1
Aji. (2.6)
Za usmerjena omrežja vsota po vrsticah in stolpcih predstavlja vhodno ali
izhodno stopnjo vozlǐsča
kini =
n∑
j=1
Aij, k
out
i =
n∑
j=1
Aji. (2.7)
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Utežena omrežja
Omrežja imajo lahko tudi utežene povezave, rečemo jim utežena omrežja [1]. V
takem omrežju ima vsaka povezava (i, j ) utež wij. V družbenem omrežju je to
lahko število skupnih prijateljev, ki jih ima posameznik z enim od svojih prijateljev.
Za utežena omrežja matrika sosednosti vsebuje uteži povezav:
Aij = wij. (2.8)
Večina omrežij je uteženih, včasih pa ne moremo določiti primerne teže, zato
v takih primerih pogosto štejemo omrežje kot neuteženo.
Dvodelno omrežje
Dvodelno omrežje je omrežje, kjer lahko njegova vozlǐsča razdelimo na ločeni
množici U in V tako, da gre vsaka povezava iz vozlǐsča množice U v vozlǐsče
množice V [1]. Predstavimo ga z bipartitnim grafom. Za tako omrežje lahko gene-
riramo projekciji, kot je prikazano na sliki 2.4. Projekcija U povezuje dve vozlǐsči
iz U , če pri obeh obstaja povezava z istim vozlǐsčem v V v dvodelnem omrežju.
Projekcija V povezuje dve vozlǐsči iz V , če pri obeh obstaja povezava iz istega
vozlǐsča v U v dvodelnem omrežju.
Pot
Pot v omrežjih je katerokoli zaporedje vozlǐsč, pri katerem je vsak zaporedni par
vozlǐsč v omrežju povezan [13]. Dolžina poti predstavlja število povezav, skozi
katere poteka pot (slika 2.5). Poti v omrežjih nam lahko veliko povedo, zato
poglejmo nekaj njihovih pomembnih lastnosti.
Najkraǰsa pot med vozlǐsči i in j je pot z najmanǰsim številom povezav [13].
Ponavadi ji rečemo razdalja med vozlǐsči i in j in jo zapǐsemo kot dij ali samo d.
Lahko imamo več najkraǰsih poti enakih dolžin d med pari vozlǐsč, najkraǰsa pot
pa nikoli ne vsebuje ciklov ali se prekriža. V neusmerjenem omrežju velja dij =
dji, kar pomeni, da je razdalja med vozlǐsči i in j enaka, kot razdalja med j in
i. V usmerjenem omrežju pogosto velja dij 6= dji. Obstoj poti iz vozlǐsča i v j
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Slika 2.4: V dvodelnem omrežju lahko vozlǐsča razdelimo v ločeni množici U in V .
Vozlǐsča iz U so povezana z vozlǐsči iz V , v isti množici pa med vozlǐsči ni povezav.
Slika prikazuje projekciji, ki ju lahko naredimo za vsako dvodelno omrežje. Pro-
jekcijo U dobimo tako, da povežemo dve vozlǐsči iz U , če imata povezavo do istega
vozlǐsča iz V v dvodelnem omrežju. Projekcijo V dobimo tako, da povežemo dve
vozlǐsči iz V , če imata povezavo iz istega vozlǐsča v U v dvodelnem omrežju. Slika
prirejena po [1].
ne zagotavlja obstoja poti iz j v i. Omrežju z milijoni vozlǐsč je težko in časovno
zahtevno najti vse najkraǰse poti, ki jih ponavadi dobimo iz matrike sosednosti, v
praksi pa uporabljamo algoritem iskanja v širino (BFS).
Povprečna dolžina poti 〈d〉 je povprečna razdalja med vsemi pari vozlǐsč v
omrežju [13]. Za usmerjeno omrežje z n vozlǐsči je 〈d〉 enak
d =
1
n(n− 1)
∑
i,j=1,n
i 6=j
di,j. (2.9)
Enačba 2.9 meri le pare vozlǐsč, ki so v isti komponenti (glej poglavje 2.1.1) [1].
Da bi določili povprečno dolžino poti v velikih omrežjih, lahko uporabimo algoritem
BFS, pri čemer moramo najprej določiti razdalje med prvim vozlǐsčem in vsemi
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ostalimi vozlǐsči v omrežju, nato razdalje med drugim vozlǐsčem in vsemi ostalimi
razen prvim. Nato to ponovimo na vseh vozlǐsčih.
Slika 2.5: Pot med vozlǐsči i0 in in je urejen seznam s k elementi: P = {(i0, i1),
(i1, i2), (i2, i3), ..., (ik−1, ik)}. Dolžina take poti je k, in v omrežjih lahko med
enakimi vozlǐsči najdemo več različnih poti. Pot, označeno s sivo črto na levem
omrežju, zapǐsemo kot 1→ 2→ 5→ 7→ 4→ 6, njena dolžina je k = 5. Poǐsčimo
še najkraǰso pot med dvema vozlǐsčema. Najkraǰsa pot med vozlǐsčema 1 in 7, ali
d17, je pot z najmanǰsim številom povezav, ki povezuje ti dve vozlǐsči. Na desnem
omrežju je prikazana z oranžno barvo. Slika prirejena po [1].
Povezanost
V neusmerjenem omrežju sta vozlǐsči i in j povezani, če obstaja pot med njima,
in nepovezani, če taka pot ne obstaja [1]. V tem primeru velja dij = ∞. Omrežje
je povezano, če so vsi pari vozlǐsč povezani, in je nepovezano, če obstaja vsaj
en par vozlǐsč, kjer velja dij = ∞. Če je omrežje nepovezano, njegova podo-
mrežja imenujemo komponente ali gruče (ang. clusters). Komponenta je taka
podmnožica vozlǐsč v omrežju, da med katerimakoli vozlǐsčema, ki sta del enake
komponente, obstaja pot, vendar ni mogoče dodati več vozlǐsč, ki bi imeli enako la-
stnost. Če je omrežje sestavljeno iz dveh komponent, ju lahko pravilno vstavljena
povezava poveže, zaradi česar je omrežje povezano. Taki povezavi rečemo most
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(glej sliko 2.6). Na splošno je most katera koli povezava, ki povzroči nepovezanost
omrežja, če jo odstranimo.
Slika 2.6: a) Majhno omrežje, sestavljeno iz dveh ločenih komponent. V po-
samezni komponenti obstaja pot med katerimkoli parom vozlǐsč, med vozlǐsči iz
različnih komponent pa ne. b) Dodajanje ene povezave, imenovane most (označena
z oranžno), spremeni nepovezano omrežje v eno povezano komponento. Zdaj ob-
staja pot med katerimkoli parom vozlǐsč v omrežju. Slika prirejena po [1].
2.2 Skupnosti
Skupnosti v omrežjih so skupine vozlǐsč, za katere je verjetneje, da se povežejo
med seboj kot z vozlǐsči iz drugih skupnosti [1]. Za lažje razumevanje navedemo
dve področji, kjer skupnosti igrajo pomembno vlogo:
• Družbena omrežja
V družbenih omrežjih je zaznavanje skupnosti precej nezahtevno. Na primer
zaposleni v podjetju se verjetneje družijo med sabo, kot z zaposlenimi iz
drugih podjetij. Posledično so delovna mesta gosto povezane skupnosti zno-
traj družbenega omrežja. Skupnosti lahko prav tako predstavljajo skupine
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prijateljev ali skupine posameznikov, ki imajo enake hobije ali živijo v istem
naselju.
• Biološka omrežja
Skupnosti igrajo posebej pomembno vlogo pri razumevanju, kako so spe-
cifične biološke funkcije zakodirane v celičnih omrežjih. To vpliva tudi na
razumevanje človeških bolezni, saj so beljakovine, ki so navzoče pri neki
bolezni, nagnjene k medsebojnim interakcijam. To odkritje je navdihnilo hi-
potezo modula bolezni, ki pravi, da je lahko vsaka bolezen povezana z dobro
definirano skupnostjo znotraj celičnega omrežja.
Skupnosti so lokalno gosto povezani podgrafi v omrežju, kar pomeni, da lahko
vsakega člana skupnosti enostavno dosežemo iz enega od vozlǐsč znotraj iste sku-
pnosti. Tej lastnosti pravimo povezanost (ang. connectedness). Hkrati pričakuje-
mo, da bodo vozlǐsča, ki pripadajo isti skupnosti, imela vǐsjo verjetnost, da se
povežejo z drugimi člani iste skupnosti, kot s člani drugih skupnosti (glej sliko 2.7).
Tej lastnosti pravimo gostota (ang. density).
Omrežje lahko razdelimo v skupine na različne načine. Glavna načina sta is-
kanje particij v grafu (ang. graph partitioning) in zaznavanje skupnosti (ang.
community detection). Ta dva načina se med seboj razlikujeta v tem, da iskanje
particij v grafu tega razdeli na vnaprej definirano število manǰsih podgrafov, med-
tem ko zaznavanje skupnosti stremi k odkrivanju naravnih skupnosti v omrežju.
Posledično v večini algoritmov, ki zaznavajo skupnosti, število in velikost skupno-
sti nista vnaprej definirana, temveč morata biti odkrita s pregledovanjem povezav
v omrežju.
Particija je delitev omrežja na določeno število skupin, tako da vsako vozlǐsče
pripada le eni skupini. Število možnih particij raste hitreje kot eksponentno z
velikostjo omrežja. Pri tem se srečamo s težavo, da število možnih načinov, s kate-
rimi lahko razdelimo omrežje v skupnosti, prav tako raste eksponentno z velikostjo
omrežja, zaradi česar je nemogoče, da bi pregledali vse particije velikega omrežja.
Zaradi tega potrebujemo algoritme, ki lahko prepoznajo skupnosti, ne da bi pri
tem preiskali vse particije:
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Slika 2.7: Omrežje s tremi skupnostmi, ki so obkrožene s črtkanimi krogi. Znotraj
skupnosti so vozlǐsča med seboj močno povezana (med njimi je veliko povezav), z
vozlǐsči iz drugih skupnosti pa slabo (med njimi je malo povezav). Slika prirejena
po [11].
Hierarhično gručenje
Izhodǐsče za hierarhično gručenje je matrika podobnosti, katere elementi xij pred-
stavljajo razdaljo od vozlǐsča i do vozlǐsča j [1]. V zaznavanju skupnosti je po-
dobnost pridobljena iz relativne pozicije vozlǐsč i in j v omrežju. Ko imamo xij,
hierarhično gručenje nato iterativno poǐsče skupine vozlǐsč z visoko podobnostjo.
Da to dosežemo, lahko uporabimo dva načina:
• Združevalni algoritmi združujejo vozlǐsča z visoko podobnostjo v isto sku-
pnost [16]. Primer takega algoritma je algoritem Ravazs et al., ki je bil pred-
stavljen z namenom iskanja funkcionalnih modulov v metaboličnih omrežjih,
z računsko zahtevnostjo O(n2).
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• Delilni algoritmi izolirajo skupnosti tako, da odstranijo povezave z nizko
podobnostjo, ki bi sicer povezovale različne skupnosti [6, 12]. Primer ta-
kega algoritma je algoritem Girvan-Newman, katerega računska zahtevnost
je odvisna od izbrane metrike sredǐsčnosti. Najbolj učinkovita metrika je
vmesnost povezav (ang. link betweenness) z računsko zahtevnostjo O(m2n).
V obeh načinih algoritmi proizvedejo hierarhično drevo, imenovano dendrogram, ki
napove možne particije skupnosti, ne pove pa, katera particija najbolje zajame te-
meljno strukturo skupnosti. Res je, da katerikoli rez dendrograma ponudi veljavno
particijo, vendar se to ne sklada s pričakovanjem, da obstaja unikatna struktura
skupnosti v omrežju.
Modularnost
Za naključno povezana omrežja ne pričakujemo, da bodo imela klasično strukturo
skupnosti, kot smo jo definirali zgoraj [1]. Zaradi tega lahko definiramo količino,
imenovano modularnost, ki meri kvaliteto vsake particije, zaradi česar nam ta
dovoljuje, da se za posamezno skupnost odločimo, če je bolǰsa od drugih. Optimi-
zacija modularnosti ponuja nov način za prepoznavanje skupnosti.
Naj bo neko omrežje sestavljeno iz n vozlǐsč in m povezav ter razdeljeno v nc
skupnosti. Naj ima vsaka skupnost nc vozlǐsč in mc povezav, kjer je c= 1, ..., nc in
naj bo kc vsota stopenj vozlǐsč v skupnosti. Recimo, da imamo popolno particijo,
ki omrežje razdeli na nc skupnosti. Da bi videli, če se lokalna gostota povezav
v podgrafu, ki je definiran s to particijo, razlikuje od pričakovane gostote v na-
ključno povezanem omrežju, definiramo modularnost particije tako, da seštejemo
modularnosti vseh nc skupnosti, kot prikazuje enačba 2.10. Izračunana vrednost
ne more presegati 1.
Mc =
nc∑
c=1
[
mc
m
−
(
kc
2m
)2]
(2.10)
Naštejmo nekaj lastnosti modularnosti:
• Vǐsja modularnost pomeni bolǰso particijo (glej gliko 2.8a). Slika 2.8b pona-
zarja, da z malo manǰso vrednostjo M dobimo manj optimalno particijo, ki
omrežja ne razdeli optimalno na dve skupnosti.
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• Če vzamemo celotno omrežje kot eno skupnost, dobimo M =0, kar ponazarja
slika 2.8c. V tem primeru sta vrednosti v oklepaju enačbe 2.10 enaki.
• Če vsako vozlǐsče pripada drugi skupnosti, dobimo Lc=0, kar pomeni, da bo
M negativen, kar ponazarja slika 2.8d.
Slika 2.8: a) Particija z najvǐsjo modularnostjo M =0,41, ki prepozna dve vidno
ločeni skupnosti. b) Suboptimalna particija, z nekoliko nižjo vrednostjo M kot v
primeru a), ne prepozna dveh ločenih skupnosti. c) Ena skupnost, ki jo dobimo v
primeru, da je M =0, kar pomeni, da so vsa vozlǐsča v isti skupnosti. d) Če vsako
vozlǐsče pripada drugi skupnosti dobimo negativno modularnost. Slika prirejena
po [1].
Modularnost lahko uporabljamo pri odločanju, katera od mnogih particij, ki
jo napovedo hierarhične metode, ponuja najbolǰso strukturo skupnosti, pri čemer
izberemo tisto, ki ima največji M. Poglejmo algoritem, ki poǐsče particije blizu
maksimalnega M, vendar ob tem ne pregleda vseh particij.
Požrešen algoritem (ang. greedy algorithm) iterativno združuje pare skupnosti,
16 Simona Malenšek
če to združevanje poveča modularnost particije [1]. Algoritem sledi naslednjim
korakom:
1. Vsako vozlǐsče pripǐsi svoji skupnosti, pri čemer začni z n skupnostmi, ki
vsebujejo samo eno vozlǐsče.
2. Preuči vsak par skupnosti, ki ju povezuje vsaj ena povezava in izračunaj
modularno razliko ∆M, pridobljeno ob združevanju. Prepoznaj par skupnosti
z največjo modularno razliko in ju združi. Modularnost se vedno izračuna
za celotno omrežje.
3. Ponovi 2. korak dokler se vsa vozlǐsča ne združijo v eno skupnost, pri čemer
za vsak korak beleži M.
4. Izberi particijo, ki ima največji M.
Optimizirane implementacije požrešnega algoritma imajo časovno zahtevnost
O(nlog2n).
Modularnost ponuja dobro razumevanje strukture skupnosti v omrežju, hkrati
pa ima svoje omejitve:
• združuje majhne, slabo povezane skupnosti;
• omrežja nimajo jasno določenega maksimuma modularnosti, zaradi česar
lahko pride do stanja z več particijami z modularnostmi, ki jih je težko
razlikovati. Tako stanje pojasni, zakaj veliko algoritmov za iskanje največje
modularnosti hitro poǐsče particijo z visokim M : poǐsčejo eno od mnogih
particij s skoraj optimalnim M ;
• tudi naključna omrežja vsebujejo visoko modularne particije.
Poglejmo še nekaj algoritmov, ki delujejo po principu maksimiziranja modu-
larnosti.
Algoritem Louvain optimizira modularnost s časovno zahtevnostjo O(m) [1].
Z njim lahko prepoznavamo skupnosti v velikih omrežjih. Algoritem sestavljata
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dve fazi [2]: (1) v prvi fazi ǐsče manǰse skupnosti tako, da lokalno optimizira modu-
larnost, (2) v drugi fazi združi vozlǐsča iz iste skupnosti in zgradi novo omrežje, kjer
so ta vozlǐsča skupnosti. Ti dve fazi se ponavljata iterativno, dokler ni dosežena
največja modularnost. Metoda vrne več particij.
Algoritem Louvain ima to slabo lastnost, da lahko najde slabo povezane sku-
pnosti nad pričakovano resolucijsko mejo, t.j. pričakovanim številom povezav med
skupnostima [18]. Vozlǐsče je lahko premaknjeno v drugo skupnost, čeprav lahko
igra vlogo mostu med različnimi komponentami prve skupnosti. Odstranitev ta-
kega vozlǐsča iz stare skupnosti lahko prekine povezave v njej, ni pa nujno, da bodo
na novo nepovezane komponente pripisane drugim skupnostim, kar proizvede no-
tranjo nepovezanost.
Algoritem Leiden je izbolǰsava algoritma Louvain, ki odpravlja njegovo naj-
večjo slabost, omenjeno zgoraj [18]. Algoritem Leiden najde particije znotraj ka-
terih so vse skupnosti notranje povezane, poleg tega pa tudi konvergira k asimp-
totično stabilni particiji, v kateri so podmnožice vseh skupnosti lokalno optimalno
določene. Algoritem sestoji iz treh faz: (1) lokalno premikanje vozlǐsč, (2) izpopol-
njevanje particij in (3) združevanje vozlǐsč glede na izpopolnjeno particijo z upo-
rabo neizpopolnjene particije za kreiranje začetne particije za združeno omrežje.
Algoritem Infomap uporablja kompresijo podatkov za iskanje skupnosti [1].
To naredi z optimiziranjem kvalitativne funkcije za prepoznavanje skupnosti v
usmerjenih in uteženih omrežjih, imenovanim enačba map (ang. map equation).
Časovna zahtevnost tega algoritma je največ O(mlogm) ali O(nlogn) za redka
omrežja.
2.3 Metrike
Za omrežja lahko izračunamo uporabne metrike, ki merijo njegihove različne la-
stnosti [13]. V tem poglavju razložimo nekaj takih, ki se jih najpogosteje uporablja
v analizi omrežij.
Pogosto vprašanje med raziskovalci je, katera vozlǐsča v omrežju so najbolj
pomembna ali sredǐsčna? Sredǐsčnost (ang. centrality) lahko merimo z različnimi
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metrikami, najenostavneje s stopnjo vozlǐsča, ki predstavlja število povezav, ki
jih ima. Stopnji včasih pravimo sredǐsčnost stopnje (ang. degree centrality).
S tem poudarimo, da se jo uporablja kot mero sredǐsčnosti. Kljub preprostosti
nam sredǐsčnost stopnje lahko pove pomembne lastnosti omrežja. Na primer, v
družbenih omrežjih je primerno sklepati, da ima oseba z veliko povezavami več
vpliva kot tista z manj, ali pa v omrežju citiranj člankov število citiranj pomeni,
ali je bil članek vpliven ali ne.
Drugačno mero sredǐsčnosti nudi bližinska sredǐsčnost (ang. closeness cen-
trality), ki meri povprečno razdaljo od enega vozlǐsča do drugih [13]. Naj bo
bližinska sredǐsčnost vozlǐsča i vsota najkraǰsih razdalj od i do vseh ostalih n-1
vozlǐsč, normalizirana s številom najmanǰsih možnih razdalj n-1
C(i) =
n− 1∑v=1
n−1 dij
, (2.11)
kjer je dij najkraǰsa razdalja med i in j ter je n število vozlǐsč v omrežju. Vǐsje
vrednosti pomenijo vǐsjo centralnost [4].
Prav tako drugačen koncept sredǐsčnosti predstavlja vmesna sredǐsčnost
(ang. betweenness centrality), ki meri v kakšnem obsegu je vozlǐsče na poti med
drugimi vozlǐsči [13]. Predstavljajmo si omrežje, skozi katerega se nekaj premika po
povezavah. V družbenih omrežjih so to lahko na primer sporočila, informacije ali
govorice, ki se pomikajo od človeka do človeka, v Internetu so to lahko podatkovni
paketi. Če nekaj časa počakamo, v koliko sporočil v družbenem omrežju bo pov-
prečno steklo od vozlǐsča do vozlǐsča na poti do cilja? Če predpostavimo, da vsak
par vozlǐsč na poti do cilja izmenja sporočilo z enako verjetnostjo na enoto časa,
in da sporočilo vedno izbere najkraǰso pot, bo število sporočil, ki bodo stekla čez
neko vozlǐsče, sorazmerno številu najkraǰsih poti, na katerih leži vozlǐsče. Število
teh poti predstavlja vmesno sredǐsčnost. Vozlǐsča z visoko vmesno sredǐsčnostjo
imajo lahko več vpliva v omrežju, saj skozi njih steče več informacij. Prav tako bi
odstranitev takih vozlǐsč iz omrežja predstavljala prekinitev toka informacij med
drugimi vozlǐsči.
Naj bo nist število najkraǰsih poti od s do t, ki potekajo skozi i, in naj bo gst
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število vseh poti od s do t. Potem vmesno sredǐsčnost xi izračunamo kot
xi =
∑
st
nist
gst
. (2.12)
Poleg različnih mer sredǐsčnosti si oglejmo še nekatere druge.
Povezanost (ang. connectivity) je enaka minimalnemu številu povezav, ki
jih je potrebno odstraniti iz omrežja, da postane nepovezano [3]. Naj bo G =
(N, V ) omrežje brez ciklov in večkratnih povezav, kjer je N množica vozlǐsč in L
množica povezav. Naj bosta i in j par različnih vozlǐsč v omrežju G. Najmanǰse
število povezav, ki jih lahko odstranimo iz omrežja G, da bo prekinjena vsaka pot
med vozlǐsči i in j, označimo z λ(i, j ). Povezljivost omrežja λ(G) je najmanǰsa
kardinalnost | S | množice povezav S⊆m, pri čemer je G-S bodisi nepovezano
bodisi trivialno omrežje. Kadar G ni trivialno omrežje, lahko λ(G) izrazimo z λ(i,
j ) kot
λ(G) = min{λ(i, j)| i, j ∈ G}. (2.13)
Povezana komponenta (ang. connected component) v neusmerjenem omre-
žju je največja podmnožica vozlǐsč, kjer je vsako vozlǐsče z neko potjo povezano s
katerimkoli drugim vozlǐsčem [13].
Koeficient nakopičenosti (ang. clustering coefficient) nam pove stopnjo, s
katero so sosedje danega vozlǐsča povezani med seboj [1]. Za vozlǐsče i s stopnjo
ki izračunamo lokalni koeficient nakopičenosti kot
Ci =
2mi
ki(ki − 1)
, (2.14)
kjer mi predstavlja število povezav med ki sosedi vozlǐsča i. Ci lahko zavzema
vrednosti od 0 do 1:
• Ci=0, če noben sosed vozlǐsča i ni povezan z drugim,
• Ci=1, če sosedje vozlǐsča i tvorijo poln graf, t.j. vsako vozlǐsče je povezano
z vsemi,
• Ci je verjetnost, da sta soseda vozlǐsča povezana drug z drugim. C =0,5 torej
pomeni, da sta soseda vozlǐsča povezana z verjetnostjo 50%.
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Povprečen koeficient nakopičenosti ponazarja stopnjo nakopičenosti celotnega
omrežja
〈C〉 = 1
n
n∑
i=1
Ci, (2.15)
kjer je n število vseh vozlǐsč.
2.4 Orodja
V tem poglavju opǐsemo orodja, uporabljena v sklopu diplomske naloge.
Python
Python je visoko-nivojski dinamični programski jezik, ki ga je mogoče poganjati
na vseh platformah [14]. Ustvaril ga je Guido Van Rossum leta 1989, trenutna
različica pa je Python 3.7.3. Zaradi preproste in intuitivne sintakse se ga uporablja
na veliko različnih področjih, tudi na področju analize in vizualizacije omrežij, zanj
pa je bilo napisanih mnogo knjižnic. Vsi programi, ki so bili napisani v okviru
diplomske naloge, so bili napisani v programskem jeziku Python.
Requests
Requests je Pythonova knjižnica, s katero lahko pošiljamo HTTP/1.1 zahtevke
[15]. Z mnogo različnimi funkcijami omogoča na primer vstavljanje parametrov v
URL-je, oblikovanje in branje podatkov ter preverjanje SSL. Omogoča tudi dostop
do podatkov v odgovorih na zahtevke.
NetworkX
NetworkX je Pythonova knjižnica, ki se uporablja za urejanje, analizo in vizuali-
zacijo omrežij [8, 9]. Podpira ustvarjanje in urejanje različnih vrst omrežij (usmer-
jeno, neusmerjeno, dvodelno, ciklično, itd.), izračun metrik, iskanje podgrafov,
skupin in skupnosti, pretvorbo omrežij v več različnih formatov in vizualizacijo
omrežij.
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Gephi
Gephi je odprtokodno orodje za analizo in vizualizacijo velikih omrežij [5]. Omo-
goča hitro, preprosto, interaktivno in modularno upravljanje z omrežji. V njem
lahko računamo različne statistike in metrike prav tako pa podpira različne for-
mate.
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Poglavje 3
Podatki
Seznam bolezni in simptomov za naše omrežje vzamemo iz podatkov, ki so bili
analizirani v članku HSDN in objavljeni na spletnem repozitoriju Github. Utežimo
ga s številom zadetkov, ki ga vrne iskalnik Google za kombinacijo posamezne
bolezni in simptoma. Da bi videli, kako se podatki in rezultati med na novo
uteženimi in izvirnimi podatki razlikujejo, v poglavje vključimo tudi kratek opis
pridobivanja podatkov iz članka. Podatke, ki jih utežimo s številom zadetkov
v imenujemo podatki GS (ali podatki iz Google Search), podatke iz članka pa
podatki HSDN. Najprej opǐsemo izvor seznama simptomov in bolezni, nato na
kratko pridobivanje podatkov HSDN, za konec pa kako sami pridobimo podatke
in nekatere osnovne lastnosti obeh naborov.
3.1 Pridobivanje podatkov
Za gradnjo omrežja bolezni na podlagi simptomov sta potrebna osnovna taksono-
mija simptomov in bolezni, ter nabor podatkov, iz katerih lahko pridobimo njihove
relacije [19]. Avtorji članka HSDN so se odločili za kombinacijo klasifikacije MeSH
(Medical Subject Headings) in zbirko literature PubMed. Klasifikacija MeSH, ki
so jo definirali strokovnjaki, nudi razumljiv besednjak, ki pokriva vse klasifikacije
bolezni, sistematično organizirane v hierarhično drevo. Za njihove namene je bila
najpomembneǰsa prednost ta, da se MeSH uporablja za indeksiranje vseh člankov
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v ogromni zbirki PubMed. Pomanjkljivost nabora bolezni in simptomov iz MeSH
pa je, da je relativno star, posodablja pa se le enkrat letno, kar je redko v tako hitro
razvijajoči se panogi. Poleg tega pri vseh taksonomijah predstavlja izziv razliko-
vanje med boleznimi in simptomi, saj to v veliko primerih ni jasno, na primer pri
debelosti. V klasifikaciji MeSH debelost spada v štiri različne in široke kategorije:
“Prehrambene in metabolične bolezni”, “Diagnoza”, “Psihološki pojav” in “Pa-
tološko stanje, znaki in simptomi”. Jasna in unikatna klasifikacija take bolezni je
težka, saj je debelost lahko smatrana kot bolezen, simptom, diagnoza in psihološki
pojav hkrati.
Vsak članek v zbirki PubMed se nanaša na metapodatke, ki vključujejo seznam
ročno določenih ključnih besed, ki opisujejo glavno temo članka. Razvili so pro-
gram, ki pridobi vse identifikatorje iz PubMed, katerih ključne besede vsebujejo
katero od bolezni ali simptomov, navedenih v MeSH. Povezave med simptomi in
boleznimi so bile nato določene s številom sočasnih pojavitev. Omrežje HSDN je
prikazano na sliki 3.1.
Slika 3.1: Omrežje bolezni iz HSDN, v katerem povezave predstavljajo skupne gene
ali beljakovinske interakcije. V njem najdemo več skupin bolezni, ki pripadajo isti
široki kategoriji bolezni. [19]
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Poln HSDN je zelo gost, ohranjenih ima več kot 84% vseh možnih kombinacij
povezav. Da bi se znebili nepomembnih povezav, so uporabili program, ki združuje
χ2 in p-vrednost in na podlagi znanih vrednosti določili prag p-vrednost = 0,05. Na-
bor podatkov je objavljen na spletnem repozitoriju Github in predstavlja dvodelno
omrežje s simptomi na eni in boleznimi na drugi strani, povezanimi z uteženimi
povezavami. V posamezni vrstici nabora je ime povezanega simptoma in bolezni,
število njunih skupnih pojavitev v povzetkih znanstvenih člankov, točke TF-IDF,
ki merijo vpliv besede v dokumentu ali zbirki (v tem primeru se točke nanašajo
na bolezen), identifikator simptoma, koda DOID in ime DOID. Primer objavljenih
podatkov je prikazan na sliki 3.2.
Vzamemo seznam bolezni in simptomov iz HSDN in v Pythonu napǐsemo
skripto, ki izvede iskanje v iskalniku Google za kombinacijo posamezne bolezni
in simptoma in zanjo s knjižnico Beautiful Soup, namenjeno za ekstrakcijo po-
datkov na spletu, preberimo pripadajoče število zadetkov. To število uporabimo
kot utež za pripadajočo kombinacijo simptoma in bolezni, ki nam sporoča, kako
močno sta povezana. Rezultat je dvodelno omrežje s simptomi na eni in boleznimi
na drugi strani, povezanimi z uteženimi povezavami. Posamezna vrstica vsebuje
simptom in bolezen, ter njuno pripadajoče število zadetkov v iskalniku Google.
Primer podatkov je prikazan na sliki 3.3.
V nadaljevanju opǐsimo postopek urejanja podatkov in njihovo strukturo za
oba nabora.
3.2 Opis podatkov
Ker vsako kombinacijo bolezni in simptoma izvedemo iskanje v iskalniku Google,
dobimo popolnoma povezano neusmerjeno omrežje (t.j. vsaka bolezen je povezana
z vsakim simptomom), kjer prevladujejo uteži blizu ničle (glej sliko 3.4). Da bi se
znebili naǰsibkeǰsih povezav, določimo novo spodnjo mejo za število zadetkov in
tiste pod mejo izpustimo iz nabora. Novo porazdelitev uteži prikažemo na različnih
grafih. Na grafu z linearnima osema (glej sliko 3.5a) vidimo, da je veliko uteži blizu
ničle, vendar jih je veliko manj, kot pred odstranjevanjem šibkih povezav. Ko isti
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Slika 3.2: Primer podatkov iz HSDN, objavljenih na spletnem repozitoriju Github.
Podatki vsebujejo ime simptoma in bolezni, število skupnih pojavitev v povzetkih
znanstvenih člankov, točke TF-IDF, ki povedo vpliv besede v dokumentu ali zbirki
(v tem primeru se točke nanašajo na bolezen), identifikator simptoma, kodo DOID
in ime DOID. Slika prirejena po [7].
nabor prikažemo na grafu z linearno vertikalno, in logaritemsko horizontalno osjo
(glej sliko 3.5c) vidimo, da je večina uteži strnjenih v interval od 0 do 107, potem pa
število uteži z velikostjo pada. Podobno vidimo na grafu z logaritemsko vertikalno
in linearno horizontalno osjo (glej sliko 3.5d) in na grafu z obema logaritemskima
osema (glej sliko 3.5b).
Iz dvodelnega omrežja naredimo projekcijo na bolezni. Utež za vsak par bolezni
izračunamo tako, da vzamemo množico skupnih simptomov s pripadajočimi utežmi
in končno utež med boleznima izračunamo kot vsoto zmnožkov uteži, ki jih imata
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Slika 3.3: Primer podatkov GS. Seznam simptomov in bolezni pridobimo iz podat-
kov iz HSDN, objavljenega na spletnem repozitoriju Github, uteži pa pridobimo
z branjem števila zadetkov, ki jih vrne iskalnik Google za kombinacijo posame-
zne bolezni in simptoma. Podatki vsebujejo ime simptoma in bolezni ter število
zadetkov v iskalniku Google.
bolezni s skupnimi simptomi (glej enačbo 3.1).
wd1d2 =
n∑
i=1
√
w1iw2i, (3.1)
kjer je n število skupnih simptomov, w1i utež, ki jo ima prva bolezen s simptomom
i in w2i utež, ki jo ima druga bolezen s simptomom i.
Rezultat sta uteženi enodelni omrežji s 117 boleznimi in 285 simptomi. Lastno-
sti dvodelnega omrežja in njegovih projekcij so navedene v tabeli 3.1. Visoki pov-
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Slika 3.4: Histogram frekvence števila zadetkov, ki jih vrne iskalnik Google, ko
ǐsčemo kombinacijo posamezne bolezni s posameznim simptomom. Najpogosteje
dobimo majhno število zadetkov.
prečni stopnji vozlǐsč in povprečna koeficienta nakopičenosti na projekcijah kažejo
na gosto povezani omrežji, medtem ko je osnovno omrežje redkeje povezano.
Omrežje projekcije na bolezni je močno povezano, zato omejimo število povezav
tako, da vzamemo samo 20% najmočneǰsih povezav za vsako bolezen. Ugotovimo,
da so uteži preveč splošne in da prihaja do neželenih povezav, zato naredimo
korak nazaj in omrežje pred odstranjevanjem neželenih povezav utežimo. Najprej
za vsako bolezen i v projekciji izračunajmo njeno posamezno utež si, ki je vsota
vseh njenih povezav z drugimi boleznimi v projekciji (glej enačbo 3.2).
si =
nd∑
z=1
wdidiz , (3.2)
kjer je nd število povezav bolezni i, wdidiz pa utež vsake njene povezave.
Vsaki bolezni za vsako povezavo izračunamo novo utež tako, da obstoječo utež,
ki jo ima z neko boleznijo i delimo z močjo vozlǐsča si (glej enačbo 3.3). Iz seznama
novo izračunanih uteži nato vzamemo 20% največjih in nadaljujemo z analizo.
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Slika 3.5: Porazdelitev števila zadetkov, ki ga vrne iskalnik Google za kombinacije
posamezne bolezni s posameznim simptomom na različnih grafih. Prevladujejo
majhna števila zadetkov. a) Porazdelitev števila zadetkov na linearnih oseh. b)
Porazdelitev števila zadetkov na logaritemskih oseh. c) Porazdelitev števila zadet-
kov na linearni vertikalni in logaritemski horizontalni osi. d) Porazdelitev števila
zadetkov na logaritemski vertikalni in linearni horizontalni osi.
w′ddi =
wddi
si
, (3.3)
kjer je d opazovana bolezen, di bolezen, s katero je povezana, in si posamezna utež
bolezni.
Nabor podatkov HSDN ima podobno strukturo kot podatki GS. Uteži pri
tem naboru so na drugačni skali, vendar v njem prevladujejo manǰse uteži (glej
sliko 3.6). Tega nabora ne spreminjamo, da ga lahko uporabimo za primerjavo.
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Lastnosti GS S-B GS S GS B
Št. vozlǐsč n 402 285 117
Št. povezav m 14920 38787 6778
Povprečna stopnja 〈k〉 74,23 272,19 115,86
Povp. koef. nakopičenosti 〈c〉 0,36 0,98 0,99
Povprečna razdalja 〈d〉 2,08 1,04 1,0
Tabela 3.1: Osnovne lastnosti za neusmerjeno dvodelno omrežje (S-B ali simptomi-
bolezni) iz podatkov GS in njegovi projekciji na simptome S in na bolezni B.
Lastnosti HSDN S-B HSDN S HSDN B
Št. vozlǐsč n 433 316 117
Št. povezav m 10 316 46 175 6867
Povprečna stopnja 〈k〉 47,54 292,24 115,35
Povp. koef. nakopičenosti 〈c〉 0,21 0,95 0,99
Povprečna razdalja 〈d〉 2,25 1,07 1,0
Tabela 3.2: Osnovne lastnosti za neusmerjeno dvodelno omrežje HSDN (S-B ali
simptomi-bolezni) in njegovi projekciji na simptomi S in na bolezni B.
Podatki vsebujejo 117 bolezni in 316 simptomov. Lastnosti dvodelnega omrežja in
njegovih projekcij so navedene v tabeli 3.2, od koder je razvidno, da so, podobno
kot podatki GS, projekcije omrežja gosto povezane, dvodelno omrežje pa je redkeje
povezano.
Porazdelitev uteži za nabor podatkov HSDN prikažemo na grafih. Na grafu z
linearnima osema (glej sliko 3.7a) vidimo, da je tudi tu veliko uteži blizu ničle. Ko
isti nabor prikažemo na grafu z linearno horizontalno, in logaritemsko vertikalno
osjo (glej sliko 3.7c) vidimo, da je večina uteži strnjenih v interval od 0 do 103,
potem pa število uteži z velikostjo pada. Podobno vidimo na grafu z logaritemsko
vertikalno in linearno horizontalno osjo (glej sliko 3.7d) in na grafu z obema loga-
ritemskima osema (glej sliko 3.7b). Porazdelitve so torej podobne porazdelitvam
za podatke GS.
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Slika 3.6: Histogram frekvence uteži iz HSDN. Najpogosteje pojavljena utež je
blizu ničle.
3.2.1 Korelacije
Korelacijski koeficient nam pove, kako podobni sta si dve spremenljivki. Pri analizi
uporabimo Pearsonov in Spearmanov korelacijski koeficient, da lahko analiziramo,
kako sta si podobna nabor podatkov HSDN in nabor podatkov GS.
Pearsonov korelacijski koeficient oceni linearno povezavo med dvema spremen-
ljivkama [10]. Povezava je linearna, ko sprememba ene spremenljivke vpliva na
sorazmerno spremembo druge. Spearmanova korelacija ocenjuje monotono pove-
zavo med dvema spremenljivkama. V monotoni povezavi se spremenljivki ponavadi
spreminjata skupaj, vendar ne s konstantno hitrostjo. Spearmanov korelacijski ko-
eficient je odvisen od vrednosti rangov (ang. rank value) za vsako spremenljivko
in ne od surovih podatkov. Oba koeficienta lahko zavzemata vrednosti od -1 do 1,
kjer skrajni vrednosti pomenita, da sta si spremenljivki podobni. Vrednosti, ki jih
dobimo, ko primerjamo uteži na povezavah obeh naborov podatkov, so zapisane v
tabeli 3.2.1 skupaj s pripadajočimi p-vrednostmi.
Majhne vrednosti korelacij pomenita, da sta si nabora različna, vendar med
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Slika 3.7: Porazdelitev uteži povezav iz HSDN na različnih grafih. a) Porazdelitev
povezav na linearnih oseh. b) Porazdelitev povezav na logaritemskih oseh. c)
Porazdelitev povezav na linearni vertikalni in logaritemski horizontalni osi. d)
Porazdelitev povezav na logaritemski vertikalni in linearni horizontalni osi.
njima obstaja nekaj podobnosti.
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Vrednost korelacije p-vrednost
Pearsonova korelacija 0,2599 3, 4707× 10−101
Spearmanova korelacija 0,1516 7, 3150× 10−35
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Poglavje 4
Rezultati in analiza
Namen diplomske naloge je ponoviti raziskavo iz članka HSDN, ugotoviti ali pove-
zave med simptomi in boleznimi, pridobljene z branjem števila zadetkov v iskalniku
Google, vrnejo smiselne rezultate in jih primerjati z rezultati analize omenjenega
članka. Analiza podatkov v članku je pokazala, da so bolezni, ki imajo več sku-
pnih simptomov, povezane tudi na ravni genov. Prav tako so avtorji prǐsli do
zaključka, da so beljakovinske interakcije med boleznimi povezane s podobnimi
manifestacijami (simptomi). V nadaljevanju pogledamo, če lahko enako trdimo za
naše podatke in rezultate utemeljimo.
4.1 Osnovna analiza
Vzamemo 20 bolezni (glej sliko 4.2) in 20 simptomov (glej sliko 4.1), ki imajo
skupno najvǐsjo vsoto uteži. Bolezni vključujejo 6 bolezni, povezanih z nezdravim
življenjskim slogom, 3 vrste raka, 3 nevrološke bolezni, 3 duševne motnje, 2 bole-
zni srca in ožilja, diabetes tipa 1, kronično okvaro ledvic in revmatoidni artritis.
Bolezni, povezane z nezdravim življenjskim slogom so številčno najmočneǰse in
imajo skupno najvǐsjo vsoto uteži. Simptomi vključujejo 5 simptomov, povezanih
s prekomerno telesno težo, 3 simptome, povezane s poslabšanim vidom, 3 vrste
bolečin, 2 edema, manifestacije na koži, slabost, ustno krvavitev, astenijo in soma-
tosenzorične motnje. Številčno prevladujejo tiste, povezane s prekomerno telesno
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težo.
Slika 4.1: 20 simptomov z najvǐsjimi vsotami uteži. Te vključujejo 5 simptomov,
povezanih s prekomerno telesno težo, 3 simptome, povezane s poslabšanim vidom,
3 vrste bolečin, 2 edema, manifestacije na koži, slabost, ustno krvavitev, astenijo
in somatosenzorične motnje. Številčno prevladujejo tiste, povezane s prekomerno
telesno težo.
Izberemo še 20 novo uteženih bolezni, ki imajo najvǐsjo vsoto novih uteži.
Seznam (glej sliko 4.3) vključuje večinoma iste bolezni kot preǰsnji, le v drugačnem
vrstnem redu, novi bolezni pa sta pljučna bolezen in psoriatični artritis. Še vedno
številčno prevladujejo bolezni, povezane z nezdravim življenjskim slogom.
Za primerjavo vzamemo še 20 bolezni in simptomov z najvǐsjimi vsotami uteži
iz HSDN. Seznam bolezni (glej sliko 4.5) vključuje 4 bolezni, povezane z nezdravim
življenjskim slogom, 4 nevrološke bolezni, 3 kronične bolezni, 3 duševne bolezni, 3
bolezni srca in ožilja in diabetes tipa 1. Seznam simptomov (glej sliko 4.4) vključuje
4 simptome, povezane s telesno težo, 5 psihofizioloških motenj, 2 simptoma, ki
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Slika 4.2: 20 bolezni z najvǐsjimi vsotami uteži. Te vključujejo 6 bolezni, povezane
z nezdravim življenjskim slogom, 3 vrste raka, 3 nevrološke bolezni, 3 duševne
motnje, 2 bolezni srca in ožilja, diabetes tipa 1, kronično okvaro ledvic in rev-
matoidni artritis. Bolezni, povezane z nezdravim življenjskim slogom so številčno
najmočneǰse in imajo skupno najvǐsjo vsoto uteži.
kažeta na okvaro ledvic, napade, duševno zaostalost, težo ob rojstvu, bolečine in
glavobol.
Projekcijo na bolezni utežimo tudi na podatkih HSDN in izberemo 20 tistih,
ki imajo najvǐsjo vsoto uteži (glej sliko 4.6). Večinoma ostanejo iste kot prej, le v
drugačnem vrstnem redu, novi bolezni pa sta kronična okvara ledvic in glavkom.
V nadaljevanju se osredotočimo na projekcijo na bolezni za oba nabora podat-
kov in ju analiziramo.
V tabeli 4.1 so navedeni osnovni podatki o uteženih omrežjih bolezni za oba
nabora podatkov. Naš nabor podatkov sestavlja 117 bolezni in 489 povezav med
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Slika 4.3: 20 bolezni z najvǐsjimi vsotami novih uteži. Te vključujejo večinoma
enake bolezni, kot predhodnik, le v drugačnem vrstnem redu, novi bolezni pa sta
pljučna bolezen in psoriatični artritis. Še vedno številčno prevladujejo bolezni,
povezane z nezdravim življenjskim slogom.
njimi. Stopnja in koeficient nakopičenosti nam povesta, da omrežje ni gosto pove-
zano, nizka modularnost pa kaže na manj optimalno particijo v omrežju. Podobno
nam povedo podatki HSDN z izjemo vǐsje modularnosti, kar ponazarja nekoliko
bolj optimalno particijo.
4.2 Skupnosti
Odkrivanje skupnosti je pomemben del analize omrežij. Naš cilj je, da bi v na novo
pridobljenih podatkih odkrili podobne skupnosti, kot so jih avtorji članka, saj so
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Slika 4.4: 20 najbolj pogostih simptomov iz HSDN, ki vključuje 4 simptome, po-
vezane s telesno težo, 5 psihofizioloških motenj, 2 simptoma, ki kažeta na okvaro
ledvic, napade, duševno zaostalost, težo ob rojstvu, bolečino in glavobol.
na podlagi svojih rezultatov prǐsli do zaključka, da so bolezni, ki jih povezujejo
skupni simptomi, povezane tudi na ravni genov in beljakovinskih interakcij [19].
Skupnosti odkrivamo z različnimi algoritmi, rezultati katerih so za omrežje
bolezni iz GS zapisani v tabeli 4.3, za omrežje bolezni iz članka pa v tabeli 4.2.
Najprej na kratko predstavimo rezultate iz članka.
Rezultati iz članka
Pomembna mera, ki jo vključujemo v rezultate, je NMI (ang. normalized mutual
information) ali normalizirana skupna informacija, ki jo dobimo, ko primerjamo
izvorne podatke z rezultati algoritma. V našem primeru jih primerjamo z najde-
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Slika 4.5: 20 najbolj pogostih bolezni iz HSDN, ki vključuje 4 bolezni, povezane z
nezdravim življenjskim slogom, 4 nevrološke bolezni, 3 kronične bolezni, 3 duševne
bolezni, 3 bolezni srca in ožilja in diabetes tipa 1.
nimi skupnostmi. Vǐsjo, kot ima vrednost, bolj sta si nabora podobna. Najvǐsjo
vrednost vrne algoritem Leiden, sledi mu Louvain, najnižjo pa ima Infomap.
Največ skupnosti, skupno 9, najde algoritem Infomap (glej sliko A.1, omrežje
je zaradi bolǰse berljivosti oznak povečano na slikah A.2, A.3 in A.4), algoritma
Louvain in Leiden (glej sliki A.11, A.9) pa vsak po 7. Vsi trije algoritmi se ujemajo
v štirih skupnosti, ki se na vseh treh slikah nahajajo na levem in sredinskem delu.
Navedimo nekaj bolezni iz teh skupnosti:
1. Skupnost
• Motnja pomanjkanja pozornosti, hiperaktivnost
• Shizofrenija
• Bipolarna motnja
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Slika 4.6: 20 bolezni z najvǐsjimi vsotami povezav na novo uteženem omrežju
HSDN, ki je podoben preǰsnjemu, le da se bolezni pojavljajo v drugačnem vrstnem
redu. Novi bolezni sta kronična okvara ledvic in glavkom.
• Depresivna motnja
• Panična motnja
• Amiotrofična lateralna skleroza
• Hipotiroidizem
• Avtistična motnja
• Alzheimerjeva bolezen
• Parkinsonova bolezen
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Lastnosti Bolezni GS Bolezni HSDN
Št. vozlǐsč n 117 117
Št. povezav m 489 433
Razdalja 〈r〉 2,61 3,24
Stopnja 〈k〉 8,36 7,40
Koef. nakopičenosti 〈c〉 0,41 0,46
Modularnost M 0,26 0,58
Tabela 4.1: Primerjava osnovnih lastnosti projekcij na bolezni omrežij GS (glej
bolezni GS) in HSDN (glej bolezni HSDN). Omrežji sta si na podlagi osnovnih
lastnosti zelo podobni, saj med njima ni večjih razlik.
Algoritem Louvain Leiden Infomap
Št. gruč g 7 7 9
Stopnja 〈k〉 5,89 5,95 5,56
Premer e 3,44 3,43 2,93
NMI 0,849 0,859 0,815
Tabela 4.2: Rezultati algoritmov za omrežje bolezni HSDN.
2. Skupnost
• Glioma
• Možganska neoplazma
• Interkranialna anevrizma
• Migrena
• Meningealne neoplazme
• Očesne neoplazme
• Refrakcijske napake
• Makularna degeneracija
• Vitiligo
• Gobavost
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• . . .
3. Skupnost
• Astma
• Laringealne neoplazme
• Kronična obstruktivna bolezen pljuč
• Timusne neoplazme
• Mediastinalne neoplazme
• Idiopatična pljučna fibroza
• Žilne neoplazme
• Torakalna anevrizma aorte
• Mezoteliom
• Neoplazme sapnika
• . . .
4. Skupnost
• Behcetov sindrom
• Osteis deformans
• Otoskleroza
• Neoplazme perifernega živčnega sistema
• Neoplazme hrbtenjače
• Neoplazme glave in vratu
• Neoplazme žleze slinavke
• Protinski artritis
• Miosarkoma
• . . .
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V skupnostih so bolezni večinoma smiselne z nekaj izstopajočimi izjemami.
Vseeno jih lahko umestimo v širša področja. Večina bolezni v 1. skupnosti spada
med nevrološke bolezni in duševne motnje, z izjemo razcepljene (zajčje) ustnice,
ki je razvojna bolezen. Večina bolezni v 2. skupnosti spada med bolezni oči in
različne tipe neoplazem (raka), z izjemo bolezni Graves, ki prizadene ščitnico. V 3.
skupnosti najdemo nekaj vrst rakov (celičnih, krvnih in drugih), tri pljučne bolezni,
dve vrsti anevrzem. V 4. skupnosti najdemo prav tako nekaj različnih neoplazm
(rakov) in bolezni kosti. V vseh navedenih skupnostih najdemo bolezni, za katere
bi na prvi pogled presodili, da tja ne spadajo, vendar so se vseeno uvrstile vanje
na podlagi skupnih simptomov. V vseh najdemo nekaj vrst rakov, ki v grobem
spadajo v širše področje določene skupnosti, večina ostalih bolezni pa je iz istega
področja.
Algoritma Louvain in Leiden precej podobno najdeta ostale tri skupnosti, ne
ujema se le par bolezni. Oba v grobem najdeta skupnosti, kjer prevladujejo bo-
lezni, ki so posledica prekomerne telesne teže (na obeh slikah levo spodaj), srčne
bolezni (na obeh slikah v sredini spodaj), pri obeh pa izstopa največja skupnost (na
obeh slikah desno zgoraj), ki vsebuje večinoma reprodukcijske bolezni in bolezni
prebavnega trakta.
Algoritem Infomap poleg prej naštetih štirih skupnosti najde še pet novih, kjer
ena skupnost vsebuje večinoma ženske reprodukcijske bolezni, druga bolezni, po-
vezane s prekomerno telesno težo, tretja bolezni ledvic, četrta večinoma neoplazme
na prebavnem traktu in peta večinoma krvne bolezni in neoplazme.
Bolezni so med seboj in v skupnosti večinoma smiselno povezane z nekaj
manǰsimi odstopanji. Poglejmo, če s podatki GS dobimo primerljive rezultate.
Podatki GS
V podatkih GS ima najvǐsji NMI algoritem Infomap, nato algoritem Louvain,
najnižjega pa Leiden.
Največ gruč vrneta algoritma Infomap (glej sliko A.5, omrežje je zaradi bolǰse
berljivosti oznak povečano na slikah A.6, A.7 in A.8) in Louvain (glej sliko A.10),
vsak po 7, algoritem Leiden pa 6 (glej sliko A.12). Algoritma Infomap in Louvain
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Algoritem Louvain Leiden Infomap
Št. gruč g 7 6 7
Stopnja 〈k〉 5,57 5,70 6,51
Premer e 3,49 3,26 3,03
NMI 0,532 0,530 0,656
Tabela 4.3: Rezultati algoritmov za omrežje bolezni GS.
najdeta tri enake skupnosti, poglejmo nekaj bolezni iz njih:
1. Skupnost
• Shizofrenija
• Epilepsija
• Motnja obnašanja
• Avtistična motnja
• Multipla skleroza
• Koronarna bolezen
• Revmatoidni artritis
• Migrene
• Parkinsonova bolezen
• Alzheimerjeva bolezen
• . . .
2. Skupnost
• Melanom
• Gobavost
• Narkolepsija
• Malarija
• Gravesova bolezen
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• Panična motnja
• Vitiligo
• Celiakija
• Periodontis
• . . .
3. Skupnost
• Neoplazme dojk
• Neoplazme trebušne slinavke
• Neoplazme jajčnikov
• Možganske neoplazme
• Trebušne neoplazme
Algoritem Leiden se večinoma ujema z njimi, vendar nekatera vozlǐsča poveže
v druge skupnosti.
Za vse tri algoritme velja, da so v preostalih skupnostih nekatere bolezni med
seboj sicer smiselno povezane, vendar prevladujejo tiste, ki niso. Prav tako so
večinoma nesmiselno oblikovane skupnosti, saj je nabor bolezni v njih zelo raznolik
in bi bil v vsakdanjem življenju nesmiseln.
Zanimivo je, da najbolj povezani bolezni nista debelost in hipertenzija, ki sta
trenutno najpogosteǰsi bolezni in najpogosteǰsa vzroka za smrt, temveč so to:
• Fuchsova endotelialna distrofija (avtosomalna bolezen oči),
• glomerulonefritis (bolezen ledvic),
• glomeruloskleroza (strjevanje glomerulov v ledvicah in prizadetost žil),
• osteis deformans (deformacija kosti) in
• mukokutanični sindrom limfnih vozlov (otroška bolezen, ki povzroči vnetje
žil).
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Naštete bolezni niso tako pogoste, nekatere tudi ne tako resne kot številne
druge, s katerimi se celo vsakodnevno srečujemo. Uteži za omrežje dobimo s
številom zadetkov v iskalniku Google, na kar lahko vpliva več stvari, na primer
medijska pokritost, količina objavljenih znanstvenih člankov, ki te bolezni ali simp-
tome vključujejo, pogostost in resnost bolezni in simptoma, ali je bolezen dedna,
ali zbolimo za njo zaradi slabega življenjskega sloga, ali je za to boleznijo zbolela
kakšna znana oseba in podobno. Število zadetkov za aktualne bolezni, kot so na
primer debelost, diabetes, določene vrste rakov, bo po vsej verjetnosti večje kot na
primer za gobavost. Če to upoštevamo, so povezave med boleznimi bolj smiselne.
Prav tako moramo upoštevati, da smo iskali vsako bolezen z vsakim simptomom,
kar nujno ne vrne smiselnih rezultatov, saj iskalnik Google vrača tudi delno uje-
majoče zadetke in je posledično lahko močno utežil simptome bolezni, ki sicer ne
bi bili tako uteženi.
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Poglavje 5
Zaključek
Cilj diplomske naloge je ugotoviti, ali povezave med simptomi in boleznimi, prido-
bljene z branjem števila zadetkov v iskalniku Google, vrnejo smiselne rezultate in
jih primerjati z rezultati analize HSDN. Iz tako pridobljenega dvodelnega omrežja
simptomov in bolezni naredimo projekcijo na bolezni, ki so na podlagi skupnih
simptomov povezane z največjimi utežmi in nadaljujemo z analizo. Nekatere bo-
lezni so med seboj bolj in nekatere manj smiselno povezane. Nadaljujemo z odkri-
vanjem skupnosti.
Bolezni preverimo s tremi algoritmi za odkrivanje skupnosti: Infomap, Louvain,
Leiden, prav tako pa za primerjavo preverimo podatke HSDN. Za slednje dobimo
dobre rezultate s smiselno povezanimi boleznimi in oblikovanimi skupnostmi, za
katere lahko določimo širše področje bolezni. Rezultati na naših podatkih vrnejo
deloma smiselno povezane bolezni, vendar nesmiselno oblikovane skupnosti, na
kar lahko vpliva več dejavnikov. Na število zadetkov, ki jih vrne iskalnik Google,
lahko na primer vpliva pogostost bolezni, medijska pokritost ali količina obja-
vljenih člankov, ki vsebujejo ključno besedo. Prav tako je število zadetkov lahko
okrnjeno z delno ujemajočimi zadetki (npr. iskanje niza “Alzheimerjeva bolezen”
lahko vrne zadetke, ki se ujemajo samo z delom niza “bolezen” ali “Alzheimer”
ali pa se celo z ničemer ne ujemajo). Rezultati analize torej pokažejo, da iskalnik
Google ne vrne smiselnih uteži povezav, saj nanj vpliva preveč zunanjih dejav-
nikov. Ugotovimo, da tako omrežje sicer lahko vrne nekatere smiselne povezave,
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vendar je iskanje skupnosti za tako omrežje neuspešno, saj jih oblikuje iz preveč
različnih vrst bolezni, ki v vsakdanjem življenju niso toliko povezane. Prav tako
močno poveže bolezni, ki v vsakdanjem življenju niso tako pogoste ali resne, kot
nekatere druge, ki so v takem omrežju manj povezane.
Na podlagi rezultatov pridemo do zaključka, da omrežje, pridobljeno na tak
način, ne vrača primerljivih rezultatov kot HSDN in zato zanj ne moremo trditi,
da so bolezni v njem povezane tudi na ravni genov in beljakovinskih interakcij.
To bi lahko izbolǰsali tako, da bi namesto vseh zadetkov v iskalniku Google vzeli
le tiste, ki imajo ujemanje samo za iskan simptom in bolezen. Tako bi eliminirali
delno ali nično ujemanje in upoštevali le dejansko sočasno pojavitev simptoma in
bolezni v zadetkih.
Z delom v diplomski nalogi smo kljub temu zadovoljni, saj smo omrežje simpto-
mov in bolezni zgradili in raziskali iz drugega zornega kota, ter podali nov pogled
na tako pomembno področje.
Dodatek A
Skupnosti omrežij
Slika A.1: Rezultat algoritma Infomap na podatkih HSDN za projekcijo na bolezni.
Algoritem vrne 9 skupnosti.
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Slika A.2: Omrežje HSDN, ki ga vrne algoritem Infomap, povečano na območju
treh skupnosti, označenih z vinsko rdečo, vijolično in modro.
Slika A.3: Omrežje HSDN, ki ga vrne algoritem Infomap, povečano na območju
štirih skupnosti, označenih s svetlozeleno, temnozeleno, rumeno in sivo.
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Slika A.4: Omrežje HSDN, ki ga vrne algoritem Infomap, povečano na območju
treh skupnosti, označenih z rdečo, rumeno-zeleno in zeleno-modro.
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Slika A.5: Rezultat algoritma Infomap na podatkih GS za projekcijo bolezni. Al-
goritem vrne 7 skupnosti.
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Slika A.6: Omrežje GS, ki ga vrne algoritem Infomap, povečano na območju treh
skupnosti, označenih s temnozeleno, modro in rumeno-zeleno.
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Slika A.7: Omrežje GS, ki ga vrne algoritem Infomap, povečano na območju
največje najdene skupnosti, označene z rdečo barvo.
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Slika A.8: Omrežje GS, ki ga vrne algoritem Infomap, povečano na območju treh
skupnosti, označenih z vijolično, vinsko rdečo in zeleno-modro.
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Slika A.9: Rezultat algoritma Louvain na podatkih HSDN za projekcijo na bolezni.
Algoritem vrne 7 skupnosti.
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Slika A.10: Rezultat algoritma Louvain na podatkih GS za projekcijo na bolezni.
Algoritem vrne 7 skupnosti.
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Slika A.11: Rezultat algoritma Leiden na podatkih HSDN za projekcijo na bolezni.
Algoritem vrne 7 skupnosti.
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Slika A.12: Rezultat algoritma Leiden na podatkih GS za projekcijo na bolezni.
Algoritem vrne 6 skupnosti.
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[20] Lovro Šubelj. Graphology and networkology, 2019.
