Abstract: A group testing study involves collecting samples from multiple individuals, pooling them, and testing them as a group. A realistic cost model for such a study should consider the costs both for collecting the samples, and for running the assays. Moreover, an efficient design should accommodate inaccuracies in any prespecified nominal test sensitivity and specificity values, and allow them to vary with group size. In this work, we derive locally optimal designs in this setting, and characterize their theoretical properties. We also provide a guaranteed algorithm for constructing the designs on discrete design spaces.
and false positives and false negatives occur randomly with rates 1 − p 2 and 1 − p 1 , respectively. Hence, the positive response probability (either true or false positive) of a trial with group size x is π(x) = π(x|θ) = p 1 − (p 1 + p 2 − 1) (1 − p 0 )
x . (2.1)
We consider designs subject to a known group size constraint 1 ≤ x L ≤
x ≤ x U < ∞, where the limits on the group sizes are driven from practical considerations such as the feasibility of the test. We note that when the upper bound x U is large enough, it is often not a support point of the optimal design in our setting, and therefore it does not impact the design or analysis.
To introduce costs, we let the total budget be C 0 , and we assume that the costs of performing an assay and enrolling a subject are, respectively, q 0 and q 1 , which in practice are known, where q 0 , q 1 ≥ 0 and q 0 + q 1 > 0.
Without loss of generality, we rescale the total budget and the costs for assay and subject with respect to the cost for individual test, q 0 + q 1 . That is, the (rescaled) total budget is C = C 0 /(q 0 + q 1 ), and the (rescaled) costs for assay and subject are 1 − q and q, respectively, for q = q 1 /(q 0 + q 1 ) ∈ [0, 1].
We then model the cost of a trial with group size x as c(x) = 1 − q + qx.
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Under a fixed budget, having q = 0 means that subjects incur no cost, thus is equivalent to the scenario with a fixed number of trials. Similarly, the scenario with q = 1, i.e., assays are cost-free, is equivalent to the scenario with a fixed number of subjects.
For a study consisting of n i trials with group size x i for i = 1, . . . , k, we denote its budget-constrained design as ξ = {(
, where w i is the proportion of budget expended at group size x i , expressed as 2) and the total budget C = j n j c(x j ). The log-likelihood function in θ is (omitting an unimportant additive constant)
{y i log(π(x i |θ)) + (n i − y i ) log(1 − π(x i |θ))}
log(π(x i |θ)) + 1 − y i n i log(1 − π(x i |θ)) .
( 2.3)
The maximum likelihood estimate (MLE) of θ,θ, is obtained by maximizing (2.3), and the covariance matrix ofθ is asymptotically proportional to the inverse of the information matrix of ξ, which is
where λ(x) = {c(x)π(x)(1 − π(x))} −1 ,
We note that in equations (2.3) and (2.4), c(x) plays the role of an inverse weight in both the log-likelihood function and the information matrix.
Our main goal is to accurately estimate the prevalence, where other unknown parameters are treated as nuisance parameters. Therefore, we use the D s -optimality criterion, which seeks a design minimizing the asymptotic generalized variance of a given subset of model parameters. In this study a that the optimality of a design depends on unknown parameters (p 0 , p 1 , p 2 ) T and the cost parameter q, but is invariant to the total budget C.
D s -optimal budget-constrained designs
We first consider the design space as the interval [x L , x U ] to get an overview of the behavior of D s -optimal budget-constrained designs. The main tools used in this section are the general equivalence theorem (Kiefer, 1974 ) and the following two lemmas. Note that the three results still hold
s -optimal designs in Section 3.1. For the D s -criterion, we say that a design ξ with finitely many group sizes is valid if p 0 is estimable under ξ.
The first result describes the collection Ξ of all valid designs, through the following lemma. The proofs of this lemma and other results are detailed in the on-line supplement.
Lemma 1. For the D s -criterion (2.5), Ξ consists of all designs having at
This lemma also shows that all valid designs under model (2.1) have nonsingular information matrices. Moreover, for three group sizes
We have the following lemma to determine the optimal weights on the three group sizes.
Moreover, when a three-point design is described by its support points, its weights are obtained from this lemma without further mention.
Lemma 2. The weights {w
are the unique optimal weights for the group size
For completeness, we introduce the general equivalence theorem as fol-
where f s (x) is the 2 × 1 subvector of f (x) deleting its first element, and M s (ξ) is the 2 × 2 submatrix of M (ξ) after deleting its first row and first column. Then we have the following general equivalence theorem.
Theorem 1. For a design ξ s ∈ Ξ, the three assertions are equivalent: On the other hand, as q increases, the inverse weight c(x) tends to penalize larger group sizes. Therefore, when q > 0, x U may not be a support point of ξ s , and thus a two-dimensional optimization problem (x 2 and x 3 in equation (3.1)) needs to be solved for obtaining ξ s . In contrast, Theorem 3 in Huang et al. (2017) showed that when q = 0, x at larger sizes is needed to get enough information about p 1 for efficiently estimating p 0 ; on the other hand, the proportion of trials at the smallest size still increases, which reflects the preference for less expensive trials. 
D I s -optimal designs
In practice, the group sizes in a group testing design must be sup-
To obtain the optimal integer-valued group sizes, a natural approach would be simple rounding of the D s -optimal design ξ s ; however, to attain optimality we develop an efficient numerical search procedure that yields
Intuitively, a D I s -optimal design should be close to the corresponding D s -optimal design ξ s obtained based on Theorem 2. Therefore, the three support points of ξ s after rounding form a good initial design. Then, by Theorem 1, we know that either the initial design is optimal, or it can be improved by adding a point which has a positive derivative (3.2). We then recalculate the weights, by numerically optimizing (2.5). After dropping points with zero weight, if any exist, we check the optimality of the new design. These steps are iterated until optimality is attained.
The algorithm stops when the resulting design satisfies Theorem 1(c), which guarantees optimality; otherwise, the design obtained in each iteration is strictly better than the previous ones. Since [x L , x U ] ∩ N is finite, this algorithm must stop in finitely many steps. Also, due to the convexity of the design criterion, this stepwise ascent algorithm converges to a global optimum. The details of the search algorithm for obtaining a D Zhang et al. (2014) . By using Theorem 1, we find that our design is optimal, but the other is not.
Design implementation
In the approximate design framework, the optimal weights only involve the constraints w i > 0 and w i = 1. For practical use with a total budget C, equation (2.2) shows that the number of trials at each point x i is n i = Cw i /c(x i ), which should be positive integers, introducing additional restrictions on the weights.
For implementing a D I s -optimal design ξ I , we obtain the number of Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) Table 1 : Allocations of C 1 on support points {1, 10, 81} when C = 10000. 
and a total budget
, where x is the largest integer that is not greater than x. Then, we allocate C 1 at each x i to obtain a design having trial counts {n
with minimum variance of the prevalence estimator, where ∆ i ∈ N ∪ {0} for each i and When the total budget is C =10,000, we have {n
200} and C 1 = 11.2. Table 1 shows all possible allocations of C 1 , and the variance attains its minimum when the additional trials are at {0, 4, 0}.
Thus, we set the numbers of trials of the implemented design ξ I (C) to be {1042, 1985, 200}, with total number of trials 3,227, and total number of subjects 37,092. We also note that, when C is large enough, such as this example, the loss of design efficiency tends to be negligible, no matter how we allocate C 1 in Table 1 .
D I s -optimal designs under dilution effects
In Section 3 we treated the sensitivity and specificity as constants with unknown values. As noted in the introduction, dilution effects, which reduce sensitivity or specificity for larger group sizes, are commonly seen, especially when the allowable range of group sizes [x L , x U ] is wide. In this section, we provide an algorithm to accommodate group testing with dilution effects.
The most natural form for dilution is decreasing sensitivity with increasing group size (Zenios and Wein, 1998) . For completeness, we also consider the presence of diluted specificity. When there is a dilution effect Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) on the sensitivity or on the specificity, we work respectively with the model,
where link : R → [0, 1] is a link function for probability. For convenience of interpreting the dilution models, we adopt the logistic regression in the following context: link (u) = expit(u) = {1 + exp(−u)} −1 (also see equation (4) in Zhang et al. (2014) ). Thus, for instance, the sensitivity model has the properties that expit(α 0 ) is the baseline sensitivity p 1 (1), and that the sensitivity has a nearly polynomial rate of decay,
as the group size x grows. In other scenarios, log(x) in equations (4.1) and (4.2) can be replaced by x, log 2 (x), etc., and another link function can be adopted. Here we assume that α 0 , β 0 > 0 and α 1 , β 1 ≥ 0 so that p 1 (1), p 2 (1) > 0.5 and p 1 , p 2 monotonically decrease as x increases.
When only the sensitivity has a dilution effect, the corresponding information matrix becomes a variant of (2.4)
where f α (x) = H α (x)f (x) ∈ R 4 , and H α (x) is a 4 × 3 block-diagonal matrix with diagonal blocks (1, ∂p 1 (x)/∂α, 1). Similarly, when only the specificity has a dilution effect, or when both the sensitivity and specificity have dilu-tion effects, the corresponding information matrices are, respectively,
where
Extending the ideas in Section 3.1, our search algorithm is described as follows. By Theorem 2, the D s -optimal design supported on {x Lemma 3.
(a) For group testing with one dilution effect (either sensitivity or specificity), if the four distinct sizes {x 1 , x 2 , x 3 , x 4 } satisfy that F * = (f * (x 1 ),
) is invertible, where f * = f α or f β , respectively, Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) then the D s -optimal weights at these sizes are proportional to (λ(
(b) For group testing with two dilution effects (both sensitivity and specificity), if the five distinct sizes {x 1 , x 2 , x 3 , x 4 , x 5 } satisfy that
weights at these sizes are proportional to (λ(
Based on the ideas above, and applying Theorem 1 (where the information matrix (2.4) should be replaced by M α , M β , or M αβ if dilution effects exist), we provide Algorithm 1 to obtain D I s -optimal designs. The use of Algorithm 1 is demonstrated in the example below, and we also comment on some of the patterns we observe.
3 be the three support points of ξ s for θ = (p 0 , p 1 (1), p 2 (1)) T in Theorem 2 after rounding.
2 , x
, where
3 )/2 and x (0)
2 )/2 . Set W 0 be the optimal weights obtained from Lemma 2 or Lemma 3 at points in X 0 . Set ξ 0 = {X 0 , W 0 }. For j = 0, 1, . . . , do:
Step 1. Set x j = arg max
Step 2. Set X j+1 = X j ∪ {x j }, and obtain
The weights W are available in closed-form (Lemmas 2 and 3) if the design is minimally supported. Otherwise, W can be obtained by solving a convex optimization.
Step 3. Set ξ j+1 = {X j+1 , W j+1 } after deleting those (x, w) with w = 0.
Example 3. To better understand the structure of optimal designs in the presence of dilution effects, and how they relate to the optimal designs in the setting without dilution, we considered several numerical examples.
Following Examples 1 and 2, we let p 0 = 0.07, [x L , x U ]∩N = {1, 2, . . . , 150}, q = 0.2. We further let the sensitivity and the specificity be respectively 0.93 and 0.96 at group size 1 (α 0 = 2.6 and β 0 = 3.2), and consider α 1 , β 1 respectively vary from 0 to 0.5. Figure 2 shows how the sensitivity and specificity decay as the group sizes. If sensitivity is diluted, the new support point falls between x 2 and x 3 but does not approach either of them, while if specificity is diluted, the new support point falls near the lower end of the range of group sizes. This is consistent with the fact that larger group sizes are more informative about sensitivity, and small group sizes are more informative about specificity.
However, the new support points cannot approach the extremes of the range of allowable group sizes, because these points are already included in the design, and we need to observe results for sufficiently many distinct group sizes to be able to estimate the slope parameters α 1 and β 1 .
We also considered how the population parameters for dilution effects influence the structure of the optimal designs. As the slope parameter α 1 becomes larger, x 2 and x α tend to get smaller, while when the slope parameter β 1 becomes larger, x β and x 2 tend to get larger. These changes may allow for improved estimation of the sensitivity or specificity curves, but note that since we are using the D s -criterion focusing on prevalence, the changes are not large.
In the example above, it seems that the upper bound x U is always present in a D I s -optimal design when the sensitivity is diluted. However,
x U is not necessarily present, especially when x U is sufficiently large. For instance, under the same parameter setting as the example above, with α 1 = β 1 = 0.5, and moving x U up to 1000, the D I s -optimal design is supported on {1, 3, 14, 51, 674}.
Design performance
In this section, we study the performance of the D I s -optimal design when the working parameter is moderately misspecified. We can see below that its performance is relatively stable when the working parameter is not too far from the true value. Following Examples 1-3, and focusing on the most common setting where only the sensitivity is diluted, we let
. . , 150} and q = 0.2, and let the working parameter Table 2 (Model (4.3),
s -optimal designξ underθ is supported on {1, 7, 44, 150}.
For studying how the misspecified working parameter affect the performance ofξ, we consider that the true value of θ = {p 0 , α 0 , α 1 , p 2 } T comes Table 3 : AEFF(ξ|θ) for selected θ ∈ Θ.
p 0 = 0.05 p 0 = 0.10 is the (scaled) asymptotic mean square error (AMSE) of the prevalence estimator under ξ, which is also its (scaled) asymptotic variance. Table 3 shows AEFF(ξ|θ) for some selected θ ∈ Θ, and how the true values of p 0 and α 1 affect the performance ofξ. We observe that whenp 0 andα 1 are misspecified on the same direction, especially when they are both over-specified, AEFF drops rapidly. Roughly speaking, when the true value of θ ∈ Θ falls between the two dashed lines on Figure 4 ,ξ performs well with its AEFF close to or greater than 80%.
Conclusion and discussion
In this work, we develop efficient group testing designs that accommodate real-world complexities including differential subject and assay costs, and uncertain sensitivity and specificity that may have dilution effects. We characterize these designs and present an algorithm that is guaranteed to yield an optimal design on a discrete design space, as is encountered in practice. We found that accounting for subject costs yields designs with a smaller maximum group size compared to previously-published optimal designs in which the subjects were considered to be cost-free (Huang et al., 2017) . Our results reveal that as the ratio of subject to assay costs increases even moderately, the largest group size of the resulting design and its proportion of trials drop rapidly, but its proportion of budget still Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) increases.
As a practical illustration, we provide examples addressing optimal allocation, with integer-valued trials at the optimal group sizes. Although the locally optimal designs depend on working parameters, our results based on a real-world setting show that the proposed designs are robust against misspecification of the working parameters and have good asymptotic efficiencies. When there are major concerns about possible misspecification of the working parameters, our optimal designs can be utilized with a multistage adaptive approach (Hughes-Oliver and Swallow, 1994) . In the first stage, the working parameters may be specified using domain knowledge, and in subsequent stages, they are estimated from the previous stages. Alternatively, a Bayesian or minimax optimal design approach (Dette et al., 2014) can be adopted. These approaches seek designs either maximizing the D s -optimality criterion (2.5) averaged over the parameters with respect to a prior distribution, or minimizing the largest possible variance of the prevalence estimator, respectively. The most flexible model for group testing would allow the sensitivity and specificity to be estimated from the data, and potentially to vary with group size. However, the sensitivity and specificity parameters are nuisance parameters in practice, and are non-orthogonal to the primary parameter of interest which is the prevalence. As a result, estimating these nuisance parameters increases the variance of the prevalence estimate, but eliminates any bias that would result from misspecifying them in a "plug-in" approach.
The increase in variance is large for small numbers of trials, therefore it is unlikely to be favorable to estimate the sensitivity and specificity parameters in practice if the budget is small. However, if the budget is sufficiently large, the risk of bias due to misspecification dominates the increase in variance due to the additional parameter estimation. Our results therefore provide guidance to practitioners, suggesting that for smaller-scale research, a plug-in approach may be suitable, but researchers conducting larger studies should consider allowing the sensitivity and specificity parameters to be estimated from the data.
Increased interest in near real-time safety monitoring for disease epidemics, terror attacks, food safety, and environmental risks may provide new opportunities for group testing in the future. If cost considerations differ from the disease prevalence estimation that has dominated group testing to date, larger pools or larger total sample sizes may be practical, which could provide a setting where the marginal cost of estimating dilution effects along with prevalence would be modest. Our results may also be applied for evaluating the feasibility of such a procedure.
