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Natural language processing from the pragmatics perspective 
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要約：近年、大規模コーパスなどの文章から、因果関係を自動的に抽出しようとす
るテキスト・マイニングの試みが広く行われている。さらに人間の発話理解プロセ
スにおいて因果関係の理解が重要な役割を果たしていることも、明らかになってき
ている。しかし、形式的に原因-結果の表現を含んだ文であっても、その因果関係が
受け手に十分に理解されるとは限らない。逆に、直接的な原因-結果に関する記述が
省略されている場合でも、受け手はその文に含まれる複雑な因果関係を把握するこ
とができる。因果関係に関する理解成立の条件を明らかにするため、省略によって
間接的な因果関係のみが含まれるテキストを用意し、実際の読み手が、そこからど
のようにして十全な因果関係の理解に至るのか、その認知的・論理的なプロセスを
分析した。受け手は、ある程度の省略があっても、自らの知識ベースや推論により
必要な情報を補完するによって、因果関係の十全な理解に達することができる。そ
のプロセスの一部は、「協調の原理(Grice)」や「関連性の原理（Sperber & 
Wilson）」といった語用論の枠組みを用いることで、説明可能なことが明らかにな
った。 
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Abstract: Recently the attempts of automatic detection and extraction of causal 
relations from open domain texts or corpus have become popular among the natural 
language processing research area. Psychological experiments also have shown that 
the processing of causal relation plays an important role in the comprehension of 
discourse. Readers may not understand the causal relationship even though the text 
contains linguistic patterns, which signify explicit cause-effect relationships. On the 
other hand, readers could understand causal relationships even in texts where 
mentioned to direct causal relationship, which is abbreviated or omitted. In order to 
know the condition and understanding of the causal relationship in texts, the author 
analyzed the reader's cognitive and logical processes while understanding some 
sentences that contain only indirect cause and effect relationships. Some of the 
cognitive processes of filling the information gap between the cause and effect could 
be explained within the framework, such as the Co-operative Principle (Grice) and 
the Principle of Relevance (Sperber & Wilson). 
Keywords: causal relationship, natural language processing, text comprehension, Co-
operative Principle, Principle of Relevance 
 
 
1. テキストマイニング技術と因果関係 
 
近年になって、インターネット上にテキストデータが大量に蓄積されると同時に、各種
文書の電子化が急速に進む中、それらの電子テキストやコーパスを使って大量のデータか
ら、出来事や事象間の因果関係を自動的に抽出、分類し、データベース化もしくはネット
ワーク構築を行なうといった試みが、数多く行なわれるようになってきている。そうした
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試みの多くは、自然文の中から、例えば日本語の場合には、「～たら」「～れば」「～た
め」「～ので」などの接続詞、英語の場合には、“As a result”、"because"、“in effect”、
などの接続詞や接続句、"cause"、"lead to"、"bring about"、"make"などの動詞、動詞句とい
った手掛かり(接続)標識を含む文を抜き出し、さらにそこから原因→結果という関係にあ
る事例を大規模に収集しようとしている。同意語、反意語、類似語、上位―下位語のよう
な語彙間の関係については、シソーラスような辞書またはデータベースがある程度充実し
ているが、それ以外のものごとの関係については、これまでまとまったデータベースやリ
ファランスの類は作成されていないに等しい状況である。 
一方で、テキストを読んで理解するプロセスに関するさまざま心理学実験により、読み
手は読みのプロセスにおいて、ものごと間の関係性、とりわけ、因果的関係に対して敏感
かつ俊敏な反応を示すこと、因果関係によって結びつけられたものごとに対しては、記憶
や想起がより強く働き、心的表象の組織化も優先的に行なわれることなどが、報告されて
いる[O’Brien & Myers (1987); Trabasso & Van den Broek (1985); Van den Broak (1990); Van den 
Broak & Lorch (1993)]。このことは、人間の理解プロセスにおいては、因果関係とその検知
が重要な契機となっていること示唆するものである。近年の自然言語処理研究における因
果関係知識の獲得とデータベース化の試みは、人間の理解プロセスの解明とそれをモデル
化した知的理解システムの構築という遠大な目標にとっても重要な一歩であると思われる。 
しかしながら、先にあげたような大量のテキストから、さまざまな手掛り標識を用いて、
因果関係と判定されるものであれば、何でも根こそぎ抽出してしまうという方法論は、必
ずしも納得できるものではない。もちろん、自然言語で使われる言葉にはつねに曖昧さが
伴っており、たとえ「~たら」や"because"などの接続詞で文章が接続されていたとしても、
必ずしも接続された前後の内容の間に、因果関係が存在しているとは限らない。 
「勉強したら、おやつを食べてもよい」や "I wish you marry me because I love you" のよ
うに、これらの接続詞が含まれていても、それらの文が因果関係を記述した文であるとは
いえないからである。こうした語の持つ意味の曖昧性によって例外が生ずる可能性は、自
然言語の使用においては常に起こりうることである。こうした例外ケースを除外するため
の語義曖昧性解消(word sense disambiguation)に関する技術も、まだ実用レベルとはいえな
いながら、近年、急速に進展してきている。上にあげたような因果関係を自動抽象する試
みにおいても、語彙の曖昧性に伴う例外を除外するための手法が、多かれ少なかれ、組み
入れられている。したがって、この種の問題は、技術の進歩によって回避可能な課題に属
するように思われる。 
しかしながら、大量なテキストから因果関係を抽出して知識ベース化しようとする現在
の主だった方法論には、他に克服すべきより重大な問題点が潜んでいるように思われる。
それがどのような種類の問題であるかを明らかにし、自然文に含まれる因果関係理解に関
する課題をいかにしたら克服できるか、その可能な方向性を探るのが、本論の目的である。 
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2. 語用論的視点から見た因果関係の記述 
～人は文に含まれる論理的飛躍にどのように対処するか～ 
 
文の意味を理解するという行為には、多層からなる複雑な認知プロセスが含まれること
は、いうまでもない。例えば、以下の文を理解する際の認知プロセスを考えてみる。 
(1) I wanted to unlock the door quickly, because I could hear the telephone ringing.  The key, 
however, was buried deeply in the trolley.[Schwartz-Friesel ( 2007)] 
(電話が鳴るのが聞こえたので、急いでドアの鍵を開けようと思った。しかし、そ
の鍵は買物カートの中に深く埋もれてしまっていた。) 
普通の(言語能力と常識を備えた)人ならば、この文章を理解することに何の困難もおぼ
えないだろう。この文章を理解した人は、その解釈内容を、多少の違いはあれ、おおよそ
次のようにパラフレーズしてくれるものと思われる。 
(2) ちょうど買い物から帰ってきてみると、家の中から電話の呼び出し音が聞こえてく
る。電話に出るため、急いで家の中に入りたいが、鍵がかかっている。鍵を取り出
そうとしたが、見あたらない。探してみると、鍵は買い物カートに積み込まれた品
物の奥深くに埋まってしまっているのが見えた。(これでは鍵を取り出すのに時間
がかかりすぎて、電話の応答に間に合わないだろう。困った。) 
元の文章はたった２文からなる比較的単純で短い記述であるが、その解釈内容は詳細で、
元文よりもはるかに長くなる。何故このようなことになるのかといえば、受け手は、先の
文章に含まれていた省略部分を、自らの常識的知識とそれに基づく推測を使って適切に補
完し、得られた情報を元の文の内容とうまく整合させ、再構成しているからである。 
このような情報補完作業は、通常、すばやく、しかもほとんど無意識に行なわれるため、
そこで行なわれる複雑かつ高度な操作に気づかれることはほとんどない。 
筆者はこのような文章を、コンピュータ上で自動的に解析、適宜、情報補完して、普通
の人間が受けとるであろう意味内容へと再構成し、さらにはその際の人間の受け手の気持
ちを、推し計れるようなシステムの開発を目指している。このようなシステムを開発する
ためのオーソドックスな方法論のひとつは、とりあえず実際の人間が行なっている発話理
解の認知プロセスを解析して、そのエッセンスを模倣(シミュレーション)することである。
そのためにまず、こうした発話理解において、受け手は自らが有する常識や経験によって
蓄積されたデータベースから、何をキーとして、どんな情報を引き出し、どのように加工
して、情報補完しているかを明らかにする必要がある。 
一般に理解すべき発話文が複数の文章からなる場合、受け手はそれぞれの文を独立した
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命題の連なりとして扱うわけではない。むしろ、受け手は与えられた文を、無駄のない、
首尾一貫してまとまりをもった全体として理解しようとする。このことは、Griceの提唱し
た会話における協調の原理(Co-operative principle)とその四つの格率(maxim)によく表現され
ている。 
協調の原理(Grice) : 会話においては求められている役割を果たせ 
(Ⅰ) 量(quantity)の格率 (a) 必要とされているだけの情報を提供せよ 
 (b) 必要以上の情報を与えるな 
(Ⅱ) 質(quality)の格率 (a) 偽と思うことは言うな 
 (b)十分な証拠のないことは言うな 
(Ⅲ) 関係(relation)の格率 関連のあることを言え 
(Ⅳ) 様態(manner)の格率 (a) わかりにくい表現を避けよ 
 (b) あいまいな表現を避けよ 
 (c) 簡潔に表現せよ 
 (d) 順序立てて言え 
[Grice (1989)] 
この協調の原理は、発話の受け手が、あらかじめ発話および発話者に対して特別な先入
見を抱くことなく、語られた言葉を素直に受け取ろうとするデフォルトの理解戦略を表現
している。実際にこの想定にしたがって発話を解釈し、それが現場の状況と適合していれ
ば、発話者は協調的に話してくれたのであり、その言葉はそのまま素直に解釈してよいこ
とになる。(これとは逆のケースとして、皮肉やなぞかけなどが挙げられる。) 
つまり、この文章にはその場の状況を理解するのに無関係な要素や、理解を妨げたり、
状況に矛盾する要素は含まれていない。より積極的にいえば、この発話に含まれる要素間
には結束性が見つかるはずであり、これを利用すれば、状況に関する首尾一貫した理解や
説明が得られるということである。このような楽観的な見込みのもとで、推測、Griceの言
葉でいうとことの「会話の推意(convesational implicature)」が可能になるのである。 
上記の例文でいえば、"because"で連結された前後の文内容、すなわち、"I wanted to 
unlock the door" と "I could hear the telephone ringing" が、"because"で連結されるべき関係
にあるということ、そして次の文に出てくる"the key"が、この前後の文章で述べられてい
る内容と密接に関連している("the"の存在によって、直接・関接的に指示関係を持つ)はず
だという前提に基づき、解釈や推論が進められていくことになる。というのも、もしこの
"the key"が、(この場合は)前の文と何の関連もないとすると、これらの文は、ばらばらに成
立した2つの事実(キーが何のキーか明らかでない状況のもとで、「電話の鳴っているのが
聞こえたので、早くドアの鍵を開けたい」という事実と「キーが買い物カートの荷物の中
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に深く埋まっている」という事実)を、並べて記述しているにすぎないことになるからであ
る。これでは、発話全体としてのまとまり、結束性(coherence)が得られず、発話の面白味
も感じられなくなってしまう。いうならば、発話に協調性があるという暗黙の前提が、受
け手にテキストに統合性や結束性を与えようとする推論メカニズムを発動させるよう促し
ているのである。 
上の例でいえば、まず"the key"が前文内の"unlock the door"と意味的に連携していること
が、受け手の語彙に関する知識べースから引き出される。すなわち、 
(3) I wanted to unlock the door quickly [with the key]. (…) [It] ,however, was buried deeply in 
the trolley. 
と書き換えられることになる。これは一般的な定冠詞を伴った名詞句に対する橋渡し推
論のアルゴリズムに基づいて導出可能となるだろう。(このタイプの橋渡し推論については、
拙論[良峯(2008)]を参照されたい。) 
さらに、この例文の解釈に十全な結束性をもたらすためには、"because"という接続詞で
結びつけられた2つの文節の意味関係を正しく把握する必要がある。言うまでもなく、
"because"は、述べられた出来事や事実に対して、その理由や原因を付加するために使用さ
れる接続詞である。"A because B"と述べられた場合、受け手は当然ながら、"A is caused by 
B"、すなわち「Aという行為または出来事は、Bという理由または原因で生じた、または引
き起こされた」とする理解が求められているものと受け取る。この発話が協調の原理にし
たがって発話されていることが前提されれば、当然、そのような解釈がとられることにな
る。しかしながら、場合によっては、この解釈戦略が裏切られたり、失敗することもある。 
例えば、次の文について考えてみたい。 
(4) 風が吹けば、桶屋が儲かる。 
これは、古くからある日本のことわざであるが、出来事が一見まったく関係が無いと思
われる物事に影響を及ぼす可能性があることを示す喩えとして、あるいは可能性の低い因
果関係を無理矢理つなげて出来たこじつけの理論や言いぐさを意味する言葉として、一般
に使われている。この文を、素直に受けとる場合には、ある出来事とその結果を接続詞
「ば」を使って結合した文、すなわち、「B(桶屋が儲かる) is caused by A(風が吹く)」を表
現した文として解釈しなければならないことになる。 
しかしながら、たとえその文が伝えたい意図的意味として「風が吹くという気象条件の
もとでは、桶屋という商売が繁盛する」が伝達されても、受け手は、それがどうしてそう
なるのか、両者(風が吹くことと、桶屋がもうかること)の間にどのような因果関係がある
のかが分からず、充分な理解は得られない。そして、この文は協調の原理に反しているこ
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とが判明する。受け手はここで最初の楽観的な解釈戦略を変更し、別の態度、すなわち、
先の文を一種の謎解きの文と受けとめて、対処しなくてはならなくなる。とはいえ、この
謎解き文は、簡単には解けないようにできている。自力で解くことを諦めたあとで、話し
手から以下のような解答を聞き、「へぇー」と感心するところに、いわゆる謎解き文のお
もしろみがあるといえよう。 
 「風が吹けば桶屋が儲かる」の推論（？）プロセスの例 
1. 大風で土ぼこりが立つ 
↓ 
2. 土ぼこりが目に入って、盲人が増える 
↓ 
3. 盲人は三味線を買う（当時の盲人が就ける職に由来） 
↓ 
4. 三味線に使う猫皮が必要になり、ネコが殺される 
↓ 
5. ネコが減ればネズミが増える 
↓ 
6. ネズミは桶を囓る 
↓ 
7. 桶の需要が増え桶屋が儲かる 
（Wikipedia, 「風が吹けば、桶屋がもうかる」の項目より。なお、初出は江戸
時代の浮世草子『世間学者気質（かたぎ）』巻三（無跡散人著、明和5年、
1768年）とされる。） 
この例から分かるのは、発話された文が、たとえ構文上、因果関係を記述している文の
ように見えても、必ずしも受け手がそこに示唆された因果関係をすぐに理解できるわけで
はないということである。それどころか、上記の例文などは、受け手はそこに記述されて
いる因果関係を理解できないはずだという前提のうえで、発話されている。 
すなわち、もしこの文章が強調の原理に即した受け手にやさしい文章であったとすれば、
「A（風が吹く）ならばB、BならばC、CならばD、DならばE、・・・、ゆえに、Eならば
F（桶屋が儲かる）」のように、記述されたはずである。これはいわゆる論理学の基本的
な３段論法を順番に連ねて、7段に延長しただけの形式であり、複雑な計算操作も論理的
跳躍も含まれていないため、誰でも簡単に理解できる記述に書き直されている。 
しかしながら、「風が吹けば、桶屋が儲かる」という文章それ自体は、その途中の推論
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プロセスがすべて省略されてしまっており、いきなりAならばFという形式で書かれてしま
っている。Aという原因から生じる結果Bのパターンは無数とはいわずとも、多種多様に考
えつくことができる。さらにそれぞれのBのパターンから多種多様なCのパターン、さらに
Dのパターン、Eのパターンという具合に、Fに至るまでにはその可能な組み合わせは膨大
な数に昇るだろう。その中から、最終的にFを結果するような中間項を見つけよという至
極困難な問題として、この文章は受け取られることになる。 
ある程度の常識を備え、洒落が少し分かる人間の受け手であれば、この種の文章が一般
的な記述文ではなく、謎解き文であることを、すぐに看破できるだろう。そして、文章に
述べられている因果関係の妥当性を、自らの知識や推論を駆使して、逐一確認するまでも
なく、理解不能であると話し手に伝えることになろう。この場合、因果関係の理解を一旦
放棄して、相手に答を請うことの方が、適切な言語行為として受け入れられるのである。 
すなわち、因果関係を示す手掛り標識である「～ば」を含み、受け手によってこの文が
ものごとの因果関係を示す文と認識されたとしても(ゆえに、最初に述べたような因果関係
の自動収集システムでは適格文とみなされても)、そのような文から抽出される因果関係
(この場合は「風が吹く」ことと「桶屋が儲かる」ことの間の因果関係)を、一般的な因果
関係のリストに加えることは、適切といえないのである。そうした関係は因果関係として
同定するにはあまりに不確かで、根拠を欠いている。このことは、受け手側がこの文を記
述文ではなく、一種の謎解き文として扱う方向へと態度を変更した時点で、はっきりして
いた。 
ようするに、コーパスや電子文書など、数多あるテキストデータを解析して、そこから
因果関係にあるものごとを抽出しようとする際には、文の文法的形式に関し、疑問文、否
定文、命令文などのような命題記述な(declarative)性格をもたない文を除外することはもち
ろんのことであるが、たとえ表層的に命題記述的な形式を有し、因果関係を内包する文形
式をとっていたとしても、そこに記述される関係によっては、自動抽出によるリスト化の
候補からは除外すべきなのである。その際の判定基準としては、文の表層的形式というよ
りも、文の語用論的性格、例えば「協調の原理」が遵守されているのかどうかという観点
が、ひとつの手掛りになると思われる。 
しかしながら、協調の原理で求められていることは、上で見たように、客観的な量化が
困難な要素であり、いうなれば、受け手側の主観的印象といった側面が強い。このような
主観的な判断材料を、多量のテキストデータからの自動抽出システムに取り入れることは、
困難であるばかりでなく、本来の効率的自動化を実現するという観点からすれば、望まし
くないことかもしれない。 
しかしながら、「因果性」という概念そのものについて考えてみれば、その概念には、
もとから何かしら客観化したり、量化することが困難な特性が纏わり付いていることが判
明する。古代ギリシャの哲学者アリストテレス(Aristotle)は、ものごとの原因を四つに分類
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して考察した(四因説)。すなわち、質料因(素材・原料としての原因)、形相因(設計図やデ
ザインとしての原因)、作用因(変化を引きおこす作用としての原因、始動因とも呼ばれる)、
目的因(何を目的とするか、何を成し遂げたくて、当のことがらを行なったり、作ったりす
るのか、という意味での原因)の四種類である。このうち質料因は、今日私たちが因果関係
と一般に呼んでいるものには、通常含まれない。目的因は、理由や動機という言葉で、主
として人間の日常的な意図的行為における志向的性格を説明するのに用いられている。ま
た形相因は、何故かくかくしかじかの現象が生じるのかを、世界を支配する、もしくは世
界に埋め込まれた原理や法則によって説明しようとする企てであるともいえるが、まさし
くニュートン力学に代表されるような近代以降の科学的探求は、そのような企てと軌を一
にしているといえるだろう。 
しかしながら、今日、私達が一般に因果関係について論ずる際の原因の概念に最も近い
のは、作用因である。すなわち、Aという行為なり出来事が、Ｂという結果を(物理的もし
くは心理的に)引き起こしたという際の原因である。このような、何らかの出来事もしくは
事態Aが、別の何かに作用したが故に、そこに何らかの出来事もしくは事態Bが生じた、と
する因果関係を軸としたものの見方は、人間の生活にとってきわめて馴染み深いものとな
っている。 
しかしながら、18世紀イギリスの哲学者ヒューム(D. Hume)は、このような常識に強く根
づいた因果関係の概念そのものに客観的な根拠がないことを看破した。ヒュームによると、
ものごとの因果関係とは、空間的に隣接し、時間的に連続した2つの出来事が伴って生じ
るのを、人間が繰り返して経験するうちに、その心のうちに習慣として形成された一種の
観念(知覚の束)にすぎない。それゆえ、過去の出来事と、それが原因となって生じるとさ
れる未来の出来事の間には、必然性はなく、せいぜい主観的な蓋然性があるにすぎないと
したのである。 
このようなヒュームの指摘が、後のカント(E.Kant)をして「独断のまどろみ」から目覚め
させたという逸話は、あまりにも有名であるが、カントは、もしヒュームの指摘通り、因
果関係そのものがその客観的な基盤を持たないとすると、自然科学一般もその客観的な成
立基盤を喪失してしまうことを、大いに危惧した。そして、ヒュームのように因果関係は
経験的な習慣によって推測されて生じる蓋然的な概念ではなく、悟性(人間の認知能力)の
生得的(アプリオリな)枠組そのものに起因する超越論的で普遍的な概念であると切り返し
たのである。このようなカントの議論は、「ヒュームの挑戦に対するエレガントな哲学的
解決法を与え」、その後の西洋哲学の流れに偉大な影響を及ぼすことにはなったが、他方
で、肝腎の自然科学については、それに「堅固な判断基準をもたらすには至らなかった」
[Emmet (1984)]のである。したがって、今日の自然科学の方法論では、このような伝統的な
哲学的議論にまみれた日常的な「因果性」の概念に拘泥せず、客観的で量的に評価可能な
確率の概念を用いて、これに代えていこうとする動きがむしろ主流になってきている[Pearl 
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(2000)]。 
とはいえ、科学的方法論が支配する研究領域ではそのような古い因果概念と確率概念と
の置き換えが進行しても、人間の日常的な現場、とりわけ、日常的経験を記述する自然言
語の領域では、従来からの因果概念を用いることが不可避である。また、そうした言葉で
語られて蓄積されてきた膨大なテキストデータにも、再利用可能な種々の情報が未開発の
まま埋蔵されているというのが、近年のテキストマイニングを強力に推進してきた基本的
考え方である。 
ようするに、テキストマイニングをはじめとした、自然言語で表現されたデータを研究
対象とする企てにおいては、その記述内容が、客観的に裏付けられたものであるかどうか
ではなく、話し手がその記述内容に対して、誠実さをもって語っているか、言い換えれば
協調の原理を遵守しつつ、語っているかどうかの方が重要となってくる。たとえ、記述に
含まれる因果関係が間違った推測にもとづくものであっても、その記述内容が受け手に共
感をもって理解されるという点が重要なのである。なぜならば、その発話内容や発話形式
が、自然言語を介したコミュニケーション成立の条件を満たしていることが裏づけられる
ことで、言語による概念理解(この場合は、因果関係に関する理解)の成立条件が見えてく
るからである。 
さきに「風が吹けば桶屋が儲かる」のような文が、自然文によるに因果関係の記述とし
ては、不適格であるとしたのは、実はこのような理由によるものであった。上の議論では、
その判定基準として、受け手側の理解プロセスがスムーズに進まなかったことによって判
明した、発話の協調原理違反を挙げたが、これでは受け手の実際の反応に逐一頼らざるを
得ないことになり、効率性の点でも確実性の点でも不充分であることはすでに述べたとお
りである。このような判定方法に取って代わることのできる、より効率的で客観性を伴っ
た方法を見つけ出すための手掛りはないのだろうか。 
 
3. 関連性理論から見た因果記述の論理的構造 
～省略による論理的飛躍にいかに対処すべきか～ 
 
ここで再び最初の例文(1)に戻って、発話文における因果関係の扱いについて考案してみ
たい。 
この文章には、"because"を接続詞とした因果関係が記述されている。すなわち、"I could 
hear the telephone ringing"という事態が原因となって、"I wanted to unlock the door"という事
態が生じたという因果関係である。すでに述べたように、発話を理解するためには、発話
内の要素間に関連性を見出し、発話全体に結束性をもたらすことが重要となる。その意味
で、発話内で述べられているふたつの出来事の因果関係が、困難なく、そのままの形で受
け手に受け入れられるならば、発話の理解が大きく前進することになるといえる。 
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現代の日常生活に関するある程度の常識を備えたものであれば、この文章とそこに含ま
れる因果関係について、とくに困難も感じずに、簡単に受け入れることができるだろう。
すなわち、一般の受け手にとって「買い物から帰ったら、電話の呼び出し音が聞こえたの
で、早く電話に出ようと、急いでドアの鍵を開けたく思った」という状況設定は、さほど
難しいようには見えないだろう。しかし、このような一見簡単なことも、これをコンピュ
ータにさせようとすると、ひどく困難なことに気づかされる。いったい、電話が鳴ること
とドアの鍵を開けることの間に密接な因果関係があることを、どのようにして機械に理解
させることができるのか。 
当然のことながら、電話の呼び出し音が鳴ることと、ドアの鍵を早く開けなくてはなら
ないことの間には、自然法則的な意味での因果関係は当てはまらない。ここに述べられて
いるのは、ある種の社会慣習、生活慣習に関わる関連性である。この種の関連性は、リス
トアップして、データベース化することが難しい。そうした経験に日常的に接している人
間にとって、こうした関連性は当たり前すぎて、逐一言葉に表現されなくても了解が得ら
れるからである。ゆえに、そうした内容は省略されることが多く、言葉には直接表われな
い。普通の人間にはすぐに理解可能だからこそ、省略されやすいといえる。この点で、こ
うした種類の発話は、先にあげた「風が吹けば桶屋が儲かる」文とは、性格をまったく異
にする。 
先の発話をそうした省略をせずに、馬鹿丁寧に書き下したのが、(2)であったが、ここに
は(1)には明言されていなかった以下のような推論にもとづいて導出された情報が挿入され
ている。 
例文２の理解過程に含まれる論理的推論 
状況:  ドアがあり、そのドアの向こう側から電話の呼び出し音が洩れ聞こえてく
る。買い物カートがあり、その中に品物が積まれている。その品物の間
に、そのドアを開けるキーが隠れている。 
推論1: 「電話の呼び出し音が聞こえる」→「電話に出たい」 
(電話に関する日常的経験知識からの推定) 
推論2: 「電話に出たい」+「電話の呼び出し音は通常数十秒で消える」→「急いで
電話に出たい」 
(電話に関する日常的経験知識と含意による推論) 
推論3: 「急いで電話に出たい」→「急いで電話に近づきたい」 
(電話に関する日常的経験知識と含意による推論) 
推論4: 「急いで電話に近づきたい」+「電話はドアの向こう側にある」→「急いで
ドアの向こう側に行きたい」 
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(テキストから推定された情報の導入と含意による推論) 
推論5: 「急いでドアの向こう側に行きたい」+「ドアに鍵がかかっている」→「急
いでドアの鍵を開けたい」 
(ドアに関する日常的経験知識と含意による推論) 
推論6: 「急いでドアの鍵を開けたい」→「急いでドアのキーを手に入れたい」 
(含意による推論) 
推論7: 「ドアのキーは買い物カートに積まれた品物の間にある」→「ドアのキー
を取り出すには、手間と時間がかかる」 
(日常的経験知識と含意による推論) 
推論8: 「ドアのキーを取り出すには、手間と時間がかかる」→「すぐにドアのキ
ーは手に入らない」 
(含意による推論) 
矛盾ないしは葛藤の導出:  
「すぐにドアのキーを手に入れたい」←×→「すぐにドアのキーは手に入ら
ない」 
推論9:「しまった」、「困った」 
(話者の葛藤に伴う感情に関する日常的経験知識による推論)  
 
上記の一連の推論プロセスを成立させるため、前提となるような細かな推定も同時に行
なわれている。例えば、推論4に含まれる命題「電話はドアの向こう側にある」は、発話
文の中には明言されていない。この情報は「電話の呼び出し音が聞こえたので、ドアの鍵
を早く開けたいと思った」という文から推定される文脈的解釈である。この解釈は普通に
日常生活を営んでいるものであれば、ごく自然に導き出せる情報であるが、論理学的に導
出しようとしても、この解釈を裏づけてくれる情報が不足し、結論は確定しない。電話が
あるのは、ドアの向こう側かもしれないし、そうでないかもしれない。しかしながら、
Sperber & Wi1sonのいわゆる関連性理論の枠組で、この発話を解釈すれば、目の前にある
ドアの向こう側に電話があると考えることが、現実的に理にかなう結論であることが了解
される。 
Sperber & Wi1sonの関連性理論によると、受け手は発話を理解しようとする際、テキス
トに記述された情報のみならず、その文脈で活性化されるさまざまな背景知識や想定をダ
イナミックに利用し、その場で最適な結論を導き引き出せるような処理を行なっていると
いう。その際の情報処理の過程は、意味の関連性に関わる以下のような原理によって規制
されているとされる。すなわち、  
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Sperber & Wi1sonの関連性原理 
1. 認知原理：人間の認知は、関連性が最大になるようにできている 
2. 伝達原理：すべての意図明示的伝達行為はそれ自体の最適な関連性の見込みを
伝達する。 
3. 最適な関連性の見込み： 
(a) 意図明示的刺激は受け手がそれを処理する労力に見合うだけの関連性があ
る。 
(b) 意図明示的刺激は伝達者の能力と優先事項に合致する最も関連性のあるも
のである。 
4. 関連性の高い解釈を選択し、関連性の原理に合う最初の解釈が見つかれば、そ
こで処理をやめよ。 
[Sperber & Wi1son (1995)] 
とりわけここに挙げた関連性に関する最後の原理は、発話解釈行為における現実的な戦
略のあり方を述べたものである。これによって受け手の解釈に誤謬の可能性は残るものの、
制約された時間と情報の範囲内で得られる最適な解釈が絞り込まれることになる。一般に
日常的に交わされる発話の意味は、論理学的な方法だけで解釈しようとしても、結論を導
出するに足るだけの詳細な情報が得られることはまずない。話者と受け手の間で、ともに
了解が得られていたり、状況や背景知識などを使って簡単に推測できそうに思われること
は、効率や美的観点から、省略されるのが常である。話し手は、受け手が状況に関する情
報、経験的知識とともに、関連性の原理のような戦略を駆使して、省略されたり、不十分
な情報を補いつつ、最低限必要な推定を行ってくれることを期待しながら語る。 
他方で、受け手の側は、話し手が受け手の解釈能力をあてにして、不要な情報を省きな
がら語ることを予測し、それでも関連性を最大限に実現するための推論戦略を適切に行吏
すれば、話し手の意図した解釈に至るに必要な情報は与えられているはずだという前提を
もって、解釈を行なう。このように、最低限の関連性の緯持と最大限の関連性の再現を土
台として、発話しそれを解釈するという人間の言語行為が成立していると考えられる。 
だとすれば、このような人間の解釈戦略をコンビュータ上でシミュレートし、そのプロ
セスの一部分でも実現するために、何をすべきなのか、何ができるのか。最初に提示した
例文の解釈プロセスに即して考察してみたい。 
 
今後の課題：語用論的視点に基づく発話理解システムの開発に向けて 
 
この例文の解釈は、普通の人間には簡単であったが、機械には今のところ不可能である。
その理由は、人間には関連性の原理に基づいて、個々の要素間の可能な関連性を最大化す
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るための一連のノウハウと知識ベースが備わっているが、機械の側にはまだそれができて
いないという点につきるだろう。これに対して、先にみたように「風が吹けば、桶屋が儲
かる」のような文の場合には、常識と上記のような優れた文解釈のノウハウと持った人間
であっても、理解は困難である。これは「風が吹く」ことと「桶屋が儲かる」ことの両方
に連結できる間に関連項がすぐには見つからず、それを探るうちに可能な候補の範囲が膨
大化してしまうからである。 
それに対して、この例文では、記述の範囲がひとつの状況にまとめられるような、限定
された範囲にとどまっている。このことがこの発話を理解可能にしている点で、重要な着
目点となるだろう。 
この発話文の理解に際して、最もハードルが高いと考えられる推論は、ドアと電話との
間に関係性をもたらす推論であった。関連性の原理により、両者の間に必ず何らかの関連
があるはずと前提すれば、空間(視界)を隔てる機能を持つドアと音だけが言及されていた
電話との関連性は、ドアによって主人公が電話と隔てられていると想定することで、その
言葉を用いた効果が最大化するだろう。このようにして、発話文に登場するさまざまな要
素を、なるだけコンパクトにイメージできる状況内に押し込むことができれば、発話文理
解の可能性も高まるはずである。 
これらの例から以下のことが、今後の探求のための手掛かりとして浮かび上がってくる。 
(1) 理解可能な発話は、話題が比較的同じ状況内にとどまり、それと関係が薄い話題へ
と飛躍する可能性は低い。それゆえ、知識ベースを作成する際も、狭い範囲内の関係性を
記述するにとどめる。逆にそうしないと、知識ベースの個々の項目に記すべき情報量が増
えすぎたり、情報が重複したりして、効率の低いものになってしまうだろう。 
(2) 我々を取り巻くさまざまな日常的な関係は、人間の場合には、経験を通して膨大な
知識ベースとして蓄積されており、いつでも利用可能な状態にある。そのため、発話文で
はしばしば省略が行なわれ、受け手側はそれを自らの知識で補完することを期待されてい
る。そのため、一般的なテキスト、たとえばコーパスや辞書の文例などから、知識ベース
のもととなるさまざまな関係性を引き出そうという試みは、直接的には役に立たない可能
性が高い。 
(3) したがって、当面はさまざまな文例にあたりながら、発話文で省略されがちな物事
の性質や物事間の関係性をリストアップし、手作業でデータベースを構築する。 
(4) データベースにある程度のデータが蓄積したところで、その一般的特徴を分析・分
類し、他のケースに応用・拡張する。 
このような試行の繰り返しと手作業にもとづく研究方法は、近年の大規模コーパスや電
子テキストを使った研究方法とは、いわば対極に位置する方法論ともいえる。しかしなが
ら、近年のさまざまな言語研究が示しているように、人間の一般的な言語使用が効率と省
略をその顕著な特徴としている限り、テキストに表出された情報だけを研究対象にするの
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ではなく、表出されない情報を掘り起こして、その役割や機能を明確にすることも、将来
的には人間の言語能力の解明とプログラム化の試みにとって重要なステップになるだろう
と考える。 
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