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Abstract
A previously obtained integral for the self-inductance of a solenoid is further transformed. The resulting formula involves
double Kampe de Feriet functions, which are analytic continuations rather than power series. c© 2000 Elsevier Science
B.V. All rights reserved.
MSC: 33C65; 33C70; 78A30
Keywords: Kampe de Feriet functions; Inductance; Solenoid
1. Introduction
In a previous paper [2] simple idealized current systems with rotational symmetry were considered
within the framework of hypergeometric functions. The discussion of the solenoid was not nished
in [2], and it is the purpose of the present paper to obtain an expression for its self-inductance in
terms of hypergeometric functions of one and two variables.
We briey recall the main results in [2]. The self-inductance L of a coil with current I is given
by the expression
LI 2 =

4
Z Z Z


Z Z Z


J(x)  J(x0)
k x− x0 k dV dV
0; (1)
where J is the current density, and 
 is the spatial region occupied by the coil, while dV and dV 0
are volume elements associated with the position vectors x and x0. The permeability  is assumed to
be constant throughout space. The current density is equal to I multiplied by a vector function that
describes the distribution of the current but is independent of I . Thus, we may, eventually, cancel a
factor I 2, and L will be independent of I .
When the coil is a solenoid of height 2h, inner radius a, and outer radius b, the region 
 is, in
cylindrical coordinates (r; ; z); given by the inequalities:
a6r6b; 06< 2; −h6z6h; (2)
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and similar inequalities hold for the primed variables. Moreover, the current density is in the
-direction, and the current is assumed to be uniformly distributed over the cross-section of the
solenoid. (This is an idealization of the coil’s N turns.) The shape of the solenoid is described by
two aspect ratios:
=
a
b
;  =
2h
a
: (3)
Under these circumstances the problem simplies markedly, and four of the six integrations were
performed in [2]; the resulting formula (4:3) in [2] may be restated as follows:
L=
N 2L
8(b− a)2h2 ; L=
Z b
a
Z b
a
(rr0)3=2[A+ B− C] dr dr0; (4)
A=
h
p
− p
rr0
p
F1[ 32 ;
1
2 ; 1; 3; ; ];
B=
p
 2F1[
3
2 ;
1
2 ; 3; ]; C =
p
 2F1[
3
2 ;
1
2 ; 3; ];
=
4rr0
4h2 + (r + r0)2
; =
4rr0
(r + r0)2
: (5)
2. Transformation of the double integral
The remaining (harder) integrations are performed by introducing suitable new variables instead
of r and r0: First, however, we use (5) to express h in terms of other quantities. As a result, we
have
A+ B=
1p

f(− )F1[ 32 ; 12 ; 1; 3; ; ] + 2F1[ 32 ; 12 ; 3; ]g: (6)
Introducing Eulerian integral representations over the interval [0; 1] in both terms we nd that f: : :g
becomes F1[ 32 ;− 12 ; 1; 3; ; ]. Hence, we have now
L=L1 −L2; (7)
L1 =
Z b
a
Z b
a
(rr0)3=2p

F1[ 32 ;− 12 ; 1; 3; ; ] dr dr0; (8)
L2 =
Z b
a
Z b
a
(rr0)3=2
p
 2F1[ 32 ;
1
2 ; 3; ] dr dr
0: (9)
Because of the symmetry in r and r0 we integrate over the triangle T0 given by
a6r6b; a6r06r; (10)
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and multiply by 2. Now, introduce the new variables (u; v) as follows:
u=

r0
r
2
; v=

2h
r
2
; (11)
r =
2hp
v
; r0 = 2h
r
u
v
;
@(r; r0)
@(u; v)
=
h2
v2
p
u
; (12)
and T0 is mapped onto the triangle T given by
26u61; 226v62u: (13)
After a little algebra the new expressions are found:
L= 32h5
Z 1
2
f(u) du; f(u) = f1(u)− f2(u); (14)
f1(u) =
Z 2u
22
p
u
v7=2(1 +
p
u)
r


F1[ 32 ;− 12 ; 1; 3; ; ] dv; (15)
f2(u) =
Z 2u
22
p
u
v7=2(1 +
p
u) 2
F1[ 32 ;
1
2 ; 3; ] dv; (16)
=
4
p
u
v+ (1 +
p
u)2
; =
4
p
u
(1 +
p
u)2
: (17)
In the next section we introduce transformations that lead to hypergeometric functions whose vari-
ables are simpler than  and .
3. The inductance formula
We now utilize the transformations and series identities listed in the Appendix to obtain expressions
in terms of double Kampe de Feriet functions Fp:q;q
0
r:s; s0 [x; y]. The denition of these functions may be
found, e.g., in [4].
Transforming F1 in (15) by means of (A.1), we have:
f1(u) =
Z 2u
22
p
u
v7=2(1 +
p
u)
F2
"
1
2 ;
3
2 ;− 12 ; 3; 12 ;
4
p
u
(1 +
p
u)2
;
−v
(1 +
p
u)2
#
dv: (18)
This F2 in turn can be transformed into an F4 by the quadratic transformation (A.2), and we obtain
f1(u) =
Z 2u
22
u1=2v−7=2F4[ 12 ;− 12 ; 2; 12 ; u;−v] dv: (19)
Moreover, by one of the quadratic transformations for the Gaussian hypergeometric function (in fact,
the case y = 0 of (A.2)), equation (16) becomes
f2(u) =
Z 2u
22
u1=2v−7=2 2F1[ 12 ;− 12 ; 2; u] dv: (20)
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Now, by the aid of formula (A.3) we nd that the integrand in (14) may be expressed as follows:
f(u) = 12
p
u
Z 2u
22
v−5=2F2:0;10:1;2
 3
2 ;
1
2 : −; 1− : 2; 2; 32
 u;−v

dv: (21)
A primitive of the integrand is obtained from (A.4), and after insertion we have
f(u) =
1
33

g1(u)
3
− g2(u)

; (22)
where
g1(u) =
p
uF2:0;20:1;3
"
3
2 ;
1
2 : −; 1;− 32
− : 2; 2; 32 ;− 12
 u;−22
#
(23)
and
g2(u) =
1
u
F2:0;20:1;3
"
3
2 ;
1
2 : −; 1;− 32
− : 2; 2; 32 ;− 12
 u;−2u
#
=
1
u 3
F2
"
1
2 ; 1;− 32
2;− 12
− 2u
#
+
3
8
F2:1;20:2;3
"
5
2 ;
3
2 : 1; 1;− 32
− : 2; 3; 2; 32 ;− 12
 u;−2u
#
by formula (A.3). It is applied once more, now to the 3F2, and we have
g2(u) =
1
u
− 342 3F2
"
3
2 ; 1;− 12
3; 12
− 2u
#
+
3
8
F2:1;20:2;3
"
5
2 ;
3
2 : 1; 1;− 32
− : 2; 3; 2; 32 ;− 12
 u;−2u
#
: (24)
Using (A.4) and (A.5) to integrate g1(u) and g2(u), we arrive atZ
f(u) du=
2u3=2
933
F2:1;20:2;3
"
3
2 ;
1
2 :
3
2 ; 1;− 32
− : 52 ; 2; 2; 32 ;− 12
 u;−22
#
− 1
33
log u+
u
4 4
F3
"
3
2 ; 1; 1;− 12
3; 2; 12
− 2u
#
− u
83
F3:1;21:2;3
"
5
2 ;
3
2 ; 1 : 1; 1;− 32
2 : 3; 2; 2; 32 ;− 12
 u;−2u
#
: (25)
Collecting the results we may now write:
L=
N 2a33
2(b− a)2
Z 1
2
f(u) du: (26)
The insertion of the limits of integration is not trivial, however, apart from the logarithm and the
4F3. The results we have used in the derivation above are valid for hypergeometric series, that is, for
suciently small values of u and . In the nal step we have to take the analytic continuations of
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the hypergeometric functions involved to guarantee the validity of (25) over the range of integration,
and for all values of . Postponing the discussion of analytic continuation to the next section, we
now have, after insertion of the limits, the nal expression for the inductance:
L=
N 2a3
(b− a)2 F(; ); (27)
where
F(; ) =
1
3
log +
1
9
−3F2:1;20:2;3
"
3
2 ;
1
2 :
3
2 ; 1;− 32
− : 52 ; 2; 2; 32 ;− 12
 1;−22
#
− 1
9
F2:1;20:2;3
"
3
2 ;
1
2 :
3
2 ; 1;− 32
− : 52 ; 2; 2; 32 ;− 12
 2;−22
#
+
1
8
2 4F3
"
3
2 ; 1; 1;− 12
3; 2; 12
− 2
#
− 1
8
22 4F3
"
3
2 ; 1; 1;− 12
3; 2; 12
− 22
#
− 1
16
F3:1;21:2;3
"
5
2 ;
3
2 ; 1 : 1; 1;− 32
2 : 3; 2; 2; 32 ;− 12
 1;−2
#
+
1
16
2F3:1;21:2;3
"
5
2 ;
3
2 ; 1 : m 1; 1;− 32
2 : 3; 2; 2; 32 ;− 12
 2;−22
#
(28)
and
 =
2h
a
; =
a
b
: (29)
In the limit ! 0 we obtain formula (6:2) in [2] for the self-inductance of a at circular coil.
The 4F3 in (28) may, incidentally, be expressed by elementary functions; in fact, with Q=
p
1− u
we have
4F3
"
3
2 ; 1; 1;− 12
3; 2; 12
 u
#
=
−4=5
(Q + 1)2
− 16=45
1 + Q
+
32
45
Q − 8
3u
ln
1 + Q
2
: (30)
This formula is not hard to establish by standard methods; note that this parameter set is beyond
the range of the table Section 7:5:2 in [3].
4. Analytic continuation
We shall now show that the analytic continuations of the Kampe de Feriet functions F2:1;20:2;3 [x; y] and
F3:1;21:2;3 [x; y] encountered in the above calculations do indeed exist. A full discussion is not attempted,
however.
It is rst noted that the region of convergence 
C for a double hypergeometric series may be
obtained by \cancellation" of parameters, and so for the two functions considered the region is that
of F2:0;00:1;1 [x; y]; which is Appell’s F4: Thus, 
C is given by
pjxj+pjyj< 1: Secondly, the functions
are representable by double Barnes integrals, which provide analytic continuations to a region 
B
that is C2 with the exception of those points (x; y) for which at least one of the variables is real
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Fig. 1.
and non-negative. We thus have analytic continuation to the union 
B [ 
C; and, in particular, for
Im x = 0 = Im y we get the shaded region in Fig. 1.
It follows that all steps in the previous sections are justied, with the exception of taking the limit
u! 1. To this end we will consider further analytic continuation based upon the formula
F2:s;00:s+1;1

; 0 : (as); −
− : (cs+1); 
 x; y

=A(−y)−F2:s;00:s+1;1

; − + 1 : (as); −
− : (cs+1); − 0 + 1
 xy ; 1y

+A0(−y)−0F2:s;00:s+1;1

0; 0 − + 1 : (as); −
− : (cs+1); 0 − + 1
 xy ; 1y

;
A=  

; 0 − 
− ; 0

; A0 =  

; − 0
− 0; 

; (31)
provided that
− 0 62 Z; jarg(−y)j< : (32)
As usual, (as) and (cs+1) denote arrays of parameters. For s = 0; Eq. (31) becomes a classical
continuation formula (Eq. (37) on p. 26 in [1]) for F4; which is proved by the aid of the expression
of 2F1[y] in terms of two 2F1[1=y]’s. Contemplation of this proof reveals that extra parameters
associated with the rst variable may indeed be inserted, and so (31) follows.
We now have continuation to the region indicated in Fig. 2. The functions we actually used are
not covered by (31), however; additional steps are necessary. Now, given a hypergeometric function
F , the Euler integralZ 1
0
t−1(1− t)−−1F(xt; yt) dt; Re>Re > 0; (33)
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Fig. 2.
represents a new function with extra parameters  (upper) and  (lower) associated with both
vaiables. Thus, taking (; ) = (12 ; 1) we proceed from (; 
0) = (32 ; 1), which is covered by (31), to
(; 0) = (32 ;
1
2 ), which we need. Next, (; ) = (
3
2 ; 2) acts similarly on (; 
0) = (52 ; 1).
Finally, to obtain the extra parameters associated with the second variable we use the Euler integralZ 1
0
t−1(1− t)−−1F(x; yt) dt; Re>Re > 0; (34)
note that the path does not touch the boundary in Fig. 2. In the case (; ) = (− 32 ;− 12 ), we must
use the corresponding Hankel integral
R (0+)
1 , however.
After these continuations, the step u! 1 is, nally, justied.
Appendix
We recall two transformations involving Appell functions,
F1[; ; 0; ; x; y] =

x
y
0
F2

 + 0; ; 0; ;  + 0; x; 1− x
y

; (A.1)
F2
"
; − ;  + 12 ; 2(− ); ;
4
p
x
(1 +
p
x)2
;
y
(1 +
p
x)2
#
=(1 +
p
x)2F4[;  + 12 ; −  + 12 ; ; x; y]; (A.2)
and some general series identities
1X
m=0
Amxm
m !
= A0 + x
1X
m=0
Am+1 xm
(2)m
; (A.3)
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@
@x
 
x
1X
m=0
()mAmxm
(+ 1)m
!
= x−1
1X
m=0
Amxm; (A.4)
@
@x
 
x
1X
m;n=0
()m+nAm;nxm+n
(+ 1)m+n
!
= x−1
1X
m;n=0
Am;nxm+n: (A.5)
The coecients Am and Am;n may depend upon other variables, and they may, in particular, be so
chosen that single hypergeometric functions or Kampe de Feriet functions arise. In such cases there
is an extra pair of parameters in the functions on the left-hand sides of (A.4) and (A.5).
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