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Abstract
For linear delay differential and difference equations with one coefficient matrix A, we give explicit necessary and sufficient
conditions for the asymptotic stability of the equations in terms of tr A, det A and the delay parameter. We also summarize some
exact stability criteria for certain classes of linear delay differential and difference equations.
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We are concerned with the asymptotic stability of the linear delay differential equation
x ′(t) = Ax(t − τ ), t ≥ 0, (1)
and the linear delay difference equation
xn+1 − xn = Axn−k, n = 0, 1, 2, . . . , (2)
where A is a 2 × 2 real constant matrix, τ is a positive number and k is a non-negative integer. The delay equations
(1) and (2) often appear as the linearization of mathematical models in population biology, engineering, economics
and other fields. For the general study of delay equations, one can refer to several books [1–5].
In the scalar case, the following results are well-known:
Theorem A. Let A = −a where a is a real number. Then the zero solution of (1) is asymptotically stable if and only
if
0 < a <
π
2τ
. (3)
Theorem B ([6]). Let A = −a where a is a real number. Then the zero solution of (2) is asymptotically stable if and
only if
0 < a < 2 sin
π/2
2k + 1
(
=2 cos kπ
2k + 1
)
.
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These nice stability criteria are proved by using the fact that the zero solution of (1) (resp. (2)) is asymptotically
stable if and only if all the roots of the characteristic equation for (1) (resp. (2)) lie in the left half of the complex
plane (resp. inside the unit disk). Here, the characteristic equations for (1) and (2) are the forms
det(λI − Ae−λτ ) = 0 (4)
and
det(λk+1 I − λk I − A) = 0,
respectively, where I is the 2 × 2 identity matrix.
In [7] Hara and Sugie gave the stability criterion for (1) in terms of tr A, det A and the delay τ :
Theorem 1 ([7]). The zero solution of (1) is asymptotically stable if and only if
2
√
det A sin
(
τ
√
det A
)
< −tr A < π
2τ
+ 2τ det A
π
(5)
and
0 < det A <
( π
2τ
)2
. (6)
Note that in the case A = diag [−a,−a], one can easily verify that the conditions (5) and (6) are equivalent to the
condition (3) because of 2√det A = −tr A, which implies that Theorem 1 is an extention of Theorem A.
The proof of Theorem 1 in [7] is carried out by an application of the Pontryagin criterion for quasi-polynomials to
the characteristic equation (4); however, it is too complicated. The purpose of this paper is to give another proof of
Theorem 1. Notice that our argument is simple and clear, and it can be applied to other linear delay equations.
In order to prove Theorem 1, we need the following lemmas which deal with the two special cases:
A = −ρ
(
cos θ − sin θ
sin θ cos θ
)
, ρ ∈ R, |θ | ≤ π
2
, (7)
A = −
(
a1 b
0 a2
)
, a1, a2, b ∈ R. (8)
Lemma 1 ([8]). Suppose that the matrix A is given by (7). Then the zero solution of (1) is asymptotically stable if
and only if
0 < ρ <
1
τ
(π
2
− |θ |
)
. (9)
Lemma 2 ([8]). Suppose that the matrix A is given by (8). Then the zero solution of (1) is asymptotically stable if
and only if
0 < a1 <
π
2τ
and 0 < a2 <
π
2τ
. (10)
Proof of Theorem 1. Let λ be an eigenvalue of A. Then we have det(λI − A) = 0, or
λ2 − (tr A)λ + det A = 0.
There are two possible cases to consider.
Case (i): The matrix A has complex eigenvalues −ρ(cos θ ± i sin θ). We may assume that ρ ∈ R\{0} and
0 < |θ | ≤ π/2 by choosing the values of ρ and θ again, if necessary. In this case, it follows that
(tr A)2 − 4 det A < 0. (11)
Then there exists a nonsingular matrix P such that
P−1 AP = −ρ
(
cos θ − sin θ
sin θ cos θ
)
, (12)
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and hence, by the transformation x(t) = Py(t), the Eq. (1) can be written as
y ′(t) = P−1 AP y(t − τ ). (13)
Note that the asymptotic stability of the zero solution of (1) is equivalent to that of (13). Therefore, by virtue of
Lemma 1, we will show that the zero solution of (1) is asymptotically stable if and only if⎧⎨
⎩
2
√
det A sin
(
τ
√
det A
)
< −tr A < 2√det A,
0 < det A <
( π
2τ
)2
.
(14)
To this end, it is sufficient to verify that the condition (9) is equivalent to the condition (14). Under the relation (12),
we have
det A = ρ2 and tr A = −2ρ cos θ.
Since det A > 0 and |tr A/(2√det A)| < 1 by (11), we get
ρ = ±√det A and |θ | = cos−1
(
− tr A
2ρ
)
.
Thus, the condition (9) can be written as
0 <
√
det A <
1
τ
(
π
2
− cos−1
(
− tr A
2
√
det A
))
, (15)
or equivalently
cos−1
(
− tr A
2
√
det A
)
<
π
2
− τ√det A ⇐⇒ cos
(π
2
− τ√det A
)
< − tr A
2
√
det A
⇐⇒ 2√det A sin
(
τ
√
det A
)
< −tr A.
Also, it follows from (15) that
0 < det A <
( π
2τ
)2
,
which, together with the conditions (11) and (15), is equivalent to the condition (14). Consequently, we obtain that the
condition (9) is equivalent to the condition (14).
Case (ii): The matrix A has real eigenvalues −a1, −a2. In this case, it follows that
(tr A)2 − 4 det A ≥ 0. (16)
Then there exists a nonsingular matrix Q such that
Q−1 AQ = −
(
a1 b
0 a2
)
for some b ∈ R, (17)
and hence, by the transformation x(t) = Qy(t), the Eq. (1) can be written as
y ′(t) = Q−1 AQ y(t − τ ). (18)
Note that the asymptotic stability of the zero solution of (1) is equivalent to that of (18). Therefore, by virtue of
Lemma 2, we will show that the zero solution of (1) is asymptotically stable if and only if⎧⎪⎨
⎪⎩
2
√
det A ≤ −tr A < π
2τ
+ 2τ det A
π
,
0 < det A <
( π
2τ
)2
.
(19)
To this end, it is sufficient to verify that the condition (10) is equivalent to the condition (19). Under the relation (17),
we have
det A = a1a2 and tr A = −(a1 + a2).
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Without loss of generality, we may assume that a1 ≤ a2. Then we get
a1 = −tr A −
√
(tr A)2 − 4 det A
2
and a2 = −tr A +
√
(tr A)2 − 4 det A
2
.
Thus, the condition (10) can be written as
0 <
−tr A −√(tr A)2 − 4 det A
2
and
−tr A +√(tr A)2 − 4 det A
2
<
π
2τ
. (20)
It follows from the first inequality of (20) that√
(tr A)2 − 4 det A < −tr A ⇐⇒ −tr A > 0 and det A > 0.
Also, it follows from the second inequality of (20) that
√
(tr A)2 − 4 det A < π
τ
+ tr A ⇐⇒ π
τ
+ tr A > 0 and −4 det A < π
2
τ 2
+ 2π
τ
tr A
⇐⇒ −tr A < π
τ
and −tr A < π
2τ
+ 2τ
π
det A.
Therefore, under (16), the condition (20) is equivalent to
det A > 0, 0 < −tr A < π
τ
and 0 < −tr A < π
2τ
+ 2τ
π
det A. (21)
We here claim that
π
τ
>
π
2τ
+ 2τ
π
det A,
namely
det A <
( π
2τ
)2
.
Indeed, if not, then we have
det A ≥
( π
2τ
)2
>
1
4
(tr A)2
by using the second inequality of (21). This contradicts the condition (16), and hence, the conditions (16) and (21) are
equivalent to the condition (19). Consequently, we obtain that the condition (10) is equivalent to the condition (19).
From the argument above, we therefore conclude that the zero solution of (1) is asymptotically stable if and only
if the conditions (14) or (19) hold, that is, the conditions (5) and (6) hold. This completes the proof. 
Next we establish the stability criterion for (2) in terms of tr A, det A and the delay k, which corresponds to
Theorem 1.
Theorem 2 ([9]). The zero solution of (2) is asymptotically stable if and only if
2
√
det A sin
(
(2k + 1) sin−1
(√
det A
2
))
< −tr A < 2 sin π/2
2k + 1 +
det A
2 sin π/22k+1
and
0 < det A < 4 sin2
π/2
2k + 1 .
In fact, one can prove the theorem by an argument similar to the proof of Theorem 1, using the following lemmas
instead of Lemmas 1 and 2; so we will omit the proof.
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Table 1
Exact stability criteria for delay differential equations
Equations Parameters Criteria or problems
x ′(t) = Ax(t − τ ) A ∈ R −π/2τ < A < 0
A ∈ R2×2 Hara and Sugie [7]
x ′(t) = A{x(t − τ ) + x(t − σ)} A ∈ R Ste´pa´n [3]
A ∈ R2×2 Hara, Miyazaki and Morii [8]
x ′(t) = Ax(t) + Bx(t − σ) A, B ∈ R Hayes [11]
A ∈ R, B ∈ R2×2 Sakata [12]
A = αA∗, B = β A∗ Cahlon and Schmidt [13,14]
A, B ∈ R2×2 Open problem
x ′(t) = Ax(t − τ ) + Bx(t − σ) A, B ∈ R, σ/τ ∈ Q Sakata [15] (σ = 2τ, σ = 3τ )
A, B ∈ R, σ/τ ∈ Q Open problem
B ∈ R2×2 Open problem
Table 2
Exact stability criteria for delay difference equations
Equations Parameters Criteria or problems
xn+1 − xn = Axn−k A ∈ R Levin and May [6]
A ∈ R2×2 Matsunaga and Hara [9,10]
xn+1 − xn = A(xn−k + xn−
) A ∈ R Ogita, Matsunaga and Hara [16]
A ∈ R2×2 Nagabuchi [17,18]
xn+1 − Axn + Bxn−
 = 0 A, B ∈ R Kuruklis [19]
A ∈ R, B ∈ R2×2 Matsunaga [20]
A, B ∈ R2×2 Open problem
xn+1 − Axn−k + Bxn−
 = 0 A, B ∈ R Dannan [21]
B ∈ R2×2 Open problem
Lemma 3 ([10]). Suppose that the matrix A is given by (7). Then the zero solution of (2) is asymptotically stable if
and only if
0 < ρ < 2 sin
π/2 − |θ |
2k + 1 .
Lemma 4 ([10]). Suppose that the matrix A is given by (8). Then the zero solution of (2) is asymptotically stable if
and only if
0 < a1 < 2 sin
π/2
2k + 1 and 0 < a2 < 2 sin
π/2
2k + 1 .
Finally, we summarize some known results concerning exact stability criteria for linear delay differential and
difference equations (Tables 1 and 2).
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