We evaluate the forecast performance of a range of theory-based and atheoretical models explaining exchange rates in the US, UK and Japan. A decision-making environment is fully described for an investor who optimally allocates portfolio shares to domestic and foreign assets. Methods necessary to compute and use forecasts in this context are proposed, including the means of combining density forecasts to deal with model uncertainty.
Introduction
Recent years have seen a growing interest in the decision-based approach to the evaluation and comparison of forecasts. Here, forecast accuracy is judged according to its economic value to an individual given an explicitly defined decision-making context. This reflects the recognition that models should be judged according to their purpose and that the statistical criteria used to evaluate models, typically based solely around point forecasts and measured using mean squared forecasting error (MSE), are unlikely to provide information on the economic value of their forecasts. 1 The preponderance of studies employing the decision-based approach to forecast evaluation are in the area of applied finance where the decision-making context is relatively straightforward to describe. 2 But they remain relatively rare even here and model evaluation in the context of the analysis of exchange rates, for example, still focuses primarily on statistical criteria. 3 .
In this paper, we consider an illustrative investment scenario where an investor uses exchange rate forecasts in choosing the proportion of her portfolio to be invested in domestic and foreign assets. The forecasts can be based on one of a variety of models or on an aggregation of model forecasts and we evaluate the forecast performance of the various models in the context of our specified investment scenario. The problem studied is similar to those studied by Barberis (2002) , West et al.(1993) and Abhyankar et al. (2005) . However, in contrast to West et al.(1993) , the focus here is on the conditional mean of the exchange rate (as opposed the variance). Also, given there is rarely consensus 1 See Granger and Pesaran (2000a,b) for an overview of this discussion.
2 See, for example, , Boothe (1983 Boothe ( , 1987 , Leitch and Tanner (1991) , West et al. (1993) , Pesaran and Timmerman (1995) , Kandel and Stambaugh (1996) , Barberis (2000) and Abhyanker et al. (2005) .
3 See for example, Meese and Rogoff (1983) , Mark (1995) , Mark and Sul (2001) , Berkowitz and Giorganni (2001) , Faust et al.(2003 ) Clarida et al.(2004 , Killian and Taylor (2003) and Cheung et al. (2005) among others.
The Investment Decision
The decision problem we consider is one in which an investor, with an investment horizon H, chooses at time T what proportion of her portfolio to allocate to a foreign asset (ω) and how much to a domestic asset (1 − ω). 4 The set up is deliberately simple, and restricts attention to a 'buy-and-hold' strategy, where the investor's allocation made at time T applies throughout the decision (forecast) period T + 1 to T + H. We assume that identical domestic and foreign assets are available, both maturing in each period, and their returns measured in local currency at time t are r t and r * t respectively. If we normalise by setting wealth at T equal to unity, W T = 1, then the end-of-decision-period wealth can be expressed as:
where e t = log(E t ) and E t denotes the spot (end-of-period) nominal bilateral exchange rate describing the domestic price of the foreign currency, and where we use the approximations log(1 + r) ≈ r and log(E T +H /E T ) ≈ e T +H − e T . Throughout the paper, we assume the investor chooses the fraction of the portfolio to invest in safe assets at home and abroad, with no dynamic rebalancing, and the returns r T +h and r * T +h , h = 1, ..., H, are assumed known with certainty at time T . Thus we assume that uncertainty on endof-period wealth arises only from potential movements in the exchange rate. Even in this very straightforward case, however, it will not be possible to obtain a point forecast of W T +H , or make decisions on ω, simply using point forecasts of the e T +h , h = 1, .., H.
Rather, the non-linearity of (1) means that the investor will need to evaluate the entire joint probability distribution of the forecast values of e T +h , h = 1, .., H, to evaluate E(W T +H | Ω T ).
Extending the exercise to accommodate risk aversion in the investor's decision making, we might assume that the investor derives utility from W T +H according to the standard constant relative risk aversion (CRRA) power utility function,
where A is the coefficient of risk aversion. 5 In this case, the investor's problem at time T can be written as
Given the additional non-linearities involved in (2), evaluating expected utility will again require the investor to use the entire joint probability distribution of the forecast values of e T +h (h = 1, .., H). The investment decision similarly relies on on these joint distributions as it involves first calculating the expected utility for any given portfolio share, and then identifying the optimal portfolio share as that which maximises the expected utility across all portfolio shares.
The Probability Density Function of the Forecast Values
The key to decision-making here is the probability density function of the forecast values of the exchange rate over the decision horizon. Denoting z t = (z 1t , z 2t , ..., z nt ) 0 to be an n × 1 vector of variables of interest (including at least e t here) and
to be the available observations at the end of period T , we are interested in the probability density function of Z T +1,T +H = (z T +1 , z T +2 , ..., z T +H ) 0 conditional on Z 1,T ; that is 5 Campbell and Viceria (2002) argue in favour of power utility functions as they have the attractive property that absolute risk aversion declines with wealth whilst relative risk aversion remains constant.
Pr(Z T +1,T +H | Z 1,T ), sometimes termed the "predictive density function". The decision problem can then be written as
The form of the density function Pr(Z T +1,T +H | Z 1,T ) depends on the types of uncertainty that surround the forecast and the approach taken to characterising and estimating the function. The types of uncertainty that might influence the forecasts include: the stochastic uncertainty associated with the innovations impacting on a model; the parameter uncertainty associated with estimated model parameters; and the model uncertainty surrounding the choice of model itself. The first two of these are routinely taken into account in forecasting, but model uncertainty is less frequently considered. This is despite the fact that this latter source of uncertainty is potentially more important in decisionmaking if there is little consensus on how the variables are determined (as is the case with international investment decisions, for example, where there is little agreement on the processes underlying exchange rate determination).
The approach taken to characterising and estimating the density function varies according to judgements on the role of economic theory in econometric modelling and pragmatic decisions on the use of prior knowledge. Draper (1995) and Hoeting et al. (1999) , for example, describe the "Bayesian Model Averaging" approach which elegantly accommodates all three forms of uncertainty described above in a comprehensive, fully Bayesian approach to estimating Pr(Z T +1, T+H | Z 1,T ). At the same time, as is well known, there may be practical difficulties involved in the choice of priors for models, or in the choice of priors for the parameters of any given model, in the context of forecasting that involves high-dimensional models. In this paper, we choose to use approximations to certain probabilities in an approach that adopts a classical stance in a Bayesian frame-work (following Garratt et al., (2003) [GLPS]).
To be more specific, if there are m different models, denoted M i , i = 1, ..., m, each characterized by a probability density function of z t defined over the estimation period t = 1, ..., T, as well as the forecast period t = T +1, ..., T +H, then the rules of conditional probability imply
Thus, inference about Z T +1,T +H involves a weighted average of the models' density functions, with weights being the model probabilities. This is "Bayesian model averaging"
(BMA). To implement this here, we follow Burnham and Anderson (1998) who suggest the use of the familiar Akaike information criterion to obtain model weights w iT :
where
criterion, and LL iT is the maximized value of the log-likelihood function for model M i calculated on the basis of the sample running to period T . 6 We also approximate the densities Pr(Z T +1,T +H | Z 1,T , M i ) for each model using maximum likelihood estimates of the models. These assumptions allow Pr (Z T +1,T +H | Z 1,T ) to be estimated straightforwardly using (4) based on ML estimation of the candidate models. Further, if the models are sufficiently simple, integrals of the form given in (3) can also be readily evaluated through simulation methods under these assumptions. (See Appendix A for details when the models are in VAR form).
6 Alternatively, Draper (1995) suggests using Schwarz Bayesian information criterion weights, using SBC in place of AIC in (5). The SBC weights are asymptotically optimal if the data generation process lies in the set of models under consideration, but the AIC weights are likely to perform better when the models represent approximations to a complex data generation process. Fernandez et al.(2001) note that the choice of uninformed priors implies Bayes factors which behave asymtotically like SBC.
Decision-Based Forecast Evaluation
The above discussion shows that there might be a variety of alternative predictive densities available to a decision-maker, including model-specific densities, Pr(Z T +1,H | Z T , M i ), i = 1, ..., m, and densities obtained through model averaging. Pesaran and Skouras (2000) suggest a decision-based criterion function for the evaluation of a predictive density function which, in the context of (3), is given by
where ω † is the chosen optimal value of ω for the given predictive density and E P [.] is the expectations operator with respect to P (Z T +1,H ), the "true" probability density function of Z T +1,H conditional on Ω T . This can be viewed as the average utility obtained using the given predictive density function when large samples of forecasts and realisations are available. The criterion function for the evaluation of the predictive density function clearly depends on the decision-making context, as captured by the utility function ν(.).
Pesaran and Skouras show that the form of this criterion function is independent of the parameters of the underlying utility function only in the special case of the "LQ problem" involving a single decision variable (where the utility function is quadratic and constraints (if they exist) are linear). In that special case, the criterion is proportional to the MSE so that the purely statistical measure is appropriate. However, even the multivariate version of the LQ problem involves the parameters of the utility function so that, generally, statistical and decision-based forecast evaluation criteria are markedly different.
In evaluating the alternative prediction densities, based on alternative models or model averages, the sample counterpart of the criterion function in (6) is
calculated recursively for s = 1, .., N for each predictive density (with associated optimal share ω † ) and over the out-of-sample forecast evaluation period T + s,.., T + H + s. This provides an estimate of the realised utility to the decision-maker of using the predictive distribution function. In practice an absolute standard for forecast evaluation is not available because the true probability density function of the forecast variable is not known. But calculating loss differentials, comparing the economic value of outcomes based on alternative predictive distributions, is straightforward and a choice between the two can simply depend on whether the differential is positive or negative. If one predictive distribution function is given the status of a 'null', then the choice can be cast in terms of whether the loss differential is significantly greater than zero. The asymptotic distribution of the loss differential can be derived in the case of the LQ problem (see Diebold and Mariano, 1995) but the nature of the test needs to be investigated on a case-by-case basis for other problems. This is relatively straightforward in the linear VAR case discussed here, however, since the distributional properties of the criterion function under the null can also be obtained through simulation.
The Candidate Set of Models
The exercise described above requires that we forecast the exchange rate. In what follows, we consider four alternative models on which forecasts of e t can be based. In the modelling exercises, we assume the variables of interest in z t , including e t , are I(1) so that the candidate set of models can be written in the vector error correction (VECM) form:
using alternative cointegrating vectors β as suggested by the theory associated with the alternative models. Each model that we consider therefore represents a restricted version of the levels form in Appendix A, chosen to reflect a particular view on exchange rate determination.
The set of models that we consider for predicting exchange rates is:
• M P : Purchasing Power Parity [PPP]
In the EMH, we define z t = (e t , f t ) 0 where f t is the logarithm of the forward (endof-period) nominal bilateral exchange rate and we assume the cointegrating vector is given by β 0 = (1, −1). This model relates to the literature on foreign exchange market efficiency which tests whether the forward rate is an optimal predictor of the future spot exchange rate. Although the empirical evidence is mixed regarding the optimality of the forward rate as a predictor of the spot rate, there is evidence that some information is contained in the term structure of the forward rate; see Clarida and Taylor (1997) , for example. Moreover the EMH specification we adopt does not require efficient markets to hold at all points in time.
In the MF model, z t = (e t , x t ) 0 , where x t represents a 'fundamentals' term, given by
, and m t and y t denote the log-levels of the domestic money supply and real income respectively, the '*' superscript indicates the corresponding foreign variable, and β 0 = (1, −1). This specification has a long tradition in the analysis of exchange rate determination (Frenkel, 1976; Mussa, 1976 Mussa, , 1979 Frenkel and Johnson, 1978) , and has recently been the subject of much debate (as in Mark, 1995; Mark and Sul, 2001; Berkowitz and Giorgianni, 2001 , for example).
In the PPP model, z t = (e t , p t − p * t ) 0 , where p t and p * t denote the logarithm of the domestic and foreign price level respectively and β 0 = (1, −1) so that the real exchange rate is stationary. Like the EMH, this theory is often viewed as an arbitrage condition in international goods and is considered to be an integral part to many open economy views of the world. The literature considering the empirical validity of PPP is well developed and the conclusions are mixed, but there is some recent evidence that it may hold in the long-run (see Garratt et al., 2006, for example) .
Finally the simplest model that we consider is an autoregressive model of order p in the change in exchange rates, so that z t = (e t ) and β 0 = 0. This type of specification is widely used and constitutes an atheoretical alternative against which to judge the other three, more structural, models of exchange rate determination. 7
4 Exchange Rate Models for the US, UK and Japan
Data
In our empirical work, we use monthly data for the US, UK and Japan over the period 1981m1-2006m6 (306 observations) and consider two separate exercises based on the decision to invest in the US or UK, and the decision to invest in the US or Japan.
Variables employed in the analysis include short term 3-month nominal interest rates (r t and r * t ), money supply (m t and m * t ), industrial production (y t and y * t ) and consumer prices (p t and p * t ) in the three countries. We also consider the one month spot-and forward-nominal exchange rates (denoted by e t and f t respectively) for Sterling-Dollar and Yen-Dollar. All the data used in the analysis are in natural logarithms and the precise definitions, sources and transformations are described in the Data Appendix.
The main sample period used in estimation is 1981m1-2002m6, but we also consider data up to four years later for out-of-sample model evaluation.
Figures 1-8 plot the levels and first differences of the exchange rates, the level of short term interest rates and their differentials, plus the excess returns computed as ∆e t+ 1 − (r t − r * t ). Figures 1-4 show the exchange rates to be volatile and suggest that they are non-stationary in levels (confirmed by unit root tests). For the out-of-sample forecasting period 1990m1 onwards, the Pound-Dollar rate shows no clear pattern, first depreciating but then appreciating back to the levels observed at the beginning of the period. The
Yen-Dollar exchange rate also shows an appreciation which is then mostly reversed.
Figures 5-6 suggest non-stationarity of the interest rates for the sample period, with similar looking downward trends in all three rates demonstrating some co-movement.
The differentials are mostly positive for the US-Japan case and negative for the US-UK case. The differentials also look downward trended in the first half of the sample. The excess returns in Figures 7 and 8 are volatile and do not exhibit any clear patterns.
[INSERT FIGURES 1-8 HERE]
Estimation
Our empirical analysis began by testing the assumption in Section 3 that all variables are I(1). In every case, we failed to reject the null of a unit root in levels but rejected the null in first differences. We therefore proceeded in the analysis assuming all variables are I(1). 8 Next, we selected the lag length to be used in our forecasting models by estimating a sequence of unrestricted VAR(p), p = 0, 1, 2, ....12 for each set of variables employed in the models M E to M A for both the US-UK and US-Japan data sets and over the sample period 1981m1-2002m6. The lag selection criteria used was the likelihood ratio test and the lag length chosen was twelve for all models in both data sets. 9
Analysis of the long-run relationships that exist among the variables provides good evidence to support the pairwise cointegration of exchange rates with the various explanatory variables in our candidate set of models (i.e. with f t , x t and p t − p * t respectively).
There is, however, weaker evidence to support the one-to-one relationships suggested by the theories. 10 Nevertheless, estimating the models outlined in (8) Probabilistic statements on the likely relevance of models over the estimation period can be made on the basis of the weights given in (5). Table 2 showing with significant weights in the US-UK case at that time. These figures reflect 11 As our candidate set of models are not nested, system-based criteria are not directly comparable.
Instead, the reported AIC statistics of Table 3 the fact that the weights can be quite sensitive to even relatively small movements in the values of the equation likelihoods over time. But they reinforce again the view that it is difficult to choose between the models on purely statistical criteria.
[ INSERT TABLE 2 HERE] [INSERT FIGURES 9 AND 10 HERE]
Statistical Evaluation of Forecasting Performance
The out-of-sample forecasting performance of the models can be evaluated statistically by calculating the root mean squared error (RMSE) relating to the forecasts of the (cumulative) exchange rate change, defined for forecast horizon H at time T as c T (H) = P H h=1 ∆e T +h . The RMSE are calculated for each model and their ratios, relative to a random walk, are reported in Table 3 for forecast horizons H = 1, 3, 6, 12, 24, 36 and 48.
The table also reports the ratios of RMSEs obtained using a weighted average of forecasts from all the models, with equal weights (i.e. Interestingly, the forecasts generated by the equal-weights average model dominates those of the M RW in both sets of results and at nearly all horizons according to this criteria (see for example Timmerman, 2006 ). This finding is in line with the findings in the literature, described in the review of Clemen (1989) and more recently by Harvey and Newbold (2005) for example, that combinations of forecasts typically perform well in a statistical sense and can outperform the forecasts of a single model even if this is the true (but estimated) data generating process. Moreover, the performance of the AIC-weighted average model also shows relatively well. While its forecasts are dominated by those of M RW at the shorter horizons, the ratio in Table 3 drops below unity at longer horizons and the ratios are well-below the mean of the individual models;' ratios (indicating that averaging and exploiting the time-variation of the weights serves to improve the RM SE performance).
In brief, then, a statistical evaluation of the models in terms of their diagnostic statistics or in-sample fit provides relatively little guidance on the appropriateness of the various models for use in investment decisions or on the gains to be made from the various models. In terms of forecasting performance measured by RMSE, the theory-13 More precisely, Clements and Hendry (2005) show that forecasting stationary processes using a model that retains all variables with an expected (t − value) 2 > 2 will dominate in terms of one-step ahead forecast accuracy measured by RMSE.
based models do not perform well although an equally weighted model-averaging is useful (if there is ambiguity over the true model). It remains to be seen whether a more clearcut picture emerges on the usefulness of these models' forecasts when they are judged more directly in the context of the objectives of the investment decision.
Forecast Evaluation by US Investors
Section 2 described the decision made by a buy-and-hold investor with a given horizon to be one of solving the problem in (3) to choose the proportion of her/his portfolio that should be devoted to domestic and foreign assets. This choice requires the implementation of the simulation-based procedure described in Appendix A to obtain the probability distribution of the future values of Z, Pr(Z T +1, T+H |Z 1,T , M i , θ i ), with which to evaluate (and then maximise) expected future utility. A description of the algorithm used to compute the optimal portfolio shares in also provided in Appendix A.
Having computed the portfolio shares we are then able to conduct what is the main focus of this paper; namely, an ex-post forecasting exercise which uses the optimal portfolio shares and evaluates, given observed outcomes for exchange rates and interest rates, the end-of-period wealth and utility (for each investment horizon) obtained from the buy and hold strategy. The evaluation takes the form of comparing the utility ratios of the models and the model-averages relative to a benchmark strategy which allocates wealth using the random walk model M RW to forecast the exchange rate.
Note the exercise reported here considers the average values of the optimal portfolio shares and maximised utility ratios calculated across the 51 recursions. The reported results illustrate the outcome of the investment strategy if it had been repeated at quarterly intervals throughout the nineties. The analysis covers a range of observed exchange rate and interest rate paths, therefore, and mitigates against the possibility that our results are period-specific.
Portfolio Weights
Tables 4a and 4b report the optimal portfolio share allocated by a US investor, averaged through the nineties and early 2000's, over the investment horizons H = 1, 3, 6, 12, 24, 36, 48 and for three different values of the coefficient of risk aversion, A = 2, 5, and 10. The
Tables report the shares that would have been chosen if forecasts were obtained employing the four alternative models, the equal-weight and AIC-based average models and the random walk model of exchange rate determination. Table 4a relates to the choice between US and UK assets and Table 4b relates to the US-Japan choice. The statistics are again generated in the recursive manner described above. Hence, the models are estimated first for the period 1981m1-1989m12 and the optimal portfolio shares decided based on the forecasts obtained from the various models. The process is then repeated moving forward three months, recomputing the model weights (for the average models) and wealth and utility forecasts to obtain new optimal shares for each model. This process is repeated for each recursion until we have results for 51 recursions covering the evaluation period T = 1989m12, 1990m3, ..., 2002m6 at three-monthly intervals. The statistics reported in Table 4 show the average portfolio share across the 51 recursions.
There are a number of interesting features of the statistics reported in the tables. As expected, given the uncertainties associated with the exchange rate, the proportion of wealth in foreign assets falls as the risk aversion parameter rises and as the investment horizon increases. So, for example, if we simply average the figures in the columns of Similar patterns are observed in Table 4b in terms of lower Japanese holdings as A or H rise, although the Japanese investment appears to be generally more attractive than UK ones. Here, averaging across the columns in the table, the shares of Japanese assets are 39%, 27% and 17% for A = 2, 5 and 10 respectively. Averaging across rows or investment horizons gives figures of 38%, 27% and 18% respectively for H = 1, 12 and 48. In the Japanese case, all the models suggest larger Japanese investments than M RW which suggests very low Japanese holdings for all A and H.
[INSERT TABLES 4A AND 4B HERE] Table 5 provides an economic evaluation of the forecast performance of the various models from the perspective of an investor with risk-aversion parameters of A = 2, 5 and 10.
Economic Evaluation
The evaluation addresses the question of how well an investor would have done in terms of utility outcomes if she had used the optimal weights suggested by the various models and summarised in Table 4 . Hence, the table describes the (average) end-of-period utilities that would have been obtained over the period 1989m12-2002m6 if the investor had chosen the optimal portfolio shares suggested by each of the four models, or the averaged models, in real time. The utilities are expressed as a ratio to the utility that would have been achieved if the investor had followed an investment strategy based on the random walk model forecasts. As before, the statistics reported in the table relate to the average outcome over 51 recursions in the evaluation period (i.e. setting N = 51 in (7)).
The results of Table 5a show that, generally speaking, the economic models outperform the random walk model for the UK-US case with utility ratios in excess of unity in most cases for all A and H. 14 This, of course, is in direct contrast with the comparisons based on RMSE's where the random walk model appeared to perform best. Models M E and M M , which encouraged investors to hold more UK investments than M RW , perform particularly well with utility more than in excess of 15% higher than M RW utility in some cases. The model averages also typically produce figures in excess of unity although, again in contrast with the comparison based on RMSE's, the average models do not outperform the individual models. 15 Qualitatively similar results are also found in the US-Japanese results reported in Table 5b . These also show end-of-period utility ratios based on the economic models that are systematically higher then those based on M RW , again contrasting with the RMSE results. (The exception being model M M in this case). And the AIC-based and equal-weight average model again (marginally) outperform the M RW over most horizons and risk parameters but, as in the US-UK case and again in contrast to the conclusion drawn using RMSE's, the average models are outperformed by the economic models when the economic criterion is used.
14 The model incorporating PPP is the exception.
15 In addition to the utility outcomes we also compute the Sharpe Ratio as a second measure of economic performance. The results are broadly consistent with the utility ratios, in that they suggest the random walk model does well as compared to the worst performing model being M P , with the other models between these two.
Of course, the conclusions drawn above are based on straight comparisons of the estimated utilities obtained in real time using the optimal portfolios suggested by the various models compared, in each case, with the utility achieved using the random walk model. While figures in excess of unity indicate that a model outperforms the M RW , it is difficult to interpret the statistical significance of these figures. Table 5 provides an indication of the significance of the figures by reporting the outcome of a simulation exercise in which at each of our 51 replications, we simulated 1000 artificial 'futures' based on the estimated random walk model and conducted precisely the same evaluation exercise as described above for each of the artificial datasets; i.e. calculating the (average) end-of-period utilities obtained following the investment strategies suggested by the different economic models and expressing these as a ratio to the utility obtained using the M RW model. The simulated distributions of utility ratios shows the range of outcomes that would be obtained if the random walk model were the true data generation and comparison of the utilities in Table 5 with the 95th, 90th, 80th and 70th percentiles of these distributions gives an indication of the statistical significance of the figures. The simulated distributions demonstrate that there is reasonable variability in the utility ratios that would be obtained, but the superscripts attached to the figures in the table show that there are a reasonable number which appear to be relatively small numbers but are 'significantly' greater than unity by this standard.
[
INSERT TABLE 5 HERE]
6 Concluding Comments
The results described above illustrate strikingly that judgements on the forecasting performance of the various models can be quite different depending on whether the evaluation is based on a statistical approach or a decision-based approach. According to the statistical view based on RMSEs, the simple random walk model M RW systematically outperforms the structural models at all horizons, but is defeated by a model average.
In contrast, according to the decision-based criteria, models incorporating economicallymeaningful relations outperform the the M RW model and the artificial model averages (with the model accommodating the efficient markets hypothesis performing relatively well for both the US-UK and US-Japan case).
While it will remain unusual for the decision-making environment to be fully articulated, it is clear from this empirical exercise that, when it is possible, models and their forecasts should be evaluated according to the purpose to which they will be used. The exercise also show that the technical issues involved in decision-based forecast evaluation can be readily addressed using the methods outlined in the paper, based on relatively straightforward simulation exercises, even where complex objective functions or many variables or model uncertainty are involved.
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Data Appendix
The sources and transformations for the data are as follows: f t = r t − r * t + e t .and (iii) for 1997m1-2003m6, the data was collected from Datastream, code USJPF.
r t : the US (domestic) three month treasury bill rates, expressed as a monthly rate: T +H , for h = 1, .., H and r = 1, ...., R (where R = 10, 000
and i = 1, ...., 4) based on draws from a distribution of errors. These are non -parametric draws in our case.
2. For each replication r, we compute the value of W (r,ω)
T +H using equation (1) T +H for each forecast horizon H. The forecast horizons considered in the paper are H = 1, 3, 6, 12, 24, 36, and 48. 3. We translate W (r,ω)
T +H into the utility v(W (r,ω,A) t+H ), using CRRA utility defined in equation (2), for each level of risk aversion A = 2, 5 and 10. Then we compute, for the given A, H and ω,:
4. The optimal portfolio weight, for each forecast horizon H and level of risk aversion A, is the value of ω which maximizes the above expression; i.e. the maximum utility over the 101 different values of the portfolio weight ω.
5.
Repeat for all models i = 1, ....., 4 and the equal weight and AIC average models.
Figure Legends Notes: The statistics are average end-period utility ratios, calculated over 51 recursions, expressed relative to that obtained when modelling is undertaken using a random walk to forecast an exchange rate. Superscripts "**" and "*" indicate significance at the 5% and 10% levels respectively and " † † "
and " †" indicate significance at the 20% and 30% levels.
