Introduction
Latent budget analysis (LBA) and latent class analysis (LCA) are methods for the analysis of contingency tables. They are equivalent techniques that lead to an identical visualization of the results of the data analyses. It is not widely known that LBA and LCA results can be visualized. Aided by two clarifying examples, we will illustrate these visualizations, and we will also show the relation between the graphical representation of LBA and LCA and that of correspondence analysis (CA), another method for the analysis of contingency tables.
We start this paper with an introduction to the latent budget model and the latent class model, and show how the results of latent budget analysis and latent class analysis can be visualized. Secondly, we give a brief description of correspondence analysis and discuss to what extent LCA and LBA relate to CA.
The first example we use in this paper to elucidate LBA are the data presented in Table 1 . These data were originally published and analyzed by Guttman (1971) . It is a twoway contingency table about the principal worries of Israeli adults. The row variable is a combination of residence and father's residence, denoted as "residence" with five categories indexed by i(i = 1...I, hence I = 5). The column variable is the principal worry of the participants, denoted as "worry" with eight categories indexed by j(j = 1...J, hence J = 8).
The frequency of the cell corresponding to the i-th row category and the j-th column category is denoted as n ij . The marginal row frequencies are denoted as n i = j n ij , and the marginal column frequencies are denoted as n j = i n ij . The total number of participants, ij n ij = 1554, is denoted as n.
insert Guttman (1971) 2 The latent budget model
From the data matrix of Table 1 we can construct the matrix of proportions P, with elements p ij , by dividing each element of the data by n, the total number of participants. Hence p ij = n ij /n. The marginal proportions of the rows are denoted as p i = j p ij , and the marginal proportions of the columns are denoted as p j = i p ij , Since "residence" is an explanatory variable, and "worry" is a response variable, the asymmetric role of the variables makes it interesting to investigate the conditional proportions, denoted as p j|i ≡ p ij /p i = n ij /n i , rather than the unconditional proportions p ij . Hence we study the proportions of the response variable per row category. This allows us to compare the categories of the explanatory variable "worry" between residence groups. If we collect the row marginal proportions p i as entries of the (IxI) diagonal matrix D r then the conditional proportions, p j|i , are found in the matrix D −1 r P, which is presented in Table 2 .
The rows of D Table 2 is of rank 5. In the latent budget model D 
The parameters in (1) are subject to the equality constraints
and inequality constraints
The idea for the latent budget model was introduced by Goodman (1974) and elaborated by Clogg (1981) , de Leeuw van der Heijden & Verboon (1990) , van der Heijden, Mooijaart & de Leeuw (1992) , and Siciliano & van der Heijden (1994) . There are two ways to interpret the parameters of the latent budget model, which we will call the mixture model interpretation and the MIMIC-model interpretation (Multiple Indicator Multiple Cause-model, Goodman, 1974 For the model with no other constraints than stated in (2) and (3) there are two sound estimation procedures available. De Leeuw et al. (1990) describe an algorithm that yields maximum likelihood parameter estimates. For this algorithm, it is required that the data follow a product-multinomial distribution. Recently an algorithm has been developed which yields weighted least-squares estimates (Mooijaart, van der Heijden & van der Ark, 1996) .
For this algorithm it is not necessary that the data follow a specific distribution.
In general the latent budget model is not identifiable if K > 1 and no other constraints than (2) and (3) are imposed upon the model. Therefore different sets of parameter estimates may be obtained for different starting values, but they provide the same estimates of the expected budgets. For a discussion of identifiability in the latent budget model we refer to de Leeuw et al. (1990) and . Table 2 was analyzed using the first algorithm, yielding maximum likelihood estimates of the parameters. The results of the latent budget analysis with K = 1, K = 2, and K = 3 latent budgets are presented in Table 3 . The likelihood ratio chi-squared statistic is presented as a measure of goodness of fit. From Table 3 we can see that the model with K = 1 latent budgets does not fit the data. In the model with K = 2 latent budgets, the goodness of fit has improved and now 100(121.5−29.2)/121.5 = 75.9% of the dependence is modeled. However the fit is not satisfactory. The model with K = 3 latent budgets fits the data very well. Now 100(121.5 − 6.5)121.5 = 94.7% of the dependence is modeled. We have transformed the parameter estimates such thatπ j=8|k=1 =π j=5|k=2 = .000 in the K = 2 latent budget model, andπ j=7|k=1 =π j=8|k=1 =π j=6|k=2 =π j=7|k=2 =π j=4|k=3 =π k=1|i=1 =
.000, in the K = 3 latent budget model. These transformations were chosen such that as many parameter estimates as possible equal zero without altering the goodness of fit (see . This facilitates the interpretation of the parameter estimates.
We will now interpret the parameter estimates for the model with K = 3 latent budgets to get insight into the data. One can characterize the latent budgets by the actual values insert TABLE 3   Table 3 : K = 1, K = 2 and K = 3 latent budget solutions on the data of Table 1 of their categories presented in Table 3 , but more appropriate is to characterize the latent budgets by the values of their elements relative to the average. Therefore we interpret the latent budgets by comparing the estimatesπ j|k (k = 1, 2, 3) with the column marginals, p j , which are also the elements of the latent budget in the K = 1 latent budget model, and attach a label to them. For example, the marginal proportion of MIL is .238, hence indicating that 23.8% of the sample sees the military situation as their principal worry. In the K = 3 latent budget solution we can see that the estimated propotions of MIL are
.021, .429, and .011 respectively for the first, second and third latent budget. Hence the second latent budget is characterized more than the other two budgets, and more than average by people who feel the military situation is their principal worry. When we attach a label to the second latent budget this feature should be considered. Besides MIL, the second latent budget is characterized by ENL and SAB, which also deal with the endangerment of daily life by war and MTO which is undetermined. Hence this latent budget can be labeled "safety concerned worries". In a similar way we find that the first latent budget is characterized by POL and OTH, while categories of personal concerns (ENL and PER) and military concerns (ENL, SAB, MIL) have very low existence or are absent. Hence we can label this budget "political and indeterminable worries". The third latent budget is dominated by PER, worries about personal economics, and OTH is also obviously present.
Categories that denote non-egocentric concerns (MIL, POL, ECO) are almost absent in the third latent budget. Hence this can be labeled "personal concerned worries".
After the latent budgets are interpreted by the column categories we examine how the categories of the explanatory (row) variable are composed out of these latent budgets. For example, in the K = 3 latent budget solution, the category of residents from Europe and America is for 63.3% determined by the second latent budget. Hence EA can be described as a group whose principal worries are determined for the larger part by safety concerned worries.
3 Latent Class Model.
The latent budget model is equivalent to the latent class model for two variables (see Clogg, 1981, and van der Heijden et al., 1992) . The latent class model can be written as
For (5) we can write
where the last term is the equation of the latent budget model (see (1)). Note that the latent budget model and the latent class model for two variables have the parameters π j|k (j = 1...J; k = 1...K) in common. Equation (6) implies that in the case of two variables for each latent budget solution there is one corresponding latent class solution and vice versa.
Therefore the estimation procedures and the unidentifiability of the model, mentioned in the previous section on LBA, apply to LCA as well (see .
However, if we have an identified latent budget solution, such as presented in Table 3 , we can get the corresponding latent class parameters π i|k and π k by using Bayes' Theorem and the Law of Total Probabilities
The latent class parameter estimates for Table 1 , corresponding to the mixing parameter estimates from Table 3 and reparameterized through (7) are presented in Table 4 .
insert TABLE 4 Table 4 : K = 2 and K = 3 latent class solution for the data of Table 1 The reason for using either the latent class model or the latent budget model depends on the types of manifest variables. Since the latent class model studies the joint probabilities π ij , the model is more appropriate if the row variable and the column variable are both response variables. The response variables are then independent given the latent class. The latent budget model is more appropriate if one of the variables is an explanatory variable and the other a response variable. Only if we regard "residence" as a response variable, then it is approprate to interpret the latent class solution of Table 4 . This might be considered if one accepts that a person can choose in which country he or she lives. In this case we have a latent variable with three classes that determines the principle worries and residence of the participants. We did not find however an appropriate way to label the classes in this way.
Since the latent class model comprises only response variables, the model can be extended easily to more than two variables. The latent class model with four variables, for example, then is
From (8) we can see that the general latent class model is equivalent to the Law of Total
Probabilities where the response variables are independent conditional on the latent classes.
We now discuss a LCA of Table 5 . Table 5 contains the cross classification of four response variables collected in the 1982 General Social Survey (see McCutcheon, 1987, p 31) . The data comprise the evaluation of surveys of 1202 white respondents by means of the respondent's attitude towards the purpose of the surveys and the accuracy of surveys in general, and the respondent's cooperation and understanding of the survey. In Table 6 a latent class solution with three latent classes published by McCutcheon (1987, p 43 ) is presented. After latent class analysis McCutcheon characterized the three latent classes by the type of respondent that belongs to each of them. Some of the parameters have been restricted post hoc to facilitate interpretation (see table 6 ). The three respondent types (classes) are "Ideal", those who have a positive attitude towards surveys, and understand the questions well; "Believers", those who have a positive attitude towards surveys but do not really grasp their content; and "Skeptics", those who mistrust surveys although they understand the questions rather well.
insert TABLE 5   Table 5 : Cross-classification of four manifest variables, McCutcheon (1987) insert TABLE 6 The mixing parameters serve as coordinates in a so called barycentric coordinate system (see e.g. Greenacre, 1993, p15) . The latent budget models with K = 2 and K = 3 latent budgets can be visualized by depicting the space spanned by the latent budgets and plot the expected budgets onto this space by means of their mixing parameters.
INSERT FIGURE 3
Figure 3: Graphical display of the K = 2 latent budget model)
In Figure 3 we show the graphical representation of the K = 2 latent budget model (for the parameter estimates, see Table 3 In Figure 4 a graphical representation is given of the K = 3 latent budget model (for the parameter estimates, see Table 3 Table 3 we can see that I/I has mixing parameter estimates (.205, .447, .348 ) and is the closer to the vector of marginal proportions than any other row category. Hence the Israeli residents whose fathers live in Israel as well display the most average pattern of worries.
The "MIMIC model interpretation" is a guide to an additional characterization of the latent budgets. We can consider Figure 4 such that the triangle displays the probability to enter the latent budgets i.e. the vertices denote the probability 1.00 that the subjects of a row category i belong to the corresponding latent budget (π k|i = 1.00), and a probability 0.00 that they belong to the other latent budgets. In this interpretation the picture shows how the marginal row probabilities are distributed over the latent budgets, and we can label the budgets by this distribution. The point that denoted the vector of marginal column proportions now represents the average distribution of all subjects in the contingency table.
If a row category is closer to a latent budget than the point representing the overall average, then the latent budget is characterized more than average by that row category. If the distance between two points in the figure is large then the distribution of those two categories over the latent budgets is not similar, if the distance is small then the two categories are distributed over the latent budgets in more or less the same way. We can see that the first latent budget is represented more than average by EA, I/EA and I/I, the second latent budget can be interpreted as budget typical for those who live in Europe or America, and the third latent budget is represented more than average by AA, I/AA and I/I.
The categories of the column variable can also be represented graphically. This can be done if we rescale the elements of the latent budgets from π j|k into π k|j by
(cf (7)). In Figure 5 , a graphical representation of π k|j in the K = 3 latent budget solution is given for the data of Table 1 and the rescaled latent budget parameters (see (9) are given in Table 7 .
INSERT FIGURE 5
Figure 5: graphical representation of the rescaled latent budgets in the K = 3 latent budget solution insert TABLE 7   Table 7 : Rescaled latent budget elements of Table 3 Figure 5 ) then the responses to that category would be equally distributed over the latent budgets. If two points are plotted close together, for example ENL and SAB, then these categories have a similar distribution over the latent budgets. In this way we visualize the characterization of the latent budgets that has been given in Section 2. In Figure 5 the point that denoted the average distribution of all subjects over the latent budgets, with coordinates π k (k = 1, 2, 3) is also plotted and now serves as a reference point for the column categories.
Notice that if we examine π k|j instead of π j|k the marginal column effects have disappeared. This means that if a marginal column proportion is very small, for example the marginal proportion of ECO (.012), and we examine the actual proportions of the latent budgets with elements π j|k then ECO hardly plays a role in the interpretation of the latent budgets, due to the low marginal frequency. Categories with large marginal column proportions, on the other hand tend to dominate. For example MIL, which has a marginal proportion of .238. These differences disappear if we examine π k|j , where we see the how each category is distributed over the latent budgets. 5 Visualization of the latent class model.
The idea of rescaling the parameters π j|k into π k|j can also be used to visualize the latent class parameters. If we have two response variables, we can depict π k|i (i = 1...I) and π k|j (j = 1...J) simultaneously. If we assume that the variables "residence" and "worry"
from Table 1 
A graphical display of Table 6 is given in Figure 6 . The manifest variables are depicted simultaneously. The rescaled parameter estimates obtained with (10), are given in Table 8 .
INSERT FIGURE 6
Figure 6: display of McCutcheon solution insert TABLE 8   Table 8 : reparameterized latent class solution of Table 6 In Figure 6 , the black dots denote the variable "purpose", the bold circles denote "accuracy", the black squares denote "cooperation", and the black triangles denote "understanding". Figure 6 displays the characterization of the latent classes as has been presented in Section 3 (Table 4 ). The first class (ideal respondents) is characterized more than average by all most positive categories of the variables, the second class (believers) is mostly characterized by a fair to poor understanding of surveys, however they are more cooperative than average. The third class (skeptics) is characterized by negative categories of all variables.
6 Relation of LBA and LCA to correspondence analysis.
A problem with the display of LCA and LBA is that only the relative distances are visualized, i.e. Figures 4, 5 , and 6 are equilateral triangles while there are always two latent classes (budgets) that are more similar to each other than to the third one. We are able to solve this problem using correspondence analysis (CA), and the solution follows from the relation of LBA and LCA to CA. Since LBA and LCA are equivalent we will only refer to LCA in this section, although the results apply to LCA as well as to LBA.
The relation between the LCA and CA is rather close and has been studied before by, among others, Gilula (1979 Gilula ( , 1983 Gilula ( , 1984 , Goodman (1987) , de Leeuw & van der Heijden (1991) and van der . Visualization of both models will give more insight into this relation. We recapitulate here first the analytic results of de Leeuw & van der Heijden (1991) , and then illustrate the results by visualizing them.
Consider a two-way matrix with observed proportion p ij of rank M . We define correspondence analysis as Consider now that we use only M *
and we collect these approximations p * ij in a matrix P * . Te matrix P * is a reduced rank matrix of rank M * + 1, and it provides an optimal approximation of the observed matrix in a least squares sense (see, for example, Greenacre, 1984) . Notice that P * need not be a probability matrix, i.e. a matrix with non-negative elements adding up to one, although it can be shown that ij p * ij = 1, some elements may be negative. At the same time, whenever a probability matrix would have rank K, then this matrix can always be decomposed by (12
De Leeuw & van der Heijden (1991) view a probability matrix of rank K as a model. We denote this model by R(K). They denote CA with K − 1 dimensions as CA(K). And last, they denote the latent class model with K latent classes as LCA(K). Since CA(K) defines a rank K matrix, it follows that CA(K) leads to expected values that are equal to R(K).
Since every rank K matrix can be decomposed by CA in K − 1 dimensions, it follows that the reverse is also true, i.e. R(K) implies CA(K). Hence CA(K) is equivalent to R(K).
The relation between CA and latent LCA is more complicated. Both models are reduced rank models. Since every matrix of rank K can be decomposed by CA(K), it follows that if a matrix can be decomposed by LCA(K) then it can also be decomposed by CA(K).
However, contrary to what was stated by van der Heijden et al. (1989) , the reverse does not hold in general: one cannot state that if a matrix can be decomposed by CA(K) it can also be decomposed by LCA(K). This can be seen from the fact that the factorization provided by LCA(K) consists of non-negative parameters only, whereas the parameters of CA(K) may be negative.
There are one special case, though. Contrary to what was stated by Gilula (1979 ), de Leeuw & van der Heijden (1991 prove that LCA(2) and CA(2) are also equivalent, and they provide a counterexample to illustrate that if a matrix can be decomposed by CA(K) this does not mean that it can be decomposed by LCA(K), when K > 2.
Let us now discuss the implications of these results for data analysis. Observed contingency tables that are of reduced rank seldom occur. If a matrix does not have a reduced rank, then we can still calculate the decomposition provided by (12). If we then only consider
need not be a probability matrix (see above).
Therefore for CA estimated by least squares the above has limited practical relevance.
It is relevant though for CA estimated by maximum likelihood, as proposed by Goodman (1985) and Gilula & Haberman (1986) (see also Siciliano, Mooijaart & van der Heijden, 1993) . Their model is
where the parameters have restrictions identical to those in (11) and (12),
determines the rank of the matrix with elements π * ij and because (13) is estimated by maximum likelihood, this yields a probability matrix of reduced rank when M * < min(I − 1, J − 1). The above shows that for K = 2 the estimates of expected probabilities of both models will be equal, and therefore the fit of both models will be equal as well. For K = 3 it turns out that often, but not always, LCA and CA have identical estimates of expected probabilities (see van der Ark & van der Heijden, 1996, for more details). This is relevant for the visualization of LBA and LCA, as was mentioned earlier this section. We will work this out in the next section. 
A similar equation can be given for δ 2 j,j . From equation (14) An example for the data in Table 1 9   Table 9 : coordinates of the expected budgets and latent budgets in Figure 7 the triangle in Figure 4 , because in Figure 4 by convention the distances between the latent budgets are unity, whereas in Figure 7 they are measured in chi-squared distances, and in Figure 4 by convention we have put the first latent budget on top, whereas in Figure 7 the position of the latent budgets depends on the axes. Thus Figure 7 can be viewed as a plot of the latent budget solution scaled in chi-squared distances. By plotting the latent budget solution in chi-squared distances we show, in terms of chi-squared distances which of the three latent budgets are most similar.
Representations similar to Figure 7 can be made by plotting the reparameterized elements of the latent budgets π k|j onto the graph of column scores, and plotting latent class graphs onto correspondence graphs.
Discussion
We have made clear in this paper how to visualize the results of LBA and LCA and how these visualizations are related to the visualizations of CA. In the cases of K = 1 and K = 2 CA is equivalent to LCA and LBA, and in the case of K > 2 CA(K) and LCA(K) may yield the same estimated expected frequencies. In these cases, for example the data from Table 1 , the visualization of the results of LBA and LCA can be plotted onto the correspondence analysis picture and vice versa.
LBA is a technique which can be used best when we have one explanatory and one response variable, and the question of interest is, how the expected budgets can be composed out of a smaller amount of typical or latent budgets. LCA can be used best when we want to study the relation between two or more discrete response variables. The question of interest is whether we can split up the sample into K latent classes such that the relation among the variables is completely explained by the classes.
CA on the other hand visualizes how row profiles can be explained by continuous axes, that can be interpreted as latent traits. If the row profiles are equivalent to expected budgets, then the difference between LCA/LBA and CA could be summarized as the choice between a trait or state explanation of the latent budgets.
However, when the models have the same expected frequencies, plotting the latent budget solution or the latent class solution onto the correspondence map, gives us the benefit of both models. On the one hand we can see at a glance how the expected budgets are built up of prototypes, and on the other hand we can assign latent trait scores to the expected budgets. An extra advantage is that the map allows a clear distance interpretation.
