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Abstract. Motivated by earlier results from the complex function theory, the growth
of non-decreasing and unbounded real-valued functions is studied in sets of positive
linear/logarithmic density. The results improve several existing results and they are of
interest from the real analysis and the complex analysis points of view.
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1. Background
We study the growth of non-decreasing and unbounded functions T : [t0,∞)→ (0,∞)
in sets of positive linear/logarithmic density (defined below). The growth is categorized
in terms of the order and lower order of T , which are given, respectively, by
ρ = ρ(T (r)) = lim sup
r→∞
log T (r)
log r
and µ = µ(T (r)) = lim inf
r→∞
log T (r)
log r
.
Clearly µ(T (r)) ≤ ρ(T (r)) holds in general. The following quick example shows that a
strict inequality is also possible.
Example 1. Let 0 < µ < ρ < 1, and let T : (2,∞)→ (0,∞) be a function whose graph
y = T (x) is a polygonal path as follows: Start from the point (2, 2ρ) on y = xρ and move
horizontally to the right until you hit the curve y = xµ. Then move diagonally parallel
to the line y = x and to the right until you hit the curve y = xρ. Proceed repeatedly
until you get the graph as in the figure below. Then T is continuous, non-decreasing, and
xµ ≤ T (x) ≤ xρ for all x ≥ 2. It is also clear that T has order ρ and lower order µ.
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The motivation for this note comes from the complex function theory, although the
results that follow are stated for real-valued functions T (r). If so preferred, T (r) can
be replaced with the Nevanlinna characteristic T (r, f) or with the integrated counting
function N(r, c, f) of the c-points of a meromorphic f , where c ∈ Ĉ.
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The order ρ(f) and the lower order µ(f) of f are defined by ρ(f) = ρ(T (r, f)) and
µ(f) = µ(T (r, f)). For entire functions, T (r, f) can be replaced with the logarithmic maxi-
mum modulus logM(r, f). The quantities measuring the growth ofN(r, c, f) are called ex-
ponents of convergence of c-points of f , and they are defined by λ(c, f) = ρ(N(r, c, f)) and
σ(c, f) = µ(N(r, c, f)). It is known that the functions T (r, f), logM(r, f) and N(r, c, f)
are convex functions in log r, but this property is not needed in this note.
It is known that, for any fixed µ and ρ satisfying 0 ≤ µ ≤ ρ ≤ ∞ there exists a
meromorphic function f of order ρ(f) = ρ and of lower order µ(f) = µ [4, p. 238]. If
µ < ρ, it is natural to ask what are the sizes of sets of r-values, where the growth of
T (r, f) is near maximal or near minimal. To this end, we recall Theorem A from [12,
Corollary 3.7], where the size of such sets D ⊂ [1,∞) is measured in terms of upper and
lower (linear) densities given by
dens(D) = lim sup
r→∞
∫
D∩[1,r]
dt
r − 1
and dens(D) = lim inf
r→∞
∫
D∩[1,r]
dt
r − 1
.
Theorem A. Let f be a meromorphic function such that 0 ≤ µ(f) < ρ(f) ≤ ∞, and let
µ(f) < a ≤ b < ρ(f). Then the sets
E = {r ≥ 1 : T (r, f) ≤ ra} and F = {r ≥ 1 : T (r, f) > rb}
are of upper density one and of lower density zero.
Further variations of the above problem is to compare the growth of T (r, f) and T (r, g)
in the case ρ(f) < ρ(g), or the growth of N(r, c, f) and T (r, f) in the case λ(c, f) < ρ(f).
Recall that λ(c, f) ≤ ρ(f) holds in general for every f and for every c ∈ Ĉ.
Due to the logarithms appearing in the definitions of orders, it seems more natural to
study these growth questions in terms of logarithmic densities. Recall that the upper and
lower logarithmic densities of a set D ⊂ [1,∞) are given by
logdens(D) = lim sup
r→∞
∫
D∩[1,r]
dt
t
log r
and logdens(D) = lim sup
r→∞
∫
D∩[1,r]
dt
t
log r
.
The connection between linear and logarithmic densities is apparent from the inequalities
0 ≤ dens(D) ≤ log dens(D) ≤ log dens(D) ≤ dens(D) ≤ 1, (1.1)
which can be found in [13, p. 121].
The main results and their consequences are stated and discussed in Section 2, while the
corresponding situation on bounded intervals is briefly discussed in Section 3. Lemmas
for the proofs are given in Section 4, while the proofs of the main results are postponed
to Sections 5 and 6. The growth results in this paper yield slight improvements of several
earlier results in the complex function theory [2, 6, 9, 10, 11, 12, 8, 14, 15].
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2. Functions on unbounded intervals
We begin with the following general result.
Theorem 2.1. Let T1, T2 : [1,∞) → (0,∞) be non-decreasing and unbounded functions
such that ξ(T1) < ξ(T2), where ξ stands for either the order ρ or the lower order µ, the
same order on both sides of the inequality. Let ψ : [1,∞)→ (0,∞) be any non-decreasing
function such that logψ(r) = o(log r) as r →∞. Then the set
G = {r ≥ 1 : ψ(r)T1(r) < T2(r)}
satisfies
logdens(G) ≥ 1−
ξ(T1)
ξ(T2)
.
A special case of Theorem 2.1 is implicitly proved in [10, p. 347] in the case ρ(T2) <∞.
Our proof is based on a different method, which applies more generally for different orders,
different ψ’s as well as in the case ρ(T2) =∞.
A possible choice for ψ in Theorem 2.1 is ψ(r) = (log r)β, where β > 0. If we replace
T1(r) and T2(r) by T (r, f) and T (r, g), respectively, where f and g are meromorphic
functions, and if ψ is unbounded, then Theorem 2.1 states in particular, that
T (r, f) = o(T (r, g)), r ∈ G. (2.1)
Thus f is a small function of g relative to the set G. Recall that in the complex function
theory, a meromorphic function f is said to be a small function of another meromorphic
function g, if T (r, f) = o(T (r, g)) for all r outside of a set of finite linear measure (or some-
times outside of a set of finite logarithmic measure). Small functions appear frequently
in the theories of complex differential and functional equations, which in turn typically
rely on growth estimates for logarithmic derivatives and for logarithmic differences. The
former estimates are usually valid outside of exceptional sets of finite linear/logarithmic
measure, while the exceptional sets in the latter estimates may go up to upper logarithmic
density < ε. Hence, in most cases, the definition of small functions could be relaxed to
(2.1), where the set G is required to have positive logarithmic upper density.
Corollary 2.2. Let T : [1,∞)→ (0,∞) be a non-decreasing unbounded function of order
ρ = ρ(T ) and lower order µ = µ(T ).
(i) If µ <∞, then for any a, b ∈ (µ,∞), the sets
H = {r ≥ 1 : T (r) ≤ ra} and I = {r ≥ 1 : T (r) > rb}
satisfy
logdens(H) ≥ 1−
µ
a
and logdens(I) ≤
µ
b
. (2.2)
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(ii) If ρ > 0, then for any a, b ∈ (0, ρ), the sets H and I satisfy
logdens(H) ≤
a
ρ
and logdens(I) ≥ 1−
b
ρ
. (2.3)
Proof. To prove the first inequality in (2.2), set ψ(r) ≡ 1, T1(r) = T (r) and T2(r) = r
a.
It is clear that µ(T1) < µ(T2). The set H can be re-written as
H = {r ≥ 1 : ψ(r)T1(r) < T2(r)}.
Then from Theorem 2.1, we have
logdens(H) ≥ 1−
µ(T1)
µ(T2)
= 1−
µ
a
.
To prove the second inequality in (2.2), we notice from the previous reasoning that the
set Ic, which is the complement of I in [1,∞), satisfies
logdens(Ic) ≥ 1−
µ
b
.
Recall that
logdens(Dc) = 1− logdens(D) (2.4)
is true for every set D ⊂ [1,∞) [13, p. 121]. Then the second inequality in (2.2) follows.
The inequalities in (2.3) can be proved similarly. 
From Corollary 2.2, we see that the sets E and F in Theorem A satisfy
logdens(E) ≥ 1−
µ(f)
a
, logdens(E) ≤
a
ρ(f)
,
logdens(F ) ≥ 1−
b
ρ(f)
, logdens(F ) ≤
µ(f)
b
.
Thus, Corollary 2.2 is an improvement of Theorem A. Moreover, the second inequality in
(2.3) improves [9, Lemma 2.2], [11, Lemma 3] and [15, Lemma 2.7].
We give some immediate consequences of Corollary 2.2.
Corollary 2.3. Let T : [1,∞)→ (0,∞) be a non-decreasing function of order ρ ∈ (0,∞),
and let ε > 0. Then the set
J1 =
{
r ≥ 1 : rρ−ε ≤ T (r) ≤ rρ+ε
}
satisfies logdens(J1) ≥
ε
ρ
.
Proof. By the definition of the order, the inequality T (r) ≤ rρ+ε holds for all r large
enough. Hence the assertion follows from the second inequality in (2.3). 
Corollary 2.3 improves [6, Corollary 3.3], which claims that the set J1 has infinite loga-
rithmic measure. Similarly, if the order is replaced with the lower order in Corollary 2.3,
then we get, by using the first inequality in (2.2), the following result.
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Corollary 2.4. Let T : [1,∞) → (0,∞) be a non-decreasing function of lower order
µ ∈ (0,∞), and let ε > 0. Then the set
J2 =
{
r ≥ 1 : rµ−ε ≤ T (r) ≤ rµ+ε
}
satisfies logdens(J2) ≥
ε
µ+ ε
.
Replacing T (r) with T (r, f) for a meromorphic function f , we see that Corollary 2.4
improves [15, Lemma 2.2], which claims that the set J2 has infinite logarithmic measure.
A weaker version of the next result is applied in the theory of complex differential
equations in [12].
Corollary 2.5. Let f and g be meromorphic functions such that 0 ≤ µ(f) < µ(g) ≤ ∞,
and let µ(f) < a ≤ b < µ(g). Then the set
K =
{
r ≥ 1 : T (r, f) ≤ ra, T (r, g) ≥ rb
}
satisfies logdens(K) ≥ 1−
µ(f)
a
.
Proof. By the definition of limit inferior, the inequality T (r, g) ≥ rb holds for all r large
enough. Hence the assertion follows from the first inequality in (2.2). 
Corollary 2.5 is an improvement of [12, Lemma 3.4], which is originally stated for entire
functions, but it holds for meromorphic functions also. The conclusion of [12, Lemma 3.4]
is that the set K has positive upper logarithmic density.
Similarly, from the second inequality in (2.3), if the lower orders in Corollary 2.5 are
replaced with orders, then logdens(K) ≥ 1−
b
ρ(g)
.
Next, we give a result about comparing the growth of two functions in the case they
have the same order.
Theorem 2.6. Let T1, T2 : [1,∞)→ (0,∞) be non-decreasing functions both having order
ρ ∈ (0,∞). Suppose that τ(T1) < τ(T2), where
τ(T ) = lim sup
r→∞
r−ρT (r)
is the type of T with respect to its order ρ. Let C ∈ (1, τ(T2)/τ(T1)). Then the set
L = {r ≥ 1 : CT1(r) < T2(r)}
satisfies
dens(L) ≥ 1− C1/ρ
(
τ(T1)
τ(T2)
)1/ρ
.
As a consequence of Theorem 2.6, we give the following improvement of [6, Corol-
lary 3.4], which claims that the set M1 defined below has infinite linear measure.
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Corollary 2.7. Let T : [1,∞)→ (0,∞) be a non-decreasing function of order ρ ∈ (0,∞)
and of type τ ∈ (0,∞), and let ε > 0. Then the set
M1 = {r ≥ 1 : (τ − ε)r
ρ ≤ T (r) ≤ (τ + ε)rρ}
satisfies dens(M1) ≥ 1−
(
τ−ε
τ
)1/ρ
.
Proof. From the definition of type, the inequality T (r) ≤ (τ + ε)rρ is valid for all r
large enough. Hence the sets M1 and M
′
1 = {r ≥ 1 : (τ − ε)r
ρ ≤ T (r)} have the same
upper linear density. Take any C > 1. Set T1(r) =
τ−ε
C
rρ and T2(r) = T (r). Clearly
τ(T1) < τ(T2) and C ∈ (1, τ(T2)/τ(T1)). Then M
′
1 = {r ≥ 1 : CT1(r) ≤ T2(r)}. From
Theorem 2.6,
dens(M1) ≥ 1− C
1/ρ
(
τ − ε
Cτ
)1/ρ
= 1−
(
τ − ε
τ
)1/ρ
,
which completes the proof. 
Let f be an entire function of order ρ ∈ (0,∞) and of type τ ∈ (0,∞) defined with
respect to logM(r, f). Let ε > 0. Then [14, Lemma 8] claims that the set
M2 = {r ≥ 1 : (τ − ε)r
ρ ≤ logM(r, f) ≤ (τ + ε)rρ}
has infinite logarithmic measure. It is stated without proof in [7, p. 97] that a set of finite
logarithmic measure has zero upper linear density. Hence we see that Corollary 2.7 is an
improvement of [14, Lemma 8]. For the convenience of the reader, we give an elementary
proof for the statement in [7, p. 97].
Lemma 2.8. If a set D ⊂ [1,∞) satisfies
∫
D
dt
t
<∞, then dens(D) = 0.
Proof. Let χD(r) be the characteristic function of D. The function µ(r) =
∫ r
1
χD(t)
t
dt is
increasing and bounded on [1,∞). By partial integration and L’Hospital’s rule,
1
r
∫ r
1
χD(t) dt =
1
r
∫ r
1
tµ′(t) dt = µ(r)−
1
r
∫ r
1
µ(t) dt→ 0, r →∞.
Thus dens(D) = 0. 
In [7, Lemma 4], it is shown that for a meromorphic function f of order ρ, and for
constants C1 > 1 and C2 > 1, the set
N1 = {r : T (C1r, f) ≥ C2T (r, f)} (2.5)
satisfies
logdens(N1) ≤
ρ logC1
logC2
. (2.6)
If either ρ = 0 or C
1/ρ
2 ≥ C1, then the inequality (2.6) is meaningful, and it gives infor-
mation about size of the set N1.
In the opposite case when ρ > 0 and C
1/ρ
2 < C1, the quantity
ρ logC1
logC2
is larger than 1,
and hence we conclude nothing from (2.6). In this case, the set N1 is expected to be large,
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and its size can be estimated by means of Theorem 2.6 with an additional assumption on
the type of f . In fact, we get the following corollary for a general function T (r).
Corollary 2.9. Let T : [1,∞)→ (0,∞) be a non-decreasing function of order ρ ∈ (0,∞)
and of type τ ∈ (0,∞). Let C1 > 1 and C2 > 1 be such that C
1/ρ
2 < C1. Then the set
N2 = {r : T (C1r) ≥ C2T (r)}
satisfies
dens(N2) ≥ 1−
C
1/ρ
2
C1
.
Proof. Take C = C2, T1(r) = T (r) and T2(r) = T (C1r) . It is not difficult to see that T1
and T2 have the same order ρ, whereas τ(T1) = τ and τ(T2) = C
ρ
1τ . Clearly, τ(T1) < τ(T2)
and 1 < C = C2 < C
ρ
1 =
τ(T2)
τ(T1)
. Then, from Theorem 2.6, we obtain
dens(N2) ≥ 1− C
1/ρ
(
τ(T1)
τ(T2)
)1/ρ
= 1−
C
1/ρ
2
C1
,
which completes the proof. 
Replacing T (r) in Corollary 2.9 with T (r, f), where f is a meromorphic function of
order ρ ∈ (0,∞) and of type τ ∈ (0,∞), we find that the set N1 in (2.5) is large in the
sense that dens(N1) ≥ 1− C
1/ρ
2 /C1.
3. Functions on bounded intervals
We now turn to bounded intervals, which we normalize to be the unit interval. Let
T : [t0, 1) → (0,∞) be a non-decreasing and unbounded function. The order and lower
order of T are given, respectively, by
ρ = lim sup
r→1−
log T (r)
− log(1− r)
and µ = lim inf
r→1−
log T (r)
− log(1− r)
.
If T has order ρ ∈ (0,∞), then
τ(T ) = lim sup
r→1−
(1− r)ρT (r)
is the type of T with respect to its order ρ.
Analogues of linear and logarithmic densities for sets D ⊂ (0, 1) are introduced in [3]
as follows. The upper and lower final densities of D are
F−dens(D) = lim sup
r→1−
∫
D∩(r,1)
dt
1− r
and F−dens(D) = lim inf
r→1−
∫
D∩(r,1)
dt
1− r
,
while the upper and lower final L-densities of D are
L−dens(D) = lim sup
r→1−
∫
D∩(r,1)
dt
1−t
− log(1− r)
and L−dens(D) = lim inf
r→1−
∫
D∩(r,1)
dt
1−t
− log(1− r)
.
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The term ”final” reflects the fact that integration is conducted over points that are larger
than r as opposed to integrating over values that are at most r. An analogue for (1.1) is
proved in [3] as follows:
0 ≤ F−dens(D) ≤ L−dens(D) ≤ L−dens(D) ≤ F−dens(D) ≤ 1.
Results analogous to those discussed in the previous section can now be obtained.
Similarly as in Lemma 2.8, finite logarithmic measure implies zero final density.
Lemma 3.1. If a set D ⊂ (0, 1) satisfies
∫
D
dt
1−t
<∞, then F−dens(D) = 0.
Proof. The function ν(r) =
∫ 1
r
χD(t)
1−t
dt is decreasing and tends to zero as r → 1−. Clearly
ν ′(r) = −χD(r)
1−r
, so that by partial integration and L’Hospital’s rule,
1
1− r
∫ 1
r
χD(t) dt = −
1
1 − r
∫ 1
r
(1− t)ν ′(t) dt = ν(r)−
1
1− r
∫ 1
r
ν(t) dt→ 0,
as r → 1−. Thus F−dens(D) = 0. 
An analogue of Theorem 2.1 is given as follows.
Theorem 3.2. Let T1, T2 : [1/2, 1)→ (0,∞) be non-decreasing and unbounded functions
such that ξ(T1) < ξ(T2), where ξ stands for either the order ρ or the lower order µ, the
same order on both sides of the inequality. Let ψ : [1/2, 1)→ (0,∞) be any non-decreasing
function such that logψ(r) = o(− log(1− r)) as r → 1−. Then the set
G0 = {r ∈ [1/2, 1) : ψ(r)T1(r) < T2(r)}
satisfies
L−dens(G0) ≥ 1−
ξ(T1)
ξ(T2)
.
Analogues of the sets H and I in Corollary 2.2 are
H0 = {r ∈ [1/2, 1) : T (r) ≤ (1− r)
−a} and I0 = {r ∈ [1/2, 1) : T (r) > (1− r)
−b},
and an analogue of Corollary 2.2 can be deduced from Theorem 3.2. Meanwhile, an
analogue of Theorem 2.6 is given as follows.
Theorem 3.3. Let T1, T2 : [1/2, 1) → (0,∞) be non-decreasing functions both having
order ρ ∈ (0,∞). Suppose that τ(T1) < τ(T2), and let C ∈ (1, τ(T2)/τ(T1)). Then the set
L0 = {r ∈ [1/2, 1) : CT1(r) < T2(r)}
satisfies
F−dens(L0) ≥ 1− C
1/ρ
(
τ(T1)
τ(T2)
)1/ρ
.
If applications to the complex function theory are of interest, then functions meromor-
phic in the unit disc D should be considered. We omit the details of these discussions.
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4. Lemmas for avoiding exceptional sets
Our first auxiliary result for exceptional sets originates from [1, 5], where the exceptional
set D has finite linear measure or finite logarithmic measure, respectively.
Lemma 4.1 ([12]). Suppose that g, h : [1,∞)→ (0,∞) are non-decreasing functions such
that
g(r) ≤ h(r), r ∈ [1,∞) \D, (4.1)
holds. If dens(D) < 1, then for any α > 1/(1−dens(D)), there exists an r0 > 0 such that
g(r) ≤ h(αr) for all r > r0.
The following lemma is a refinement of Lemma 4.1 in the sense of (1.1). We give the
elementary proof for the convenience of the reader.
Lemma 4.2. Suppose that g, h : [1,∞) → (0,∞) are non-decreasing such that (4.1)
holds, where logdens(D) < 1. Then, for any α > 1/(1 − logdens(D)), there exists an
r0 > 1 such that g(r) ≤ h(r
α) for all r > r0.
Proof. Let Dc = [1,∞) \D denote the complement of D, and let α > 1/(1− logdens(D)).
We claim that there exists an r0 > 1 such that, for every r ≥ r0, the interval [r, r
α]
meets the set Dc. Suppose on the contrary to this claim that there exists a sequence
{rn} ⊂ (1,∞) such that rn →∞ as n→∞, and [rn, r
α
n ] ⊂ D for every n ∈ N. Define
I =
∞⋃
n=1
[rn, r
α
n ].
Then I ⊂ D, but
logdens(I) ≥ lim
n→∞
∫
I∩[1,rαn ]
dt
t
log (rαn)
≥ lim
n→∞
∫
[rn,rαn ]
dt
t
α log rn
=
α− 1
α
> logdens(D),
which is a contradiction. Finally, let r ≥ r0, and take t ∈ [r, r
α] ∩Dc. Then
g(r) ≤ g(t) ≤ h(t) ≤ h (rα)
by the monotonicity of g(r) and h(r). This completes the proof. 
We note that a unit interval analogue of Lemma 4.1 already exists, see [8, Lemma 2].
Lemma 4.3 below is a unit interval analogue of Lemma 4.2. The proof is an obvious
modification of the proof of Lemma 4.2, where [r, rα] is to be replaced with [r, 1−(1−r)α].
Lemma 4.3. Suppose that g, h : [1/2, 1)→ (0,∞) are non-decreasing functions such that
(4.1) holds, where L−dens(D) < 1. Then, for any α > 1/(1− L−dens(D)), there exists
an r0 > 1/2 such that g(r) ≤ h(1− (1− r)
α) for all r > r0.
It turns out that Lemmas 4.1 and 4.2 yield an immediate improvement and an extension
of the following Doeringer’s lemma, which is used in the theory of differential polynomials.
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Lemma 4.4 ([2]). Suppose that g(r) and h(r) are real-valued, non-decreasing and non-
negative functions on [1,∞) such that g(r) ≤ Ch(r) for some C > 0 and for all r ∈
[1,∞) \D, where D ⊂ [1,∞) has finite linear measure. Then
ρ(g(r)) ≤ ρ(h(r)) and µ(g(r)) ≤ µ(h(r)).
Indeed, the size of the set D in Lemma 4.4 can be relaxed to dens(D) < 1, and the
conclusions remain the same by Lemma 4.1. If the size of D is relaxed even further to β =
logdens(D) < 1, then ρ(g(r)) ≤ αρ(h(r)) and µ(g(r)) ≤ αµ(h(r)) for any α > 1/(1 − β)
by Lemma 4.2, and hence
ρ(g(r)) ≤
ρ(h(r))
1− β
and µ(g(r)) ≤
µ(h(r))
1− β
.
5. Proof of Theorem 2.1
Suppose first that ξ(T1) < ξ(T2) < ∞. Suppose on the contrary to the assertion that
logdens(G) < 1− ξ(T1)
ξ(T2)
. Then we may choose ε > 0 small enough such that
logdens(G) < 1−
ξ(T1) + ε
ξ(T2)− ε
and
ξ(T2)− ε
ξ(T1) + ε
> 1.
Set α = ξ(T2)−ε
ξ(T1)+ε
. Then, clearly α > 1/(1− logdens(G)) and
T2(r) ≤ T1(r)ψ(r), r ∈ [1,∞) \G. (5.1)
By applying Lemma 4.2 to avoid the set G, we conclude that T2(r) ≤ T1(r
α)ψ(rα), for
every r large enough. This yields ξ(T2) ≤ αξ(T1) < ξ(T2) − ε, which is a contradiction.
Hence logdens(G) ≥ 1− ξ(T1)
ξ(T2)
.
Suppose next that ξ(T1) < ξ(T2) = ∞. If logdens(G) < 1, we may choose α >
1/(1 − logdens(G)). Then from (5.1) and Lemma 4.2, we see that ξ(T2) ≤ αξ(T1) < ∞,
which is a contradiction. Hence logdens(G) = 1.
6. Proof of Theorem 2.6
Suppose first that 0 < τ(T1) < τ(T2) < ∞. Suppose on the contrary to the assertion
that dens(L) < 1− C1/ρ
(
τ(T1)
τ(T2)
)1/ρ
. We may choose ε > 0 small enough such that
dens(L) < 1− C1/ρ
(
τ(T1) + ε
τ(T2)− ε
)1/ρ
and
τ(T2)− ε
C(τ(T1) + ε)
> 1.
Choose α =
(
τ(T2)−ε
C(τ(T1)+ε)
)1/ρ
. Since α > 1/(1− dens(L)) and
T2(r) ≤ CT1(r), r ∈ [1,∞) \ L, (6.1)
we conclude by Lemma 4.1 that
T2(r) ≤ CT1(αr) ≤ C(τ(T1) + ε)(αr)
ρ = (τ(T2)− ε)r
ρ, r ≥ r1 > r0.
This gives τ(T2) ≤ τ(T2)−ε, which is a contradiction. Hence dens(L) ≥ 1−C
1/ρ
(
τ(T1)
τ(T2)
)1/ρ
.
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Suppose next that τ(T1) < τ(T2) = ∞. If dens(L) < 1, we take α > 1/(1 − dens(L)).
Then for ε > 0, it follows from (6.1) and Lemma 4.1 that
T2(r) ≤ CT1(αr) ≤ C(τ(T1) + ε)(αr)
ρ, r ≥ r1,
which implies τ(T2) <∞. This is a contradiction, and hence dens(L) = 1.
Acknowledgements. Heittokangas wants to thank the School of Mathematical Sciences
at the Fudan University for its hospitality during his visit in August 2019. Wang was
supported by the Natural Science Foundation of China (No. 11771090).
References
[1] Bank S., A general theorem concerning the growth of solutions of first-order algebraic differential
equations. Compositio Math. 25 (1972), 61–70.
[2] Doeringer W., Exceptional values of differential polynomials. Pacific J. Math. 98 (1982), no. 1, 55–62.
[3] Fenton P. C. and M. M. Strumia, Wiman-Valiron theory in the disc. J. London Math. Soc. (2) 79
(2009), 478–496.
[4] Goldberg A. A. and I. V. Ostrovskii, Value Distribution of Meromorphic Functions. Translated from
the 1970 Russian original by Mikhail Ostrovskii. With an appendix by Alexandre Eremenko and
James K. Langley. Translations of Mathematical Monographs, 236. American Mathematical Society,
Providence, RI, 2008.
[5] Gundersen G. G., Finite order solutions of second order linear differential equations.
Trans. Amer. Math. Soc. 305 (1988), no. 1, 415–429.
[6] Halburd R. G. and R. J. Korhonen, Nondecreasing functions, exceptional sets and generalized Borel
lemmas. J. Aust. Math. Soc. 88 (2010), no. 3, 353–361.
[7] Hayman. W. K., On the characteristic of functions meromorphic in the plane and of their integrals.
Proc. London Math. Soc. 14A (1965), 93–128.
[8] Heittokangas J., A survey on Blaschke-oscillatory differential equations, with updates. Blaschke prod-
ucts and their applications, 43–98, Fields Inst. Commun., 65, Springer, New York, 2013.
[9] Ishizaki K. and K. Tohge, On the complex oscillation of some linear differential equations.
J. Math. Anal. Appl. 206 (1997), 503–517.
[10] Kwon K. H. and J. H. Kim, Maximum modulus, characteristic, deficiency and growth of solutions of
second order linear differential equations. Kodai Math. J. 24 (2001), no. 3, 344–351.
[11] Laine I. and P. Wu, On the oscillation of certain second order linear differential equations.
Rev. Roumaine Math. Pures Appl. 44 (1999), no. 4, 609–615.
[12] Long J., J. Heittokangas and Z. Ye, On the relationship between the lower order of coefficients and
the growth of solutions of differential equations. J. Math. Anal. Appl. 444 (2016), no. 1, 153–166.
[13] Tsuji M., Potential Theory in Modern Function Theory. Reprinting of the 1959 original. Chelsea
Publishing Co., New York, 1975.
[14] Tu J. and C.-F. Yi, On the growth of solutions of a class of higher order linear differential equations
with coefficients having the same order. J. Math. Anal. Appl. 340 (2008), 487–497.
[15] Zheng X.-M. and J. Tu, Growth of meromorphic solutions of linear difference equations.
J. Math. Anal. Appl. 384 (2011), no. 2, 349–356.
12 J. HEITTOKANGAS, Z. LATREUCH, J. WANG, AND M. A. ZEMIRNI
University of Eastern Finland
Department of Physics and Mathematics
P.O. Box 111, FI-80101 Joensuu, Finland
E-mail address : janne.heittokangas@uef.fi
University of Mostaganem
Department of Mathematics
Laboratory of Pure and Applied Mathematics
B. P. 227 Mostaganem, Algeria
E-mail address : z.latreuch@gmail.com
Fudan University
School of Mathematical Sciences
Shanghai 200433, P. R. China
E-mail address : majwang@fudan.edu.cn
University of Eastern Finland
Department of Physics and Mathematics
P.O. Box 111, FI-80101 Joensuu, Finland
E-mail address : amine.zemirni@uef.fi
