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Introduction ge´ne´rale
L’ide´e d’utiliser l’e´nergie e´lectrique pour propulser un engin spatial germa de`s les
de´buts de l’e`re moderne de la propulsion et de l’astronautique. Goddard en 1906 et
Tsiolkovsky en 1911 e´mirent la possiblite´ d’acce´le´rer dans un champ e´lectrostatique des
e´lectrons, mis en e´vidence peu de temps avant par Thomson dans un tube de Crookes,
pour fournir une pousse´e a` un engin. Ces scientifiques avaient en effet releve´ la grande
vitesse atteinte par les e´lectrons en comparaison de celles accessibles par des mole´cules
chauffe´es.
En 2013, leurs ide´es visionnaires ont fait du chemin. Pendant plus d’un sie`cle, la
communaute´ scientifique a vu se de´velopper de nombreux concepts reposant sur la trans-
formation de l’e´nergie e´lectrique en e´nergie de pousse´e. On peut les regrouper en trois
cate´gories : la propulsion e´lectrothermique qui utilise l’e´nergie e´lectrique pour chauffer un
gaz, e´jecte´ ensuite par une tuye`re, la propulsion e´lectrostatique qui utilise un champ e´lec-
trique pour acce´le´rer des ions et la propulsion e´lectromagne´tique qui repose sur la force
de Lorentz pour acce´le´rer un plasma et fournir une pousse´e.
La concentration des efforts de recherches sur la propulsion e´lectrostatique s’est re´a-
lise´e a` partir des anne´es 50 et 60 aux Etats-Unis ainsi que dans l’ex-Union Sovie´tique.
A cette e´poque la`, deux technologies ont e´te´ de´veloppe´es : celle des propulseurs de Hall
que l’on peut attribuer a` Morozov et celle des propulseurs a` grilles a` Kaufman. Alors
qu’en URSS les deux technologies ont be´ne´fice´ d’importants efforts de recherche, seule
la propulsion a` grilles a` e´te´ favorise´e aux Etats-Unis. L’anne´e 1971 marque le de´but de
l’utilisation embarque´e des propulseurs e´lectriques par le lancement du satellite Meteor
par l’URSS, e´quipe´ de deux propulseurs de Hall SPT-60s. Il faudra attendre la fin des
anne´es 90 et le de´but des anne´es 2000, pour voir le lancement par le Japon, l’Europe et
les Etats-Unis de satellites commerciaux ainsi que de sondes (Deep Space 1 par la NASA
et SMART-1 par l’ESA) e´quipe´s de propulseurs a` grilles et de Hall.
Les performances des propulseurs e´lectriques s’expriment a` l’aide de trois quantite´s :
– La pousse´e T en Newton qui est la force produite par l’e´jection de matie`re a` vitesse
constante : T = vem˙, en Newton
– L’impulsion spe´cifique Isp en seconde mesure l’efficacite´ de la pousse´e et est de´finie
comme le ratio de la pousse´e sur la consommation de carburant. Isp = T/m˙pg =
2vex/g ou` g est la constante de gravite´ g=9,807 m.s
−2 et vex la vitesse d’e´jection.
– La puissance e´lectrique en W.
Les propulseurs a` grilles posse`dent une impulsion spe´cifique plus grande que les pro-
pulseurs de Hall mais ces derniers de´veloppent une pousse´e plus importante pour une
meˆme puissance e´lectrique. De plus, ils sont moins sujets aux proble`mes d’e´rosions qui
alte`rent la pousse´ et sont moins couˆteux a` concevoir, du fait de l’absence de grilles acce´-
le´ratrices. L’impulsion totale qui est le produit de la pousse´e et du temps de vie est donc
comparable. Voyons maintenant le fonctionnement du propulseur de Hall, objet de cette
the`se.
Fig. 1: Coupe sche´matique d’un propulseur de Hall.
Un propulseur de Hall est constitue´ de deux cylindres coaxiaux die´lectriques en ce´-
ramique de´limitant un canal dans lequel est confine´ un plasma (cf. Fig. 1). Une cathode
exte´rieure permet d’injecter un courant d’e´lectrons pour entretenir la de´charge. L’anode
au niveau de laquelle le gaz est injecte´ est situe´e a` l’autre extre´mite´ du canal. Son po-
tentiel est typiquement de 300 V. Un champ magne´tique de 150 G, ge´ne´re´ par 5 bobines
externes est impose´ a` la de´charge. Il a deux inte´reˆts majeurs. Il pie`ge les e´lectrons et re´-
duit alors conside´rablement la conductivite´. Cela a pour conse´quence de faire pe´ne´trer un
3champ e´lectrique a` l’inte´rieur du plasma. Ce champ permet de fournir l’e´nergie ne´cessaire
aux ions non magne´tise´s dans le but de les acce´le´rer et de cre´er ainsi la force de pousse´e.
Deuxie`mement, l’action du champ e´lectrique et du champ magne´tique entraine l’appari-
tion d’une de´rive dans la direction azimutale cre´ant le courant de Hall. Cela a pour effet
d’accroˆıtre le taux d’ ionisation et d’accentuer la multiplication. Enfin, les types de gaz
utilise´s sont le xe´non ou l’argon car ils ont des faibles niveaux d’ionisation, combine´s a`
une masse e´leve´e.
On de´finit l’efficacite´ e´lectrique du propulseur comme le rapport du courant d’ion sur
le courant de de´charge. On cherche donc a` minimiser la fraction de courant de de´charge
qui participe a` la cre´ation du courant d’ions. Dans cette proble´matique, la mobilite´ e´lec-
tronique a` un roˆle essentiel. Pour s’en convaincre, on peut faire le raisonnement qualitatif
suivant : si la mobilite´ est trop e´leve´e, la conductivite´ augmente et le champ induit est
plus faible. Le taux d’ionisation et l’e´nergie communique´e aux ions sont alors amoindris.
Inversement, si la mobilite´ est trop faible, le courant total va augmenter plus que n’aug-
mentera le courant d’ions, afin d’assurer la continuite´ du courant de de´charge. Dans un
cas limite, la de´charge s’e´teindra.
On comprend bien alors l’importance de la mobilite´ comme e´le´ment fondamental a`
toute recherche d’optimisation du propulseur. Il est cependant difficile d’avoir une image
claire du comportement des e´lectrons de la cathode a` l’anode et on invoque alors un
transport ”anormal”. En effet, la the´orie du transport collisionnel qui traduit l’effet des
collisions sur le transport a` travers une barrie`re de champ magne´tique ne parvient pas a`
expliquer le transport observe´. La proble´matique du transport anormal se retrouve aussi
dans les plasmas de tokamak. Ils sont le sie`ge de nombreux phe´nome`nes turbulents qui
accroissent le transport de matie`re et d’e´nergie a` la paroi, alte´rant alors le temps de
confinement. Des phe´nome`nes similaires se de´veloppent dans le propulseur et empeˆchent
alors d’avoir une vision claire et pre´dictive du comportement du plasma. De ce constat
est ne´e cette the`se. Elle a e´te´ finance´e par le CNES et la SNECMA et elle s’inscrit dans
le cadre d’un Groupement De Recherche ”Propulsion par Plasma dans L’Espace” cre´e´ en
1996 et qui regroupe le CNRS, le CNES, la SNECMA et plusieurs universite´s.
Je vais donc tenter dans ce manuscrit de vous e´clairer sur la nature du transport
des e´lectrons dans le propulseur de Hall. Pour y arriver, j’ai de´coupe´ ce manuscrit en 5
chapitres.
1. Le premier chapitre a pour objectif d’introduire au lecteur la difficulte´ de de´crire
correctement le transport e´lectronique dans les mode`les nume´riques. Nous verrons
que l’impossibilite´ d’obtenir des re´sultats compatibles avec l’expe´rience dans les mo-
de`les nume´riques a donne´ lieu a` l’utilisation de coefficients de conductivite´ anormale.
Les principaux re´sultats obtenus a` travers la simulation nume´rique seront pre´sente´s
et permettront au lecteur de se familiariser avec le fonctionnement du propulseur.
4Nous aborderons les diffe´rentes me´thodes de mode´lisation employe´es pour de´crire
le plasma du propulseur en insistant sur leurs avantages, leurs inconve´nients et les
moyens de de´passer ces derniers.
2. Dans le second chapitre, nous pre´senterons au lecteur les mode`les nume´riques que
nous avons utilise´s pour re´pondre a` la proble´matique. Ils sont compose´s de deux
mode`les PIC (Particle-In-Cell) dont le premier posse`de un sche´ma de discre´tisation
implicite des e´quations, et le second, un sche´ma de discre´tisation explicite. Nous
de´crirons en de´tails les e´tapes de re´solutions des e´quations pour les deux sche´mas
et aborderons les techniques de paralle´lisation employe´es.
3. Des tests de validation ainsi qu’une pre´sentation des re´sultats majeurs du mode`le
seront pre´sente´s en troisie`me partie. Nous de´crirons les phe´nome`nes fluctuants ob-
serve´s. Ce chapitre sert de pre´liminaire au chapitre qui suit.
4. Dans ce chapitre, introduit par le pre´ce´dent, nous de´crirons le de´roulement de la
de´charge pour diffe´rents points de fonctionnement moteur, celle-ci e´tant instation-
naire, et de´gagerons diffe´rents re´gimes de courant. Nous tenterons de montrer l’in-
fluence du transport anormal a` travers le de´veloppement d’une instabilite´ azimutale.
Nous montrerons aussi l’importance des collisions dans le transport, tout au long
de la de´charge.
5. L’objectif du dernier chapitre sera de montrer au lecteur l’influence des interactions
e´lectroniques avec l’onde sur un type de transport e´lectronique. Nous insisterons
sur la ne´cessite´ des collisions e´lastiques dans ce transport qui est augmente´ graˆce
a` l’onde. Dans un premier temps, nous pre´senterons le mode`le nume´rique utilise´,
puis nous essayerons pas a` pas, d’e´tablir une nouvelle mobilite´ prenant en compte
les effets des collisions et des phe´nome`nes fluctuants.
Chapitre 1
La physique du propulseur sous
l’angle des simulations
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1.1 Introduction
En physique des plasmas, il existe deux approches pour mode´liser le comportement
d’un plasma : l’approche fluide et l’approche cine´tique. Dans l’approche fluide, une hy-
pothe`se est faite sur la fonction de distribution, et celle-ci est ge´ne´ralement proche de la
distribution a` l’e´quilibre, la distribution maxwellienne. Cependant, cette approche perd
sa validite´ lorsque des e´ve´nements locaux empeˆchent d’atteindre l’e´tat d’e´quilibre. C’est
le cas des re´sonances onde-particules, des phe´nome`nes de pie´geage ou de chauffage sto-
chastique. La fonction de distribution locale s’e´carte alors fortement de la distribution
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maxwellienne. Dans cette situation, la description cine´tique est alors plus adapte´e. Le
plasma ge´ne´re´ dans le propulseur de Hall rentre dans cette seconde cate´gorie. Comme
on le verra par la suite, l’e´tablissement d’une onde azimutale et une faible collisionna-
lite´ rendent indispensables une bonne description des interactions onde-particule. Une
description cine´tique est beaucoup plus couˆteuse en temps de calcul qu’une description
fluide et introduit du bruit nume´rique sur les re´sultats. Il vient alors une troisie`me ap-
proche, l’approche hybride. Celle-ci profite des avantages des deux pre´ce´dentes me´thodes :
la rapidite´ d’exe´cution d’une description macroscopique et le bon rendu de la fonction de
distribution d’une description cine´tique. Certaines espe`ces du plasma vont alors convenir
a` une approche fluide ; pour d’autres une approche cine´tique sera pre´fe´re´e.
Le chapitre qui suit permet de pre´senter au lecteur la physique du propulseur, pre´dite
ou confirme´e par simulations nume´riques. Nous allons exposer les re´sultats majeurs sous
forme d’une structure tripartie, chaque partie e´tant associe´e a` une des trois approches
dont nous venons de parler. Cette structure nous permettra de de´finir le cadre dans lequel
notre mode`le nume´rique s’inscrit. L’accent sera mis sur le choix du domaine de calcul qui
par sa ge´ome´trie permet ou non l’apparition de phe´nome`nes physiques. On peut citer en
2D les phe´nome`nes lie´s aux parois ou des phe´nome`nes perturbatifs qui sont les e´le´ments
clefs du transport anormal. Nous nous placerons donc du point de vue nume´rique pour
comprendre comment ce transport est pris en compte dans les diffe´rents mode`les qui
constituent ce chapitre.
Enfin, nous aborderons la question du scaling nume´rique dans les mode`les cine´tiques
Particle-In-Cell (PIC) 2D, me´thode visant a` re´duire le temps du calcul. Une de ces me´-
thodes a e´te´ applique´e a` notre mode`le PIC explicite pre´sente´ au chapitre 2. Ainsi avons-
nous juge´ inte´ressant de faire un tour d’horizon de son utilisation.
Avant de poursuivre, nous souhaitons de´finir clairement ce que nous entendons par
transport anormal.
En pre´sence d’un champ magne´tique, les e´lectrons se trouvent pie´ge´s autour des lignes
de champ. Ils de´rivent autour des meˆmes lignes tant qu’aucun phe´nome`ne susceptible de
les de´pie´ger n’intervient. Si les e´lectrons de´rivant sont mis en pre´sence d’un fond de neutre,
ceux-ci ont une probabilite´ non nulle d’interagir avec les particules lourdes, et de briser
leurs trajectoires cyclo¨ıdales. Dans ce cas, apre`s chaque collision, les e´lectrons se de´placent
sur une autre ligne de champ, distante de leur rayon de Larmor. De cette manie`re, ils
progressent dans l’espace, collisions apre`s collisions. Ce processus est a` l’origine de ce que
nous appelons le transport classique [14]. Perpendiculairement aux lignes de champ, le
coefficient de diffusion s’e´crit :
D⊥ =
kbTe
meνm
1
1 + ω
2
c
ν2m
(1.1)
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ou` kb et me sont la constantes de Boltzmann et la masse e´lectronique respectivement, Te
la tempe´rature e´lectronique, ωc et νm la fre´quence cyclotronique et la fre´quence d’e´change
de quantite´ de mouvement respectivement.
Dans la limite ω2c/ν
2  1, le coefficient de diffusion devient :
D⊥ =
kbTeνm
meω2c
(1.2)
mettant en avant le roˆle des collisions sur le transport. Comme nous l’illustrerons par
la suite, la densite´ d’atomes dans la zone ou` les e´lectrons sont magne´tise´s est bien trop
faible pour justifier le transport mesure´ [51]. Ainsi nous regroupons sous la terminologie de
transport anormal les phe´nome`nes qui sont responsables du transport accru mais qui sont
mals compris. On rajoute qu’ils peuvent aussi eˆtre de type collisionnel, mais qu’ils font
alors intervenir des collisions en surface et non en volume (c’est le transport classique).
On en de´nombre deux dans la litte´rature : le transport de type turbulent non collisionnel
et le transport collisionnel en surface (transport parie´tal). Inte´ressons-nous maintenant
aux mode`les nume´riques.
1.2 Domaines d’e´tude
La figure 1.1 pre´sente les diffe´rentes ge´ome´tries adopte´es. La figure n’inclut pas de
possibles variantes : domaine concentre´ sur l’inte´rieur, domaine exte´rieur plus large que
celui repre´sente´, etc... Les mode`les les plus re´pandus de´crivent l’espace (r,z) car celui-ci
prend en compte les parois, sources de l’e´mission secondaire et des pertes d’e´nergie. Cette
ge´ome´trie permet ainsi d’e´tudier l’influence des parois sur le transport e´lectronique. Ce-
pendant, comme nous le verrons, des artifices nume´riques tels que l’ajout de fre´quence
de collisions supple´mentaires sont toutefois ne´cessaires pour assurer un transport e´lec-
tronique suffisant. La ge´ome´trie (r,θ) quant a` elle se soustrait a` l’influence des parois
(il est quand meˆme possible de les prendre en compte de manie`re tre`s simplifie´e, (cf.
section 2.2.1)) et ne permet donc pas une bonne description de celles-ci. On note ne´an-
moins l’apparition d’une onde de de´rive sous cette configuration qui entraine un transport
suffisant de manie`re auto-cohe´rente.
1.3 La me´thode fluide
Dans la me´thode fluide, nous suivons l’e´volution des quantite´s macroscopiques moyen-
ne´es, de´finies a` partir de la fonction de distribution en vitesses. On en recense trois : la
densite´ n(x,t), la vitesse moyenne u(x,t) et l’e´nergie cine´tique ε(x,t). Elle s’e´crivent de
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Fig. 1.1: Domaines de calcul r, z, (z,θ) et (r,z).
cette manie`re :
n(x,t) =
∫ ∫ ∫
f(x,v,t)d3v
u(x,t) =
1
n
∫ ∫ ∫
vf(x,v,t)d3v
ε(x,t) =
m
2en
∫ ∫ ∫
v2f(x,v,t)d3v
ou` f est la fonction de distribution des particules dans l’espace (x,v,t) et m la masse
des particules conside´re´es (e´lectrons, ions). x est le vecteur positions et v, le vecteur
vitesses. On e´tablit ensuite un syste`me d’e´quations couple´es qui re´gissent l’e´volution des
quantite´s de´finies ci-dessus. On part de l’e´quation ge´ne´rale de Boltzmann et on l’inte`gre
dans l’espace des vitesses.
∂f
∂t
+ v · ∇f + F
m
· ∂f
∂v
=
(
∂f
∂t
)
c
F est un terme de force. Dans nos e´tudes, la force de Lorentz qui s’e´crit qE + qv ×
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B est impose´e. E et B sont le champ e´lectrique et magne´tique respectivement et q la
charge e´lectrostatique. La premie`re e´quation (ou le moment d’ordre 0 de l’e´quation de
Boltzmann) est l’e´quation de continuite´ :
∇ · (nu) + ∂n
∂t
= S =
∑
j
nNakj(ε) (1.3)
S est le terme source de cre´ation ou de perte de matie`re. En ne´gligeant les collisions
coulombiennes, il s’e´crit comme la somme de tous les processus collisionnels j de l’espe`ce
de densite´ n vers les neutres de densite´ Na. k(ε) est le taux de collisions du processus j.
Le premier moment est l’e´quation re´gissant la quantite´ de mouvement :
nme
[
∂u
∂t
+ (u · ∇)u)
]
+∇ ·P + qn(E + u×B) = Su (1.4)
ou` P est le tenseur de pression cine´tique, E et B le champ e´lectrique et magne´tique
respectivement et q la charge des particules e´gale a` ±e suivant le type de la particule
conside´re´e.
Le second moment est l’e´quation de l’e´nergie :
∂enε
∂t
+∇.(enuε+ P.u + Q) + enu.E = −enNaκ (1.5)
Q est le vecteur flux de chaleur, κ un coefficient de pertes d’e´nergie ine´lastique et Na
la densite´ de neutres.
Ces sont les trois premiers moments de l’e´quation de Boltzmann. Certains mode`les
requie`rent des moments d’ordres supe´rieurs mais pour une introduction ge´ne´rale, nous
nous en tiendrons a` ceux la`. Ce syste`me ne´cessite une condition de fermeture car nous
avons trois e´quations mais quatre inconnues : la densite´ n, la vitesse moyenne u, l’e´nergie
moyenne ε et le flux de chaleur Q. Une hypothe`se sur Q est donc ne´cessaire, hypothe`se
qui de´pendra du mode`le conside´re´.
1.3.1 Les mode`les fluides
Deux mode`les ont retenu notre attention :
– un mode`le 1D (r) e´crit par Barral et al. [9]
– un mode`le 2D (z,θ) e´crit par Knoll et al. [40]
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Les 3 espe`ces, e´lectrons, ions et neutres sont de´crites de manie`re fluide. Ces mode`les
sont inte´ressants car ils ne pre´supposent pas un transport autre que celui obtenu de
manie`re auto-cohe´rente.
1.3.2 Re´sultats
Near-wall conductivity (NWC)
Le mode`le 1-dimension e´crit par Barral et al. [9] est de´die´ a` la compre´hension de
l’influence des parois sur la conductivite´ anormale. Elle est de´signe´e en anglais par Near-
wall conductivity (NWC [52]). Nous comple`terons cette e´tude lorsque nous aborderons le
mode`le PIC de´veloppe´ par Sydorenko et al. 1.4.3. Barral et al. se penchent en particulier
sur les effets combine´s de l’e´mission secondaire et de la diffusion e´lectronique par impact a`
la paroi, en imposant diffe´rents mate´riaux die´lectriques. Ce travail est enrichi de mesures
expe´rimentales qui sont pre´sente´s dans un papier associe´ e´crit par Gascon et al. [32].
Le domaine d’e´tude est suivant la direction z c’est a` dire paralle`le aux parois (cf.
Fig. 1.1).
Concernant les e´lectrons, les auteurs de´finissent deux tempe´ratures afin de prendre en
compte l’anisotropie de la tempe´rature e´lectronique : la tempe´rature perpendiculaire aux
lignes de champ magne´tique Te⊥ (Tez) et celle paralle`le Te‖ (Ter). La fonction de distribu-
tion des e´lectrons est donc maxwellienne dans les deux directions. Ces deux tempe´ratures
entrainent l’e´criture de deux e´quations de conservation de l’e´nergie, pour la direction pa-
ralle`le et la direction perpendiculaire a` B. Un terme d’e´mission e´lectronique parie´tale σ
est inclu dans l’e´quation de continuite´. Ce terme prend en compte l’e´mission secondaire
mais aussi les re´flexions e´lastiques et ine´lastiques. Il s’e´crit :
σ = δ + ηr + ηi (1.6)
ou` δ est le coefficient d’e´mission secondaire, ηi le coefficient de re´flexion e´lastique et
ηi le coefficient de re´flexion ine´lastique.
Il est calcule´ a` partir des re´sultats expe´rimentaux. Pour la conservation de la quantite´
de mouvement, deux e´quations sont e´crites, une pour la direction axiale (la loi d’Ohm)
et l’autre pour la direction radiale.
Concernant les neutres, deux populations sont envisage´es, chacune de´crite par une
e´quation de continuite´ et une e´quation de quantite´ de mouvement. Les auteurs font ap-
pels a` deux populations pour mode´liser les conse´quences de l’ionisation qui re´sulte en une
diminution des neutres lents, mais aussi pour prendre en compte le roˆle des parois qui
sont responsables d’un flux re´trodiffuse´ vers l’anode et qui re´duit alors la vitesse moyenne.
Ainsi, la premie`re population englobe les neutres injecte´s dans le syste`me et la seconde
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population englobe la part de neutres de la premie`re population qui a e´te´ ale´atoirement
re´fle´chie aux parois. Enfin, les ions sont simplement de´crits par les trois premiers moments
de l’e´quation de Boltzmann.
Sur la figure 1.2, des caracte´ristiques courant-tension ont e´te´ trace´es pour diffe´rents ma-
te´riaux, et compare´es avec celles obtenues expe´rimentalement. On note un bon accord
qualitatif. Un point important a` souligner dans ce mode`le est le non recours a` des coef-
ficients de diffusion anormale comme c’est le cas pour la plupart des mode`les qui vont
suivre. De ce fait, les courbes courant-tension simule´es chutent par rapport aux courbes
expe´rimentales en dessous de 200V , re´gion ou` la conductivite´ anormale est suppose´e do-
miner (parties en pointille´es). De plus, le mode`le est capable de reproduire les oscillations
basses fre´quences lie´es au mode de respiration. Elles sont dues a` l’ionisation pe´riodique
du front de neutres. Nous de´velopperons plus en de´tails cette oscillation fondamentale
dans le propulseur en section 1.5.2.
Fig. 1.2: Courbes courant-tension expe´rimentales (a) et simule´es (b) pour diffe´rents mate´-
riaux. Les parties en pointille´es indiquent les re´gions ou` la conductivite´ anormale domine
probablement, d’apre`s Barral et al. [9].
Lorsqu’on e´le`ve la tension de de´charge, le flux d’e´nergie vers la paroi augmente, ayant
pour conse´quence de limiter la croissance de la tempe´rature e´lectronique au sein du
plasma. Cette augmentation de flux va eˆtre naturellement associe´e a` l’augmentation du
coefficient d’e´mission secondaire σ entrainant une chute de potentiel de gaine. Plus d’e´lec-
trons vont alors venir impacter la paroi et progresser par collisions en surface vers l’anode.
Si σ de´passe un certain seuil (il de´pend non seulement du flux incident mais aussi du type
de mate´riaux utilise´), la gaine devient sature´e en charges ne´gatives et on rentre dans le
re´gime SCS (Space Charge Saturation en Anglais). En plus d’un re´tablissement de la bar-
rie`re de potentiel, il se forme un puits au niveau de la gaine qui limite le flux d’e´lectrons
incidents et pie`ge les e´lectrons secondaires. A ce moment la`, la tempe´rature e´lectronique
augmente a` son tour fortement car maintenant, moins d’e´nergie est e´vacue´e a` la paroi duˆ
au puits de potentiel induit par l’e´mission secondaire. Il s’ensuit une augmentation du
courant de de´charge. Dans le re´gime SCS, la chute de potentiel ∆Φs|SCS s’e´crit ainsi :
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∆Φs|SCS ≈ 1.02kbTe‖
e
(1.7)
ou` Te‖ est la tempe´rature paralle`le aux lignes de champ, kb et e la constante de Boltz-
mann et la charge e´lectrostatique respectivement. A partir de ces re´sultats les auteurs
sugge`rent une caracte´ristique courant-tension ide´ale que nous pre´sentons figure 1.3.
Fig. 1.3: Caracte´ristique courant tension ide´ale pour des parois die´lectriques. 1. re´gion
de conductivite´ anormale, 2. re´gion de conductivite´ classique mixte turbulente/NWC, 3.
re´gime de conductivite´ SCS, d’apre`s Barral et al. [9].
On distingue trois re´gions de transport diffe´rent :
1. C’est la re´gion de faible tension autour de 150-200 V. La conductivite´ anormale
domine par rapport aux autres processus de transport.
2. La conductivite´ anormale de´croit alors que le courant d’ion sature et le courant
d’e´lectron est principalement de´termine´ par la conductivite´ collisionnelle et la conduc-
tivite´ parie´tale (NWC).
3. Lorsque le coefficient d’e´mission atteint la valeur critique de SCS, la conductivite´
parie´tale devient limite´e par la condition SCS et on entre dans une re´gion ou` l’aug-
mentation est line´aire.
Enfin, comme cela est confirme´ par le mode`le PIC de Sydorenko et al. pre´sente´ en
section 1.4.3, les tempe´ratures Te⊥ et Te‖ sont nettement diffe´rentes justifiant l’utilisation
d’une fonction de distribution bi-maxwellienne. Ne´anmoins, malgre´ une meilleure descrip-
tion introduite par ce type de fonction de distribution, l’approche fluide est en de´saccord
avec les re´sultats de Sydorenko et al. 1.4.3 car elle surestime le flux e´lectronique a` la
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paroi. Nous verrons qu’une meilleure description des fonctions de distribution entraine
un comportement diffe´rent de l’e´mission secondaire, surtout concernant le re´gime SCS.
Oscillations hautes fre´quences
Le mode`le 2-dimensions de Knoll et al. est le premier a` de´crire la direction azimu-
tale [40], [42] (en description fluide). Il a e´te´ pre´sente´ lors de confe´rences internationales
et est encore absent dans la litte´rature. Ce travail est en cours mais nous le pre´sentons
quand meˆme par son originalite´. L’objectif des auteurs est d’e´tudier le transport e´lectro-
nique lie´ au de´veloppement d’une onde azimutale. Outre la ge´ome´trie utilise´e propice a`
l’apparition de telles perturbations, l’autre particularite´ de ce mode`le est de conserver
des termes dans les e´quations fluides qui sont habituellement ne´glige´s. Ceux-ci sont les
termes d’inertie temporelle et spatiale pour les ions et les e´lectrons (deux premiers termes
dans le membre de gauche de l’e´quation (1.4)) qui s’e´crivent :
du
dt
=
∂u
∂t
+ (u.∇)u (1.8)
u est le vecteur vitesse des ions et des e´lectrons. Nous n’e´crirons pas le syste`me
complet qui se trouve dans la re´fe´rence [40]. La contribution de ces termes est faible
ce qui justifie habituellement leur suppression. Cependant, ils sont conserve´s ici car ils
permettent d’introduire un couplage entre les ions et les e´lectrons.
Pour finir l’introduction du mode`le, on pre´cise que l’hypothe`se de quasi-neutralite´ est
applique´e et une e´quation de conservation de la masse sans terme source d’ionisation
ferme le syste`me. Enfin, aucun terme de mobilite´ anormal n’est inte´gre´. Un potentiel de
100− 140V est applique´ du cote´ anodique.
Comme on peut le voir sur la figure 1.4, une onde apparaˆıt dans l’espace des vitesses.
Plus pre´cise´ment, deux phe´nome`nes ondulatoires se distinguent. Des oscillations hautes
fre´quences a` 74 MHz qui sont visibles sur les vitesses e´lectroniques et le potentiel plasma.
Les auteurs l’attribuent a` une instabilite´ de type Kelvin-Helmholtz pre´dite par Litvak et
al [45]. Les secondes oscillations sont a` basse fre´quence et se situent autour de 7 MHz. Elle
sont visibles sur la densite´ plasma. Pour ces dernie`res, les auteurs ne sont pas parvenus a`
de´terminer leur origine.
Enfin, le dernier re´sultat inte´ressant concerne la mobilite´ calcule´e par leur mode`le.
Sans l’ajout d’aucun terme de transport anormal, il s’ave`re qu’ils pre´disent un parame`tre
de Hall inverse νm/ωc avec νm la fre´quence de collisions et ωc la fre´quence de rotation
cyclotronique e´lectronique, tre`s similaire a` celui obtenu d’apre`s les expe´riences [51]. Ces
re´sultats sont visibles sur la figure 1.5.
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Fig. 1.4: Vitesse e´lectronique axiale. D’apre`s Knoll et al. [40]
.
1.4 La me´thode PIC
L’acronyme PIC signifie Particle-In-Cell. Comme son nom l’indique, cette me´thode
consiste a` suivre des particules au sein de cellules constitutives d’un maillage spatial.
Ces particules sont soumises a` des champs de force qui contraignent leur de´placement.
Parce qu’il serait irre´alisable de suivre chaque entite´ du plasma a` cause de la puissance de
calcul gigantesque ne´cessaire, on introduit ce qu’on appelle des particules nume´riques ou
super-particules qui englobent plusieurs particules re´elles. On re´duit alors le nombre de
degre´s de liberte´ du plasma jusqu’a` une limite basse, fixe´e de matie`re empirique afin de
garantir une description fide`le. Les caracte´ristiques des particules d’un plasma forment sa
fonction de distribution. A l’issue de cette re´duction du nombre de degre´s de liberte´, nous
nous inte´ressons a` des portions de fonction de distribution repre´sente´es par des particules
nume´riques qui sont assigne´es d’un poids, indicateur du nombre de particules re´elles.
L’e´quation a` re´soudre est l’e´quation de Boltzmann :
∂f
∂t
+ v · ∇f + F
m
· ∂f
∂v
=
(
∂f
∂t
)
c
(1.9)
ou` f est la fonction de distribution des vitesses dans l’espace (x,v), F un terme de force
qui sera explicite´ plus loin et m la masse de l’espe`ce conside´re´e. Elle permet de de´crire
l’e´volution de la fonction de distribution. Le membre de gauche comprend deux termes
d’inertie temporelle et spatiale et un terme de force. Le terme du membre de droite est
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Fig. 1.5: Comparaison du parame`tre de Hall inverse obtenu d’apre`s expe´riences [51] et
calcule´ dans le mode`le. D’apre`s Knoll et al. [40]
un terme de collisions. Pour simplifier sa re´solution, on va extraire le terme de collision
et le prendre en compte ulte´rieurement. Collisions et trajectoires sont donc de´couple´es.
∂f
∂t
+ v · ∇f + F
m
· ∂f
∂v
= 0 (1.10)
On se retrouve alors avec l’e´quation de Vlasov qui est par de´finition non collisionnelle.
L’expression du terme de force de´pend du proble`me conside´re´. La situation du propulseur
est relativement simple compte tenu des faibles courants induits. On se place alors dans
l’approximation e´lectrostatique et on ne prend en compte que le champ e´lectrique E et
le champ magne´tique applique´ B, puisque le champ magne´tique induit par le plasma
est ne´gligeable. D’autres proble`mes qui sont du domaine de l’e´lectromagne´tisme comme
l’interaction laser-matie`re requie`rent d’inte´grer au mode`le des champs de de´placement. On
devrait donc coupler l’e´quation de Vlasov aux e´quations de Maxwell-Faraday et Maxwell-
Ampe`re. Nous ne de´crirons pas la re´solution d’un tel syste`me.
Le terme de force est la force de Lorentz :
F = q(E + v ×B)
ou` q=±e. Nous allons maintenant e´crire le syste`me a` re´soudre en incluant le couplage
entre le mouvement des particules et les champs applique´s.
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1.4.1 Syste`me a` re´soudre
Dans la me´thode PIC, nous suivons les trajectoires de chaque macro-particule. Pour
ce faire on inte`gre l’e´quation de Vlasov le long de ces trajectoires dans l’espace des phases.
Le syste`me a` re´soudre se re´sume alors a` deux e´quations : la seconde loi de Newton pour
la vitesse et la de´rive´e temporelle de la vitesse pour calculer la position. Ce syste`me est
re´solu pour chaque macro-particule (indice´e p) de chaque espe`ce (indice´e α).

mα
dvα,p
dt
= qα(E + vα,p ×B)
drα,p
dt
= vα,p
(1.11)
Ajoute´ a` cela, il nous faut e´crire une e´quation donnant le champ e´lectrique macro-
scopique. Dans l’approximation e´lectrostatique, on utilise donc l’e´quation de Poisson qui
fournit la valeur du potentiel ϕ en fonction de la densite´ de charges ρ.
∆ϕ = −
∑
α
ρα
0
(1.12)
ou` 0 est la permittivite´ du vide. Pour la re´solution nume´rique, le syste`me est discre´tise´
et re´solu de manie`re se´quentielle a` travers une succession d’e´tapes (de´crites au chapitre 2).
Une e´tape de calcul des collisions viendra s’y ajouter afin de prendre en compte le terme
collisionnel ne´glige´ dans notre explication. Nous avons maintenant pose´ les bases de la
me´thode PIC.
1.4.2 Les mode`les PIC et le scaling nume´rique
Nous avons choisi 4 mode`les pour illustrer la me´thode :
– un mode`le 1D (r) e´crit par Sydorenko et al. [65], [38]
– un mode`le 2D (r,z) e´crit par Taccogna et al. [67]
– un mode`le 2D (r,z) e´crit par Szabo et al. [66]
– un mode`le 2D (z,θ) e´crit par Adam et al. [4]
Le gros de´savantage de la me´thode PIC est son couˆt en temps de calcul qui peut
devenir prohibitif. Diverses me´thodes ont donc e´te´ mises au point afin de relaxer les
contraintes sur le pas de temps et le pas d’espace : ce sont les me´thodes de dimensionne-
ment nume´rique ou scaling nume´rique en anglais. Comme nous allons le voir, ces me´thodes
introduisent ine´vitablement des modifications sur la physique du propulseur. Un mode`le
nume´rique e´tant ge´ne´ralement de´die´ a` l’e´tude de certains phe´nome`nes en particulier, le
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scaling peut n’avoir qu’une influence mineure sur ce que l’on souhaite observer. Il est sage
alors de comprendre jusqu’a` quelle mesure les re´sultats souffrent du scaling, autant sur
les phe´nome`nes d’inte´reˆt que sur ceux qui ne sont que secondaires.
Dans l’optique d’acce´der a` des temps de calcul re´duits, Adam et al. [4] au lieu de
faire appel a` un scaling, utilisent un sche´ma nume´rique de discre´tisation plus complexe
mais plus souple sur les contraintes nume´riques : un sche´ma de discre´tisation implicite des
trajectoires. Ce sche´ma sera de´taille´ au chapitre 2 e´tant donne´ que ce mode`le est notre
outil principal pour la the`se.
Nous de´butons donc cette partie sur une description des scalings utilise´s par Taccogna
et al. et Szabo et al. Puis nous poursuivrons sur les re´sultats majeurs des mode`les PIC
cite´s pre´ce´demment.
Scaling ge´ome´trique
Le mode`le de´veloppe´ par Taccogna et al. [67] de´crit un domaine porte´ par les directions
axiale et radiale. Sa particularite´ est l’utilisation d’un scaling ge´ome´trique pour acce´le´rer
la convergence. Cela ame`ne donc a` simuler un propulseur de taille re´duite afin de traiter
un nombre moins grand de points de grille et donc de particules 1. Pour ce faire, ces
auteurs de´finissent des lois d’e´chelle pour chaque quantite´ qui de´pend de la ge´ome´trie. Ils
veillent cependant a` pre´server inchange´s les processus d’ionisation et de magne´tisation.
Autrement dit :

λe
L
= constante
rL,e
L
= constante
L est la longueur caracte´ristique du syste`me, λe le libre parcours moyen des e´lectrons,
et rL,e le rayon de Larmor des e´lectrons.
En respectant les conditions pre´ce´dentes, les lois d’e´chelle introduites par Taccogna
sont visibles Tab. 1.1.
Les quantite´s avec aste´rix sont les quantite´s avant scaling. ζ, ζ ∈]0,1] est le parame`tre
de scaling. A partir de la relation introduite sur les longueurs, on en de´duit d’autres
relations en veillant a` garder inchange´es les e´quations du mode`le PIC sous cette trans-
formation. Par exemple, pour l’e´quation de Poisson unidimensionnelle, on obtient :
ζd2φ?
ζ2dx?2
= −qζ−1n? (1.13)
1. Le nombre de particules total est fixe´ par rapport au nombre de particules par cellules.
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Quantite´s Lois d’e´chelle
Longueur, largeur L = ζL?
Temps t = ζ1/2t?
Densite´ particulaire n = ζ−1n?
Potentiel e´lectrique φ = ζφ?
Champ e´lectrique E = E?
Champ magne´tique B = ζ−1/2B?
Flux de matie`re m˙ = ζm˙?
Vitesse v = ζ1/2v?
Courant I = ζ3/2I?
Tempe´rature T = ζT ?
Tab. 1.1: Lois d’e´chelle sur les quantite´s caracte´ristiques du syste`me. Les quantite´s e´toi-
le´es sont celles avant scaling. D’apre`s Taccogna et al. [67]
L’inconve´nient introduit par ce scaling concerne la modification du rapport surface
S sur volume V. Changer les dimensions du propulseur entraine un changement de la
fre´quence de collisions des e´lectrons avec les parois (avec des conse´quences sur l’e´mission
secondaire, les pertes d’e´nergies et le transport parie´tal).
En effet, ce rapport s’e´crit :
S
V
=
2pil?(r?2 + r
?
1)ζ
2
pil?(r?22 − r?21 )ζ3
=
2
(r?2 − r?1)ζ
(1.14)
S
V
=
S?
V ?
ζ−1 (1.15)
ou` r2 et r1 sont respectivement les grands et petits rayons du propulseur et l sa
longueur (c.f. Fig. 1.6).
A partir de la fre´quence de collisions originale e´lectron-paroi :
νp = vz
S
V
(1.16)
on en de´duit la nouvelle apre`s scaling :
νp = ν
?
pζ
−1/2 (1.17)
Ainsi, la fre´quence de collisions e´lectron-paroi apre`s modification est plus grande d’un
facteur ζ−1/2 rendant plus importants les effets de surface.
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Fig. 1.6: Dimensions du domaine.
Concernant le transport des e´lectrons, il ne nous est pas possible de savoir si les auteurs
utilisent un artifice nume´rique ou s’il est simplement assure´ de manie`re auto-cohe´rente. Le
domaine de simulation de´crit uniquement l’inte´rieur du moteur soit un volume de´limite´
par les parois dans la direction axiale. Si on se penche sur les valeurs de scaling utilise´es,
on rele`ve des coefficient ζ e´gaux a` 0,1 et 0,01 ce qui signifie que la fre´quence de collision
est de 3 a` 10 fois supe´rieure (cf. Eq. (1.17)). On sait par ailleurs que les parois ont une
influence sur le transport e´lectronique (Near-wall conductivity). Il nous est donc permis
de supposer qu’outre les collisions e´lectron-neutre, a` savoir des me´canismes de transport
classique, le scaling ajoute une contribution non ne´gligeable a` celui-ci.
Scaling des masses
Szabo et al. utilisent deux scalings : un scaling sur la permittivite´ 0 (cf. section 1.4.2)
et un scaling sur les masses des particules lourdes. Nous de´veloppons ici le scaling des
masses.
La fre´quence du mode de respiration (cf. section 1.5.2) requiert de simuler ≈ 50 µs,
pe´riode impose´e par le temps de transit des neutres. Il est donc inte´ressant de re´duire
artificiellement leur masse afin d’augmenter leur vitesse thermique pour re´duire leur temps
de transit. Il en est de meˆme pour les ions, autre espe`ce lourde. Le scaling s’e´crit ainsi :
M = fM? (1.18)
avec f < 1 et M la masse des particules lourdes (ions, neutres). La conse´quence est
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que pour une e´nergie constante, la vitesse est plus grande :
v = v?f−1/2 (1.19)
De ce fait, afin de conserver le flux de gaz tout en gardant inchange´e sa densite´, il
faut modifier m˙ :
m˙ = m˙?f 1/2 (1.20)
La vitessses des ions et neutres e´tant accrue, il est ne´cessaire de modifier les sections
efficaces afin de conserver les e´chelles internes. L’explication est la suivante :
le libre parcours moyen des neutres s’e´crit :
λn =
vn
νn
=
vn
neveσ
(1.21)
ou` σ est la section efficace de collisions et ne la densite´ e´lectronique. et pour les
e´lectrons :
λe =
ve
νm
=
1
Naσ
(1.22)
ou` Na est la densite´ de neutres. Le libre parcours moyen des neutres λn est propor-
tionnel a` vn. Cette longueur va donc eˆtre dilate´e avec l’augmentation de la vitesse des
neutres, entrainant l’e´largissement de la zone d’ionisation et une baisse de la fraction des
neutres ionise´s. Pour contrebalancer cet effet et pre´server λn, Szabo modifie les sections
efficaces :
σ = σ?f 1/2 (1.23)
L’inconve´nient est que cette ope´ration change a` son tour la longueur λe et augmente la
fre´quence de collisions des e´lectrons νe. Cette augmentation de collisionalite´ entraine un
transport accru. Szabo fait remarquer que les conse´quences d’une fre´quence de collision
plus grande sont mineures tant que le pie´geage est fort car dans ce cas : λe = rL. Une limite
supe´rieure au scaling des masses apparaˆıt alors. Le parame`tre de Hall β = ωc/νm exprime
l’intensite´ du pie´geage par rapport aux phe´nome`nes de´pie´geants, soit ici les collisions.
Celui-ci se retrouve alors re´duit :
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β = β?f−1/2 (1.24)
Il est e´tablit que β ne peut eˆtre infe´rieur a` 2 auquel cas, le champ magne´tique de-
vient trop faible pour induire un pie´geage significatif. Le proble`me se complexifie lorsqu’il
faut prendre en compte le transport anormal : une fre´quence de collision supple´mentaire
de type Bohm (c’est a` dire en 1/B) est utilise´e (comme dans le mode`le de Liu et al.
Eq. (1.34)). Il est donc ajoute´ une correction a` la fre´quence de collision e´lectronique :
ν ′m = νm + νB (1.25)
La mobilite´ de Bohm telle qu’obtenue par Bohm s’e´crit :
µB =
1
16B
(1.26)
On en de´duit alors l’expression de la fre´quence e´quivalente, νB = ωc/16. Pour rester
cohe´rent avec le scaling des masses, il faut aussi la modifier :
νB = ν
?
Bf
−1/2 (1.27)
Ainsi, en cumulant les deux fre´quences, classique et de Bohm, le parame`tre de Hall β
est d’autant plus bas que le scaling est fort. Szabo conclut que pour e´viter que β ne soit
infe´rieur a` 2, le rapport des masses f doit satisfaire la condition :
f =
1
250
(1.28)
et peut eˆtre acceptable pour f=1/2500 [10].
Scaling sur la permittivite´ du vide
Le mode`le de´veloppe´ par Liu et al. [46] de´crit le meˆme domaine que celui de Taccogna
a` savoir l’inte´rieur du propulseur. Pour conserver des temps de simulation raisonnables,
ils introduisent un scaling sur la permittivite´ du vide 0.
Celui-ci s’e´crit simplement :
0 = 
?
0α (1.29)
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ou` l’aste´rix de´note la permittivite´ du vide re´elle. α, α ≥ 1 est le facteur de scaling.
La fre´quence plasma ωp et la longueur de Debye λd sont alors modifie´es :
ωp =
√
nee2
me?0α
λd =
√
?0αkbTe
nee2
ou` ne est la densite´ e´lectronique, Te la tempe´rature e´lectronique, e, kb et me la charge
e´lectrostatique, la constante de Boltzmann et la masse e´lectronique respectivement. ωp et
λd deviennent donc :
ωp = ω
?
pα
−1/2 (1.30)
λd = λ
?
dα
1/2 (1.31)
Le re´sultat est la baisse de la fre´quence plasma et l’allongement de la longueur de
Debye. Les contraintes nume´riques qui imposent de re´soudre ces deux grandeurs sont
donc moins strictes. Liu et al. note qu’un facteur α = 1600 peut eˆtre atteint. L’important
e´tant de garantir λd  L, L longueur caracte´ristique du syste`me, afin de conserver une
re´gion quasi-neutre couvrant la majeure partie de l’espace inter-e´lectrodes.
Ce scaling peut aussi eˆtre vu comme une re´duction de la densite´.
ne = n
?
eα
−1 (1.32)
Dans ce cas, les fre´quences de collisions doivent en contrepartie eˆtre artificiellement
augmente´es du meˆme facteur α afin de compenser la baisse de collisionalite´. Il est cepen-
dant plus pratique de se baser sur 0. Il aurait e´te´ inte´ressant d’observer des re´sultats
pour diffe´rentes valeurs de coefficient de scaling α. Malheureusement les auteurs n’en ont
pas inclus dans leur papier. Pour information, cette me´thode de scaling a e´te´ applique´ a`
un autre mode`le de la meˆme e´quipe qui simule cette fois-ci un propulseur de Hall double
e´tage [71].
Une autre modification apporte´e par Liu et al. concerne le traitement des neutres.
Contrairement aux auteurs pre´ce´dents, ils adoptent ici une description fluide unidimen-
sionnelle (premier moment de l’e´quation de Boltzmann). Ils se de´barrassent de plus du
terme temporel de l’e´quation de continuite´ car ils cherchent une solution stationnaire :
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vaz
∂Na
∂z
= S (1.33)
avec S terme source compose´ d’un terme de pertes provenant de l’ionisation −νiNa
et un terme de cre´ation provenant de la recombinaison νrecombNa.
Le gain de la description fluide avec solution stationnaire est certain : la convergence
de la simulation n’est plus contrainte par le temps de transit des neutres mais par celui
des ions plus le´gers que le gaz.
Pour conclure cette pre´sentation, inte´ressons-nous maintenant au transport des e´lec-
trons. Liu et al. rajoutent une fre´quence de collisions artificielle pour prendre en compte le
transport anormal et aider les e´lectrons a` traverser la barrie`re magne´tique. La fre´quence
choisie, couramment utilise´e dans les simulation PIC et fluide est de type Bohm :
νB = Cωce (1.34)
ou` C = 1/64 est fixe´ de manie`re empirique.
Celle-ci se rajoute alors aux autres processus collisionnels :
νm = νen + νi + νp + νB (1.35)
ou` νen est la fre´quence de collisions e´lectron-neutre, νi la fre´quence d’ionisation et νp
la fre´quence de collisions e´lectron-paroi.
1.4.3 Re´sultats
Near-wall conductivity (NWC)
Le mode`le de´veloppe´ par Sydorenko et al. [65] est de´die´ a` l’e´tude de l’e´mission se-
condaire aux parois et par voies de conse´quences, a` la contribution de celles-ci sur le
transport anormal. Nous avons de´ja parle´ de ce me´canisme dans la partie mode´lisation
fluide, section 1.3.2. Ce mode`le est un mode`le 1D dont le domaine s’e´tend d’une paroi a`
une autre, porte´ par le rayon (suivant r). L’utilisation de la me´thode PIC permet de ne
pas pre´supposer la forme de la fonction de distribution des e´lectrons comme c’est le cas
dans les mode`les fluides et hybrides. Sa forme a en effet des conse´quences importantes
sur la pre´ponde´rence de l’e´mission secondaire dans le transport ; il est donc crucial de la
laisser s’e´tablir de manie`re auto-cohe´rente.
Le mode`le ne de´crit qu’une dimension spatiale mais conserve les trois dimensions de
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la vitesse. Cela permet de prendre en compte l’impact des collisions e´lectron-neutre sur
la fonction de distribution : des effets se de´roulant dans le plan (z− θ) peuvent modifier
la fonction de distribution dans la direction radiale.
Deux fre´quences de collisions sont de´finies : νen la fre´quence de collisions e´lectron-
neutre et νt la fre´quence de collisions turbulente afin de simuler un transport anormal.
Cette dernie`re est fixe´e graˆce a` la formule donnant la densite´ de courant e´lectronique
Jexp :
Jexp = eneµcEz = ene
e(νt + νen)
me [(νt + νen)2 + ω2c ]
Ez (1.36)
ou` µc est la mobilite´ collisionnelle, e et me la charge e´lectrostatique et la masse e´lec-
tronique respectivement. Expe´rimentalement, la valeur de Jexp est connue. νen est de´duit
de la densite´ de gaz Na. Ez et ωc, le champ e´lectrique axial et la fre´quence cyclotronique
respectivement, sont impose´s d’apre`s les valeurs expe´rimentales. νt a pour effet de diffuser
ale´atoirement les e´lectrons uniquement dans le plan (r,z) sans changer leur e´nergie. Il est
compris entre 7 105 s−1 et 7 106 s−1. νen se situe entre 7 105 s−1 et 106 s−1 et permet
d’agir dans les trois directions de l’espace des vitesses.
Les simulations mettent en e´vidence une fonction de distribution en e´nergie avec
deux populations (c.f. Fig. 1.7). Les populations chaudes s’expliquent de cette manie`re :
graˆce au champ acce´le´rateur Ez, les e´lectrons sont chauffe´s dans le plan (z,θ) par le
biais des termes de collisions classiques et turbulentes. Cette e´nergie gagne´e est ensuite
transfe´re´e vers les parois graˆce aux collisions e´lectron-neutre qui re´organisent la fonction
de distribution des vitesses, modifiant ainsi la composante de vitessses en r. Cependant,
si νt  νen, le chauffage est plus rapide dans la direction axiale (selon z) que n’a lieu le
transfert d’e´nergie dans la direction normale aux parois, cre´ant ainsi cette anisotropie.
Duˆ a` une faible collisionalite´ qui empeˆche l’isotropisation de la fonction de distribution,
deux populations se distinguent car peu d’e´nergie est redistribue´ en r.
Une publication plus re´cente de ces auteurs [38] expose d’autres fonctions de dis-
tributions. Sur la figure 1.8 sont repre´sente´es les fonctions de distribution en vitesses
perpendiculaires (a) et paralle`les (b) aux parois en fonction de l’e´nergie en r (qui ici
est de´signe´e par x) et z respectivement. Les verticales en pointille´s indiquent la barrie`re
de potentiel. Perpendiculairement a` la paroi, on remarque un net appauvrissement de
la fonction de distribution pour les particules dont l’e´nergie est supe´rieure a` la barrie`re
de potentiel. On peut donc faire la meˆme observation que pre´ce´demment par rapport a`
l’anisotropie de la fonction de distribution qui reste proche d’une maxwellienne dans la
direction paralle`le a` la paroi. Il faut ajouter que le processus collisionnel dominant dans
la gamme d’e´nergie de 0 a` 40 eV (visible sur un profil de sections efficaces non montre´
ici) est de type e´lastique. La queue de la distribution n’est donc pas alte´re´e comme c’est
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Fig. 1.7: Fonction de distribution prise au milieu du plasma et porte´e selon les axes r
(ici x) et z, d’apre`s Sydorenko et al. [65]
le cas dans la direction r (ou x).
Fig. 1.8: (a) Fonction de distribution des vitessses e´lectroniques (EVDF) radiales en
fonction de leur e´nergie radiale : (en trait continu noir) EVDF totale ; (en pointille´s bleus)
e´lectrons du plasma ; (en pointille´s verts) e´lectrons de l’e´mission secondaire ; (en trait
discontinu magenta) EVDF maxwellienne avec une tempe´rature radiale Tr=10,1 eV. (b)
Fonction de distribution des vitesses e´lectroniques (EVDF) axiales en fonction de leur
e´nergie axiale : (en trait continu noir) EVDF totale ; (en trait discontinu magenta) EVDF
maxwellienne avec une tempe´rature axiale Tz=20,1 eV, d’apre`s Kaganovich et al. [38]
Les auteurs ont, de plus, entrepris une e´tude parame´trique pour diverses conditions de
champ e´lectrique, de champ magne´tique, de distance inter-parois, de densite´ de neutres et
de fre´quence de collision turbulente νt. Ils font l’observation inte´ressante que les tempe´-
ratures e´lectroniques axiales et radiales varient tre`s peu que ce soit avec ou sans e´mission
secondaire. Pour e´valuer l’importance de celle-ci, ils de´rivent dans un premier temps l’ex-
pression du flux e´lectronique atteignant la paroi :
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Γe ' H
8λe
ne
√
8Tez
pime
exp
(
− φ
Tez
)
(1.37)
ne est la densite´ e´lectronique au centre du canal, Tez la tempe´rature e´lectronique
paralle`le aux parois, H la distance inter-paroi et λe le libre parcours moyen. Le facteur clef
de cette e´quation est le rapport H/λe car il est environ e´gal a` 1/100. Ainsi, contrairement
a` une mode´lisation fluide telle que celle de Barral et al., le flux e´lectronique est beaucoup
plus faible (entre le mode`le fluide et le leur, ils notent l’apparition du facteur H qui re´duit
conside´rablement le flux a` la paroi), ge´ne´rant ainsi moins d’e´lectrons secondaires. Le
second point important est que le flux d’e´lectrons secondaires qui atteint la paroi oppose´e
vient s’annuler avec celui provenant de cette meˆme paroi, en supposant que l’inte´gralite´
des e´lectrons e´mis atteint l’autre cote´ (la probabilite´ de subir une collision e´tant faible
durant le trajet inter-parois). La contribution de ce flux au flux total atteignant la paroi
est donc nulle.
L’autre re´sultat majeur de cette e´tude concerne la contribution des e´lectrons secon-
daires sur le courant axial (near-wall conductivity NWC [52]). Ils observent que pour
certaines configurations (de champs, de fre´quences de collision et de distance inter-paroi)
la part d’e´lectrons secondaires dans le courant axial de´passe 50%. La formulation analy-
tique qu’ils e´tablissent est la suivante :
Jbz ' me
H
γp
1− γb
√
Tex
mi
Ez
B2r
(1.38)
γp et γb sont des coefficients d’e´mission partiels, dus aux e´lectrons du faisceau d’e´lec-
trons secondaires (γb pour une deuxie`me e´mission secondaire cre´e´e par des e´lectrons ori-
ginaires d’une premie`re e´mission secondaire) ainsi que ceux du plasma γp. On note a`
nouveau la pre´sence de la distance inter-paroi H. Son influence est explique´e comme suit.
Un e´lectron e´mis d’une des parois se fixe sur une ligne de champ et rebondit entre les
deux parois suivant un mouvement complexe (mouvement de giration plus de´placement
radial illustre´s sur la figure 1.9 : l’e´lectron est e´mis en z = 0). Une de´rive dans la direction
azimutale de type E×B s’ajoute au mouvement pre´ce´dent. L’e´nergie de l’e´lectron dans
le plan z − θ ainsi que son excursion se trouvent donc modifie´s par la combinaison de
ces deux effets (champ magne´tique et de´rive). Ce meˆme e´lectron atteignant le mur op-
pose´ aura donc une certaine e´nergie d’impact (donc en lien avec la production d’ e´lectron
secondaire) et se sera de plus de´place´ d’une certaine distance (|zimpact| > zinitial) ; cette
dernie`re e´tant e´troitement lie´e a` sa phase et indirectement a` l’e´cartement des deux parois,
a` son e´nergie gagne´e et a` la valeur du champ magne´tique.
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Fig. 1.9: Vue sche´matique de la trajectoire d’un e´lectron secondaire et de la contribution
de celui-ci sur le courant total, d’apre`s Kaganovich et al. [38]
On peut conclure de cette e´tude que l’apport de la description PIC qui ne pre´suppose
aucune forme de fonction de distribution, permet de montrer l’existence de deux popula-
tions d’e´nergie : une population axiale maxwellienne et une population radiale ou` la queue
de la distribution est tronque´e a` cause des pertes aux parois. Contrairement a` Barral et
al., ils observent un flux radial bien plus faible entrainant une cre´ation d’e´lectrons se-
condaires moindre. Ainsi, meˆme si la tempe´rature du plasma est importante, l’e´mission
secondaire reste dans un re´gime de non saturation de charge (SCS) remettant en question
l’e´tude de Barral et al.
De plus, l’influence de l’e´cartement inter-paroi ainsi que d’autres facteurs tels que le
champ e´lectrique ou la collisionalite´, est de´montre´e sur le transport axial. Les e´lectrons
secondaires qui rebondissent d’une paroi a` une autre gagnent rapidement de l’e´nergie a`
travers la vitesse de de´rive E × B, participant a` leur tour a` l’e´mission secondaire. Il en
re´sulte alors un net transport axial visible sur la figure 1.10.
Influence du champ magne´tique
Liu et al. ont effectue´ une e´tude sur l’influence du gradient de champ magne´tique sur
le comportement du moteur. Ils ont ainsi de´fini plusieurs champs B que l’on peut voir sur
la figure 1.11.
Br(z) = Br0
(z
l
)δ
(1.39)
ou` Br0 est l’intensite´ du champ magne´tique a` la sortie et l la longueur du canal. Le
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Fig. 1.10: Modification du profil de la densite´ de courant dans la direction z. Les parois
sont situe´es en z = 0 et z = 25mm (ici x est e´quivalent a` z), d’apre`s Sydorenko et al. [65]
gradient de champ magne´tique est ajuste´ en changeant la valeur de δ. Nous reportons
sur la figure 1.12 les densite´s calcule´es dans le mode`le. Comme on peut le voir, une
augmentation du gradient se traduit par un de´placement graduel du pic de densite´ vers
la sortie. Lorsque le gradient est trop important, la zone de confinement des e´lectrons
devient trop petite pour pie´ger les e´lectrons et la densite´ s’effondre.
Fig. 1.11: Diffe´rents profils de champs B utilise´s. D’apre`s Liu et al. [46]
A titre de comparaison, on peut mettre en paralle`le le profil de densite´ e´lectronique
de la figure 1.12 et le profil de densite´ e´lectronique obtenu avec le mode`le de Adam et
al. (cf. Fig. 1.13). D’un point de vue qualitatif, les profils sont tre`s proches et suivent
la meˆme tendance. Il faut cependant garder a` l’esprit que le champ magne´tique diffe`re
en amplitude et en forme, le potentiel applique´ e´tant identique : 300 V dans les deux
cas. Dans la zone de gradient positif du champ magne´tique, la baisse de densite´ est tre`s
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Fig. 1.12: Profils de densite´ pour diffe´rents champs B. D’apre`s Liu et al. [46]
abrupte pour atteindre une valeur approximativement constante jusqu’au bout du canal.
Il est inte´ressant de remarquer que dans le mode`le d’Adam et al, bien que le domaine
de´crit soit plus long et comprenne la de´croissance du champ magne´tique poste´rieure au
plan de sortie, la tendance de la densite´ a` se fixer sur une valeur pratiquement constante
est maintenue.
Onde de de´rive haute fre´quence
En incluant le mode`le d’Adam et al. [4] dans cette e´tude ge´ne´rale, nous faisons une
courte excursion au coeur meˆme de la the`se. C’est en effet ce mode`le qui en est l’outil prin-
cipal et par lequel nous avons de´bute´. Il sera de´taille´ plus amplement au second chapitre.
Il est le fruit d’un de´veloppement d’une dizaine d’anne´es et se place dans le contexte
d’un groupement de recherche : le GDR ”Propulsion Plasma Pour Syste`me Spatiaux”.
Ses auteurs, Jean-Claude Adam, Anne He´ron et Guy Laval sont membres du Centre de
Physique The´orique (CPHT) a` l’e´cole Polytechnique a` Palaiseau.
L’intuition qui a pre´ce´de´ l’e´criture de ce mode`le est qu’inte´grer la direction azimutale
pouvait donner lieu a` l’apparition d’une onde de champ e´lectrique. Celle-ci ne pouvant
eˆtre visible dans les autres configurations qui n’incluent pas l’azimut. Comme cela a e´te´
initialement sugge´re´ par Bohm et qui est de plus en plus confirme´ pour le propulseur [23,
57], la turbulence plasma pourrait eˆtre a` l’origine du transport accru des e´lectrons a`
travers la barrie`re de champ magne´tique : le transport anormal. Auquel cas, le mode`le
devait eˆtre en mesure d’assurer un transport suffisant graˆce a` l’onde.
Effectivement, les re´sultats obtenus ont re´ve´le´ d’une part l’apparition d’une onde de
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Fig. 1.13: Profil de densite´ moyenne´ dans la direction azimutal pendant 300 µs (vert) et
champ magne´tique applique´ (rouge).
champ e´lectrique azimutale (cf. Fig. 1.14) et d’autre part des tendances proches des
donne´es expe´rimentales et des mode`les utilisant des coefficients de transport supple´men-
taires. Ainsi, sous ces conditions, nul besoin d’imple´menter un transport artificiel. Les
auteurs du mode`le fluide pre´sente´ en de´but de chapitre (Knoll et al. [40]) aboutissent a`
des conclusions identiques : apparition d’une onde de de´rive et transport auto-cohe´rent.
Fig. 1.14: Champ e´lectrique azimutal a` un instant donne´.
La seconde avance´e majeure de ce mode`le concerne son sche´ma nume´rique. La discre´-
tisation des e´quations (1.11) et (1.12) se fait habituellement selon un sche´ma explicite.
Ici, il est implicite. Les contraintes nume´riques sur le pas d’espace et le pas de temps sont
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leve´es : il faut en explicite re´soudre la fre´quence plasma ωp et la longueur de Debye λd alors
qu’en implicite, les contraintes sont impose´es par la physique que l’on souhaite observer.
Le pas de temps dt est donc fixe´ par rapport a` la fre´quence cyclotronique maximum ωc :
dt =
c
ωc
(1.40)
ou` c est une constante e´gale ici a` 0,15.
1.5 La me´thode hybride
La me´thode hybride est un compromis des deux pre´ce´dentes me´thodes : la me´thode
PIC et la me´thode fluide. Les espe`ces pre´sentes dans le plasma sont de´crites de deux
manie`res diffe´rentes : les espe`ces lourdes de manie`re cine´tique, et les e´lectrons de ma-
nie`re fluide. Il est suppose´ que les vitesses e´lectroniques suivent une distribution de type
maxwellienne. Enfin, les mode`les qui vont eˆtre de´crits se placent sous l’hypothe`se de
quasi-neutralite´ soit ne = ni, permettant de se soustraire a` l’e´quation de Poisson et
des contraintes nume´riques qui y sont lie´es. Bien entendu, les gaines ne seront alors pas
de´crites.
Le calcul du champ e´lectrique se base sur une hypothe`se initialement e´nonce´e par
Morozov qui est que les e´lectrons sont en e´quilibre de Boltzmann le long des lignes de
champ magne´tique. Fife [27] l’introduit pour la premie`re fois dans un mode`le nume´rique.
Le long des lignes de champs, le terme de force e´lectrique est e´gal au terme de pression :
∂nekbTe
∂r
= ene
∂φ
∂r
(1.41)
ou` ne, φ et Te sont la densite´ e´lectronique, le potentiel e´lectrostatique et la tempe´rature
e´lectronique respectivement. e et kb sont la charge e´lectrostatique et la constante de
Boltzmann. En supposant une tempe´rature constante le long des lignes de champs, on
obtient l’e´quilibre de Boltzmann :
φ− kbTe
e
ln(
ne
n0
) = φ?(λ) (1.42)
λ est une nouvelle coordonne´e qui sert a` parame´trer les lignes de champs magne´tique
et φ? est le potentiel de´pendant de cette coordonne´e, donc constant le long des lignes.
La loi d’Ohm ge´ne´ralise´e (soit l’e´quation re´gissant le transport) est finalement modifie´e
selon cette nouvelle coordonne´e et le potentiel re´e´crit d’apre`s la nouvelle expression (1.42).
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1.5.1 Les mode`les hybrides et le transport anormal
Nous avons choisi 3 mode`les pour illustrer la me´thode :
– un mode`le 1D (z) e´crit par Boeuf et al. [11]
– un mode`le 2D (r,z) e´crit par Fife [27]
– un mode`le 2D (r,z) e´crit par Hagelaar et al. [33, 34]
L’approche hybride a e´te´ introduite pour la premie`re fois par Fife pour mode´liser le
propulseur. Pour le mode`le 1D, une diffe´rence par rapport aux autres mode`les est a` noter
sur la description des neutres. Elle n’est pas cine´tique mais fluide. Elle se fait a` l’aide d’une
e´quation de continuite´ unidimensionnelle (Eq. 1.3) ou` le terme source est uniquement un
terme de pertes par ionisation.
Mobilite´ de Bohm
A l’instar de la plupart des mode`les pre´ce´dents, des fre´quences de collisions effectives
sont ajoute´es pour prendre en compte le transport anormal.
La mobilite´ classique µ⊥,c qui s’e´crit :
µ⊥,c =
eνm/me
ν2m + (eB/me)
2
≈ meνm
eB2
(1.43)
ou` B est le champ magne´tique et νm la fre´quence d’e´change de quantite´ de mouvement,
e´tant insuffisante pour assurer un transport proche des re´sultats expe´rimentaux, Fife fait
appel a` une mobilite´ de Bohm, mobilite´ qui se base sur l’existence de champs fluctuants
aidant au transport :
µB =
1
16B
=
e
m
1
16ωc
(1.44)
ou` ωc est la fre´quence cyclotronique.
Cette mobilite´ se traduit en une fre´quence de collisions :
νm = (νm)neutres + νB = (νm)neutres +
ωc
16
(1.45)
Mobilite´ de collisions parie´tales
Le mode`le 1D de Boeuf et al. fait, de la meˆme manie`re, intervenir la mobilite´ de Bohm
µB. Cependant, il lui est aussi possible d’utiliser, au lieu du transport par fluctuations,
un transport qui s’ope`re par collisions e´lectron-paroi (near-wall conductivity (NWC)).
La fre´quence de Bohm fait donc place a` une fre´quence de collisions parie´tales :
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νm = (νm)neutres + νp (1.46)
ou`
νp = ανref(s
−1) (1.47)
et α = 0,2 fixe´ de manie`re empirique. νref=10
7 s−1 est une fre´quence de re´fe´rence pour
les collisions e´lectron-paroi. De plus, dans ce cas ou` les parois jouent un roˆle, un terme
de perte d’e´nergie est imple´mente´ (pour simuler les conse´quences de l’e´mission secondaire
sur l’e´nergie de l’e´lectron incident).
W = ανref exp
(
−U
ε
)
(1.48)
ou` νref=10
7 s−1 est a` nouveau une fre´quence de re´fe´rence pour les collisions avec les
parois, U=20 eV est une e´nergie e´lectronique de re´fe´rence et αε est une constante de
l’ordre de 1.
Mobilite´ mixte
Le mode`le de´veloppe´ par Hagelaar et al. profite d’une approche novatrice. En effet, la
physique responsable du transport n’est pas la meˆme a` l’inte´rieur du canal du propulseur
et a` l’exte´rieur : a` l’inte´rieur les collisions e´lectron-neutre et e´lectron-paroi dominent ;
dans la plume, le champ azimutal fluctuant est le principal responsable du transport.
On pre´cise qu’il est important d’avoir des valeurs pre´cises du terme de mobilite´ µ car
c’est le parame`tre principal qui de´termine la distribution du champ e´lectrique ainsi que
le courant de de´charge.
Pour se rapprocher au plus pre`s des re´sultats expe´rimentaux, l’ide´e des auteurs a`
donc e´te´ de de´finir des coefficients de transport ainsi que de pertes d’e´nergie propres a`
chaque re´gion. On reprend donc les termes de transport pre´ce´dents mais que l’on applique
maintenant a` des re´gions distinctes.
Voyons ceci plus en de´tails. A l’inte´rieur du propulseur, la mobilite´ collisionnelle est
modifie´e avec l’ajout d’un terme correctif :
µ⊥ = µ⊥,c + α
(meνref
eB2
)
(1.49)
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L’e´quation (1.45) exprime la meˆme ide´e en terme de collisions effectives.
A l’exte´rieur du canal, la mobilite´ collisionnelle est comple´te´e avec une mobilite´ de
type Bohm :
µ⊥ = µ⊥,c +K
(
1
16B
)
(1.50)
ou` K est un autre parame`tre empirique.
Enfin, comme dans le mode`le de Boeuf et al., il faut prendre en compte un terme
d’e´nergie perdue supple´mentaire a` cause des parois, de la meˆme manie`re qu’il faut prendre
en compte le transport anormal. Dans l’e´quation de l’e´nergie des e´lectrons, on rajoute
donc le terme (1.48) ponde´re´ par un coefficient αε.
A l’inte´rieur du canal, les pertes anormales d’e´nergie sont attribue´es aux parois alors
qu’a` l’exte´rieur, ce sont plutoˆt les interactions avec l’onde qui dominent, mais pour ces
deux me´canismes, on utilisera le meˆme coefficient W .
Les coefficients re´glables K et α s’ave`rent avoir une large influence sur le comporte-
ment global du moteur comme nous le verrons dans les re´sultats.
Mobilite´ semi-empirique
Dans un souci de reproduire au mieux le comportement re´el du propulseur, une ap-
proche de type semi-empirique a e´te´ explore´e. Celle-ci repose sur les mesures expe´rimen-
tales faites sur les propulseurs. L’ide´e adopte´e est qu’a` partir de donne´es mesure´es, il est
possible de reconstruire une mobilite´ au travers des simulations. Toutes les quantite´s ne
sont pas accessibles a` la mesure ; la simulation permet donc de les de´duire.
On a releve´ deux approches, celle de Koo et Boyd [41] et celle de Garrigues et al. [30,
31].
Dans celle de Koo, la mobilite´ est reconstruite a` travers l’e´quation de de´rive-diffusion 2
qui s’e´crit ainsi :
µe,⊥ =
−je,⊥
ene
(
E⊥ + 1ne∇⊥pe
) (1.51)
e est la charge e´le´mentaire. L’expe´rience permet de connaitre le potentiel plasma (d’ou`
le champ e´lectrique perpendiculaire aux lignes de champ magne´tique E⊥), la densite´
plasma ne et la tempe´rature e´lectronique (pour le terme de pression pe qui ne´cessite aussi
2. L’e´quation dite de de´rive-diffusion s’e´crit a` partir de l’e´quation de conservation de la quantite´ de
mouvement, ou` les termes d’inertie temporelle et spatiale sont ne´glige´s par rapport aux termes collisionnel
et magne´tique.
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ne). La densite´ de courant e´lectronique je,⊥ est de´duite des mesures de densite´ de courant
ionique. Une fois cette mobilite´ calcule´e, elle est imple´mente´e dans le mode`le. La pousse´e,
l’Isp, le courant de de´charge et l’efficacite´ sont compare´s aux mesures expe´rimentales.
De cette e´tude, il sort qu’il est difficile pour les auteurs de retrouver toutes ces mesures
simultane´ment. Il s’ave`re meˆme que des mobilite´s mixtes (base´es sur les collisions aux
parois a` l’inte´rieur et Bohm a` l’exte´rieur) donnent de meilleurs re´sultats pour certains
parame`tres. La qualite´ des mesures expe´rimentales peut en eˆtre la raison e´tant donne´ que
les diagnostics utilise´s sont intrusifs et induisent des perturbations sur les mesures.
Fig. 1.15: Profils moyenne´s en temps le long de l’axe a` une position radiale de 4 mm sur
le mur interne de : (a) le champ e´lectrique et la fre´quence d’ionisation de´duites des me-
sures LIF et du mode`le hybride et (b) la mobilite´ e´lectronique perpendiculaire au champ
magne´tique et la vitesse ionique la plus probable mesure´e et calcule´e. En (c) sont repre´-
sente´es les fonctions de distribution ioniques mesure´es par LIF et calcule´es par le mode`le
hybride. Le mode`le du propulseur est le PPSr100-ML. D’apre`s Garrigues et al. [30]
L’approche de Garrigues et al. est plus pre´cise car elle repose sur des mesures faites
a` l’aide de diagnostics non intrusifs : la LIF (Laser Induced Fluorescence). Celle-ci donne
acce`s a` la fonction de distribution en vitesses des ions. Une me´thode re´cemment mise
au point permet, a` partir des re´sultats de la LIF, de de´duire le champ e´lectrique et la
fre´quence d’ionisation. Brie`vement, cette me´thode est base´e sur le calcul des moments de
l’e´quation de Boltzmann et de´crite de manie`re de´taille´e dans la re´fe´rence [58]. Une fois le
champ e´lectrique connu, la mobilite´ est ajuste´e dans le mode`le afin de faire concorder le
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champ e´lectrique calcule´ (a` partir d’un profil de mobilite´ donne´) avec celui de l’expe´rience.
Ces re´sultats sont visibles sur la figure 1.15.
La vitesse ionique la plus probable calcule´e avec le mode`le, concorde bien avec les
mesures (cf. Fig. 1.15 (b)). Cependant, comme on peut le voir en (c), le mode`le peine a`
reproduire correctement la dispersion des fonctions de distribution. Les raisons avance´es
sont que le pic d’ionisation calcule´ est de´cale´ par rapport a` celui mesure´, visible en (a)
et que son amplitude diffe`re d’un facteur 2. Afin de capturer la variation spatiale et
temporelle des fonctions de distributions, les auteurs ont compare´ les mesures re´solues
en temps du champ e´lectrique et du terme source d’ionisation. En effet, leurs positions
respectives sont responsables de la vitesse que les ions acquie`rent en sortie du propulseur.
Bien que l’amplitude du pic varie avec le temps dans le mode`le, sa position reste fixe.
Ceci est en contradiction avec les mesures qui font apparaˆıtre un de´placement du champ
e´lectrique au-dela` du plan de sortie. Les mesures des vitesses ioniques les plus probables
sont cependant en bon accord avec celles mesure´es.
Ces me´thodes semi-empiriques que nous venons de de´crire permettent de reproduire
plus pre´cise´ment le fonctionnement du moteur. Ne´anmoins, les mobilite´s calcule´es sont
fige´es dans le temps, empeˆchant de ce fait des variations temporelles succeptibles d’ap-
paraˆıtre.
1.5.2 Re´sultats
Mode de respiration
Le mode`le 1D [11] a e´te´ e´crit pour mieux comprendre les oscillations basses fre´quences
(20 kHz) qui apparaissent sur le courant d’ions. Le domaine est oriente´ selon l’axe du
moteur et est limite´ par l’anode d’un cote´ et par le plan de sortie de l’autre.
Comme nous l’avons dit pre´ce´demment, les auteurs ont pre´vu la possibilite´ d’utiliser
l’un ou l’autre des processus de transport anormal. Dans l’e´tude qui est re´sume´e ci-
dessus, seul la fre´quence de collisions parie´tales est utilise´e. Quelques mots seront donne´s
sur l’influence du coefficient α (cf. Eq. (1.47)) et sur l’utilisation d’une fre´quence de Bohm
a` la place d’une fre´quence de collisions parie´tales.
Sur la figure 1.16 est trace´ le courant ionique de sortie. L’amplitude de ces oscillations
ainsi que leur fre´quence de´pend du potentiel applique´ (cf. Fig. 1.17) mais aussi de la
valeur du champ magne´tique (non trace´ ici).
Ces oscillations sont la signature du breathing mode (mode de respiration) ou mode
d’ionisation. Son origine est la suivante : on rappelle qu’a` cause du champ magne´tique fort
en sortie, la conductivite´ est basse et un champ e´lectrique re´sultant se cre´e. Les e´lectrons
pie´ge´s et soumis au champ e´lectrique gagnent suffisamment d’e´nergie pour ioniser le gaz.
Cela a pour conse´quence de faire reculer la densite´ de gaz a` mesure que les e´lectrons
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Fig. 1.16: Evolution temporelle du courant total, du courant d’e´lectrons et du courant
d’ions en sortie. D’apre`s Boeuf et al. [11]
vont l’ioniser. La figure 1.18 montre l’e´volution temporelle et spatiale du gaz. On voit le
gaz reculer puis avancer de nouveau. En effet, apre`s cette premie`re phase d’ionisation, le
front de neutre atteint une zone de champ magne´tique plus faible ou` le champ e´lectrique,
l’e´nergie e´lectronique moyenne et donc le taux d’ionisation sont plus faibles. La densite´
plasma en sortie de´croit alors rapidement. Ainsi, le flux d’e´lectrons atteint un minimum,
flux insuffisant pour ioniser les neutres. Les atomes de neutres reviennent donc dans la
zone de champ fort ou` le champ e´lectrique est important. Le taux d’ionisation augmente
petit a` petit et le processus pre´ce´demment de´crit rede´marre.
Pour terminer, il est observe´ que changer α (renforcer ou diminuer l’influence du
transport parie´tal) permet de faire osciller le courant de de´charge ou au contraire de le
rendre stationnaire. Lorsque le coefficient devient important (α > 0,3), les oscillations
s’amortissent. Cela s’explique par le fait que dans ce cas, la contribution des collisions
e´lectron-paroi sur la conductivite´ e´lectronique devient dominante et la mobilite´ devient
de moins en moins fortement de´pendante de la densite´ de neutre. Dans ce cas, la baisse
de la densite´ d’atomes en sortie affecte moins le transport e´lectronique et les oscillations
sont amorties.
L’influence de la mobilite´ sur le mode d’oscillation est aussi observe´e dans le mode`le 2D
de Hagelaar et al. En jouant sur K et α pour renforcer ou diminuer le transport anormal a`
l’inte´rieur et a` l’exte´rieur, les auteurs ont montre´ que les oscillations sont plus prononce´es
lorsque la zone d’acce´le´ration s’e´tend a` l’exte´rieur du moteur. Ces cas correspondent a`
une conductivite´ plus faible a` l’exte´rieur qu’a` l’inte´rieur. Cependant, expe´rimentalement,
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Fig. 1.17: Valeurs minimum et maximum du courant total, et fre´quence d’oscillations en
fonction de la tension applique´e. D’apre`s Boeuf et al. [11]
l’inverse est observe´ : le potentiel chute fortement a` l’inte´rieur du propulseur (soit au
minimum 1/3 de l’acce´le´ration a lieu a` l’inte´rieur). La mobilite´ a` l’inte´rieur doit donc eˆtre
plus faible qu’a` l’exte´rieur. Ils ont de plus confirme´ qu’une augmentation de la tension
de de´charge renforc¸e les oscillations et font rentrer ces dernie`res dans un re´gime pulse´ et
non plus sinuso¨ıdal.
Oscillations de temps de transit
Un des points remarquables des mode`les de Hagelaar et al. et de Fife est la taille du
domaine. Il de´crit l’inte´rieur du moteur et s’e´tend dans la plume jusqu’a` plusieurs centi-
me`tres axialement. La description hybride permet de de´crire une surface aussi importante
en un temps de calcul raisonnable. L’avantage est qu’on peut maintenant observer des
phe´nome`nes qui prennent naissance a` l’inte´rieur et qui se de´placent a` l’exte´rieur du mo-
teur.
C’est le cas des oscillations de temps de transit (transit-time oscillations en Anglais)
visibles sur la figure 1.19. La fre´quence de ces oscillations est de 100-200 kHz ce qui
est l’inverse du temps que prennent les ions pour traverser la zone d’acce´le´ration, d’ou`
la de´nomination. Elles ont lieu lorsque le champ e´lectrique acce´le´rateur se met a` osciller
spatialement. Les ions qui traversent ce champ subissent son effet vibratoire et rentrent en
re´sonance lorsque le champ acce´le´rateur se de´place dans le meˆme sens que leur direction de
propagation. Ils peuvent alors gagner plus d’e´nergie que la chute de potentiel ne l’autorise.
A l’inverse, ceux qui voient le champ se de´placer dans un sens oppose´ a` leur mouvement
ne be´ne´ficie pas de toute la chute de potentiel. Il se cre´e alors deux populations d’ions,
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Fig. 1.18: Contours de densite´ de neutres en fonction de l’espace et du temps. L’unite´
est 1013cm−3. D’apre`s Boeuf et al. [11]
une chaude qui profite de l’effet de ”surf” sur le champ acce´le´rateur et la seconde froide,
rattrape´e et de´passe´e par la premie`re population. Enfin, ce phe´nome`ne oscillatoire est
entretenu car la perturbation de densite´ plasma et de flux ionique cre´e en retour une
perturbation de la distribution du potentiel e´lectrique qui vient alimenter l’oscillation
initiale.
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Fig. 1.19: Profils spatiaux du potentiel e´lectrique (les contours) et de la densite´ (en niveau
de gris) pendant une oscillation de temps de transit, d’apre`s Hagelaar et al. [34]
1.6 Conclusion
Ce chapitre introductif nous a permis de pre´senter quelques phe´nome`nes physiques
importants du moteur afin que le lecteur puisse mieux cerner son fonctionnement : le
mode de respiration, les oscillations de temps de transit, les oscillations de de´rive azimu-
tale haute fre´quence et les phe´nome`nes de gaine. Nous avons se´pare´ les mode`les par leur
approche nume´rique en insistant sur la proble´matique du transport : transport parie´tal
et transport fluctuant. Certaines configurations ge´ome´triques et me´thodes employe´es ne
permettant pas l’e´tablissement d’une conductivite´ suffisante, nous avons pre´sente´ diffe´-
rentes manie`res de l’assurer a` l’aide de fre´quences de collisions artificielles. Nous avons
aussi montre´ que la me´thode nume´rique employe´e pouvait accroˆıtre le transport. C’est
le cas du scaling ge´ome´trique qui renforce l’influence des parois. C’est aussi le cas du
mode`le 1-dimension de Barral et al. qui, en l’absence d’une description auto-cohe´rente de
la fonction de distribution exage`re l’influence des parois en pre´disant un flux e´lectronique
plus important.
Le transport fluctuant a e´te´ illustre´ a` l’aide de deux mode`les (z,θ), un mode`le fluide
et un mode`le PIC. Il a e´te´ remarque´ que sous cette ge´ome´trie et graˆce au de´veloppement
d’une onde de champ azimutal, il n’e´tait pas ne´cessaire d’avoir recours a` des artifices
nume´riques pour ge´ne´rer un transport suffisant. Cependant, la compre´hension de ce type
de transport ainsi que l’origine de l’onde divise la communaute´. Le mode`le PIC implicite,
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brie`vement pre´sente´ dans ce chapitre va nous aider a` apporter des e´le´ments de re´ponse
sur cette proble´matique. Un e´quivalent explicite utilisant la me´thode de scaling sur la
permittivite´ du vide, pre´sente´e dans ce chapitre viendra comple´ter ce dernier. Nous allons
donc maintenant les de´tailler tous deux dans le prochain chapitre.

Chapitre 2
Un mode`le du propulseur
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2.1 Introduction : choix de l’espace et hypothe`ses de
de´part
2.1.1 Domaine de calcul
Comme nous l’avons vu dans le chapitre introductif, le propulseur a` effet Hall peut se
sche´matiser par deux cylindres coaxiaux entre lesquels se trouve un plasma. La majorite´
des mode`les a` 2-dimensions cite´s dans le chapitre 1 re´duisent l’espace au plan (r,z) (cf.
1.1). Un des de´fis releve´ par ce mode`le-ci est de re´ve´ler le caracte`re fluctuant du champ
azimutal et comme nous l’e´tudierons par la suite, son influence sur le transport anormal.
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Le choix s’est donc impose´ de de´crire l’espace (r,θ), a` savoir de prendre en compte l’azimut.
Le domaine est visible sur la figure 2.1. Il couvre une section limite´e d’azimut et non la
circonfe´rence pour des conside´rations de temps de calcul.
Fig. 2.1: Domaine de calcul mis en perspective dans le moteur (gauche) et domaine
projete´ dans le plan (x,y) (droite). La direction du champ magne´tique Bz est indique´e de
meˆme que la position de l’anode, de la cathode et du plan de sortie.
Les axes ont e´te´ renomme´s et par x on de´signe l’axe du propulseur et par y on de´signe
l’azimut. z est la troisie`me direction soit le rayon. Le syste`me de coordonne´es choisi est
le syste`me carte´sien car il est plus aise´ a` manipuler. Les dimensions du domaine sont de
4 centime`tres en x et de 2,1 centime`tres en y.
2.1.2 Condition aux limites
Le domaine e´tant pose´, il faut maintenant nous inte´resser a` ce qui se passe au niveau
des frontie`res.
Dans la direction y : afin de conserver le caracte`re cylindrique du moteur, les trajec-
toires sont continue´es lorsque les particules franchissent la limite y. Celles-ci sortant par
l’un ou l’autre des cote´s du domaine sont en effet re´introduites par le cote´ oppose´. La
position en y de la particule est soustraite ou ajoute´e a` la longueur azimutale du do-
maine : ynouveau = yancien ± ylong ou` ylong est la longueur conside´re´e d’azimut. Les autres
composantes de position ainsi que les vitesses restent inchange´es.
Concernant le calcul du potentiel, on applique des conditions pe´riodiques. Cela revient
a` garantir la continuite´ du potentiel en y lors de la re´solution de l’e´quation de Poisson.
On ve´rifie : ϕ(y) = ϕ(y + ylong).
Dans la direction x : les particules sortantes sont e´limine´es du domaine. Pour le po-
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tentiel, on applique des conditions de Dirichlet. Cela signifie qu’a` l’anode (cf. Fig. 2.1),
une valeur est impose´e (typiquement 300 V) et qu’a` la cathode, le potentiel est fixe´ a` 0.
2.1.3 Champ applique´
Le seul champ exte´rieur applique´ est le champ magne´tique (typiquement 170 G). C’est
un champ mono-dimensionnel suivant la direction z et il sera note´ Bz. Son profil est visible
sur la figure 2.2. Son maximum correspond au plan de sortie situe´ a` 2,5 cm.
Fig. 2.2: Profil type de champ magne´tique applique´.
2.2 Description des me´thodes PIC employe´es
Nous allons de´crire dans cette section les e´tapes de re´alisation des mode`le PIC utilise´s
durant cette the`se. Nous l’avons divise´e en deux sous-parties qui correspondent a` deux
formulations de la me´thode PIC : la formulation explicite et la formulation implicite.
Toutes deux ont e´te´ employe´es dans deux codes se´pare´s afin de prendre du recul par
rapport au sche´ma nume´rique imple´mente´.
Par ailleurs, nous rappelons que le code PIC dont nous avons pris possession a e´te´
conc¸u a` l’origine au CPHT par J.C. Adam, A. He´ron et G. Laval [4] avec une discre´-
tisation implicite des trajectoires. Nous avons modifie´ par la suite les e´quations du
mouvement suivant un sche´ma explicite et nous avons applique´ la me´thode de scaling
sur la permittivite´ du vide introduite section 1.4.2.
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L’e´tude bibliographique nous a amene´s a` e´tudier deux me´thodes implicites : la me´thode
implicite directe et la me´thode des moments. La me´thode implicite directe est celle qui est
imple´mente´e dans le code et que nous allons de´crire en de´tails. Ne´anmoins, pour enrichir
cet expose´, nous aborderons e´galement la me´thode des moments, en pre´cisant les grandes
lignes de cette me´thode.
2.2.1 Formulation explicite
Nous rappelons le syste`me a` re´soudre a` 3 dimensions : seconde e´quation de Newton et
de´rive´e temporelle des vitesses pour calculer les trajectoires, comple´te´es de l’e´quation de
Poisson pour le calcul du champ e´lectrique.

mα
dvα,p
dt
= qα(E + vα,p ×B)
drα,p
dt
= vα,p
(2.1)
∆ϕ = −
∑
α
ρα
ε0
(2.2)
m est la masse de la particule de type α, q = ±e la charge de α avec e la charge e´le´mentaire,
r et v les vecteurs positions et vitesses, E et B les vecteurs champ e´lectrique et champ
magne´tique. Les indices p et α de´signent respectivement le nume´ro de la macro-particule
et la nature de la particule. Dans la suite de ce chapitre et par souci de simplicite´, nous
nous en tiendrons la plupart du temps a` des formes analytiques unidimensionnelles. Pour
re´soudre le syste`me compose´ de (2.1) et (2.2), on se projette sur une grille spatiale et
temporelle. D’e´quations continues on passe a` des formes discre`tes. On introduit alors un
pas d’espace note´ a` une dimension ∆x et un pas de temps ∆t. Le processus de re´solution
se fait suivant le sche´ma expose´ Fig.2.3.
On note plusieurs e´tapes :
– mouvements des particules (eq.(2.1))
– interpolation de la densite´ de charges
– calcul du champ e´lectrique (eq. (2.2))
– collisions
– injection
L’apparition de l’e´tape d’interpolation de la densite´ de charges est lie´e au fait que
les quantite´s macroscopiques (de´duites des quantite´s microscopiques) sont calcule´es sur
une grille d’espace. Ainsi, apre`s avoir de´place´ les particules, on concentre l’information
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Fig. 2.3: Cycle effectue´ durant un pas de temps dans une simulation PIC explicite.
de charges sur les nœuds de la grille a` l’aide d’un facteur de convolution spatial (de´taille´
plus loin). Le champ e´lectrique est lui aussi calcule´ sur les nœuds, puis est soumis au
processus inverse qui consiste a` interpoler sa valeur sur les particules environnantes, a`
l’aide de ces meˆmes facteurs de forme. Enfin l’e´tape d’injection permet de simuler la
cathode du propulseur et d’injecter des e´lectrons dans le syste`me.
Mouvement des particules
La discre´tisation se fait suivant un sche´ma centre´ saute-mouton (leap-frog en Anglais).
n de´signe le nume´ro du cycle et m la position sur la grille. Par souci de clarte´ nous avons
omis les indices α et p. Il faut seulement garder a` l’esprit que ce syste`me est calcule´ pour
chaque macro-particule de chaque espe`ce.
vn+1/2 − vn−1/2
∆t
=
q
m
(
En +
vn+1/2 + vn−1/2
2
×Bn
)
xn+1 − xn
∆t
= vn+1/2
ϕm+1n+1 − 2ϕmn+1 + ϕm−1n+1
∆x2
= −ρ
m
n+1
ε0
(2.3a)
(2.3b)
(2.3c)
Comme on peut le voir Fig. 2.4, les quantite´s x, F (qui est un terme de force) et v
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ne sont pas connues aux meˆmes instants. Pour calculer v au temps n+ 1/2 (Eq. (2.3a)),
on utilise le vecteur force F calcule´ a` l’instant n pre´ce´dent. Puis une fois v connu, on
avance les particules au temps n+ 1 (Eq. (2.3b)). On calcule enfin le potentiel re´sultant
(Eq. (2.3c)) graˆce a` la densite´ de charges en n+ 1. Celui-ci une fois connu permettra de
calculer le nouveau terme de force. On rappelle qu’entre l’e´quation (2.3b) et l’e´quation
(2.3c) s’intercale l’e´tape d’interpolation de la densite´ de charges.
Fig. 2.4: Sche´ma de discre´tisation des e´quations du mouvement.
Il nous faut apporter quelques pre´cision sur la stabilite´ du sche´ma. Celui-ci est stable
pour ω0∆t ≤ 2 ou` ω0 est la fre´quence la plus grande qu’il faut re´soudre. En explicite, cette
fre´quence est la fre´quence plasma ωp. En pratique, une valeur de ∆t ve´rifiant ωp∆t ≤ 0,3
s’impose pour garantir une bonne pre´cision. Nous sommes descendus jusqu’a` 0,05.
Densite´ de charges et interpolation des champs
Les charges individuelles re´parties sur tout le domaine sont de´pose´es sur les nœuds de
la grille a` partir desquels on de´finit les quantite´s macroscopiques : c’est l’e´tape d’interpo-
lation. Pour la densite´, elle se fait d’apre`s l’e´quation (2.4). On se place a` une dimension
et i indique l’indice du nœud conside´re´ :
ρi =
∑
α
∑
p
qαW (xi − xp) (2.4)
W est appele´ facteur de forme. xi indique la position du nœud i et xp la position de la
particule p. En fonction de la distance qui se´pare la particule du point de grille, le facteur
de forme renseigne sur la fraction de charges a` de´poser sur les nœuds avoisinants. Sur la
figure 2.5 sont repre´sente´s diffe´rents facteurs de forme de l’ordre 0 a` 2.
L’ordre 0 est appele´ NGP (Nearest Grid Point). Si la particule de type α est dans la
cellule entourant le point de grille i (xi−1/2 < xp < xi+1/2), ρi = qα sinon ρi = 0.
L’ordre 1 est appele´ CIC (Cloud In Cell). C’est une interpolation line´aire qui s’e´crit
comme suit :
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
ρi = qα
(
1− xp − xi
∆x
)
ρi+1 = qα
(
xp − xi
∆x
)
Cet ordre d’interpolation est celui qui est le plus couramment utilise´ et qui est imple´-
mente´ dans notre mode`le. Il est aussi possible de poursuivre vers des ordres supe´rieurs :
l’ordre 2, appele´ TSC (Triangular Shape Cloud) fait appel lui, a` des splines quadratiques.
Son utilisation est limite´e a` cause d’un nombre accru d’ope´rations par particule qu’une
telle interpolation implique.
Fig. 2.5: Facteurs de forme jusqu’a` l’ordre 2. L’interpolation fait intervenir davantage de
nœuds a` mesure que l’on raffine le facteur de forme. D’apre`s Hockney et Eastwood [37].
Monter en ordre permet donc d’adoucir l’interpolation en faisant intervenir davantage
de nœuds voisins. Le profil de densite´ sera alors plus lisse d’un nœud a` l’autre, et le
bruit nume´rique sera re´duit. Il est inte´ressant de remarquer que l’introduction d’une grille
spatiale modifie l’image que l’on a des particules. La particule ne doit pas eˆtre vue comme
une entite´ qui n’a d’existence qu’a` l’endroit de sa position (de´finie par une coordonne´e
x) mais qui, graˆce au facteur de forme, posse`de aussi une action a` distance (cf. Fig. 2.5).
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En effet, a` l’e´chelle de la grille, les particules ponctuelles deviennent des particules de
taille finie qui ont une extension spatiale et pouvant donc s’e´taler sur plusieurs mailles.
Celles-ci se de´placent et se superposent cre´ant alors des zones plus ou moins denses. D’un
nœud a` un autre, la variation de densite´ est moins abrupte a` mesure que l’on monte en
ordre. Cette interpre´tation est de´taille´e par Hockney et Eastwood [37].
Nous nous sommes concentre´s sur la densite´ mais la proce´dure de´crite ci-dessus est
identique pour l’ope´ration inverse d’interpolation des quantite´s de grille sur les particules.
Elle se re´alise de la meˆme manie`re comme on peut le constater dans le syste`me d’e´quations
(2.5) pour les champs e´lectrique et magne´tique.
E(xp) =
∑
i
EiW (xi − xp)
B(xp) =
∑
i
BiW (xi − xp)
(2.5)
Calcul du potentiel et du champ e´lectrique
Une fois la densite´ de charges connue aux nœuds, nous sommes en mesure d’en de´duire
le potentiel re´sultant. Cela revient a` re´soudre l’e´quation de Poisson (2.3c). C’est une EDP
(e´quation aux de´rive´es partielles) elliptique du second ordre qui s’e´crit sous la forme :
Au = f (2.6)
ou` A est la matrice des coefficients de l’ope´rateur, u et f des vecteurs. f sera de´signe´
comme le membre de droite et u la solution.
Il existe plusieurs me´thodes nume´riques alliant rapidite´ et pre´cision pour la re´soudre.
Nous en pre´sentons quelques unes : re´solution par analyse de Fourier, me´thode multigrille
ge´ome´trique et enfin, me´thode multigrille alge´brique. Ce que nous appelons ”solveur” est
la partie du code de´die´e a` la re´solution de l’e´quation de Poisson.
La re´solution par analyse de Fourier [36] est la me´thode qui e´tait imple´mente´e lorsque
nous avons pris possession du code. Nous avons constate´ des temps excellents de re´solution
car le solveur e´tait paralle´lise´ en OpenMP (voir la section 2.3.1). Cependant, lorsque nous
avons souhaite´ de´marrer des simulations avec des valeurs de champ magne´tique et tension
applique´e autres que celles conside´re´es a` l’origine, le solveur s’est ave´re´ tre`s capricieux et
la me´thode de Fourier ite´rative ne convergeait plus.
Cela nous a donc pousse´s a` envisager d’autres moyens de re´solution. AGMG [56]
et Pardiso [63] ont retenu notre attention. Ils reposent pour le premier sur la me´thode
multigrille alge´brique et pour le second sur l’inversion de matrice de type LU, me´thodes
que nous allons de´tailler. Commenc¸ons dans un premier temps par pre´senter la re´solution
par analyse de Fourier.
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Re´solution par analyse de Fourier
L’e´quation de Poisson a` 1-dimension s’e´crit :
∂2
∂x2
ϕ(x) = −ρ(x)
ε0
(2.7)
Lorsqu’elle est discre´tise´e, on obtient l’e´quation (2.3c). La difficulte´ de re´solution de
cette e´quation re´side dans la de´rive´e seconde au membre de gauche. En exprimant les
quantite´s ϕ et ρ dans l’espace de Fourier, on peut facilement lever cette difficulte´. On
suppose cependant que ϕ et ρ posse`dent des limites pe´riodiques.
La transforme´e de Fourier discre`te s’e´crit, pour la quantite´ f de´pendant a` 1 dimension
de la coordonne´e x :
f(x) =
1
N
N−1∑
k=0
f(k)e2ipix
k
N
pour 0 ≤ k ≤ N ou` k est le nombre d’onde et N est le nombre de points de grille.
L’e´quation de champ (2.7) devient dans l’espace de Fourier :
1
N
N−1∑
k=0
∂2
∂x2
[
ϕ(k)e2ipix
k
N
]
= − 1
N
N−1∑
k=0
ρ(k)
ε0
e2ipix
k
N (2.8)
ϕ(k)
(
2ipik
N
)2
= −ρ(k)
ε0
(2.9)
On voit clairement que dans l’espace des k, la de´rive´e disparaˆıt et est remplace´e par un
facteur proportionnel a` k2. ϕ(x) s’obtient alors en prenant la transformation de Fourier
inverse de ϕ(k).
A 2 dimensions l’e´quation de Poisson s’e´crit :
∂2
∂x2
ϕ(x,y) +
∂2
∂y2
ϕ(x,y) = −ρ(x,y)
ε0
(2.10)
Suivant les conditions aux limites, il est possible d’effectuer une double transforme´e de
Fourier en x et en y. La me´thode est alors identique a` celle de´crite pour le cas unidimen-
sionnel. Historiquement, il e´tait envisage´ que meˆme dans un cas doublement pe´riodique,
on ne fasse une transforme´e de Fourier que dans une seule direction et qu’on traite l’autre
dimension en inversant une matrice tridiagonale. La raison avance´e e´tait que le temps
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de calcul des coefficients de Fourier e´tait une ope´ration couˆteuse [36]. Ne´anmoins, dans
le cas du propulseur, il n’est pas possible d’effectuer de transforme´e de Fourier dans la
direction axiale car des conditions de Dirichlet sont impose´es. On de´compose seulement
suivant la direction y dans l’espace de Fourier :
[
∂2
∂x2
+
(
2ipik
N
)2]
ϕ(x,k) = −ρ(x,k)
ε0
(2.11)
Ceci a` l’avantage de faire tomber une dimension et de se ramener a` un syste`me unidi-
mensionnel dans l’espace re´el. Il est de la forme A.x = y ou` A est une matrice tridiagonale.
Il peut par exemple eˆtre re´solu par la me´thode L.U. dont nous aller parler maintenant.
Me´thode directe de type LU, l’exemple de Pardiso
Le solveur Pardiso [63] repose sur les me´thodes de type de´composition LU [60]. La
de´composition LU d’une matrice A s’e´crit :
L.U = A (2.12)
ou` L est une matrice triangulaire infe´rieure et U, triangulaire supe´rieure. L’avantage
d’effectuer ce genre de de´composition est que la re´solution d’un ensemble triangulaire
d’e´quations est plus simple. L’avantage de Pardiso est qu’il tire partie de la paralle´lisation
sur me´moire partage´e.
Multigrille ge´ome´trique
La me´thode multigrille [53, 54, 13, 68] permet d’acce´le´rer la convergence de me´thodes
ite´ratives classiques telles la me´thode de Jacobi, la me´thode de Gauss-Seidel ou la me´thode
SOR [37] (Successive Over Relaxation). C’est donc une technique de re´solution reposant
sur des solveurs connus. L’inconve´nient des me´thodes pre´ce´demment cite´es est leur taux
de convergence tre`s lent. Cependant, elles posse`dent une qualite´ qui sera exploite´e par
la suite : leur rapidite´ et efficacite´ a` amortir les hautes fre´quences spatiales. Ce n’est pas
le cas des fre´quences plus basses car, dans ce cas la`, les solveurs classiques s’ave`rent
obsole`tes, expliquant ainsi leur temps de re´solution lent.
L’ide´e maˆıtresse de la me´thode multigrille est d’effectuer la re´solution sur plusieurs
grilles de re´solutions diffe´rentes. Ceci a` deux conse´quences tre`s inte´ressantes : les com-
posantes hautes fre´quences de l’erreur (ou du re´sidu) sont re´duites graˆce a` la proprie´te´
amortissante des solveurs classiques et les basses fre´quences, c’est-a`-dire celles dont les
longueurs d’ondes sont grandes par rapport a` la taille des cellules, sont e´touffe´es par une
proce´dure de correction sur une grille de faible re´solution.
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Sur la figure (2.6), l’erreur est repre´sente´e par la courbe bleue porte´e sur une grille
de grande re´solution. L’ide´e est donc de de´placer l’erreur sur une grille de plus faible
re´solution. De cette manie`re, une erreur de basse fre´quence porte´e sur une grille plus
grossie`re sera vue comme une erreur de fre´quence plus e´leve´e. La proprie´te´ amortissante
des me´thodes classiques sera ensuite exploite´e sur cette grille.
Fig. 2.6: Erreur vue par deux grilles de re´solution diffe´rentes. Grille fine (a) : l’erreur est
vue comme une erreur de basse fre´quence. Grille grossie`re (b) : l’erreur est vue comme
une erreur de haute fre´quence.
Dans un cas ge´ne´ral, un cycle multigrille se de´roule de cette manie`re : on de´marre de
la grille la plus fine puis la solution est transmise sur une grille de re´solution plus faible
(c’est la restriction). Apre`s plusieurs cycles de relaxation sur cette grille, on descend
encore d’un niveau de re´solution en transfe´rant la solution vers une grille toujours plus
grossie`re. Ce processus est poursuivi un certain nombre de fois jusqu’a` atteindre la grille
la plus faiblement re´solue. On parcourt ensuite le chemin inverse : la solution obtenue,
est interpole´e vers des grilles de plus en plus fines (c’est la prolongation) cette fois-ci en
relaxant a` chaque niveau pour finalement atteindre la grille initiale. Ce cycle s’appelle le
V-cycle. Notons enfin qu’il existe plusieurs sche´mas de multigrille : les multigrille W-cycle,
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µ-cycle ou encore le Full Multigrid (FMG). En effet, l’ordre des restrictions/prolongations
n’est pas force´ment celui pre´ce´demment de´crit.
Maintenant que nous avons introduit la me´thode multigrille ge´ome´trique, nous allons
poursuivre vers la me´thode multigrille alge´brique qui repose sur la meˆme ide´e mais qui
est plus abstraite e´tant donne´ qu’elle est destine´e a` des matrices et non a` des domaines
physiques.
Multigrille alge´brique, l’exemple de AGMG
La me´thode multigrille alge´brique [26, 13] repose sur le principe du multigrille ge´ome´-
trique mais d’une manie`re qui ne requiert pas de connaissance explicite de la ge´ome´trie
du proble`me. Il peut donc s’appliquer a` des proble`mes sans grille ge´ome´trique. Il posse`de
les meˆmes fonctionnalite´s : lissage des hautes fre´quences de l’erreur en utilisant une me´-
thode classique, et lissage des basses fre´quences en exportant l’erreur sur une grille plus
grossie`re.
Cependant, ce qui change dans le multigrille alge´brique est la de´finition des grilles
interme´diaires. Par exemple, dans le cas d’un proble`me physique tre`s anisotrope, il se
pre´sente des zones ou` un solveur classique aura plus ou moins de facilite´ a` converger. En
effet, comme nous l’avons introduit pre´ce´demment, le solveur classique lisse rapidement
les hautes fre´quences puis met plus de temps lorsqu’il est question des basses fre´quences.
A l’issue d’un nombre fixe´ d’ite´rations, l’erreur pourra donc pre´senter des zones ou` les
hautes fre´quences seront lisse´es et d’autres ou` ce nombre d’ite´rations aura e´te´ insuffisant.
La grand flexibilite´ du multigrille alge´brique est donc de pouvoir construire des grilles qui
s’adaptent en fonction des zones a` traiter, c’est a` dire des zones ou` l’erreur est lisse et
d’autres ou` l’erreur est encore tre`s fluctuante : en baissant la re´solution d’une partie de
la grille pour y exporter l’erreur basse fre´quence et en maintenant une grande re´solution
pour une autre zone d’erreur haute fre´quence. Le multigrille alge´brique est donc en mesure
de de´finir lui meˆme la grille qu’il juge la plus ade´quate au proble`me traite´, le rendant
ainsi applicable a` n’importe quel type de matrice.
Ce court expose´ sur la me´thode Multigrille alge´brique, qui pour le lecteur inte´resse´ pourra
eˆtre enrichi par la lecture du livre de Briggs [13], nous permet d’introduire un solveur
base´ sur cette me´thode, le solveur AGMG [56]. Celui-ci est disponible sur le site du
concepteur Y. Notay [2] en licence libre pour la recherche acade´mique. Nous rappelons
que notre objectif e´tait de contourner le proble`me de non-convergence du solveur Poisson
par transforme´e de Fourier. A l’instar de Pardiso, l’utilisateur doit fournir au solveur la
matrice des coefficients A (e´quation (2.6)) au format CSR. Le format CSR (Compressed
Sparse Row) est une manie`re de ranger les coefficients d’une matrice creuse (contenant
en majorite´ des 0). Cela e´vite d’inclure les 0 et permet donc d’e´conomiser l’occupation
me´moire. Ce format est de´crit en annexe B.
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Une fois rentre´s la matrice A ainsi que le membre de droite (la densite´ de charges), le
fonctionnement est transparent ce qui le rend tre`s facile d’utilisation.
Traitement des collisions
1. Choix du type de collisions
Les me´thodes les plus re´pandues pour traiter les collisions s’appuyent sur la me´thode
Monte-Carlo [55, 70]. Elles reposent sur le tirage de nombres ale´atoires utilise´s pour
calculer la probabilite´ d’occurrence des e´ve´nements collisionnels.
Conside´rons une assemble´e de particules (des e´lectrons) interagissant avec un fond
de neutres a` travers des collisions (e´lastiques, ine´lastiques). Les donne´es ne´cessaires pour
calculer la probabilite´ de collision de la iie`me particule du premier ensemble avec une
particule du second ensemble sont : l’e´nergie cine´tique incidente εi, la section efficace de
l’e´ve´nement conside´re´ et la densite´ de l’espe`ce cible.
Nous allons de´crire deux algorithmes de collisions, la me´thode classique et la me´thode
des collisions nulles qui permet d’alle´ger le nombre d’ope´rations a` effectuer.
Dans la me´thode Monte-Carlo classique, on commence par de´finir la somme de toutes les
sections efficaces des e´ve´nements en jeux dans le syste`me :
σT = σ1(i) + σ2(i) + · · ·+ σN(i)
Il y en a N possibles. On passe ensuite en revue chaque particule de la premie`re
assemble´e. La probabilite´ PT qu’une collision ait lieu pendant une dure´e ∆t s’e´crit :
PT,i = 1− exp(−∆tviσT (i)nt(xi)) (2.13)
ou` vi est la norme de la vitesse de la particule incidente et nt est la densite´ de l’espe`ce
cible a` la position xi.
Un nombre ale´atoire r1 ∈ [0,1] est tire´ et compare´ a` cette probabilite´. Si r1 < PT,i,
une collision se produit, sinon la particule est laisse´e en l’e´tat et on e´tudie le cas de la
suivante.
Dans le cas d’une collision, il faut ensuite de´finir son type parmi les N possibles.
On tire alors un second nombre ale´atoire r2 que l’on compare ensuite aux diffe´rentes
probabilite´s (eq. (2.14)) par ordre croissant de certitude d’occurrence. (le premier type
de collision est celui qui est conside´re´ comme le moins probable, le second l’est un peu
plus, et ainsi de suite.)
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P(1,2,··· ,N),i = 1− exp(−ν(1,2,··· ,N),i∆t) (2.14)
ou` ν(1,2,··· ,N),i = viσ1,2,··· ,N(εi)nt(xi) est la fre´quence de collision de type (1,2, · · · ,N)
de la iie`me particule. Enfin, lorsque l’on connaˆıt le type de collision, on la re´alise (explique´
dans la section suivante) : on calcule les nouvelles vitesses et e´nergies apre`s collisions.
Le gros de´faut de cette me´thode est qu’il faut e´valuer la possibilite´ d’une collision en
calculant pour chaque particule la probabilite´ totale PT,i. Cette e´tape couˆteuse en nombre
d’ope´rations peut eˆtre e´vite´. En effet, pour reme´dier a` cette de´pense, l’ide´e est de de´finir
une fre´quence de collision totale qui est constante pour l’ensemble des particules. Elle se
calcule de cette manie`re :
ν ′ = max
x,ε
(ntσTv) = max
x
(nt) max
ε
(σTv) (2.15)
Le maximum de densite´ de neutre nt est recherche´ sur l’ensemble du domaine et le
maximum du terme σTv sur l’ensemble des e´nergies atteignables.
Comme on peut le voir sur la figure (2.7), ν ′ domine toutes les autres fre´quences
sur l’ensemble des e´nergies. Pour certaines plages d’e´nergie, un espace est laisse´ entre la
fre´quence la plus grande et ν ′. Vient s’y glisser alors un nouvel e´ve´nement : la collision
nulle, ou l’e´ve´nement qui n’entraine aucune collision.
Il existe deux manie`res d’appliquer cette me´thode. Dans la premie`re me´thode, on cal-
cule Pnulle = 1−exp(−ν ′∆t) en de´but de simulation. Cette probabilite´ va nous permettre
de re´duire le nombre de particules a` e´tudier : a` chaque appel de la routine de collision, on
multiplie le nombre maximum de particules par cette probabilite´. Ainsi, on obtient une
population re´duite de Nre´duit e´le´ments a` traiter. Enfin, pour connaitre les indices des par-
ticules appartenant a` cette population, on tire Nre´duit nombres ale´atoires r1 qui de´signent
des particules uniforme´ment re´parties sur le domaine.
Cette manie`re de se´lectionner les particules n’est pas celle qui est imple´mente´e dans
le code. A la place, une autre manie`re est adopte´e : on calcule Pnulle en de´but de simula-
tion, puis, a` l’appel de la routine collisions, on tire un nombre ale´atoire r1 pour chaque
particule. Celui-ci est ensuite compare´ a` Pnulle : r1 < Pnulle entraine la possibilite´ d’une
collision, sinon aucune collision n’a lieu. Cela fait donc un total de Ntotal nombres ale´a-
toires.
A titre informatif, il est inte´ressant de comprendre un autre avantage de la me´thode
des collisions nulles meˆme s’il ne nous concerne pas dans le cadre de la me´thode PIC.
C’est le cas des me´thodes particules-tests ou` l’on suit les trajectoires de particules a`
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Fig. 2.7: Superposition de toutes les fre´quences de collision avec ajout de la fre´quence de
collision nulle, d’apre`s Vahedi [70].
la suite et non une population donne´e. Ce genre de me´thode est utile pour construire
des quantite´s physiques (comme des coefficients de diffusion par exemple) a` l’aide d’une
me´thode particulaire. Pour ge´rer les collisions, on e´value un temps de vol (entre deux
collisions) qui se calcule en conside´rant les fre´quences de collisions de chaque instant
depuis la pre´ce´dente collision. Ce calcul fait donc intervenir une inte´grale sur le temps de
vol qui alourdit alors les temps de re´solution.
Pour contourner le proble`me, on introduit une fre´quence de collision constante : la
fre´quence de collisions nulles ν ′ qui permet de sortir la fre´quence de collisions de l’inte´grale
et d’en de´duire facilement le temps de vol. L’inte´grale devient donc :
∫ tc
0
ν(t)dt =
∫ t′c
0
ν ′dt = ν ′t′c (2.16)
ou` tc est le temps de vol. Comme explique´ pre´ce´demment, ν
′ > ν et donc, pour
garantir l’e´galite´ pre´ce´dente, t′c < tc. Le temps de vol est re´duit par rapport a` la me´thode
classique mais il n’est plus ne´cessaire de calculer l’inte´grale a` chaque cycle d’ou` un gain
de temps [64]. Dans le cadre de la me´thode PIC, calculer un temps de vol pour chaque
particule est possible mais serait tre`s gourmand en temps car chaque particule a` un temps
de collision diffe´rent. On utilise alors la me´thode pre´ce´demment de´crite qui permet de
traiter les collisions avec un pas de temps constant.
Maintenant que l’on sait si une particule va entrer en collision (collision nulle com-
prise), on tire un second nombre ale´atoire r2 que l’on compare a` la probabilite´ associe´ au
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type de collision (eq. 2.14)). En re´sume´, cette seconde e´tape est identique a` la me´thode
classique a` la diffe´rence pre`s que nous avons un e´ve´nement en plus, la collision-nulle.
2. Re´alisation des collisions
Seulement deux types de collisions sont prises en compte dans notre proble`me : les
collisions e´lastiques et ionisantes entre les e´lectrons et le xe´non. C’est a` dire,
σT = σe−Xe,e´las(i) + σe−Xe,ioni(i)
Les profils sont trace´s sur la figure 2.8. Seul le premier niveau d’ionisation a` 12,3 eV
est conside´re´. Cette hypothe`se ainsi que la non prise en compte des processus d’excitation
peut paraˆıtre trop restrictive. Notre approche dans cette the`se est une approche globale
qui vise a` apporter des e´le´ments de compre´hension sur certains phe´nome`nes ondulatoires
et d’e´tudier leur roˆle dans le transport e´lectronique. Comme nous le verrons pas la suite,
ce mode`le fournit de´ja` une physique tre`s riche qui pre´sente suffisamment de complexite´
pour nous en tenir a` des hypothe`ses simples.
Fig. 2.8: Sections efficaces de collisions e´lectron-neutre (bleu) et d’ionisation (vert) uti-
lise´es dans le mode`le PIC.
Particules incidentes et type de collisions maintenant choisis, il faut calculer les conse´-
quences de ces rencontres.
Collisions e´lastiques : e− +Xe→ e− +Xe
La re´alisation d’une collision e´lastique entraˆıne un changement de direction de la
particule incidente et un transfert d’e´nergie de l’e´lectron vers la particule neutre. Dans
un cas ge´ne´ral, on calcule les angles de re´flexion de l’e´lectron re´fle´chi en coordonne´es
sphe´riques χ, φ et θ. Pourtant, dans notre cas, nous re´organisons les vitesses de la particule
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incidente de manie`re isotrope (en tirant les nouvelles vitesses a` partir d’une distribution
gaussienne) sans effectuer de transfert d’e´nergie entre les deux espe`ces.
On peut facilement montrer que l’e´lectron ne perd pas d’e´nergie a` l’issue de la collision
en e´crivant que l’e´nergie perdue s’exprime comme [70] :
∆ =
2m
M
(1− cosχ)
ou` m est la masse de l’e´lectron incident et M la particule cible, soit ici un atome de
xe´non (131 uma). On voit rapidement que ∆  1 en prenant m/M = 1/(131 ∗ 1836)
soit 4,1 10−6.
Une autre collision e´lastique dont nous n’avons pas parle´ mais qui est mode´lise´e est la
collision e´lectron - paroi, c’est a` dire l’interaction des e´lectrons avec les parois constitutives
du canal. Au niveau de l’anode et de la cathode, les parois sont de type absorbantes : toutes
les particules qui les franchissent sont supprime´es du domaine. Etant donne´ le domaine de
calcul, il n’y a pas d’autres parois physiques qui viennent border ses limites (en azimut,
les conditions sont pe´riodiques).
Ne´anmoins, comme nous l’avons note´ au chapitre 1, les collisions des e´lectrons avec les
parois des cylindres coaxiaux contribuent au transport e´lectronique axial. Ces cylindres
font 2,5 cm de longueur. Pour les prendre en compte, on introduit donc une troisie`me
dimension de vitesse vz. Ceci a pour conse´quence d’e´tendre d’un degre´ de liberte´ la distri-
bution d’e´nergie de la particule. Cette troisie`me composante va nous permettre de simuler
une vitesse radiale et de comparer l’e´nergie transporte´e en z a` un potentiel de gaine que
l’on fixe manuellement. L’algorithme de collision parie´tale est identique a` celui mis en
place pour les autres collisions e´lastiques (collisions nulles), a` la diffe´rence pre`s que l’on
rajoute deux conditions pour la particule : sa pre´sence dans le canal (entre 0 et 2,5 cm)
et la valeur absolue de la vitesse radiale qui doit eˆtre supe´rieure a` une vitesse seuil (le
potentiel de gaine est ramene´ a` une vitesse seuil). La fre´quence de collisions parie´tales
s’e´crit :
νp =
vz
r2 − r1 (2.17)
ou` r2 =4 cm et r1=2 cm sont le grand et petit rayon du canal, respectivement. Si
ces deux conditions sont ve´rifie´es, en plus des conditions inhe´rentes a` la me´thode des
collisions nulles, la particule percute la paroi : elle ce`de a` partir de la composante z une
portion d’e´nergie e´gale au potentiel de gaine puis on redistribue l’e´nergie restante dans les
3 directions en tirant 3 vitesses d’une distribution gaussienne, comme cela a e´te´ explique´
pre´ce´demment. Enfin, en repartant de la paroi, la particule regagne la meˆme quantite´
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d’e´nergie e´gale au potentiel de gaine. On la rajoute donc a` la composante z de l’e´lectron.
Collisions ine´lastiques ionisantes : e− +Xe→ e− +Xe+ + e−
La re´alisation d’une collision ine´lastique entraˆıne une perte d’e´nergie par e´mission d’un
photon lorsque l’e´lectron incident arrache un e´lectron secondaire. Il en re´sulte la cre´ation
d’un ion de Xenon (Xe+) et d’un e´lectron. La difficulte´ re´side dans la distribution de
l’e´nergie vers les particules a` l’issue de la collision. Une manie`re de proce´der consiste
d’une part a` conside´rer que la quantite´ de mouvement de l’e´lectron incident est si faible
par rapport a` celle du neutre, qu’une fois l’ion cre´e´, celui-ci poursuit sa trajectoire non
perturbe´e. D’autre part, l’e´lectron incident perd une portion d’e´nergie e´gale a` l’e´nergie
d’ionisation et celle restante est re´partie entre les deux e´lectrons.
Une description plus e´volue´e implique de calculer une e´quation de partition de l’e´nergie
a` partir de donne´es expe´rimentales [70]. Nous nous en tiendrons a` un mode`le simple ou`
l’e´lectron et l’ion sont cre´e´s avec une e´nergie nulle. L’e´lectron re´fle´chi, apre`s avoir perdu
la quantite´ d’e´nergie e´gale au seuil d’ionisation, poursuit sa trajectoire avec de nouvelles
vitesses prises a` partir d’une gaussienne, comme pour le cas de la collision e´lastique.
Traitement du gaz
Le gaz injecte´ dans le propulseur est du xe´non. Contrairement aux autres espe`ces qui
sont traite´es de manie`re particulaire, le gaz est lui traite´ de manie`re fluide. Son e´volution
est alors re´gie par les deux premiers moments de l’e´quation de Boltzmann : l’e´quation de
continuite´ et l’e´quation de conservation de la quantite´ de mouvement. Ce sont de plus des
e´quations uni-dimensionnelles selon l’axe du propulseur. La justification est la suivante :
le mode dominant du propulseur, le mode de respiration basse fre´quence est un mode
axial [11] (cf. section 1.5.2). Celui-ci trouve son origine dans l’ionisation pe´riodique du
xe´non couple´e a` sa dynamique qui fait osciller son front entre la cathode et l’anode. Par
conse´quent, aucune variation azimutale de la dynamique des neutres n’est incluse. Le
terme source est calcule´ lors du traitement des collisions et moyenne´ dans la direction
azimutale.
Dans ce mode`le, on ne suppose pas que la vitesse des neutres est constante. Cela
oblige donc a` prendre en compte le second moment de l’e´quation de Boltzmann. En
effet, comme explique´ dans la the`se de S. Barral [7], l’ionisation peut eˆtre vue comme
un processus qui supprime les neutres lents et ne laisse persister que les neutres rapides.
La vitesse moyenne augmente alors a` mesure que les neutres lents sont ionise´s. Un autre
processus qui ne peut pas eˆtre pris en compte dans le code du fait de la ge´ome´trie, est
l’interaction des neutres avec les parois. Les re´flexions diffuses cre´ent un flux inverse qui
fait baisser la vitesse axiale dans le canal. Ces deux processus ont donc pour conse´quence
de cre´er une de´pendance de la vitesse par rapport a` l’espace. Ci-dessous sont pre´sente´es
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les e´quations. Na est la densite´ de neutre, Vx est la vitesse moyenne axiale, νi la fre´quence
d’ionisation e´lectron-neutre et Da un coefficient de dispersion des vitesses que nous allons
expliciter plus loin.
∂Na
∂t
+
∂(NaVx)
∂x
= −νiNa (2.18)
∂(NaVx)
∂t
+
∂(NaV
2
x + 2NaDa)
∂x
= −νiNaVx (2.19)
En supposant une demi distribution maxwellienne, on ferme le syste`me a` l’aide du
coefficient Da :
Da =
1
Na
∫
fx(vx − Vx)2dvx (2.20)
qui peut s’approximer par [7] :
Da ≈ kbTa
6Ma
(2.21)
Ta est la tempe´rature d’injection des neutres. Le de´bit d’injection est de 5 mg.s
−1. La
densite´ est de 3 1019 m−3.
Enfin, on tient a` noter que traiter le gaz a` l’aide des e´quations fluides pre´sente aussi
un avantage nume´rique. Cela permet d’e´viter de re´soudre chaque trajectoire des macro-
particules, mais aussi de s’affranchir des contraintes statistiques.
Injection des e´lectrons
Nous allons de´crire la me´thode d’injection des e´lectrons base´e sur l’hypothe`se de conti-
nuite´ de courant. La de´monstration s’inspire du travail de Szabo dans sa the`se [66].
Les diffe´rents courants d’injection et de sortie du propulseur sont sche´matise´s sur la
figure 2.9. La cathode fournie un courant d’e´lectrons Icd dans le canal ainsi qu’un courant
d’e´lectrons qui vient neutraliser le courant d’ions Icb. Les e´lectrons injecte´s progressant
dans le canal, atteignent la zone d’ionisation ou` la multiplication a lieu : cre´ation d’ions
et d’e´lectrons. Le courant d’ions qui en re´sulte sort a` la fois au niveau de la cathode
(Ib+) et de l’anode (Ia+). La majorite´ des e´lectrons issus de l’ionisation ainsi que ceux qui
proviennent de la cathode participent au courant Ia− a` l’anode mais une part est aussi
e´jecte´e a` la cathode d’ou` Iaz. On ne conside´rera pas l’e´mission secondaire et l’apport de
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charges qui en re´sulte puisque les parois sont traite´es de manie`re simplifie´e.
Fig. 2.9: Courants dans le propulseur.
On de´finit le courant comme la variation temporelle de charges :
I =
dq
dt
(2.22)
Le courant de de´charge s’e´crit par de´finition :
Id = Ia+ − Ia− (2.23)
ou` par convention, nous avons choisi le signe moins pour le courant e´lectrique. Le
courant provenant de la cathode est la somme du courant d’e´lectrons incidents (Icd) et
du courant de neutralisation (Icb):
Ic = Icd + Icb (2.24)
On peut maintenant e´crire la conservation de courant pour les ions, puis pour les
e´lectrons. Le courant d’ion cre´e´ par ionisation (Ii) entraine un courant ionique a` la cathode
(Ib+) et a` l’anode (Ia+) :
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Ii = Ib+ + Ia+ (2.25)
Concernant les e´lectrons, la conservation du courant donne :
Ia− + Iaz = Ii + Icd (2.26)
Les quantite´s d’ions et d’e´lectrons cre´e´es par ionisation sont e´gales, d’ou` le courant
Ii identique pour les deux populations. Dans notre mode`le on ne conside`re que les ions
Xe+.
En regroupant la part e´lectronique (Eq. (2.26)) et ionique (Eq. (2.25))a` travers le
terme Ii on obtient :
Ia+ − Ia− = Iaz − Ib+ − Icd (2.27)
Ce qui nous inte´resse, c’est de connaˆıtre la part d’e´lectrons a` injecter dans le canal.
On exprime donc Icd en fonction des autres courants :
Icd = −Id + Iaz − Ib+ (2.28)
Comme nous l’avons dit pre´ce´demment, les ions e´jecte´s a` la cathode sont neutralise´s
par une partie des e´lectrons incidents de la cathode mais aussi par ceux qui sortent du
canal du meˆme cote´. On peut donc e´crire :
Ib+ = Icb + Iaz (2.29)
Finalement, Icd s’e´crit :
Icd = −Id − Icb (2.30)
Notre cathode est positionne´e exactement au niveau de la limite du domaine. La
neutralisation se de´roulant dans la plume n’est alors pas de´crite. On peut donc se de´ba-
rasser du terme de courant de neutralisation Icb et aboutir a` l’expression finale re´gissant
l’injection d’e´lectrons :
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Icd = −Id (2.31)
En pratique, nous calculons a` chaque pas de temps le nombre de charges positives et
ne´gatives qui sortent a` l’anode (e´quation (2.22)). Graˆce a` l’e´quation (2.23), on obtient
la quantite´ d’e´lectrons en exce`s qu’il faut alors re´injecter (eq. 2.31) a` la cathode. De
cette manie`re, on obtient une injection auto-cohe´rente qui va se re´gler naturellement en
fonction du potentiel et donc de la densite´ des espe`ces charge´es dans le domaine.
2.2.2 Formulation implicite
Comme nous venons de le voir, la formulation explicite de la me´thode PIC impose de
re´soudre la fre´quence plasma et la longueur de Debye, sans quoi le sche´ma devient instable.
Cela oblige donc d’avoir des pas de temps et d’espace tre`s petits. Cependant, il n’est pas
toujours souhaitable de de´crire des e´chelles aussi petites lorsque les phe´nome`nes d’inte´reˆt
e´voluent sur des e´chelles spatiales et temporelles plus grandes. La formulation implicite
apporte une solution a` cette proble´matique. Elle permet de briser la contrainte qui relie
le pas de temps a` la fre´quence plasma. Celui-ci est relaxe´ et on peut le choisir bien plus
grand tout en garantissant la stabilite´ nume´rique. On obtient alors un filtre temporel qui
doit permettre d’amortir les hautes fre´quences et ne pas de´naturer les basses fre´quences.
Dans le cas du moteur, on souhaite de´crire pre´cise´ment la fre´quence cyclotronique car
elle est la manifestation temporelle du champ magne´tique, responsable du pie´geage, de la
baisse de conductivite´ associe´e, et de phe´nome`nes ondulatoires fondamentaux. En effet,
l’e´tablissement de la relation de dispersion de l’instabilite´ de de´rive azimutale par A. Du-
crocq et al. [24] (cf. Fig 1.14) a montre´ que celle-ci devenait instable lorsque sa fre´quence
e´galait un multiple de la fre´quence cyclotronique. Il est donc indispensable de conserver
cette e´chelle. Au dela`, on fait le choix d’amortir ce qui est mal ou non re´solu.
Pour relaxer la contrainte sur ∆t, diffe´rentes me´thodes ont e´te´ propose´es. Elles re-
posent chacune sur des discre´tisations temporelles implicites des e´quations des trajec-
toires. Par exemple, dans la me´thode imple´mente´e, le champ e´lectrique au temps t+ ∆t
doit eˆtre connu avant d’avancer les particules qui ont leurs positions de´finies au temps t.
La premie`re me´thode dont nous allons parler est la me´thode implicite directe qui est uti-
lise´e dans le code PIC. Nous parlerons ensuite de la possibilite´ d’ajuster l’amortissement
du sche´ma. Pour clore cette partie, nous aborderons la me´thode des moments afin de
prendre du recul sur ces me´thodes qui sont assez complexes a` imple´menter et a` assimiler.
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La me´thode implicite directe
Diffe´rents sche´mas
Il existe deux classes de sche´ma implicite [17, 43] :
la classe C qui s’e´crit
xn+1 = x
′
n+1 + (c0an+1 + c1an + ...+ ck−2an−k+2)∆t
2
x′n+1 − 2x′n + x′n−1
∆x2
= an
a de´signe le champ acce´le´rateur et x le vecteur position. L’indice n est l’indice du
pas de temps. En prenant les constantes c e´gales a` ze´ros, on retrouve le sche´ma leap-frog
explicite x = x′.
La classe D quant a` elle s’e´crit :
d0(vn+1/2 − vn−1/2) + d1(vn−1/2 − vn−3/2) + ... = an+1∆t (2.32)
xn+1 − xn = vn+1/2∆t
Par la suite nous nous concentrerons sur cette dernie`re, classe privile´gie´e dans le code
PIC implicite.
Il est clair que xn+1 de´pend de an+1, rendant le sche´ma implicite. Les termes avec les
coefficients indice´s d permettent de se´lectionner l’information passe´e qu’il est ne´cessaire
de garder pour re´gler le niveau d’implicitation, l’amortissement des hautes fre´quences
et la stabilite´ du sche´ma [18]. En effet, les constantes ajustables dn sont des coefficients
de ponde´ration applique´s aux vitesses calcule´es aux instants pre´ce´dents. Ceux-ci re`glent
donc leur influence en permettant de choisir la quantite´ d’information ne´cessaire pour
calculer an+1. Le recours a` des instants ante´rieurs pour lisser le champ est analogue au
lissage spatial, ou` l’on fait intervenir des moyennes sur les nœuds. Lorsque l’on veut par
exemple lisser un profil (potentiel, densite´ etc..), on parcourt la grille (spatiale) en effec-
tuant des moyennes ponde´re´es sur des nœuds adjacents afin d’amortir les fluctuations qui
e´voluent trop fortement d’un nœud a` un autre (le bruit nume´rique en est un exemple).
On adoucit le lissage en faisant intervenir des nœuds plus e´loigne´s. Le lissage temporel a`
donc la meˆme fonction qui est de supprimer les fluctuations trop rapides par rapport au
pas de temps impose´.
Dans le sche´ma D, le champ acce´le´rateur n’est de´fini qu’au temps n + 1 ce qui accroˆıt
l’amortissement des hautes fre´quences [18]. L’amortissement est ne´cessaire car les hautes
fre´quences mal re´solues par un large ∆t peuvent subsister. Ne´anmoins, comme indique´
par Lapenta [44] le sche´ma conserve malgre´ tout des dissipations d’e´nergie aux fre´quences
non re´solues. La classe D la plus utilise´e est la classe D1 (on ne garde que les termes d0
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et d1) avec d0 = 2 et d1 = −1. Il est aussi possible de ne garder que le terme d0 ce qui
donnerait an+1 = an. Cependant, un tel choix, bien qu’assurant la stabilite´ amortirait
trop les basses fre´quences [35].
En remplac¸ant les coefficients par leurs valeurs, l’e´quation (2.32) devient :
vn+1/2 − vn−1/2 = 1
2
an+1∆t+
1
2
(vn−1/2 − vn−3/2)
xn+1 − xn = vn+1/2∆t
En posant
a¯n = (vn+1/2 − vn−1/2)/∆t
et
a¯n−1 = (vn−1/2 − vn−3/2)/∆t
le champ acce´le´rateur a` l’instant n s’e´crit :
a¯n =
a¯n−1 + an+1
2
(2.33)
Le champ a` l’instant n est donc la moyenne arithme´tique du champ en n− 1 et n+ 1.
Me´thode
A partir de ce champ implicite, on e´crit le syste`me re´gissant les positions et vitesses
des particules :

vn+1/2 − vn−1/2
∆t
= a¯n +
vn+1/2 + vn−1/2
2
× qB
m
xn+1 − xn
∆t
= vn+1/2
(2.34)
avec
a¯n =
q
m
E¯n
Dans le cadre du sche´ma D1, nous avons maintenant :
a¯n =
a¯n−1 + an+1
2
Le terme a¯n fait apparaˆıtre le champ acce´le´rateur au temps n+1 qui est par de´finition
inconnu. Pour lever l’implicitation, l’ide´e est alors d’introduire, entre les instant n et n+1,
un instant interme´diaire note´ ˜ qui permettra de de´composer le mouvement en deux
parties et de se´parer de la sorte, les deux acce´le´rations a¯n−1 et an+1. A partir de cet instant,
2.2 Description des me´thodes PIC employe´es 67
nous estimerons la variation de densite´ entre l’instant ˜ et l’instant final. Connaissant
cette quantite´, on pourra alors calculer le champ final pour finaliser le mouvement.
Mathe´matiquement, cela s’e´crit :
vn+1/2 − vn−1/2 + (v˜n+1/2 − v˜n+1/2)
∆t
=
a¯n−1 + an+1
2
+
vn+1/2 + vn−1/2 + (v˜n+1/2 − v˜n+1/2)
2
× qB
m
(2.35)
d’ou` 
v˜n+1/2 − vn−1/2
∆t
=
1
2
a¯n−1 +
v˜n+1/2 + vn−1/2
2
× qB
m
x˜n+1 − xn
∆t
= v˜n+1/2
(2.36a)
(2.36b)
vn+1/2 − v˜n+1/2
∆t
=
1
2
an+1 +
vn+1/2 − v˜n+1/2
2
× qB
m
xn+1 − x˜n+1
∆t
= vn+1/2 − v˜n+1/2
(2.37a)
(2.37b)
On se retrouve maintenant avec deux e´quations : l’e´quation (2.36a) qui correspond a`
ce qu’on appelle le PREPUSHE. Elle est exprime´e de manie`re explicite ; l’e´quation (2.37a)
correspond au ENDPUSHE qui est implicite car an+1 est pre´sent au temps interme´diaire
˜.
PREPUSHE
Dans un premier temps, on re´sout (2.36a) pour calculer v˜n+1/2. Pour sa re´solution,
on applique l’algorithme de Boris (Annexe A) : l’e´quation peut se reformuler comme la
somme d’une translation (le champ e´lectrique) et d’une rotation (le champ magne´tique).
v˜n+1/2 = Rnvn−1/2 +
∆t
4
(I + Rn)an−1 (2.38)
Rn est l’ope´rateur de rotation et s’e´crit : Rn =
2
1+θ2
(I + θ⊗ θ− θ× I)− I, I la matrice
identite´ et θ = q∆t
2m
B.
Une fois v˜n+1/2 connue on calcule graˆce a` (2.36b) x˜n+1. On se situe a` l’instant interme´-
diaire (cf. Fig. 2.10). Calculer ρ˜j,n+1 ne pose pas de proble`me : on somme les contributions
des diffe´rentes particules au point de grille j :
ρ˜j,n+1 =
∑
i
qiS(Xj − x˜i,n+1)
ou` Xj ≡ j∆x, i est l’indice de la particule et S la fonction d’interpolation.
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Fig. 2.10: sche´ma de l’algorithme de re´solution. L’instant ˜ est un instant interme´diaire.
Calcul du champ
Pour obtenir le champ a` l’instant final, il faut re´soudre l’e´quation de Poisson :
∇.En+1 = ρn+1
ε0
(2.39)
Or, nous n’avons pas encore la donne´e de densite´ au temps n+1, seulement a` l’instant
interme´diaire. Cependant, on peut estimer de combien va e´voluer la densite´ entre ces deux
instants. On exprime alors la densite´ finale comme la somme de la densite´ interme´diaire
plus une variation δρ. L’e´quation du champ devient donc :
∇.En+1 = ρ˜n+1 + δρ
0
(2.40)
De´finissons maintenant δρ. On effectue un de´veloppement limite´ de la densite´ a` l’e´tape
˜. On de´veloppe jusqu’a` l’ordre deux et on ne garde que les termes d’ordre un.
ρn+1 = ρ˜n+1 +∇ρ˜n+1δx + 1
2
∇2ρ˜n+1δx2 (2.41)
ou`
δx = xn+1 − x˜n+1
On aboutit alors a` :
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ρn+1 = ρ˜n+1 −∇.(ρ˜n+1δx) (2.42)
Soit
δρ = −∇.(ρ˜n+1δx) (2.43)
δx se calcule a` partir de (2.37a). Sachant que δx = δv∆t (Eq. (2.37b)) avec δv =
vn+1/2 − v˜n+1/2 on aboutit facilement a`
δx =
∆t2
2
(
an+1 + δv × qB
m
)
(2.44)
Pour eˆtre re´solue nume´riquement, on applique a` nouveau l’algorithme de Boris (An-
nexe A).
δx devient alors :
δx =
q∆t2
4m
(I + Rn)En+1 (2.45)
ou` on a remplace´ an+1 par son expression : an+1 = (q/m)En+1.
En injectant (2.45) et (2.42) dans (2.40) on aboutit a` :
∇.En+1 +∇.[χ · En+1] = ρ˜n+1
0
(2.46)
ou`
χ =
∆t2
4
(I + Rn)
[
qρ˜n+1
m
]
est appele´e susceptibilite´ implicite. Dans les milieux anisotropes, on retrouve de la
meˆme manie`re la susceptibilite´ dans l’e´quation de champ. Elle exprime une de´pendance
spatiale de la re´ponse du milieu a` un champ e´lectrique applique´. Pour e´tablir une analogie
avec la susceptibilite´ e´lectrique, on re´e´crit la susceptibilite´ implicite en faisant apparaˆıtre
le facteur ωp∆t :
χ = (I + Rn)
[
ω2p∆t
2 0
4q
]
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Pour ω2p∆t
2  1, ωp n’est pas re´solue comme souhaite´ en implicite. Mais la fre´quence
plasma de´pend de l’espace car la densite´ n’est pas homoge`ne. L’implicitation est donc
diffe´rente d’un point a` un autre du domaine de calcul. On peut alors voir χ comme un
terme qui permet de prendre en compte des zones de plus ou moins grande ”implicitation”
c’est a` dire des zones ou la fre´quence plasma est plus ou moins amortie.
Dans le cas ω2p∆t
2  1, χ 1 on retrouve l’e´quation de champ explicite car on de´crit
toutes les fre´quences du syste`me et le terme d’implicitation n’a donc plus lieu d’eˆtre.
L’e´quation de champ s’e´crit finalement :
∇ · [(1 + χ) · En+1] = ρ˜n+1
ε0
(2.47)
ENDPUSHE
Une fois le champ e´lectrique obtenu a` n + 1 graˆce aux informations de l’instant ˜, on
finalise le mouvement des particules.
vn+1/2 = v˜n+1/2 + δv (2.48)
qui est une re´e´criture de l’e´quation (2.37a) en rappelant (voir e´quation (2.44)) que
δv =
q∆t
4m
(I + Rn)En+1 (2.49)
l’e´quation (2.37b) donne
xn+1 = x˜n+1 + δv∆t
Calcul du champ e´lectrique
Pour calculer le champ e´lectrique dans l’e´quation (2.47) il existe plusieurs me´thodes
que nous avons de´taille´es section 2.2.1. En particulier, pour la re´solution par analyse
de Fourier a` 2-dimensions, on peut associer une me´thode ite´rative a` l’inversion LU. En
introduisant un tenseur de susceptibilite´ 1-dimension χ0, moyenne´e suivant y, l’e´quation
du champ (2.47) se re´e´crit de cette manie`re :
∇ · [(1 + χ0) · E(m+1)n+1 ] =
ρ˜n+1
ε0
−∇ · [(χe − χ0) · E(m)n+1] (2.50)
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La me´thode ite´rative de Concus et Golub [19] est utilise´e et (m) de´signe les ite´rations.
Pour chaque ite´ration, la re´solution se fait dans l’espace de Fourier dans la direction y
uniquement ce qui permet, comme explique´ en section 2.2.1, de ne traiter qu’un syste`me
mono-dimensionnel. Il se met sous forme de matrices bandes qui sont re´solues par une
technique LU [59]. Une fois la convergence atteinte, on revient dans l’espace re´el. Pour
les autres me´thodes utilise´es, base´es sur les solveurs AGMG et Pardiso, on discre´tise
l’e´quation (2.47) et on la re´sout sans modifications supple´mentaires.
Ame´lioration de la pre´diction sur le champ E
Dans la me´thode implicite directe, la pre´diction sur le champ E s’effectue a` partir d’une
position interme´diaire x˜n+1. La densite´, line´arise´e en ce point permet alors de calculer
En+1. Ne´anmoins, l’e´quation de Poisson n’est pas rigoureusement ve´rifie´e et ∇·E(r) 6= ρ(r)
ou` r permet d’introduire un processus ite´ratif. En effet, il est possible d’ame´liorer la
pre´diction sur E en calculant une valeur plus pre´cise de la densite´ interme´diaire afin, a`
terme d’atteindre l’e´galite´ ∇ · E(r+1) = ρ(r+1). Ce processus est introduit par Langdon,
Cohen et Friedman [43]. Dans notre cas, nous nous en tenons a` la me´thode directe donc
sans ite´ration.
Amortissement ajustable
Une autre direction de recherche, visible dans la litte´rature est la possibilite´ de re´gler
facilement l’amortissement du sche´ma. Comme nous l’avons introduit au de´but de cette
partie, une des proprie´te´s intrinse`ques du sche´ma D1 est son fort amortissement des
fre´quences sub-∆t. En particulier, celles qui sont non ou mals re´solues par un pas de
temps large sont dissipe´es. Cependant, les fluctuations temporelles qui sont correctement
re´solues ne sont pas e´pargne´es et peuvent souffrir d’un amortissement qui dans certains
cas devient proble´matique. En effet, ceci risque d’affecter les comportements collectifs
et les structures organise´es qui sont susceptibles de se de´velopper en re´duisant l’e´tendue
du spectre. Pour cette raison, plusieurs auteurs ont e´tudie´ la possibilite´ d’agir sur un
parame`tre qui re`gle l’amortissement [28, 22].
La seule possibilite´ offerte par le sche´ma D1 pour filtrer et amortir les fre´quences est
un choix judicieux du pas de temps. Pour e´tendre les possibilite´s de ce sche´ma, Friedman
a introduit un parame`tre θ qui permet de de´centrer l’expression de a¯n.
A partir de l’e´quation (2.34), le champ acce´le´rateur est modifie´ comme suit :
vn+1/2 − vn−1/2
∆t
=
A¯n−1 + an+1
2
+
vn+1/2 + vn−1/2
2
× qB
m
(2.51)
ou` maintenant
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A¯n−1 ≡ (θ/2)an + (1− θ/2)a¯n−2
a¯n−1 ≡ (1− θ/2)an + (θ/2)a¯n−2
avec la condition 0 ≤ θ ≤ 1.
θ = 1 permet de retrouver le sche´ma D1 tel que de´fini a` l’origine, c’est a` dire le sche´ma
le plus amortissant. A¯n−1 est le champ ressenti par la particule au temps n−1. C’est une
moyenne ponde´re´e du coefficient θ/2 sur le champ au temps n et n − 2. Lorsque θ = 1,
les champs an et a¯n−2 sont d’importances e´gales dans la moyenne. Lorsque θ = 0, on ne
prend plus en compte que le champ au temps n−2. Ainsi plus θ est grand, plus on lissera
le champ A¯n−1 en l’exprimant comme la moyenne de champs a` des instants successifs
et donc plus fort sera l’amortissement. En effet, si un mode du champ e´lectrique varie
fortement d’une position a` l’autre de la particule, cela signifie que ∆t est trop grand pour
de´crire cette variation. Il est donc inutile de lui donner une trop grande importance. Le
recours a` la moyenne permet de lisser ces fluctuations rapides. Ne resteront essentiels
dans la moyenne que les champs qui n’ont que peu e´volue´ d’un instant a` l’autre dans le
trajet de la particule.
Me´thode des moments
La me´thode des moments a e´te´ de´veloppe´e durant les meˆmes anne´es que la me´thode
implicite directe [47, 21] dans le cas e´lectrostatique par Mason et Denavit et e´tendue au cas
e´lectromagne´tique par Brackbill et Forslund [12]. Elle consiste a` re´soudre le syste`me (2.52)
compose´ des moments d’ordre 0 et 1 de l’e´quation de Boltzmann (e´quation de continuite´
et de conservation de la quantite´ de mouvement), pour chaque espe`ce s. ns =
∫
fsdv est
la densite´ de particules, us =
∫
v(fs/ns)dv est la vitesse de de´rive, Ps =
∫
v ⊗ vfsdv
est un terme cine´tique qui contient le tenseur de gradient pression et le terme de de´rive´e
convective ns(us ·∇)us. fs la fonction de distribution de l’espe`ce s. qs est la charge et ms
la masse.

∂ns
∂t
= −∇ · (nsus)
∂
∂t
(nsus) =
qs
ms
nsE−∇ ·Ps
(2.52)
Cependant, contrairement aux me´thodes fluides ou` le terme de pression est de´termine´
en faisant appel a` des moments d’ordre supe´rieur, on l’obtient ici par une me´thode par-
ticulaire. Le calcul des termes de ce syste`me tel qu’expose´ par Denavit [21] se fait de la
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manie`re suivante : pour connaˆıtre E au temps t+ ∆t, on part d’une premie`re approxima-
tion de Ps au meˆme instant futur. Cette approximation est ame´liore´e en de´plac¸ant les
particules a` l’aide d’e´quation du mouvement explicite. Ps est ensuite recalcule´ avec les
nouvelles vitesses puis, on en de´duit Et+∆t en utilisant l’e´quation de Poisson. Ce processus
est re´ite´re´ jusqu’a` ce que la convergence soit atteinte. On passe ensuite au pas de temps
suivant.
L’approximation initiale s’effectue suivant la meˆme ide´e que dans la me´thode implicite
directe : on line´arise le terme de densite´ et de courant (dans le cas e´lectromagne´tique [12]).
La fermeture du syste`me a` travers le terme de pression est re´alise´e ensuite a` l’aide d’une
e´quation d’e´tat. Un point important a` souligner est que contrairement a` la me´thode
implicite directe ou` la line´arisation s’effectue autour d’une position interme´diaire des
particules durant le cycle, elle a lieu ici en de´but de cycle. Cela contraint alors le rapport
∆t/∆x pour que le de´placement des particules n’exce`de pas une cellule par cycle.
2.3 Techniques de paralle´lisation
Le code PIC implicite (puis explicite a` fortiori) est un code qui ne´cessite de traiter
plusieurs centaines de particules par cellule pour une grille compose´e de 240*128=30720
cellules soit presque 107 particules (en prenant 300 particules par cellule). Le pas de temps
assez large, graˆce a` l’apport de la discre´tisation implicite est de 5.10−5µs. Pour simuler
50 µs, c’est a` dire une pe´riode du mode de respiration, 106 ite´rations sont ne´cessaires. A
l’e´criture du code, il e´tait donc e´vident qu’il fallait se tourner vers une architecture de
code paralle´lise´e pour re´aliser des simulations en un temps raisonnable.
Nous pre´sentons dans cette partie deux techniques existantes de paralle´lisation, la
de´composition de domaine et la de´composition de particules [61]. Cette dernie`re est celle
qui a e´te´ retenue pour le code. Nous serons donc plus a` meˆme de fournir des de´tails
sur son imple´mentation. Dans cette partie, les termes re´currents de processeurs et unite´s
de calcul vont eˆtre utilise´s de manie`re e´quivoque. Cependant, cet abus de langage peut
porter a` confusion et nous souhaitons donc e´clairer le lecteur sur ce sujet. Un processeur
est une entite´ mate´rielle charge´e d’effectuer des ope´rations mathe´matiques. Il est compose´
de plusieurs cœurs (jusqu’a` huit en 2012) qui sont des fragmentations du processeur en
unite´s inter-de´pendantes de calcul. Au sein d’un processeur, on trouve alors plusieurs
cœurs ou unite´s de calcul. A l’origine, un seul processeur contenait un seul cœur. Mais
avec l’augmentation des fre´quences de calcul, les constructeurs se sont retrouve´s bloque´s
par un goulot d’e´tranglement ou` refroidissement et e´nergie d’alimentation devenaient
excessifs. Ils ont alors emprunte´ un autre chemin qui a mene´ a` la multiplication des
cœurs a` des fre´quences certes moins e´leve´es que leurs parents mono-cores mais ouvrant
la voie au paralle´lisme au sein du processeur, soit un travail en paralle`le des diffe´rents
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cœurs entre eux.
Les syste`mes d’exploitation les plus re´pandus permettent de garantir une certaine
transparence sur la manie`re dont sont ge´re´s ces cœurs car ils s’en chargent eux-meˆmes.
Cela e´loigne donc l’utilisateur de sa machine car une connaissance pre´cise de son archi-
tecture n’est pas requise. Il en est advenu qu’un utilisateur souhaitant paralle´liser sont
code sera plus inte´resse´ au nombre de cœur a` sa disposition qu’au nombre de processeurs.
Les termes ”cœur” et ”processeur” deviennent donc la meˆme chose.
Ce qui vient d’eˆtre explique´ ne se re´sume pas qu’a` un simple proble`me de se´mantique
car il peut aussi biaiser la compre´hension et l’acce`s a` un paralle´lisme efficace. En effet,
malgre´ l’abus de langage, bien saisir la diffe´rence entre processeur et cœur permet de
comprendre la hie´rarchie de la me´moire. Dans un processeur, il existe une me´moire (en
fait, plusieurs au temps d’acce`s et tailles diffe´rentes mais qu’on peut conside´rer ici comme
n’en formant qu’une seule) appele´e me´moire cache. Celle-ci est propre a` chaque proces-
seur et surtout, prive´e (cf. Fig. 2.11). Sur une lame d’un supercalculateur, on peut trouver
deux processeurs de 4 cœurs chacun travaillant ensemble. Chaque processeur (ensemble
de 4 cœurs) a donc sa propre me´moire. S’ils veulent mettre en commun des informations,
il peuvent acce´der a` une me´moire commune comme la me´moire RAM (Random Acces
Memory). Nous pre´senterons par la suite, deux moyens d’acce´der a` la me´moire soit pri-
ve´e, soit partage´e qui, combine´s ensemble, garantissent une excellente paralle´lisation. On
comprend bien qu’il est important a` ce niveau de bien faire la diffe´rence entre processeur
et cœurs. Ne´anmoins, par usage nous ferons cet abus mais quand cela se pre´sentera, nous
expliciterons le terme.
2.3.1 De´composition de domaine
Dans la de´composition de domaine, on de´coupe le domaine physique en autant de sous-
domaines qu’il y a d’unite´s de calcul disponibles. De cette manie`re, chaque processeur
prend en charge un sous-domaine avec un lot de particules re´duit (cf. Fig. 2.12). Si une
particule sort de cet espace, elle est envoye´e au processeur voisin. Concernant le calcul du
champ e´lectrique, e´tant donne´ qu’on le calcule par diffe´rences finies, un proble`me se pose
au niveau des conditions aux limites. Pour pallier cet inconve´nient, une zone tampon est
introduite et permet d’e´tendre le sous-domaine aux premiers nœuds de l’espace voisin.
Enfin, par souci d’e´quilibrage de la charge de calcul, il est possible de de´placer les
frontie`res afin d’inclure plus ou moins de particules pour un processeur donne´. Cependant,
cela cre´e des disparite´s dans le nombre de cellules a` ge´rer. Cet aspect est surtout important
a` prendre en compte pour la re´solution de l’e´quation de Poisson lorsque chaque unite´ de
calcul re´sout celle-ci sur un sous-domaine. En effet, son temps de re´solution de´pendant
fortement du nombre de cellules, il devient ine´gal d’un sous-domaine a` un autre.
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Fig. 2.11: Sche´ma de l’architecture d’un processeur. On peut noter l’existence d’une me´-
moire propre a` chaque processeur (me´moire prive´e) et une me´moire commune (me´moire
partage´e).
2.3.2 De´composition de particules
Dans la de´composition de particules, chaque unite´ de calcul traite un groupe de par-
ticules distinct des autres. La ge´ome´trie du moteur est commune a` chaque processeur et
ceux-ci voient donc le meˆme domaine, le meˆme nombre de cellules mais aussi le meˆme
potentiel applique´ (cf. Fig. 2.12). Par contre, un groupe de particules donne´ ne voit pas
les autres ; les particules e´voluent sans avoir ”connaissance” de l’e´volution des groupes
voisins.
Les champs font partie des informations partage´es : leurs calculs s’effectuent en prenant
en compte les densite´s de chaque groupe. En pratique, une fois les e´tapes du mouvement
acheve´es, on collecte et somme les diffe´rentes densite´s des groupes pour obtenir une
densite´ totale. L’e´quation de Poisson est alors re´solue avec cette densite´ totale (de manie`re
se´quentielle ou paralle`le). Une fois le champ e´tabli, on renvoie cette information vers les
groupes et le mouvement reprend avec le nouveau champ.
Pour e´quilibrer la charge de calcul de manie`re e´quitable sur chaque processeur, il est
possible de de´placer des particules d’un groupe a` un autre lorsque le de´se´quilibre devient
trop important a` cause de la statistique. De cette manie`re, en plus de posse´der le meˆme
nombre de points de grille, chaque processeur posse`de aussi le meˆme nombre de particules.
Nous allons maintenant parler des outils utilise´s pour mener a` bien cette de´composi-
tion : OpenMP et MPI.
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Fig. 2.12: De´coupage du domaine entre 3 processeurs (a` gauche). On peut remarquer la
zone tampon qui permet de calculer les champs a` la frontie`re. De plus la taille de D3
a e´te´ volontairement exage´re´e pour indiquer qu’il peut eˆtre judicieux d’adapter la taille
du domaine en fonction de la densite´ de particules. De´coupage des particules entre 3
processeurs (a` droite). La re´partition inhomoge`ne des particules sur l’espace permet de
bien comprendre qu’on ne se soucie pas de leur re´partition spatiale, contrairement a` la
de´composition de domaine.
MPI
MPI est une interface de programmation qui fournit des instructions pour ge´rer
l’e´change de donne´es entre me´moires prive´es. MPI signifie ”Message passing interface”
c’est a` dire que l’on va envoyer des ”messages” entre processeurs (cf. Fig. 2.13). On de´finit
ce qu’on appelle un ”processus” qui correspond a` une entite´ posse´dant sa propre me´moire.
Pour faire le lien avec ce qui a e´te´ dit dans l’introduction, un processeur de 4 cœurs peut
repre´senter un tel processus car il posse`de sa propre me´moire prive´e (cf. Fig. 2.11). Dans
ce cas la`, on ne se soucie pas des cœurs car on de´signe le processeur dans son ensemble.
On verra a` la prochaine section, comment mettre a` contribution chaque cœur.
Fig. 2.13: Sche´ma repre´sentant la transmission d’une information entre deux processus.
Le processus 1 envoie un ”message”, par exemple un tableau de donne´es au processus 2.
Nous avons dit que dans la de´composition de particules, chaque entite´ de calcul (pro-
cessus) posse`de son lot de particules qui ne se ”voient” pas, fonctionnant alors de manie`re
inde´pendante. Ceci est vrai jusqu’au moment du cycle ou` ces processus doivent mettre
en commun leur densite´ pour calculer la donne´e de champ e´lectrique, et re´cupe´rer a` la
fin ce nouveau champ e´lectrique. Une interaction est alors introduite et cette e´tape est
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re´alise´e graˆce a` des instructions MPI. On va par exemple spe´cifier explicitement graˆce a`
une fonction MPI Reduce : ”que chaque processus envoie sa densite´ sur l’unite´ de calcul
0 pour eˆtre somme´e avec les autres”. Ensuite, ”que 0 renvoie le champ calcule´ vers ses
voisins” graˆce a` MPI Bcast (broadcast). Ceci est illustre´ sur la figure 2.14.
Fig. 2.14: Rapatriement des densite´s de chaque processus vers le processus 0 puis somma-
tion sur le meˆme processus (a` gauche). Envoi de la densite´ totale vers tous les processus
(a` droite).
OpenMP
OpenMP est une interface de programmation qui fournit des instructions pour ge´rer
la me´moire partage´e par plusieurs processeurs (cœurs). On introduit avec OpenMP un
niveau supe´rieur de paralle´lisation pour accroˆıtre l’efficacite´. Conside´rons par exemple un
code non paralle´lise´ qui exe´cute des instructions les unes apre`s les autres. Dans le cas
d’instructions qui travaillent sur des e´le´ments de tableaux, il est possible de partager ce
travail entre plusieurs unite´s de calculs. Ainsi, dans un code fonctionnant en se´rie, on par-
tage temporairement la charge de travail en ouvrant un environnement de paralle´lisation,
puis une fois le travail termine´, on quitte cet environnement (cf. Fig 2.15).
Dans son utilisation la plus re´pandue, on utilise OpenMP pour paralle´liser les boucles
do et charger ainsi chaque entite´ du calcul de quelques e´le´ments de la boucle. La figure
2.16 illustre cette application. On effectue la somme de a et de b qui donne c. Chaque
cœur est charge´ d’un nombre d’e´le´ments a` sommer. Tous les tableaux sont pre´sents dans la
me´moire prive´e. L’imple´mentation d’OpenMP pour ce genre de cas est assez transparente.
On de´finit seulement les boucles que l’on souhaite paralle´liser en les incluant dans un
espace particulier a` l’aide de balises. Le choix du nombre d’e´le´ments pour chaque cœur
se fait alors sans l’influence de l’utilisateur.
78 2 Un mode`le du propulseur
Fig. 2.15: Sche´ma repre´sentant l’inte´gration de la paralle´lisation OpenMP dans un code
en se´rie.
Quelques boucles dans le code sont paralle´lise´es de la sorte. Cependant, l’apport le
plus important d’OpenMP a` celui-ci se trouve dans une autre utilisation plus originale.
C’est ce que nous allons pre´senter dans la partie suivante.
Imple´mentation
Le code posse`de une paralle´lisation hybride : MPI / OpenMP. Dans la de´composition
de particules, celles-ci sont distribue´es entre diffe´rents processeurs : ce sont les processus
MPI. Chaque processus MPI posse`de donc sa part de particules. On rappelle que chaque
processus peut eˆtre assimile´ a` un processeur de plusieurs cœurs et que le roˆle de chaque
cœur est laisse´ a` la liberte´ du processus. Comment faire alors pour leur assigner une taˆche
particulie`re? Pour les mettre a` contribution, il y a certes la paralle´lisation de boucle dont
on a parle´ pre´ce´demment, mais il y a mieux. Les tableaux de particules, prive´s au sein du
processus, peuvent eˆtre rede´coupe´s entre chaque cœur des processeurs (cf. Fig. 2.17). Au
final, chacun d’entres eux posse`dera alors une petite partie de l’ensemble des particules.
L’avantage est certain. En effet, ce type de paralle´lisation est assez facile a` mettre
en œuvre et ne ne´cessite pas de connaitre les fonctionnalite´s avance´es de ces deux inter-
faces. De plus, l’association de MPI et d’OpenMP, conc¸us respectivement pour ge´rer la
me´moire distribue´e et la me´moire partage´e permet de coller au mieux a` la topologie phy-
sique du calculateur, garantissant ainsi une utilisation efficace des ressources mate´rielles.
Ne´anmoins, ce n’est pas une re`gle absolue de vouloir respecter cette topologie car il existe
toujours la possibilite´ de n’utiliser que MPI ou que OpenMP ou d’autres re´partitions pour
le meˆme but. Les performances ne seraient par contre pas force´ment optimales car malgre´
la souplesse d’utilisation de ces deux interfaces, les conside´rations mate´rielles repre´sentent
certaines limites en termes de temps de communications entre les me´moires, de rapidite´
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Fig. 2.16: Sche´ma repre´sentant l’exe´cution d’une boucle paralle´lise´e avec 4 threads
OpenMP.
d’acce`s a` ces me´moires et de taille allouable. Voir a` ce sujet l’article de Rabenseifner et
al. [62] qui e´value les performances de diffe´rentes topologies de paralle´lisation.
2.3.3 Discussion
Pourquoi avoir choisi une technique au de´triment de l’autre? Pour re´pondre a` cette
question, il faut se rappeler pour quel type de proble`me ce code s’adresse. A cause du
champ magne´tique in-homoge`ne et une collisionnalite´ faible, des forts gradients de densite´
existent. Sous l’angle nume´rique, cela se traduit par des zones de petits et grands nombre
de particules. Si une de´composition de domaine avait e´te´ privile´gie´e, il aurait fallu de´finir
des secteurs de tailles multiples pour garantir qu’un meˆme nombre de particule s’y trouve.
Cela aurait complexifie´ le proble`me pour un nombre de points de grille, finalement assez
modeste.
Une de´composition en groupes de particules est plus simple a` mettre en œuvre dans
ce cas car il n’est plus ne´cessaire de se soucier des gradients de densite´. De plus, chaque
groupe e´tant identique, on ne prend pas en conside´ration la ge´ome´trie du domaine. On
peut citer par exemple l’injection. (Dans le cas d’une de´composition de domaine, il fau-
drait que ce soit le secteur proche de la cathode qui soit charge´ de recevoir les particules
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Fig. 2.17: De´coupage des particules dans une paralle´lisation de type hybride MPI/O-
penMP. Dans ce cas, l’ensemble est de´coupe´ en 3 processus MPI ayant chacun leur me´-
moire prive´e. Puis, on poursuit le de´coupage entre 3 unite´s (thread) OpenMP. La me´moire
est partage´e (facilitant l’e´change de donne´es) entre les threads. Pour le transfert de don-
ne´es entre processus, on utilise des fonctions MPI.
injecte´es. Son traitement serait donc diffe´rent des autres secteurs).
Concernant la re´solution de l’e´quation de Poisson, comme nous l’avons dit dans la
partie 2.3.1, il est important que chaque processeur soit charge´ d’un meˆme nombre de
points de grille pour obtenir une paralle´lisation efficace. Il s’ensuit que dans la de´com-
position de domaine, si ceux-ci sont de tailles diffe´rentes, l’e´quilibrage sera mauvais pour
le calcul du champ. L’approche suivie dans la de´composition de particules est diffe´rente.
Trois solveurs ont e´te´ teste´s (section 2.2.1). Le point commun de ces trois solveurs est
que le champ est calcule´ par un seul processus, la densite´ e´tant rapatrie´e sur celui-ci
(section 2.3.2). La re´solution par transforme´e de Fourier ainsi que Pardiso profitent tous
deux d’une paralle´lisation OpenMP, donc des 4 cœurs pre´sents sur le processeur assigne´
a` cette taˆche. AGMG ne posse`de pas de paralle´lisation OpenMP. De tout ceci, il apparaˆıt
que lorsque le processus 0 s’applique a` calculer le champ, les autres processus patientent.
C’est une non utilisation de la puissance de calcul disponible pendant un court instant,
mais rendue raisonnable face a` la rapidite´ du solveur.
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Il serait pourtant utile de mettre a` contribution tous les processus disponibles. L’utili-
sation d’AGMG en paralle`le avec MPI ame`ne quelques e´le´ments de re´ponse. Il s’est ave´re´
qu’a` cause d’une grille de calcul trop petite, les communications entre processus e´taient
trop gourmandes face a` un calcul du champ tre`s rapide. Cette solution est donc destine´e
a` des proble`mes a` grosses grilles.
Pour conclure sur cette partie, pre´sentons maintenant les supercalculateurs que nous
avons utilise´s dans le cadre de cette the`se.
2.3.4 Supercalculateurs
Les supercalculateurs [1] (appele´s aussi clusters ou fermes de calcul) sont des machines
de calculs de grande puissance qui mutualisent les ressources d’ordinateurs inde´pendants.
Leur atouˆt majeur est de promouvoir et de permettre l’exe´cution d’applications paral-
le´lise´es meˆme si cela n’est pas une obligation. Ils sont donc incontournables pour les
applications lourdes ne´cessitant un nombre important de processeurs pour eˆtre acce´le´-
re´es. Ils peuvent contenir jusqu’a` plusieurs centaines de milliers de processeurs. Durant
cette the`se, nous avons eu acce`s a` deux supercalculateurs plus modestes, mais sans les-
quels il aurait e´te´ impensable de simuler le propulseur, le calculateur du groupe GREPHE
et celui du CALMIP.
Le calculateur du groupe GREPHE
Le supercalculateur du groupe GREPHE contient 16 nœuds de 2 processeurs quadri-
cœur AMD Opteron
TM
cadence´s a` 2.1 Ghz. Il totalise donc 128 cœurs. Un nœud peut
eˆtre assimile´ a` un ordinateur inde´pendant. Ces nœuds communiquent entre eux par liaison
Ethernet et contiennent chacun 8 Go de me´moire vive. Pour le code, cette quantite´ de
me´moire est largement suffisante e´tant donne´ qu’il est paralle´lise´ sur plusieurs nœuds et
que son occupation me´moire est alors re´partie. Une utilisation type du code requiert 2
nœuds soit 16 processeurs. Simuler 1 µs prend environ 1 h ce qui est raisonnable. Nous
avons juge´ plus utile de ne re´server que 2 nœuds par simulation afin d’en lancer plus.
Pour conclure sur cette courte pre´sentation du cluster, nous ajoutons qu’il est alimente´
par deux onduleurs permettant de supporter 20 minutes sans alimentation, calculs lance´s.
Le syste`me d’exploitation en place est la distribution Linux Suse.
Le calculateur du CALMIP
Le supercalculateur du CALMIP [3], Hyperion, est constitue´ d’un cluster principal
de 368 nœuds de 2 processeurs quadri-cœurs Nehalem
TM
EX cadence´s a` 2,8 Ghz et 36
Go de RAM. Cela totalise 2944 cœurs. Il est de plus accompagne´ de deux nœuds SMP
Altix UV, l’un de 48 processeurs Westmere EX octo-cores cadence´s a` 2,67 Ghz, 3 To de
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me´moire RAM et l’autre de 16 processeurs Nehalem EX exa-cores cadence´s a` 2,67 Ghz,
1 To de me´moire RAM, respectivement. La connexion des nœuds entre eux se fait graˆce
a` un syste`me InfiniBand, nettement plus rapide que l’architecture Ethernet. Etant donne´
qu’Hyperion s’adresse a` une communaute´ plus importante, il dispose d’un syste`me de file
d’attente PBS (Portable Batch System) lors du lancement des calculs. Son fonctionnement
est plus transparent que sur le cluster du groupe GREPHE qui ne dispose pas d’interface
de lancement. Enfin, duˆ a` des spe´cifications techniques plus pousse´es, 1µs est simule´e en
40 minutes.
2.4 Conclusion
Dans ce chapitre descriptif, nous avons pre´sente´ les outils de simulation en notre
possession : le mode`le PIC implicite et le mode`le PIC explicite. Dans un premier temps,
nous nous sommes concentre´s sur la re´alisation du mode`le explicite dont le sche´ma de
discre´tisation des trajectoires est plus facile a` mettre en œuvre et a` comprendre. Nous
avons pre´sente´ outre le sche´ma de discre´tisation, l’interpolation des charges sur la grille
et le calcul du champ e´lectrique. A ce stade, nous avons introduit trois solveurs dont
nous nous sommes servis pour re´soudre l’e´quation du champ : l’analyse spectrale, Pardiso
et AGMG. Enfin, la me´thode des collisions nulles pour la re´alisation des collisions a e´te´
expose´e ainsi que la description des neutres, reposant sur une me´thode fluide.
La seconde partie de ce chapitre a concerne´ le sche´ma implicite. Nous nous sommes
concentre´s sur la me´thode implicite directe, me´thode imple´mente´e dans le mode`le. Nous
avons de´rive´ les e´quations qui constituent les 3 e´tapes d’un cycle de calcul : le prepushe,
le endpushe et s’intercalant entre celles-ci : le calcul du champ e´lectrique. Pour mettre en
perspective ce sche´ma dans la litte´rature, nous avons pre´sente´ une autre me´thode impli-
cite : la me´thode des moments. D’autres directions de recherche ont aussi e´te´ aborde´es
comme l’ame´lioration de la pre´diction sur le champ ou l’amortissement ajustable.
Enfin pour clore ce chapitre, nous avons expose´ les techniques de paralle´lisation uti-
lise´es dans le mode`le et parle´ des supercalculateurs sur lesquels nous avons simule´ le
moteur.
Maintenant que nous avons de´crit en de´tails nos outils de simulation, nous allons
montrer des re´sultats sous diffe´rentes conditions. Les deux prochains chapitres sont donc
de´die´s a` la pre´sentation et a` l’analyse des re´sultats.
Chapitre 3
Des phe´nome`nes fluctuants au sein
du propulseur
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3.1 Introduction
Nous disposons de deux mode`les PIC, un mode`le comportant un sche´ma de discre´-
tisation des trajectoires implicite, valide´ par Jean-Claude Adam et Anne He´ron, et ce
meˆme mode`le mais dote´ d’un sche´ma explicite. Un facteur de scaling y a de plus e´te´ im-
ple´mente´ afin de soulager les contraintes sur le pas de temps et le pas d’espace, inhe´rentes
au sche´ma explicite. Dans un premier temps, nous allons simuler le fonctionnement du
propulseur avec des constantes de scaling diffe´rentes. Nous de´gagerons des tendances en
fonction de ce facteur et isolerons celui qui nous semble le plus adapte´ pour de´crire la
physique du propulseur. Ces re´sultats seront ensuite compare´s avec ceux obtenus avec
des simulations implicites.
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Dans la seconde partie de ce chapitre, nous pre´senterons les phe´nome`nes fluctuants
qui apparaissent lors d’une de´charge. Le mode`le explicite sera utilise´ pour cette e´tude
car il permet d’observer le de´veloppement de fluctuations, non pre´sentes dans le mode`le
implicite. Nous parlerons avant tout du mode de respiration puis de l’instabilite´ de de´rive
azimutale (haute fre´quence), toutes deux reproduites par les mode`les mais qui pre´sentent
ne´anmoins des diffe´rences. Nous tenterons de prendre alors du recul sur le de´veloppe-
ment de l’instabilite´ haute fre´quence en rappelant les re´sultats obtenus par Alexandre
Ducrocq [23] sur la relation de dispersion de cette onde, dote´e maintenant du facteur de
scaling. A la suite de cette instabilite´, nous pre´senterons un mode axial, l’instabilite´ de
temps de transit et terminerons par un mode azimutal basse fre´quence.
3.1.1 Conditions de de´marrage
Le domaine de simulation est de 4 cm dans la direction x et de 2 cm dans la direction
y. Les pas de temps et d’espace utilise´s sont les suivants :
Implicite :
– ∆t = 0,15/ωc
– ∆x,y = 0,16 10−4 m soit 240 points de grille en x et 128 en y.
Explicite :
– ∆t = 0,05/ωp
– ∆x,y = 0,2 10−4 m soit 200 points de grille en x et 100 en y.
Ce faible nombre de points de grille utilise´ avec le sche´ma explicite est lie´ au facteur
de scaling. Nous allons de´tailler cette proce´dure dans la prochaine partie.
Le de´marrage des simulations se fait de la manie`re suivante. Nous de´posons une densite´
constante d’e´lectrons et d’ions de 1018 m−3 sur tout l’espace. L’e´nergie des particules est
choisie a` partir d’une fontion de distribution maxwellienne avec une tempe´rature de 1
eV. La densite´ initiale de gaz est distribue´e suivant un profil de marche adoucie dont le
maximum est e´gal a` 3 1019 m−3. Ce profil est proche de celui que l’on obtient a` l’e´tat
d’e´quilibre et nous permet alors de converger plus rapidement. La marche de xe´non est
pre´sente´e sur la figure 3.1. Nous y avons aussi repre´sente´ le champ magne´tique impose´.
Son profil restera inchange´ pour toutes les simulations. Seul son maximum sera modifie´.
Le potentiel de gaine est fixe´ a` 20 V de l’anode jusqu’au plan de sortie place´ a` 2,5 cm.
Nous rappelons que l’ajout de ce potentiel permet de simuler l’influence des parois (les
e´lectrons dont l’e´nergie dirige´e en z est supe´rieure a` ce potentiel sont re´fle´chis de manie`re
isotrope). Sauf indication contraire, cette valeur restera inchange´e. Enfin, le gaz xe´non
est injecte´ a` l’anode avec un flux de 5 mg.s−1.
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Fig. 3.1: Densite´ initiale de gaz et champ magne´tique applique´.
3.2 Validation de la me´thode de scaling
3.2.1 Exploration du domaine de validite´
Comme nous l’avons dit dans le chapitre 1, nous avons applique´ une me´thode de scaling
nume´rique pour le mode`le explicite. On rappelle qu’elle se base sur un grossissement de
la permittivite´ du vide 0 afin de relaxer les contraintes sur le pas de temps et le pas
d’espace (qui sont lie´s a` la fre´quence plasma et a` la longueur de Debye respectivement,
voir la section 1.4.2). Ce scaling s’e´crit ainsi :
ωp =
√
nee2
me?0α
= ω?pα
−1/2 (3.1)
λd =
√
α?0kbTe
nee2
= λ?dα
1/2 (3.2)
e est la charge de l’e´lectron, ne est la densite´ e´lectronique, kb la constante de Bolztmann
et Te la tempe´rature e´lectronique. α est le parame`tre de scaling. Les quantite´s e´toile´es
sont les quantite´s avant scaling.
Les pas de temps et d’espace qui s’e´crivent :
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∆t? ∼ C
ω?p
(3.3)
∆x,y? ≤ λ?d (3.4)
ou` C est une constante, deviennent :
∆t = ∆t?α1/2 (3.5)
∆x,y = ∆x,y?α1/2 (3.6)
Nous avons entrepris une se´rie de tests avec diffe´rentes valeurs de α, α = 1 e´tant
la valeur correspondante a` la permittivite´ originale. Nous ne pouvons malheureusement
pas descendre a` une telle valeur e´tant donne´e la charge de calcul conside´rable que cela
repre´sente. Nous allons ne´anmoins balayer une plage de valeurs plus e´leve´es et observer le
comportement du syste`me. α sera abaisse´ autant que possible afin d’aboutir a` un syste`me
qui ne varie plus en fonction de ce parame`tre. Autrement dit, nous atteindrons une valeur
de α telle que ∆t et ∆x,y qui en de´pendent seront suffisament petits pour re´soudre
correctement les longueurs et temps caracte´ristiques des phe´nome`nes fondamentaux du
syste`me. Les re´sultats des simulations avec une tension de 300 V pour 100 G et 170 G
sont trace´s sur les figure 3.2 et 3.3 respectivement. Nous avons utilise´ diffe´rentes valeurs
de α. Sur celles-ci sont trace´s, la densite´ e´lectronique (a), le champ e´lectrique axial et
azimutal 1 (b), la densite´ e´lectronique axiale (c) et les mobilite´s fluides et collisionnelles
(d). Ces quantite´s ont e´te´ moyenne´es en temps et suivant l’azimut.
La mobilite´ collisionnelle s’e´crit :
µ⊥,c =
e
meνm
1
1 + (ωc/νm)
2 (3.7)
Elle est e´troitement lie´e a` la densite´ de neutres et au champ magne´tique a` travers le
terme collisionnel νm et la fre´quence cyclotronique ωc respectivement. Les phe´nome`nes
physiques qui sont responsables du transport sont donc clairement de´finis. Nous utilisons
les trois processus collisionnels pour calculer le terme νm : les collisions e´lectron-neutre,
les collisions parie´tales et les collisions ine´lastiques d’ionisation.
La seconde mobilite´ est la mobilite´ fluide. Elle de´pend de quantite´s macroscopiques :
1. La valeur quadratique moyenne est employe´e pour le champ azimutal e´tant donne´ son caracte`re
fluctuant.
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µ⊥,fluide = − vx
Ex +
2
3qene
∇(neEn) (3.8)
Elle provient de l’e´quation de quantite´ de mouvement (cf. e´quation (1.4)) simplifie´e
a` l’aide de deux hypothe`ses : le tenseur de pression est diagonal et isotrope et les termes
d’inertie temporelle et spatiale sont ne´glige´s par rapport au terme collisionnel et ma-
gne´tique. Cette dernie`re hypothe`se est d’autant plus justifie´e que notre ge´ome´trie nous
contraint a` travailler perpendiculairement aux lignes de champs. Ainsi l’excursion des e´lec-
trons est limite´e par leur rayon de Larmor. Les collisions ont donc lieu sur des longueurs
caracte´ristiques plus courtes que les variations macroscopiques de densite´ e´lectronique.
(a) Densite´ e´lectronique. (b) Champ e´lectrique axial (trait plein) et azi-
mutal (trait discontinu).
(c) Energie e´lectronique. (d) Mobilite´ fluide (trait plein) et collisionnelle
(pointille´s).
Fig. 3.2: Profils pour diffe´rentes valeurs de facteur de scaling α. Le champ magne´tique
est de 100 G et la tension de 300 V.
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A 100 G, quatres valeurs du parame`tre α ont pu eˆtre teste´es : 50, 80, 120 et 200. Comme
on peut le voir sur les quatre figures 3.2, deux re´gimes se distinguent, au dessus de α=80
et en dessous. Il semblerait que le rapport ωp/ωc ou` ωc est la fre´quence cyclotronique
de´finisse le seuil de transition entre les deux re´gimes. Pour le mode`le implicite ainsi que
pour les simulations avec α < 80, ωp/ωc > 3. Si ωp/ωc < 3 soit pour les simulations avec
α > 80, on change donc de re´gime.
(a) Densite´ e´lectronique. (b) Champ e´lectrique axial (traits pleins) et azi-
mutal (traits discontinus).
(c) Energie e´lectronique. (d) Mobilite´ fluide (traits pleins) et collision-
nelle (pointille´s).
Fig. 3.3: Profils pour diffe´rentes valeurs de facteur de scaling α. Le champ magne´tique
est de 170 G et la tension de 300 V.
A 170 G, les re´sultats sont plus complique´s a` interpre´ter. Nous avons teste´ trois
valeurs de α : 50, 80 et 100. Qualitativement, les profils sont en bon accord, excepte´
pour l’e´nergie e´lectronique (cf. Fig. 3.3 (c)) qui est plus e´leve´e dans la seconde moitie´
du domaine. Le scaling introduit ine´vitablement des modifications quantitatives sur le
syste`me. Cependant, nous voulons comprendre la physique du propulseur a` travers un
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mode`le nume´rique. Il faut donc que les tendances observe´es avec le plus petit facteur de
scaling atteignable soient reproduites avec un facteur de scaling plus grand. En pratique a`
100 G, nous avons observe´ une modification radicale du syste`me entre α = 80 et α = 120.
A 170 G, nous n’avons compare´ les re´sultats obtenus avec α = 80 et α = 50 mais nous
n’avons pas note´ de modification notable. En particulier, nous nous sommes concentre´s
sur les phe´nome`nes turbulents comme l’instabilite´ azimutale haute fre´quence (de´crite plus
loin) et avons observe´ la meˆme dynamique ainsi que le meˆme nombre de modes. Pour
cette raison, dans le reste de ce manuscrit, nous avons choisi de fixer la valeur de α a` 80.
3.2.2 Comparaison entre le mode`le implicite et le mode`le expli-
cite
Outre la phase de validation intrinse`que du mode`le explicite, nous avons voulu compa-
rer ses re´sultats a` ceux du mode`le implicite. En effet, comme nous l’avons indique´, nous
n’avons pas e´te´ en mesure de simuler le moteur avec un sche´ma explicite sans facteur
de scaling a` cause de la pre´cision nume´rique requise. Auquel cas, il aurait e´te´ facile de
conclure sur la part de responsabilite´ du scaling dans les re´sultats. A la place, nous nous
sommes concentre´s sur le mode`le implicite car il a e´te´ valide´ par Jean-Claude Adam et
Anne He´ron [4].
Nous pre´sentons sur la figure 3.4 des comparaisons de re´sultats du mode`le explicite et
implicite. Nous avons trace´ le champ e´lectrique, la densite´ e´lectronique et la mobilite´ fluide
et collisionnelle, moyenne´s en temps et suivant l’azimut. Nous avons simule´ le propulseur
avec un champ magne´tique de 170 G, un potentiel de 300 V et un facteur de scaling pour
l’explicite e´gal a` 80. Sur le profil de mobilite´, nous avons trace´ la mobilite´ fluide ainsi
que la mobilite´ collisionnelle en prenant en compte les 3 processus collisionnels : collisions
e´lectron-neutre, collision e´lecron-paroi et ionisation.
Le champ acce´le´rateur calcule´ avec l’explicite est le´ge`rement plus faible que celui de
l’implicite mais qualitativement, les profils sont tre`s proches. La valeur maximum plus
petite est attribue´e a` la remonte´e cathodique beaucoup plus importante que celle du
mode`le implicite. La gaine de ce dernier est mal de´crite (d’ou` les fluctuations a` ce niveau)
a` cause de la taille des cellules qui ne permettent pas de re´soudre la longueur de Debye. La
diffe´rence la plus marquante constitue sans aucun doute la valeur quadratique moyenne
du champ azimutal. En explicite elle ne de´passe pas 5 kV.m−1 alors qu’en implicite elle
de´passe 10 kV.m−1. Cet e´cart permet de comprendre l’origine de la diffe´rence de mobilite´
fluide visible sur la figure 3.4 (c). En effet, l’instabilite´ de de´rive introduite en section 1.14
se de´veloppe selon cette composante et participe au transport anormal, comme nous le
verrons.
Par la suite, nous montrerons que l’instabilite´ qui se de´veloppe dans l’explicite pre´sente
un nombre de mode diffe´rent pour des conditions de simulation identiques. Le profil
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(a) Composantes axiale (traits continus) et azimu-
tale (traits discontinus) du champ e´lectrique .
(b) Densite´ e´lectronique.
(c) Mobilite´s fluide (traits continus) et collision-
nelle (traits discontinus).
Fig. 3.4: (a) : Profils moyenne´s en temps et en azimut du champ e´lectrique (a), de la
densite´ e´lectronique (b) et de la mobilite´ (c) pour le sche´ma explicite (vert) et implicite
(bleu). B = 170 G, U0=300 V et le parame`tre de scaling α = 80.
de densite´ explicite pre´sente une le´ge`re remonte´e dans la seconde moitie´ du domaine
contrairement au cas implicite. Le transport axial e´tant moindre dans l’explicite, il est
raisonnable de penser que se produit une plus forte accumulation de densite´ dans cette
zone.
Pour l’instant, il est hasardeux de vouloir conclure sur les raisons de tels e´carts et
donc de savoir si un mode`le est mauvais par rapport a` l’autre. Ce qui est suˆr, c’est que
le transport est diffe´rent dans l’explicite et l’implicite. Cela constitue alors notre e´nonce´
de base : e´tant donne´ un transport axial, comment se comporte la de´charge? C’est une
liberte´ offerte par la mode´lisation nume´rique dont nous allons profiter.
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La difficulte´ a` appre´hender le fonctionnement du propulseur tient a` son caracte`re
instationnaire et a` l’interde´pendance de chaque me´canisme du syste`me. Le phe´nome`ne le
plus significatif et qui traduit le mieux les changements internes est sans doute le mode de
respiration. Celui-ci a de´ja` e´te´ pre´sente´ dans le chapitre 1, section 1.5.2. Nous invitons
donc le lecteur a` s’y re´fe´rer pour avoir une introduction du phe´nome`ne. Nous rappelons
que la signature de ce mode est l’oscillation de courant de de´charge. Nous avons donc
trace´ sa variation temporelle sur la figure 3.5 pour le mode`le explicite et implicite. La
superposition des deux courants permet de voir clairement une autre diffe´rence entre les
deux mode`les : l’amplitude des oscillations, plus grande pour l’explicite, amortie pour
l’implicite.
Fig. 3.5: Courant de de´charge en fonction du temps, calcule´ par l’implicite (vert) et par
l’explicite (bleu). B = 170G et U0 = 300V dans les deux cas.
Sur la figure 3.6, nous avons trace´ l’e´volution temporelle de la densite´ de xe´non en
fonction de l’espace, pour le cas implicite et son e´quivalent explicite. Ces profils viennent
confirmer que la variation du courant ionique est directement lie´e a` la dynamique du
xe´non. Plus pre´cise´ment, nous avons superpose´ sur la figure 3.7 une coupe de xe´non prise
a` 2 cm selon x en fonction du temps, sur le profil du courant de de´charge. La corre´lation
entre les oscillations de xe´non et le courant est clairement visible. En effet, on note que le
courant croˆıt lorsque chute la densite´ de xe´non ce qui nous renseigne sur la dynamique de
l’ionisation. Les ions ainsi nouvellement cre´e´s sont acce´le´re´s vers l’exte´rieur du propulseur
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aboutissant au pic observe´. Une fois le xe´non e´puise´, la production d’ions s’arreˆte et le
courant chute a` son tour.
Fig. 3.6: Contours de densite´ de neutres en fonction de l’espace et du temps dans le cas
implicite (a` gauche) et explicite (a` droite).
Fig. 3.7: Courant de de´charge en fonction du temps superpose´ a` une coupe de xe´non prise
a` 2 cm. Ces re´sultats proviennent du mode`le explicite pour des parame`tres d’entre´e qui
sont : B = 170G et U = 300V pour les deux cas.
Ce me´canisme n’est bien entendu pas une nouveaute´ dans la communaute´ de la propul-
sion spatiale, comme en atteste la quantite´ de publications sur ce sujet [16], [32], [20], [15], [11], [27].
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Malgre´ la richesse d’informations que l’on peut trouver dans ces publications, nous sou-
haitons apporter des pre´cisions supple´mentaires a` la lumie`re des re´sultats de nos mode`les
PIC. Il nous a semble´ inte´ressant, en effet, de mettre en avant l’influence du transport
e´lectronique sur la dynamique du mode d’ionisation. Des auteurs se sont de´ja` penche´s sur
la question comme Hagelaar et al. [34], en utilisant un mode`le hybride pre´sente´ dans l’in-
troduction. Comme nous l’avons dit, ils ne peuvent pas de´crire de manie`re auto-cohe´rente
le transport. En augmentant ou en diminuant des coefficients de transport, ils ont e´te´ en
mesure de moduler l’amplitude des oscillations de courant. La raison est que comme
l’amplitude du champ e´lectrique axial et le transport e´lectronique sont e´troitement lie´s,
l’e´nergie incidente des e´lectrons, gagne´e dans le champ e´lectrique de´pend alors indirec-
tement du transport e´lectronique. On peut donc dire qu’en jouant sur les me´canismes
responsables du transport, on joue directement sur la manie`re dont se de´roule l’ionisation
et donc, sur le caracte`re du mode qui en de´pend. Cependant, les coefficients de transport
sont fige´s dans le temps et on ne peut donc rien dire sur une e´ventuelle variation tempo-
relle de celui-ci. De plus, une question reste en suspens concernant la nature du transport :
est-ce un transport collisionnel, un transport fluctuant, ou une combinaison
des deux?
Fig. 3.8: Pic de courant de de´charge (trait bleu continu) et ionique de sortie (trait discon-
tinu bleu) en fonction du temps, coupe a` 2 cm du profil de xe´non (trait rouge discontinu).
B = 170G, U0 = 300V .
Nous allons profiter de la description auto-cohe´rente du transport e´lectronique offerte
par nos mode`les PIC pour re´pondre a` ces questions. Pour simplifier l’analyse, nous allons
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de´composer les phases d’une seule oscillation car cette dernie`re de´pend en amont de phe´-
nome`nes dynamiques a` de´terminer. Nous nous plac¸ons alors sur une pe´riode d’oscillation
comme on peut le voir sur la figure (3.8). La densite´ de xe´non y est aussi trace´e a` l’instar
de la figure (3.7). Cette figure est essentielle pour la description qui va suivre car elle per-
met au lecteur de se repe´rer par rapport a` l’instant de la de´charge : la phase montante,
le pic et la phase descendante. Par ailleurs, pour marquer cette transition, nous avons
centre´ le temps au maximum du pic. Cette convention sera maintenue dans le reste
de ce manuscrit.
Au cours de la de´charge, nous avons note´ l’apparition de deux phe´nome`nes ondula-
toires : une onde de champ azimutal haute fre´quence (l’instabilite´ de de´rive azimutale)
dans la monte´e de courant, et une onde de champ axial dans la chute. Il existe en fait un
troisie`me phe´nome`ne ondulatoire qui n’apparaˆıt que dans une situation plus spe´cifique.
Lorsque l’on baisse le champ magne´tique a` 100 G et que la tension est fixe´e a` 300 V,
on fait baisser l’amplitude des oscillations de courant et il est alors quasiment constant.
Apparaˆıt alors ce troisie`me phe´nome`ne ondulatoire : une onde azimutale basse fre´quence.
Nous allons maintenant les de´crire.
3.3.1 Champ fluctuant azimutal haute fre´quence
Sur la figure 3.9, nous avons trace´ en (a) et (c) le champ azimutal ainsi que la densite´
e´lectronique en (b) et (d) avant et apre`s le pic de courant. On note le de´veloppement
d’une onde de champ qui disparaˆıt dans la chute. C’est l’instabilite´ de de´rive azimutale.
On montrera qu’elle apparaˆıt lorsque la collisionalite´ baisse et qu’elle participe alors au
transport des e´lectrons. Nous verrons en effet qu’a` son existence est lie´e un transport
important de matie`re au centre du domaine jusqu’a` un instant co¨ıncidant avec le pic de
courant (cf. Fig. 3.9 (d)).
La fre´quence mesure´e de l’onde (cf. Fig. 3.10) est de 3 MHz. A. Ducrocq [23] et
Adam et al. [4] ont e´tudie´ la relation de dispersion de cette onde et ont montre´ qu’elle
rentrait dans un re´gime instable lors de re´sonances entre sa fre´quence et la fre´quence
cyclotronique des e´lectrons. Cette instabilite´ est aussi observe´e dans le mode`le implicite
mais pre´sente quelques diffe´rences. En effet, alors qu’ici le mode spatial dominant est
m=12, il est d’environ m=20 dans l’implicite (cf. Fig 1.14) pour les meˆmes conditions de
fonctionnement : B=170 G et U0=300 V. Cette instabilite´ est visible tout au long d’une
simulation implicite mais pre´sente ne´anmoins des variations d’amplitude en fonction de
la phase du courant de de´charge.
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(a) Champ azimutal a` t=-3 µs. (b) Densite´ e´lectronique a` t=-3 µs.
(c) Champ azimutal a` t=2,5 µs. (d) Densite´ e´lectronique a` t=2,5 µs.
Fig. 3.9: Profils de champ azimutal et de densite´ e´lectronique avant le pic (d’ou` le signe
ne´gatif) et apre`s le pic. Le champ magne´tique est de 170 G et la tension de 300 V.
Relation de dispersion avec facteur de scaling
Pour tenter de comprendre les diffe´rences observe´es entre ces deux mode`les, nous
allons rappeler la relation de dispersion de l’instabilite´ telle qu’obtenue par Adam et al.
et A. Ducrocq. Pour de´river l’e´quation, les hypothe`ses suivantes ont e´te´ faites :
1. Le champ e´lectrique est constant et purement axial. Le champ magne´tique est
constant et purement radial.
2. La vitesse de de´rive Vd est suffisamment large pour ne´gliger la vitesse de de´rive
magne´tique et la vitesse de de´rive diamagne´tique.
3. Les ions sont froids et leurs trajectoires ne sont pas affecte´es par le champ magne´-
tique.
4. Les e´lectrons sont de´crits a` l’aide d’une distribution maxwellienne ou` la tempe´rature
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Fig. 3.10: Fre´quence de l’instabilite´ azimutale.
est isotrope. Elle est centre´e en Vd, la vitesse de de´rive e´lectrique.
f0 = n0
(
me
2pikBTe
)3/2
exp
(
−(v − Vd)
2
2V 2th
)
(3.9)
ou` n0 est la densite´ non perturbe´e, Vth la vitesse thermique, Te la tempe´rature e´lec-
tronique, me et kB la masse de l’e´lectron et la constante de Bolztmann respectivement.
La densite´ ionique est exprime´e en fonction des e´quations fluides puis est line´arise´e.
La densite´ e´lectronique provient de l’e´quation de Vlasov line´arise´e a` l’ordre 1. Une per-
turbation e´lectrostatique est prise en compte :
Φ = φei(k.r−(ωr+iγ)t) (3.10)
ou` k est re´el et la fre´quence complexe est compose´e de la fre´quence re´elle ωr et du taux
de croissance γ. Enfin, les densite´s perturbe´es sont injecte´es dans l’e´quation de Poisson.
Finalement la relation de dispersion s’e´crit :
k2⊥λ
2
d
(
1− me
mi
ω2p
ω2
)
+ 1− I0(b)e−b +
n=∞∑
n=1
2(ω − kyVd)2In(b)e−b
(nωc)2 − (ω − kyVd)2 = 0 (3.11)
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ou` k⊥ et ky sont les normes des composantes du vecteur d’onde perpendiculaire au
champ magne´tique et suivant y, λd la longueur de Debye, mi la masse d’un ion respective-
ment, ω, ωp et ωc la fre´quence de l’onde, la fre´quence plasma et la fre´quence cyclotronique
respectivement et Vd la vitesse de de´rive E×B. I0 et In sont les fonctions de Bessel d’ordre
0 et n respectivement avec n entier, et b un parame`tre e´gal a` b = k2yV
2
th/ω
2
c .
Avant de re´soudre la relation de dispersion nume´riquement, A. Ducrocq a de´rive´
analytiquement les taux de croissance de l’instabilite´ pour plusieurs cas asymptotiques :
1. L’hypothe`se plasma froid : b  1 et ξ  1 ou` ξ est un parame`tre pre´sent dans la
fonction de Fried et Conte Z qui de´pend de la vitesse thermique. Il obtient une zone
instable qui est :
Vth/Vd  1
ωc < kyVd < ωUH
ou` ωUH =
√
ω2p + ω
2
c est la fre´quence hybride haute. Avec le facteur de scaling, la
seconde e´quation devient :
ωc < kyVd <
√
ω?2p α
−1 + ω2c
Le facteur de scaling re´duit donc la plage instable. Pour une densite´ e´lectronique de
1,2 1018 m−3, un champ magne´tique de 170 G, un champ e´lectrique de 27 kV.m−1,
une longueur d’azimut de 2,1 cm et un facteur de scaling de 80 (valeurs prises a`
partir de la figure 3.4), la plage instable est re´duite de telle sorte que seules les
modes m infe´rieurs ou e´gaux a` 19 sont instables (m = ylong/(2pi)ky ou` ylong est
la longueur en azimut). Cette valeur est proche du mode m=13 que l’on voit se
de´velopper dans l’explicite.
Le taux de croissance de l’instabilite´ sous l’hypothe`se plasma froid avec le facteur
de scaling 2 α s’e´crit :
γ = ω?pi
√
k2yV
2
d − ω2c
ω?2p + α(ω
2
c − k2yV 2d )
(3.12)
De plus, lorsque la condition de re´sonance est remplie kyVd = ωUH , il devient :
2. On rappelle que les quantite´s e´toile´es sont les quantite´s originales.
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γ =
√
3
2
ω?p
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me
mi
)1/3( ω?p
2
√
α3ω2p + α
4ω2c
)1/3
(3.13)
Le facteur de scaling re´duit donc les taux de croissance.
2. Le cas kyVd ≈ nωc avec ω  kyVd. Au voisinage de la re´sonance, le taux de crois-
sance s’e´crit :
γ = k⊥λ?dω
?
pi
√
δ
n0ωcIne−b
(3.14)
ou` δ est un petit de´placement tel que kyVd = nωc + δ.
Dans ce cas, le taux de croissance n’est pas affecte´ par α. De plus, les re´gions
de stabilite´ et d’instabilite´ ne sont pas modifie´es car α n’intervient pas dans les
crite`res de stabilite´. Lorsque δ = 0, on entre dans la re´gion instable si : kyVd > nωc
et F (kyVd) < 0, ou` F est la relation de dispersion. Si kyVd < nωc et F (kyVd) > 0 les
perturbations sont stables.
3. La transition F (kyVd) = 0. Cette transition se situe entre les re´gions de stabilite´ et
d’instabilite´. Le taux de croissance s’e´crit :
γ =
√
3
2
(k⊥0λ
?
d)
2/3
(
k0ω
?2
pi
∂F/∂Vd
)1/3
(3.15)
ou` k⊥0 =
√
k2x + k
2
0 avec k0 la valeur de k telle que F (k0Vd) = 0.
A nouveau, le taux de croissance n’est pas affecte´ par α.
Il semblerait donc que l’ajout du facteur de scaling n’ait pas d’influence sur les taux
de croissance de l’instabilite´ hormis sous l’hypothe`se plasma froid. Cependant, celle-ci
n’est pas ve´rifie´e dans le cas de nos simulations explicites. En effet, pour une vitesse
thermique de 30 eV (qui est l’ordre de grandeur observe´ dans le mode`le explicite) et un
nombre d’onde ky correspondant a` un mode m=13, le facteur b est supe´rieur a` 1. Nous
avons aussi vu que pour les autres hypothe`ses (a` la re´sonance et entre deux re´sonances),
le facteur de scaling n’introduisait pas de modification du taux de croissance. Toutefois,
la pre´sence dans la relation de dispersion du terme k2⊥λ
2
d = k
2
⊥λ
?2
d α introduit bien une
diffe´rence qu’il est difficile de quantifier en l’absence d’une re´solution nume´rique de la
relation de dispersion. Il donc difficile a` ce stade de conclure a` la lumie`re des re´sultats
analytiques, sur les modification introduites par le facteur de scaling.
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3.3.2 Onde de champ axial
Sur le profil de courant d’ions en explicite, on peut voir clairement dans la phase
descendante de l’oscillation de le´ge`res perturbations de courant (cf. Fig. 3.8). Pour avoir
une image plus pre´cise de la dynamique du champ e´lectrique, nous avons trace´ sur la
figure 3.12 diffe´rents profils spatiaux du champ axial a` six instants successifs. Comme on
peut le voir, on observe la progression d’un front de champ en direction de la sortie, c’est
a` dire la progression d’une onde axiale. A 170G et 300V, ce phe´nome`ne se reproduit de
manie`re pe´riodique jusqu’a` amortissement total du champ e´lectrique a` la fin de la chute.
A tension plus basse, nous avons observe´ que ce phe´nome`ne perdurait au cours de la
de´charge bien que variant en intensite´ suivant la phase de courant.
Sur la figure 3.11, nous avons trace´ la transforme´e de Fourier du mode dominant. On
note un premier pic proche de ze´ro qui correspond au mode de respiration pre´ce´demment
de´crit. Il est mal re´solu a` cause de la feneˆtre temporelle choisie que nous avons place´
dans la chute de courant. Cependant, un choix plus judicieux des bornes nous a permis
de mesurer une fre´quence de 15 kHz. On observe ensuite deux autres pics, un a` 200 kHz
et un autre a` 500 kHz. Il est difficile de diffe´rencier la nature de chaque pic mais l’ordre
de grandeur est celui de l’instabilite´ de temps de transit que nous avons pre´sente´e dans
l’introduction, section 1.5.2.
Fig. 3.11: Transforme´e de Fourier du champ acce´le´rateur, dans la direction axiale a` 170
G et 300 V.
Cette onde tient son nom de sa fre´quence qui correspond a` l’inverse du temps que
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prennent les ions (de vitesse vi) pour traverser la zone d’acce´le´ration de longueur La soit :
ω =
vi
La
(3.16)
Un calcul rapide supposant une vitesse constante de 20 km.s−1 (c’est l’ordre de gran-
deur de la vitesse d’e´jection des ions habituellement constate´e pour les caracte´ristiques
de ce propulseur, avec une tension applique´e de 300 V) sur une longueur de 2 cm, permet
d’obtenir une fre´quence de 100 kHz, soit le meˆme ordre de grandeur observe´.
La retenue est cependant de rigueur sur sa nature exacte car son origine n’est pas
claire. Nous allons toutefois pre´senter au lecteur le comportement de ce mode telle qu’il
nous apparaˆıt dans le mode`le explicite. L’instabilite´ de temps de transit a e´te´ observe´e et
e´tudie´e de`s les de´buts de la propulsion a` effet Hall [25] car elle e´tait tre`s pre´sente sur les
premiers propulseurs. Des manifestations de cette perturbation sont aussi visibles dans
les mode`les nume´riques de Fife. [27] et Hagelaar et Bareilles [34], [6]. Enfin, Barral et al.
la de´crivent a` partir d’un mode`le analytique [8].
L’impact sur les ions e´tant notable (a` travers le courant d’ions), nous proposons
de de´marrer l’e´tude de cette oscillation en nous concentrant sur la dynamique du flux
d’ions lorsqu’elle est active. Dans cette optique, nous avons trace´ l’espace des phases 2-
dimensions de l’e´nergie cine´tique des ions en fonction de leur position axiale (Fig. 3.14).
Six instants ont e´te´ repe´re´s. La variation du potentiel aux meˆmes instants (moyenne´ en
azimut) se trouve sur la figure 3.13 ou` l’on note la progression d’une perturbation vers
la sortie. Dans l’espace des phases, l’effet de cet onde est visible sur le faisceau d’ions.
Celui-ci est refroidi ou chauffe´ suivant la phase de l’onde a` des valeurs pouvant exce´der le
potentiel applique´ (voir en paralle`le la figure 3.13). Enfin, lorsque l’e´nergie des ions baisse,
on remarque l’apparition d’une seconde population plus froide. Comme nous l’avons pre´-
sente´ dans le chapitre 1, Hagelaar et al. [34] ont aussi note´ (cf. Fig. 1.19) l’apparition de
deux populations d’ions.
Sans remettre en cause les conclusions des pre´ce´dents auteurs, nous proposons dans
ce court expose´ une approche diffe´rente de ce mode. Pour rappel, ils expliquent que
deux populations se cre´ent a` cause du de´placement axial du potentiel. Les ions issus de
l’ionisation ne ”voient” pas la meˆme chute de potentiel suivant que le potentiel recule ou
avance. De plus, lorsque le front de potentiel avance, il se produit un effet de re´sonance
(”wave riding”) entre le mouvement des ions et le mouvement du front. Ceux-ci gagnent
alors une quantite´ d’e´nergie supe´rieure a` celle qu’ils auraient gagne´e dans une chute
statique.
Dans le mode`le explicite, nous observons un comportement diffe´rent. En effet, alors
que les pre´ce´dents auteurs positionnent l’apparition des deux populations dans la zone
d’acce´le´ration, les re´sultats montrent ici qu’elles sont ge´ne´re´es au passage d’une onde
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Fig. 3.12: Profils de champ e´lectrique axial a` six instants successifs pris dans la chute de
courant.
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Fig. 3.13: Profils de potentiel moyenne´s en azimut pour six instants successifs.
qui progresse du milieu du canal jusqu’a` la cathode. Nous n’avons pas de de´placement
axial de la chuˆte de potentiel comme on peut le voir sur la figure 3.13, mais plutoˆt une
perturbation qui en progressant, ralentit les ions qui se trouvent dans le gradient positif,
et acce´le`re ceux qui sont dans le gradient ne´gatif. Lorsque la vitesse de phase de l’onde
co¨ıncide avec la vitesse des ions, la re´sonance a lieu et un transfert important d’e´nergie
se produit de l’onde vers les ions, permettant alors de l’amortir. De plus, l’effet inverse
se produit lorsque les ions ont une vitesse plus grande que la vitesse de phase de l’onde.
Dans ce cas, ils ce`dent leur e´nergie a` l’onde et sont refroidis, venant alors alimenter la
population froide. Ces phe´nome`nes sont typiques de l’amortissement Landau [14] ionique.
Garrigues et al. [29] et Fife ont remarque´ le de´placement d’un champ e´lectrique axial et
croissant au court de sa progression mais celui-ci naˆıt a` l’anode. A l’instar de Hagelaar
et al., Fife observe l’e´largissement de la fonction de distribution en e´nergie des ions.
Dans les mode`les hybrides, il a e´te´ constate´ que cette instabilite´ apparaˆıt lorsque
le transport axial e´lectronique est insuffisant. Augmenter celui-ci permet de re´duire son
importance. D’apre`s ce que nous avons observe´, cette oscillation existe effectivement
lorsqu’a` un moment donne´ de la de´charge, le transport axial des e´lectrons est re´duit.
Le champ axial croˆıt fortement et se cre´e alors ce phe´nome`ne oscillant qui en est la
conse´quence.
3.3.3 Champ fluctuant azimutal basse fre´quence
A 100 G et avec une tension de 300 V, nous entrons dans un re´gime de fonctionnement
ou` le courant total n’oscille pratiquement plus mais est tre`s bruite´. A ce moment la` se
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Fig. 3.14: Espace des phases (x,Ec) des ions a` six instants successifs. Y est repe´re´ le
potentiel applique´ (traits discontinus) de 300 V.
de´clenche l’oscillation visible sur la figure 3.15 ou` l’on voit a` intervalles re´guliers une
onde oblique de densite´ progresser vers l’anode. La fre´quence mesure´e, que ce soit sur le
courant de de´charge ou la densite´ e´lectronique est de 400 kHz (cf. Fig. 3.16). De plus,
nous allons voir, dans la prochaine section, que plus la tension est faible, plus le champ
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e´lectrique est ”tire´” vers l’exte´rieur. Ceci est d’autant plus marque´ a` 100 G et a` 300 V
que le champ acce´le´rateur sort comple`tement du canal. Il se trouve alors dans la zone de
gradient ne´gatif de B expliquant probablement l’apparition d’un tel phe´nome`ne.
Compte tenu de la grande longueur d’onde de l’oscillation par rapport a` la longueur de
l’azimut, nous l’avons e´tendue a` 4 cm au lieu de 2 cm afin de permettre le de´velopppement
d’autres modes. Le meˆme phe´nome`ne s’est alors de´veloppe´ mais a` une fre´quence plus basse
de 250 kHz. Il est donc ne´cessaire d’e´tendre encore l’azimut pour ve´rifier que toutes les
longueurs d’ondes utiles a` ce mode sont correctement re´solues.
Enfin, nous tenons a` pre´ciser que nous n’observons pas ce mode avec le mode`le im-
plicite dans les meˆmes conditions de simulation (100 G et 300 V), bien que le courant
de de´charge soit constant. Le champ acce´le´rateur reste confine´ dans la zone de gradient
positif de champ magne´tique.
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Fig. 3.15: Evolution temporelle de la densite´ e´lectronique.
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Fig. 3.16: Transforme´e de Fourier de la densite´ e´lectronique, dans la direction azimutale
a` 100 G et 300 V.
3.4 Conclusion
Dans ce chapitre, nous avons tout d’abord pre´sente´ la phase de validation du mode`le
PIC explicite. Nous avons montre´ la difficulte´ a` appliquer un facteur de scaling qui le
rende transparent pour les phe´nome`nes physiques. L’impossibilite´ de se soustraire a` ce
facteur nous a amene´s a` comparer les re´sultats moyenne´s a` ceux du mode`le implicite.
Un bon accord qualitatif et quantitatif a e´te´ obtenu hormis pour le champ azimutal. La
valeur quadratique moyenne du champ azimutal calcule´ avec le mode`le explicite est en
effet 3 fois plus faible que celle du mode`le implicite. Les courbes de mobilite´ ont confirme´
les conse´quences de ce champ plus faible : la diffe´rence des deux mobilite´s (fluides) peut
atteindre un facteur 100 au-dela` du plan de sortie.
De plus, nous avons de´crit les phe´nome`nes fluctuants observe´s avec le mode`le explicite :
oscillation azimutale haute fre´quence, oscillation azimutale basse fre´quence et oscillation
de temps de transit, ces deux derniers n’ayant pas e´te´ mis en e´vidence avec le mode`le
implicite. A la lumie`re de ces trois phe´nome`nes, nous allons explorer les plages de fonction-
nement du moteur. A terme, notre but est d’ame´liorer notre compre´hension du transport
e´lectronique, c’est-a`-dire essayer d’anticiper les conse´quences d’une tension et d’un champ
magne´tique donne´s sur le comportement du moteur, en utilisant des arguments base´s sur
le transport.
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4.1 Introduction
Dans le pre´ce´dent chapitre, nous avons introduit les phe´nome`nes ondulatoires se de´-
veloppant dans le propulseur. Nous avons observe´ leurs caracte´ristiques inde´pendamment
du contexte de la de´charge. Dans ce chapitre, nous allons les replacer dans ce contexte en
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insistant sur leur roˆle dans le transport e´lectronique, ainsi que dans l’ionisation du gaz
de xe´non.
Pour commencer, nous allons effectuer une e´tude parame´trique en tension et champ
magne´tique, puis reporter la donne´e du courant de de´charge sur des caracte´ristiques
courant-tension. Le but de ce travail est de de´gager des tendances, afin d’isoler des re´-
gimes pre´cis. Nous nous focaliserons ensuite sur un point de fonctionnement particulier et
l’analyserons en de´tails. Nous insisterons notamment sur le transport e´lectronique et sur
l’aspect temporel de la de´charge. Ce point constituera une re´fe´rence, a` partir de laquelle
nous e´tendrons notre exploration vers d’autres re´gimes.
Enfin, nous terminerons ce chapitre par une e´tude de l’influence des parois sur la
de´charge, en faisant varier le potentiel de gaine.
4.2 Exploration tension, champ magne´tique
L’e´tude parame´trique mene´e avec le mode`le PIC explicite va permettre de mettre en
e´vidence l’existence de plusieurs re´gimes de fonctionnement. Ils se diffe´rencient par la
valeur de leur courant de de´charge, par la valeur du courant ionique de sortie, et par
l’amplitude de leurs oscillations de courant. Cette combinaison de trois observables re´ve`le
un de´roulement particulier de la de´charge, que nous tenterons de clarifier dans la suite
de ce chapitre.
Les caracte´ristiques courant-tension sont trace´es sur la figure 4.1 pour un champ
magne´tique de 170 G et sur la figure 4.3 pour un champ magne´tique de 100G.
4.2.1 170 G
Sur la figure 4.1, nous distingons quatre re´gimes de fonctionnement :
1. Un re´gime basse tension : de 150 a` 200 V. C’est un re´gime ou` la multiplication e´lec-
tronique est la moins bonne. La densite´ de xe´non est la plus e´leve´e et la collisionna-
lite´ est donc importante. L’instabilite´ de temps de transit persiste tout au long de
la de´charge mais la tension applique´e e´tant faible, elle influe peu sur l’ionisation.
2. Un re´gime de transition : de 200 a` 250 V. Il se produit un de´se´quilibre spatial de
l’ionisation. L’ionisation du xe´non de´bute de l’inte´rieur avant de se renforcer ensuite
en sortie de propulseur. Il s’ajoute l’instabilite´ de temps de transit, particulie`rement
importante dans ce re´gime. Les amplitudes des oscillations de courant sont les plus
e´leve´es.
3. Un re´gime de moyenne tension : de 250 a` 400 V. C’est un re´gime ou` l’ionisation est
dicte´e par l’instabilite´ de temps de transit. Plus la tension applique´e est impor-
tante et moins l’instabilite´ est pre´sente. De plus, a` partir de ce re´gime, on observe
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une bonne multiplication e´lectronique car le courant d’ions tend vers le courant de
de´charge.
4. Un re´gime haute tension : de 400 a` 500 V. L’instabilite´ de temps de transit est faible.
La croissance du courant de de´charge et les oscillations de courant de´pendent alors
directement de la tension applique´e.
L’instabilite´ de de´rive azimutale n’est pas pre´sente a` basses tensions et n’apparaˆıt
qu’a` partir du re´gime de transition.
(a) Caracte´ristiques courant-tension. (b) Zoom de la courbe courant-tension.
Fig. 4.1: Caracte´ristiques courant-tension pour un champ magne´tique de 170G. Cou-
rant de de´charge Id (rouge), courant ionique Ii (vert) et valeurs maximales et mi-
nimales moyennes du courant de de´charge (pointille´s bleus).
Les champs e´lectriques moyenne´s en temps et en azimut sont trace´s sur la figure 4.2.
Par souci de clarete´, nous avons se´pare´ sur la figure 4.2 (a) les champs obtenus a` basses
tensions des champs a` moyennes et hautes tensions sur la figure 4.2 (b). A basse tension,
les champs sont plus pique´s car la queue, dans la zone de gradient ne´gatif de B tend
rapidement vers 0. A moyennes et hautes tensions, la queue est plus e´leve´e et augmente
avec la tension applique´e. On remarque de plus un de´placement vers la cathode
du champ e´lectrique lorsque la tension augmente.
4.2.2 100 G
Sur la figure 4.3, nous distingons deux re´gimes :
1. Un re´gime oscillant : de 170 a` 250 V. Le courant de de´charge oscille mais les oscil-
lations s’amortissent en augmentant la tension.
2. Une re´gime fluctuant ou amorti : de 250 V a` 300 V. Le courant de de´charge n’oscille
pratiquement plus et est tre`s bruite´. C’est dans ce re´gime qu’apparaˆıt l’oscillation
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(a) A basses tensions. (b) A moyennes et hautes tensions.
Fig. 4.2: Profils de champ e´lectrique moyenne´s en azimut, pour un champ magne´tique de
170 G. Ces profils ont de plus e´te´ moyenne´s en temps.
azimutale basse fre´quence. L’instabilite´ de de´rive azimutale n’est plus pre´sente.
Fig. 4.3: Caracte´ristiques courant-tension pour un champ magne´tique de 100G. Cou-
rant de de´charge Id (rouge), courant ionique Ii (vert) et valeurs maximales et mi-
nimales moyennes du courant de de´charge (pointille´s bleus).
Les profils de champ e´lectrique sont trace´s sur la figure 4.4. Ils ont e´te´ moyenne´s en
azimut et en temps. On peut faire la meˆme remarque que pre´ce´demment : plus la tension
est e´leve´e, plus le champ e´lectrique est de´place´ vers la cathode. La transition entre les deux
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re´gimes se manifeste alors par un de´placement du champ e´lectrique au-dela` du maximum
de champ magne´tique, dans la zone de gradient ne´gatif de B.
Fig. 4.4: Profils de champ e´lectrique moyenne´s en azimut pour un champ magne´tique de
100 G. Ces profils ont de plus e´te´ moyenne´s en temps.
4.3 Description de´taille´e d’une oscillation de courant
Dans le chapitre 3, nous avons re´sume´ le de´roulement d’une de´charge type (170 G et
300 V). Cela nous a permis de poser les bases d’une description plus pousse´e a` laquelle
nous allons nous ateler maintenant. Nous avons de´coupe´ l’oscillation en deux temps : la
phase montante de courant et sa chute. Ce choix n’a pas comme seul inte´reˆt de struc-
turer la de´monstration. Il atteste surtout d’une dynamique particulie`re en deux temps
de l’oscillation. Voyons maintenant ce qu’il en est. Nous pre´cisons que dans la suite de
ce chapitre, tous les profils 1D seront moyenne´s en azimut. Le temps est de plus
centre´ au maximum de l’oscillation de courant. Les temps ne´gatifs se re´fe`rent donc
a` la monte´e de courant, positifs a` la descente.
4.3.1 Croissance du courant
Pour e´tudier la croissance du courant, un second de´coupage s’impose. Notre but est de
mettre en avant les processus de transport e´lectronique dominants, lors du de´roulement
d’une oscillation de courant de de´charge. Dans la monte´e, nous distingons deux phases :
une phase ou le transport est de type collisionnel, et une seconde de type fluctuant.
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Phase 1 : transport collisionnel, -20 µs a` -5 µs
Pour nous situer, nous avons de´limite´ sur la figure 4.5, la phase correspondante au
transport domine´ par les collisions.
Fig. 4.5: Premie`re phase de l’oscillation de courant de de´charge (trait continu bleu) et
ionique (trait discontinu bleu). Deux coupes du profil de xe´non, prises a` 2 et 3 cm (traits
rouges discontinus) y sont superpose´es. B=170 G, U0=300 V.
Sur la meˆme figure, nous avons choisi d’illustrer le profil de densite´ de xe´non avant
(2 cm) et apre`s (3 cm) le maximum de champ magne´tique. A 2 cm, nous sommes dans
le gradient positif de B ou` les processus collisionnels sont les plus intenses. A 3 cm, nous
avons de´passe´ le maximum de B et nous sommes dans une zone faiblement collisionnelle
car la densite´ de xe´non est beaucoup plus basse. Comme l’atteste l’augmentation de
courant, l’ionisation a de´marre´ et elle se de´roule a` l’inte´rieur, entre 1,5 et 2 cm. En
effet, la densite´ de xe´non finit d’augmenter plus tardivement a` 3 cm qu’a` 2 cm prouvant
que l’ionisation est plus importante avant le pic de champ magne´tique. Les profils de
fre´quences de collisions Fig. 4.6, trace´s en fonction de l’axe (moyenne´s en azimut) le
confirme. Dans la monte´e de courant et jusqu’au temps t=-5, on note que l’ionisation du
xe´non (cf. Fig. 4.6 (b)) s’e´tend spatialement apre`s avoir e´te´ concentre´e dans le gradient
positif de B ( entre 1,5 et 2,5 cm), en de´but d’oscillation. La dynamique de la fre´quence de
collisions e´lectron-neutre (cf. Fig. 4.6 (a)) est similaire a` celle de l’ionisation. L’extension
spatiale atteint son maximum 5 µs avant le pic de courant pour se resse´rer ensuite, dans la
seconde phase qui sera e´tudie´e plus loin. Enfin, on note que dans toute la premie`re phase
de l’oscillation, les collisions parie´tales sont peu importantes par rapport aux collisions
e´lectron-neutre.
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(a) νen (b) νi (c) νp
Fig. 4.6: Fre´quences de collisions e´lectron-neutre (a), e´lectron-paroi (b) et fre´quence d’io-
nisation (c) a` 170 G et 300V. Le potentiel de gaine pour les collisions en surface a e´te´
fixe´ a` 20 V et le plan de sortie a e´te´ trace´ (pointille´s blancs).
Phase 2 : transport fluctuant, -5 µs a` 0 µs
Comme on peut le voir sur les coupes de densite´ de xe´non en 2 et 3 cm, figure 4.7,
la diminution du xe´non s’accentue et de´passe un facteur 2 en l’espace de 5 µs. Il s’en-
suite ine´vitablement une baisse de la collisionalite´ visible sur les profils de collisions en
volume, figures 4.8 (a) et (b). L’extension spatiale que nous avions pre´ce´demment note´e
des fre´quences de collisions et d’ionisation s’interrompt.
Fig. 4.7: Seconde phase de l’oscillation de courant de de´charge (trait bleu) et ionique
(trait bleu discontinu). Deux coupes du profil de xe´non, prises a` 2 et 3 cm (traits rouges
discontinus) y sont superpose´es. B=170 G, U0=300 V.
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(a) νen (b) νi (c) νp
Fig. 4.8: Fre´quences de collisions e´lectron-neutre (a), e´lectron-paroi (b) et fre´quence d’io-
nisation (c) a` 170 G et 300V. Le potentiel de gaine pour les collisions en surface a e´te´
fixe´ a` 20 V et le plan de sortie a e´te´ trace´ (pointille´s blancs).
(a) A x=1,5 cm. (b) A x=2 cm.
Fig. 4.9: Fonctions de distribution des vitesses radiales des e´lectrons a` diffe´rents instants.
Les courbes en rouge concernent la seconde phase, entre t=-5 µs et 0 µs.
On remarque de plus que lorsque la fre´quence de collisions en volume diminue,
la fre´quence de collisions e´lectron-paroi augmente (cf. Fig. 4.8 (c)). Le transport
parie´tal devient important 5 µs avant le pic, lorsque la densite´ de neutres chute. On
rappelle que le potentiel de gaine est dans ce cas pre´sent fixe´ a` 20 V, et que les e´lectrons
dont l’e´nergie dirige´e en z exce`de ce potentiel sont re´fle´chis de manie`re isotrope. Nous
avons trace´, sur la figure 4.9, les fonctions de distribution des vitesses radiales (suivant
z) des e´lectrons a` diffe´rents instants. Nous nous sommes place´s a` 1,5 et 2 cm (figure 4.9
(a) et (b) respectivement). Le potentiel de gaine a e´te´ ramene´ a` une vitesse seuil soit
2,65 106 m.s−1 correspondant a` une e´nergie de 20 eV. On comprend que la fre´quence
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de collisions e´lectron-paroi augmente a` l’approche du pic, a` cause de la croissance des
vitesses radiales au-dela` de la vitesse seuil. A 2 cm, les vitesses sont plus e´leve´es, surtout
a` t=-2 µs, expliquant le profil de collisions 4.8 (c).
A l’augmentation des vitesses radiales est corre´le´e une re´partition de l’e´nergie suivant
z. Celle-ci est uniquement permise par les collisions en volume. En effet, le mode`le ne
prend pas en compte la direction radiale. Il est donc indispensable d’avoir des collisions en
volume pour que l’e´nergie gagne´e dans le plan (x, y) soit redistribue´e selon la composante
z et augmenter ainsi l’occurence des collisions aux parois. L’augmentation des collisions
parie´tales est de plus favorise´e par l’augmentation de l’e´nergie cine´tique des e´lectrons
comme on peut le voir sur les coupes d’e´nergie cine´tique et de champ axial, figure 4.10
prises en x=2 cm. 5 µs avant le pic de courant, on observe en effet une le´ge`re remonte´e
de l’e´nergie cine´tique avant la croissance brutale du champ axial qui suit.
Fig. 4.10: Evolution temporelle du champ axial (bleu) et de l’e´nergie cine´tique (rouge)
pour X=2 cm.
Sur la meˆme figure, on note que dans toute la premie`re phase de l’oscillation (entre
t=-20 et t=-5), le syste`me maintient un e´quilibre e´nerge´tique entre la cre´ation de par-
ticules charge´es et leur transport. Cet e´quilibre se traduit par de faibles variations de
l’e´nergie cine´tique qui est en moyenne e´gale a` 20 eV. Nous recensons 3 me´canismes de
transport principaux : l’onde de champ azimutal (nous allons y revenir), les collisions en
volume et les collisions parie´tales. Dans la balance s’ajoute aussi des pertes d’e´nergie
provenant des collisions ionisantes. Les collisions en volume sont donc un important vec-
teur de transfert d’e´nergie. Or, dans la seconde phase de l’oscillation, comme les
collisions en volume s’amenuisent a` l’approche du pic, il en re´sulte l’augmen-
tation de l’e´nergie cine´tique e´lectronique qui, lorsqu’elle est distribue´e suivant
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z renforce les collisions parie´tales et ainsi le transport associe´ aux parois.
La diminution de la densite´ de neutres a une deuxie`me conse´quence sur le transport
axial. De concert avec la baisse de collisionalite´, le champ azimutal croˆıt et l’instabilite´ de
de´rive se de´veloppe. Celle-ci est responsable d’une augmentation de la mobilite´, comme
nous allons le voir. Nous avons trace´ sur la figure 4.11 (a) l’e´volution temporelle du champ
azimutal en fonction de l’axe. Le renforcement de l’amplitude, a` partir du temps t=-5 µs
a lieu dans la re´gion de faible densite´ de neutres, particulie`rement apre`s le plan de sortie
(entre 2,5 et 4 cm). Ceci laisse penser que les collisions parie´tales, de la meˆme manie`re
que les collisions e´lectron-neutre perturbent l’e´tablissement de l’onde de de´rive.
(a) Champ azimutal. (b) Densite´ e´lectronique.
Fig. 4.11: Champ azimutal (a) et densite´ e´lectronique (b) en fonction de l’espace et du
temps.
La densite´ e´lectronique est visible sur la figure 4.11 (b). On note la co¨ıncidence des
deux e´ve´nements : l’augmentation de la densite´ e´lectronique avec le renforcement du
champ azimutal. L’augmentation de densite´ e´lectronique est corre´le´e a` une di-
minution rapide du xe´non. On observe de manie`re concomitante une baisse
du transport collisionnel et un renforcement du champ azimutal. L’instabi-
lite´ de de´rive se de´veloppe et permet alors d’accroˆıtre le transport a` travers
la barrie`re magne´tique, dans le but de maintenir la continuite´ du courant. Sur la fi-
gure 4.12, nous avons trace´, dans la monte´e du courant, les courbes de mobilite´ avant
l’e´tablissement de l’onde et apre`s, en fonction de l’axe. Pour le calcul de la mobilite´ colli-
sionnelle, nous avons pris en compte les 3 fre´quences de collisions calcule´es par le mode`le :
collisions e´lastiques e´lectron-neutre et ionisation ainsi que les collisions e´lectron-paroi. Le
de´crochement que l’on voit sur la mobilite´ collisionnelle est duˆ a` la contribution de la
fre´quence de collisions e´lectron-paroi, qui s’annule passe´ le plan de sortie. Ces courbes
mettent en e´vidence une augmentation de la mobilite´ fluide en pre´sence de l’onde. La
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Fig. 4.12: Mobilite´s fluides (trait plein) et collisionnelles (traits discontinus) dans la
monte´e du courant, avant la croissance du champ azimutal (bleu), apre`s (rouge). La
droite en pointille´s repe`re la position du plan de sortie.
mobilite´ collisionnelle ne varie pas avant 2,5 cm malgre´ la baisse de la fre´quence de col-
lisions e´lectron-neutre car elle est contrebalance´e par l’augmentation de la fre´quence de
collisions e´lectron-paroi. Ce n’est pas le cas apre`s le plan de sortie ou` la mobilite´ classique
est plus faible et co¨ıncide avec un renforcement de l’onde.
Ce long cheminement nous a amene´ en haut de l’oscillation de courant, au niveau d’une
transition. Nous avons vu qu’en fin de monte´e, l’instabilite´ azimutale apparaˆıt par suite
d’une baisse de la collisionalite´ en volume. Pour la meˆme raison, nous avons aussi note´
une augmentation de l’e´nergie cine´tique. Nous allons voir qu’une augmentation brutale
et locale du champ acce´le´rateur va se produire et accentuera l’augmentation d’e´nergie
cine´tique. Un autre phe´nome`ne important va de´marrer : l’instabilite´ de temps de transit
qui aura pour conse´quence de de´truire l’instabilite´ de de´rive azimutale.
4.3.2 Chute de courant
La chute de courant est marque´e par la pre´sence de l’instabilite´ de temps de transit.
Celle-ci se de´clenche lorsque croˆıt brutalement le champ acce´le´rateur. Il s’ensuit alors
la progression d’une onde de potentiel qui perturbe le faisceau d’ions (cf. section 3.3.2
pour une e´tude de´taille´e). Les perturbations ge´ne´re´es sont visibles sur le courant d’ions,
figure 4.13 ou` apparaissent de brusques sauts de courant.
Nous avons trace´ sur la figure 4.14, le profil du champ acce´le´rateur en fonction du
temps et de la coordonne´e axiale (a), ainsi que l’e´nergie cine´tique des e´lectrons (b) dans les
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Fig. 4.13: Troisie`me phase de l’oscillation de courant de de´charge (trait bleu continu) et
ionique (trait bleu discontinu). Deux coupes du profil de xe´non, prises a` 2 et 3 cm (traits
rouges discontinus) y sont superpose´s. B=170 G, U0=300 V.
(a) Champ axial. (b) Energie cine´tique
Fig. 4.14: Evolution temporelle du champ axial (a) et de l’e´nergie cine´tique (b). Les
conditions de simulation sont : 170 G et 300 V.
meˆmes conditions. On remarque distinctement que dans la chute de courant, la croissance
du champ axial est nette. Il est de plus concentre´ dans une zone restreinte de l’espace, entre
1,5 et 2,5 cm alors qu’au-dela`, dans la zone de gradient ne´gatif de B, il change de signe.
Cet effet est attribuable a` l’instabilite´ de temps de transit qui produit une perturbation
sur le potentiel e´lectrique se propageant vers la cathode. La croissance abrupte observe´e
est suivie quelques micro-secondes plus tard d’une de´croissance tout aussi abrupte. Ce
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phe´nome`ne se reproduit plusieurs fois comme les sauts de courant l’attestent.
Les valeurs importantes atteintes par l’e´nergie cine´tique peuvent choquer le lecteur
(qui a` certains endroits exce`dent 180 eV). Nous tenons a` rappeler que le seul processus
de pertes pris en compte dans le mode`le est l’ionisation a` un niveau de 12,3 eV. Il existe
d’autres processus de pertes non pris en compte tels que l’excitation qui existe pour des
seuils de 10 eV ou les pertes aux parois. Ceux-ci permettraient de re´duire le maximum
d’e´nergie atteint.
L’apparition de l’instabilite´ de temps de transit a d’importantes conse´-
quences sur la de´charge. Elle de´truit l’instabilite´ de de´rive azimutale et en-
tretient les effets a` l’origine de son existence.
Pour comprendre les conse´quences de l’instabilite´ de temps de transit sur le transport
e´lectronique ainsi que l’ionisation, nous allons proce´der a` un de´coupage de l’espace en
trois domaines : autour de x=2 cm, de x=3 cm et de x=1,5 cm, comme pre´sente´s sur la
figure 4.15.
Fig. 4.15: De´coupage spatial du domaine.
Effets de l’instabilite´ de temps de transit en x = 2 cm
Sur la figure 4.16 (a), nous nous sommes place´s en x = 2 cm pour tracer la variation
temporelle du champ e´lectrique axial et du champ e´lectrique azimutal. Nous voulons
montrer les corre´lations qui existent entre les deux composantes. Apre`s le pic de courant,
nous voyons que lorsque le champ azimutal croˆıt, le champ axial chute, entrainant la baisse
du champ azimutal. Ce phe´nome`ne a de´ja` e´te´ pre´sente´ dans la the`se d’A. Ducrocq [23]. La
raison initialement invoque´e est que l’onde de de´rive azimutale est une onde qui apparaˆıt
suite a` la de´rive Ex ×Bz des e´lectrons, les ions e´tant non magne´tise´s. Lorsque le champ
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axial croˆıt, il initie l’onde de de´rive qui sous certaines conditions, entraine l’apparition de
l’instabilite´ azimutale. Comme cette dernie`re est responsable d’une conductivite´ accrue,
elle libe`re les e´lectrons pie´ge´s dans le champ magne´tique et fait ainsi baisser le champ
e´lectrique induit. Cette diminution entraine par lien de cause a` effet, la baisse du champ
azimutal a` cause de l’affaiblissement de la de´rive. Contrairement a` la situation de´crite par
A. Ducrocq (qui est celle du mode`le implicite) ou` l’auteur avait observe´ ce phe´nome`ne
sur une pe´riode de 50 µs correspondant a` une oscillation du mode de respiration, nous
l’observons sur quelques micro-secondes uniquement.
(a) Champ axial et azimutal. (b) Champ axial et fre´quence de collisions pa-
rie´tales.
Fig. 4.16: Pour la position X=2 cm, variations temporelles de l’amplitude du champ axial
(bleu) et de l’e´cart type du champ azimutal (vert) en (a) et de l’amplitude du champ axial,
de la fre´quence de collisions parie´tales (rouge) et de la fre´quence d’ionisation (noir) en
(b).
De plus, en l’e´tat actuel de nos connaissances, il est aventureux d’invoquer un trans-
port de type fluctuant car comme nous l’avons dit, nous ne voyons pas dans la chute de
courant apparaˆıtre de structures organise´es. Il est toutefois raisonnable de sugge´rer un
autre phe´nome`ne de´pie´geant : les collisions parie´tales. Pour l’illustrer, nous avons trace´
sur la figure 4.16 (b) la variation temporelle du champ e´lectrique axial et de la fre´quence
de collisions parie´tales a` la position x=2 cm. Lorsque les collisions e´lectron-paroi s’ac-
croissent, le champ e´lectrique induit baisse. Par ailleurs, nous rappelons la ne´cessite´ des
collisions en volume pour les collisions parie´tales (cf. Fig. 4.16 (b), l’ante´riorite´ de l’ioni-
sation par rapport aux collisions parie´tales). Chaque croissance de champ axial entraine
une recrudescence des collisions parie´tales qui participent aux transport des e´lectrons et
donc a` la baisse du champ e´lectrique.
A 2 cm, dans la chute de courant, le transport est donc principalement
assure´ par les collisions parie´tales. Chaque croissance successive du champ axial
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provient d’un apport d’e´lectrons que l’instabilite´ de transit participe elle-meˆme a` cre´er.
Cet apport a` deux origines. Tout d’abord, sur la figure 4.17 (b), on note l’existence, dans
une re´gion concentre´e du domaine, de bre`ves augmentations de la fre´quence d’ionisation
en des temps successifs. Ces instants co¨ıncident avec les croissances re´pe´te´es du champ
acce´le´rateur et de l’e´nergie cine´tique (cf. Fig 4.14 (b)). C’est la premie`re source d’ionisa-
tion induite par le champ. La seconde, que nous allons e´tudier dans la prochaine partie
se situe au dela` du plan de sortie, dans la zone de gradient ne´gatif de B.
(a) νen (b) νi (c) νp
Fig. 4.17: Fre´quences de collisions e´lectron-neutre (a), e´lectron-paroi (b) et fre´quence
d’ionisation (c) a` 170 G et 300V. Le potentiel de gaine pour les collisions en surface a
e´te´ fixe´ a` 20 V et le plan de sortie a e´te´ trace´ (pointille´s blancs).
Effets de l’instabilite´ de temps de transit en x = 3 cm
Lors de l’apparition de l’instabilite´ de temps de transit, la traverse´e de l’onde de
champ axial du maximum de B jusqu’a` la cathode a pour double conse´quence d’accroˆıtre
localement la fre´quence d’ionisation (augmentation locale de champ acce´le´rateur, donc
de l’e´nergie des e´lectrons), mais aussi de renforcer le champ azimutal. Il est cependant
difficile de dire si ce dernier a` une grande influence sur le transport pour la meˆme raison
e´voque´e pre´ce´demment : non organisation des modes observe´s sur le profil 2D de champ.
On peut seulement conclure qu’a` cause d’une augmentation locale d’e´nergie cine´tique et
donc de la fre´quence d’ionisation, la densite´ e´lectronique augmente au passage de
l’onde de temps de transit.
L’effet de l’instabilite´ de temps de transit sur l’e´nergie est illustre´e sur la figure 4.18.
Ce sont des profils axiaux du champ axial en (a) et de l’e´nergie cine´tique en (b) pris
a` deux instants diffe´rents de la chute de courant. On note dans la seconde moitie´ du
domaine que l’e´nergie cine´tique, au passage de l’onde est maintenue a` un niveau e´leve´
(40 eV) favorisant les collisions ine´lastiques (le seuil d’ionisation est de 12,3 eV) comme
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le profil d’ionisation l’atteste (cf. Fig. 4.17 (b)). Par ailleurs, le profil unidimensionnel de
densite´ de xe´non (cf. Fig. 4.13) confirme la prolongation de l’ionisation a` 3 cm.
(a) Champ acce´le´rateur. (b) Energie cine´tique.
(c) Densite´ e´lectronique.
Fig. 4.18: Profils de champ acce´le´rateur (a) et d’e´nergie cine´tique (b) en fonction de
l’axe. Ils ont e´te´ trace´s a` deux instants diffe´rents de la chute de courant : 2 µs et 6,4 µs.
Profil de densite´ e´lectronique (c) dans la monte´e de courant et dans la chute.
Le transport e´lectronique axial, au-dela` du plan de sortie ne be´ne´ficie pas de l’influence
des parois et souffre de plus de l’instabilite´ de temps de transit qui comme on l’a dit
perturbe l’e´tablissement de l’instabilite´ de de´rive azimutale. La continuite´ du courant
dans la zone externe au canal du propulseur est donc essentiellement assure´e par un
transport collisionnel. La remonte´e de densite´ de xe´non en x=2 cm en fin d’oscillation de
courant (soit une augmentation du transport collisionnel) et sa faible densite´ en x=3 cm
(qui affaiblit l’ionisation et donc l’apport d’e´lectrons) vont amortir l’instabilite´ de temps
de transit qui finira par s’essouffler.
Nous avons vu qu’a` 2 cm, l’instabilite´ de temps de transit permettait d’accroˆıtre les
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collisions parie´tales et donc d’assurer un transport suffisant des e´lectrons. Dans la zone
de gradient ne´gatif de B, en x=3 cm, les collisions en volume bien que faibles assurent le
transport e´lectronique. Que se passe-t-il dans la zone de forte densite´ de xe´non, en x=1,5
cm?
Effets de l’instabilite´ de temps de transit en x = 1,5 cm
En x=1,5 cm, on remarque une forte accumulation de densite´ e´lectronique. Elle est
issue de l’ionisation et est transporte´e jusqu’a` cette re´gion ou` elle s’accumule. Elle est
visible sur la figure 4.18 (c) ou` est trace´ le profil unidimensionnel de densite´ e´lectronique
dans la monte´e de courant et dans la chute. D’apre`s le profil de collisions e´lectron-neutre
(cf. Fig 4.17 (a)), la collisionalite´ en ce point la` est jusqu’a` huit fois plus faible (6 105 s−1)
que les valeurs les plus importantes observe´es dans la monte´e (4,8 106 s−1). Deux raisons
peuvent eˆtre invoque´es : la baisse de la densite´ de xe´non et la diminution de l’e´nergie
cine´tique (cf. Fig 4.18 (c) en x=1,5 cm). La concordance de ces deux raisons aboutit
donc a` une faible fre´quence de collisions en volume et a` un transport moindre mais ne´an-
moins effectif, entrainant la croissance localise´e de la densite´ e´lectronique dans la chute
de courant. En outre, la fre´quence de collisions parie´tales (cf. Fig. 4.17 (c)) est faible en
x=1,5 cm limitant alors la contributions des parois sur le transport. Enfin, comme on
peut le voir sur la figure 4.18 (a), la faible valeur de champ axial proche de 0 au fond
du canal, empeˆche l’e´tablissement de l’instabilite´ de de´rive E × B dont la conse´quence
serait un transport plus grand. La valeur de champ magne´tique en ce point (cf. Fig. 3.1)
est de 60 G. Bien que presque 3 fois plus faible que la valeur maximale, il repre´sente
ne´anmoins une barrie`re importante en l’absence d’un nombre suffisant de collisions e´las-
tiques. 30 µs sont ne´cessaires pour retrouver une densite´ e´lectronique comparable a` celle
observe´e avant ionisation (cf. Fig. 4.11). Les collisions e´lectron-neutre seules per-
mettent donc de transporter les e´lectrons, bloque´s en x = 1,5 cm vers l’anode.
Nous sommes arrive´s en fin d’oscillation. Elle rede´marrera lorsque les neutres auront
pe´ne´tre´ a` nouveau la zone d’ionisation. Nous allons maintenant re´sumer les me´canismes
e´tudie´s puis explorer les diffe´rences entre plusieurs points de fonctionnement (couple
(B,U0)). Ceci nous permettra d’enrichir la pre´ce´dente description en apportant une vi-
sion plus pre´cise des me´canismes d’ionisation, ainsi que leurs implications sur l’amplitude
des oscillations et la valeur du courant de de´charge.
4.3.3 Re´sume´
Avant de poursuivre, re´sumons le me´canisme que nous venons d’expliquer. Le cycle
de´bute lorsque de´marre l’ionisation du xe´non (dans la seconde moitie´ du domaine). Le
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courant de de´charge croˆıt a` mesure que celui-ci est ionise´. Ce processus est sche´matise´
sur la figure 4.19 e´tape 1. Le transport collisionnel est important, que ce soit en sur-
face ou en volume. Autour du temps t=-5 µs Le champ axial induit graˆce au pie´geage
magne´tique, entraine la ge´ne´ration du champ azimutal duˆ a` la de´rive Ex × Bz. De la`
apparaˆıt l’instabilite´ azimutale. A mesure que la densite´ de xe´non diminue, les processus
collisionnels en volume s’affaiblissent. Le champ azimutal se renforce et la conductivite´
croˆıt simultane´ment. De plus, les collisions parie´tales deviennent plus importantes, parti-
cipant au transport e´lectronique. Ce processus se poursuit jusqu’a` ce que les me´canismes
de transport deviennent insuffisants. Nous sommes sur la figure 4.19 e´tape 2.
Le pic est atteint et le champ acce´le´rateur croˆıt brutalement et localement autour
de x=2 cm, alors que dans la zone de gradient ne´gatif de B, il change de signe, a` cause
de l’instabilite´ de temps de transit, entrainant l’effondrement du champ azimutal. Nous
sommes sur la figure 4.19 e´tape 3, c’est a` dire dans la chute de courant. Les e´lectrons,
transporte´s a` la fois par le champ azimutal et par les collisions e´lastiques dans la fin monte´e
de courant (e´tape 2), se retrouvent concentre´s dans la zone situe´e autour de x=1,5 cm,
dans la zone voisine au champ acce´le´rateur et forment un pic de densite´. Celui-ci est alors
transporte´ a` l’anode, a` l’aide des processus collisionnels. Dans la zone de gradient ne´gatif
de B, l’instabilite´ de temps de transit perdure quelques dizaines de micro-secondes car
elle est nourrie non seulement par l’apport d’e´lectrons issues de l’ionisation en aval mais
aussi parce que a` l’endroit de sa source, en x=2 cm, l’ionisation reste importante. Enfin,
le xe´non pe´ne`tre a` nouveau dans la zone d’ionisation jusqu’au prochain de´marrage de
l’ionisation et l’instabilite´ de temps de transit s’essouffle.
4.4 Etude des diffe´rents re´gimes
Nous allons maintenant e´tendre la pre´ce´dente e´tude vers d’autres re´gimes de fonction-
nement, introduits en section 4.2.
4.4.1 Re´gime de moyenne tension
Sur la figure 4.20, nous avons trace´ trois coupes de la densite´ de gaz en fonction du
temps a` 1, 2 et 3 cm pour les tensions 300, 350 et 400 V. On remarque que dans la monte´e
de courant, lorsque l’ionisation de´marre (10 µs avant le pic), les courbes les plus basses
sont celles a` tensions plus e´leve´es. Dans la chute de courant, l’inverse se produit. Plus la
tension est e´leve´e, plus la densite´ de xe´non est forte. Il a donc moins e´te´ ionise´. Nous avons
aussi remarque´ sur la caracte´ristique courant-tension, figure 4.1 la baisse de l’amplitude
des oscillations en augmentant la tension alors que l’on s’attendrait a` l’inverse.
Voici ce qui se passe. Nous rappelons que lorsque s’amorce la chute de courant, l’in-
stabilite´ de temps de transit se de´clenche. Le passage de l’onde de champ axial e´le`ve
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Fig. 4.19: Importance et extension spatiale des e´ve´nements collisionnels et fluctuants sur
une oscillation de courant de de´charge. νen, νi et νp de´signent la fre´quence de collisions
e´lastiques, la fre´quence d’ionisation et la fre´quence de collisions parie´tales respectivement.
≈ et ‖ de´signent l’instabilite´ de de´rive azimutale et l’instabilite´ de temps de transit, re-
pectivement. La taille des fle`ches traduit l’importance des phe´nome`nes par rapport aux
autres. Le profil de champ magne´tique (rouge) est trace´.
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Fig. 4.20: Evolution de la densite´ de gaz a` 3 positions diffe´rentes, pour 3 tensions appli-
que´es : 300 V, 350 V, 400 V.
l’e´nergie cine´tique localement et accroˆıt donc le taux d’ionisation. Nous avons trace´ sur
la figure 4.21 les profils de la fre´quence de disparition de xe´non (a) ainsi que l’e´nergie
cine´tique (b) pour le cas 300 et 400 V, moyenne´s dans la monte´e de courant et dans la
chute. Dans la chute, on voit que l’e´nergie cine´tique des e´lectrons est plus e´leve´e a` 300 V
qu’a` 400 V, particulie`rement dans la seconde moitie´ du domaine. La fre´quence de dispa-
rition est aussi nettement plus importante a` 300 V ou` l’on note un coude apre`s 2 cm qui
est consistant avec l’e´nergie e´leve´e dans la meˆme re´gion. L’instabilite´ de temps de transit
est donc plus pre´sente a` faible tension et entraine alors une ionisation plus profonde du
xe´non. Il s’ensuit finalement une remonte´e plus e´leve´e du xe´non. Ceci expliquant alors les
oscillations de courant plus grandes.
L’instabilite´ de temps de transit a un impact fort sur la de´charge en accentuant l’am-
plitude des oscillations de courant a` basse tension. Nous allons voir maintenant que son
importance va de´croˆıtre jusqu’a` un point ou` l’amplitude des oscillations ne sera plus dicte´e
par celle-ci.
4.4.2 Re´gime haute tension
D’apre`s la caracte´ristique courant-tension, on note qu’apre`s une phase de´croissante des
amplitudes des oscillations de courant survient une faible recrudescence de celles-ci pour
500 V. On rappelle que l’amplitude des oscillations de courant est lie´e aux mouvements
du xe´non et plus pre´cise´ment a` l’efficacite´ de l’ionisation. Sur une pe´riode d’oscillation
de courant, plus l’ionisation est forte, plus le xe´non est attaque´ et plus l’amplitude de
l’oscillation est e´leve´e. Comme a` partir de 400 V les oscillation croissent a` nouveau en
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(a) Fre´quence de pertes. (b) Energie cine´tique.
Fig. 4.21: (a) : Les fre´quences de pertes ont e´te´ moyenne´es dans la monte´e de courant
(traits continus) et dans la chute (traits discontinus) pour des tensions de 300 V et 400
V. (b) : Energie cine´tique des e´lectrons pour les meˆmes situations.
amplitude, on en de´duit que l’ionisation se renforce. Sur la figure 4.22, on remarque en
effet que la densite´ de xe´non a` 500 V est plus basse qu’a` 400 V, signe de l’ionisation plus
intense. Ceci est confirme´ par la figure 4.23 (a) sur laquelle est trace´e la fre´quence de
disparition des neutres qui est maintenue pour le cas 500 V a` un niveau au moins aussi
e´leve´ qu’a` 400 V dans la chute. En paralle`le sur la figure 4.23 (b), on voit que l’e´nergie
dans la chute de courant est plus importante a` 500 V. Nous avons vu que l’instabilite´
de temps de transit permettait d’e´lever le niveau de l’e´nergie e´lectronique en sortie du
propulseur. Mais jusqu’a` qu’elle mesure?
Pour s’assurer de sa pre´sence, nous avons trace´ les fonctions de distribution en vi-
tesse axiale des ions sur la figure 4.24 pour trois tensions applique´es : 300, 400 et 500
V. Ces fonctions de distributions ont e´te´ centre´es autour de la vitesse axiale maximale
que peuvent atteindre les ions dans chaque diffe´rence de potentiel (27 km.s−1 a` 500 V,
24 km.s−1 a` 400 V et 21 km.s−1 a` 300 V). Plus la tension applique´e est grande, plus la
vitesse axiale de´passant la limite maximale est faible. En conse´quence, l’instabilite´ de
temps de transit s’affaiblit lorsque la tension applique´e est augmente´e.
4.4.3 Re´gime de transition
A 250 V, on trouve les pre´mices de l’entre´e dans un nouveau re´gime qui nous ame`-
neront a` 200 V a` un changement important dans le de´roulement de l’ionisation et donc
des caracte´ristiques de la de´charge. En effet, a` partir de 200 V, on note sur les courbes
courant-tension (cf. Fig 4.1) une baisse de l’efficacite´ du propulseur exprime´e par la va-
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Fig. 4.22: Evolution de la densite´ de gaz a` 3 positions diffe´rentes, pour 2 tensions appli-
que´es : 400 V et 500 V.
(a) Fre´quence de pertes. (b) Energie cine´tique.
Fig. 4.23: (a) : Les fre´quences de pertes ont e´te´ moyenne´es dans la monte´e de courant
(traits continus) et dans la chute (traits discontinus) pour des tensions de 400 V et 500
V. (b) : Energie cine´tique des e´lectrons pour la meˆme situation.
leur du courant ionique de sortie plus faible que le courant total. De plus, on note un
affaiblissement des oscillations du mode de respiration.
Sur la figure 4.25 nous avons trace´ l’e´volution des densite´s de xe´non a` 3 positions
diffe´rentes pour 250 et 200 V. A 250 V, on note un chevauchement des courbes de densite´
3 µs apre`s le pic de courant. A 200 V et durant l’ionisation, la courbe de densite´ de
xe´non a` 2 cm passe en dessous de celle a` 3 cm. Cela signifie que le xe´non est ionise´ plus
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Fig. 4.24: Fonctions de distributions en vitesse axiale des ions pour 300 V, 400 V et 500
V. Elles ont e´te´ moyenne´es dans la chute de courant et sur tout le domaine.
rapidement a` 2 cm qu’a` 3 cm ce qui re´sulte en un creux de densite´ a` 2 cm. Cette tendance
est d’autant plus marque´e que le xe´non remonte plus haut qu’a` 250 V, e´tant donne´ qu’il
est beaucoup plus ionise´ dans la chute de courant (en dessous de 1018 m−3 a` 2 cm et
proche de 1017 m−3 a` 3 cm).
(a) 250 V (b) 200 V
Fig. 4.25: Evolution de la densite´ de gaz a` 3 positions diffe´rentes.
Sur la figure 4.26, nous avons trace´ les profils de fre´quences de disparition en (a) et
l’e´nergie cine´tique e´lectronique en (b) pour 200 et 250 V, dans la monte´e et la chute de
courant. Contrairement aux autres tensions, on note que dans la phase de monte´e de
courant, l’e´nergie au point x=3 cm est plus faible qu’en x=2 cm. Elle est aussi plus faible
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a` 3 cm que pour les tensions supe´rieures. Ceci se re´percute donc sur les fre´quences de
pertes qui montrent clairement que l’ionisation est plus intense a` 2 cm qu’a` 3 cm. Elle est
d’autant plus intense a` 200 V que la diffe´rence d’e´nergie entre la valeur a` 2 cm et celle a`
3 cm est plus e´leve´e. Lorsque la tension devient trop faible (a` partir de 250 V),
l’ionisation a` 3 cm devient insuffisante par rapport a` celle qui se de´roule a` 2
cm et le xe´non est ”creuse´” de l’inte´rieur.
(a) Fre´quence de pertes. (b) Energie cine´tique.
Fig. 4.26: (a) : Les fre´quences de pertes ont e´te´ moyenne´es dans la monte´e de courant
(traits continus) et dans la chute (traits discontinus) pour des tensions de 250 V et 200
V. (b) : Energie cine´tique des e´lectrons pour la meˆme situation.
Lorsque s’amorce la chute de courant, l’e´nergie cine´tique dans la seconde partie du
domaine croˆıt et de´passe celle atteinte dans la monte´e. Cette tendance tranche avec les
pre´ce´dents profils (a` 250 V et au-dela`) ou` l’e´nergie releve´e a` 3 cm diminue dans la chute
de courant. Plus la tension applique´e est faible, moins la diffe´rence d’e´nergie
entre la monte´e de courant et la chute dans la seconde moitie´ du domaine est
importante et a` 200 V, on observe une inversion. Elle est alors plus e´leve´e dans
la chute. Cela` signifie que l’instabilite´ de temps de transit est nettement plus importante
a` 200 V, comme on peut le voir sur la figure 4.27. Nous avons trace´ les fonctions de
distribution en vitesse axiale des ions, moyenne´es sur la chute de courant et en x. Elles
sont centre´es sur la vitesse maximale que peuvent atteindre les ions qui ”voient” toute
la chute de potentiel (17 km.s−1 a` 200 V et 19 km.s−1 a` 250 V). A 200 V, les vitesses
atteintes sont nettement plus e´leve´es qu’a` 250 V, signifiant que l’instabilite´ se renforce.
En conse´quence, a` 200 V, l’ionisation du xe´non est plus intense (en fin d’ionisation, la
valeur de la densite´ atteinte a` 3 cm est infe´rieure a` 1017 m−3 pour 200 V contre une valeur
e´gale a` 1017 m−3 a` 250 V).
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Fig. 4.27: Fonctions de distribution en vitesse axiale des ions pour 200 V et 250 V. Elles
ont e´te´ moyenne´es dans la chute de courant et sur tout le domaine.
4.4.4 Re´gime basse tension
On entre dans le re´gime basse tension lorsque le courant ionique et courant total
s’e´cartent (cf. Fig 4.1) soit entre 200 et 250 V qui, on l’a dit, de´limitent une phase de
transition. L’efficacite´ du propulseur est donc moins bonne, en lien avec une multiplication
plus faible. Nous allons e´tudier les raisons. L’e´volution temporelle de la densite´ de xe´non
pour 160 V et 180 V est trace´e sur la figure 4.28.
Fig. 4.28: Evolution de la densite´ de gaz a` 3 positions diffe´rentes, pour 3 tensions appli-
que´es : 160 V et 180 V.
132 4 Exploration des modes de fonctionnement
(a) Fre´quence de pertes. (b) Energie cine´tique.
Fig. 4.29: (a) : Les fre´quences de pertes ont e´te´ moyenne´es dans la monte´e de courant
(traits continus) et dans la chute (traits discontinus) pour des tensions de 160 V et 180
V. (b) : Energie cine´tique des e´lectrons pour la meˆme situation.
La premie`re observation a` faire est que la densite´ de xe´non ne baisse pas en dec¸a`
de 1018 m−3 pour aucune des 3 positions. Le constat est surtout flagrant a` 3 cm ou`
l’amplitude des oscillations de xe´non est plus faible. L’ionisation est donc moins bonne
comme les profils de collisions ine´lastiques le confirment (cf. Fig. 4.29 (a)).
Sur le profil d’e´nergie, figure 4.29 (b), la diffe´rence d’e´nergie dans la monte´e de courant,
entre les points x=2 cm et x=3 cm est importante. Ceci entraine une ionisation du xe´non
qui de´marre de l’inte´rieur, comme nous l’avons dit lors de l’e´tude de la phase de transition.
D’une manie`re ge´ne´rale, l’e´nergie moyenne est plus basse e´tant donne´e la faiblesse de
la tension applique´e. La pre´sence d’une densite´ de xe´non plus importante augmente la
fre´quence de collisions qui se situe alors autour de 107 s−1 (re´sultat non pre´sente´).
4.4.5 Re´gime de courant amorti et oscillant
A 100 G et pour des tensions de 250 et 300 V, on a remarque´ sur la caracte´ristique
courant-tension (cf. Fig 4.3) que le courant de sortie est presque constant et est de plus tre`s
bruite´ (cf. Fig. 4.30 (a)). La fre´quence de ces fluctuations est reporte´e sur la figure 4.30 (b).
Le pic a` 15 kHz correspond au mode de respiration. Autour de 400 kHz, nous retrouvons
des fre´quences du meˆme ordre de grandeur que celles du mode azimutal basse fre´quence.
Nous rappelons que c’est sous ces conditions de fonctionnement qu’il se de´veloppe (cf.
section 3.3.3). Nous avons observe´ la progression a` intervalles re´guliers d’ondes de densite´
en direction de l’anode. Les fluctuations rapident seraient alors la signature de ces bouffe´es
de matie`re. De plus, nous avons remarque´ que plus la tension est faible, plus le champ
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e´lectrique est ”tire´” vers l’exte´rieur. Ceci est d’autant plus marque´ a` 100 G et a` 300 V
que le champ acce´le´rateur sort comple`tement du canal.
(a) Courant de de´charge. (b) Transforme´e de Fourier.
Fig. 4.30: Courant de de´charge a` 100G et 300V.
Dans ces conditions, nous ne voyons pas se de´velopper l’instabilite´ de de´rive azimutale.
Nous pouvons sugge´rer que soit les conditions ne sont pas re´unies pour ge´ne´rer une
telle instabilite´, soit elles le sont mais favorisent le de´veloppement d’un autre mode qui
empeˆche l’e´tablissement de l’instabilite´ azimutale. En effet, contrairement aux autres
couples (B,U0), le champ acce´le´rateur se situe hors du canal du propulseur, dans la zone
de gradient de champ magne´tique ne´gatif. Il est donc possible que cette configuration
entraine la ge´ne´ration de ce genre d’onde azimutale basse fre´quence.
A l’instar d’A. Ducrocq, il serait judicieux de se placer dans une configuration simpli-
fie´e afin de tenter de retrouver ce phe´nome`ne fluctuant, et de comprendre clairement les
raisons de son apparition. Pour rappel, afin de retrouver l’instabilite´ de de´rive azimutale,
A. Ducrocq a impose´ un champ magne´tique constant et des conditions pe´riodiques dans
la direction azimutale dans un mode`le PIC explicite. Aucun phe´nome`ne de pertes d’e´ner-
gie n’a e´te´ pris en compte, le but e´tant d’observer la saturation de l’instabilite´ azimutale.
Il n’a pas observe´ le mode basse fre´quence que nous observons a` 100 G. Il serait donc
inte´ressant d’e´tendre son e´tude et d’introduire un gradient de champ magne´tique afin de
conclure sur son importance dans le de´clenchement de ce mode.
Pour e´valuer le transport calcule´ dans le propulseur, nous avons trace´ les courbes de
mobilite´s collisionnelles et fluides sur la figure 4.31.
On remarque un transport nettement diffe´rent a` 100 G : une mobilite´ fluide et col-
lisionnelle tre`s faibles dans le gradient ne´gatif de B par rapport aux autres mobilite´s
(infe´rieure a` 0,1 m2.V−1.s−1 pour 300 V) et au contraire, une mobilite´ accrue dans la zone
de champ magne´tique positif (e´gale a` 1 m2.V−1.s−1 pour 300 V a` 2,5 cm alors qu’elle
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Fig. 4.31: Profils de mobilite´s fluides (traits continus) et collisionnelles (traits disconti-
nus). Ces profils ont e´te´ moyenne´s en temps sur 300 µs.
n’est que de 0,2 m2.V−1.s−1 pour les autres tensions). De plus, on note que cette dernie`re
zone co¨ıncide avec le de´veloppement du mode azimutal basse fre´quence (cf. Fig. 3.15).
Pour essayer de comprendre ces comportements, nous allons e´voquer les re´sultats obte-
nus avec le mode`le implicite dans la meˆme configuration. En implicite nous obtenons
aussi un courant de de´charge constant a` 100 G et 300 V (re´sultat non pre´sente´
dans le manuscrit). Toutefois, la position du champ acce´le´rateur se situe dans le gradient
positif de B. L’instabilite´ azimutale haute fre´quence est pre´sente et on ne voit pas se de´-
velopper le mode basse fre´quence comme dans l’explicite. La mobilite´ est tre`s importante
a` partir de 2,5 cm et est de 1 m2.V−1.s−1 jusqu’a` la cathode ou` elle atteint 10 m2.V−1.s−1.
Dans les deux mode`les, nous avons donc des caracte´ristiques diffe´rentes (position du
champ acce´le´rateur et mobilite´ apre`s 2,5 cm) qui aboutissent aux meˆmes conse´quences
sur la dynamique du courant de de´charge et donc de l’ionisation. Ils permettent tous deux
d’obtenir une mobilite´ importante autour d’une re´gion proche de 2,5 cm. On note aussi
une augmentation de l’e´nergie cine´tique dans les deux mode`les qui est de 90 eV dans
l’implicite et de 100 eV dans l’explicite.
On peut sugge´rer qu’une baisse du champ magne´tique, entraine une augmentation de
la mobilite´ autour de 2,5 cm. Le temps de re´sidence est donc plus faible, entrainant une
ionisation moindre.
Enfin, lorsque la tension applique´e passe en dessous de 250 V, le courant de de´charge
oscille a` nouveau et son amplitude augmente a` mesure que baisse la tension applique´e.
On tend alors vers un de´roulement de de´charge tel que nous l’avons de´crit a` 170G.
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4.5 Synthe`se et transport e´lectronique
Dans un premier temps nous allons re´sumer les tendances observe´es jusqu’a` pre´sent
et apporter des pre´cisions sur les processus de transport en jeu durant la de´charge.
Nous avons isole´ trois positions de l’espace : 1, 2 et 3 cm. Au niveau de ces positions,
nous avons observe´ l’e´volution de la densite´ de xe´non au cours d’une oscillation de cou-
rant. Pour les tensions importantes, l’ionisation de´marre simultane´ment a` 2 et 3 cm. Le
xe´non est ionise´ jusqu’a` un seuil minimum atteint dans la chute de courant, qui ne garan-
tit plus suffisamment de collisions ine´lastiques. L’ionisation s’arreˆte et le xe´non remplit
alors le canal jusqu’au prochain de´marrage de l’ionisation. Plus le niveau de xe´non
apre`s ionisation est bas, plus e´leve´e sera sa remonte´e. De plus, plus l’amplitude
des variations de xe´non est importante, plus les oscillations de courant sont
grandes. Ce processus est e´vident lorsqu’on sait que le comportement du courant ionique
est directement lie´ a` la dynamique du xe´non.
Lorsque la tension applique´e diminue, on remarque une augmentation de l’amplitude
des oscillations de courant. L’ionisation se renforce dans la chute bien que la tension
diminue, et la densite´ de xe´non est alors plus faible en fin d’ionisation. Le maintien
d’une e´nergie importante dans la seconde moitie´ du domaine est lie´ au de´clenchement de
l’instabilite´ de temps de transit. Une onde de champ e´lectrique progresse en direction de
la cathode et chauffe les e´lectrons sur son passage. Le taux d’ionisation augmente alors
temporairement. Baisser la tension applique´e renforce l’instabilite´ de temps de
transit.
Sur la figure 4.32, nous avons trace´ l’e´cart type du champ acce´le´rateur dans la chute
de courant. Le recourt a` l’e´cart type s’explique par le fait qu’a` cause de l’instabilte´ de
temps de transit, le champ fluctue fortement dans la deuxie`me moitie´ du domaine (cf.
section 3.3.2). De plus, nous avons normalise´ les maxima de champ a` 1 dans le but de
comparer l’amplitude des fluctuations par rapport aux maximum.
En baissant la tension a` partir de 400 V, on note que la part de champ axial fluctuant
(entre 2,5 et 4 cm) augmente par rapport au maximum jusqu’a` culminer a` 200 V. C’est le
re´gime des moyennes tensions. A 500 V, la de´croissance douce est moins due a` l’instabilite´
de temps de transit qu’a` une remonte´e de champ a` tension plus e´leve´e. L’instabilite´ de
temps de transit est moins pre´sente, comme l’a confirme´ un de´passement moindre de la
vitesse maximale, atteignable par les ions. Enfin en dessous de 200 V, l’instabilite´ de
temps de transit est importante mais comme la tension applique´e est faible, l’ionisation
est faible et la densite´ de xe´non est donc plus forte. Les collisions e´lastiques sont
donc plus efficaces a` tension plus basse.
Ceci est confirme´ sur les profils de mobilite´ collisionnelle, figure 4.33 (a). Ils com-
prennent les 3 processus collisionnels : collisions e´lectron-neutre, collisions e´lectron-paroi
et ionisation. Hormis le cas a` 200 V, le transport collisionnel en sortie du propulseur
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Fig. 4.32: Champ e´lectrique inte´gre´ dans la chute de courant. Les profils sont normalise´s
a` 1 pour comparer l’amplitude des fluctuations par rapport aux maximum.
augmente en baissant la tension.
(a) Mobilite´ collisionnelle (b) Mobilite´ fluide
Fig. 4.33: Profils de mobilite´ pour diffe´rentes tensions de de´charge, a` 170 G.
La mobilite´ fluide est trace´e sur la figure 4.33 (b). Nous observons a` nouveau la forte
augmentation a` 200 V. Par contre, nous n’avons pas e´te´ en mesure de tracer les mobilite´s
fluide pour les basses tensions (160 et 180 V) a` cause de l’instabilite´ de temps de transit.
Elle est permanente a` faibles tensions et la valeur moyenne du champ axial est donc nulle
dans la zone de gradient ne´gatif de B. L’instabilite´ azimutale observe´e dans la monte´e de
courant a` tensions plus e´leve´es n’apparaˆıt donc pas.
De plus, aux moyennes et hautes tensions, nous n’avons pas note´ de nombre de modes
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diffe´rent pour l’instabilite´. Ils s’e´tendent entre 9 et 11 suivant les instants ou` elle est
observe´e. Toutefois, nous avons note´ qu’a` 200 V, l’instabilite´ peine a` se fixer sur un
mode donne´ comme c’est le cas a` 300 V. Nous pensons que la difficulte´ a` s’e´tablir vient
de l’importance des collisions qui perturbent sa saturation en aidant au transport des
e´lectrons.
La situation a` 200 V marque la transition entre le re´gime de moyennes tensions et le
re´gime basses tensions. L’e´nergie fournie par le champ e´lectrique atteint une valeur seuil
qui devient insuffisante pour que l’ionisation du xe´non soit efficace dans la monte´e de
courant de de´charge. Un creux de densite´ de gaz se cre´er alors autour de la position x=2
cm car la densite´ de xe´non est plus e´leve´e autour de x=3 cm. Toutefois, graˆce a` l’instabilite´
de temps de transit, le champ e´lectrique est encore suffisament e´leve´ pour fournir l’e´nergie
ne´cessaire, garantissant un taux d’ionisation e´leve´ dans la chute de courant. Il y a donc
un de´se´quilibre entre l’ionisation qui a lieu dans la monte´e de courant et celle qui suit
dans la chute : faible dans la monte´e, forte dans la chute. La densite´ de xe´non importante
dans la monte´e de courant et l’e´nergie e´leve´e dans la chute permettent de maintenir la
fre´quence de collisions a` un niveau important, assurant alors un fort transport collisionnel
(cf. Fig. 4.33).
Lors de la monte´e de courant, 5-10 µs avant le pic, nous avons vu le renforcement de
l’onde de de´rive. Lorsque la collisionalite´ diminue, l’instabilite´ azimutale se ren-
force et le transport axial est plus important. Par ailleurs, nous avons vu qu’aux
meˆmes instants, la fre´quence de collisions parie´tales s’accroˆıt car l’e´nergie dirige´e suivant
la direction z augmente. Cependant, comme le mode`le ne de´crit pas de champ e´lectrique
dans la direction z, seules les collisions en volume permettent de transfe´rer de l’e´nergie
dans cette direction. Or nous avons vu que les collisions en volume diminuaient alors
que s’accroissaient les collisions parie´tales. On sugge`re alors que l’instabilite´ de de´rive, en
interagissant avec les e´lectrons, permet d’augmenter le transport collisionnel. L’e´nergie
cine´tique est alors distribue´e suivant z ce qui a pour effet d’accentuer les collisions pa-
rie´tales. Toutefois, ce processus me´rite plus ample investigation. Il fera l’objet du dernier
chapitre.
4.6 Influence des parois
Pour e´tudier l’influence des parois, nous allons changer la valeur du potentiel de gaine.
Nous rappelons que l’influence des parois est imple´mente´e dans un troisie`me processus
collisionnel. Aucune e´mission secondaire n’est prise en compte dans ce mode`le qui permet
uniquement d’ajouter une contribution au transport e´lectronique. Dans les pre´ce´dentes
simulations, le potentiel de gaine e´tait fixe´ a` 20 V. Il est fixe´ ici a` 0, 10, 20, 50 et 1000
V. Cette dernie`re valeur n’a aucune re´alite´ physique mais permet uniquement d’annuler
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la contribution des parois.
(a) Champ e´lectrique. (b) Densite´ e´lectronique.
(c) Mobilite´ fluide. (d) Mobilite´ collisionnelle.
Fig. 4.34: Profils moyenne´s en temps du champ axial (a), de la densite´ e´lectronique
(b), de la mobilite´ collisionnelle (c) et fluide (d) pour diffe´rentes valeurs de potentiel de
gaine. Pour la mobilite´ collisionnelle, les 3 processus collisionnels sont inclus : collisions
e´lectron-neutre, collisions e´lectron-paroi et ionisation. La droite en pointille´s indique le
plan de sortie.
Les profils, moyenne´s sur toute la dure´e d’une oscillation de courant du champ e´lec-
trique, de la densite´ e´lectronique et de la mobilite´ fluide et collisionnelle sont trace´s sur
la figure 4.34. On observe que la position du champ e´lectrique axial de´pend fortement du
transport e´lectronique. En effet, plus les valeurs de potentiel de gaine sont faibles,
plus le champ e´lectrique est de´place´ a` l’exte´rieur du canal du propulseur. Le
potentiel de gaine agit comme un filtre en e´nergie. Plus il est petit, plus la proportion
d’e´lectrons susceptibles d’interagir avec les parois et donc de profiter du transport parie´tal
est grande. Ainsi, a` valeurs plus faibles, le transport parie´tal est plus e´leve´ a` l’inte´rieur du
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propulseur et le champ induit, qui compense la baisse de conductivite´ a` cause du pie´geage
magne´tique diminue a` l’inte´rieur. De plus, le pic de densite´ e´lectronique diminue aussi
(cf. Fig. 4.34 (b)) e´tant donne´ un pie´geage moindre.
L’augmentation du transport parie´tal est visible sur les courbes de mobilite´, figure 4.34
(c). Le de´crochement au niveau du plan de sortie sur la mobilite´ collisionnelle est en effet
plus important. Les parois ont aussi une influence sur la mobilite´ observe´e au dela` du
canal du propulseur. Comme elle accroissent le transport a` l’inte´rieur, elle impactent
sur l’efficacite´ du pie´geage magne´tique. A faible potentiel de gaine, l’ionisation du xe´non
est plus faible, et la densite´ de xe´non est plus e´leve´e en sortie de propulseur. Plus le
potentiel de gaine est faible, et plus la mobilite´ collisionnelle hors du canal du
propulseur est importante. A 0 V, ce n’est toutefois pas le cas car nous entrons dans
un re´gime diffe´rent. Nous allons en parler.
Il est inte´ressant de constater les similitudes entre la situation a` 170 G et 300 V avec un
potentiel de gaine nul, et la situation pre´ce´demment rencontre´e d’un champ magne´tique
a` 100 G et 300 V, comportant un potentiel de gaine fixe´ a` 20 V. En effet, dans les deux
cas, le champ e´lectrique est en dehors du canal du propulseur (cf. Fig. 4.4) et la mobilite´
fluide domine toutes les autres a` l’inte´rieur du propulseur, mais s’affaiblit fortement a`
l’exte´rieur (cf. Fig. 4.31).
Dans ces deux situations, le pie´geage magne´tique est moins effectif, soit a` cause d’un
champ magne´tique plus faible et une tension importante, soit parce que le roˆle des parois
et donc du transport parie´tal est accru. Le champ acce´le´rateur induit se de´place donc dans
une re´gion ou` le transport reste insuffisant, c’est a` dire dans la zone de gradient ne´gatif
de champ magne´tique. Les parois y sont inope´rentes et le transport fluctuant n’est pas
assez important, comme les mobilite´s fluides le confirment.
A 100 G, nous avons en effet note´ la disparition de l’onde de de´rive azimutale haute
fre´quence, et l’apparition a` la place d’une onde azimutale basse fre´quence. A 170 G, 300 V
et un potentiel de gaine nul, nous notons l’apparition du meˆme phe´nome`ne ondulatoire,
illustre´ sur la figure 4.35 (a). Ne´anmoins, le comportement est sensiblement diffe´rent
dans cette situation, comme le profil de courant l’atteste. En effet, le courant de de´charge
oscille, contrairement a` la situation a` 100 G ou` il est quasiment constant. L’amplitude
des oscillations atteint 15 A, ce qui est infe´rieur a` l’amplitude observe´e avec un potentiel
de gaine fixe´ a` 20 V, qui atteint 20 A. De plus, nous observons le de´veloppement de
l’instabilite´ de de´rive azimutale a` l’approche des pics de courant. Nous sommes donc
dans une situation hybride qui permet l’e´tablissement des deux phe´nome`nes ondulatoires :
instabilite´ de de´rive azimutale et onde azimutale basse fre´quence (cf. Fig. 4.35 (a) et (b)).
L’instabilite´ basse fre´quence est pre´sente dans la monte´e et la chute de courant mais
disparaˆıt entre les deux pics, quand le courant est au plus bas.
De plus, nous avons reporte´ le courant de de´charge ainsi que le courant d’ions sur le
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tableau 4.1. Plus le potentiel de gaine est faible et plus le courant de de´charge
et d’ions est grand.
Ugaine (V) Id (A) Ii (A)
0 3,74 3,63
10 3,58 3,47
20 3,27 3,25
50 3,06 3,05
1000 3,17 3,16
Tab. 4.1: Courant de de´charge (Id) et courant d’ion (Ii) en fonction du potentiel de gaine
(Ugaine)
Enfin, nous avons voulu observer les conse´quences d’un transport parie´tal sur tout le
domaine de calcul. Nous avons donc fixe´ un potentiel de gaine e´gal a` 20 V, effectif de
l’anode a` la cathode. Peu de changements sont a` noter par rapport a` la situation ou` les
parois s’arreˆtent a` 2,5 cm. L’amplitude des oscillations de courant est plus faible (15 A au
lieu de 20) et les courants de de´charge et d’ions moyens sont a` 3,6 et 3,5 A respectivement.
Ces courants sont 1 A plus forts que les courants observe´s avec un canal plus court. La
mobilite´ fluide se situe autour de 0,1 m2.V−1.s−1 dans les deux cas. Par contre, la mobilite´
collisionnelle est nettement plus e´leve´e apre`s 2,5 cm lorsque les parois recouvrent tout
le domaine : 0,04 m2.V−1.s−1 contre moins de 0,01 m2.V−1.s−1. Ceci est cohe´rent e´tant
donne´ qu’on accroˆıt les collisions parie´tales apre`s 2,5 cm.
4.6 Influence des parois 141
(a) Densite´ e´lectronique. (b) Champ e´lectrique azimutal.
Fig. 4.35: Evolution temporelle de la densite´ e´lectronique (a) et du champ e´lectrique
azimutal (b) a` 170 G, 300 V et avec un potentiel de gaine nul.
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4.7 Conclusion
Dans ce chapitre qui constitue le coeur de la the`se, nous avons analyse´ en de´tails
les diffe´rents re´gimes de fonctionnement observe´s dans le mode`le PIC. Nous avons mis
l’accent sur le caracte`re instationnaire de la de´charge en expliquant e´tape par e´tape le
de´roulement d’une oscillation de courant, d’abord dans un cas type a` 170 G et 300 V,
puis en explorant d’autres points de fonctionnement.
Les phe´nome`nes fluctuants que nous avons introduits au chapitre pre´ce´dent ont e´te´
place´s dans le contexte d’une de´charge, et nous avons alors analyse´ leurs effets sur son
comportement ainsi que sur le transport e´lectronique. Nous avons note´ l’importance de
l’instabilite´ de temps de transit sur l’ionisation du xe´non et sur l’amplitude des oscillations
de courant. Il a e´te´ observe´ que l’onde se renforc¸ait a` faible tension et qu’elle permet-
tait, par interactions re´sonnantes de fournir une quantite´ d’e´nergie aux ions supe´rieure a`
l’e´nergie seuil permise par la chute de potentiel.
Nous avons de plus note´ l’apparition de l’instabilite´ azimutale basse fre´quence lorsque
le champ acce´le´rateur sortait hors du canal du propulseur. Il a toutefois e´te´ difficile de
comprendre son roˆle sur le transport e´lectronique et son influence sur la de´charge.
Enfin, nous avons confirme´ le roˆle de l’instabilite´ de de´rive azimutale haute fre´quence
sur le transport e´lectronique. Nous avons vu que son apparition e´tait e´troitement lie´e a`
une baisse du transport collisionnel au cours de la monte´e de courant.
L’importance des parois a e´te´ explore´ pour diffe´rents potentiels de gaine. Nous avons
montre´ que renforcer l’influence des collisions parie´tales aboutissait au de´placement du
champ acce´le´rateur hors du canal du propulseur. Nous avons pu alors observer l’influence
de la position du champ acce´le´rateur par rapport au gradient de champ magne´tique sur
le de´veloppement de l’onde azimutal basse fre´quence.
Nous souhaitons maintenant comprendre de quelle manie`re l’instabilite´ de de´rive azi-
mutale est en mesure de transporter les e´lectrons. Nous avons sugge´re´ que les collisions en
volume pouvaient, associe´es d’interactions e´lectroniques avec l’onde, ge´ne´rer un transport
accru. C’est ce que nous allons analyser dans le dernier chapitre.
Chapitre 5
Etude sur le transport axial
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5.1 Introduction
Les simulations particulaires ont montre´ que l’onde azimutale favorisait le transport.
En effet, pour des conditions de simulation de 170 G et 300 V, nous avons vu que l’instabi-
lite´ se de´clenchait a` l’approche du pic de courant de de´charge et qu’elle e´tait accompagne´e
d’un net transport axial des e´lectrons. Ce chapitre est donc de´die´ a` la compre´hension des
me´canismes de transport en pre´sence d’une onde de champ e´lectrique associe´e a` des colli-
sions e´lastiques. Alexandre Ducrocq [23] et Jaime Perez Luna [57] ont de´crit un transport
stochastique en se basant sur une the´orie de´veloppe´e par C. F. F. Karney [39]. Ils ont
e´tabli des seuils d’apparition de la stochasticite´ qui, lorsqu’ils sont de´passe´s, permettent
a` un e´lectron d’eˆtre de´pie´ge´ et de traverser la barrie`re de champ magne´tique. Cependant,
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dans ces e´tudes, les collisions avec les neutres n’ont pas e´te´ prises en compte. Nous avons
pourtant observe´ que, bien que le de´veloppement de l’ instabilite´ co¨ıncidaˆt avec la dis-
parition des neutres, il en subistait une densite´ suffisante pour entretenir des collisions
e´lastiques.
A l’aide d’un mode`le Monte-Carlo particule-test, nous souhaitons donc e´tudier l’in-
fluence des collisions dans le transport fluctuant. Dans une premie`re partie, nous pre´-
senterons la construction du mode`le puis nous e´tudierons, inde´pendament du mode`le, la
possibilite´ pour une onde de champ e´lectrique, d’accroˆıtre le transport en pre´sence de
collisions. Enfin, nous tenterons de valider la the´orie avec le mode`le particule-test en ve´-
rifiant si ces me´canismes sont suffisants pour garantir un transport tel qu’observe´ dans
les simulations PIC.
5.2 Le mode`le particule-test (PT)
5.2.1 Hypothe`ses de base
Le mode`le particule-test a pour objectif de concentrer l’analyse du transport e´lectro-
nique sur l’interaction des e´lectrons avec l’onde. De ce fait, le syste`me complet compose´
d’un grand nombre de degre´s de liberte´ ne´cessite d’eˆtre simplifie´ en se fondant sur des
hypothe`ses que nous allons justifier. L’e´tude sera alors rendue moins ardue car notre
nouveau mode`le conservera uniquement les phe´nome`nes succeptibles de contribuer au
transport.
Pour mener a` bien ce travail de mode´lisation, nous devons de´finir l’e´chelle caracte´ris-
tique d’interaction onde-e´lectron pour ne´gliger les e´chelles plus larges.
Nous savons que les e´lectrons sont soumis a` une de´rive de vitesse Vd dans la direction
azimutale, due a` l’interaction du champ e´lectrique axial Ex et magne´tique radial Bz.
Vd = −Ex
Bz
(5.1)
Cette de´rive induit alors une modification de la fre´quence de l’onde vue par les e´lec-
trons. Elle s’exprime ainsi :
ωd = ω − kyVd (5.2)
ωd est la fre´quence de l’onde ressentie par une particule dans le repe`re de´rivant, ω est la
fre´quence de l’onde dans le repe`re du laboratoire et ky est le nombre d’onde. On prend une
fre´quence de l’onde ω = 106 rad.s−1 qui est l’ordre de grandeur de la fre´quence observe´e
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dans le mode`le (cf. section 3.3.1) ainsi que dans les expe´riences de diffusion collective [69].
Le nombre d’onde est de l’ordre de 103 rad.m−1 et la vitesse de de´rive obtenue avec une
valeur de champ Ex = 30 kV.m
−1 et Bz = 170 G est de 1,8 106 m.s−1. Ainsi, la correction
introduite par la de´rive azimutale est de 1,8 109 rad.s−1. La diffe´rence est conside´rable
(quatre ordres de grandeur) et nous permet de ne´gliger la fre´quence propre de l’onde ω.
Ceci constitue la premie`re hypothe`se de notre mode`le : l’onde est fige´e dans le repe`re
du laboratoire.
Toutefois, pour le calcul pre´ce´dent, nous avons suppose´ une valeur importante de Ex,
prise au maximum de champ magne´tique. En sortie du propulseur, le champ e´lectrique
diminue fortement (cf. Fig. 5.1 (c)) et le terme kyVd n’est plus ne´gligeable par rapport a`
ω. L’approximation n’est alors plus valide.
De plus, les e´lectrons plonge´s dans le potentiel fluctuant vont interagir plusieurs fois
avec l’onde avant d’acque´rir suffisamment d’e´nergie pour traverser la barrie`re magne´tique.
Notre premie`re hypothe`se qui est de figer le champ fluctuant est valide tant que les
e´lectrons traversent l’onde en un temps court par rapport a` sa pe´riode. Ceci constitue
la seconde hypothe`se : les e´lectrons traversent l’onde suffisamment rapidement
pour ne pas la voir e´voluer. Nous pouvons estimer le temps de transit des e´lectrons
par rapport a` sa pe´riode. Avec une e´nergie cine´tique de 10 eV a` 170 G et 300 V, la
vitesse thermique de l’e´lectron est d’environ 106 m.s−1. Le temps de transit sur la zone
de de´veloppement de l’onde, soit 2 cm, est de l’ordre de 10−2 µs. Enfin, la pe´riode de
l’onde dans le repe`re du laboratoire pour une fre´quence de 1 MHz est de 1 µs. On en
de´duit donc un facteur de 2 ordres de grandeur entre le temps de pre´sence dans l’onde
et son e´volution. Ce re´sultat doit toutefois eˆtre nuance´ car, en cas d’ionisation, l’e´lectron
est refroidi ce qui fait baisser sa vitesse thermique, et accroˆıt son temps de re´sidence.
Ne´anmoins, a` 10 eV la fre´quence d’ionisation est faible (le seuil e´tant de 12,3 eV) et les
collisions e´lastiques sont dominantes.
Voyons a` pre´sent la construction du mode`le nume´rique.
5.2.2 Re´alisation
Contrairement au mode`le PIC ou` nous regardons l’e´volution d’ensembles de particules,
nous suivons une seule particule dans le mode`le particule-test (PT), de son injection a`
la cathode jusqu’a` sa sortie a` l’anode. Le mode`le PIC ge´ne`re de manie`re auto-cohe´rente
un potentiel e´lectrique a` partir de la re´partition spatiale des charges. Dans le mode`le
PT ce potentiel e´lectrique (repre´sentatif d’une distribution de charges donne´e) est
impose´. Nous cherchons uniquement a` observer, e´lectron apre`s e´lectron, l’influence de
celui-ci sur les trajectoires e´lectroniques.
De plus, nous imposons le profil de xe´non, calcule´ au meˆme instant dans le mode`le
PIC. Il n’e´volue pas non plus en fonction du temps. L’architecture de ce mode`le repose sur
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celle du mode`le PIC. En plus d’imposer le profil de potentiel et de xe´non, nous calquons
les parame`tres physiques et nume´riques du mode`le PIC :
Parame`tres physiques :
– taille de domaine
– profil de champ magne´tique
– Sections efficaces de collisions e´lastiques et d’ionisation
Parame`tres nume´riques :
– pas de temps : dt
– pas d’espace : dx
– nombre de points de grille
– conditions aux limites
– sche´ma de discre´tisation des e´quations : explicite
– traitement des collisions : me´thode des collisions nulles
Au de´marrage de la simulation, on charge potentiel et on en de´duit les champs Ex et
Ey :
Ex,y = −∇x,yφ (5.3)
Nous rappelons de plus que l’instant choisi pour le potentiel est le meˆme pour le profil
de neutre qui est charge´ aussi au de´marrage de la simulation. Au temps initial, un e´lectron
dont l’e´nergie est tire´e ale´atoirement a` partir d’une maxwellienne de tempe´rature de 1
eV, avec une vitesse oriente´e dans la direction ne´gative en x (vers l’anode), est injecte´ au
niveau de la cathode. Nous suivons ensuite sa trajectoire au travers de quantite´s telles
que la densite´, son profil de collisions (e´lastiques et ionisantes) et son e´nergie cine´tique.
Dans le cas d’une unique particule, la densite´ peut eˆtre corre´le´e a` un temps de re´sidence.
Elle permet de distinguer des zones pre´fe´rentielles ou` l’e´lectron passera plus de temps
et d’autres qui seront rapidement balaye´es par celui-ci. Nous reviendrons sur ce point
ulte´rieurement. Electron apre`s e´lectron, on ame´liore la statistique. Le calcul s’effectue
jusqu’a` ce que la statistique soit suffisante.
Lorsqu’un e´lectron primaire atteint l’anode, il est supprime´ du domaine. Si cet e´lec-
tron, durant son trajet, a effectue´ des collisions ionisantes, un ou des e´lectrons secondaires
sont cre´e´s. On enregistre alors leur position de cre´ation par ordre chronologique et on les
suit un par un jusqu’a` ce qu’ils atteignent a` leur tour l’anode.
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5.3 Premiers re´sultats : comparaisons re´sultats PIC
et PT
Comme nous l’avons vu dans le chapitre pre´ce´dent, le champ azimutal se renforce
quelques microsecondes avant le pic de l’oscillation de courant. On voit alors l’instabilite´
de de´rive se de´velopper. Nous avons donc extrait un potentiel fluctuant pendant cette
phase de de´veloppement au temps t=-1,4 µs 1. Nous nous situons donc 1,4 µs avant le
pic. Le profil du champ e´lectrique re´sultant, extrait d’une simulation particulaire explicite,
est trace´ sur la figure 5.1. Les profils 5.1 (a) et 5.1 (b) sont les composantes 2D axiale
et azimutale respectivement. Nous avons trace´ au meˆme instant en 5.1 (c) l’amplitude
moyenne´e en azimut du champ acce´le´rateur ainsi que l’e´cart type du champ azimutal.
Nous avons aussi trace´ en 5.1 (d) le profil de xe´non au meˆme instant ainsi que le profil
de champ magne´tique.
Pour comparer les re´sultats du mode`le PT avec ceux du mode`le PIC, nous construisons
la densite´ et l’e´nergie e´lectronique ainsi que la mobilite´. Nous rappelons les expressions
des mobilite´s :
La mobilite´ collisionnelle :
µ⊥,c =
e
meνm
1
1 + (ωc/νm)
2 (5.4)
ou` νm comprend les collisions e´lastique e´lectron-neutre, les collisions parie´tales et
l’ionisation.
et la mobilite´ fluide :
µ⊥,fluide = − vx
Ex +
2
3qene
∇(neEn) (5.5)
Contrairement a` la mobilite´ collisionnelle, la connaissance des phe´nome`nes physiques
responsables du transport n’est pas ne´cessaire. La vitesse axiale vx, le champ Ex, la densite´
e´lectronique ne et l’e´nergie des e´lectrons En sont calcule´s avec le mode`le PIC et lie´s entre
eux par cette expression. Cela signifie alors qu’il existe un processus physique en amont
du transport dont la re´sultante est les quantite´s macroscopiques que l’on vient de citer.
Ce processus peut eˆtre simplement les collisions e´lectron-neutre, des interactions avec
l’onde mais avoir aussi des causes nume´riques. Dans la situation ou` seules les collisions
sont responsables du transport a` travers la barrie`re de champ magne´tique, mobilite´s
collisionnelle et fluide co¨ıncident.
1. Nous avons garde´ la meˆme convention que dans les deux chapitres pre´ce´dents.
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(a) Composante axiale. (b) Composante azimutale.
(c) Composante azimutale. (d) Profil de xe´non et de champ magne´tique.
Fig. 5.1: Profils pris a` l’instant t=-1,4 µs du champ e´lectrique ainsi que du xe´non pour
170 G et 300 V. Le champ magne´tique est trace´ en (d).
Voyons maintenant les re´sultats.
Sur la figure 5.2, nous avons superpose´ les re´sultats PT et PIC pour la densite´ e´lec-
tronique (a), l’e´nergie cine´tique (b) et la mobilite´ (c). Mobilite´ fluide et collisionnelle sont
toutes deux trace´es. On pre´cise que les profils PT et PIC de la densite´ sont normalise´s.
Les profils des mobilite´s et d’e´nergie sont en bon accord avec les re´sultats PT. Ce n’est
pas le cas de la densite´. Sa chute dans la partie gauche du domaine est bien reproduite
mais passe´ le maximum, les courbes s’e´loignent dans la zone de gradient ne´gatif de B. Il
est difficile de conclure sur un tel e´cart. Cependant, comme on peut le voir sur les courbes
de mobilite´, cette tendance est peu influente meˆme si un terme de´pendant de la densite´
est pre´sent au de´nominateur (eq. (5.5)). C’est un terme de transport diffusif ne´gligeable
dans la partie droite du domaine par rapport au terme de transport dirige´ lie´ au champ
e´lectrique axial. Dans la partie gauche, il prend son importance, la` ou` le champ axial tend
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vers ze´ro et change de signe.
(a) Densite´ e´lectronique. (b) Energie cine´tique.
(c) Mobilite´s.
Fig. 5.2: Profils de densite´ normalise´s par rapport a` leurs valeurs maximales (a), profils
d’e´nergie cine´tique (b) et profils de mobilite´ fluide et collisionnelle (c). Les quantite´s en
traits pleins se re´fe`rent aux re´sultat PT et celles en pointille´s aux re´sultats PIC.
5.4 Sche´ma nume´rique et pas de temps : des effets
inde´sirables
Avant de poursuivre, nous souhaitons nous e´carter du fil conducteur pour parler d’ef-
fets inde´sirables releve´s graˆce au mode`le PT, impliquant le sche´ma nume´rique et le pas de
temps. Rappelons de´ja` que nous avons en notre possession deux mode`les PIC, un dont le
sche´ma nume´rique de discre´tisation des trajectoires est implicite et l’autre explicite (cf.
chapitre 2) ainsi qu’un mode`le particule-test avec un sche´ma nume´rique explicite.
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A l’origine, nous avions pre´vu d’utiliser le potentiel du PIC implicite (et non explicite
comme maintenant) et d’entreprendre une se´rie de comparaisons comme celles que nous
venons de mener sur la base des re´sultats de ce mode`le. A notre surprise, il s’est ave´re´
que les re´sultats pre´sentaient des solutions diffe´rentes et que la mobilite´ obtenue avec
le mode`le PT ne correspondait pas avec celle calcule´e avec le mode`le PIC implicite : elle
e´tait plus faible. Nous nous sommes par la suite rendus compte qu’en changeant le sche´ma
nume´rique du mode`le PT et en y imple´mentant les e´quations du mouvement implicite
a` l’instar du PIC (comprenant un prepushe et un endpushe), nous obtenions une tre`s
bonne concordance des re´sultats. Voici donc en re´sume´ ce que nous pouvons dire : les
mode`les PIC et PT aboutissent aux meˆmes conclusions lorsqu’ils sont de meˆme sche´ma
nume´rique et de meˆme pas de temps (le PT e´tant de´die´ a` interpre´ter les re´sultats du
PIC, il est indispensable d’utiliser un pas de temps identique). Nous avons donc une forte
de´pendance des re´sultats au sche´ma nume´rique utilise´.
Dans l’optique de comprendre l’influence du sche´ma nume´rique, nous allons illustrer a`
partir d’une e´tude phe´nome´nologique des situations qui laissent apparaˆıtre les faiblesses
du sche´ma implicite d’inte´gration des trajectoires employe´. Pour cette e´tude, on de´laisse
les mode`les PIC pour nous concentrer sur les mode`les PT (explicite et implicite).
Pour chaque sche´ma, nous appliquons un potentiel analytique 1-dimension suivant x.
Le champ e´lectrique axial Ex est calcule´ et le champ e´lectrique azimutal est donc nul.
Potentiel et champ e´lectrique sont trace´s sur la figure 5.3 en fonction de l’axe. Une densite´
constante de neutres est impose´e et e´gale a` 3 1019 m−3 et seules les collisions e´lastiques
sont prises en compte.
Fig. 5.3: Profils de potentiel 1D applique´ (rouge) et champ e´lectrique axial (vert).
Deux cas sont envisage´s, sans et avec champ magne´tique. Celui-ci est choisi constant
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puis de´pendant de l’espace. Il est e´gal a` 170 G. On pre´cise que la densite´ de neutres
impose´e permet par collisions e´lastiques d’assurer le transport a` travers B. Pour chaque
mode`le, on suit 500 particules lance´es avec une tempe´rature de 2 eV a` la cathode, et on
trace l’e´nergie gagne´e dans le potentiel. Les re´sultats sont reporte´s sur la figure 5.4. Sans
champ magne´tique (figure 5.4 (a)), l’e´nergie gagne´e avec l’implicite ou l’explicite corres-
pond a` l’e´nergie potentielle. Par contre, en pre´sence d’un champ magne´tique constant
ou de´pendant de l’espace( figure 5.4 (b)), l’e´nergie gagne´e avec un sche´ma implicite ne
concorde plus avec le potentiel applique´. Avec le sche´ma explicite, nous avons a` nouveau
une bonne conservation de l’e´nergie.
(a) Sans champ magne´tique. (b) Avec champ magne´tique.
Fig. 5.4: Profils du potentiel analytique (rouge) et e´nergie e´lectronique calcule´s avec un
sche´ma explicite (bleu) et implicite (cyan). En (a) il n’y a pas de champ magne´tique. En
(b), deux champs magne´tiques de 170 G sont impose´s : un constant spatialement (trait
continu) et un dont le profil est celui de la figure 5.1 (d) (pointille´s). Une densite´ de neutre
constante de 3 1019 m−3 est impose´e dans les deux cas. Le pas de temps de l’explicite est
7,9 10−12 s et celui de l’implicite 5 10−11 s.
Afin d’e´tudier l’influence du pas de temps, on proce`de a` nouveau au lancement de
500 particules tests. Sur la figure 5.5 (a), nous n’avons utilise´ que le sche´ma implicite.
Nous avons applique´ un champ magne´tique constant de 170 G, le potentiel analytique
(figure 5.3), une densite´ de neutres constante de 3 1019 m−1 et les collisions e´lastiques
e´lectron-neutre sont prises en compte. Cette fois-ci, on joue sur le pas de temps : dt=5
10−11 s, soit le pas de temps initial utilise´ dans le PIC implicite, dt=2,5 10−11 s et dt=10−11
s. On note que re´duire le pas de temps permet de rapprocher les profils d’e´nergie au
potentiel applique´ jusqu’a` la concordance pour dt=1 10−11 s soit proche du pas de temps
de l’explicite (celui-ci est de 7,9.10−12).
Sur la figure 5.5 (b), nous avons employe´ les deux sche´mas. Nous nous sommes place´s
dans des conditions plus re´alistes c’est a` dire celles du mode`le PIC. Le champ magne´tique
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et la densite´ de neutre sont ceux trace´s sur la figure 5.1 (d) et le potentiel est celui qui
permet d’obtenir le champ trace´ sur les figures 5.1 (a) et (b). Seules les collisions e´lectron-
neutre sont prises en compte. Les conclusions sont identiques au cas pre´ce´dent : avec un
sche´ma implicite et avec un pas de temps de dt=5 10−11 s, les particules sont loin de
gagner l’e´nergie potentielle. En re´duisant le pas de temps, la tendance est ame´liore´e.
Pour le sche´ma explicite, les courbes d’e´nergie et de potentiel co¨ıncident a` nouveau.
(a) Sche´ma implicite uniquement. (b) Sche´ma implicite et explicite.
Fig. 5.5: Profils de potentiel applique´ analytique (rouge) et e´nergie e´lectronique avec un
sche´ma implicite (cyan) et explicite (bleu) pour diffe´rents pas de temps. En (a) le potentiel
est calcule´ analytiquement, le champ magne´tique et la densite´ de neutres sont constants
sur l’espace. En (b), toutes les quantite´s physiques sont extraites d’une simulation PIC
(et de´pendent donc de l’espace) : le potentiel fluctuant, le champ B et la densite´ de neutres
sont extraits au meˆme instant.
En l’e´tat actuel de nos connaissances, il est difficile d’avoir une explication claire
qui de´passe la simple e´tude phe´nome´nologique. Il est cependant e´vident que diminuer le
pas de temps dans l’implicite entraine une diminution de l’erreur sur la trajectoire. Ceci
s’explique par le fait que, plus le pas de temps est petit, moins la particule se de´place
entre le prepushe et le endpushe et moins le champ qu’elle voit change. On rappelle
que le champ vu par la particule au prepushe et au endpushe n’est pas le meˆme. Si
dt → 0 alors an+1 → a¯n−1 (cf. Eq. 2.33) et on tend vers une discre´tisation explicite. Ce
n’est rigoureusement pas le cas e´tant donne´ que le champ est calcule´ entre le prepushe
et le endpushe et non au de´but du cycle, mais on peut ve´rifier analytiquement que si
an+1 = a¯n−1, on retrouve les e´quations explicites.
D’apre`s Friedman [28] on ne doit pas s’attendre a` une conservation de l’e´nergie avec ce
sche´ma. Il prend l’exemple d’une particule pie´ge´e dans un puits de potentiel et remarque
un fort refroidissement. En baissant l’amortissement du sche´ma (cf. section 2.2.2) il ame´-
liore la conservation de l’e´nergie et l’e´lectron refroidit moins rapidement. Nous voulons
5.4 Sche´ma nume´rique et pas de temps : des effets inde´sirables 153
nous aussi ve´rifier l’amortissement du sche´ma en se´lectionnant dans la direction azimu-
tale, une perturbation de potentiel calcule´ avec le mode`le PIC. Nous l’avons approche´e
avec une formulation analytique, de type parabolique (cf. Fig. 5.6). Puis, nous avons
injecte´ cette perturbation de potentiel dans le mode`le PT. Un e´lectron de tempe´rature
initiale de 10 eV a ensuite e´te´ suivi et sa position axiale en fonction du temps a e´te´ trace´e.
Nous avons effectue´ ce test avec les deux sche´mas. Pour l’explicite nous avons pris deux
pas de temps : dt=5 10−11 s et dt=8 10−12 s. Pour l’implicite nous avons pris dt=5 10−11
s. Comme il est visible sur la figure 5.6 a` droite, la trajectoire calcule´e avec le sche´ma
implicite souffre d’un fort amortissement : 0,2 µs suffisent a` l’e´lectron pour eˆtre gele´. Pour
l’explicite, l’e´lectron conserve la meˆme trajectoire et ne souffre pas d’amortissement no-
table. Avec les deux pas de temps, dt=5 10−11 s et dt=8 10−12 s, le re´sultat est en effet
identique.
(a) Potentiel 1D. (b) Coordonne´e X en fonction du temps.
Fig. 5.6: (a) : coupe du potentiel dans la direction azimutale (bleu) et puits de potentiel
impose´ dans le mode`le PT (rouge). (b) oscillations de la coordonne´e x dans le puits de
potentiel en fonction du temps avec le sche´ma explicite (bleu) et implicite (cyan). Pour
l’explicite nous avons pris deux pas de temps dt=5 10−11 s et dt=8 10−12 s (courbes
superpose´es) et pour l’implicite dt=5 10−11 µs.
Cette e´tude phe´nome´nologique nous a` permis de mettre en e´vidence les limites du
sche´ma implicite d’inte´gration des trajectoires imple´mente´. Nous avons montre´ qu’en
pre´sence du champ magne´tique, l’e´nergie gagne´e par l’e´lectron e´tait loin de celle fournie
par le potentiel. On a aussi note´ un rapide refroidissement d’un e´lectron pie´ge´ dans un
puits de potentiel extrait d’une simulation PIC. La conse´quence du champ magne´tique
sur la trajectoire de l’e´lectron pourrait alors eˆtre analogue a` celle d’un puits de potentiel,
en contraignant l’e´lectron a` osciller dans un gradient de potentiel. Il est cependant difficile
d’aboutir a` des conclusions pre´cises sur la viabilite´ des re´sultats du mode`le PIC malgre´
les observations pre´sentes car le comportement global est qualitativement retrouve´ (voir
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chapitre 3). Cependant pour limiter les de´pendances nume´riques sur le transport, nous
avons pris le parti dans la suite de ce chapitre de nous focaliser sur les re´sultats du mode`le
PIC explicite uniquement.
5.5 Influence d’une onde sur la trajectoire d’un e´lec-
tron
5.5.1 Ide´e directrice
Nous allons, dans un premier temps, nous placer dans une configuration physique sim-
plifie´e. Nous souhaitons comprendre l’influence d’une onde mono-mode sur la trajectoire
d’un e´lectron pie´ge´ autour d’une ligne de champ magne´tique. La question est simple :
est-il possible a` l’e´lectron d’accroˆıtre son excursion en interagissant avec l’onde?
Soit un champ B = Bzez constant. Un e´lectron soumis a` ce champ de´crit, dans le
plan perpendiculaire (ex,ey) une trajectoire circulaire. Son excursion est donc borne´e par
le rayon de ce cercle, le rayon de Larmor rL qui n’est autre que le rapport de sa vitesse
perpendiculaire v⊥ et de la fre´quence cyclotronique ωc. On ajoute un champ e´lectrique
fluctuant oscillant a` la fre´quence ω :
E = E0 sin(ωt)ey (5.6)
E0 est l’amplitude du champ fluctuant.
L’e´quation qui de´crit une telle configuration est la seconde loi de Newton :
me
dv
dt
= qeE + qev ×B (5.7)
ou` qe et me correspondent respectivement a` la charge et a` la masse de l’e´lectron. Cette
e´quation projete´e sur les axes ex et ey donne le syste`me suivant :

dvx
dt
= ωcvy
dvy
dt
=
qe
me
E0 sin(ωt)− ωcvx
(5.8)
avec ωc =
qe
me
Bz.
On de´rive la premie`re e´quation de (5.8) par rapport au temps et on y injecte la seconde
e´quation pour faire disparaitre les termes en y. On fait de meˆme avec la seconde e´quation
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pour supprimer les quantite´s en x :

d2vx
dt2
+ ω2cvx =
qe
me
ωcE0 sin(ωt)
d2vy
dt2
+ ω2cvy =
qe
me
ωE0 cos(ωt)
(5.9)
On aboutit alors a` un syste`me d’e´quation d’onde. Sa re´solution est fournie en an-
nexe C. Les expressions des vitesses sont :
vx = v⊥ sin(ωct) +
qe
me
ωc
ω2c − ω2
E0 sin(ωt)
vy = v⊥ cos(ωct) +
qe
me
ω
ω2c − ω2
E0 cos(ωt)
(5.10)
ou`
v⊥ = vy,0 − qe
me
ω
ω2c − ω2
E0 (5.11)
vy,0 e´tant la vitesse initiale selon y au temps t = 0. vx,0 = 0.
Pour les coordonne´es d’espace nous avons calcule´ :
x = −rL (cos(ωct)− 1)− qe
me
E0
ω2c − ω2
[
ω
ωc
(cos(ωct)− 1)− ωc
ω
(cos(ωt)− 1)
]
y = rL sin(ωct)− qe
me
E0
ω2c − ω2
[
ω
ωc
sin(ωct)− sin(ωt)
] (5.12)
Lorsque le champ fluctuant est nul c’est a` dire E0 = 0, on retrouve l’e´quation de la
trajectoire d’un e´lectron autour d’une ligne de champ soit un cercle de rayon rL. Avec
l’onde, son mouvement est plus complexe. Il est plus facile a` comprendre si on re´e´crit les
positions en regroupant les fonctions sinuso¨ıdales par fre´quence.
x = −
(
rL +
qe
me
E0
ω2c − ω2
ω
ωc
)
cos(ωct) +
qe
me
E0
ω2c − ω2
ωc
ω
cos(ωt) + C1 (5.13)
y =
(
rL − qe
me
E0
ω2c − ω2
ω
ωc
)
sin(ωct) +
qe
me
E0
ω2c − ω2
sin(ωt) (5.14)
avec C1 = rL − qeme E0ω2c−ω2
[
ωc
ω
− ω
ωc
]
.
La trajectoire est compose´e de deux mouvements sinuso¨ıdaux pe´riodiques, un dont
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la fre´quence est fixe´e par le champ magne´tique et l’autre par la fre´quence de l’onde. On
s’inte´resse a` l’excursion de l’e´lectron dans la direction x soit la premie`re e´quation de (5.14).
En isolant le premier terme, on voit que l’exploration n’est plus borne´e uniquement par le
rayon de Larmor mais est aussi de´pendante de l’amplitude de l’onde ainsi que du rapport
et diffe´rence des fre´quences. Ajoute´ a` cela, le second cosinus introduit non seulement une
deuxie`me pe´riode d’exploration 2pi/ω, mais aussi une longueur d’exploration diffe´rente
qui vient s’ajouter a` la premie`re. L’e´lectron est donc succeptible de pe´ne´trer dans des
zones qui lui e´taient inacessibles en l’absence d’onde. E0 e´tant fixe´, on peut faire varier
la taille de l’exploration en jouant sur le rapport des fre´quences. Cependant tant que
ω 6= ωc, l’exploration reste borne´e. Ces phe´nome`nes sont illustre´s sur la figure 5.7 ou` est
trace´e la trajectoire de l’e´lectron ainsi que l’e´volution de sa coordonne´e x en fonction du
temps. Le champ magne´tique est de 120 G d’ou` ωc=2,1 10
9 rad.s−1 et la fre´quence de
l’onde ω=3,5 108 rad.s−1. L’e´lectron est injecte´ avec une e´nergie de 5 eV et l’amplitude de
l’onde est E0=3 kV.m
−1. Il est clair que deux fre´quences coexistent : la fre´quence rapide
est la fre´quence cyclotronique et la fre´quence la plus lente est celle de l’onde.
Quand ω = ωc on note l’existence d’une singularite´ : c’est la condition de re´sonance.
Lorsque l’on se rapproche du voisinage de cette condition, les vitesses commencent a`
diverger. Le couplage entre l’e´lectron et l’onde se renforce et le transfert d’e´nergie entre
ces deux entite´s devient maximum. Il est possible de re´soudre le syste`me (5.8) en imposant
ω = ωc. Dans ce cas, on obtiendrait une croissance continue de la vitesse de l’e´lectron en
fonction du temps et son excursion ne serait plus borne´e mais ne cesserait de croˆıtre.
Fig. 5.7: A gauche, trajectoire d’un e´lectron soumis a` un champ magne´tique de 120G et
une onde de 3,5.108rad.s−1. A droite, variation en x de ce meˆme e´lectron en fonction du
temps.
Nous venons de voir qu’un champ fluctuant monomode est en mesure d’accroˆıtre
l’excursion d’un e´lectron plonge´ dans un champ magne´tique constant meˆme si la condition
de re´sonance n’est pas remplie. Lorsque ωc 6= ω, une quantite´ d’e´nergie est communique´e
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a` l’e´lectron mais le transfert est limite´. Lorsque ωc = ω, le chauffage est continu et les
vitesses et trajectoires ne sont plus borne´es. Ce me´canisme est notament utilise´ dans
le chauffage RCE (Re´sonance Cyclotronique Electronique) ou RCI (ionique). Il permet
de se´lectionner des zones d’absorption ou` le champ magne´tique (qui de´pend de l’espace)
remplit les conditions de re´sonances. Enfin il ne faut pas oublier l’importance des collisions
qui sont les vecteurs de transmission de l’e´nergie gagne´e au reste du plasma.
Ce qu’il est important de retenir c’est que meˆme si l’excursion est borne´e, elle est
plus grande. En l’absence de collisions, le chauffage est en moyenne nul car l’e´lectron
oscille autour d’une position d’e´quilibre. Le corolaire est qu’il n’y a pas de transport car
l’e´lectron est maintenu attache´ a` sa ligne de champ. On en conclut donc a` la ne´cessite´
des collisions dans le transport.
Cette de´monstration a pour but de familiariser le lecteur avec ce type de chauffage. Il
ne peut ne´anmoins pas s’appliquer rigoureusement au cas du propulseur. Les raisons sont
les suivantes : nous n’avons tout d’abord pas pris en compte le champ e´lectrique axial Ex,
celui-ci induisant la de´rive E × B. B a e´te´ suppose´ constant sur tout l’espace. Enfin et
surtout, le champ e´lectrique fluctuant n’a aucune composante spatiale, ce qui est faux
(c.f. Fig. 5.1 (b)). L’inte´grer dans les e´quations accroˆıt conside´rablement la difficulte´ :
lorsque le champ de´pend de la position de l’e´lectron, il n’est pas possible de trouver de
solution analytique a` ce proble`me.
Sur la base d’une me´thode semi-empirique, nous allons donc explorer les similitudes
qui existent entre un transport re´sonant de type RCE que nous venons de de´crire, et un
transport re´sonant sous une configuration plus complexe de type propulseur.
5.5.2 Condition de re´sonance en champs croise´s
A l’instar du chauffage RCE, nous devons chercher l’existence de points de re´sonance
dans le propulseur pour une onde de fre´quence donne´e. Cela signifie que pour une valeur
de champ magne´tique ainsi qu’une fre´quence d’onde, il existe un ou plusieurs points de
l’axe qui ve´rifient ω = ωc. Pour ce faire, il est essentiel de se placer dans le repe`re de´rivant.
C’est l’e´quation (5.2) que nous re´e´crivons :
ωd = ω − kyVd (5.15)
Nous rappelons que ky est le nombre d’onde et Vd = −Ex/Bz la vitesse de de´rive. Pour
les meˆmes raisons invoque´es dans l’introduction du mode`le PT, nous pouvons ne´gliger la
fre´quence propre de l’onde. La condition de re´sonance s’e´crit alors :
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ωd = kyVd = nωc (5.16)
avec n > 0 entier. ky se re´e´crit en fonction du nombre de mode m :
ky =
2pi
ylong
m (5.17)
ylong est la longueur azimutale prise dans le mode`le PIC et PT. En injectant (5.17)
dans (5.16) et en remplac¸ant ωc et Vd par leur expression on aboutit a` :
m = n
qe
me
ylong
2pi
B2z
Ex
(5.18)
Nous prenons pour le moment n = 1 qui est la fre´quence fondamentale. Sur la fi-
gure 5.8, nous avons trace´ les champs que nous injectons dans l’e´quation 5.18 (Le champ
e´lectrique est identique a` celui pre´sent en figure 5.1 (c) ). On en de´duit alors la variation
spatiale des modes re´sonants, figure 5.9. Nous l’avons limite´e a` la re´gion de faible densite´
de neutres, la` ou` se de´veloppe l’onde. Ce graphique nous fournit donc une information
locale sur la fre´quence spatiale avec laquelle viendront interagir le plus efficacement les
e´lectrons.
Fig. 5.8: Champ magne´tique (rouge) et champ e´lectrique axial moyenne´s en azimut (vert)
Il est inte´ressant de noter la correspondance entre ces re´sultats et le profil 2D du champ
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Fig. 5.9: Nombre de mode m en fonction de l’espace. Nous avons limite´ l’espace a` la
re´gion de faible densite´ de neutres, la` ou` se de´veloppe l’onde.
azimutal, figure 5.1. En effet, sur ce dernier, on de´nombre environ 12 structures organise´es
dans la direction azimutale, soit un mode m=12 dominant. D’apre`s nos pre´ce´dents calculs,
un mode proche de m = 12 est aussi re´sonant sur la meˆme portion d’espace, a` partir de
2,5 cm (cf. figure 5.9). On retrouve une des conclusions du travail d’A. Ducrocq [23, 24]
qui s’est penche´ sur la relation de dispersion de la perturbation azimutale. Elle re´sulte
d’un couplage entre le mouvement de de´rive et le mouvement cyclotronique. Lorsque
kyVd ≈ nωc l’onde est excite´e et on rentre dans un re´gime instable ; le taux de croissance
devient tre`s grand. Le transfert d’e´nergie entre onde et particule est maximal et un
e´quilibre s’e´tablit entre l’e´nergie gagne´e dans le potentiel, et l’e´nergie transporte´e par
les e´lectrons et ions lors de l’ionisation ou par transport. Ils sont a` la fois le support du
potentiel (avec les ions) et subissent en retour son action. Cet e´change est donc de´montre´
par le profil de champ 5.1 qui fait clairement apparaˆıtre un mode dominant m = 12
identique a` celui avec lequel les e´lectrons recoivent le plus d’e´nergie lors de re´sonances ;
re´sonances qui par effet retour, excitent l’instabilite´. Ce n’est donc pas un hasard si ces
deux re´sultats aboutissent a` la meˆme conclusion. On a simplement deux facettes d’un
meˆme phe´nome`ne.
A la lumie`re de ces interactions re´sonantes, que peut-on dire sur le transport? Dans
la partie pre´ce´dente, nous avons vu qu’il est possible d’accroˆıtre l’excursion d’un e´lectron
sous certaines conditions. Celles-ci viennent d’eˆtre d’e´tablies. Il nous faut maintenant
ve´rifier ce processus avec le mode`le PT.
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5.5.3 Conse´quence des re´sonances
Afin d’e´valuer l’excursion des e´lectrons, nous calculons l’e´cart type de leurs positions
en x.
σX =
√
< x2 > − < x >2 (5.19)
Uniquement avec un champ magne´tique constant et sans champ e´lectrique, l’e´cart type
est e´gal au rayon de Larmor de l’e´lectron c’est a` dire la trajectoire non perturbe´e. Dans
un premier temps, nous allons ve´rifier la condition de re´sonance pour une configuration
simple :
– Non collisionnel
– Champ B constant
– Ex constant
– Ey fluctuant, amplitude constante et mono-mode
Sur la figure 5.10, nous avons trace´ l’excursion des e´lectrons en fonction des modes.
Deux situations ont e´te´ conside´re´es. Pour chacune, Ex = 16310 V.m
−1 et Ey = 5000
V.m−1. Bz=170 G dans un cas et Bz=190 G pour l’autre. Pour chaque mode, 1500
e´lectrons ont e´te´ suivis pendant 1 µs. Leur e´nergie initiale est prise ale´atoirement a` partir
d’une distribution maxwellienne de tempe´rature 2 eV. D’apre`s l’e´quation 5.18, le mode
fondamental re´sonant est le mode m=10 pour le cas 170 G et m=12 pour le cas 190 G.
Les harmoniques sont des multiples de ces modes la`.
Outre les pics pre´dits par l’e´quation (5.18), on remarque des pics interme´diaires qui
s’intercalent entre les pre´ce´dents. Nous n’avons pu expliquer leur existence avec exacti-
tude. Une raison avance´e est que comme nous l’avons de´crit dans la section 5.5.1, l’interac-
tion onde-e´lectron entraine l’apparition de deux fre´quences, une haute qui est la fre´quence
cyclotronique et une plus basse qui correspond au mouvement d’excursion pe´riodique. Ces
pics interme´diaires pourraient alors re´sulter d’un couplage entre la fre´quence la plus basse
et l’onde.
L’effet des re´sonances sur la trajectoire d’un e´lectron en champs croise´s est illustre´
sur la figure 5.11. On retrouve de manie`re qualitative les conclusions tire´es de la sec-
tion 5.5.1. On observe deux mouvements ayant chacun leur fre´quence propre : un rapide
a` la fre´quence cyclotronique et un lent dont la fre´quence est associe´e au mouvement d’ex-
cursion. Les conditions de simulation choisies garantissent une re´sonance. Ce sont celles
de la courbe bleue, figure 5.10 pour le mode m = 10.
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Fig. 5.10: Excursion en fonction des modes pour deux situations. On note l’existence de
pics lorsque des conditions de re´sonance sont remplies. Pour la courbe bleue, le mode
fondamental est m = 10 et pour la courbe verte m = 12. Les premie`res harmoniques sont
aussi visibles.
5.5.4 Mobilite´ en pre´sence d’une onde mono-mode
Nous avons ve´rifie´ que dans une configuration de champs croise´s comme dans le pro-
pulseur, les interactions re´sonantes accroissaient l’excursion. En pre´sence de neutres, la
conse´quence serait alors une augmentation de la fre´quence de collisions et comme nous
allons le montrer, un transport plus important. D’un point de vue probabiliste, on peut
l’exprimer ainsi :
νdt = vdtNaσ = dlNaσ (5.20)
νdt est la probabilite´ de collisions pendant une dure´e dt, Na et σ sont respectivement
la densite´ de neutres et la section efficace de collisions. dl est la distance parcourue en
x par l’e´lectron pendant une dure´e dt. L’excursion note´e λX est la longueur maximale
atteinte par l’e´lectron soit l’inte´grale de dl sur toutes les positions. On comprend alors
qu’en augmentant l’excursion, on augmente la probabilite´ de collisions pendant la dure´e
dt par rapport a` une probabilite´ borne´e par une excursion e´gale au rayon de Larmor rL.
Nous avons vu, de plus, que pour chaque point de l’axe du propulseur, nous pouvions
trouver un nombre d’onde m qui satisfasse les conditions de re´sonance. Sous ces conditions,
nous allons construire point par point une mobilite´ qui prend en compte la de´pendance
spatiale des modes re´sonants. Pour ce faire, nous importons les re´sultats du mode`le PIC,
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Fig. 5.11: Variation de la coordonne´e axiale d’un e´lectron par rapport au temps. La
position ze´ro correspond a` sa situation initiale. Les conditions de simulation sont : Bz =
170G, Ex = 16310V.m
−1, Ey = 5000V.m−1 et un mode m = 10.
pre´sente´s sur la figure 5.1. Nous relevons ensuite pour plusieurs positions de l’axe, la valeur
locale du champ axial, de la densite´ de neutre et du champ magne´tique ainsi que la valeur
maximale locale du champ azimutal. En fonction de Ex0 et de B, nous calculons le mode
re´sonant m d’apre`s l’e´quation (5.18). Ces donne´es sont reporte´es dans le tableau 5.1.
X (cm) Ex0 (kV.m
−1) Ey0 (kV.m−1) Na (1018 m−3) B (G)
2 14,25 3,29 6,26 132
2,5 15,9 3,5 2,97 170
2,6 15,2 4,22 2,67 168
3,0 12,7 5,58 1,47 152
3,4 8,27 5,08 1,06 131
3,5 8,19 5,8 1,02 126
3,7 8,28 7,03 0,9 117
Tab. 5.1: Donne´es re´colte´es a` partir d’une simulation PIC explicite a` 170 G (au maximum
de B) et 300 V au temps t=-1,4 µs.
Chaque ligne de ce tableau constitue les donne´es d’entre´e du mode`le particule-test : on
impose a` partir de ce tableau une densite´ uniforme de xe´non Na, un champ axial Ex0 et un
champ magne´tique B tous les trois constants. Le champ e´lectrique fluctuant d’amplitude
Ey0 est une fonction sinuso¨ıdale dont la forme analytique est :
Ey(y) = Ey0 cos(kyy) (5.21)
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ou` ky = 2pi/ylongm est le nombre d’onde. Pour fixer la valeur de m, on se reporte
sur la figure 5.9 ou` on choisit de pre´fe´rence la valeur re´sonante de m en chaque point de
l’espace. Plusieurs milliers d’e´lectrons sont suivis de la cathode a` l’anode jusqu’a` ce que
la statistique soit suffisante. On obtient finalement la valeur de la mobilite´ mono-mode
moyenne´e en azimut. De cette manie`re, 7 simulations sont lance´es pour construire 7 points
de mobilite´s, de 2 a` 3,7 cm.
Les valeurs obtenues pour la mobilite´ mono-mode sont reporte´es dans le tableau 5.2
et sont trace´es avec la mobilite´ fluide et collisionnelle sur la figure 5.12.
µmono-mode (10
−2 m2.V−1.s−1)
X (cm) mode m re´sonant mode m-1 mode m+1
2 9,8 6,46 6,03
2,5 3 1,7 1,68
2,6 2,3 1,6 1,8
3,0 2 1,3 1,26
3,4 1,8 1,2 1,7
3,5 2,1 1,85 1,47
3,7 2,6 2,4 1,72
Tab. 5.2: Mobilite´s calcule´es avec une onde mono-mode, pour le mode re´sonant ainsi que
des modes voisins.
Fig. 5.12: Profils de mobilite´ collisionnelle (noir), fluide (rouge) et monomode (bleu).
Bien que supe´rieure a` la mobilite´ collisionnelle d’un facteur 2, la mobilite´ mono-mode
reste infe´rieure d’un facteur 10 au moins a` la mobilite´ fluide. De plus, pour chaque point
de mobilite´ trace´, nous avons lance´ des simulations en fixant dans (5.21) non plus un
mode re´sonant, mais un mode voisin. Le transport est alors plus faible (cf. Tab. 5.2).
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Nous avons ainsi confirme´ que le transport est maximum a` la re´sonance. Toutefois, il est
clair que l’e´nergie transmise par un seul mode est insuffisante pour retrouver la mobilite´
calcule´e avec un spectre complet.
L’ide´e qu’une onde mono-mode puisse accroˆıte l’excursion et favoriser les collisions
est cependant inte´ressante car elle peut se formuler de manie`re analytique a` travers une
mobilite´. C’est ce que nous allons voir dans la dernie`re partie.
5.5.5 Etablissement d’une nouvelle mobilite´
Nous avons ve´rifie´ que dans une configuration de champs croise´s comme dans le pro-
pulseur, les interactions re´sonantes en pre´sence d’une onde mono-mode accroissaient l’ex-
cursion et qu’un transport axial e´tait observe´ graˆce aux collisions. Le transport observe´
est supe´rieur au transport classique collisionnel mais ne´anmoins infe´rieur a` un transport
obtenu en pre´sence d’une onde au spectre complet.
En plus d’explorer une piste qui aiderait a` mieux comprendre le transport anormal,
nous souhaitons ame´liorer la description des mode`les hybrides du propulseur. Nous avons
vu dans le chapitre 1 que les auteurs utilisent des fre´quences de collisions artificielles, afin
d’assurer un transport suffisant a` travers le champ magne´tique. L’inconve´nient de ces
fre´quences est qu’elles sont fige´es dans le temps. La de´pendance temporelle de la mobilite´
n’est pas re´solue alors que l’on a vu en e´tudiant une oscillation de courant qu’elle pouvait
varier d’un facteur 3 a` l’approche du pic de courant.
La simplicite´ du me´canisme que nous avons de´crit pourrait alors eˆtre formule´e de
manie`re analytique a` travers une nouvelle mobilite´.
Nous avons vu qu’en plus d’une augmentation de l’excursion en pre´sence d’une onde
monomode, il se produisait aussi une modulation de la fre´quence de giration des e´lectrons.
Sur la figure 5.7, la trajectoire de l’e´lectron, traverse´ par une onde de fre´quence ω et plonge´
dans un champ magne´tique est compose´e de deux mouvements : un mouvement rapide
dont la fre´quence est la fre´quence cyclotronique ωc et un mouvement lent dont la fre´quence
est celle de l’onde ω. L’excursion maximale est donc borne´e par ce mouvement lent, plus
grand et de fre´quence plus petite, qui permet d’accroˆıtre la probabilite´ de collisions (cf.
Eq. 5.20).
Dans la configuration du propulseur, les effets sont similaires mais les diffe´rents mou-
vements sont difficiles a` isoler. Sur la figure 5.11, la fre´quence du mouvement rapide
est la fre´quence cyclotronique ωc e´gale a` 3 10
9 rad.s−1. Par contre, le mouvement lent
dont la pe´riode est de 2,4 10−8 s, soit une fre´quence correspondante de 2,6 108 rad.s−1,
ne correspond pas a` la fre´quence de l’onde. Pour ce cas la`, nous rappelons qu’elle est
fixe´e a` la re´sonance donc e´gale a` ωc. Comme nous l’avons dit, le phe´nome`ne est diffe´rent
car la configuration n’est pas la meˆme que celle du chauffage RCE. La de´rive e´lectrique
complexifie la trajectoire qui n’est plus un cercle perturbe´ mais une cyclo¨ıde perturbe´e.
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Nous devons ne´anmoins de´finir une fre´quence note´e ωX qui correspond a` la fre´quence
du nouveau mouvement d’excursion, celle du mouvement lent. ωX est cependant difficile a`
calculer analytiquement. Nous allons donc tenter de la de´terminer de manie`re empirique.
Il est inte´ressant de remarquer que la fre´quence du grand mouvement est d’environ 10
fois plus petite que la fre´quence cyclotronique. La valeur de ce facteur est e´gal a` la valeur
du mode re´sonant applique´. Pour s’assurer que ce n’est pas une co¨ıncidence, nous nous
plac¸ons dans les conditions mesure´es a` 3 cm, du tableau 5.1. Pour ce cas, le mode re´sonant
est le mode m=10. Nous injectons un e´lectron de vitesse nulle dans un cas non collisionnel,
puis nous trac¸ons sa trajectoire. La fre´quence calcule´e du grand mouvement est de 3 108
rad.s−1. Elle est a` nouveau infe´rieure d’un facteur 10 avec la fre´quence cyclotronique, le
mode re´sonant impose´. Pour les meˆmes conditions de simulation, nous avons mesure´ la
fre´quence du grand mouvement pour des nombres de mode diffe´rents du mode re´sonant.
Nous avons note´ une baisse. Pour m=8 et m=12, nous avons note´ un rapport e´gal a` 5
entre la fre´quence du mouvement rapide et le mouvement lent. Pour d’autres conditions
de simulations, le constat a e´te´ le meˆme : le mode re´sonant est celui qui permet d’obtenir
la fre´quence la plus faible pour le grand mouvement. Par ailleurs ceci confirme l’e´tude
sur l’excursion que nous avons mene´e (cf. Fig. 5.10). Plus l’excursion est grande, plus la
fre´quence est faible.
En conse´quence,
ωX =
ωc
mreso
(5.22)
A partir de cette nouvelle fre´quence caracte´ristique du mouvement, nous allons re´e´crire
la mobilite´ collisionnelle :
µ⊥,X =
e
meνm
1
1 + (ωX/νm)
2 (5.23)
ou` ωc a e´te´ remplace´ par ωX . La mobilite´ collisionnelle prend en compte le pie´geage
magne´tique, a` travers le terme ωc. Avec la nouvelle mobilite´, le pie´geage est plus faible
car l’excursion est plus grande. ωX est donc plus faible que ωc.
A l’aide de l’expression 5.18 qui permet d’obtenir les modes re´sonants en fonction du
champ acce´le´rateur et du champ magne´tique, la mobilite´ s’e´crit finalement :
µ⊥,X =
e
meνm
(
ylong
2piαX
)2(
Bνm
Ex
)2
(5.24)
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en posant (ωX/νm)
2  1. αX est une constante qui permet d’ajuster la mobilite´
comme nous allons le voir. Nous avons trace´ sur la figure 5.13 les profils de mobilite´ fluide,
collisionnelle et mono-mode re´sonante pour les conditions de simulation de la figure 5.1.
Nous avons fixe´ le parame`tre αX a` 3 de manie`re empirique. On note un bon accord entre
la mobilite´ fluide et la nouvelle mobilite´ mono-mode re´sonante.
Fig. 5.13: Profils de mobilite´ collisionnelle (noir), fluide (rouge) et monomode (bleu).
Le parame`tre αX = 3 e´leve´ au carre´ dans (5.24) mesure l’e´cart de mobilite´ entre
celle que nous avions trace´ point par point en section 5.5.4 et celle que nous avons trace´
figure 5.13. Dans cette partie, nous avons simplement e´tabli la formulation analytique de
cette mobilite´. Son avantage est qu’elle ne ne´cessite que la connaissance de la fre´quence
de collisions ainsi que du champ e´lectrique. Ces deux quantite´s sont calcule´es dans les
mode`les hybrides.
5.6 Conclusion
Dans ce dernier chapitre, nous avons construit un mode`le particule-test afin de com-
prendre l’interaction des e´lectrons avec le potentiel e´lectrique fluctuant. Celui-ci a e´te´ ex-
trait d’une simulation PIC, a` un instant ou` se de´veloppe l’instabilite´ azimutale, quelques
microsecondes avant un pic de courant.
Nous avons trace´ les trajectoires des e´lectrons afin de comparer les re´sultats entre les
deux mode`les. Le premier re´sultat inte´ressant est que nous trouvons un bon accord qua-
litatif et quantitatif sur l’e´nergie e´lectronique et la mobilite´, bien que l’onde de potentiel
soit fige´e. Toutefois, nous avons note´ une densite´ e´lectronique plus faible dans la re´gion
de de´veloppement de l’onde.
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Nous avons ensuite e´tabli les vitesses et trajectoires d’un e´lectron plonge´ dans un
champ magne´tique, et soumis a` une onde de champ e´lectrique. Ce mode`le nous a permis
d’observer une augmentation de l’excursion d’un e´lectron pie´ge´, proche de la re´sonance
avec l’onde. En l’absence de collisions, aucun transport n’a e´te´ observe´. Nous avons ensuite
e´tendu ces re´sultats a` une configuration de type propulseur ou` intervient une vitesse de
de´rive azimutale. Bien que la configuration soit plus complexe, nous avons pu ne´anmoins
observer le meˆme phe´nome`ne ou` l’e´lectron gagne de l’e´nergie dans le champ de l’onde
mono-mode. Cependant, sans collisions, l’e´lectron reste attache´ a` sa ligne de champ.
Afin de chercher a` maximiser le transfert d’e´nergie, nous avons e´tabli la condition
de re´sonance qui de´pend du champ e´lectrique axial et du champ magne´tique. A partir
de ces positions re´sonantes, nous avons tente´ de reconstruire une mobilite´ e´lectronique,
base´ sur des re´sonances avec l’onde ainsi que des collisions avec les neutres. Bien que la
mobilite´ mono-mode soit supe´rieure a` la mobilite´ collisionnelle, nous n’avons pu retrouver
des valeurs identiques a` la mobilite´ fluide.
Toutefois, sur la base des meˆmes hypothe`ses nous avons e´tabli une nouvelle mobilite´
prenant en compte une fre´quence de pie´geage plus faible que la fre´quence cyclotronique.
Un facteur d’ajustement a e´te´ ajoute´ pour se rapprocher de la mobilite´ fluide. Nous
avons alors trouve´ une bonne concordance des re´sultats avec la mobilite´ fluide. A terme,
il serait inte´ressant d’imple´menter cette mobilite´ dans un mode`le hybride afin de confirmer
la pertinence de la de´marche.
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Conclusion ge´ne´rale
Durant les vingt dernie`res anne´es, une importante communaute´ s’est forme´e autour
de la mode´lisation nume´rique des plasmas et a permis par ses avance´es, de rendre pos-
sible une description de plus en plus fide`le de la physique du propulseur. L’explosion des
performances informatiques a permis de re´aliser des simulations qui e´taient, il y a en-
core quelques anne´es difficilement envisageables. La mode´lisation cine´tique, couˆteuse en
temps de calcul en a grandement be´ne´ficie´e. Malgre´ les contraintes inhe´rentes a` ce type
de me´thode, on ne peut s’en e´loigner si on souhaite saisir au plus pre`s les me´canismes
de transport du propulseur. En ce sens, c’est une approche indispensable. C’est ce que
j’ai voulu vous montrer dans ce manuscrit. D’un point de vue centre´ sur la mode´lisation
nume´rique, j’ai cherche´ a` mettre en avant la grande inventivite´ dont fait preuve la commu-
naute´ pour contourner les limitations des mode`les employe´s. Que ce soit dans l’approche
fluide, dans l’approche cine´tique ou dans l’approche hybride, les progre`s sont importants.
Une des proble´matiques qui nous a particulie`rement inte´resse´s est la prise en compte
du transport anormal dans ces mode`les, a` savoir la manie`re dont les e´lectrons arrivent
a` passer la barrie`re magne´tique alors que les collisions e´lectron-neutre sont faibles. C’est
un e´le´ment clef de la de´charge car ses proprie´te´s en de´pendent. Le transport anormal
est pourtant difficile a` pre´dire et des solutions, de´die´es a` son imple´mentation ont e´te´
propose´es. J’ai donc cherche´, a` travers une e´tude qui s’est voulue ge´ne´rale, a` mettre en
avant la physique qui gouverne le transport anormal. Il est maintenant clairement prouve´
que l’action des collisions seules ne peut suffir a` fournir un courant d’e´lectrons e´leve´ au
travers de la barrie`re de champ magne´tique. De ce fait, des auteurs ont fait le choix de
rajouter des coefficients de transport artificiels. Nous avons aussi vu qu’une description
fluide pouvait accroˆıtre la part de transport parie´tal a` cause d’hypothe`ses trop restrictives
sur la fonction de distribution. Des me´thodes de scaling ont aussi e´te´ pre´sente´es et nous
avons e´voque´ leurs influences sur le transport. Enfin, choisir un domaine de simulation
dans la direction azimutale a permis de voir apparaˆıtre une onde de de´rive qui, a` elle seule,
aide au transport des e´lectrons. Une e´tape a alors e´te´ franchie par Jean-Claude Adam
et Anne He´ron : ils ont prouve´, avec un mode`le PIC implicite le roˆle des fluctuations de
champ azimutal dans le transport e´lectronique.
Ce mode`le PIC a e´te´ notre outil principal pour mener a` bien cette the`se. Nous l’avons
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de´cortique´ dans le chapitre 2 en pre´sentant son sche´ma d’inte´gration implicite des tra-
jectoires. Il est assez singulier car tre`s peu re´pandu dans la communaute´, a` cause d’une
conception ardue et de possibles effets nume´riques qu’il est difficile d’appre´hender. Ce
mode`le nous a servi de re´fe´rentiel pour la mise au point d’un mode`le explicite de discre´-
tisation des trajectoires. Nos motivations pour une telle de´marche ont e´te´ de le confronter
a` un autre sche´ma nume´rique afin d’e´valuer la validite´ des re´sultats. Pour des conside´ra-
tion de rapidite´ de calcul, la mise en place d’un scaling nume´rique sur le mode`le explicite
s’est impose´e. Apre`s une premie`re phase de validation, nous avons expose´ les nombreux
re´sultats du mode`le explicite. Les influences d’un facteur de scaling sur la physique ne
sont pas a` e´carter malgre´ des re´sultats tre`s inte´ressants. Toutefois, un mode`le e´tant par
de´finition limite´ par ses hypothe`ses qui de´finissent un cadre de validite´, nous nous sommes
surtout attache´s a` de´gager des tendances ge´ne´rales de fonctionnement. De nouveaux phe´-
nome`nes fluctuants non de´crits par le mode`le implicite ont e´te´ pre´sente´s, et pour la plupart
nous avons trouve´ des correspondances dans la litte´rature.
Lors de l’e´tude parame´trique, nous avons retrouve´ une re´gion oscillante basse fre´-
quence correspondante a` de larges amplitudes de courant. C’est le mode de respiration.
Nous nous sommes de plus focalise´s sur une oscillation de courant de de´charge. J’ai cher-
che´ a` profiter de la description PIC pour apporter un regard nouveau sur les me´canismes
qui se de´roulent durant une oscillation. La physique du propulseur e´tant tre`s riche, une
succession de phe´nome`nes est apparue a` des moments clefs de la de´charge. L’instabi-
lite´ de de´rive azimutale observe´e expe´rimentalement [69] et confirme´e par le mode`le
implicite a e´te´ retrouve´e avec l’approche explicite. Une nouveaute´ cependant est qu’elle
n’apparaˆıt qu’en fin de monte´e de courant, lorsque la densite´ de neutres s’effondre. L’ap-
parition a` certains moments de la de´charge de phe´nome`nes ondulatoires a de´ja` e´te´ observe´
par Albare`de et al. [5]. Mazouffre et al. [48] se sont inte´resse´s a` l’e´volution temporelle des
fonctions de distribution en vitesses des ions. D’autres mesures re´solues en temps sont
toutefois ne´cessaires pour de´terminer avec pre´cision les pe´riodes d’apparition des phe´no-
me`nes que nous avons observe´s. De plus, nous avons pu voir clairement l’influence de
l’instabilite´ de de´rive azimutale sur le transport axial a` travers la mobilite´ fluide des e´lec-
trons. Concernant les diffe´rences fondamentales entre les deux mode`les, nous avons note´
un mode dominant proche de 10 en explicite alors qu’il est de 20 en implicite. De plus,
l’amplitude du champ azimutal est 3 fois plus faible en explicite, ayant pour conse´quence
un transport des e´lectrons moins e´leve´. Nous avons essaye´ de de´terminer l’influence du
facteur de scaling sur le taux de croissance de l’instabilite´ ainsi que sur l’e´tendue de la
zone instable en nous basant sur des re´sultats analytiques de´rive´s par Alexandre Ducrocq.
Il s’est ave´re´ que le facteur de scaling n’introduisait pas de modifications notables, car
les hypothe`ses utilise´es pour de´river la zone instable sont trop restrictives dans notre
cas. Pour ame´liorer nos conclusions, il faudrait alors re´soudre de manie`re nume´rique la
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relation de dispersion de l’instabilite´, comme cela a e´te´ fait par A. Ducrocq, mais en y
ajoutant le facteur de scaling.
L’e´tude chronologique d’une oscillation de courant nous a amene´s a` observer l’instabilite´
de temps de transit qui n’e´tait pas pre´sente lors des simulations avec le mode`le PIC im-
plicite. Nous avons note´ son impact extreˆmement fort sur le de´roulement de la de´charge.
Des plages de fonctionnement ont e´te´ isole´es, montrant son influence sur l’ionisation du
xe´non ainsi que sur l’amplitude des oscillations du courant de de´charge. Nous avons en
outre note´ des valeurs e´leve´es d’e´nergie cine´tique. Il serait alors inte´ressant d’imple´menter
d’autres processus de pertes comme l’excitation ou les pertes parie´tales car cela contri-
buerait a` abaisser l’e´nergie cine´tique a` des niveaux raisonnables (autour de 50 eV). Cela
aurait suˆrement des conse´quences sur l’ionisation du xe´non, et donc sur sa dynamique.
Nous avons en outre e´tabli l’importance des collisions en volume et en surface sur le trans-
port e´lectronique. L’e´tude chronologique nous a permis de de´gager diffe´rentes phases de
l’oscillation de courant ou` nous avons hie´rarchise´ les phe´nome`nes participant au trans-
port : phe´nome`nes collisionnels en volume, en surface et turbulents.
Le mode azimutal basse fre´quence se de´veloppant soit a` bas champ magne´tique,
soit avec un important transport parie´tal est un nouveau re´sultat obtenu par le mode`le
explicite. Dans les de´veloppements a` venir, il serait inte´ressant d’utiliser de grandes lon-
gueurs d’azimut (supe´rieures a` 10 cm) car nous nous sommes aperc¸us de la de´pendance
de sa fre´quence avec la longueur d’azimut. Une e´tude de´taille´e avec une analyse spectrale
est aussi ne´cessaire si nous voulons comprendre les raisons de son apparition ainsi que du
transport qu’il induit. Nous avons aussi note´ que ce mode apparaissait lorsque le champ
e´lectrique sortait dans la zone de gradient ne´gatif de B. Il serait donc inte´ressant de mo-
difier le gradient de B, ne´gatif ou positif, afin d’e´tudier son influence. La description des
neutres peut aussi d’eˆtre ame´liore´e en inte´grant une coordonne´e azimutale pour la raison
suivante : nous avons vu que le mode basse fre´quence posse`de une composante axiale qui
traduit le transport d’une densite´ d’e´lectrons vers l’anode sous forme de bouffe´es. Celles-ci
pourrait accroˆıtre localement la fre´quence de collisions et cre´er des vagues d’ionisation
en direction de l’anode. Un phe´nome`ne similaire de´signe´ dans la litte´rature par ”rotating
spoke instability” [16], [50], [49] a e´te´ observe´ expe´rimentalement et e´tudie´ pour sa capa-
cite´ a` accroˆıtre le transport e´lectronique. Notre mode`le serait alors le premier a` mettre
en e´vidence ce phe´nome`ne.
Enfin, nous nous sommes penche´s sur l’interaction des e´lectrons avec l’instabi-
lite´ azimutale. Sa pre´sence permanente dans les simulations implicites ainsi que l’aug-
mentation de mobilite´ observe´e dans le mode`le explicite te´moignent de son importance.
Alexandre Ducrocq et Jaime Perez-Luna s’e´taient concentre´s sur la stochasticite´ induite
par l’onde dans des conditions bien pre´cises d’amplitude de champ et de vitesse per-
pendiculaire des e´lectrons. C’est un transport de type non collisionnel, bien qu’il puisse
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eˆtre assimile´ a` des collisions virtuelles. Nous avons sugge´re´ la possibilite´ d’un transport
diffe´rent qui repose sur les collisions e´lectron-neutre, renforce´es par un chauffage fourni
par une onde mono-mode. Un transport accruˆ a` e´te´ obtenu bien qu’insuffisant pour ex-
pliquer la mobilite´ fluide calcule´e. Pourtant, en conservant l’ide´e originelle, nous avons
pu de´river une mobilite´ de type fluctuante-collisionnelle qui prenne en compte l’influence
des collisions en pre´sence d’un chauffage mono-mode. Le re´sultat est prometteur car, non
seulement il permet de retrouver une mobilite´ du meˆme ordre de grandeur que la mobilite´
fluide, mais en plus il est the´oriquement possible d’imple´menter cette mobilite´ dans un
code hybride. Le re´sultat permettrait alors de trancher sur la viabilite´ de notre de´marche,
auquel cas la mobilite´ serait dote´e d’une composante temporelle. Elle permettrait alors
de prendre en compte des effets comme le de´placement axial du champ acce´le´rateur, qui
influe sur la distribution de la population ionique, et d’ame´liorer les pre´dictions des e´tudes
parame´triques [30].
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Annexe A
L’algorithme de Boris
A.1 De´veloppement en 3 e´tapes
En appliquant un sche´ma leap-frog a` l’e´quation donnant l’e´volution des vitesses des
particules [A.1], celle-ci devient implicite en vitesse : les vitesses sont de´finis aux instants
n+ 1/2 de part et d’autre du signe e´gal.
vn+1/2 − vn−1/2
∆t
=
q
m
(
En +
vn+1/2 + vn−1/2
2
×Bn
)
(A.1)
Pour lever cette implicitation, l’ide´e introduite par Boris est de de´composer cette
e´quation de manie`re ge´ome´trique : deux demi-acce´le´rations correspondants au terme de
champ e´lectrique, et une rotation traduisant l’action du champ magne´tique. Cela permet
de se´parer comple`tement les deux champs.
En posant,
vn+1/2 = v
+ +
qEn
m
∆t
2
(A.2)
vn−1/2 = v− − qEn
m
∆t
2
(A.3)
qui fournissent les demi-acce´le´rations, on obtient la rotation :
v+ − v−
∆t
=
q
2m
(
v+ + v−
)×Bn (A.4)
A deux dimensions, le processus de re´solution est le suivant :
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Etape ¬ : 
v−x = vx,n−1/2 +
qEx
m
∆t
2
v−y = vy,n−1/2 +
qEy
m
∆t
2
(A.5)
Etape ­ : on effectue le produit vectoriel dans (A.4) et on projette sur chaque axe :

v+x =
(
2b
1 + b2
)
v−y +
(
1− b2
1 + b2
)
v−x
v+y = −
(
2b
1 + b2
)
v−x +
(
1− b2
1 + b2
)
v−y
(A.6)
avec b = q∆t
2m
Bzz.
Etape ® : 
vx,n+1/2 = v
+
x +
qEx
m
∆t
2
vy,n+1/2 = v
+
y +
qEy
m
∆t
2
(A.7)
A.2 Forme matricielle
Il est inte´ressant de reformuler les 3 e´tapes pre´ce´dentes sous forme matricielle. Com-
menc¸ons par l’ope´rateur de rotation (l’e´tape ­ ) :
(
v+x
v+y
)
=
(
1−b2
1+b2
− 2b
1+b2
− 2b
1+b2
1−b2
1+b2
)(
v−x
v−y
)
(A.8)
ou e´crit de manie`re plus concise :
v+ = Rnv
− (A.9)
Nous cherchons a` modifier l’ope´rateur Rn pour l’e´crire de manie`re plus simple.
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Rn =
(
1−b2
1+b2
− 2b
1+b2
− 2b
1+b2
1−b2
1+b2
)
=
(
−1+b2
1+b2
0
0 1+b
2
1+b2
)
+
(
2
1+b2
2b
1+b2
− 2b
1+b2
2
1+b2
)
= −I + 2
1 + b2
[
I +
(
0 b
−b 0
)]
= −I + 2
1 + b2
[I + b× I]
(A.10)
A 3 dimensions, cet ope´rateur s’e´crit :
Rn =
2
1 + b2
(I + b⊗ b− b× I)− I (A.11)
Regroupons maintenant les e´quations (A.9), (A.2) et (A.3). On aboutit finalement a` :
vn+1/2 = Rnvn−1/2 +
q∆t
2m
(I + Rn)En (A.12)
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Annexe B
Remplissage d’une matrice au
format CSR
Le format CSR (Compressed Sparse Row) est utilise´ pour les matrices creuses c’est
a` dire les matrices comprenant beaucoup de 0. Il permet de stocker la matrice dans un
format particulier en faisant l’e´conomie des ze´ros. La matrice de l’ope´rateur Laplacien
pre´sent dans l’e´quation de Poisson fait partie de ce genre de matrice. Voyons sur un
exemple simple le fonctionnement de ce format.
Soit une matrice quelconque A :
3 4 0 0
10 0 5 0
0 2 0 3
0 12 1 0

Dans le format CSR, on va e´clater A en 3 tableaux : a, ja et ia
a contient la valeur des coefficients non nuls :
a = [3,4|10,5|2,3|12,1]
ja contient l’indice des colonnes
ja = [1,2|1,3|2,4|2,3]
Enfin, ia contient l’indice dans le tableau a du premier e´le´ment de chaque ligne :
ia = [1,3,5,7,9]
A l’instar du format CSR, il existe d’autres formats analogues : CSC, COO, DIA, ELL
et HYB.
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Annexe C
Re´solution d’un syste`me de´crivant
l’interaction d’un e´lectron soumis a`
un champ magne´tique constant et a`
un champ e´lectrique fluctuant
Soit le syste`me suivant :

d2vx
dt2
+ ω2cvx =
qe
me
ωcE0 sin(ωt)
d2vy
dt2
+ ω2cvy =
qe
me
ωE0 cos(ωt)
(C.1)
Dans un premier temps, on le re´sout sans seconds membres pour obtenir la solution
homoge`ne. Ce syste`me est celui d’un e´lectron plonge´ dans un champ magne´tique sans
champ e´lectrique. La re´solution ne pose donc pas de difficulte´.
vx,m = v⊥ sin(ωct)
vy,m = v⊥ cos(ωct)
v⊥ sera explicite´ plus loin.
La solution ge´ne´rale est de la forme :
vx,gen = Ax sin(ωt)
vy,gen = Ay cos(ωt)
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C Re´solution d’un syste`me de´crivant l’interaction d’un e´lectron soumis a` un champ
magne´tique constant et a` un champ e´lectrique fluctuant
On l’injecte dans le syste`me (C.1), pour en de´duire l’expression de A :
Ax =
qe
me
ωc
ω2c − ω2
E0
Ay =
qe
me
ω
ω2c − ω2
E0
et e´crire la solution comple`te, somme de la solution homoge`ne et ge´ne´rale :
vx = v⊥ sin(ωct) +
qe
me
ωc
ω2c − ω2
E0 sin(ωt)
vy = v⊥ cos(ωct) +
qe
me
ω
ω2c − ω2
E0 cos(ωt)
(C.2)
L’expression de v⊥ de´pend des conditions initiales. A t = 0, vx = vx,0 et vy = vy,0.
En prenant l’expression comple`te de vy a` t = 0, on a :
vy,0 = v⊥ +
qe
me
ω
ω2c − ω2
E0 (C.3)
d’ou`
v⊥ = vy,0 − qe
me
ω
ω2c − ω2
E0 (C.4)
et vx,0 = 0.
Nous cherchons a` connaitre l’influence du champ fluctuant sur l’excursion des e´lec-
trons. On doit donc e´tablir les e´quations de la trajectoire. Cela revient donc a` inte´grer
les vitesses pre´ce´demment calcule´es suivant t. Pour l’e´quation en x, on a :
dx
dt
= v⊥ sin(ωct) +
qe
me
ωc
ω2c − ω2
E0 sin(ωt)
soit, apre`s inte´gration :
x = −v⊥
ωc
cos(ωct)− qe
me
1
ω2c − ω2
ωc
ω
E0 cos(ωt) + Cste
et en remplac¸ant v⊥ par son expression (C.4) :
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x = −rL cos(ωct)− qe
me
E0
ω2c − ω2
[
ω
ωc
cos(ωct)− ωc
ω
cos(ωt)
]
+ Cste
ou` rL = vy,0/ωc.
Pour lever l’inde´termination sur la constante, on se place a` nouveau au temps t = 0
et on fixe la position initiale a` 0.
−rL − qe
me
E0
ω2c − ω2
[
ω
ωc
− ωc
ω
]
+ Cste = 0
Finalement,
x = −rL (cos(ωct)− 1)− qe
me
E0
ω2c − ω2
[
ω
ωc
(cos(ωct)− 1)− ωc
ω
(cos(ωt)− 1)
]
De la meˆme manie`re, on calcule l’e´quation de la trajectoire en y. On aboutit donc a` :
x = −rL (cos(ωct)− 1)− qe
me
E0
ω2c − ω2
[
ω
ωc
(cos(ωct)− 1)− ωc
ω
(cos(ωt)− 1)
]
y = rL sin(ωct)− qe
me
E0
ω2c − ω2
[
ω
ωc
sin(ωct)− sin(ωt)
] (C.5)
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Résumé : 
 
 
Les propulseurs à effet Hall sont utilisés pour le maintien en poste des satellites géostationnaires. La 
singularité de ce type de moteur est l'utilisation d'un champ magnétique dont le rôle est de piéger des 
électrons et de permettre la formation d'une région à fort champ électrique. Les ions formés sont 
accélérés dans ce champ électrique puis extraits du plasma pour fournir la poussée. La compréhension 
du transport des électrons à travers les lignes de champ magnétique reste un enjeu crucial pour prédire le
fonctionnement du moteur. Plusieurs mécanismes de transport comme les phénomènes collisionnels et la
turbulence ont été identifiés mais leur contribution exacte n'a pas encore été élucidée.  
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Sur la base de deux modèles numériques particulaires ("Particle-In-Cell"), composés de schémas de 
discrétisation des trajectoires explicite et implicite, ce travail de thèse se propose d'analyser le 
déroulement d'une décharge type afin d'isoler les mécanismes de transport électronique mais aussi, de 
mieux cerner l'influence de la turbulence plasma sur la nature de la décharge. L'accent est mis sur le 
caractère fortement instationnaire de celle-ci. Nous étudions aussi un mécanisme de transport pa
gouverné par la turbulence et les collisions volumiques, à l'aide d'un modèle numérique particule-tes
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kind of thruster is the use of a magnetic field which traps the electrons and creates a high electric field
region. In this region, the ions are accelerated and extracted from the plasma to provide a thrust. Electro
transport across the magnetic field lines is a major issue in predicting the thruster performance. Severa
transport mechanisms as collision phenomena and plasma turbulence have been identified to
but their exact contribution is still not clear.  
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trajectory-tracking schemes, this work thesis aims at analyzing the proceeding of a discharge in ord
isolate the transport mechanisms of electrons. It also aims at providing a better understanding of the 
plasma turbulence on the discharge behavior. We emphasize the strong unstationnary character of the
discharge. We also study a particular transport mechanism, governed by turbulence and volumic 
collisions, using a particle-test numerical model.  
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