Advances in Gaussian methodology for spatio-temporal data have made it possible to develop 5 sophisticated non-stationary models for very large data sets. The literature on non-Gaussian 6 spatio-temporal models is comparably sparser and strongly focused on distributing the uncer-7 tainty across layers of a hierarchical model. This choice allows to model the data conditionally, 8 to transfer the dependence structure at the process level via a link function, and to use the 9 familiar Gaussian framework. Conditional modeling, however, implies an (unconditional) distri-10 bution function that can only be obtained through integration of the latent process, with a closed 11 form only in special cases. In this work, we present a spatio-temporal non-Gaussian model that 12 assumes an (unconditional) skew-t data distribution, but also allows for a hierarchical represen- 13 tation by defining the model as the sum of a small and a large scale spatial latent effect. We 14 provide semi-closed form expressions for the steps of the Expectation-Maximization algorithm 15 for inference, as well as the conditional distribution for spatial prediction. We demonstrate how 16 it outperforms a Gaussian model in a simulation study, and show an example of application to 17 precipitation data in Colorado.
For this section, we assume we have a purely spatial process. We consider a scalar, non-Gaussian 98 random field {Y (s), s ∈ D}, where D ⊂ R 2 , and a partition D = ∪ R r=1 D r such that D r ∩ D r = ∅ 99 if r = r . The partition should be determined by areas where higher moment characteristics are 100 similar, as we will show in the application. We propose a model for Y (s) for which the process, 101 within each region, is multivariate skew-t, with the parameterization of Azzalini & Capitanio 102 (2003) . 103 For each region D r , and for each point s ∈ D r , the following model applies
where U 1,r has a standard half-normal distribution, Z r a Gamma(ν r /2,ν r /2) distribution, where 105 the first argument is the scale, while the second the rate, and η r (s) is a stationary Gaussian pro-106 cess independent across r, with mean zero and correlation function that depends on parameters 107 ψ r , with an associated correlation matrix Σ r = Σ(ψ r ); and σ r ≥ 0, ρ r ≥ 0, λ r ∈ R. Setting 108 ρ r = 0 reduces the model to that of Tagle et al. (2019) , in which each region has a multivariate 109 skew-t distribution, but evolves independently from the others. Here, we introduce the random 110 vector U 0 = (U 0,1 , . . . , U 0,R ) , assumed to follow a mean zero multivariate normal distribution 111 with correlation matrix Σ 0 = Σ(ψ 0 ), with each component being assigned to each region, with
Model (1) assumes that, conditional on U 0,r and U 1,r , points across different regions are independent, and hence simulations from this model will have discontinuities at the boundaries 121 and there is conditional independence among points for different regions. While this is arguably 122 a suboptimal feature of the model globally this can however be mitigated by constraining the 123 latent process U 0,r to be very smooth, by fixing the smoothness of the corresponsing covariance 124 matrix Σ 0 .
125
The additive form ensures that the numerator of (1) remains a multivariate skew-normal 126 distribution given the closure of the skew-normal distribution under convolutions with a normal 127 random variable (Azzalini & Capitanio 2014) . It is straightforward to show that, for a collection 128 of points s 1 , . . . , s n ∈ D r , the numerator has a skew-normal distribution with a probability density 129 function (pdf) given by
where φ n is the pdf of an n-dimensional normal distribution with mean zero and covariance Ω r , 131 and Φ is the cumulative distribution function of the univariate standard normal distribution.
132
Furthermore,
Dividing by a Gamma distribution results in the multivariate skew-t distribution.
136
Let s be one point of the collection s 1 , . . . , s n with corresponding skewness parameter α drawn can write the k-th moment as
where Y * (s) = {ρU 0 + λU 1 + η(s)}/ 1 + λ 2 + ρ 2 which has a standard skew-normal distribution.
141
Since Z is a Gamma distribution, it can be easily shown that 142
whereas the k-th moment of a standard skew-t distribution can be obtained from Azzalini & 143 Capitanio (2014), pg. 32, as
and β k is the k-the moment of the standard normal distribution, β k = (k − 1)!!, for k = 2, 4, 6, . . .
147
and 0 otherwise.
148
The k-moment formula (3) allows to obtain the mean and variance as
The covariance for points s 1 and s 2 belonging to the same region D r can be expressed as
where C ψr (h) is the correlation function associated with the matrix Σ r . If, instead, s 1 ∈ D r 1 and 
The representation in (1) and functions thereof are replaced by their conditional expectations given the data and param-the following hierarchical representation,
where HN refers to the half-normal distribution, and 1 nr is a n r × 1 vector with all entries being 172 equal to one. We now assume to have independent temporal replicates, as will be the case in 173 the application. We thereby consider the vector y t = (y 1,t , . . . , y R,t ) , t = 1, . . . , T , as well as 174 u 0,t , u 1,t , and z 1,t , which are defined conformably (in an abuse of notation, we henceforth use 175 lower-case letters to denote both realizations and random quantities). Their joint distribution, 176 for each t, follows from the above representation:
where x r,t = y r,t − σ r / √ z r,t (ρ r u 0,r,t + λ r u 1,r,t )1 nr . We can further aggregate the time-t vectors, as 178 y = (y 1 , . . . , y T ) , with conformable definitions for the latent variables, allowing us to express 179 the corresponding log-likelihood as
where
The log-likelihood involves the inversion of the matrices Σ r and Σ 0 , as well as the computation 181 of their respective determinants, which are typically problematic when the size of the dataset 182 becomes large. However, our approach of regionalizing the spatial domain allows for a judicious of Σ 0 is determined by the number of regions R for which R n is assumed to hold. Once the estimates for the latent processesû 
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The dataset provides monthly data for temperature maxima and minima, as well as precipitation,
251
for the years 1895 to 1997. Here, we focus solely on annual total precipitation amounts (in 252 millimeters), and consider only the 137 stations from the original 397 that have observations over 253 the final 40 years, see Figure 1 . We chose a subset of stations to allow an uninterrupted 40 years 254 long record of annual data. We could in principle have added more, but that would have required 255 adding missing data whose estimation is beyond the scope of this work. We refrain from any 256 transformation of the data (e.g., log-transformed), keeping them to their original scale, except for 257 a prior standardization. The lack of transformation implies an always positive quantity, while all 258 the models we consider allow for values across the entire real line. Figure S1 in the supplementary 259 material shows the aggregated histogram across all locations and years. As apparent from the 260 plot, no data point was exactly equal to zero, and vast majority of the data are far away from 261 zero as well, hence allowing us to approximate the probability of a negative event to zero. The 262 median skewness across locations is −0.22 (Q1=−0.69, Q3=0.27), while the median kurtosis is 263 of temporal dependence. We calculated the autocorrelation function at each site, along with its asymptotic standard deviation, and we found that no site had a significant lag-1 value. Thus, 267 at annual level it is perfectly reasonable to assume temporal independence. A modified model 268 that would account for temporal dependence and possibly lack of space-time separability would 269 likely be necessary for lower levels of aggregation, i.e. daily or sub-hourly temporal scales. 270 We extend the model in (1) to account for the non-zero location parameter, which we assume tended towards increasingly larger values, in order to reproduce the inter-regional dependence 283 structure. We thus fixed it at a suitably large value, φ 0 = 10, 000. Estimates for the remaining 284 parameters are shown in Table S1 , while those for the GAU model fit are shown in Table S2 . inducing inter-regional spatial dependence and skewness, and non-vanishing intra-regional spatial 292 correlation. Figure 3 examines the inter-regional spatial dependence, contrasting the median of 293 the correlations between points located in different regions and the model implied inter-regional 294 correlation. From this figure it is apparent how the model overall adequately captures the inter-295 regional dependence as well. 296 We contrast the in-sample predictive performance between both models, using the first 10 297 spatial replicates of the 40 year period. as it would require re-running the model for different configurations. As a general rule of thumb, Figure 2 : Empirical correlations (blue dots) for each of the six regions denoted in Fig. 1 , and the respective correlation functions (red curves) of the SKT model (4) evaluated using parameter estimates.
information about local spatial structure. Moreover, if one is interested in a particular subregion, 304 a clustering approach with more points in that region can be envisioned, and as long as prediction 305 is not performed too close to the edges of the regions, no artifacts from the discontinuity should 306 be apparent.
307 Table 2 : Predictive performances of GAU and SKT model in terms of average continuous-ranked probability scores for the first ten replicated of the 40 year period. Region Model 1 2 3 4 5 6 Mean SKT 0.39 0.36 0.33 0.45 0.41 0.36 0.38 GAU 0.51 0.50 0.47 0.60 0.50 0.60 0.53 Figure 3 : Matrix of kernel density estimates of the correlations between points belonging to the respective regions, along with median correlation (dashed blue) and the inter-regional correlation (solid red) based on Eq. (5), evaluated at the parameter estimates.
suitable for spatial data that have similar high-order moments.
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The proposed model has a closed form expression for all moments, as well as a covariance
