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MATHEMATICS 
DIE GLEICHHEIT VON ITERIERTEN RIEMANN-
STIELTJESSCHEN INTEGRALEN IN ABSTRAKTEN RAUMEN. I 
VON 
J. RIDDER 
(Communicated at the meeting of April 14, 1962) 
Einleitung. Schon in einer Arbeit im Nieuw Archief (2) 19 (erstes 
Stuck), 31-39 (I936) [mit Fund. math. 24, 72-ll7 (I935)) behandelten 
wir einen Fubinischen Satz fur Riemann-Stieltjessche Integrale in ab-
strakten Raumen, wobei die zugrunde gelegten MaBe nicht von einerlei 
Zeichen zu sein brauchten. Eine vereinfachte Darstellung wurde in 
unserer Arbeit: Die Einfuhrung von beschrankt- und total-additivem Ma(J 
I, II, diese Proceedings, Series A, vol. 59, 143-165 (I956), insbes. S. 159 
kurz angegeben. Eine ausfiihrliche andersartige Behandlung enthiiJt die 
spatere Arbeit: Der Fubinische Satz I, II, diese Proceedings, Series A, 
vol. 64, 38-57 (I96I), insbes. S. 38-44. 
Die Existenz des Doppelintegrals impliziert dabei Existenz und Gleich-
heit der heiden zugehorigen iterierten Integrale. Im folgenden werden 
(unter Verzicht auf die Existenz des Doppelintegrals) notwendige und 
hinreichende Bedingungen fur die Existenz der iterierten Integrale be-
schrankter Funktionen angegeben. Existieren beide, so sind sie auch 
einander gleich; bekanntlich braucht dies bei iterierten Lebesgue-
Stieltjesschen Integralen, sogar schon bei iterierten Lebesgueschen Inte-
gralen (in euklidischen Raumen) nicht immer der Fall zu sein [siehe ein 
mittels der Kontinuumhypothese abgeleitetes Beispiel von SIERPINSKI 
[3) O), S. I45 mit f(x, y) beschrankt im Quadrat [0, I; 0, I) und 
H dx H dy f(x, y) # H dy H dx f(x, y)]. 
Als Ausgangspunkt wahlen wir die in der oben erwahnten Arbeit in 
Proceedings A, vol. 59, S. 155-157 gegebene maBtheoretische Einftihrung 
der Riemann-Stieltjesschen Integrale; dabei soll das AusgangsmaB auf 
dem zugehorigen Mengenkorper a-additiv 1) sein 2), und auBerdem die 
in § 8 gegebene Bedingung w erftillen. 
O) Die in eckigen Klammern gesetzten Nummern weisen auf die Bibliographie hin. 
1) Ein derartiges MaJ3 ci> heiJ3t fUr den Korper K a-additiv, wenn sie fUr die Mengen 
von K beschrankt additiv ist, und aus An E K(n = 1, 2, ... ), ArAk = 0 (j cj:. k), 
00 00 00 
I An E K folgt fP( I An) = I fP(An). 
n~l n~l n~l 
2 ) Aequivalent ist die funktional-analytische Einfiihrung m § 13 (mit § 10) 
der Arbeit: Das abstrakte Integral I-III, diese Proceedings, Series A, vol. 62, 
211-228, 361-375 (1959). 
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§ I. Die Riemann-Stieltjessche Integrationstheorie (gemaB Proceedings 
I956) fiir Raume (Grundmengen) R<J> (j =I, 2) sei hier (in den Par. I-6), 
so weit notwendig, kurz vorgefiihrt. 
K<J> sei ein Korper von Teilmengen von R<J>, (/)Cil (P) eine fiir die 
Mengen P von K<i> definierte beschrankt additive Mengenfunktion, was 
heiBen soli: IO aus P E KU>, Q E KU>, P·Q=O folgt (/)Cil (P+Q)=fPUl (P)+ 
+ f/J<J> (Q); 20 aus A E K<J> folgt die Endlichkeit der oberen Grenze aller 
jf/J<J> (E)j-Werte mitE~ A, E E K. Dabei sei die positive Variation G<J> (A) 
die ( endliche) obere Grenze aller (/)Ul (E)-W erte mit E ~ A, E E K; die 
negative Variation g<i> (A) sei die (endliche) untere Grenze dieser f/J<J> (E)-
Werte; die Totalvariation T<J> (A) sei gleich G<i> (A)+ jg<J>(A)j. 
Auch G<J> (P), g<i> (P) und T<J> (P) sind nun beschrankt additiv fiir die 
Mengen von K(J>, mit f/J<J> (P)=G<J> (P)+g<J> (P) fiir P E KU>. Wiv nehmen 
f/J<J> sogar a-additiv fiir die Mengen von K<J> an 1); dann gilt dasselbe von 
G<J>, gU> und T<il 
Definition. Gibt es zu P ~ R<J> eine Menge E E K<J) mit P k E, so 
sei die auf3ere TU>-Funktion Ta<J> (P) gleich der unteren Grenze aller 
TU> (E) mit P ~ E, E E KU>. 
Satz. Die Klasse K1<i> der Mengen, fiir die Ta<J> defini~rt ist, ist ein 
Korper in R<J>. 
Satz. K<J> ist ein Teilkorper von K1<J>. Fiir P EK<J> ist Ta<J> (P)= 
=TU> (P). 
Satz. Fiir je zwefMengen P, Q von K1U> ist TaU> (P+Q)?::.Ta<1> (PH-
+Ta<J> (Q). · 
Satz (nebst Definition)._Fiir PEK1<J),P~Q mit QEK<J> ist die 
Differenz T a <1> ( Q) - T a <J> ( Q - P) fiir aile derartige Q diesel be ; sie definiere 
die innere T<i>-Funktion Ti<J> (P). 
Definition. Die Menge P E K1 <J> sei f/J<i>-mef3bar, wenn Ta<J> (P) = 
=Ti<il (P); dann sei das T<J)-MaB von P, mT<il (P), gleich Ta<il (P). 
Bemerkung. Wir nennen f/J<J> vollstandig auf der Klasse der f/J<i>-
mef3baren M engen, weil zu dieser Klasse jede Menge gehort, welche sich 
zwischen zwei f/JU>-meBbaren Mengen F, G einschlieBen laBt, deren 
Differenz von beliebig kleinein. T-MaB ist. 
Satz (nebst Definition). Jede zu K 1<i> gehOrende, f/JU>-meBbare 
Menge P ist auch T<i>-, G<JJ_ und gU>-meBbar. Definiert man fiir ein 
derartiges I.' das (/)<1>-Maf3 mcp<il (P) gleich der Differenz von Ga<J> (P) = 
=Gt<J> (P) und ha<i> (P) =hi<J> (P), wobei h<il = jg<J>j die Totalvariation 
von gU>, 
mcpUl (P)=Ga<i> (P)-ha<i> (P), 
so ist 
maul (P)=Ga<J> (P), mgul (P)= -haUl (P); 
mcp<il (P) =maul (P) +mgul (P), mT<il (P) =ma<il (P) -mg<il (P). 
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Sa tz. Die ct>U>-meBbaren Mengen bilden emen Teilkorper K 2U> von 
K1<n; aus P E K 2U>, Q E K 2U> folgt: 
mrp<il (P)+mrpUI (Q)=mrpUI (P+Q)+mrp<il (P·Q). 
Satz. Aus der a-Additivitat von cpu> fiir die Mengen von KU> folgt 
die a-Additivitat der MaBe mrpUI u.s.w. fiir die Mengen von Kz<1>. 
§ 2. Die Definition der ct>U>-meBbaren Mengen andern wir ab. 
Definition. Eine Menge P E R<J> ist ct><J>-mef3bar, wenn fiir jede 
Menge ME K<J> das Produkt P·M im Sinne von § 1 ct><J>-meBbar ist 
[also mit Ta<i> (P·M)=Ti<J> (P·M)]. 
Satz. Die Klasse K 3 <J> der nach dieser Definition ct><J>-meBbaren 
Mengen umfaBt aus dem Korper K 1 (J) aile und nur aile Mengen des 
Korpers K 2U>; insbes.: 0 E K 3 <J>. Dane ben: R<J> E K 3U>. 
Definition. Fiir jede (im verallgemeinerten Sinne) ct><J>-meBbare 
Menge p E ]{2(j) mogen q>U>-, T<J>-, Q<J)_ und gU>-MaB denselben Wert wie 
m § 1 haben; gehort die ct>U>-meBbare Menge P nicht zu K 2U>, so sm 
mG<il (P) =obere Grenze aller mG<n (E ·P)-Werte mit E E ]{<J>, 
mgUI (P)=untere Grenze aller mg<il (E·P)-Werte mitE E KU>, 
mrpUI (P)=mG<il (P)+mgUI (P), und: mTUI (P)=mG<n) (P)-m0 u1 (P), 
wobei zu beachten ist, daB mrp<il (P) als unbestimmt betrachtet werden 
soli, wenn mG<n (P) und myul (P) beide unendlich sind. 
Satz. Auch K 3 <1> ist ein Korper; ihre Mengen sind T<n-, G<i>- und 
gU>-meBbar (gemaB der Definition dieses Par.), und aus P E K 3(U>, Q E K 3U>, 
P · Q = 0 folgt immer 
mTUI (P)+mTiil (Q)=n~T<il (P+Q); 
au!3erdem ist 
mrp1n (P)+mrplil (Q)=mrpUI (P+Q), 
wenn bekannt ist, daB eines der heiden Glieder einen endlichen oder 
bestimmt unendlichen Wert hat. 
§ 3. Prod uktra ume. RO sei der Raum der reellen Zahlen; R(J) (j = 1 
oder 2) sei ein abstrakter Raum mit Mengenkorpern ]{U>, Ki<i> (i = l bis 3) 
und a-additiven lVIengenfunktionen cllU>, TU> u.s.w., nebst zugehorigen 
}IaBfunktionen mrp<il, 1nT<il u.s.w. (siehe §§ 1, 2). In R 0 nehmen wir als 
Korper J{O die F~;tmilie aller aus endlich vielen, rechtsoffenen Intervallen 
aufgebauten Mengen; eine a-additive nicht-negative Mengenfunktion cpo 
fiir J{O wird erhalten, ausgehend von der Definition cll0{ (a~ x <b)}= b- a. 
Das zugehorige MaB sei mit mrpo angedeutet. 
In jedem Produktraum RO x RU> sei SfU> der kleinste, die Mengen 
P x Q mit P E J{O, Q E KU> enthaltende lVIengenkorper. 
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Satz. Jede zum Korper ftUl gehorende Menge in RO >< RUl ist Summe 
von endlich vielen disjunkten Mengen Ph>< Qh mit Ph E K 0 , Qh E KUl. 
Definition. Wenn eine zu ftUl gehorende Menge S sich schreiben 
li:Wt als Summe von endlich vielen disjunkten Mengen Ph>< Qh mit 
Pn E Ko, Qh E K<n, so sei (JUl (S) = .L 1i0 (Ph)· (jjUl (Qh). 
(h) 
Der Wert von (JUl (S) ist unabhangig von der Darstellung von S; 
(JUl (S) ist eine fur die JJ1 eng en von ftUl a-additive 111 engenfunktion. 
Zu (JUl (S) gehoren eine positive-, eine negative- und eine totale 
Variation, bzw. angedeutet durch @(j) (S), gUl (S), ;t<il (S) (und analog 
definiert wie QUl, gUl, TUl in § l). Auch diese Mengenfunktionen sind 
a-additiv fur die Mengen von ftUl. Dabei ist :t(j) (S) = .L 1i0 (Ph)· 
(h) 
· TUl (Qh), @Ul (S) = _L (jjO (Ph)· Q(j) (Qh), g<n (S) = _L (jjO (Ph)· gUl (Qh) 
(h) (h) 
[T(j), QUl, gUl totale, bzw. positive, bzw. negative Variation von 
(jj(j) (j = l, 2)]. Die Totalvariation fiihrt zur auBeren und inneren ;tUl-
Funktion (vergl. § l), und die Mengen in RO x RUl, fur die beide definiert 
sind, bilden einen Sl' Ul umfassenden Korper Sl'1 Ul ; das V erfahren von § l 
fiihrt weiter zum Korper Sl'2 <il von (JUl-meBbaren Mengen, mit MaB 
mu:u>, wobei ftUl ~ Sl'2 Ul ~ Sl'1 Ul. 
Satz. Fur die Mengen des Korpers Sl'2 Ul sind die MaBe mu:u>, m(!)u>, m0u> 
und m;;;(i> a-adiiitiv. 
Satz. In RO x R(j) ist der kleinste Korper Sf 0 Ul tiber die Klasse der 
Mengen P x Q, mit P E K 2°, Q E K 2<il, ein Teilkorper von Sl'2 <il; dabei 
ist m;;;u> (P x Q) = m<P" (P) · mT(il (Q), m(!)U> (P X Q) = m<P" (P) · mc(i) (Q), 
mg(i> (P x Q) = m<P" (P) · 'fng(i> (Q), und mfr(i> (P x Q) oder mll!u> (P x Q) + 
+rng(i> (P X Q) = m<P" (P) · m<Pu> (Q). 
§ 4. Die Klasse der (JUl-meBbaren Mengen in R 0 x R(j) laBt sich in 
derselben Weise erweitern wie die der (jjUl-meBbaren Mengen (in § 2). 
Die erweiterte Klasse Sl'3 <il ist wieder ein Korper, und die zugehorigen 
(JUl-, ;tUl-, @Ul- und gUl-JVIaBe haben die gleichen Eigenschaften wie die 
(jjUl-, TUl-, QUl- und gUl-MaBe. 
§ 5. Das Riemann-Stieltjessche Integral. 
Definition. Eine Funktion u(xUl) sei definiert fur die Punkte xul 
einer in RUl liegenden Menge l11Ul E K 3<j), mit 0;:;; u(xUl):;:: + =· Existiert 
ein endliches ;tUl-MaB fiir die in RO x RUl liegende Menge E[O:;:=xo;:;; 
;:;;u(xUl) 3); xUl E MUl], so soli u(xUl) TUl-integrierbar uber 111Ul nach 
Riemann-Stieltjes sein, und der Wert des TUl-lntegrals von u uber M<il, 
JMu> u(xUl) dTUl, sei gleich diesem ;tUl-MaBe. 
3) In den Punkten mit u = + oo lese man: 0 ;:;; X 0 < + oo. 
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Satz. Existiert fur die nicht-negative Funktion u(xU>) das Integral 
fMuJ u(xU>) dTU> gemaB der vorigen Definition, so existieren ebenfalls 
fMril u(xU>) dGU> und JM1il u(xU>) dJgU>J 
(m1d umgekehrt); dabei ist 
fMul ~t(xU>) dTU> = JMiil u(xU>) dQU) + fMiil u(xU>) dJgU>J. 
Definition. Fur die im vorigen Satz betrachtete Funktion u(xU>) 
sei das C/J U>-Integral uber M nach R. -S. definiert d urch : 
JMiil u(xU>) d(])<n = fMul u(xU>) dGU>- f 111 iil u(x(j)) dJgU>J. 
Definition. Wenn u(xU>) definiert ist fur die Punkte einer in RU> 
liegenden Menge M<J> E K 3 <1> (Werte von 1t endlich oder += oder -=), 
und wenn die Definitionen: 
l 0 u+(xU>) = u(xU>) in jedem Punkte x(j) E JJ1U> mit u(xU>) ;:::-: 0, 
u+(xU> = 0 in den weiteren Punkten von MU>, 
20 u-(xU>) =- [u(xU>) -u+(xU>)] in den Punkten von M(J), 
uber MU> TU>-integrierbare Funktionen u+ und u- liefern, so soll u(xU>) 
C/JU>-integrierbar uber M<J> nach R.-S. sein, und der Wert des tJJU>-Integrals 
von u uber M U> sei 
(Geometrische Definition des Riemann-Stieltjesschen (/JU>-
Integrals ). 
Satz. Notwendig und hinreichend zur Existenz des Integrals der 
vorigen Definition ist die Existenz der Integrale 
JMiil uN+(x<i>) dT<J> und fMril uN-(x<n) dT<J> 
(gemaB der ersten Definition dieses Par.), und der (endlichen) Grenzwerte 
lim JMiil uN+(xU>) dT(J) und lim J 111uJ uN-(xin) dT<n; 
N------7-oo N~oo 
dabei ist fur die naturliche Zahl N in den Punkten von MU> uN+(xU>) = 
= u+(xU>), falls 0 ~ u+(xU>) < N, uN+(x<i>) = N, falls u+(xU>) ;:::-: N, und 
uN-(xU>) =u-(xU>), falls O~u-(x<i>) <N, uN-(xU>) =N, falls u-(xU>) ;::;N. 
Dann ist: 
f 111uJ u(xU>) dC/JU> = lim JMijl uN+(x<n) dC/JU)- lim twlil UN-(x<J>) d(])<J> = 
N-.:;..oo N-----':i-00 
lim [JM(j) UN+ dGU> + SJi(i) 1lN- dJgU> IJ- lim ct~r(i) UN+ dJgU>J + SM(j) UN- dGU>]. 
N____,.oo N----+oo 
Ist MU> E K 2U> und u(x<i>) beschrankt auf M<n, so nennen wir das 
Integral eigentlich, sonst uneigentlich. 
§ 6. Definition. Fur eine in den Punkten einer Menge MU> E K2<1> 
definierte, nicht-negative, beschrankte Funktion u(x<i>) sei das obere 
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(Darboux-Stieltjessche) TUl-lntegral uber M<i), JMuJ u(xUl) dTUl, gleich dem 
biul3eren ;:tUl-MaBe der Menge E[O~xo~u(xUl); xU) E lJ;fUl]. Das innere 
;:tUl-::VIa13 dieser Menge definiere das untere (Darboux-Stieltjessche) TUl-
Integral uber MUl, fMiil u(x<il) dTUl. 
Au13erdem sei -
l~tlil u(xUl) d~U) = JMiil u(x<i)) dGUl- JMuJ u(xUl) elf gUlf, 
und 
t~lil ~l(xUl) d~(f) = fMUl u(xUl) dQU)- fMUl u(xUl) dfgUlf. 
- -
Fur jede auf MUl beschrankte, ubrigens willktirliche Funktion u(xUl) sei 
fMii) u(xUl) d~U) = JMiil u+ d~U)- fMiil u- d~(f), 
und 
JMiil u(x<il) d~U) = JMul ~t+ d~(J)- JMiil u- d~(J). 
§ 7. Satz. Ist u(xUl) eine auf MUlE KUJ definierte, nicht-negative 
und beschrankte Funktion, so ist 
JMul u(xUl) dT<JJ=untere Grenze der Obersummen ! tn·T(f) (.LWnUl), bei 
(h) 
allen moglichen Zerlegungen von MUl in endlich viele (disjunkte) Mengen 
Jlf h (j) E KU): 
MUl = L MnUl, 
(h) 
und tn obere Grenze von u(xUl) auf MnUl. 
Dies folgt leicht aus der Definition des oberen TUl-Integrals und des 
au13eren ;:tUl-MaBes im Produktraum RO X R<j). 
Ein analoger Satz gibt es fUr das untere Integral und zugehorige 
Untersummen. 
§ 7bis. Satz. Ist u(xUl) eme auf MUlE K<J) definierte beschrankte 
Funktion, so ist 
[~ul u(xUl) dTUl =untere Grenze der Obersummen ! tn · TUl (M hUl), 
(h) 
bei allen moglichen Zerlegungen von MUl in endlich viele Mengen 
~M h(j) E KUl: 
MUl = L MnUl, 
(h) 
und th obere Grenze von u(xUl) auf MnUl. 
Beweis. Nach Definition (§ 6) und dem vorigen Satz (§ 7) ist 
f 111iil u(x<Jl) dT<Jl=untere Grenze der Summen! tn+.TUl (MnUl) 
(h) 
- obere Grenze der Summen L tn-.T(j) (MhUl), 
(h) 
mit th+=obere Grenze von u+ auf MnU) und tn-=lmtere Grenze von 
u- auf M h (j), und unter Zulassung aller moglichen Zerlegungen von JJfU> 
in endlich viele Mengen M h U) E K (J). 
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Auf jeder Menge JJfhUl ist 
Damit folgt leicht 
untere Grenze aller Summen L th + · T<il (M h Ul) - obere Grenze aller 
(h) 
Summen L th-.TUl (MhUl) sowohl 2 wie ;;;; untere Grenze der 
(h) 
Summen :Lth·TUl (Mh<il), 
(h) 
somit die Behauptung dieses Satzes. 
Analog beweist man den 
Satz. Unter denselben Bedingungen wie im vorigen Satz ist 
JMu>u(xUl)dT<f>=obere Grenze aller Untersummen :LuhUl.T<il (MhUl), 
- w 
bei denselben Zerlegungen von MUl und uh<fl untere Grenze von u(x(f)) 
auf.MhUl. 
Mit den heiden vorigen Satzen laBt sich folgern: 
Satz. Unter den Bedingungen des ersten Satzes dieses Par. gibt es 
eine Folge von Zerlegungen von M<il in endlich viele, zu K<Jl gehi:irende 
Mengen M h(J;n) (n= l, 2, 3, ... ), wobei die (n+ l)te Zerlegung durch Unter-
teilung der Mengen der nten Zerlegung entsteht, mit 
(1) rM(h) u(x<il) dTUl =lim L th(n). T<f) (M h(j;n)), 
n-->-00 (h) 
und 
(2) JM(il u(xUl) dT<il =lim L uh(n) · T<il (M h(J;n)l; 
n-->oo (hi 
dabei ist th<nl =obere Grenze von u(x<il) auf M h(f;n>, und uh<nl =untere 
Grenze von u(xUl) auf MhU;n>. 
N ach Produktbildung der Teilmengen M h (J; n) der nten Teilung 
(n= l, 2, ... ) mit den Teilmengen EkUl E KUl einer fest gewahltenendlichen, 
iihrigens willkiirlichen Zerlegung M<il = L E k<fl behalten die Relationen 
(k) 
(l) und (2) ihre Giiltigkeit, wobei dann die zugehi:irigeh t<nl und u<nl 
obere bzw. untere Grenze von u auf den zugehi:irigen Produktmengen 
sein sollen. 
§ 8. Bedingung w. Die im letzten Satz angegebene Folge von Zer-
legungen einer Menge MUlE K<n ist immer so zu wahlen, daB (l) und (2) 
bei Anwendung dieser Folge gleichzeitig fiir alle auf JvfUl beschrankten 
Funktionen gelten. 
Bemerkung. Dies wird dann auch der Fall sein fur eine Folge von 
Zerlegungen MUl = L M h(J;n) ·Ek<J;n), welche durch Produktbildung aus 
(h.k) 
den Zerlegungen M<il = L M h<J; n) der in Bedingung w eingefiihrten Folge 
(h) 
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mit den korrespondierenden Zerlegungen MU> = z Ek<J;n) einer zweiten 
(lc) 
Foige hervorgehen; von der letzten Folge wird dabei iibrigens nur ge-
fordert, daB aile E kU;n) zu KU> gehoren. 
Satz. Gibt es bei M(j) E K(j) eine Folge von Zerlegungen, welche in 
bezug auf TU> die in Bedingung w angegebene Eigenschaft haben, so hat 
diese Folge die gleiche Eigenschaft in bezug auf G(j) und in bezug auf 
jgU>j, und umgekehrt. 
Beweis. Aus TU>=GU>+jgU>j fur die Mengen von K<Jl und den 
beiden ersten Satzen von § 7bis folgt sofort 
(3) [ 11u) ~~(xUl) dT<n = J111!i) ~t(xUl) dGU) + [w!i) u(xUl) djgUlj, 
und 
(4) j 111<i) u(xU>) dT<n = J111!i) u(x<n) dGU) + J111!i) u(xUl) djgU>j, 
bei u(xUl beschrankt auf M<Jl und M<il E KU>. 
Gibt es nun zu T<i) eine Folge {M h(f;n>} von durch Unterteilung 
entstehenden Zerlegungen von M<il wie in Bedingung w und dem voran-
gehenden Satz angegeben, so ist 
(5) h1!i) ~t(x<Jl) dTU> = lim z th(n) · T(j) (M h(f;n)) = 
n~oo (h) 
=lim z th<n>.GUl (Mh<J;n))+ lim z th<n>.jgU>j(MhU;n)) 4). 
n--* co (h) n __,. co (h) 
Aus (3) und (5) folgt 
fMu) u(xU>) dGUl =lim z th<nl.G<i) (Mh<J;n)) 
n--'> co (h) 
und 
Iw!i) u(x<i>) djg<i>j =lim z th<n>.jgU>j(MhU;nl). 
n_,. co (h) 
Die Folge {MkU;n>} hat somit fiir G<n und JgUlj dieselbe Eigenschaft wie 
fur TU>. 
Der Beweis der Umkehrung ist nun trivial. 
Mit (2), fiir die in Bedingung w angegebene Zerlegungsfolge, und (4) 
und (ableitbaren) Gleichheiten wie (5) fiir das untere Integral in bezug 
auf TUl, G<n, jgU>j folgen die Behauptungen des Satzes auch fur die 
unteren Integrale in bezug auf TU>, G<il und jgU>j. 
§ 9. Schon ohne Bedingung w laBt sich beweisen der 
Satz: Aus M<il EKUl, M 1 Ul._21f2Ul=0, M 1U>-1-1Jf2U>=1W<1> und 1rfkU>E 




4) Man beachte, da13 die auftretenden Summenfolgen alle nicht-zunehmend sind. 
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Der Beweis folgt mit den heiden ersten Satzen von § 7bis. 
Auch ohne Bedingung w folgt : 
Satz. Bei MU) E K<J) und u beschrankt auf M<J) ist: 
IM(i) u dTU) -IM(j) u dT<J) = IM(j) u d(})(J) -lM(j) u d(})U). 
Das Beweisschema ist folgendes : 
I u(x<J)) d(})U) -J u(xU)) d(})(J) = ( § 6) I u+ d(})<J) -1 u- d(})U)-
-J u+ d(})<Jl +I u- d(})U) = ( § 6) I u+ dGU - J u+ dlg<ill-1 u- dQU) + 
+ }1t- dig<JII-1 u+ dG<JI + I u+ dig(}) I+ I u- dG<il-J u- dig(}) I= 
= (wegen T<JI =GUI + ig<JII und § 7) I u+ dTUI -j u+ dT<JI-
-1 u- dT<J) +I u- dT<J) = (§ 6) J u dTU)-J u dT<J). 
§ 10. Von nun an wird Bedingung w stillschweigend angenommen. 
Hilfssatz. u(x<11, x<21) sei im Produktraum R<ll x R<2) definiert auf 
der Menge M<l) x M<21, mit MU) E KUI (j = 1, 2), und daselbst beschrankt. 
Dann ist notwendig und hinreichend zur Existenz der iterierten 
Riemann-Stieltjesschen Integrale 
(8) SM(ll dT<11 JM(21 dT<21 ·u(x<l), x(2)) und SM(21 dT<Z) JM(II dT<ll ·u(x<ll, x<21), 
daB 
(9) SM(ll dT<l) [IM(21 dT<2,·u(x<l), x<21) -JM(21 dT<2) ·u(x<l), x(2))] 
und 
(10) SM(21 dT<2) Lf:w(II dT<l).u(x<l), x<21)- fM(ll dT<ll.u(x<l), x<21)] 
beide existieren, und gleich Null sind. 
Nun sind die Integrale (8) auBerdem einander gleich. 
Beweis. Die Notwendigkeit der Bedingungen ist evident. 
Nehmen wir, umgekehrt, die Bedingungen an. Die Folgen {sk} und 
{ Ok} seien abnehmend mit Grenzwert Null. Nach diesen Proceedings, 
Series A, vol. 59 (1956), S. 156 (letzter Satz) ist dann wegen Integral (9) 
gleich Null die Teilmenge Qk von M<l), in deren Punkten (x(l)) 
JM(21 dT<2).u(x<ll, x(2))-JM(21 dT<2).u(x<l), x(2))~Ek 
ist, T<11-meBbar mit mT(ll (Qk) = 0; somit gibt es eine Menge Pk E K<l), 
~ M<l), mit Qk ~ Pk und T<l) (Pk) <ok. 
Nach Bedingung w gibt es eine Folge von Zedegungen von Jl1(2): 
Jl1(2) = I M h(2;n) 
(h) 
(n= 1, 2, ... ), 
iwie im letzten Satz von § 7bis angegeben, fiir die (1) und (2) bei jeder 
n M<2) beschrankten Funktion u(x<2l) gelten. Insbes. gehOrt zu jedem 
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x<I> E M<I> eine natiirliche Zahl n(x<I>) derart daB bei n~n(x<I>) fiir die 
zugehorige (nte) Zerlegung der Folge 
und 
_LT<2J (Mh<2;n>)·u(x<I>, xh<2;n>)<k<2> dT<2>.u(x<I>, x<2>)+ek 
(h) 
,L T<2> (M h<2;n>). u(x<l), xh<2;n>) > JM<2> dT<2J. u(x<IJ, x<2>)- ek 
w -
ist, mit xh<2;n) EM h<2;n), iibrigens willkiirlich gewahlt. Bei x(l) E M<l) -Pk 
ist dann fur n~n(x<I>) 
(ll) (h) - -) 
I.L T<2> (M h(2;n>) ·u(x<IJ, xh<2; n>)- fM<2> dT<2>. u(x<I>, x<2>)1 < 
<2ek+[JM<2> dT<2>·u(x<1>, x<2>)-JM<2> dT<2>.u(x<I>, x<2>)]<3ek. 
Ist nun G.<kJ die Teilmenge von M<IJ -Pk, in deren Punkten (x<IJ) (ll) 
erfiillt wird fiir alle n~v (v eine natiirliche Zahl), so folgt 
G1<kJ r;;_G2<k> r;;_ ... r;;_G.<k> r;;_ ... und lim G.<k>=M<1>-Pk. 
Aus der o-Additivitat von T<1> fiir die Mengen von K<IJ folgt weiter 
lim mp<l> (G.<k>)=T<l> (M<l>-Pk). 5) 
Es gibt somit ein v k mit 
mp<l> (G~!>)>T<1 > (M<1>-Pk)-lh>T<1> (M<1>)-2!5k. 
Auch zu M<lJ gibt es nach Bedingung w eine Folge von Zerlegungen 
M<IJ = ,L M!.~;m> wie im letzten Satz von § 7bis angegeben, fiir die (1) und 
(h') 
(2) bei jeder in M<lJ beschrankten Funktion u(x<lJ) gelten 6). Bei jeder 
derartigen Zerlegung von M<1> ist die Summe der T<l>-MaBe derjenigen 
Teilmengen dieser Zerlegung, welche keine Punkte von G~~> enthalten, 
<2bk. 
In jeder Teilmenge MJ.~;m> der mten Zerlegung von M<l>, welche Punkte 
von G~~> enthalt, wird ein Punkt x!.~;m> E G~~> gewahlt; in den iibrigen 
Teilmengen (Mj.~;ml) ist die Wahl der Punkte (xl.~;m>) willkiirlich. Fiir 
diese mte Zerlegung von M<lJ ist nun bei n~ vk wegen (11): 
)
IL T<lJ (Mj.~;m>). [,L T<2J (Mh<2;n>). u(xj.~;m>, xh<2;n>)-
(h') (h) 
(12) - JM<2> dT<2>. u(x!.~;m>, x<2>)JI < 3ek · T<I> (M<lJ) + 
+ 2bk · 2G · T<2> (M<2>) = Ll.t, 
5) Beweis. Zu a.uc> gibt es eine Menge H.<kl E K<ll mit a.<kl ~H.<kl ~M!ll -P~ 
und iiiT(l) (G.<kl) ~ T!ll (H.<kl) < iiiT(l) (G.<kl) + :. (v = 1, 2, ... ). Dann ist au~h 
lim H_<k> = M<Il - Pk, wodurch lim T<I> (H.<kl) = T<Il (M<Il - Pk)· Es folgt 
11~00 v~oo 
lim iiiT<ll (G.<kl) = T!ll (M!ll - Pk)· 
V--> CXl 
6 ) Der Deutlichkeit halber ersetzten wir hier n durch m, h durch h'. 
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wobei G=obere Grenze von u(x<l>, x<2>) bei (x<l>, x<2>) E M<l> x M<2>0 (11) 
und (12) behalten nach der Bemerkung zu Bedingung w ihre Giiltigkeit 
bei n~Yk, wenn man jede Menge Mh<2;n> durch die Teilmengen Mh<2;n>oSk 
und Mh<2;n>-Mh<2;n>oSk ersetzt, wodurch bei x<l> in (11) und bei jedem 
xh'<l;m> in (12) die Anzahl der Glieder der Summe z T<2> (ooo) 0 u(ooo) 
(h) 
zunehmen und evo sogar verdoppelt werden kann; die Menge Sk ~ M<2> 
und E K<2> wird im weiteren Verlauf des Beweises eingefiihrto Offenbar 
ist lim Lh = Oo 
k--+ co 
Da das Integral (10) den Wert Null hat, ist auch die Teilmenge Rk 
von M<2>, in deren Punkten (x<2>) 
JM<Il dT<1>ou(x<1>, x<2>)-jM<Il dT<l>ou(x<l>, x<2>)~ek 
ist, T<2>-meBbar mit mT<2l (Rk)=O; es gibt eine Menge Sk EK<2>, ~ M<2>, 
mit Rk ~ Sk und T<2> (Sk)<~ko 
Die schon im vorletzten Absatz angegebene Abanderung einer Zerlegung 
M<2> = z Mh<2;n) mit n~Yk hat zur Folge, daB jede Menge Mh<2;n> entweder 
(h) 
Teilmenge von S k oder daB S k o M h (2; n> leer ist; die Mengen der ersten 
Art der nten Zerlegung haben also die Summe Sk mit T<2> (Sk)<~ko In 
jeder Menge M h <2; n) der nten Zerlegung ist wieder ein willkiirlicher Punkt 
xh(2;n) gewahlto 
Bei x<2> E M<2> und ek gibt es eine natiirliche Zahl m(x<2>) so daB fiir 
jede Zerlegung mit Index m~m(x<2>) aus der oben angegebenen Folge {z Mh'<l;m>} von Zerlegungen von M<l> 
(h'l 
und 
zT<l> (Mh'<l;m>)ou(xh'<l;m>, x<2>)<fM<Il dT<l>ou(x<l>, x<2>)+ek 
(h') 
z T<l) (M h'(l;m)) ou(xh'(l;m>, x(2)) > fM(l) dT<l> ou(x<l>, x<2>)- Bk 
M -
ist, mit Xk'(l;m) EM h'(l;m>, iibrigens willkiirlich gewahlto Bei x(2) E M<2) -Sk 
ist dann fiir m~m(x<2>) 
(13) I z T(l) (M h'(l;m)) 0 u(xh'(l; m>, x(2))- IM<ll dT<l) 0 u(x<l>, x<2>)1 < 3eko 
M -
Somit gibt es zu der im vorigen Absatz betrachteten Zerlegung z M h (2; n) 
(h) 
von M<2>, mit zugehorigen Punkten (xh<2;n>), eine natiirliche Zahl 
,u[z M h<2;n>; {xh<2;n>}] so daB bei m~,u[z Mh<2;n>; {xh<2; n>}] und willkiir-
w w 
licher Wahl der Punkte xh'(l;m) in den Mengen Mh,(l;m> der Zerlegung 
M<l> = z M h'<l; m> gilt 
(h') liz T<2> (M h<2;n>) 0 [z T(l> (M h'<l;m>) 0 u(xh'<l;m>, xh<2;n>) _ (h) (h') (14) - ~<ll dT<l> 0 u(x<l>, xh<2;n>)]l < 3ek o T<2> (M<2>) + 
+ ~k o 2G · T<l> (M<l>) = Tk. 
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Offenbar ist wieder lim Tk=O. 
Jc~;..oo 
Nimmt man in (12) als mte Zerlegung von M<I) die des vorigen Absatzes 
und als Punkte (xh<2;n)) die Punkte (xh<2;n)) von (14), was beides erlaubt 
ist, und in (14) als Punkte (xh,(l;m)) die in (12) vorkommenden Punkte 
(xh,(l;m)), so hat man (12) und (14) gleichzeitig bei denselben Zerlegungen 
von M<I) und M<2) und denselben Punkten in den Zerlegungsmtmgen. 
So mit folgt: 
j_LT<l) (Mh,(l;m)) I'II(21 dT<2) ·U(Xh'(l;m), x(2))-
(h'l -
- _LT(2) (Mh(2;n)) I'\[(11 dT<l) ·u(x<l), xh<2;n))l <Lh+ rk, 
(h) -
falls n~ Vk und dabei m ~ f-l [,L M h<2;n); {xh(2;n)}]. Mit m---+ oo folgt: 
(h) 
(15) 
( Jlim ~~l L T<l) (M h,(l; m)) k(21 dT<2). u(xh,(l; m), x<2)) -
) m-;.. CXJ (h') -
t - _LT<2) (Mh<2;n)) JM(l) dT<l)·u(x<l), xh<2;n))l:;;:: Lh+ rk. 
' (h) -
Diese Ungleichheit ist unabhangig von der Wahl der Punkte (xh<2;n)) 
in den Zerlegungsmengen von Jji[(2) = _L M h (2; n). Fur eine derartige Zer-
lhl 
legung ist somit bei jedem willkiirlichen Punktepaar xh'<2;n), xh"<2;n) im 
zugehi:irigen 1W h(2; n): 
j_LT<2) (Mh<2;n)) f111 (11 dT<l) ·u(x<l), xh'(2;n))-
(h) -
- L T<2) (M h(2;n)) fM(l) dT(l) ·u(x<l), Xh"(2;n))l:;;:: 2(L'h + rk)· 
(h) -
Mit n---+ oo folgt, nach Bedingung w nebst Bemerkung, 
lf111(21 dT<2) ] 111<11 dT<l) · u(x<l), x(2))-
- 1111<21 dT<2) 1111(11 dT<l) ·u(x<l), x(2))j ;;::2(Llk+ Tk). 
k---+ oo zeigt somit (mit § 6) die Existenz des Integrals 
f111l21 dT<2) 1111<11 dT<l).u(x<l), x<2)). 
In derselben Weise folgt die Existenz von 
f111<II dT<1 ) 1111 (21 dT<2). u(x<l), x<2)). 
(15) laBt sich nun schreiben: 
Jf111(11 dT<1 ) JM(2l dT<2).u(x<l), x<2))-
- _LT<2) (111h<2;n)) f111<II dT<l) ·u(x<l), xh<2;n))j ;;::Llk+ Tk; 
(h) -
k --l> oo liefert hier 
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§ 11. Hilfssa tz. Auf M<J> E K<J> (j = 1 oder 2) sei u(x<J>) ~ 0 u~, 
beschrankt, auBerdem l])U>-integrierbar. Dann folgt aus 
fm(il u(x(J)) dl))U> = 0 
fiir jede Menge m<J> E K<J> und ~ MU>, daB auch Immer 
(16) 
ist; also insbes.: 
Beweis. Der Fall eines m<n mit T<J> (m<J>) = 0 kann auBer acht bleiben; 
dann sind fmul u(x<J>) dT<J> und fm(il u(x<J>) diP<J> beide gleich Null. 
:Mit den Par. 5 und 7 folgt 
u(m<J>) · QU>(m<J>)- t(mU>) ·lg<J>I (m<J>);:: J m(il u(xU>) diPU>;:: 
;:: t (mU>). Q<J>(m<J>) -~l(m<J>) ·lgU>I(mU>), 
wobei t(m<J>) und u(m<J>) bzw. obere und untere Grenze von u auf m<J>. 
Aus TU>(mU>)>O mit G<J>(mU>)=O oder !g<J>!(m<J>)=O folgt t(m<J>)~O, 
u(m<J>)=O. Bei G<J>(mU>)>O und lg<J>i(m<J>)>O ist auch nur moglich 
t(mU>)~O mit u(m(J))=O; daB in diesem Fall u(m<J>)>O unmoglich ist, 
folgt daraus daB dies fiir jedes m<J> ~ rn<J> und E K<J> geben wiirde 
u(rnU>). QU>(m<J>);:: u(m<n). QU>(mU>);:: t(m<J>) ·lg<J>!(mU>);::t(m(J)) ·ig<J>!(m(J)), 
( (')) 
wodurch GU>*(m<J>) = Q(J)(m<J>)- u m_:_ · QU>(mU>) und !g<J>i*(m<J>) -
t(m<J>) ( (')) 
lgU>I(m<J>)- u m ~ · Q<J>(m<J>) zwei fiir die zu KU> gehOrenden Teilmengen 
t(mU>) 
von m<J> beschrankt additive, nicht-negative Mengenfunktionen waren 
mit Differenz gleich l))<J>(iii<J>) und GU>*(m<J>) < die positive Variation 
QU>(m<J>). Bekanntlich ist dies jedoch unmoglich. 
Anwendung von Bedingung w (mit (2)) und § 7bis (letzter Satz) liefert 
(16) und (16bis). 
Ha u pttheorem. Fur j = 1, 2 seien R<J>, KU>, l))<J> und TU> definiert 
wie in § 1; 7) auf3erdem sei M<J> E K<J>, 1tnd die Funktion 1t(x<l), x<2>) 
beschrankt auf der Produktrnenge M<l) x M<Z>. 
Dann ist notwendig und hinreichend zur Existenz der iterierten Riernann-
Stieltjesschen I ntegrale 
( 17) J m(U diP<1> J m(2) diP<2> · u(x<l>, x<2>, und J m(2l diP<2> Jm(l) dl))<I> · u(x<l), x<2)) 
fur jedes Mengenpaar m(l>, m<2> mit m<J> ~ M<J>, rn<J> E K<J>, daf3 die Riemann-
Stieltjesschen I ntegrale 
(18) JM(ll dT<I) [fM(2l dT<2) ·u(x<I), x(2))- JM(2l dTU> ·u(x<l), x<2>)J 
7) Die ![J<il sind also a-additiv fUr die Mengen von KUl. Bedingung w wird 
wieder stillschweigend angenommen. 
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(19) JM(2) dT<2l [JM(I) dT<ll.u(x<ll, x<2l)-JM(l) dT<ll.u(x(ll, x<2l)J 
existieren, und gleick Null sind. 
Die iterierten Integrale (17} sind dann au(Jerdem einander gleick fur 
jedes Paar m<ll, m<2l. 
Beweis. Mit dem vorangehenden Hilfssatz folgt aus 
J m(l) dif><ll [fM(2) d€/J<2l · u(x<ll, x<2l)-JM(2) d€/J<2l · u(x<ll, x<2l)] = 0 
fur jedes m<ll ~ M<ll und E K<ll, daB das Integral 
fMn) dT<1l [fM(2) d€/J(2l.u(x<ll, x<2l)-JM(2) d€/J<2l.u(x<ll, x<2l)J 
existiert, und den Wert Null hat. Der Integrand dieses Integrals und 
der in (18) sind immer gleich, wie aus § 9 (zweiter Satz) folgt. Also 
existiert auch das Integral (18}, und hat ebenfalls den Wert Null. Existiert 
auch das zweite Integral (17) fiir jedes m<il ~ M<il und E K<1l, so folgt 
in gleicher Weise die Existenz des Integrales (19) mit Wert Null. Die 
Bedingungen sind notwendig. 7bis) 
Sie sind daneben hinreichend. Denn aus ihnen folgt (siehe auch den 
ersten und zweiten Satz von § 7bls): 
JM(l) dG<ll [JM(2) dG<2l.u(x<ll, x<2l)-jM(2) dG<2l.u(x<ll,'x<2l)]=0 
und 
JM(2) dQ<2l [fM(I) dQ<ll.u(x<ll, x<2l)-jMn) dQ<ll.u(x<ll, x<2l)]=0. 
Nach dem Hilfssatz von § 10 existieren fur m<1l ~ M<1l und E K<1l 
fmm dG<ll ]m(2) dG52l.u(x<ll, x(2l) und Jm(2) dG<2l ]m(l) dQ<ll.~(x<ll, x<2l), 
und sind einander gleich. 
Analog beweist man die Existenz der nachfolgenden Integrale und die 
zwischen ihnen bestehenden Relationen: 
Jm(l) dig<Ill ]m(2) dG<2l ·u(x<Il, x<2l) = Jm(2) dQ<2l ]m(I) dlg<I>I·u(x<ll, x<2l), 
Jm(U dG<IJ Jm(2) dlg<2>1· u(x<ll, x<2l) ~ Jm(2) dlg<Zll Jm(l) dG<ll ·u(x<ll, x<2l), 
und 
fmu) dlg<Ill ]m(2) dlg<2ll· u(x<Il, x<2l) = Jm(2) dig<2liJ~(I) dig<I>I· u(x<ll, x<2>). 
Die Relationen liefern mittels Subtraktionen: l Jm(I) dG<Il [fm(2) dG<2l.u(x<Il, x<2l)- fm(2) dlg<2>1·u(x<Il, x<2l)] = (20) - - - -
= Jm(2) dG<2l jm(I) dG<Il ·u(x<ll, x<2l)- Jm(2) dig<2ll £~(1) dG<Il ·u(x<ll, x<2>) 
7bis) Da der Hilfssatz sich auch ohne Bedingung w ableiten la13t, ist Bedingung w 
fiir die Ableitung der Notwendigkeit der Bedingungen des Hauptsatzes nicht 
unbedingt erforderlich. 
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und l Jmill dJg<1lJ [Jmi21 dG<2l- Jmi21 dJg<2lJ J = f mi21 dG<2l J miU dJg(J;._J--(21) 
- fmi21 dJg<2>JJmill dJg(l)j. 
Substraktion von (20) und (21) liefert, mit den Definitionen der Par. 5 
und 6, 
f mill difJ(l) J mi21 difJ(Z) · u(x(l), x<2>) = f mi21 difJ<2> J mill difJ(l). u(x(l), x<2>). 
Neben der Existenz folgt die Gleichheit der iterierten Integrale. 
Korollar. Fur j = 1, 2 seien RU>, K(j), c[J<il und TUl definiert wie in 
§ 1; 7) au(Jerdem sei M(j) E K(i), und die Funktion u(x<1>, x<2l) beschrankt 
auf der Produktmenge M<ll x M<2l. 
Existieren nun fur alle x<Il E M<l), bzw. alle x(2) E M<2l die Integrale 
fMi21 difJ<2l.u(x<ll, x<2>) bzw. f 1,1 ill difJ<ll.u(x<l), x<2l), 
so existieren auch die iterierten I ntegrale 
JM111 difJ<1> fMi21 difJ<2l.u(x<l), x<2>) und JM121 difJ<2> t~1111 difJ(ll.u(x(l), x<2l), 
und sind dabei einander gleich 8). 
Beispiel. Wie aus Teil II dieser Arbeit hervorgeht, ist die abstrakte 
R.-S. Theorie anwendbar im Raum der reellen Zahlen bei Benutzung 
von Jordan-MaB mit Riemann-Integration. Dadurch gibt folgendes 
Beispiel eine zutreffende Illustration von Haupttheorem mit Korollar. 
Ex sei eine nach Jordan nicht-meBbare Teilmenge des Segmentes [0, 1] 
der x-Achse; die Funktion f(x, y) sei gleich y fur die Punkte (x, y) mit 
x E Ex, o;;:,y;;:, 1, und gleich 1 fUr die Punkte (x, y) mit x E [0, 1]-Ex, 
0;;:, y;;:, 1. Dann ist in den Punkten von Ex f6 f(x, y) dy = t, in den Punk ten 
von [0, 1] -Ex = l. Das iterierte Integral f6 dx f6 f(x, y) dy existiert nicht, 
obgleich doch f6 dx [J~ f(x, y) dy-j~ f(x, y) dy] = 0 ist. A us dem Hauptsatz 
(bzw. Korollar) folgt, daB nun Hdy[nf(x,y)dx-Bf(x,y)dx]#O sein 
muB (bzw. daB nicht alle Integrale f6dx·f(x, y) (O;;:,y-;:;:,1) existieren 
konnen). Obgleich die Bedingung der Existenz von (18) mit Wert Null 
schon a us der Existenz der iterierten Integrale f m(l) difJ(l) J m12J difJ<2l · u 
(siehe (17)) allein ableitbar ist, gilt die Umkehrung nicht. -
§ 12. Bemerkung. DaB Bedingung w (§ 8) sich nicht aus den in 
§§ 1-6 getroffenen Annahmen fur das Riemann-Stieltjessche Integral in 
abstrakten Raumen ableiten laBt, zeigt folgendes Beispiel. Die Raume 
RU> (j = 1, 2) seien ebenso wie RO reelle Zahlengeraden mit dem gewohn-
lichen Abstand der Punkte: d(x, y) = Jx- yJ; in jedem RUl sei K(j) der 
B) Vergleich einen analogen Satz fur ein abstraktes R.-S. Integral in LuxEM-
BURG [7], S. 539 (Th. 9.1). 
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Ki:irper der beschrankten, nach Lebesgue meBbaren Teilmengen und <[J<i> 
das Lebesguesche MaB dieser Teilmengen, wahrend in RO der Ki:irper KO 
(wie in § 3) die Familie aller aus endlich vielen, rechtsoffenen Intervallen 
aufgebauten Teilmengen sein wird; die a-additive, nicht-negative Mengen-
funktion <[JO fUr KO wird erhalten, ausgehend von der Definition 
<fJO{(a::o:;x<b)}=b-a. In jedem R<i> ist dann K 3<n der a-Ki:irper der 
nach Lebesgue meBbaren Mengen, und m<P<ii ist das Lebesguesche MaB 
fUr diese Mengen (§§ 1, 2). In den Produktraumen RO x R<n fuhren die 
Betrachtungen der Par. 3 und 4 zu Mengenki:irpern Si'3 <n und zugehi:irigen 
MaBen mfJU!, welche a-additiv fUr Sf'3 U> sind. Par. 5 liefert in diesem 
speziellen Fall ein <Jj(J)_ (oder TU>-)Integral nach R.-S., das in jedem RU> 
mit dem gewi:ihnlichen Lebesgueschen Integral zusammenfallt 9). 
Nun kann jedoch Bedingung w (§§ 6-8) nicht erfiillt sein fur die oberen 
und unteren Lebesgue-Integrale von auf E E KU> beschrankten Funk-
tionen (definiert nach der YouNGschen Methode); denn daraus wiirde 
dann auch fur das Lebesguesche Integral die Giiltigkeit des Haupt-
theorems folgen, was nach dem in der Einleitung zitierten SrERPINSKischen 
Beispiel nicht der Fall ist. 
9) Vergleich J. RIDDER, Fund. math. 24 (1935), S. 106 (§ 22) oder diese 
Proceed., Series A, vol. 49, 167-184 (1946), S. 182, 183 (§ 8). 
