Subsurface tomography with diffuse light has been investigated with a noncontact approach to characterize the performance of absorption and fluorescence imaging. Using both simulations and experiments, the reconstruction of local subsurface heterogeneity is demonstrated, but the recovery of target size and fluorophore concentration is not linear when changes in depth occur, whereas the mean position of the object for experimental fluorescent and absorber targets is accurate to within 0.5 and 1.45 mm when located within the first 10 mm below the surface. Improvements in the linearity of the response with depth appear to remain challenging and may ultimately limit the approach to detection rather than characterization applications. However, increases in tissue curvature and͞or the addition of prior information are expected to improve the linearity of the response. The potential for this type of imaging technique to serve as a surgical guide is highlighted.
Introduction
During the past decade, diffuse optical tomography (DOT) has emerged as a noninvasive technology for many imaging applications, but its use in humans is still limited by seemingly insurmountable geometric and attenuation constraints. 1 Development of remission mode techniques would improve the opportunities for imaging human tissues with light, since they require direct access from only one side. This type of imaging has been explored extensively in prior studies, but with each investigation typically using different geometries and detection schemes. Examples include experiments in animals [2] [3] [4] as well as breast cancer imaging, 5 and functional imaging of the brain. 4, 6, 7 Extension of this imaging geometry into fluorescence has not been fully evaluated experimentally, nor have the strengths and weaknesses of different source-detector geometries been systematically examined. We have developed a noncontact raster scanning fluorescence DOT system to detect subsurface lesions in tissue. In particular, the approach was developed and optimized to image Protoporphyrin IX (Pp-IX) fluorescence, so that it could be used as a guide for intrasurgical brain tumor resection, which appears to be a promising and immediate application. 8 The potential for absorption-based DOT as a noninvasive modality for functional and metabolic imaging of tissue has been more comprehensively analyzed for clinical use. 9 -12 The majority of these systems, however, utilize a transmission-based approach for measuring the absorption and scattering of light in tissue. Subsequently, this type of implementation limits DOT to a few specific anatomical sites, most commonly the breast. To this point, there has been no clear evidence that the development of remission, epiillumination, or B-scan modes (terminology common in ultrasound technology) will provide useful imaging geometries. In remission mode, an A-scan would comprise a single excitation point where the emissive field is then collected. A B-scan would consist of the light source scanned across a line of points on the surface and the remitted field captured at each successive location. The successful implementation of stand-alone remission-mode systems has thus far been limited to functional imaging in the brain 4, 6, 7, 13 and as a diagnostic tool for breast cancer screening. 14, 15 While it has been shown that these systems can detect relative changes in various parameters that are correlated with functional activity, a systematic study of the ability to exploit remissionmode data to quantify parameters such as target size, position, and concentration has yet to be definitively demonstrated.
Imaging with fluorescence in vivo is being investigated to monitor drug uptake, enhance contrast in diseased tissue, [16] [17] [18] and resolve molecular activity. 19, 20 Though encouraging, many of these studies utilize planar imaging techniques, which are inherently incapable of imaging deeper than perhaps a centimeter because of the diffusive nature of light propagation in tissue. 21 To extend and improve depth resolution, spatially resolved diffuse fluorescence tomography has been successfully demonstrated in several important applications, most notably in small animal transmittance tomography, [22] [23] [24] and in some pilot remission studies performed on breast phantoms. 25, 26 In the present study, the geometry of a B-scan or epiillumination mode of depth tomography is examined, with a focus on defining the clinically relevant and accurate information it can provide. The results have important implications for a B-scan form of depth tomography, which may be the most promising geometry for use in human studies with specific contrast agents.
Of particular interest in this study is fluorescence guided surgical resection, which has recently been shown to improve progression-free survival compared with conventional white-light guided surgical resection. 8 Several studies have used 5-aminolevulinic acid, a prodrug that is biochemically synthesized into Pp-IX in most tissues, to enhance the contrast between glioma tumors and normal brain tissue. Intraoperative planar remission imaging techniques allow fluorescence intensity maps of the parenchymal surface to be generated. Using these maps as a guide, surgeons can more easily identify and resect malignant tissue on the basis of its fluorescence intensity. Because the technology as presently practiced does not account for the diffusive nature of light, the ability to detect subsurface disease is severely limited. A tomography system, on the other hand, would provide increased depth resolution in addition to improved sensitivity to smaller targets and lower contrasts. An imaging system with tumor-specific depth resolution may further extend patient survival by improving the sensitivity to smaller, lower contrast targets at depth.
Here, a noncontact, B-scan absorption and fluorescence diffuse tomography system is evaluated both theoretically and experimentally, and its potential for providing clinically relevant information is evaluated. This optical fluorescence system utilizes a 635 nm diode laser and two orthogonal galvanometers to raster scan the position of the source along the tissue (or phantom) surface. Using Pp-IX as a fluorescent agent, the amplitude of the absorbance and remitted fluorescence signal is separated by optical filters and detected by a cooled CCD camera. Intensity data are acquired for all source positions along the surface of the region of interest. Calibrated data sets are generated and then used to reconstruct the subsurface volume via a finite-element (FE) model of diffusion. System performance, in terms of the ability to quantify target size, position, and concentration, is evaluated as a function of depth for both absorption and fluorescence diffuse optical imaging. Biologically relevant contrasts are considered in simulations as well as best-case experimental scenarios. The results can be generalized to most of the depth tomography geometries that could be used in a number of situations.
Materials and Methods

A. Instrumentation
The noncontact fluorescence DOT imaging system is depicted in Fig. 1(a) and is schematically shown in Fig. 1(b) . A 635 nm collimated diode laser (Model CPS196, Thor Labs, Newton, New Jersey) was coupled to an automated filter wheel (Model AB301-T, Spectral Products) and two orthogonal galvanometers (Model 6220, Cambridge Technology, Cambridge, Massachusetts), which were used to perform the raster scan along the surface of the imaging plane. Diffuse reflectance and remission intensity signals were separated using a 632 nm narrow bandpass interference filter (Model NT43-185, Edmund Optics, Barrington, New Jersey) and a 650 nm long-pass filter (Omega Optical, Brattleboro, Vermont), directed through a lens of f 1.2, and collected using a cooled CCD camera (Sensicam QE, Cooke Corporation, Romulus, Michigan). Custom LabVIEW control software, implemented on a 2.4 GHz computer with 1 Gbyte of RAM, allows for full automation of the galvanometers, filter wheel, and CCD.
For this application, the most suitable 2D imaging geometry was previously determined to consist of 16 source and 15 detector locations (240 measurements) by performing sensitivity and singular-value decomposition analysis for various source-detector combinations. 27 Here, for each source position, 16 virtual detectors 28 of size 2.5 mm ϫ 2.5 mm were used to collect diffuse projections over a 4 cm ϫ 0.25 cm field of view (FOV). In the imaging plane, detectors in the locations of the active sources were omitted to ensure the data obeyed the constraints imposed by the diffusion regime. To collect absorbance data at the excitation wavelength, a 2.0 optical density neutral density filter was used in the automated filter wheel to attenuate the laser source intensity; this was necessary to ensure that the reflectance and remission signals collected by the CCD fell within the same dynamic range. Acquisition of each data set required approximately 1.5 min, or 6 min to build the calibrated data sets necessary for reconstructing the spatial distribution of absorption and fluorescence yield.
The data collection geometry was intentionally restricted to a single 1D line to focus on the depth reconstruction below this line of data, thereby avoiding the complications and partial volume effects known to exist with 3D reconstructions. The collection of the remitted light at all points along the line using the CCD was efficient, and the point where the laser source hit the tissue was always excluded because of the saturation of the camera. As such, with 16 source locations, we found that 15 detector positions could be measured accurately. The data provided multiple overlapping projections through the depth of the tissue but focused along the plane below this line.
B. Data Calibration
It is well known that proper calibration and fitting of experimental data are necessary precursors to image reconstruction. 29 Here, data calibration was inherently simplified because the experimental DOT system acquired noncontact measurements; subsequently, there was no need to account for individual detector coupling errors. In calibration, each raw data set was scaled by the respective integration time and the magnitude of source attenuation before undergoing the calibration procedures described below. Ultimately, absorption and fluorescence data sets were expressed in terms of the model fluence. In the case of fluorescence reconstructions, an initial estimate of the homogeneous value is needed. This was achieved by fitting the calibrated data to a model that minimized the squared difference error between the data and the model predictions, to give a homogeneous value for the quantum yield.
A calibrated absorption data set was generated by scaling the homogeneous and heterogeneous reflectance data by their respective dynamic ranges and then by the model data:
where the subscript x denotes the excitation wavelength. The intensity amplitude for each measurement, i, in both the presence (hetero) and the absence (homo) of a fluorescent object is given by meas i . The corresponding calculated amplitude data (calc) is generated by a forward solution to a FE model of the homogeneous phantom. The calibrated absorption data, cal_abs i , was then used as the intensity data to recover the spatial distribution of absorption at the excitation wavelength ͑ ax ͒.
The calibration of the fluorescence data is more complicated because of the endogenous background fluorescence and the excitation light that is not entirely rejected by the filter. However, we found that these issues could be corrected by first acquiring a homogeneous emission data set and then by performing a point-by-point subtraction from the heterogeneous measurements:
where the subscript m denotes emission wavelength.
In generating the adjusted fluorescence data set, fl i , . (3) Here, the scaling factor ͑SF i ͒ was produced via the point-by-point division of the model generated absorption data by the measured absorption data. The subsequent multiplication by SF i yielded a fluence data set, cal_ fl i , that was used as the fluorescence intensity amplitude in the recovery of fluorescence yield ͑ af ͒ images.
C. Image Reconstruction
A number of groups have demonstrated the feasibility of the diffusion approximation to model both nearinfrared [30] [31] [32] [33] (NIR) and fluorescence light transport [34] [35] [36] [37] [38] in tissue. Here, similar techniques were extended to model fluorescence diffusion to recover the spatial distributions of absorption and fluorescence yield. Image reconstruction was achieved using FLUOROFAST, an in-house, finite-element method (FEM)-based software package. 39 FLUOROFAST utilizes a nonlinear Newton minimization approach 40 to solve the coupled frequency-domain diffusion equations 41 ٌD x͑ r
where Eq. (4) is the excitation field and Eq. (5) is the fluorescence emission field. Subscripts x and m denote the excitation and emission wavelengths, respectively. q 0 ͑r ជ, ͒ is an isotropic excitation source term at position r ជ; c is the speed of light in the medium; is the modulation frequency at excitation. ⌽ x,m ͑r ជ, ͒ are the excitation and emission fields at position r ជ, ax and am represent the absorption coefficients, af is the absorption due to fluorophore; D x,m ϭ 1͓͑͞ ax,m ϩ Ј sx,m ͔͒ are the diffusion coefficients, is the fluorophore lifetime, and is the fluorophore quantum efficiency. Reduced scattering coefficient Ј s is equivalent to s ͑1 Ϫ g͒, where g is the anisotropy factor. The implementation of a Robin-type (type-III) condition accounts for the refractive index mismatch at the boundary.
Given the initial estimates of a and af , the model optical properties are calculated by nonlinear iterative solutions of
ᑤѨ␥ ϭ Ѩ⌽ m .
Here, Ѩ⌽ x and Ѩ⌽ m are small changes in the measured boundary data with respect to an initial estimate of optical properties and ␥, where ␥ ϭ af ͓1͞1 ϩ ͑i͒ 2 ͔ is the fluorescence source term; optical property update solutions are given by Ѩ and Ѩ␥. In both cases, ᑤ, the Jacobian matrix, is calculated via the adjoint method, 37, 42 and it maps changes in the logarithm of the signal intensity to small changes in the optical properties at each node within the FE model. Having the dimensions of ͑2 ϫ S ϫ D͒ by ͑2 ϫ N͒ (S is the number of sources, D is the number of detectors, and N is the number of nodes), the Jacobian matrix elements are defined as
where ⌽ ij is the intensity of the diffuse remission measurements from source i to detector j in Eqs. (8) and (9), respectively. The inverse solutions are then obtained via the Tikhonov minimization, where the Fig. 2 . (Color online) Representative set of absorbance images. Simulated data were produced for a 6 mm diameter cylindrical target placed over a range of depths from 0 to 10 mm while target-to-background contrast was fixed at 10 to 1 (effectively infinite); these true images are shown in (f)-(j). Images reconstructed for the spatial distribution of absorption are shown in (a)-(e). From these results, it is evident that the ability to recover target size and a concentration degrade when the target moves deeper into the tissue; however, the location of the target can be accurately estimated.
objective function is
Here, M is the number of measurements, N is the number of nodes, meas i is the measured intensity data, is the regularization parameter, and calc i is the model intensity data. The values of ax and af at each node within the FE model are given by , and 0 is the initial parameter estimate. A spatially variant single-step Tikhonov type regularization scheme [Eq. (11) ] has been implemented to improve image contrast and resolution at a distance from the sourcedetector boundary 43 :
Again, is a generic symbol for the optical property of interest, ͑p j ͒ is a spatially variant regularization parameter, and I is the identity matrix. At each iteration, the spatially variant regularization term is calculated by
where p j is the location of node j, H is an empirically determined free regularization parameter multiplied by the maximum diagonal of the Hessian matrix at each iteration, and ␣ is an empirically determined decay coefficient. Here we used the previously determined optimal values of ␣ ϭ 25 and H ϭ 25. 27 
D. Simulation Studies
Simulations in reflectance-remittance slab geometry were performed by NIRFAST 44 and FluorFAST, using noisy data estimates (1% Gaussian distributed). Forward data were generated for various target sizes and contrasts corresponding to the actual experimental setup. The centroid location of the target was varied over a range of 0-15 mm, in 2.5 mm increments. A dual mesh basis 45 was deployed to recover the spatial distributions of ax and af using the reconstruction techniques described previously. , and an isotropic diffusion coefficient ͑D x ϭ 0.331 mm͒ constitute the phantom background optical properties at the excitation wavelength. Optical properties at the emission wavelength were set equal to those of the excitation wavelength. The refractive index for tissue was assumed to be n ϭ 1.33, and the fluorophore lifetime () was set to zero because amplitude-only reconstructions were performed.
Absorption simulations were executed for a 6 mm diameter cylindrical target having contrasts of 10:1 (infinite contrast), 4:1, and 2:1 with background. The phantom background optical property values for the absorption coefficient ͑ ax ϭ 0.01 mm Ϫ1 ͒, the reduced scattering coefficient ͑Ј sx ϭ 1 mm Ϫ1 ͒, and the diffusion coefficient ͑D x ϭ 0.33 mm͒ were held constant for all contrasts.
E. Phantom Studies
Experiments were performed by submerging a cylindrical target into a liquid phantom, as depicted in Fig.  1(c) . Targets of varying diameter were filled with background fluid and absorber or fluorescent contrast agents and were attached at varying depths, as illustrated in Fig. 1 . To simulate tissue optical properties, a mixture composed of water, 2% India ink and 5% Tween-20 ͑ ax ϭ 0.0071 mm ͒ was added to the background. The target fluorophore concentration was then systematically increased to yield target-to-background contrasts of 3.5:1, 5:1, and 10:1. Following data acquisition and image reconstruction, the performance was characterized by an assessment of target size, concentration, and centroid location as a function of depth. A single line of intensity data was collected along the surface of the imaging plane through the center of the target. Excitation and fluorescence intensity data were collected in the presence and absence of increased fluorescence contrast, calibrated, and finally used as boundary data in the recovery of the subsurface images of ax and af .
Results
A. Absorption Imaging
To examine the feasibility of imaging absorbance in reflectance-slab geometry, extensive simulations were performed for physiologically relevant targetto-background absorption contrasts. A mesh background absorption coefficient of ax ϭ 0.01 mm Ϫ1 was used to simulate the bulk tissue while the concentration in a 6 mm target was varied between ax ϭ 0.02 and 0.1 mm Ϫ1 (2:1-10:1 contrasts). Reconstructions were performed as the target centroid location was systematically adjusted from 0 to 15 mm.
A representative series of images produced by simulated data is illustrated in Fig. 2 . Here, the reconstructed images for 10:1 (effectively infinite) contrast are shown in Figs. 2(a)-2(e) whereas the true images are shown in Figs. 2(f)-2(j). From these, it is apparent that the ability to quantify the size and magnitude of ax degrades with increasing distance from the source-detector boundary; however, the centroid position of the target can be recovered with quantitative accuracy. Figure 3 validates these empirical observations by quantifying (a) target concentration, (b) target size, and (c) target location as a function of depth for all contrasts under consideration. It is evident that target concentration and size are poorly determined if at all. However, the target centroid position can be recovered with less than 1 mm of error for all contrasts above 4:1 having true locations no greater than 10 mm in depth.
In an effort to provide a simple validation scheme for performance of the model and the reconstruction algorithm, experiments were performed for the infinitely absorbing 6 mm diameter target submerged in the liquid phantom previously described. Again, the target position from the phantom surface was varied to a depth of 15 mm. The measured absorption intensity data were then calibrated and used to reconstruct for the subsurface spatial distribution of absorption. The image reconstructions for targets in the range of 0-10 mm are depicted in Figs. 4(a)-4(e) while images showing the true target are provided in Figs. 4(f)-4(j). From these images it appears that our simulation and experimental studies are in close agreement, and target location is the only parameter that can be recovered from experimental data with reasonable accuracy. Figure 5 is a graphic comparison of these simulated and experimental centroid results. When adjusting the target over a range of 1 cm, the mean accuracy in centroid recovery was determined to be 1.4 and 0.86 mm under experimental and simulated conditions, respectively.
B. Fluorescence Imaging
FluorFAST was used to generate simulated fluorescence amplitude boundary data and to produce subsurface fluorescence images. Mesh background optical properties, af ϭ 0.00205 mm
Ϫ1
, ax ϭ 0.0071 mm
, sx ϭ 1 mm
, and D x ϭ 0.331 mm, were selected to mimic the optical properties of the phantom experiment. The depth and fluorophore concentration of an 8 mm target were systematically varied to simulate the presence of an inclusion. The results for the recovered spatial distribution of fluorescence yield are depicted in Figs. 6(a)-6(e) for a 10:1 contrast when the anomaly was located between 0 and 10 mm. The results for fluorescence reconstructions in the slab geometry indicate that the recovered size and af concentration degrade with increasing distance from the source-detector boundary. Again, the true centroid location of the inclusion appears to be accurate for realistic contrasts. Specifically, for a 10:1 contrast, the mean error in centroid recovery was found to be 0.32 mm over the range of 0-10 mm. When the target was adjusted to a depth greater than 1 cm quantitative accuracy was found to degrade significantly; the mean error in the centroid recovery increased to 1.52 mm in the range of 0-15 mm. images shown in Fig. 8 . From these results, it is apparent that the target can be localized, but the magnitude of the recovered object concentration and size varies considerably with depth into the medium. Overall, the mean centroid error in images reconstructed from experimental data was determined to be 0.5 mm in the first 1 cm and 1.45 mm up to 1.5 cm in depth. This is highlighted in Fig. 9 , which provides a quantitative comparison between the simulated and the experimental fluorescence centroid results for a 10:1 contrast.
Discussion
Although the ability to image the absorption of various tissue chromophores in the remission mode has previously been demonstrated, 4, 6, 7 the literature has lacked a systematic study evaluating the ability to quantify absorbers at varying depths. In an earlier and less comprehensive study, Pogue et al. 1 suggested that remission-mode tomography would not perform as linearly as transmission tomography. In this study, the ability to quantify a and af values, target size, and target centroid location as a function of depth was more thoroughly addressed in simulations and explored under best-case experimental conditions. These data are illustrated in Figs. 3 and 5 and Figs. 7 and 9 for B-scan absorption and fluorescence imaging, respectively. The simulated and experimental results are in close agreement. They reveal that the target centroid location is the only parameter that can accurately be quantified. That is, the calculated centroid location can serve as an accurate measure of depth in the range of 0-10 mm below the surface. This may be adequate for applications where target detection and depth may be more important than quantification, such as in some clinical surgical guidance applications. 8, 46, 47 Implementing larger source-detector separation distances may extend the depth resolution. 48 It is also known that, if the upper surface possesses some convex curvature, the sensitivity to absorbers at greater depths is increased. 1 It is important to clarify that imaging below 1 cm is certainly feasible, but the positional accuracy degrades. Using larger source-detector separations and elimination of nearer source-detector separations may help the sensing of deeper structures in the tissue; however, improvement in the linearity of response is likely to be more challenging.
The ability to provide an image reconstruction approach that is linear with depth in B-scan mode may not be possible without the addition of further constraints (such as object location from prior information). The response of subsurface diffuse reconstruction algorithms is depth dependent because of the ill-posed nature of diffuse imaging and the fact that the sensitivity decreases by orders of magnitude with increasing distance from the tissue surface. Here this shortcoming was improved by implementation of a spatially variant regularization parameter 43 that enhanced the overall image quality and allowed the recovery of deeper lesions to be realized; yet it was still insufficient for maintaining linear sensitivity with depth. This system should be adequate for most surgical guidance applications where the goal might be detection over quantification of the absorption and fluorescence properties of tissue. However, it would not be useful in applications that seek to quantify features of the regions within the tissue at an unknown depth. This problem could likely be overcome by multimodality imaging where the DOT-based reconstruction algorithm would utilize the structural information obtained from another modality, such as ultrasound, 5, 49 optical coherence tomography, x ray, computed tomography, or magnetic resonance imaging.
Conclusions
A noncontact, fluorescence diffuse optical tomography approach capable of B-scan or epiillumination mode absorption and fluorescence subsurface imaging was examined for its potential to provide clinically relevant information through both simulations and experiments. The particular focus was emission from the fluorophore Pp-IX, but the observations can be generalized to appreciate how the geometry affects both absorption and emission tomography. In generating tomographic images, multiple source positions are required, so two orthogonal galvanometers were used to raster scan a 635 nm laser source across 16 positions over the phantom's surface. To keep the analysis relatively simple, the data collection and reconstruction were entirely two dimensional, using only a single mirror to raster scan the laser source back and forth across a line. For each source position, a CCD camera focused on the region of interest collected the diffuse intensity data at 15 virtual detector locations along the line of the source being scanned. The full data set containing 240 measurements was calibrated, and subsurface spatial images of absorption and fluorescence were generated via a nonlinear, FE approach to modeling the diffusion. Image analysis was performed to quantify the accuracy of recovering parameters, including a and af values, target size, and target centroid location as a function of depth for both absorption and fluorescence imaging.
The results show that the location of lesions can accurately be determined for subsurface absorption and fluorescence B-scan imaging both in simulations and experiments. In general, the ability to recover the position of a target within a turbid media in the remission mode is a function of target size and contrast. Experimental centroid errors in position were found to be 0.5 and 1.4 mm for fluorescent and absorber targets within the first 10 mm of tissue below the surface. Though the experimental results shown here are only for the case of effectively infinite contrast and for a fixed size, similar results occur for smaller objects and lower contrasts. Work is in progress to make the system spectrally resolved, which may prove useful in applications such as subsurface imaging of the brain where the endogenous background fluorescence is relatively low, and high contrasts are possible. While these features will improve the contrast to background performance of the system, they may not improve the linearity of the response with depth to a significant degree. Thus it appears, at least based on the data and techniques currently available, that diffuse tomography when used in a subsurface imaging geometry is limited to applications where localization is the primary goal, or if the location can be known by other methods then linear-quantitative imaging might become possible.
