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In humble admiration of a discipline of Edsgar Dijkstra
Abstract. A consideration of basic algorithmic structure as used in practice in finding approximate solutions to some combinatorial optimisation problems is presented.
The present is an exemplification of part of [3] in consideration of [1] , and contains some points made in [2] in reference to the TSP.
Consider the hypothetical (and restricted) problem:
(ii) S is of structure as that of S 0 ; and (iii) |S| = |S 0 |, where S 0 is an extremal 3 value.
The ratio 1 ≤ S S0 ≤ U is examined. For simplicity 4 (ii) and (iii) are presumed to be satisfied by the P T A, which in a disciplined-like way is specified as:
is to be established. Construction takes place by the addition of m ≥ 1 arcs (not in S) with the respective vertices (that may already be in S). The laws of S (as structure maintained by the P T A) may or may not allow simple addition of arcs to S. In any general case, however, the weight effect of addition of m = |A new | − |A old | ≥ 1 arcs 6 is ∆A (i,m) = A new − A old . Thus the total value of a constructive move is S (i+m) = S (i) + ∆A (i,m) . The relative change during construction is:
) is used instead of the standard graph notation G = (V E , E). Connectivity can be represented by a value β < ∞, outside solution value bounds (see [3] and [1]), chosen in complement to the optimisation objective. 2 X = e:X d (e) 3 There are exactly two extremal values -a minimum S 0 and a maximum S 1 4 Within the context of these notes, the structure of S need not be considered. 
Upon completion of P T A, the 'performance ratio' is
(1)
The P T A has a minimisation objective, specifiable through the use of the average arc weight:
(2)
Provided (2) is met throughout (it does not really matter if it is not), a (worst-case) construction behaviour can be infered using (1):
This is a nice result in its concealment of basic lines of attack to solving some combinatorial optimisation problems, irrespective of their value domains. The point is not 'm exists!' in (3), but 'What of value of m (or m i for that matter)?' in relation to (2) and specific problem at hand. * * * U is a bound by virtue of construction behaviour, and is totally unrelated to achievable quality of solution by a P T A in its (if defined at all) optimisation objective. U is derived as a side-effect of the execution of P T A and is just a function of solution structure size.
The above in relation to results given in a previous note [3] , gives rise to: '1 cycle costs exactly 2 trees (or 3 cycles).' is meaningless, but '1 cycle costs X, which is exactly the cost of 2 trees (or 3 cycles).' is possible. Hence an indirect objection to conformal reasoning along the way to meeting well-known objective(s).
