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内容梗概
近年の情報通信技術の発展に伴い，様々な場所に設置したセンサで収集した信号
から有用な情報を抽出する技術が研究されている．例えば，防犯カメラで取得した
映像情報に対して画像処理を行い，異常を自動で検知する技術や，マイクロホンで
取得した音声信号を認識することで，操作に習熟する必要なく簡単に機器を操作す
る音声インタフェース技術が研究されている．これらの技術に対し，音源の位置情報
は非常に有用となる．具体的には，防犯システムにおいてはビデオカメラでは検出
できない画角の外や障害物による死角において発生した異常を検知可能となる．ま
た，音声インタフェースにおいてはマイクロホンの近くにいるユーザと，遠くにい
る非ユーザとを音源の位置情報から判別することで，無関係な非ユーザの発話を棄
却し機器の誤動作を防止することが可能となる．
このように音源の位置情報は様々な応用において有用であるが，どのような位置
情報が必要かは応用により異なる．例えば，防犯システムにおいてビデオカメラを
異常音発生位置に制御する場合，方向と距離を正確に推定する必要がある．その場
合，複数のマイクロホンで同時に観測した信号の位相差を利用する音源位置推定法
が適している．それに対して，音声インタフェースなどにおいてマイクロホンの近
くにいるユーザと遠くにいる非ユーザとを判別するような場合には，正確な方向と
距離は必ずしも必要ではなく，一定の距離よりも発話者が近くにいるかどうかがわ
かれば良い．このような場合には，複数のマイクロホンを用いずに単一のマイクロ
ホンのみを用いて近接/遠隔話者を判別する方法が処理・価格などのコストの観点か
ら望ましい．しかしながら，従来の音源位置推定法は単一・複数のマイクロホンを
用いるいずれの方法でも高精度かつ実時間で処理することが困難であった．防犯シ
i
ステムにおける異常音位置の速やかな検出や，音声インタフェースにおける自然な
インタラクションを実現する上で，音源位置の実時間推定は必要不可欠である．
そこで本論文では，(I) 空間・周波数領域多重解像度走査に基づく複数のマイクロ
ホンを用いた実時間音源位置推定法と，(II) 音声の線形予測残差の尖度に基づく単
一のマイクロホンを用いた実時間近接/遠隔話者判別法を検討し，使用できるマイク
ロホンの数・必要な音源位置情報に応じて，音源位置を高精度かつ実時間で推定可
能な方法の確立を目指す．
従来の複数のマイクロホンを用いた音源位置推定法は，あらかじめ音源の存在が
想定される空間を一定の空間分解能により離散化した上で，離散化された空間の各
点で周波数毎に処理を行う必要があるため実時間処理が困難という問題がある．そ
こで (I)では，空間・周波数の各領域において異なる空間分解能を組み合わせて用い
る多重解像度走査を提案し，音源位置の推定精度を低下させることなく実時間処理
を実現する方法を検討した．実環境における評価実験の結果から，従来の計算時間
削減法である遺伝的アルゴリズムでは計算時間を削減できる反面，推定精度が低下
する問題があるのに対し，提案法の多重解像度走査では音源位置推定精度を維持し
たまま計算時間を削減し，実時間音源位置推定を実現できることを確認した．
(II)では，単一のマイクロホンを用いた実時間近接/遠隔話者判別法として，線形
予測残差の尖度に基づく方法を提案した．提案法は，マイクロホンから話者までの
距離に依存した観測音声の歪みを，音声の線形予測残差の尖度に基づき評価するこ
とで近接/遠隔話者を判別する．従来の近接/遠隔話者判別法では数千次の線形予測
分析を行う必要があったため計算量が多く実時間処理が困難であったのに対し，提
案法は 10次程度の線形予測分析から判別が可能であるため計算量が少ないという特
長がある．実環境における評価実験の結果，提案法は一般的な残響環境において判
別の境界が 500 mmよりも遠い場合に，従来法よりも高精度に近接/遠隔話者を判別
可能であり，実時間処理可能であることを確認した．
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Real-Time Sound Source Localization
in Real Environments
Kohei Hayashida
Abstract
With the recent development of information communication technology, many
kinds of signals are collected by sensors that are installed in various places and
techniques for extracting useful information from these signals have been studied.
For example, automatic danger detection with security camera and image process-
ing, speech controlled machine with microphone and automatic speech recognition,
and so on. Sound source location is useful information for these applications. For
instance, in surveillance systems, abnormity in blind areas of security cameras can
be detected based on sound source location. Moreover, in speech interface, desired
talkers would be close to the microphone and undesired talkers can be distinguished
based on sound source location.
Required location information is dierent by the application. In automatic video
camera control for abnormal sound, accurate sound source direction and distance
are necessary. In that case, the sound source localization methods using multiple
microphones that utilize phase dierences among observed signals are suitable. On
the other hand, accurate sound source direction and distance are unnecessary for de-
sired/undesired talker discrimination in speech interface. Whether the talker would
be within the certain distance is sucient location information for this purpose. A
close/distant talker discrimination method with single microphone suits these cases
better than sound source localization with multiple microphones. However, real-
time processing is dicult in both conventional sound source localization methods
with single or multiple microphones.
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In this thesis, the author proposed (I) multi-resolution scanning in spatial and
frequency domains for sound source localization method with multiple microphones,
and (II) close/distant talker discrimination method with single microphone based on
kurtosis of linear prediction residual signals for real-time processing.
As component (I), in the research into sound source localization, various methods
with microphone-array have already been developed, and these methods localize
a sound source based on spatial scanning by xed resolution in each frequency.
Therefore, elapsed time is increased, and real-time processing is dicult with higher
spatial resolution. To overcome this problem, the author proposed the localization
method based on multi-resolution scanning in spatial and frequency domains. The
results of evaluation experiments indicated that the proposed method could realize
real-time processing without degrading the localization accuracy.
Finally, as component (II), conventional close/distant talker discrimination method
with single microphone is dicult to realize real-time processing because this method
needs higher-order linear prediction analysis. In this thesis, the author proposed a
new method to discriminate close-talking speech from distant-talking speech with
a single microphone based on the kurtosis of the linear prediction residual signals,
and it can be calculated with lower-order linear prediction analysis. The exper-
imental results revealed that the proposed method could distinguish close-talking
speech from distant-talking speech within a 10% equal error rate (EER) in ordinary
reverberant environments with real-time processing.
Keywords:
Sound source localization, multi-resolution scanning, real-time processing, close/distant
talker discrimination, linear prediction residual signal, kurtosis
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第1章 序論
1.1. 研究の背景と目的
近年の情報通信技術（Information and Communication Technology; ICT）の発展
に伴い，様々な場所に設置したセンサで収集した信号から有用な情報を抽出する技
術が研究されている．例えば，防犯カメラで取得した映像情報に対して画像処理を
行い，異常を自動で検知する技術 [1, 2, 3, 4]や，マイクロホンで取得した音声信号を
認識することで，操作に習熟する必要なく簡単に機器を操作する音声インタフェー
ス技術 [5, 6, 7, 8, 9, 10, 11, 12]，テレビ会議などのアーカイブ化・構造化を行う自
動マルチメディアトランスクリプション技術 [13, 14, 15, 16]，話者音声のみを自動
的に強調することで明瞭な通話を実現する音声通信技術 [17, 18]や雑音環境下でも
所望の音を高品質に抽出するビームフォーマ技術 [19, 20, 21, 22, 23, 24, 25, 26, 27]
などが研究されている．
これらの技術に対し，音源の位置情報は非常に有用となる．具体的には，防犯シ
ステムにおいてはビデオカメラでは検出できない画角の外や障害物による死角にお
いて発生した異常を検知可能となる．また，音声インタフェースやテレビ会議シス
テムにおいてはマイクロホンの近くに位置するユーザと，遠くに位置する非ユーザ
とを音源の位置情報から判別することで，無関係な非ユーザの発話を棄却し機器の
誤動作や不要な話者の音声の混入を防止することが可能となる．
このように音源の位置情報は，様々な応用において有用であるが，どのような位
置情報が必要かは応用により異なる．例えば，防犯システムにおいてビデオカメラ
を異常音の発生位置に制御する場合，異常音の発生した方向と距離を正確に推定す
る必要がある．このような場合には複数のマイクロホンで同時に観測した信号の位
相差を利用する音源位置推定法 [28, 29, 30, 31, 32, 33, 34, 35]が適している．それ
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目的
計算量
正確な
音源位置
（方向・距離）
大雑把な
音源位置
（近い/遠い）
複数マイクロホンによる
音源位置推定法
多い(実時間処理困難)
単一マイクロホンによる
近接/遠隔話者判別法
少い(実時間処理)
提案法(多重解
像度走査)
提案法(線形予
測残差の尖度)
図 1.1 従来の音源位置推定法と提案法の位置づけ
に対して，音声インタフェースなどにおいてマイクロホンの近くにいるユーザと遠
くにいる非ユーザとを判別するような場合には，正確な方向と距離は必ずしも必要
ではなく，一定の距離よりも発話者が近くにいるかどうかがわかれば良い．このよ
うな場合には，複数のマイクロホンを用いずに単一のマイクロホンのみを用いて近
接/遠隔話者を判別する方法 [36, 37]が処理・価格などのコストの観点から望ましい．
しかしながら，従来の音源位置推定法は単一・複数のマイクロホンを用いるいずれ
の方法でも高精度かつ実時間で処理することが困難であった．異常音を自動で検出
する防犯システムにおける異常の速やかな検出や，音声インタフェースによる機器
制御システムにおける自然なインタラクションを実現する上で，音源位置推定を高
精度に実時間で行うことは必要不可欠である．
そこで本論文では，単一・複数のマイクロホンを用いるそれぞれの音源位置推定
法について，実環境下で高精度かつ実時間で処理可能な方法を検討する．図 1.1に
従来の音源位置推定法と提案法の位置づけを示す．従来の複数のマイクロホンを用
いた音源位置推定法は，予め音源の存在が想定される空間を一定の分解能で離散化
した上で，離散化された空間の各点で周波数毎に処理を行う必要がある．そのため
2
空間分解能と計算量にトレードオフの関係があり，高い分解能で空間を離散化する
場合，音源位置の推定精度が向上する反面，計算量が増大し実時間処理が困難にな
る問題があった．この問題を解決するため，本論文では空間・周波数の各領域にお
いて異なる空間分解能を組み合わせて用いる多重解像度走査を提案し，音源位置の
推定精度を低下させることなく実時間処理可能な方法を検討した．
また，単一のマイクロホンのみを用いて観測した音声が近接話者によるものか遠
隔話者によるものかどうかを判別する場合，複数のマイクロホンを用いる場合と異
なり，観測信号間の位相差を用いることができない．そのため従来法として，マイ
クロホンから話者が離れるほど観測音声が歪むことに着目して，観測音声に含まれ
る歪みの大きさを評価することで近接/遠隔話者を判別する方法 [36, 37]が提案され
ている．しかし従来の近接/遠隔話者判別法では，判別に数千次の線形予測分析を行
う必要があったため，計算量が多く実時間処理が困難であった．そこで本論文では
この問題を解決するために，10次程度の線形予測分析から判別が可能な方法を検討
した．
1.2. 本論文の構成
本論文の構成を以下に述べる．本論文は 5つの章から構成される．2章では，複
数のマイクロホンを用いた音源位置推定と単一のマイクロホンを用いた近接/遠隔話
者判別法について，その原理と従来法の問題点について述べる．3章では，空間・周
波数の 2つの領域において異なる空間分解能を組合わせる多重解像度走査法に基づ
く複数のマイクロホンを用いた実時間音源位置推定について述べる．4章では，音
声の線形予測残差の尖度に基づく単一のマイクロホンを用いた実時間近接/遠隔話者
判別法について述べる．最後に，5章で本論文の結論と今後の課題について述べる．
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第2章 マイクロホンを用いた音源位置
推定法の基礎
2.1. はじめに
マイクロホンで観測した音響信号から推定した音源位置を利用することで，防
犯システムにおいてビデオカメラの死角で発生した異常を検知したり，音声インタ
フェースにおいてユーザ以外の不要な話者の音声を棄却し誤動作を防ぐことなどが
可能となる．本章では，これらの応用を実現する上で必要不可欠な音源位置推定法
の原理と従来法について述べる．2.2節では，従来の複数のマイクロホンを用いた音
源までの方向と距離の推定法として，2D-MUSIC(Two-Dimensional MUltiple Signal
Classication)法 [33]と，マルチチャンネル 2D-CSP (Two-Dimensional Cross-power
Spectrum Phase analysis)法 [35]，及び従来の計算量低減法である遺伝的アルゴリズ
ム (Genetic Algorithm, GA)[38, 39]を用いた音源位置推定法の 3つについて述べる．
2.3節では，従来の単一のマイクロホンを用いた近接話者と遠隔話者の判別法とし
て，マルチステップ線形予測を用いた方法 [36, 37]について述べる．
2.2. 複数のマイクロホンを用いた音源までの方向と距離
の推定
複数のマイクロホンを用いて観測した信号から，音源までの方向と距離を推定す
る音源位置推定法には，大きく分けて 2種類の方法が提案されている．1つは複数
のマイクロホンアレーを壁面や天井に分散して配置し，各マイクロホンアレーで推
定した音源方向の交点を求めることで音源位置を推定する交点法 [28, 29, 30, 31]で
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図 2.1 音波の伝播
あり，もう 1つは, 音源の存在が想定される空間内を一定の空間分解能で走査し音源
位置を推定する空間走査法 [32, 33, 34, 35]である．
交点法は，図 2.1 (a)に示すように音源から各マイクロホンへ到来する音波を平面
波と仮定する音源方向推定法 [21, 40, 41, 42, 43, 44, 45, 46] を用いて， 部屋の壁面
や天井に分散して配置したマイクロホンアレー毎に音源方向を推定し，その交点を
音源位置と推定する．そのため，計算量が低く実時間処理を実現可能である．しか
し，複数のマイクロホンアレーを部屋の天井や壁面に分散して配置する必要がある
ため，システム全体が大規模になるという問題や，マイクロホンアレーに近接した
音源に対しては平面波仮定が成立せず，音源位置推定精度が低下するという問題が
ある．
空間走査法は交点法と異なり，音源から各マイクロホンへ到来する音波を図 2.1
(b)に示すように球面波と仮定することで単一のマイクロホンアレーのみを用いて音
源位置を推定できる．したがって，空間走査法は交点法と比較すると小規模なシステ
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図 2.2 観測信号のモデル
ムで実現可能であり，マイクロホンアレーに近接する音源に対しても高精度に音源位
置を推定可能であるという特長を持つ．そのためここではまず，球面波を仮定した場
合の複数のマイクロホンでの観測信号のモデルについて述べる．その後，空間走査に
基づく従来の音源位置推定法の処理の流れについて述べる．そして，従来の複数のマ
イクロホンを用いた音源位置推定法として，2D-MUSIC(Two-Dimensional MUltiple
SIgnal Classication)法，マルチチャンネル 2D-CSP (Two-Dimensional Cross-power
Spectrum Phase analysis)法と，それらの計算量を低減した音源位置推定法として
遺伝的アルゴリズムを用いた方法について述べる．
2.2.1 観測信号のモデル
本研究では音源位置を方向と距離の 2次元と定義する．図 2.2はN 個の音源から
放射された音波が反射のない自由空間を伝播してM個のマイクロホンで観測される
場合の信号のモデルを示す．周波数 !における n番目の音源信号 Sn(!)と，n番目
の音源から i番目のマイクロホンへの伝達関数 (直接波のみ)HSn;i(!)はそれぞれ式
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(2.1), (2.2)により表せる．
Sn(!) = jSn(!)jexp( j!Sn(!)); (2.1)
HSn;i(!) = jHSn;i(!)jexp( j!i(n; rn)); (2.2)
ここで，jは虚数単位を，Sn(!)は音源 nにおける周波数 !の基準時刻を，n; rnは
それぞれ n番目の音源の方向と距離を，i(n; rn)は n番目の音源から i番目のマイ
クロホンまでの音波の到来時間を示す．i(n; rn)は，方向 nと距離 rnを式 (2.3),
(2.4)により直交座標系に変換した上で，式 (2.5)により計算される．
x = rnsin(n); (2.3)
y = rncos(n); (2.4)
i(n; rn) =
p
(x  xi)2 + (y   yi)2
c
; (2.5)
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図 2.4 空間走査に基づく音源位置推定の処理の流れ
ここで，xi; yiは i番目のマイクロホンの直交座標を，cは音速を示す．また，本論
文での座標系を図 2.3に示す．
音源数をNとした場合，i番目のマイクロホンで観測される信号X!;iは式 (2.6)に
より表せる．
X!;i = jX!;ijexp( j!i)
=
NX
n=1
Sn(!)HSn;i(!); (2.6)
ここで，exp( j!i)はX!;iの位相を示す．実環境においては，式 (2.6)の各音源の
直接波だけでなく，各音源の反射波や，背景雑音・マイクロホンの熱雑音などの拡
散性雑音も観測される．
2.2.2 空間走査に基づく音源位置推定の概要
複数のマイクロホンを用いた音源位置推定法の処理の流れを図 2.4に示す．この
方法は，音源から到来する音波を球面波と仮定し，複数の配置の異なるマイクロホ
ンで同時に観測した信号の到来時間差を利用して，音源までの方向と距離を推定す
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る．そのためにまず，複数のマイクロホンを用いて観測した入力信号をフーリエ変
換し周波数領域に射影する．次に，周波数毎に入力信号の相関行列を計算する．相
関行列の計算については様々な方法が提案されている [32, 33, 34, 35]．例えば，遅
延和法 [47]におけるM個のマイクロホンで観測された入力信号ベクトルX!とその
相関行列R!はそれぞれ式 (2.7), (2.8)により表せる．
X! = [X!;1;   ; X!;M ]T ; (2.7)
R! = X!X
H
! ; (2.8)
ここで，Hは複素共役転置を表す．相関行列R!の各成分は 2つのマイクロホン間
の相互相関であり，マイクロホン a; bの相互相関X!;aX!;bは，式 (2.9)のように表
せる．
X!;aX

!;b= jX!;ajjX!;bjexp( j!(a   b)) (2.9)
=
NX
c=1
NX
d=1
jCc;d(!)jexp( j!(Sc(!) + a(c; rc)  Sd(!)   b(d; rd));(2.10)
jCc;d(!)j= jSc(!)jjHSc;a(!)jjSd(!)jjHSd;b(!)j;
ここで，は複素共役を表す．マイクロホン間の入力信号の相互相関を求めること
で，式 (2.9)の右辺に示すように入力信号間の位相差を求めることが出来る．そし
て式 (2.9)の右辺は，式 (2.6)より式 (2.10)のように展開でき，全ての音源の組み合
わせに対する相互相関の総和であることがわかる．そして，音源数N や各音源の振
幅，位相は一般的に未知である．そのため，従来の音源位置推定法では，ある位置
に単一の音源が存在すると仮定した場合の，音源から放射された音波が各マイクロ
ホンに到来する時の位相差 (位置ベクトル)を求めておき，相関行列の計算により推
定した位相差と比較することで，その位置に音源があるかどうかを推定する．
位置ベクトルは，図 2.5に示すように予め音源の存在が想定される空間を離散化
し，離散化した空間の全ての点において計算する．位置ベクトルを計算するには，
次の 3つの方法がある．一つ目は仮想音源と各マイクロホンの位置や音速などに基
づく伝搬波のモデルを用いる方法 [47]で，マイクロホンの配置が直線状や円状など
単純な場合には簡単に計算できる．二つ目は，有限要素法 (Finite Element Method,
FEM)や境界要素法 (Boundary Element Method, BEM)などの数値計算法を用いる
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図 2.5 空間走査に基づく音源位置推定における空間の離散化
方法 [48, 49]である．マイクロホンがロボットの頭部などの複雑な形状の物体に配
置されている場合には，音波が反射や回折などの影響を受ける．そのため位置ベク
トルを計算するために，FEMやBEMなどの波動性を考慮した数値計算法が用いら
れるが，物体の正確な形状の情報が必要となる．三つ目は，音源の存在が想定され
る位置に実際に音源を配置し，音源位置から各マイクロホンまでのインパルス応答
を測定し，位置ベクトルを求める方法である．この方法では想定される音源位置に
配置したスピーカからTSP(Time Stretched Pulse)信号やM系列信号などの計測信
号 [50, 51, 52, 53, 54]を放射し，マイクロホンにて観測することでインパルス応答
を計測する．この方法は，マイクロホンがロボットの頭部などの複雑な形状の物体
に配置されている場合でも，物体の正確な形状やマイクロホンの配置などの情報が
不要で位置ベクトルを正確に求めることができる反面，音源の存在が想定される全
ての位置でインパルス応答の測定を行う必要がある．
その後，以上のような方法で予め計算しておいた位置ベクトルとマイクロホンで
収録した入力信号から計算した相関行列との類似度である空間スペクトルを計算す
る．そして，最後に周波数毎に計算した空間スペクトルを平均化し，空間スペクト
ルが最大となる位置を音源位置と推定する．
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2.2.3 2D-MUSIC法
目的音源と雑音源の直交性を仮定した音源位置推定法として，2D-MUSIC(Two-
Dimensional MUltiple Signal Classication)法 [33]がある．
1) 相関行列の雑音部分空間に対応する固有ベクトルの計算
2D-MUSIC法ではまず，各マイクロホンで観測した入力信号から相関行列を計算
する．時間フレーム lにおける周波数 !の入力信号ベクトルX!(l)とその相関行列
R!(l)はそれぞれ式 (2.11), (2.12)によって表せる．
X!(l) = [X!;1(l);   ; X!;M(l)]T ; (2.11)
R!(l) = X!(l)X
H
! (l); (2.12)
ここで，X!;i(l)はマイクロホン iで観測した入力信号を，T は転置を，Hは複素共
役転置を，M はマイクロホンの数を表す．入力信号の相関行列の時間平均 R!は式
(2.13)によって計算できる．
R! =
1
L
LX
l=1
R!(l); (2.13)
ここで，Lは計算に用いるフレームの総数を示す．次に， R!の固有値 i;!(i = 1;  
;M)と，その固有値 i;!に対応する固有ベクトル ei;!(i = 1;   ;M)を計算し，指
向性音源に対応する信号部分空間とそれ以外の音源に対応する雑音部分空間に分割
する．雑音部分空間に対応する固有ベクトルは式 (2.14)で表せる．
En;! = [eN+1;!;   ; eM;!]; (2.14)
ここでN は目的音源の数を表す．また，固有値 1;!;   ; M;!は降順にソートされ
ているものとする．
2) 位置ベクトルの計算
あらかじめ音源の存在が想定される空間内を離散化し，離散化した空間の各点に
おいて位置ベクトルを計算する．ここで位置ベクトルはある位置に音源が存在する
と仮定した場合の，音源と各マイクロホン間での音波の到来時間を表すベクトルで
ある．音源の方向を , 音源までの距離を rとすると，音源位置 (; r)における周波
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数 !の位置ベクトル d!(; r)は式 (2.15)によって表せる．
d!(; r) = [exp( j!1(; r)); ; exp( j!M(; r))]T ; (2.15)
ここで i(; r)は音源位置 (; r)からマイクロホン iまでの音波の到来時間を表し，式
(2.5)により計算できる．
3) 空間スペクトルの計算
球面波仮定において 2D-MUSIC法の空間スペクトルP!(; r)は，相関行列 R! の
雑音部分空間の固有ベクトル En;! と位置ベクトル d!(; r)を用いて，式 (2.16)に
よって計算される．
P!(; r) =
1
dH! (; r)En;!E
H
n;!d!(; r)
: (2.16)
2D-MUSICは目的音源と雑音源が直交することを仮定しているため，式 (2.16)にお
いて (; r)と真の音源位置が一致した場合，分母が 0となりP (; r)は無限大となる．
4) 平均空間スペクトルの計算
空間スペクトル P!(; r)は，目的音源の周波数特性に応じて複数の周波数におい
て計算される．そのため，周波数毎に計算された P!(; r)の平均を式 (2.17)により
計算する．
P (; r) =
!HX
!=!L
P!(; r)=(!H   !L + 1); (2.17)
ここで，P (; r)は P!(; r)の周波数平均を，!Lは推定に使用する周波数の下限を，
!H は推定に使用する周波数の上限を表す．
5) 音源位置の推定
最後に式 (2.18)で示すように，P (; r)が最大となる (; r)を推定音源位置 (^; r^)と
する．
(^; r^) = argmax
(;r)
(P (; r)): (2.18)
2D-MUSIC法は，相関行列の雑音部分空間に対応する固有ベクトルを用いること
で，目的音源のパワーに依存せず音源位置を推定可能である．しかし，音源位置の
推定には目的音源数N + 1本のマイクロホンが必要であり，また残響や拡散性雑音
が存在する場合，音源位置の頑健な推定には多数のマイクロホンが必要となる [55]．
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2.2.4 マルチチャンネル2D-CSP法
各マイクロホンで観測した入力信号の位相差のみを用いた音源位置推定法として，
マルチチャンネル2D-CSP (Two-Dimensional Cross-power Spectrum Phase analysis)
法がある [35]．
1) 振幅を正規化した相関行列の計算
マルチチャンネル 2D-CSP法ではまず，各マイクロホンで観測した入力信号の振
幅を正規化した相関行列を計算する．時間フレーム lにおける周波数 !の入力信号
をX!(l)とした場合，入力信号X!(l)の振幅を正規化した相関行列R!(l)は式 (2.19)
により計算できる．
R!(l) =
X!(l)X
H
! (l)
jX!(l)jjXH! (l)j
: (2.19)
そして入力信号の相関行列の時間平均 R!は式 (2.13)によって計算できる．
2) 位置ベクトルの計算
マルチチャンネル 2D-CSP法も 2D-MUSIC法同様，あらかじめ音源の存在が想定
される空間内を離散化し，離散化した空間の各位置において式 (2.15)により位置ベ
クトル d!(; r)を計算する．
3) 空間スペクトルの計算
マルチチャンネル 2D-CSP法の空間スペクトル P!(; r)は，相関行列の時間平均
R! と位置ベクトル d!(; r)を用いて，式 (2.20)によって計算される．
P!(; r) = d
H
! (; r)
R!d!(; r): (2.20)
式 (2.20)において (; r)と真の音源位置が一致した場合，入力信号から計算した位
相差と位置ベクトルの各要素間の位相差が一致するため，P (; r)は大きな値となる．
4) 平均空間スペクトルの計算
マルチチャンネル 2D-CSP法は 2D-MUSIC法同様，式 (2.17)によって周波数毎に
計算した P!(; r)から平均空間スペクトル P (; r)を計算する．
5) 音源位置の推定
最後に式 (2.18)で示すように，P (; r)が最大となる (; r)を推定音源位置 (^; r^)と
する．
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マルチチャンネル 2D-CSP法は，複数の音源に対しても音源同士が無相関であれ
ば音源位置を正しく推定することができる．
2.2.5 遺伝的アルゴリズムを用いた音源位置推定法
遺伝的アルゴリズム (Genetic Algorithm, GA)[38, 39]はある範囲内で定義されて
いる変数 xの関数 f(x)の最大値あるいは最小値を与える xを，高速に求めるための
最適化・探索アルゴリズムの一つである．遺伝的アルゴリズムは生物の進化の過程
に着想を得た基本原理を基にしており，様々な最適化・探索の問題に適用ができる．
例えば音響・画像分野におけるフィルタの設計 [56, 57, 58]や，建築などにおける構
造や配置の最適化 [59, 60]，エレベータなどにおける配送計画の最適化 [61, 62]など
様々な分野で応用されている．
複数のマイクロホンを用いた音源位置推定においては，離散化した空間の全ての
点において周波数毎に処理を行う必要があるが，遺伝的アルゴリズムを用いること
で，離散化した空間を効率的に走査し計算量を低減することが可能になる．ここで
は次に，遺伝的アルゴリズムを用いた音源位置推定法の処理の流れについて述べる．
図 2.6に，遺伝的アルゴリズムを用いた音源位置推定法の処理の流れを示す．
初期生物集団の生成
GAでは走査する空間中に複数の探索点を設定し，それらを協調，あるいは競合さ
せる．走査の開始時点において探索空間は一般にブラックボックスであるため，音
源の発生しやすい位置の傾向が分かっているなど何らかの事前知識がある場合を除
いてどのような個体が望ましいかはわからない．そのため，通常，初期生物集団は
乱数を用いてランダムに設定する．初期生物集団は方向と距離をパラメータに持つ
N 個の個体から構成される．i個目の個体 I(i)とその 2進表現である遺伝子型G(i)
を式 (2.21), (2.22)のように表す．
I(i) = [(i); r(i)]; (i = 1; 2;    ; N) (2.21)
G(i) = [G(i); Gr(i)]; (2.22)
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初期生物集団の生成
各個体の適応度の計算
遺伝子型の交差
遺伝子型の突然変異
終了条件を満たしているか?
個体の選択
終了
yes
no
開始
図 2.6 遺伝的アルゴリズムを用いた音源位置推定の処理の流れ
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ここで，(i); r(i)はそれぞれ個体 iの音源までの方向と距離を，G(i); Gr(i)はそれぞ
れ (i); r(i)の遺伝子型 (2進表現)を表す．また，遺伝子型の表現には通常の 2進数
表現であるバイナリ表現 (Binary coding)の他に，グレイ表現 (gray coding)[39]があ
る．グレイ表現は隣接するコードのハミング距離が 1，すなわち隣り合うコードが
1 bitのみ異なる表現である．バイナリ表現とグレイ表現の例を表 2.1に示す．表 2.1
は方向の走査範囲を 90  90 degs. として離散化し，4 bitsの 2進数表現に対応さ
せた場合のバイナリ表現とグレイ表現である．遺伝的アルゴリズムを用いた音源位
置推定法では，表 2.1のように走査範囲を離散化し，任意の長さの 2進数表現と対
応付ける．距離の走査範囲についても同様である．また表 2.1より，グレイ表現は
隣り合うコードの違いが 1 bitのみであるのに対して，バイナリ表現は隣り合うコー
ドが大きく異なる場合がある．そのため，遺伝子型をバイナリ表現にした場合，GA
の探索においては後で述べる交差の処理により，表現型が大きな変化が生じる場合
があり，一般には探索の効率はバイナリ表現よりもグレイ表現の方が良いことが示
されている [63]．
適応度の計算
生物集団中の各個体 I(i)の適応度 e(i)を式 (2.23)により計算する．
e(i) =
1
1 + j1  P ((i); r(i))j ; (2.23)
ここで，P ((i); r(i))は式 (2.17)により計算される方向 (i);距離 r(i)における平均
空間スペクトルである．
選択 (Selection)
各個体 I(i)の適応度 e(i)から，選択を行う．選択の代表的な方法としてはルーレッ
ト選択とエリート選択の 2つがある [38, 39]．
ルーレット選択では，現世代の個体から重複を許してN個の個体をランダムに選
択することにより，次の世代のN 個の個体を決定する．個体 I(i)が選択される確率
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表 2.1 方向の走査範囲とそのバイナリ表現とグレイ表現の例 (4 bits)
Direction [deg.] Binary code Gray code
-90 0000 0000
-78 0001 0001
-66 0010 0011
-54 0011 0010
-42 0100 0110
-30 0101 0111
-18 0110 0101
-6 0111 0100
6 1000 1100
18 1001 1101
30 1010 1111
42 1011 1110
54 1100 1010
66 1101 1011
78 1110 1001
90 1111 1000
p(I(i))は式 (2.24)により計算される．
p(I(i)) =
e(i)PN
j=1 e(j)
; (2.24)
ここで，式 (2.24)の分子は個体 I(i)の適応度を，分母は現世代の適応度の総和であ
る．つまり，ルーレット選択においては各個体が次の世代に選択される可能性は現
在の適応度に比例し，適応度の高い個体ほど次の世代の個体として選ばれる確率が
大きくなる．また，適応度の低い個体も次世代の個体として選ばれる可能性が残さ
れているため，局所的な最適解にとらわれる問題を回避できる．
エリート選択は，適応度 e(i)が高い順にN個の個体を次世代の個体として選択す
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る方法である．この方法は一般的に探索能力が優れているとされているが，親世代
の個体を適応度順にソートする手間がかかること，さらに探索が局所解に陥りやす
いなどの問題もある [39]．
ルーレット選択とエリート選択にはそれぞれ長所・短所があるため，一般的には
両方を組合わせて用いられる．また，選択では現時点で最大の適応度を持つ個体が
次世代の生物集団中に占める割合が高くなるだけで，新しい探索点が生じない．そ
のため，次に述べる遺伝子型の交差と突然変異の 2つの操作が行われる．
交差 (Crossover)
次世代のN 個の個体から，二つの個体をM 組だけランダムに選び，それぞれの
ペアに対し交差率 (Crossover rate)で交差を行う．
交差は二つの個体の遺伝子型をランダムな位置で部分的に入れ替える操作であ
る．交差の方法としては一点交差 (One-point crossover) や多点交差 (Multi-point
crossover)，一様交差 (Uniform crossover)など様々な方法がある．ここでは最も基本
的な交差方法である一点交差について述べる．
ペアとして選択された個体 I(a); I(b)の遺伝子型 G(a); G(b)が次式で表されてい
るとする．
G(a) = 111101; (2.25)
G(b) = 000010: (2.26)
このとき，これらの遺伝子型をランダムに選んだ交差位置で切断する．遺伝子型が
nビットの場合，交差位置は n  1箇所からランダムに選択する．そして，切断した
部分的な遺伝子型を入れ替えることで次の世代の遺伝子型G(ab1); G(ab2)を作成す
る．3 bits目と 4 bits目の間を交差位置とした場合，G(ab1); G(ab2)は次式のように
なる．
G(ab1) = 111010; (2.27)
G(ab2) = 000101: (2.28)
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そして，個体 I(a); I(b)をそれぞれ I(ab1); I(ab2)に置き換える．以上の処理が一点
交差となる．
交差によって生じた個体は，親の個体それぞれの形質を継承した個体となる．こ
の交差の処理によって，遺伝子型の多様な個体が生じる．これは，探索空間におい
て現在とは異なる位置に新しい探索点を生成することに相当する．初期のランダム
に生成された生物集団は，様々な遺伝子型を持つ個体があるため，交差によっても
同様に様々な個体が生じる．一方で，世代が進み遺伝子型がある傾向に収束しつつ
ある段階では，どの個体の遺伝子型も大きな差がなく，交差によって新たに生成さ
れる個体の遺伝子型も似通ったものになる．つまりGAを用いた探索空間の走査は，
交差処理により，最初に大局的に様々な点を調べた後，傾向が定まってからはその
周辺を詳細に調べるという性質を持つといえる．
突然変異 (Mutation)
突然変異は各個体の遺伝子型の各ビットを突然変異率 (Mutation rate)で設定した
確率で，0を 1，あるいは 1を 0に変更する処理である．この処理により，交差だけ
では生じない遺伝子型の個体が生成される．これは，現在の探索点から大きく離れ
た場所に探索点を生成することに相当する．そのためGAを用いた探索空間の走査
は突然変異により，生物集団が局所解に収束しそうになった場合に，そこから脱出
するような性質を持つといえる．突然変異率は大きな値を設定した場合，探索空間
をランダムに探索することと同様になるため，通常 0:1  5%程度の値が良いとされ
る [38]．
生物集団の評価
最後に，以上の手順で生成された次世代の生物集団が，探索の終了条件を満たし
ているかどうかを調べる．GAによる探索の終了条件の代表的な基準は以下のよう
なものがある [38]．
1. 生物集団中の適応度の最大値が，ある閾値を超えた場合．
2. 生物集団全体の平均適応度が，ある閾値を超えた場合．
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3. 世代交代回数に対する適応度の増加率が，ある閾値以下の世代が一定の期間以
上，続いた場合．
4. 世代交代の回数があらかじめ定めた回数に到達した場合．
以上の評価基準からどれを用いるかはGAを適用する問題に依存し，場合によって
は複数の条件を組み合わせて用いられる．
遺伝的アルゴリズムを用いた音源位置推定法では，終了条件を満たした時に式
(2.23)により計算される適応度 e(i)が最も高い個体 I(i)の方向 (i)と距離 r(i)を推
定音源位置とする．
2.2.6 従来の複数のマイクロホンを用いた音源位置推定法の問題点
ここでは従来の複数のマイクロホンを用いた音源位置推定法の問題点を述べる．
音源が (方向 , 距離 r) = (0, 100)に存在する場合に，マルチチャンネル 2D-CSP法
を用いて計算した空間スペクトルを図 2.72.9に示す．図 2.7は 0.3 kHzの空間スペ
クトルを，図 2.8は 3.0 kHzの空間スペクトルを，図 2.9は 0.3  3.3 kHzの空間ス
ペクトルを平均化した結果を示す．図 2.7より，低域は空間分解能が低く，真の音源
位置以外も広い範囲で空間スペクトルの値が大きいことがわかる．また図 2.8より，
高域は空間分解能が高く真の音源位置付近に鋭いピークを持つ反面，真の音源位置
以外にも空間折り返しの影響で空間スペクトルのピークを持つことがわかる．いず
れの周波数においても真の音源位置にはピークが存在するため，従来の音源位置推
定では複数の周波数において計算した空間スペクトルの平均を計算することで，図
2.9に示すように虚ピークの影響を除去し，真の音源位置を強調する．従来の音源位
置推定では，空間スペクトルの計算を行う全ての周波数において同一の空間分解能
を用いて空間を離散化する．そのため，高い空間分解能を用いて空間を離散化し音
源位置を推定する場合，走査点数が増加し，計算量が増大するため実時間処理が困
難となる問題がある．
また遺伝的アルゴリズムを用いた音源位置推定法は，音源の存在が想定される全
ての位置で計算を行う方法に比べて計算量を低減することが可能となる．しかし，
初期値をランダムに設定する，一定の確率で行う交差や突然変異などの処理により，
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図 2.7 音源位置 (0, 100)の場合の空間スペクトル (0.3 kHz)
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図 2.8 音源位置 (0, 100)の場合の空間スペクトル (3.0 kHz)
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図 2.9 音源位置 (0, 100)の場合の平均空間スペクトル (0.3  3.3 kHz)
試行毎に必ず同じ推定値に解が収束しない場合があるため，推定精度が低下する問
題や，収束に必要な計算時間が一定ではないなどの問題がある．
2.3. 単一のマイクロホンを用いた近接/遠隔話者判別
マイクロホンで観測された音響信号から音声区間を検出する発話区間検出 (Voice
Activity Detection, VAD)[64, 65, 66, 67, 68]は，空調機などの雑音源が存在する実
環境における音声インタフェースやテレビ会議システムなどのさまざまな応用で必
要不可欠な技術である．しかし従来の単一のマイクロホンを用いたVAD[64, 65]は，
図 2.10 (a)に示すように，マイクロホンで収音可能な範囲に不要な話者が存在した
場合，その話者が発話した音声も検出するため，所望の音声とそれ以外の不要な音
声とを判別できない問題がある．また，図 2.10 (b)に示すように従来の複数のマイ
クロホンを用いた VAD[66, 67, 68]は，所望の話者が任意の方向に存在すると仮定
し，複数のマイクロホンで観測した信号の位相差に基づいて推定した音源方向を用
いることで，所望音声と不要音声とを判別することができる．しかしながら複数の
22
Desired talker Undesired talkerMicrophone
Capturing area 
of desired speech
Desired speech 
Single channel
VAD
(a) 従来の単一のマイクロホンを用いたVAD
Undesired speech 
Multi channel
VAD
…
Capturing area 
of desired speech
(b) 従来の複数のマイクロホンを用いたVAD
Undesired speech 
Close/distant talker 
discrimination 
Capturing area 
of desired speech
(c) 単一のマイクロホンを用いた近接/遠隔話者判別
図 2.10 不要話者による発話に対する判別
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マイクロホンを用いた VAD法は，話者方向を推定するために複数のマイクロホン
が必要となる．さらにこれらの方法では所望話者の方向が既知である必要があるが，
ハンズフリーの音声インタフェースやテレビ会議システムでは，使用する度にマイ
クロホンや話者の方向が一定になるとは限らない．また，システムを使用する所望
の話者は不要な話者よりもマイクロホンの近くに存在すると想定されるが，音源の
方向情報を用いる複数のマイクロホンを用いた VAD法では話者の遠近を判別でき
ない．そのため，所望の話者がマイクロホンから一定の距離より近くに，不要な話
者が一定の距離よりも遠くに存在すると仮定して，マイクロホンから話者までの距
離を利用して観測した音声が所望か不要かを判別した方が，安定した性能が得られ
ると期待できる．
話者までの距離は 2.2節で述べた複数のマイクロホンで受音した信号間の位相差
を用いる方法 [34, 69]や，直接音対間接音比の推定に基づく方法 [70]が提案されて
いる．これらの方法では，音源までの距離を推定できる反面，複数のマイクロホン
が必要となる．また単一のマイクロホンを用いて音源までの距離を推定する方法と
して，マイクロホン近傍に設置した反射物体を利用する方法 [71, 72, 73]があるが，
これらの方法では反射物体を設置する必要があることに加えて，あらかじめ想定さ
れる音源位置ごとに伝達関数を計測・推定する必要がある．また，スピーカから放
射した既知の音源を単一のマイクロホンで観測し，観測した直接音と反射音との時
間差から音源までの距離を推定する方法 [74, 75]も提案されている．しかしこれら
の方法では，マイクロホンの他に音源を放射するためのスピーカや音源が必要とな
り，現実的ではない．
そこで図 2.10 (c)に示すように，単一のマイクロホンのみを用いて，所望の話者
は不要な話者よりもマイクロホンの近くに存在するという仮定の下，所望音声 (近
接話者による音声)と不要音声 (遠隔話者による音声)とを判別する方法として，マ
ルチステップ線形予測 [76]により推定した音声信号に含まれる残響のパワーから両
者を判別する方法 [36]が鎌土らにより提案されている．ここでは次に，単一のマイ
クロホンのみを用いた近接/遠隔話者判別の従来法としてマルチステップ線形予測を
用いた方法の詳細について次に述べる．
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(a) 音声波形 (100 mm) (b) 音声波形 (1,000 mm)
　
(c) 音声波形に含まれる残響 (100 mm) (d) 音声波形に含まれる残響 (1,000 mm)
図 2.11 話者からマイクロホンまでの距離毎の音声波形とその残響波形
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Close/distant talkerMulti-step LPCPre-whitening
Microphone
図 2.12 マルチステップ線形予測を用いた近接/遠隔話者判別法の処理の流れ
2.3.1 マルチステップ線形予測を用いた近接/遠隔話者判別法
従来の単一のマイクロホンを用いた近接/遠隔話者の判別法として，音声の直接
音と反射音のエネルギー比が近接話者と遠隔話者とで異なることに着目して，マル
チステップ線形予測 [76]を用いて観測信号から推定した残響信号のパワーを利用す
る方法 [36]がある．図 2.11は話者からマイクロホンまでの距離が 100 mmと 1,000
mmの場合の，マイクロホンで観測した音声波形とその波形に含まれる残響波形を
示す．マイクロホンまでの距離が近い図 2.11(c)の場合と比較してマイクロホンまで
の距離が遠い図 2.11(d)の場合の方が，観測音声に含まれる残響が多いことが確認
できる．このように観測音声に含まれる残響は，マイクロホンまでの距離が近いほ
ど小さく，遠いほど大きいため，従来の近接/遠隔話者判別法では，マルチステップ
線形予測 [76]を用いて観測音声に含まれる残響成分を推定し，その大きさから発話
者が近くにいるのかどうかを判別する．従来法の処理の流れを図 2.12に示す．
従来法ではまず，初期反射音成分と音声の短期的な相関を取り除くため，観測信
号に対し式 (2.29)により，線形予測を用いた Pre-whitening処理 [36]を行う．
~x(t) = x(t) 
PX
p=1
b(p)x(t  p); (2.29)
ここで，x(t)は時刻 tにおける観測信号を，~x(t)は処理後の信号を，P は線形予測
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の次数を，b(p)は式 (2.30)により計算される線形予測係数を示す．
[b(1);   ; b(P )]T
=
2666664
r(0) r(1)    r(P   1)
r(1) r(0)    r(P   2)
...
...
. . .
...
r(P   1) r(P   2)    r(0)
3777775
 1
 r;
(2.30)
r = [r(1);    ; r(P )]T ;
ここで，r(i)は観測信号が iサンプルずれた場合の自己相関係数を示す．
そして，~x(t)から音声に含まれる残響信号 d(t)を式 (2.31)により推定する．
d(t) =
LX
l=1
a(l)~x(t  l  D); (2.31)
ここで，a(l)は線形予測係数を，Lは線形予測の次数を，Dは遅延を示す．最後に，
d(t)のパワーをスムージングした対数信号 p(t)を式 (2.32)により求め，閾値判定す
ることで近接話者と遠隔話者の判別を行う．
p(t) = 10log10
 
1
2L
LX
l= L
(d(t)d(t  l))2
!
: (2.32)
さらに鎌土らは前処理に雑音抑圧を行うことで，背景雑音の存在する環境下でも
近接/遠隔話者を判別できることを報告 [37]しているが，従来法では式 (2.31)の音声
に含まれる残響信号の推定においてフィルタ長が数千次の線形予測を行う [76]ため，
計算量が大きくなり，実時間処理が困難となる．
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2.4. まとめ
本章では，音源位置推定法の原理と従来法について述べた．2.2節では，従来の複
数のマイクロホンを用いた音源までの方向と距離の推定法として，2D-MUSIC法と
マルチチャンネル 2D-CSP法について述べ，高精度かつ実時間での音源位置推定が
困難であることを指摘した．さらに，従来の計算量低減法である遺伝的アルゴリズ
ムを用いた音源位置推定法ついて述べ，初期値などの乱数による処理により，推定
精度が低下する問題や収束に必要な計算時間が一定ではない問題があることを指摘
した．2.3節では，従来の単一のマイクロホンを用いた近接話者と遠隔話者の判別法
として，マルチステップ線形予測を用いた方法について述べ，数千次の次数による
線形予測分析が必要であるため実時間処理が困難であることを指摘した．
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第3章 多重解像度走査に基づく実時間
音源位置推定
3.1. はじめに
2.2節で述べたように，球面波仮定において音源までの方向と距離を推定する方
法として 2D-MUSIC法 [33]やマルチチャンネル 2D-CSP法 [35]などが提案されてい
る．しかしこれらの従来の音源位置推定法は，音源の存在が想定される空間を一定
の分解能で離散化し，離散化された空間の各点を走査する処理を周波数毎に行うこ
とで音源位置を推定するため，高い分解能で空間を離散化する場合，音源位置の推
定精度が向上する反面，計算量が増大し実時間処理が困難になる問題がある．音声
入力を使用する機器制御システムにおける自然なインタラクションや，音イベント
を検出する音響防犯システムにおける危機の速やかな検出を実現する上で，音源位
置推定や目的音源の高品質抽出といった前処理は実時間で行う必要がある．
そこで本研究では図 3.1に示すように，高い空間分解能を維持したまま計算量を削
減し実時間処理を実現するために，空間・周波数の各領域において異なる空間分解能
を組み合わせて用いる多重解像度走査を提案する．本研究では，危機状況において
発生する悲鳴や叫び声に反応して音源位置にビデオカメラを制御する防犯システム
や，話者の音声に反応して音源位置にビデオカメラを制御するテレビ会議システム
などの応用を想定し，人間の音声を対象とする．日本語の平均発話速度は約 150200
ms/モーラ [77]であるため，本研究では 1回の位置推定に約 150 ms分の信号を使用
し，この信号長よりも短い時間で処理が終了することを実時間と定義する．
本章の構成を以下に示す．3.2節で提案法の詳細を述べる．3.3節では実環境にお
いて行った音源位置推定実験とその結果及び考察について述べる．最後に，3.4節で
本章のまとめを述べる．
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推定精度
計算量
空間走査法
交点法
高
低
少 多
提案法
（多重解像度走査）
図 3.1 複数のマイクロホンを用いた音源位置推定法の位置づけ
3.2. 実時間音源位置推定のための空間・周波数領域にお
ける多重解像度走査の提案
空間走査に基づく音源位置推定において，推定精度を低下させることなく計算量
を削減し，実時間処理を実現するための方法として，空間・周波数の各領域におい
て異なる空間分解能を組み合わせて用いる多重解像度走査を提案する．提案法の処
理の流れを図 3.2に示す．空間領域における多重解像度走査では，低い空間分解能
では真の音源位置の最近傍の走査点が音源位置と推定される可能性が高いという着
想に基づき，図 3.3に示すようにあらかじめ低い空間分解能で音源位置を推定した
後，推定音源位置付近のみを高い空間分解能で再度走査する処理を繰り返すことで，
計算量を削減する．周波数領域における多重解像度走査では，周波数の低域ほど空
間分解能が低く高域ほど空間分解能が高いことに着目し，図 3.4に示すように周波
数に応じて異なる空間分解能を用いることで計算量を低減する．以下に提案する空
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Calculating correlation matrix
・・・
Higher freq. Lower freq.
DFTDFT DFT
Calculating spatial spectrum
・・・
Higher freq. Lower freq.
Interpolating spatial spectrum
・・・
Higher freq. Lower freq.
Averaging spatial spectrum
Estimated sound source location
No
Yes
l < Maximum iterations L
Initializing spatial resolution 
and number of iterations l = 1
Resetting spatial resolution 
and l = l + 1
Target sound source
Microphone
図 3.2 多重解像度走査を用いた音源位置推定法の処理の流れ
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1st scan
: Scanning position : 1st Estimated location
: 2nd Estimated location
1
r∆
: Sound source
: Microphone
2nd scan
( )1211 , rθ ( )1214 ,rθ
1θ∆
( )2121 , rθ
( )2323 , rθ
2
r∆
2θ∆
図 3.3 空間領域多重解像度走査に基づく音源位置推定における空間の離散化
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: Scanning position: Microphone
( )LL rωωθ 24 ,
( )LL rωωθ 23 ,
Lr
ω∆
( )LL r ωωθ 21 ,
Lωθ∆
(a) 低域
( )HH rωωθ 11 ,
( )HH rωωθ 44 ,
Hr
ω∆
Hωθ∆
(b) 高域
図 3.4 周波数領域多重解像度走査に基づく音源位置推定における空間の離散化
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間・周波数領域多重解像度走査 (Multi-resolution Scanning in Spatial and Frequency
Domains, MSSFD)の処理の流れについて述べる．
1) 空間スペクトルの計算
周波数毎の空間スペクトルP!(l;!; rl;!)を計算する．ここで l;!，rl;!はそれぞれ，
l回目の音源位置推定の周波数 !における走査方向と距離を表し，式 (3.1)，(3.2)に
より計算される．
l;! 2 l;!1 ;   ; l;!N l;! (
l;!
i = 
l;!
1 + (i  1)l;!); (3.1)
rl;! 2 rl;!1 ;   ; rl;!N l;!r (r
l;!
i = r
l;!
1 + (i  1)rl;!); (3.2)
ここで，N l;! は l回目の音源位置推定の周波数 !における方向の走査点数を，N l;!r
は l回目の音源位置推定の周波数 !における距離の走査点数を，l;!は l回目の音
源位置推定の周波数 !における方向の空間分解能を，rl;!は l回目の音源位置推定
の周波数!における距離の空間分解能を示す．また，l;!とrl;!は式 (3.3)，(3.4)
を満たすよう設定する．
l;!L >    > l;!H ; (3.3)
rl;!L >    > rl;!H ; (3.4)
ここで，!Lは推定に使用する周波数の下限を，!H は推定に使用する周波数の上限
を示す．空間スペクトルは低域ほど空間分解能が低く高域ほど空間分解能が高いた
め，提案法により周波数毎に異なる空間分解能を用いることで，従来と同等の音源
位置推定精度を維持して走査点数を削減可能となり，計算量の削減が期待できる．
2) 空間スペクトルの補間
周波数毎に計算した空間スペクトル P!(l;!; rl;!)は，周波数毎に空間分解能が異
なるため，そのままでは従来法と同様に空間スペクトルを平均化できない．そこで，
空間スペクトルの補間値を計算することで周波数毎の空間分解能を統一する．本研
究では 3次スプライン補間 [78]を用いて空間スペクトルの補間値P 0!(l; rl)を計算す
る．ここで，l; rlは l回目の音源位置推定における補間後の走査方向と距離を示す．
3) 平均空間スペクトルの計算
空間スペクトルの補間値P 0!(l; rl)を用いて平均空間スペクトルP (l; rl)を式 (3.5)
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により計算する．
P (l; rl) =
!HX
!=!L
P
0
!(
l; rl)=(!H   !L + 1): (3.5)
4) 音源位置の推定
式 (3.6)に示すように，P (l; rl)が最大となる (l; rl)を推定音源位置 (^l; r^l)とする．
(^l; r^l) = argmax
(l;rl)
(P (l; rl)): (3.6)
5) 走査範囲と空間分解能の再設定
l+1回目の音源位置推定における周波数!の方向の走査範囲l+1;!i (i = 1; ; N l+1;! )
と，距離の走査範囲 rl+1;!j (j = 1;   ; N l+1;!r )は，推定音源位置 (^l; r^l)を中心として
式 (3.7)，(3.8)を満たすように設定する．
^l  l;!L < l+1;!i < ^l +l;!L ; (3.7)
r^l  rl;!L < rl+1;!j < r^l +rl;!L : (3.8)
また，l+1回目の音源位置推定の周波数 !における方向と距離の空間分解能を式
(3.9)，(3.10)を満たすように設定する．
l+1;! < l;!; (3.9)
rl+1;! < rl;!: (3.10)
空間領域における多重解像度走査により，反復回数 lの増加とともに走査範囲を
狭めながら，より高い空間分解能で音源位置を推定する処理をL回繰り返して行う
ことで，従来と同等の空間分解能を維持したまま走査点数を削減可能となり，計算
量の低減が期待できる．
6) 音源位置の推定
l < Lの場合，l = l + 1 とし 1) に戻る．l = Lの場合，(^L; r^L)を最終的な推定
音源位置とする．
MSSFDは，反復処理毎の音源位置推定において，低域ほど低く高域ほど高い空
間分解能を用いることで音源位置推定精度を維持したまま計算量を削減する．さら
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に，反復回数 lの増加とともに走査範囲を狭めながらより高い空間分解能で音源位
置を推定することで，さらなる計算量の削減が期待できる．
3.3. 評価実験
提案する多重解像度走査の音源位置推定精度と計算時間を評価するため，実環境
で収録した音声を用いて音源位置推定実験を実施した．音源位置推定精度と計算時
間は，遺伝的アルゴリズムに基づく音源位置推定法と，単一の空間分解能を用いる
従来法，及び提案法であるMSSFDについて評価した．
3.3.1 実験条件
実験条件を表 3.1に示す．会議室内におけるマイクロホンと目的音源の配置を図
3.5(a)に示す．目的音源の収録にはマウスシミュレータを使用し，図 3.5(a)に示す
ように 0.2 m間隔，全 132箇所で収録を行った．マウスシミュレータは各位置にお
いてマイクロホンアレーの中央に向け，地上から 1.4 mの高さに配置した．またマ
イクロホンと雑音源の配置を図 3.5(b)に示す．ここでは拡散性雑音を模擬するため
2個のスピーカを配置して収録を実施した．スピーカの一方は地面から 0.2 mの高さ
に，放射面を会議室の地面側の隅に向けて配置し，もう一方は地面から 2.4 mの高
さに，放射面を会議室の天井側の隅に向けて配置することで拡散性雑音を模擬した．
以上の条件で収録した目的音と拡散性雑音を加算し，評価用信号を設計した．目的
音と拡散性雑音は式 (3.11)に示す SNRが 0, 10, 20 dBとなるように加算した．
SNR = 10log10
PT
t=1 s(t)
2PT
t=1 n(t)
2
; (3.11)
ここで，T は位置推定に用いる信号長を，s(t); n(t)はそれぞれ時刻 (t)における目的
音と雑音の振幅を示す．また位置推定には，音声が支配的なパワーを持つ 0.3  3.3
kHzの帯域を使用した．
従来の音源位置推定法として，入力信号の空間相関行列の雑音部分空間を用いて音
源位置を推定する 2D-MUSIC(Two-Dimensional MUltiple Signal Classication)法
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表 3.1 実験条件
Environments Conference room
(Reverberation time) (T[60] = 400 ms)
Number of microphones 3 mics.
Distance between microphones 0.3 m spacing
Sound sources Speech signals
(Number of speakers and words) (2 speakers * 10 words)
Noise source White noise
Signal to noise ratio (SNR) 0, 10, 20 dB
Frequency range for estimation 0.3  3.3 kHz
FFT length 1,024 samples
Frame length 512 samples
Frame shift 128 samples
Number of frame 16 frames
Signal length 2,432 samples (152 ms)
Scanning direction -90  90 degs.
Scanning distance 0.2  2.6 m
Sampling frequency 16 kHz
Quantization 16 bits
Ambient noise power level 21.0 dB
(A-weighted sound pressure level)
Microphone HOSIDEN, KUC-1333
Microphone amplier Thinknet, MA-2016
Mouth simulator Bruel & Kjr, Type 4227
Loudspeaker MITSUBISHI, DIATONE DS-7
Speaker amplier BOSE, 1705II
A/D, D/A Inrevium, TD-BD-16ADUSB
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Target source
(Height 1.4 m)
6.8 m
8.3 m
Height of room: 2.6 m
1.5 m
3.4 m
Microphone
(Height 1.4 m)
0.4 m
0.2 m
0.2 m
(a) 目的音源とマイクロホン
8.3 m
Height of room: 2.6 m
1.5 m
3.4 m
Microphone
(Height 1.4 m)
Noise sources
Loudspeaker
(Height 0.2 m)
Loudspeaker
(Height 2.4 m)
6.8 m
(b) 雑音源とマイクロホン
図 3.5 実験環境内のマイクロホンとスピーカの配置
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表 3.2 遺伝的アルゴリズムのパラメータ
The number of population 40
Bit length for direction 7 bits
Bit length for distance 4 bits
Bit-string representation Gray coding
Maximum number of generations 100
Selection strategy Elitist selection (3 %) and
roulette-wheel selection (97 %)
Crossover rate 100 %
Crossover technique One-point crossover
Mutation rate 3 %
Evaluation formula for tness e = 1
1+j1 P (;r)j
[33]，マイクペア間の推定到来時間差を用いることで高速に音源位置を推定するマ
ルチマイクペア 2D-CSP(Two-Dimensional Cross-power Spectrum Phase analysis,
MPCSP)法 [32, 34]，及び入力信号の空間相関行列の位相差のみを用いて音源位置
を推定するマルチチャンネル 2D-CSP(MCCSP)法 [35]を用いた．さらに，従来の計
算量削減のための最適化法として遺伝的アルゴリズム (Genetic Algorithm, GA)[38]
を用いた．遺伝的アルゴリズムは表 3.2に示すパラメータで制御し，適合度の最大
値が同じ世代が 5世代続いた場合に学習を終了した．表 3.2において適合度計算に
用いるP (; r)はマルチチャンネル 2D-CSP法 [35]を用いて計算した平均空間スペク
トルであり，方向 と距離 rの 2つのパラメータを遺伝的アルゴリズムにより最適
化する．
表 3.3に従来法と提案法の空間分解能を示す．表 3.3は位置推定に使用した 0.3 
3.3 kHzの帯域を 1.0 kHz毎に 3分割した時の各帯域における方向と距離の分解能を
示す．2D-MUSIC, マルチマイクペア 2D-CSP(MPCSP), 遺伝的アルゴリズム (GA)
はそれぞれ 1種類の条件で，マルチチャンネル 2D-CSP法は提案法との比較を行う
ため 4種類の条件 (MCCSP 1  4)で，提案法のMSSFDは表 3.3に示す 7種類の条
39
表 3.3 音源位置推定に用いた空間分解能
1st scan 2nd scan
0.3 1.3 2.3 0.3 1.3 2.3
o o o o o o
1.3 2.3 3.3 1.3 2.3 3.3
kHz kHz kHz kHz kHz kHz
2D-MUSIC  [deg.] 1 1 1 -
r [m] 0.1 0.1 0.1 -
MPCSP  [deg.] 1 1 1 -
r [m] 0.1 0.1 0.1 -
GA  [deg.] 1.41 1.41 1.41 -
r [m] 0.07 0.07 0.07 -
MCCSP 1  [deg.] 1 1 1 -
r [m] 0.1 0.1 0.1 -
MCCSP 2  [deg.] 2 2 2 -
r [m] 0.2 0.2 0.2 -
MCCSP 3  [deg.] 3 3 3 -
r [m] 0.3 0.3 0.3 -
MCCSP 4  [deg.] 4 4 4 -
r [m] 0.4 0.4 0.4 -
MSSFD (Const. in  [deg.] 2 2 2 1 1 1
freq. domain) 1 r [m] 0.2 0.2 0.2 0.1 0.1 0.1
MSSFD (Const. in  [deg.] 3 3 3 1 1 1
freq. domain) 2 r [m] 0.3 0.3 0.3 0.1 0.1 0.1
MSSFD (Const. in  [deg.] 4 4 4 1 1 1
freq. domain) 3 r [m] 0.4 0.4 0.4 0.1 0.1 0.1
MSSFD (Const. in  [deg.] 4 2 1 -
spatial domain) 1 r [m] 0.1 0.1 0.1 -
MSSFD (Const. in  [deg.] 1 1 1 -
spatial domain) 2 r [m] 0.4 0.2 0.1 -
MSSFD (Const. in  [deg.] 4 2 1 -
spatial domain) 3 r [m] 0.4 0.2 0.1 -
MSSFD  [deg.] 18 12 6 3 2 1
r [m] 0.8 0.6 0.3 0.3 0.2 0.1
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件で実験を行った．ここでMSSFD (Const. in freq. domain) 1  3に示す 3条件で
は，反復回数L = 2として，各反復における周波数帯域毎の空間分解能は一定の値
を用いた．またMSSFD (Const. in spatial domain) 1  3に示す 3条件では，反復
回数L = 1として，周波数帯域毎に異なる空間分解能を用いた．そしてMSSFDは，
反復回数L = 2として，各反復において周波数帯域毎に異なる空間分解能を用いた．
MSSFDでは，周波数の低域ほど低く高域ほど高い空間分解能で音源位置を推定し，
反復毎にさらに高い空間分解能を用いて音源位置を推定する．また，本実験におけ
る空間分解能は実験的に決定した．提案法における空間スペクトルの計算にはマル
チチャンネル 2D-CSP法 [35]を使用した．
本実験において音源位置の推定精度は，方向と距離のそれぞれについて許容誤差
内で推定可能な音源の数により評価する．方向の推定精度Adirectionは式 (3.12)によ
り計算される．
Adirection =
1
N
NX
n=1
I(n); (3.12)
I(n) =
(
1 (j^(n)  (n)j < )
0 (otherwise)
;
ここで，N は位置推定を行った音源の総数を，^(n)は n個目の音源の推定方向を，
(n)は n番目の音源の方向の真値を，は許容誤差を示す．本実験では を 3 degs.
とした．同様に距離の推定精度Adistanceは式 (3.13)により計算される．
Adistance =
1
N
NX
n=1
J(n); (3.13)
J(n) =
(
1 (jr^(n)  r(n)j < )
0 (otherwise)
;
ここで，r^(n)は n個目の音源の推定距離を，r(n)は n番目の音源までの距離の真
値を，は許容誤差を示す．本実験では を 0.2 mとした．また，本実験では CPU
Core i5-560M 2.67 GHz，メモリ 4 Gbytesのノート PCを使用し，従来法と提案法
の実装にはMatlab R2010bを用いた．
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3.3.2 実験結果
図 3.6，3.7に各 SNRにおける従来法と提案法の方向，距離それぞれの推定精度を
示す．また，表 3.4に従来法と提案法の計算時間と空間スペクトルの計算を行った走
査点の総数を示す．表 3.4の計算時間における括弧内の値は音源位置推定に使用した
信号長 152 msを 1として正規化した場合の各方法の相対計算時間であり，走査点の
総数における括弧内の値は各方法における走査点の総数をMCCSP 1 を 1.0 として
正規化した値である．表 3.4の結果は全SNRにおける平均を示す．図 3.6，3.7及び表
3.4の結果から，提案法 (MSSFD)は従来法 (2D-MUSIC)よりも約 98 % 少ない計算
時間で方向・距離ともに推定精度が高いことがわかる．同様に，従来法 (MPCSP)は
提案法 (MSSFD)の約 15 % の計算時間で音源位置を推定可能である反面，距離の推
定精度がどの SNRにおいても約 20  30 % 低下していることと，SNRが 0 dBの場
合に方向の推定精度が約 12 % 低下していることがわかる．また，提案法 (MSSFD)
は従来法 (GA)よりも約 84 % 少ない計算時間で距離の推定精度が約 10  15 % 向
上していることがわかる．さらに，従来法 (MCCSP 1  4)は低い空間分解能を用
いた場合，計算時間を削減できる反面，推定精度も低下することが確認できる．そ
れに対し提案法のMSSFDは従来法 (MCCSP 1)と比較した場合，従来法と同程度
の推定精度で計算量を約 95 % 削減できていることがわかる．以上の結果から，提
案法 (MSSFD)は従来の単一の空間分解能で音源位置を推定した場合 (MCCSP 1)と
同程度の推定精度を維持して計算時間を削減可能であることを確認した．
3.3.3 考察
遺伝的アルゴリズムにより音源位置を推定する従来法 (GA)は，離散化した空間
を全て走査する従来法 (MCCSP 1)よりも計算量を約 62 % 低減し，方向の推定精度
は概ね同程度であったが，距離の推定精度が約 10  15 % 低下した．これは，方向
と比較して距離の変化に伴う各マイクロホン間での到来時間差の変化が小さく，空
間スペクトルの変化が小さいために，初期値などの影響で従来法 (MCCSP 1)と同
じ推定値に解が収束しない場合があることが原因と考えられる．それに対し，提案
法 (MSSFD)は従来法 (GA)よりも約 84 % 少ない計算時間で，従来法 (MCCSP 1)
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表 3.4 計算時間と走査点数
Elapsed time (Relative Number of scanning points
elapsed time ratio)
2D-MUSIC 8,981 ms (59.08) 873,325 (1.0)
MPCSP 24 ms (0.16) 873,325 (1.0)
GA 1,017 ms (6.69) -
MCCSP 1 2,694 ms (17.72) 873,325 (1.0)
MCCSP 2 697 ms (4.59) 228,319 (0.26)
MCCSP 3 343 ms (2.26) 105,957 (0.12)
MCCSP 4 217 ms (1.42) 62,146 (0.07)
MSSFD (Const. in 718 ms (4.72) 233,144 (0.27)
freq. domain) 1
MSSFD (Const. in 381 ms (2.51) 115,414 (0.13)
freq. domain) 2
MSSFD (Const. in 275 ms (1.81) 77,779 (0.09)
freq. domain) 3
MSSFD (Const. in 1,647 ms (10.84) 516,750 (0.59)
spatial domain) 1
MSSFD (Const. in 1,690 ms (11.12) 529,425 (0.61)
spatial domain) 2
MSSFD (Const. in 1,253 ms (8.24) 391,950 (0.45)
spatial domain) 3
MSSFD 144 ms (0.95) 34,905 (0.04)
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と同程度の推定精度であることがわかる．そのため音源位置推定においては，遺伝
的アルゴリズムを用いた最適化法と比較して走査点数を削減する提案法が，推定精
度を低下させることなく計算量を削減するために有効といえる．
図 3.6，3.7の空間・周波数領域多重解像度走査 (MSSFD (Const. in freq. domain)
1  3)と単一の空間分解能を用いる従来法 (MCCSP 1  4)の結果を比較すると，提
案法により音源位置の推定精度が向上していることが確認できる．従来法 (MCCSP
1  4)では，空間分解能が低くなるほど音源位置推定精度が低下している．さらに
SNRが低い場合よりも高い場合の方がよりその傾向が顕著であり，MSSFDによる
音源位置推定精度の改善量も大きい．以上の結果から，雑音の影響が少ない SNRが
高い環境ほど，空間分解能が低い場合でも真の音源位置の最近傍の走査点に空間ス
ペクトルのピークを持つことがわかる．そのため，空間領域における多重解像度走査
に用いる空間分解能の最適値は，雑音のないクリーンな環境を想定したシミュレー
ションによって決定できると考えられる．
次に図 3.6，3.7における空間・周波数領域多重解像度走査 (MSSFD (Const. in
spatial domain) 1  3)と従来法 (MCCSP 1)の結果を比較する．空間を離散化する
際に低域の方向の分解能を低くした場合 (MSSFD (Const. in spatial domain) 1)は，
方向・距離ともに従来法と同程度の推定精度であることがわかる．また，低域の距
離の分解能を低くした場合 (MSSFD (Const. in spatial domain) 2)と方向・距離の
分解能を低くした場合 (MSSFD (Const. in spatial domain) 3)は，従来法よりも距
離の推定精度が低下していることがわかる．音源位置推定では，音源方向の変化に
よる各マイクロホン間での到来時間差の変化と比較して，音源までの距離の変化に
よる各マイクロホン間での到来時間差の変化が小さいため，方向の推定と比較して
距離の推定は困難である．したがって，周波数領域多重解像度走査における空間ス
ペクトルの補間値計算の誤差が位置推定精度の低下に与える影響は，方向の分解能
が低い場合よりも距離の分解能が低い場合の方が大きいため，推定精度が低下した
のではないかと考えられる．以上の結果から周波数領域における多重解像度走査に
おいては，距離の分解能よりも方向の分解能を優先して低くすることが，位置推定
精度を低下させることなく計算量を削減する上で有効であると考える．
また，図 3.8(a)，(b)に SNR 10 dBにおける従来法 (MCCSP 1  4)と提案法の音
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図 3.8 SNR 10 [dB]での相対計算時間と位置誤推定率 (実線はMCCSPの回帰線)
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源位置推定精度と相対計算時間の関係を示す．図 3.8(a)の横軸は，許容誤差 3 degs.
以上で推定された音源の数を，図 3.8(b)の横軸は，許容誤差 0.2 m以上で推定され
た音源の数を示す．図 3.8(a)，(b)において，横軸が 0に近いほど高精度に音源位置
を推定できることを示し，縦軸が 0に近いほど少ない計算量で音源位置を推定でき
ることを示す．図 3.8(a)，(b)の結果から，従来法は音源位置推定精度と計算時間が
トレードオフの関係にあり，高い推定精度には多くの計算時間が必要であることが
わかる．それに対し提案法は，いずれも空間分解能を適切に選択することができれ
ば，音源位置推定精度を維持したまま計算時間のみを低減できており，提案法の有
効性が確認できる．
さらに，従来法のMCCSPと提案法の平均空間スペクトルの計算手順は，空間ス
ペクトルの補間などの一部の処理を除いて同様であるため，従来法と提案法の計算
時間の違いは空間スペクトルの計算を行った走査点数に大きく依存すると考えられ
る．したがって，表 3.4の走査点数は従来法 (MCSSP 1)と比較して提案法などによ
り削減可能な計算時間の上限を表しているといえる．表 3.4より，提案法 (MSSFD)
は従来法 (MCCSP 1)と比較して空間スペクトルの計算を行った走査点数を約 96 %
，計算時間を約 95 %低減しており，走査点数の削減率と計算時間の削減率が概ね同
じであることがわかる．他の条件においても同様の傾向を示していることから，提
案法において新たに追加された空間スペクトルの補間処理などの処理が計算時間の
増大に与える影響は少なく，走査点数が少なくなった分だけ計算時間を削減できる
ことが確認できた．
また，図 3.9(a)，(b)に提案法 (MSSFD)の 2度目の位置推定による 1度目の音源
位置推定からの推定精度の改善量を示す．図 3.9から，いずれの SNRにおいても，2
度目の音源位置推定を行うことで方向・距離ともに推定精度が約 10 % 向上してい
ることがわかり，2度目の音源位置推定を行うことで従来法 (MCCSP 1)と同程度の
推定精度を実現できることが確認できる．そして，表 3.4より提案法の空間・周波
数領域多重解像度走査 (MSSFD)の相対計算時間が 0.95であることから，音源位置
推定に使用した信号長よりも少ない計算時間で音源位置を推定可能であることがわ
かる．以上の結果から，提案法のMSSFDにより位置推定精度を低下させることな
く実時間音源位置推定を実現可能であることがわかった．
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図 3.9 MSSFDの一段目と二段目による推定精度の改善量
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3.4. まとめ
本章では複数のマイクロホンを用いた実時間音源位置推定を実現するため，空間・
周波数の各領域において異なる空間分解能を組み合わせて音源位置を推定する多重
解像度走査を提案した．提案法の音源位置推定精度と計算時間を評価するため，拡
散性雑音の存在する会議室において評価実験を行った．評価実験の結果，空間・周波
数領域多重解像度走査は従来法と同程度の推定精度で計算量を約 95 % 削減し，実
時間音源位置推定を実現可能であることを確認した．
今後の課題として，マイクロホン間隔や周波数などから周波数毎に最適な空間分
解能を決定するための定式化や，複数の音源を推定可能な方法への拡張，カルマン
フィルタ [79, 80]やパーティクルフィルタ [81, 82]を導入した移動音源追跡への拡張
がある．
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第4章 線形予測残差の尖度に基づく近
接/遠隔話者判別
4.1. はじめに
音声インタフェースやテレビ会議システムなどの音声を用いた応用においては，
システムを使用しない不要な話者の音声が雑音として混入する問題があるため，所
望音声と不要音声とを判別する技術が必要となる．2.3節で述べたマルチステップ線
形予測を用いた近接/遠隔話者判別法 [36]は単一のマイクロホンのみを用いてマイ
クロホンの近くで発話したユーザ (所望音声)と遠くで発話した非ユーザ (不要音声)
とを判別することができる．しかし，数千次の次数による線形予測分析が必要であ
るため計算量が大きく実時間処理が困難という問題がある．
テレビ会議システムなどのフレーム毎に判別が必要な応用では，空調機などの背
景雑音が存在する環境でフレーム毎に近接/遠隔話者を判別する必要があるが，本研
究では初期的検討として，背景雑音の極めて小さい博物館などにおける音声対話型
の案内システムといったハンズフリー音声インタフェースでの応用を想定し，残響
環境で所望の話者と不要な話者のみが存在する場合に，発話単位でその発話が近接
話者によるものかどうかを判別するタスクを研究対象として，実時間での近接/遠隔
話者判別の実現を目指す．そして，実時間近接/遠隔話者判別法として，音声の線形
予測残差の尖度に基づく方法を提案する [83]．音声の線形予測残差の尖度は，残響
と相関があることが知られている [84, 85]．残響環境においては，マイクロホンと話
者との距離が近いほど残響の影響が小さく，遠いほど残響の影響が大きいと考えら
れるため，この尺度を用いることで，マイクロホンで受音した音声から近接/遠隔話
者を判別することができると考えられる．さらにこの尺度は 10次程度の線形予測か
ら計算できるため [84, 85]，計算量の低減が期待できる．
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本章の構成を以下に示す．4.2節で提案法の詳細を述べる．4.3節では実環境にお
いて行った近接/遠隔話者判別実験とその結果及び考察について述べる．最後に，4.4
節で本章のまとめを述べる．
4.2. 音声の線形予測残差の尖度に基づく近接/遠隔話者判
別法の提案
残響の影響のないクリーンな音声の線形予測残差信号は，声帯の振動に対応する
強いピークが周期的に現れるのに対して，残響音声の線形予測残差信号はピークが
時間的に拡散することが知られている [84, 85]．図 4.1(a), (b)はクリーン音声と残
響音声の時間波形をそれぞれ示す．クリーン音声信号はパルス列と 10次の適当な係
数のAR(Autoregressive)フィルタから作成し，残響音声はクリーン音声に振幅が時
間と共に減衰するような 20次のFIR(Finite Impulse Response)フィルタを畳み込む
ことで作成した．また，図 4.1(c), (d)はクリーン音声と残響音声に対する線形予測
残差信号を示す．線形予測においてクリーンな音声信号は，声帯振動に対応するパ
ルス列と 10次程度の低次のARフィルタとでモデル化され，その線形予測残差は図
4.1(c)に示すように周期的なピークを持つ．一方で，室内残響は一般的に数千以上の
次数のFIRフィルタでモデル化されるため，残響音声の線形予測残差は図 4.1(d)に
示すように，ピークが時間的に拡散する．そのため線形予測残差の尖度は，クリー
ン音声の場合に大きく，残響音声の場合に小さくなる．線形予測残差の尖度は，音
声に対する残響の影響を評価する尺度として知られており [84, 85]，従来は音声の残
響除去に用いられてきた．
残響環境においては，マイクロホンと話者との距離が近いほど受音した音声は直
接音が支配的になるため残響の影響が小さく，遠いほど直接音が小さくなるため残
響の影響が大きくなると考えられる．そこで本研究では所望音声と不要音声とを判
別する方法を実現するため，所望の話者が不要な話者よりもマイクロホンの近くに
存在すると仮定し，線形予測残差の尖度に基づいてマイクロホンで受音した音声信
号から話者が近くにいるのか遠くにいるのかを判別する方法を提案する [83]．線形予
測残差の尖度は 10次程度の線形予測から計算できるため [84, 85]，提案法は単一の
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マイクロホンのみを用いて少ない計算量で近接/遠隔話者を判別できる特長を持つ．
4.2.1 提案法の処理の流れ
提案法の処理の流れを図 4.2に示す．提案法ではまず，マイクロホンで受音した
信号から，従来の単一マイクロホンを用いたVAD[64, 65]を用いて発話区間を抽出
する．そして抽出した発話区間に対して，式 (4.1)により一定のフレーム長N 毎に
窓掛けを行う [86, 87]．
[x1(n);   ; xN(n)] = [s(nh N + 1)w(1);   ; s(nh)w(N)]; (4.1)
ここで，xt()は tサンプル目の窓掛け後の音声信号を，s()はVADにより抽出した
音声信号を，w()は窓関数を，nはフレーム番号を，hはフレームシフトを示す．t
サンプル目の窓掛け後の音声信号の線形予測値 x^t(n)は式 (4.2)により計算される．
x^t(n) =  
pX
i=1
aixt i(n); (4.2)
ここで，pは線形予測フィルタの次数を，aiは線形予測係数を示す．次に，x^t(n)の
線形予測残差 et(n)を，式 (4.3)により計算する．
et(n) = xt(n)  x^t(n): (4.3)
そして，線形予測残差の尖度 k(n)を式 (4.4)により計算する．
k(n) =
Efe4t (n)g
E2fe2t (n)g
  3; (4.4)
ここで，Efgは t = 1;   ; N の期待値演算を示し，定数項の 3は正規分布における
尖度を 0とするための正規化項である [47]．そして，線形予測残差の尖度の平均 kを
式 (4.5)により計算する．
k =
1
L
LX
l=1
k(l); (4.5)
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表 4.1 収録条件 (防音室)
Reverberation time T[60]=100 ms
Size of room 2,350  3,250  2,150 mm
Distances between 100, 300, 500, 1,000,
microphone and speaker 1,200, 2,000 mm
Distances between 250, 500, 1,170 mm
microphone and wall
表 4.2 収録条件 (研究室)
Reverberation time T[60]=450 ms
Size of room 3,000  6,000  2,600 mm
Distances between 100, 300, 500, 1,000,
microphone and speaker 1,200, 2,000, 2,700,
3,000, 4,000 mm
Distances between 250, 500 mm
microphone and wall
ここで，Lは平均の計算に用いたフレーム数を示す．最後に式 (4.6)により，kが閾
値 "以上の場合は観測した音声信号が近接話者によるものと判別し，それ以外の場
合は観測した音声信号が遠隔話者によるものと判別する．
r =
(
Close talker ("  k)
Distant talker (otherwise)
; (4.6)
ここで，rは近接/遠隔話者判別の結果を表す．
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表 4.3 収録条件 (会議室)
Reverberation time T[60]=600 ms
Size of room 8,300  6,800  2,700 mm
Distances between 100, 300, 500, 1,000, 1,200,
microphone and speaker 2,000, 2,700, 3,000, 4,000,
5,000 mm
Distances between 250, 500, 3,350 mm
microphone and wall
表 4.4 収録条件 (エレベータホール)
Reverberation time T[60]=850 ms
Size of room 9,300  6,300  2,700 mm
Distances between 100, 300, 500, 1,000, 1,200,
microphone and speaker 2,000, 2,700, 3,000, 4,000,
5,000 mm
Distances between 250, 500, 3,000 mm
microphone and wall
4.3. 評価実験
背景雑音のない 4種類の異なる残響環境において，ある距離を境界として発話毎
にその発話が近接話者によるものかどうかを判別する評価実験を行い，様々な判別
境界での提案法の判別精度と計算時間を評価した．
4.3.1 実験条件
本実験ではまず，防音室，研究室，会議室，エレベータホールの 4つの異なる残
響環境において，マイクロホンからスピーカまでの距離と，マイクロホンから壁ま
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表 4.5 評価に用いたクリーン音声
Sampling frequency 8 kHz
Quantization 16 bits
Number of speakers 104 (52 females, 52 males)
Total utterances 1,001
Eleven Japanese digits:
Vocabularies \ichi," \ni," \san," \yon,"
\go," \roku," \nana," \hachi,"
\kyu," \zero," and \maru."
表 4.6 提案法の分析条件
Frame length N 512 samples
Frame shift h 80 samples
Window function Hamming
Number of order for LP p 10
Threshold " 0  20 in steps of 0.01
での距離をそれぞれ変更し，インパルス応答を計測した．表 4.14.4にそれぞれの
環境における収録条件を示す．収録にはマウスシミュレータ (Bruel & Kjr, Type
4227)を使用し，人の発話の放射特性を模擬した．マウスシミュレータはマイクロホ
ンの方向に向けて配置した．インパルス応答はサンプリング周波数 48 kHz, 量子化
ビット数 16 bitsで収録を行った後，8 kHzにダウンサンプリングを行った．
また音声信号として，CENSREC-1-C[88]に収録されているクリーン音声を使用
した．表 4.5に評価に用いたクリーン音声の条件を示す．各発話は 17桁の数字で
構成され，話者毎に 910回の発話を行った．収録は防音室内でヘッドセットマイ
クロホン (SENNHEISER, HMD25)を用いて行われた．これらの音声は発話区間の
正解ラベルが手動で与えられている．
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表 4.7 従来法の分析条件
Number of order for pre-whitening P 12 samples
Number of order for LP L 2,000 samples
Number of delay D 240 samples
以上のクリーン音声とインパルス応答とを畳み込むことで，様々な距離において
発話された音声信号を模擬し，評価を行った．表 4.6は提案法による分析の条件を
示す．提案法における線形予測残差の尖度の計算は，前段の発話区間検出が適切に
実行された条件となる発話区間のみを用いて行った．
提案法の判別性能は近接音声を遠隔音声と誤った割合である誤棄却率 (False Re-
jection Rate, FRR)と遠隔音声を近接音声と誤った割合である誤受理率 (False Ac-
ceptance Rate, FAR)の 2つの指標により評価した．FRRとFARは式 (4.7), (4.8)に
より計算される．
FRR =
NFR
Nclose
 100; (4.7)
FAR =
NFA
Ndist
 100; (4.8)
ここで，Ncloseは近接発話の総数を，Ndistは遠隔発話の総数を，NFRは遠隔発話と
誤って判別された近接発話の数を，NFAは近接発話と誤って判別された遠隔発話の
数を示す．FRRと FARはトレードオフの関係にあり，式 (4.6)における閾値 "に依
存して結果が異なるため，表 4.6に示す様々な "における FRRと FARから描いた
ROC(Receiver Operating Characteristic)曲線により提案法を評価した．
また，提案法の計算時間を評価した．計算時間は，発話区間検出後の処理に要し
た計算時間を処理フレーム数で除算し，全ての試行における平均を求めることで評
価した．本実験ではCPU Core i5-560M 2.67 GHz，メモリ 4 GbytesのノートPCを
使用し，提案法の実装にはC++を用いた．
本実験は背景雑音のない条件のため，従来法として前処理に雑音抑圧を行わない
鎌土らの方法 [36]の判別性能と計算時間を評価し，提案法との比較を行った．従来
法は表 4.7に示す条件で分析を行い，その他の条件は提案法と同じである．
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4.3.2 実験結果
図 4.3は各環境における提案法の FRRと FARを示す．図中の各線は，近接話者
と遠隔話者とを判別する境界となる距離を示し，各距離よりも近い距離で発話され
た音声を近接発話とした．また表 4.8，4.9はそれぞれ従来法と提案法の，判別の境
界となる距離毎の FRRと FARが等しくなる値である等誤り率 (Equal Error Rate,
EER)を示す．図 4.3及び表 4.8，4.9より，防音室における提案法の判別性能は他の 3
つの環境に比べて低いことがわかる．また表 4.10は，表 4.8，4.9の研究室，会議室，
エレベーターホールにおける従来法と提案法の等誤り率の平均を判別の境界となる
距離毎に求めた結果を示す．表 4.10より，会議室やエレベータホールなどの一般的
な残響環境下では，判別の境界が 300 mm未満の場合は提案法の誤りは従来法より
も多いが，500 mm以降では提案法の誤りは従来法よりも少なく，特に 1,0002,000
mmの場合，誤りを約 11 %低減していることがわかる．以上の結果から，音声信号
の線形予測残差の尖度は，一般的な残響環境下において特に 1,0002,000 mmを境
界とした近接話者と遠隔話者との判別に有効な特徴であることが確認できた．
表 4.11は従来法と提案法の処理時間を示す．提案法は 1サンプルあたりの計算時
間が従来法の約 1万分の 1であり，さらにフレーム毎の処理時間もサンプリング間
隔より短いため，提案法は容易に実時間処理を実現可能であることが確認できた．
以上の結果から，提案法は一般的な残響環境下において，単一のマイクロホンで
受音した音声から特に 1,0002,000 mmを境界として近接話者と遠隔話者を実時間
で高精度に判別できることを確認できた．
4.3.3 考察
図 4.4は式 (4.9)により計算した各環境におけるマイクロホンから話者までの距離
毎の平均尖度 kの平均 kall(ds)とその標準偏差を示す．
kall(ds) =
1
SDwU
UX
u=1
DwX
dw=1
SX
s=1
k(s; ds; dw; u); (4.9)
ここで，k(s; ds; dw; u)は話者 s，話者までの距離 ds，壁までの距離 dw，発話 uにお
いて式 (4.5)により計算した平均尖度を，Sは話者の総数を，Dwは壁までの距離の
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図 4.3 各環境における様々な判別境界の FRRと FAR
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表 4.8 各環境における従来法の等誤り率
Discrimination Soundproof Laboratory Conference Lift station
boundaries room room
300 mm 4.8 % 5.9 % 4.0 % 4.8 %
500 mm 7.2 % 15.2 % 11.3 % 11.6 %
1,000 mm 23.4 % 20.2 % 15.0 % 15.3 %
2,000 mm 30.6 % 25.4 % 22.1 % 25.2 %
3,000 mm - 29.2 % 27.5 % 30.3 %
4,000 mm - 27.6 % 25.5 % 32.1 %
表 4.9 各環境における提案法の等誤り率
Discrimination Soundproof Laboratory Conference Lift station
boundaries room room
300 mm 33.9 % 12.7 % 16.1 % 13.3 %
500 mm 30.9 % 10.0 % 12.2 % 11.2 %
1,000 mm 25.3 % 7.8 % 8.7 % 9.0 %
2,000 mm 17.1 % 11.0 % 10.5 % 10.4 %
3,000 mm - 20.5 % 17.5 % 18.3 %
4,000 mm - 24.9 % 19.6 % 21.0 %
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表 4.10 研究室，会議室，エレベーターホールにおける従来法と提案法の等誤り率
の平均
Discrimination Conventional Proposed
boundaries method method
300 mm 4.9 % 14.0 %
500 mm 12.7 % 11.1 %
1,000 mm 16.8 % 8.5 %
2,000 mm 24.2 % 10.6 %
3,000 mm 29.0 % 18.8 %
4,000 mm 28.4 % 21.8 %
表 4.11 処理時間
Conventional method 10.721 ms/sample
Proposed method 0:0702 ms=frame
80 sample
= 0:0009 ms=sample
Sampling interval 0.125 ms/sample
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図 4.4 各環境における話者までの距離毎の平均尖度 kall(ds)と標準偏差
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総数を，U は各話者毎の発話の総数を示す．防音室は他の環境に比べて距離が離れ
ることに伴う尖度の低下が少ないことがわかる．これは，マイクロホンと話者の距
離が離れることによる直接音対間接音比の低下が，防音室の様な低残響環境では一
般的な残響環境と比較して少ないためである．そのため，防音室の FARと FRRが
他の環境と比較して低下したと考えられる．以上の結果から，提案法は無響室や防
音室などの低残響環境下では，近接話者と遠隔話者とを判別することが困難である
といえる．
また図 4.4 (b)(d)より，研究室，会議室，エレベータホールの 3つの異なる残響
環境の距離毎の尖度の平均は，概ね同じ値であることが確認できる．さらに尖度の
平均は，1001,000 mmでは急に減少し，それよりも遠い距離では緩やかに減少す
ることが確認できる．そして尖度の標準偏差は，距離が近いほど大きく，遠いほど
小さくなることが確認できる．以上の傾向から線形予測残差の尖度は，一般的な残
響環境下 (T[60] = 450  850 ms)では，話者までの距離を推定することは困難である
が，特に 1,0002,000 mmを境界とした近接話者と遠隔話者の判別に対しては有効
な特徴であるといえる．
また図 4.5は，式 (4.10)，(4.11)により計算した各環境における話者毎の kの平均
k(s; ds)の平均 kspeaker(ds)とその標準偏差を示す．
k(s; ds) =
1
DwU
UX
u=1
DwX
dw=1
k(s; ds; dw; u); (4.10)
kspeaker(ds) =
1
S
SX
s=1
k(s; ds): (4.11)
図 4.5から，マイクロホンと話者との距離が近い場合に，kspeaker(ds)の標準偏差が
大きく，図 4.4と同様の傾向を示していることがわかる．この結果から，線形予測
分析により推定された残差信号は，発声の無声化しやすさなどの発話の話者性に依
存して声帯の振動に対応する周期的な強いピークを持つ場合や，持たない場合があ
ると考えられる．そのため，図 4.4 においてマイクロホンと話者との距離が近い場
合に，尖度の分散が大きくなったと考えられる．そして，提案法による近接話者と
遠隔話者との判別精度をさらに向上するためには，話者の発話の様式に頑健に残響
の影響の大きさを推定可能な方法を検討する必要があると考えられる．
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図 4.5 各距離における話者毎の平均尖度 k(s; ds)の平均 kspeaker(ds)と標準偏差
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そして図 4.6 (a)(c)に研究室，会議室とエレベータホールにおける壁からの距離
毎の等誤り率を示す．図中の各線は，マイクロホンと部屋の壁までの距離を，縦軸
は等誤り率を，横軸は近接話者と遠隔話者とを判別する境界となる距離を示す．図
4.6より，判別の境界が 1,000 mm以下の場合は壁までの距離が近いほど等誤り率が
小さく，判別の境界が 2,000 mm以上の場合は壁までの距離が遠いほど等誤り率が
小さい傾向であり，判別の境界が 1,0002,000 mmの場合は壁までの距離毎の等誤
り率の差が小さいことが確認できる．この傾向から，提案法は 1,0002,000 mmを
境界とした場合，等誤り率が低いことに加えて，室内のマイクロホンの配置に頑健
に近接話者と遠隔話者とを判別できると考えられる．
以上の結果から提案法は，背景雑音のない一般的な残響環境下において，単一の
マイクロホンのみを用いて特に 1,0002,000 mmを境界として近接話者と遠隔話者
をマイクロホンの配置にも頑健に，実時間で判別できることを確認した．ハンズフ
リー音声インタフェースなどの応用においては，単一のマイクロホンを用いた従来
のVAD法では，マイクロホンから離れた位置の不要な話者の発話を検出し誤動作を
行う可能性がある．提案法はそのような不要な話者の発話を棄却することが可能と
なる．そのため例えば美術館や博物館における音声対話型の案内システムといった，
背景雑音の少ない環境で発話単位の音声を用いるハンズフリー音声インタフェース
などの応用において提案法は有効であると考えられる．
最後に，今後の課題について述べる．今後はまず，判別のための最適な閾値を決
定する必要がある．また，実環境に存在する空調機などの背景雑音に頑健な方法を
検討する必要がある．背景雑音に対応するためには，文献 [37]のように雑音抑圧法
を前処理として用いる方法や，背景雑音も考慮した特徴量の抽出を行う方法など，
様々な方法が考えられるため，それらのいずれが最適かを検討する必要がある．そ
して，テレビ会議システムなどの実時間性が必要な応用においてはフレーム毎の判
別が必要となる．線形予測残差の尖度は声帯振動を伴わない音声区間や分析フレー
ム内に複数の音素が存在する場合，正しく計算できない可能性があるため入力音声
に応じてフレーム長を可変とするなど，フレーム毎に近接/遠隔話者を判別可能な方
法を検討する必要がある．
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4.4. まとめ
音声インタフェースやテレビ会議システムには，ユーザ以外の話者が発した音声
が雑音として混入する問題がある．本章では所望の音声と不要な音声を判別するた
めに，所望の話者がマイクロホンから一定の距離内に存在すると仮定し，単一のマ
イクロホンのみで観測した音声信号の線形予測残差の尖度に基づいて近接/遠隔話者
を判別する方法を提案した．提案法の判別性能と計算時間を評価するために，4種
類の異なる残響環境下における評価実験を行った．評価実験の結果，提案法は一般
的な残響環境下 (T[60] = 450  850 ms)において判別の境界を 1,000 mmとした場
合に，10 %以下の等誤り率で近接話者と遠隔話者とを判別可能であることを確認し
た．また，従来法では実時間処理が困難であるのに対し，提案法はフレーム毎の処
理時間がサンプリング間隔より短く，実時間処理が可能であることを確認した．
今後の課題として，判別のための最適な閾値の決定，背景雑音に頑健な方法の検
討，及びフレーム毎に判別可能な方法の検討がある．
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第5章 結論
5.1. 本博士論文のまとめ
誰もが安全・安心・快適に暮らせる社会を実現する上で，防犯カメラで取得した
映像情報から危機を自動検知する技術や，マイクロホンで取得した音声情報を用い
て機器を操作する音声インタフェースの実現は必要不可欠である．これらの様々な
センサで収集した信号から有用な情報を抽出する技術において，音源の位置情報は
有用である．しかし，従来の音源位置推定法は単一・複数のマイクロホンを用いる
いずれの方法でも，実環境で高精度かつ実時間で処理することが困難であった．そ
こで，本論文では単一・複数のマイクロホンのそれぞれについて高精度かつ実時間
で音源位置を推定可能な方法を検討した．
本論文ではまず，音源位置推定法の基礎として，複数のマイクロホンを用いた音
源位置推定法の原理と，従来法として 2D-MUSIC法とマルチチャンネル 2D-CSP法
について述べ，その問題点として一定の分解能で離散化された空間の各点について
周波数毎に処理を行う必要があるため実時間処理が困難であることを指摘した．ま
た，複数のマイクロホンを用いた音源位置推定法の従来の計算量低減法として，遺
伝的アルゴリズムを用いた方法について述べ，その問題点として初期値などの乱数
に依存した処理により，推定精度が低下することや収束に必要な計算時間が一定で
はないことを指摘した．また，従来の単一のマイクロホンを用いた近接/遠隔話者
判別法について，マルチステップ線形予測を用いた方法について述べ，その問題点
として数千次の次数による線形予測分析により実時間処理が困難であることを指摘
した．
以上の問題点を解決し高精度な実時間音源位置推定法を実現するため，本論文で
は次の方法を提案した．まず，複数のマイクロホンを用いた音源位置推定において
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実時間で高精度な推定を実現するために，空間・周波数の 2つの領域において異なる
空間分解能を組合わせる多重解像度走査法に基づく音源位置推定法を提案した．提
案法の音源位置推定精度と計算時間を評価するため，拡散性雑音の存在する会議室
において評価実験を行った．評価実験の結果，空間・周波数領域多重解像度走査は
従来法と同程度の推定精度で計算量を約 95 % 削減し，実時間音源位置推定を実現
可能であることを確認した．
そして，単一のマイクロホンを用いた近接/遠隔話者判別において実時間で高精度
な推定を実現するために，音声の線形予測残差の尖度を用いた近接/遠隔話者判別法
を提案した．この方法は10次程度の線形予測分析により判別を行えるため，数千次の
次数による線形予測分析が必要な従来法と比較して計算量を低減できる特長を持つ．
提案法の判別性能と計算時間を評価するために，4種類の異なる残響環境下における
評価実験を行った．評価実験の結果，提案法は一般的な残響環境下 (T[60] = 450  850
ms)において判別の境界が 500 mmよりも遠い場合に，従来法よりも高精度に近接/
遠隔話者を判別可能であり，特に判別の境界が 1,0002,000 mmでは，従来法より
も誤りを約 11 %低減できた．また，従来法では実時間処理が困難であるのに対し，
提案法はフレーム毎の処理時間がサンプリング間隔より短く，実時間処理が可能で
あることを確認した．
以上の結果から，単一・複数のマイクロホンを用いた音源位置推定において，そ
れぞれ音声の線形予測残差の尖度を用いた近接/遠隔話者判別法と空間・周波数領域
多重解像度走査を用いた音源位置推定法によって，高精度かつ実時間で音源位置を
推定できることを確認できた．
5.2. 今後の課題
本論文で提案した方法により，単一・複数のマイクロホンを用いたいずれの場合
でも高精度かつ実時間で音源位置を推定できることを確認した．しかし，実環境に
おいてさらに高精度に音源位置を推定するためには，以下の検討すべき課題がある．
1. フレーム毎に音源位置を推定可能な方法の検討
2. 複数音源も推定可能な方法の検討
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3. 高雑音環境下における音源位置推定精度の低下
1.の課題は，テレビ会議システムなどの特に実時間性が必要な応用において検討
する必要がある．この課題を解決するためには，音源の周波数特性を考慮した重み
付け [89, 90]を行うなど，短い信号区間でも高精度に推定可能な方法を検討する必
要がある．
2.の課題に対しては，音声のスパース性 [91, 92, 93]を利用するなど時間-周波数
ビン毎に音源位置を推定する方法や，Frequency band selection法 [94]のように音源
位置を推定し，推定結果から支配的な音源を取り除く処理を繰り返すことで複数の
音源位置を推定する方法への拡張を検討する必要がある．
3.の課題に対しては，文献 [37]のように雑音抑圧法を前処理として用いる方法や，
文献 [95]のように雑音の影響も考慮したモデル化を行う方法など，様々な方法が考
えられる．そのため，前述のいずれが最適かを検討する必要がある．
上記の課題を解決するために今後も引き続き研究を行い，どのような環境でも頑
健に音源位置を推定可能な方法を確立することで，より安全・安心・快適な社会の
実現に僅かでも貢献できれば幸いである．
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