We present numerical simulations of three-dimensional thermal convective flows in a cubic cell at high Rayleigh number using thermal lattice Boltzmann (LB) 
Introduction
Thermal convective flows occur ubiquitously in nature and has wide applications in industry [1, 2] . An in-depth understanding of the complex transport mechanism in thermal convective flows requires powerful experimental and computational tools. Over the past three decades, the lattice Boltzmann (LB) method has attracted broad interest in computational fluid dynamics and numerical heat transfer communities due to its ability to simulate complex flows, as well as easy implementation on various parallel programming platforms [3, 4, 5, 6] .
The early effort to construct LB model for thermal convective flows focused on energy-conserving LB models, where fluid density, velocity, and temperature are obtained from various moments of the distribution function f i [7, 8, 9] .
Compared with the LB model for isothermal flows, a larger set of discrete velocities was adopted to obtain the evolution equation of temperature. However, due to the spurious coupling between shear and energy modes, it was observed that the energy-conserving LB models suffer severe numerical instability issue [10] . To avoid this issue, an alternative approach is to treat the temperature as a passive scalar when the viscous heat dissipation and compression work done by the pressure are negligible. As a result, the temperature field is governed by a convection diffusion equation (CDE), and one may either use a hybrid scheme or a double distribution function (DDF) scheme to obtain the temperature.
In both schemes, conventional isothermal LB model is adopted to solve fluid flows, which is essentially governed by the Navier-Stokes equations at macroscopic level. The difference between the hybrid scheme and the DDF scheme is that, the finite difference (FD) method is adopted to solve the target tem-perature CDE in the hybrid scheme, while an additional distribution function for the temperature field is introduced in the DDF scheme. In the LB-FD hybrid scheme, implementing temperature boundary condition is nontrivial, since boundary nodes will not overlap for flow and temperature fields. Specifically, the FD method requires implementing temperature boundary condition at the fluid-solid interface, while the LB model adopts popular half-way bounce-back scheme to mimic no-slip velocity boundary and it requires implementing velocity boundary condition half-lattice off the fluid-solid interface [11] .
For the above reasons, the DDF scheme based LB models have been widely adopted to simulate thermal convective flows. The early work of Shan [12] employed a two-component LB model where one component represents the motion of the fluid and the other component simulates a passive temperature field. Guo et al. [13] constructed a thermal LB model based on incompressible LB model to reduce compressibility errors. Through Chapman-Enskog analysis, the incompressible Navier-Stokes equations under the Boussinesq assumption as well as the CDE for temperature can be obtained. Recently, Chai and Zhao [14] modified equilibrium distribution function and used an additional source term to recover the CDE. Huang and Wu [15] proposed to remove the deviation term in the corresponding macroscopic CDE via treating the divergence-free velocity field as a source term in the LB equation. In addition to isotropic diffusion problems, efforts have been taken to solve anisotropic CDEs via adopting the tworelaxation-time (TRT) collision operator (e.g., the previous work of Ginzburg [16] ) and multiple-relaxation-time (MRT) collision operator (e.g., the previous work of Rasin et al. [17] , Yoshida and Nagaoka [18] , Huang and Wu [19] ). By adjusting the relaxation rates in the MRT relaxation matrix, isotropy for the fourth-order error term in corresponding macroscopic CDE can be attained.
Wang et al. [20] simulated the incompressible thermal flows in two-dimensional (2D) square cavity under the Boussinesq approximation. Contrino et al. [21] then used the same approach to simulate thermally driven 2D square cavity at high Rayleigh number, and they provided results of benchmark qualities.
In this work, we proposed a three-dimensional (3D) double distribution func-tion (DDF) based LB model to simulate thermal convective flows. A D3Q19 model for the Navier-Stokes equations to simulate fluid flows and a D3Q7 model for the convection-diffusion equation to simulate heat transfer were adopted. To ensure the stability of the numerical model, relaxation parameters were adjusted to enforce fourth-order accuracy of the thermal model [22, 23] . With this thermal LB model, we simulated the following two types of thermal flows: one is thermal flows in a cubic cell with differentially heated vertical walls, the other is Rayleigh-Bénard convection in a cubic cell heated from the below and cooled from the above. It should be noted that both flow configurations have been adopted as canonic flow systems for studying thermal flows. Here we aim to provide benchmark quality results for thermal convective flows in the cubic cell.
The rest of the paper is organized as follows: In Section 2, we first present the 
Numerical method

Mathematical model for incompressible thermal flows
In incompressible thermal flows, temperature variation will cause density variation, thus resulting in buoyancy effect. Following the Boussinesq approximation, the temperature can be treated as a passive scalar and its influence to the velocity field is realized through the buoyancy term. The viscous heat dissipation and compression work due to pressure are therefore neglected. All the transport coefficients are assumed to be constants. Then, the governing equations can be written as
where u, p, and T are the fluid velocity, pressure and temperature, respectively.
ρ 0 and T 0 are reference density and temperature, respectively. ν, β T and κ are the kinematic viscosity, thermal expansion coefficient and thermal diffusivity, respectively. g is the gravity value, andẑ is unit vector in the vertical direction.
With the scalings
Then, Eq. 1 can be rewritten in dimensionless form as
The LB model for fluid flows
In the LB method, to solve Eqs. 1a and 1b, the evolution equation of density distribution function is written as
where f i is the density distribution function. x is the fluid parcel position, t is the time, δ t is the time step. e i is the discrete velocity along the ith direction.
For the three-dimensional D3Q19 discrete velocity model, e i can be given as 
In the above, c = δ x /δ t is the lattice constant. For simplicity, we adopt c = 
Choose the equilibrium distribution function as f
where the weights are ω 0 = 1/3, ω 1−6 = 1/18, ω 7−18 = 1/36. Then, the equi-librium moments m (eq) are
The relaxation matrix is
where the relaxation parameters are given as 
and the term MF is [24, 25] 
where F = gβ T (T −T 0 )ẑ. The macroscopic density ρ and velocity u are obtained
The no-slip velocity boundary conditions at the wall can be realized by the half-way bounce-back boundary scheme as
where f + i (x f , t) is the post collision value of the distribution function, fī(x f , t) is the distribution function associated with the velocity eī = −e i .
The LB model for heat transfer
To solve Eq. 1c, the evolution equation of temperature distribution function is written as
where g i is the temperature distribution function. For the three-dimensional D3Q7 discrete velocity model, e i can be given as e 0 , e 1 , e 2 , e 3 , e 4 , e 5 , e 6 = c
N is a 7 × 7 orthogonal transformation matrix, and it is given by 
Choose the equilibrium distribution function as g
where the weights are ω 0 = (1 − a T )/7, ω 1−6 = (6 + a T )/42. Then, the equilibrium moments n (eq) are
where a T is a constant. The relaxation matrix is given by Q = diag(0, q κ , q κ , q κ , q e , q ν , q ν ).
The thermal diffusivity κ is determined from the relaxation parameter q κ as
To achieve the isotropy of the fourth-order error term, Dubois et al. [22] proposed the following relationships for the relaxation parameters in D3Q7 model:
From Eq. 18, we have
If and only if we take a special value of q κ as
then q ν in Eq. 19 becomes a constant independent of a T , which is
With Eq. 21, we can determine q e form Eq. 17 as
In short, we have q κ = 3 − √ 3, q e = q ν = 4 √ 3 − 6 and a T = 42 √ 3κ − 6. The macroscopic temperature T is obtained from
The Dirichlet boundary conditions for constant temperature can be realized by the half-way anti-bounce-back boundary scheme as [26] gī(x f , t + δ t ) = −g
where T w is the wall temperature. The Neumann boundary conditions for adiabatic temperature can be realized by the half-way bounce-back scheme as
Laminar thermal convection in vertical convection (VC)
The flow configuration for the vertical convection cell is shown in Fig. 1 . 
where u 2 denotes L 2 norm of u. To provide quantitative results, we first measure some hydrodynamic quantities, including the maximum horizontal velocity v max at the vertical centerline of the midplane (e.g., y = 0.5 line at x = 0.5 plane), and its corresponding location z; the maximum vertical velocity w max at the horizontal centerline of the midplane (e.g., z = 0.5 line at x = 0.5 plane), and its corresponding location y. In addition, we calculate the total kinetic energy E of the system as
where Ω is the entire flow domain. The convergence behaviors of these hydrodynamic quantities are tabulated in Table 1 . We also provide existing data as comparison, such as Fusegi et al. [28] using control-volume based finite different method with strongly implicit scheme to accelerate convergence; Tric et al. [29] using pseudo-spectral Chebyshev algorithm based on the projection-diffusion method; Wang et al. [30] using discrete unified gas-kinetic scheme; Chen et al.
[31] using high-order simplified thermal lattice Boltzmann method. It should be noted that in the work of Tric [29] , the velocity is normalized by κ/L 0 , as opposed to √ gβ T L 0 ∆ T adopted in the present work, thus values of velocity u in their work have been divided by √ Ra · Pr for the convenience of direct comparison. In addition, in the work of Fusegi et al. [28] , Wang et al. [30] , and Chen et al. [31] , the hot and cold walls are set at x = 1 and x = 0 planes, respectively; in the work of Tric et al. [29] , the hot and cold walls are set at y = 0.5 and y = −0.5 planes, respectively. These geometry settings are not identical with present work, where the hot and cold walls are set at y = 0 and y = 1, respectively. Thus, the values of the velocity components and its corresponding position have also gone through coordinate transformation. We then measure Nusselt numbers to quantify the heat transfer process. We consider the mean Nusselt number Nu mean at the x = 0.5 midplane along the hot wall (y = 0) and the cold wall (y = 1); the overall Nusselt number Nu overall along the hot and cold walls. Here, Nu mean (x) and Nu overall are defined as
The convergence behavior of these Nusselt numbers are tabulated in Table 2 . In Tables 1 and 2 , the results given by Wang et al. [30] at Ra = 10 7 were time-averaged quantities, indicating their simulations did not converge to steady states; while Tric et al. [29] and Chen et al. [31] mentioned natural convection in such a configuration enters unsteady flow regime at Rayleigh number beyond 10 7 . Here, we present convergence histories of velocity u in Fig. 3 . With the present LB model and the three mesh sizes of 129 3 , 161 3 and 257 3 , our simulations were able to reach residual errors down to 10 −9 ; similar convergence histories of temperature T were also observed, but not shown here for clarity.
It is worth mentioning in numerical investigations, the bifurcation critical number depends on the formulation, numerical method, and choice of grid. Even for the canonical lid-driven cavity problem that only considers incompressible isothermal flows, different researchers presented various first bifurcation critical
Reynolds numbers [27, 32] . We further show the y variation of the Nusselt number averaged over x-z plane in Fig. 4 . Here, the x-z plane averaged Nusselt number is defined as
We can see from Fig. 4 , the Nusselt number oscillates near the hot or cold walls (y = 0 or y = 1), which is due to lack of mesh resolution. When increasing mesh sizes, the amplitude of this small variation will decrease, and the Nusselt number will converge to a constant. Since the lattice Boltzmann method intrinsically solves weakly compressible Navier-Stokes equations, to directly quantify the compressibility effect, we then compute the root-mean-square (rms) density fluctuation and the rms velocity divergence as
We can see from Table 3 To measure global strength of the convection, the Reynolds number based on root-mean-square velocity is defined as [34, 35] 
where · V,t denotes an ensemble average over the whole cell and over time. To measure global heat transport, the volume average Nusselt number (Nu vol ) is calculated as [36, 37] Nu vol = 1 +
Meanwhile, since no-slip velocity is imposed on the top and bottom walls, the average Nusselt number over top and bottom walls can be calculated as
where · top and · bottom denotes an ensemble average over the top and bottom walls, respectively. Based on the Grossmann-Lohse (GL) theory of turbulent heat transfer [38, 39] , we can also define another two Nusselt numbers as Nu kin = 1 + √ RaPr ε u V,t and Nu th = √ RaPr ε T V,t , where the kinetic and thermal energy dissipation rates are given by 
. From Table 5 , we can see that grid spacings satisfy max (∆ g /η, ∆ g /η B ) ≤ 0.52, which ensures the spatial resolution. In addition, the time intervals are ∆ t ≤ 0.00145τ η , thus guaranteeing adequate temporal resolution. However, such a fine temporal resolution is the result of intrinsic defects in LB time marching scheme, the small time steps was not adopted on purpose. Specifically, the Courant-Friedrichs-Lewy (CFL) number in LB method can be calculated as Table 5 , we also estimate the number of grid points within the thermal boundary layer, where N BL ≈ H/(2Nu) [42] . We can see around 8 nodes are used within the thermal boundary layers in all the cases. 
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In addition to statistically averaged Reynolds and Nusselt numbers, we show instantaneous flow and temperature structures in Fig. 6 . We can observe hot and cold plumes in mushroom-like shape detaching from both the top and bottom thermal boundary layers of the cell. In addition, the maximum absolute value of vertical velocity is higher at Pr = 0.7 ( Fig. 6c) compared with that at Pr = 7 (Fig. 6d) , indicating stronger motion of upward and downward moving fluids at lower Prandtl number. Fig. 7 further presents logarithmic kinetic energy dissipation fields and logarithmic thermal energy dissipation fields. Since rising and falling thermal plumes are associated with large amplitudes of both kinetic and thermal energy dissipation rates, intense dissipations occur almost in regions with higher or lower temperature. The PDFs of kinetic and thermal energy dissipation rates obtained over the whole cell are shown in Fig. 8 . All data have been normalized with respect to their root-mean-square values, where (ε u ) rms = ε 2 u V,t and (ε T ) rms = ε 2 T V,t . At the same Rayleigh number, decreasing the Prandtl number (e.g., Fig. 8b versus Fig. 8a, and Fig. 8d versus Fig. 8c ) leads to flatter tails of the PDFs; at the same Prandtl number, increasing the Rayleigh number leads to more extended tails of the PDFs. These trends generally agree with that in 2D square RB cells [35] and 3D cylindrical RB cells [43] , and can be explained by the positive correlations between increasing Reynolds number and increasing small-scale intermittency of dissipation fields. 
Conclusions
In this work, we have presented three-dimensional LB simulations of thermal 
