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Stopping criterion
Weprovide anupperbound for thenumberof iterationsnecessary to
achieve a desired level of accuracy for the Ando–Li–Mathias [Linear
Algebra Appl. 285 (2004) 305–334] and Bini–Meini–Poloni [Math.
Comput. 79 (2010) 437–452] symmetrization procedures for com-
puting the geometric mean of n positive definite matrices, where
accuracy is measured by the spectral norm and the Thompson met-
ric on the convex cone of positive definite matrices. It is shown that
the upper bound for the number of iterations depends only on the
diameter of the the set of n matrices and the desired convergence
tolerance. A striking result is that the upper bound decreases as n
increases on any bounded region of positive definite matrices.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The geometric mean of two positive definite matrices A and B is defined by
A# B = A1/2(A−1/2BA−1/2)1/2A1/2
and is regarded as the unique positive definite solution of the Riccati equation XA−1X = B [10]. In
the Riemannian manifold of positive definite matrices equipped with the trace Riemannian metric
ds = ‖A−1/2dA A−1/2‖2 =
(
tr(A−1dA)2
)1/2
, where ‖ · ‖2 denotes the Frobenius norm, the curve
t → A#t B := A1/2(A−1/2BA−1/2)tA1/2 is the unique geodesic line between A and B and its geodesic
middle (midpoint) A#1/2 B is the geometric mean of A and B [9,3–5,10]. The geometric mean A# B
E-mail address: ylim@knu.ac.kr
0024-3795/$ - see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2010.12.013
Y. Lim / Linear Algebra and its Applications 434 (2011) 1884–1892 1885
also appears as a midpoint of the Thompson metric, which is obtained from the Finsler structure of
spectral norms at each tangent space [15,12], given by
d(A, B) = max{logM(A/B), logM(B/A)} = ‖ log A−1/2BA−1/2‖ (1.1)
where ‖ · ‖ denotes the operator norm and M(A/B) := inf{λ > 0 : A  λB}, the largest eigenvalue
of B−1/2AB−1/2.
Two recent approaches for extending the two-variable geometricmean of positive definitematrices
to higher order have been given by Ando et al. [2] and Bini et al. [6] via “symmetrizationmethods" and
induction. Let A1, A2, A3 be positive definite matrices. Starting with (A
(0)
1 , A
(0)
2 , A
(0)
3 ) = (A1, A2, A3)
define
(
A
(1)
1 , A
(1)
2 , A
(1)
3
)
= (A1 #t (A2 # A3), A2 #t (A1 #t A3), A3 #t (A1 # A2)),
...(
A
(r+1)
1 , A
(r+1)
2 , A
(r+1)
3
)
=
(
A
(r)
1 #t
(
A
(r)
2 # A
(r)
3
)
, A
(r)
2 #t
(
A
(r)
1 # A
(r)
3
)
, A
(r)
3 #t
(
A
(r)
1 # A
(r)
2
))
.
The ALM and BMP symmetrization procedures are the cases t = 1 and t = 2/3, respectively.
It is shown [6] that the sequences {A(r)i }∞r=0, i = 1, 2, 3, converge to a common limit (depend-
ing on t ∈ (0, 1]), yielding geometric means of 3-positive definite matrices Alm3(A1, A2, A3) and
Bmp3(A1, A2, A3), respectively. Inductively, letting g be either of the n-means Almn or Bmpn and
t ∈ (0, 1], the symmetrization procedure of n + 1-positive definite matrices is defined by
βt(A) = (A1 #t g(Ak =1), A2 #t g(Ak =2), . . . , An+1 #t g(Ak =n+1))
whereA = (A1, . . . , An+1) andAk =i = (A1, . . . , Ai−1, Ai+1, . . . , An+1). Then its iteration βrt (A) =
(A
(r)
1 , . . . , A
(r)
n ) approaches to a common limit limr→∞ A(r)i = X∗ for all i, yielding the n + 1-
geometric mean gˆt(A); in particular we obtain Almn+1(A1, A2, . . . , An+1) with t = 1 and
Bmpn+1(A1, A2, . . . , An+1) with t = nn+1 , respectively. It turns out that the Bmpn+1 mean is much
more computationally efficient than the Almn+1 mean [6].
The main purpose of this paper is to study a stopping criterion for the symmetrization procedures
of the Alm and Bmp geometric means in terms of the spectral norm and the Thompson metric. Given
A = (A1, . . . , An+1) and a convergence tolerance  > 0, consider
Nt() :=min{r : d(A(r)1 , gˆt(A))  },
St() :=min{r : ‖A(r)1 − gˆt(A)‖  }, g ∈ {Almn, Bmpn}.
Our main result is the following.
Theorem 1.1. We have
Nt() 
⎢⎢⎢⎣ log nn−1 + log (A)
log n
n(1−t)+t
⎥⎥⎥⎦+ 1
where (A) = max1i,jn+1{d(Ai, Aj)}, the (Thompson) diameter of {Ai}n+1i=1 . In particular if 1k I 
Ai  kI (the Loewner order) for all i, then
Nt() 
⎢⎢⎢⎣ log nn−1 + log 2 log k
log n
n(1−t)+t
⎥⎥⎥⎦+ 1 and St() 
⎢⎢⎢⎢⎣ log
n
n−1 + log 2 log klog(1+ k )
log n
n(1−t)+t
⎥⎥⎥⎥⎦+ 1.
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We note that the upper bounds of Nt() and St() are decreasing for the variable t ∈ (0, 1] and
also decrease as n increases when A varies over a bounded subset of positive definite matrices or a
fixed order interval [(1/k)I, kI].
2. Thompson metric
Let M(k) be the space of k × k complex matrices with the operator norm ‖X‖, H(k) the space of
k × k complex Hermitian matrices, and P(k) the convex cone of positive definite Hermitian matrices.
The general linear group GL(k,C) acts on P(k) transitively via congruence transformations M(X) =
MXM∗. For X, Y ∈ H(k), we write that X  Y if Y − X is positive semidefinite, and X < Y if Y − X is
positive definite (positive semidefinite and invertible). We primarily employ the Thompson metric d
on P(k) (see (1.1)). Then d is a complete metric on P(k) satisfying
d(At, Bt)  |t|d(A, B) for all t ∈ [−1, 1] and (2.2)
d(A, B) = d(A−1, B−1) = d(MAM∗,MBM∗),M ∈ GL(k,C). (2.3)
The curve t → A#t B := A1/2(A−1/2BA−1/2)tA1/2 is aminimal geodesic from A to B for the Thompson
metric. It is shown in [3,7,11] that
d(A#t B, C #t D)  (1 − t)d(A, C) + td(B,D), t ∈ [0, 1]. (2.4)
We note that the Thompson metric is defined only on the open convex cone P(k) of positive definite
matrices but not on the closed convex cone of positive semidefinite matrices. In fact for B > 0,
d(An, B) → ∞ for any positive definite sequence An converging to a positive semidefinite matrix A
with Det(A) = 0.
Lemma 2.1. For A, B ∈ P(k),
‖A − B‖  (ed(A,B) − 1)‖A‖.
Proof. Let R(A, B) = max{ρ(A−1B), ρ(B−1A)}, where ρ(X) denotes the spectral radius of X. Then
R(A, B) = ed(A,B).By (3.4) of [2],‖A−B‖  (R(A, B)−1)‖A‖ andhence‖A−B‖  (ed(A,B)−1)‖A‖. 
The following properties for the weighted geometric mean A#t B are well-known.
Lemma 2.2. Let A, B, C,D ∈ P(k) and let t ∈ [0, 1]. Then
(1) A#t B = A1−tBt for AB = BA;
(2) (aA)#t (bB) = a1−tbt(A#t B) for a, b > 0;
(3) (Löwner-Heinz inequality) A#t B  C #t D for A  C and B  D;
(4) M(A#t B)M
∗ = (MAM∗)#t (MBM∗) for non-singular M;
(5) A#t B = B #1−t A, (A#t B)−1 = A−1 #t B−1;
(6) (λA + (1 − λ)B)#t (λC + (1 − λ)D)  λ(A#t C) + (1 − λ)(B #t D) for λ ∈ [0, 1];
(7) det(A#t B) = det(A)1−tdet(B)t; and
(8) ((1 − t)A−1 + tB−1)−1  A#t B  (1 − t)A + tB.
For k  2, we set Ik = [ 1k I, kI] = {X > 0 : 1k I  X  kI}.
Lemma 2.3. For each k, Ik is closed under #t-operation for all t ∈ [0, 1].
Proof. Let A, B ∈ Ik. The order-reversing property of the inversion implies (1/k)I = (kI)−1  A−1 
(1/k)−1I = kI. By Lemma 2.2(8), A#t B  (1− t)A+ tB  kI. Applying this to A−1 and B−1,we have
(1/k)I  ((1 − t)A−1 + tB−1)−1  A#t B. 
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3. Alm and Bmp geometric means
An n(n  2)-mean on P(k) is a function g : P(k)n → P(k) satisfying the idempotency law
g(A, A, . . . , A) = A. It is symmetric if it is invariant under all permutations σ of {1, . . . , n}, i.e.,
g(A1, . . . , An) = g(Aσ(1), . . . , Aσ(n)).
TheAlmn andBmpn geometricmeans of npositive definitematrices satisfy the following properties
[2,6]. For A = (A1, . . . , An),B = (B1, . . . , Bn) ∈ P(k)n, σ ∈ Sn a permutation on n-letters, a =
(a1, . . . , an) ∈ Rn++,
(P1) g(A) = (A1 · · · An)1/n if Ai’s commute;
(P2) (Joint homogeneity) g(a · A) = (a1 · · · an)1/ng(A);
(P3) (Permutation invariance) g(Aσ ) = g(A), whereAσ = (Aσ(1), . . . , Aσ(n));
(P4) (Monotonicity) If Bi  Ai for all 1  i  n, then g(B)  g(A);
(P5) (Continuity) g is continuous;
(P6) (Congruence invariance) g(M∗AM) = M∗g(A)M for invertible matrixM;
(P7) (Joint concavity) g(λA+ (1 − λ)B)  λg(A) + (1 − λ)g(B) for 0  λ  1;
(P8) (Self-duality) g(A−1)−1 = g(A);
(P9) (Determinantal identity) Detg(A) = ∏ni=1(DetAi)1/n; and
(P10) (AGH mean inequalities) n(
∑n
i=1 A−1i )−1  g(A)  1n
∑n
i=1 Ai.
Remark 3.1. In [2] and [6], the authors actually obtained a stronger version of (P5) for the Thompson
metric; it is shown that (g = Almn, Bmpn)
R(g(A1, . . . , An), g(B1, . . . , Bn)) 
n∏
i=1
R(Ai, Bi)
1/n,
where R(A, B) = max(ρ(A−1B), ρ(B−1A)) and ρ(X) denotes the spectral radius of X. In terms of the
Thompson metric, we can rewrite it as follows:
(P11) d(g(A1, . . . , An), g(B1, . . . , Bn))  1n
∑n
i=1 d(Ai, Bi).
Proposition 3.2. Let g be an n-mean satisfying (P11). Then
d(g(A), g(B))  1
n2
n∑
i=1
n∑
j=1
d(Ai, Bj) (3.5)
forA = (A1, . . . , An), B = (B1, . . . , Bn) ∈ P(k)n.
Proof. It follows from the idempotency and (P11) that
d(g(A), g(B)) = d(g(g(A), g(A), . . . , g(A)), g(B))  1
n
n∑
i=1
d(g(A), Bi)
= 1
n
n∑
i=1
d(g(A), g(Bi, Bi, . . . , Bi))
 1
n
n∑
i=1
⎛
⎝1
n
n∑
j=1
d(Aj, Bi)
⎞
⎠ = 1
n2
n∑
i=1
n∑
j=1
d(Ai, Bj). 
Definition 3.3. Given a mean g : P(k)n → P(k), we define the barycentric operator β = β(t, g) :
P(k)n+1 → P(k)n+1 by
β(A) := (A1 #t g((Aj)j =1), . . . , An+1 #t g((Aj)j =n+1)),
whereA = (A1, . . . , An+1) ∈ P(k)n+1.
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For r ∈ N0, we let βr(A) =
(
A
(r)
1 , . . . , A
(r)
n+1
)
∈ P(k)n+1. Then A(0)i = Ai and A(r+1)i =
A
(r)
i #t g((A
(r)
j )j =i) for all i.
Set
μn,t := 1 − (n − 1)t
n
, νn,t := 1 − (n − 1)t
n2
.
Then 0 < μn,t < νn,t < 1 for all t ∈ (0, 1] and n  2.
Theorem 3.4. Let g : P(k)n → P(k) be a mean satisfying (P11) and let t ∈ (0, 1]. Then
(βr(A))  νrn,t(A), (3.6)
d(A
(r)
i , A
(r+1)
i )  tνrn,t(A), (3.7)
where (A) = max{d(Ai, Aj) : 1  i, j  n + 1}. If g is symmetric, then
(βr(A))  μrn,t(A), (3.8)
d(A
(r)
i , A
(r+1)
i )  tμrn,t(A). (3.9)
Proof. Let g be an n-mean satisfying (P11) and let t ∈ (0, 1]. We carry out the proof in steps.
Step 1. d
(
A
(r+1)
i , A
(r+1)
j
)
 νn,t
(
A
(r)
1 , A
(r)
2 , . . . , A
(r)
n+1
)
for all 1  i, j  n + 1. Let 1  i = j 
n + 1. By (3.5), we have
d
(
g
((
A
(r)
k
)
k =i
)
, g
((
A
(r)
k
)
k =j
))
(3.5)
 1
n2
∑
1k =in+1
∑
1l =jn+1
d
(
A
(r)
k , A
(r)
l
)
 n
2 − n + 1
n2

(
A
(r)
1 , A
(r)
2 , . . . , A
(r)
n+1
)
.
This together with (2.4) yields
d
(
A
(r+1)
i , A
(r+1)
j
)
= d
(
Ai #t g
((
A
(r)
k
)
k =i
)
, Aj #t g
((
A
(r)
l
)
l =j
))
(2.4)
 (1 − t)d
(
A
(r)
i , A
(r)
j
)
+ td
(
g
((
A
(r)
k
)
k =i
)
, g
((
A
(r)
k
)
k =j
))

(
1 − t + t(n
2 − n + 1)
n2
)
(A
(r)
1 , A
(r)
2 , . . . , A
(r)
n+1) (∗)
=
(
1 − (n − 1)t
n2
)

(
A
(r)
1 , A
(r)
2 , . . . , A
(r)
n+1
)
.
Step 2. 
(
A
(r+1)
1 , A
(r+1)
2 , . . . , A
(r+1)
n+1
)
 νr+1n,t (A). It follows from Step 1

(
A
(r+1)
1 , A
(r+1)
2 , . . . , A
(r+1)
n+1
)
 νn,t
(
A
(r)
1 , A
(r)
2 , . . . , A
(r)
n+1
)
...
 νr+1n,t 
(
A
(0)
1 , A
(0)
2 , . . . , A
(0)
n+1
)
= νr+1n,t (A).
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Step 3. d
(
A
(r)
i , A
(r+1)
i
)
 tνrn,t(A). It follows from the idempotency and Step 2
d
(
A
(r)
i , A
(r+1)
i
)
= d
(
A
(r)
i , A
(r)
i #t g
((
A
(r)
k
)
k =i
))
= d
(
A
(r)
i #t A
(r)
i , A
(r)
i #t g
((
A
(r)
k
)
k =i
))
(2.4)
 (1 − t)d
(
A
(r)
i , A
(r)
i
)
+ t d
(
A
(r)
i , g
(
(A
(r)
k )k =i
))
= td
(
A
(r)
i , g
(
(A
(r)
k )k =i
))
= td
(
g
(
A
(r)
i , A
(r)
i , . . . , A
(r)
i
)
, g
((
A
(r)
k
)
k =i
))
(P11)
 t
n
∑
k =i
d
(
A
(r)
i , A
(r)
k
)
 t
(
A
(r)
1 , A
(r)
2 , . . . , A
(r)
n+1
) (Step 2)
 tνrn,t(A).
This completes the first part of proof.
Next, suppose that g is symmetric. By (P11) and by permutation invariancy, one can easily see that
d(g((A
(r)
k )k =i), g((A
(r)
k )k =j)) 
1
n
d(A
(r)
i , A
(r)
j ). (3.10)
Then (3.8) and (3.9) follow from the preceding Steps 1, 2, and 3 replacing n
2−n+1
n2
by 1
n
in (∗). 
Corollary 3.5 (cf. [6]). Let g : P(k)n → P(k) be a mean satisfying (P11) and let t ∈ (0, 1]. Then the
sequences
{
A
(r)
i
}∞
r=0 , 1  i  n + 1, have a common limit: there exists X > 0 (depending on t, g and
A) such that limr→∞ A(r)i = X for all i, denoted by X = gˆt(A).
Proof. The inequalities in Theorem 3.4 imply that the sequences {A(r)i }∞i=0, 1  i  n+1, are Cauchy
sequences and approach a common limit. 
Remark 3.6. IfA ∈ In+1k , then gˆt(A) ∈ Ik since β(A) ∈ In+1k by Lemma 2.3 and Ik is a closed subset
of P(k).
Remark 3.7. One can check that if g satisfies (Pl) then gˆt also satisfies (Pl), 1  l  11. In particular,
gˆt satisfies all the properties (P1) − (P11) for any t ∈ (0, 1], where g = Almn or g = Bmpn. The
n + 1-geometric means of Almn+1 and Bmpn+1 are defined by
Almn+1(A) = gˆ1(A), g = Almn
Bmpn+1(A) = gˆ n
n+1 (A), g = Bmpn.
Proof of Theorem 1.1. By Theorem 3.4 and the summation formula for geometric series, we have
d(A
(r)
i , gˆt(A)) = d(A(r)i , lim
k→∞ A
(r+k)
i ) = lim
k→∞ d(A
(r)
i , A
(r+k)
i )
 lim
k→∞
(
d(A
(r)
i , A
(r+1)
i ) + d(A(r+1)i , A(r+2)i ) + · · · + d(A(r+k−1)i , A(r+k)i )
)
 lim
k→∞
(
μrn,t + μr+1n,t + · · · + μr+k−1n,t
)
t(A)
= lim
k→∞
(
1 − μkn,t
1 − μn,t
)
μrn,t t(A) =
1
1 − μn,t tμ
r
n,t(A)
= n
n − 1
(
1 − (n − 1)t
n
)r
(A).
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Table 1
The maximum number of iterations needed.
t n = 3 n = 5 n = 10 n = 102 n = 103 n = 105
1 24 17 12 6 4 3
n
n+1 38 24 16 7 5 3
2
3
45 34 28 24 24 24
1
2
65 51 43 38 37 37
Table 2
The maximum number of iterations needed as guaranteed by (3.11).
t n = 3 n = 5 n = 10 n = 102 n = 103
1 108 158 297 3,032 32,471
n
n+1 149 192 328 3,062 32,504
2
3
168 243 452 4,555 48,715
1
2
230 329 608 6,079 64,959
Solving the inequality RHS   for r, we have
Nt() 
⎢⎢⎢⎣ log (n−1)n(A)
log
n(1−t)+t
n
⎥⎥⎥⎦+ 1 =
⎢⎢⎢⎣ log n(A)(n−1)
log n
n(1−t)+t
⎥⎥⎥⎦+ 1.
The remaining part of proof follows from Lemma 2.1, Remark 4.2 and the fact that (Ik) = 2 log k.
Example 3.8. The maximum number of iterations needed as guaranteed by our upper bound is re-
ported in Table 1 for t = 1, n
n+1 ,
2
3
, 1
2
, with  = 10−10 and (A) = 2 log 500.
Remark 3.9. One can see that Theorem 1.1 holds for any symmetricmean g : P(k)n → P(k) satisfying
(P11).
Remark 3.10. A similar upper bound for a non-symmetric mean can be obtained from Theorem 3.4
in the following form
Nt() 
⎢⎢⎢⎢⎣ log
n2(A)
(n−1)
log n
2
n2−(n−1)t
⎥⎥⎥⎥⎦+ 1. (3.11)
But this upper bound increases as n increases. See Table 2 for the maximum number of iterations
needed as guaranteed by (3.11).
4. Non-symmetric means
The following provides a particular method for constructing symmetric means from a
non-symmetric mean.
Theorem4.1. Let g : P(k)n → P(k) be amean satisfying (P11) and let G : P(k)n! → P(k) be a symmetric
mean satisfying (P11). Then the map G ⊗ g : P(k)n → P(k) defined by
(G ⊗ g)(A) = G(g(Aσ1), g(Aσ2), . . . , g(Aσn!))
is a symmetric mean satisfying (P11), where {σi}n!i=1 denotes the permutation group of n!-letters. In par-
ticular, Theorem 3.4, Corollary 3.5 and Theorem 1.1 hold for G ⊗ g.
Proof. Since G is permutation invariant, the map G ⊗ g is well-defined and satisfies (P3). The idem-
potency of G ⊗ g follows from that of G and g. LetA,B ∈ P(k)n. By (P11) for G and g,
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d((G ⊗ g)(A), (G ⊗ g)(B)) = d(G(g(Aσ1), . . . , g(Aσn!)), G(g(Bσ1), . . . , g(Bσn!))
(P11)
 1
n!
n!∑
i=1
d(g(Aσi), g(Bσi))
(P11)
 1
n!
n!∑
i=1
⎛
⎝1
n
n∑
j=1
d(Aσi(j), Bσi(j))
⎞
⎠
= 1
n!
n!∑
i=1
⎛
⎝1
n
n∑
j=1
d(Aj, Bj)
⎞
⎠ = 1
n
n∑
j=1
d(Aj, Bj).
This shows that G ⊗ g satisfies (P11). The remaining part of proof follows from Remark 3.9. 
Remark 4.2. It can be easily checked that G ⊗ g satisfies (Pl) whenever both G and g satisfy (Pl),
1  l = 7  11. However for (P7), we need the extra condition (P4) for G; if g satisfies (P7) and G
satisfies (P4) and (P7), then G ⊗ g satisfies (P7).
Example 4.3. [Non-symmetric geometric means] The Sagae–Tanabe geometric mean of
A = (A1, . . . , An) ∈ P(k)n is defined by
Sn(A) := An # n−1
n
An−1 # n−2
n−1
· · · A3 # 2
3
A2 # A1
where we used the notation An # n−1
n
An−1 # n−2
n−1
· · · A3 # 2
3
A2 # A1 in the usual way:
An # n−1
n
An−1 # n−2
n−1
· · · A3 # 2
3
A2 # A1 = An # n−1
n
(
An−1 # n−2
n−1
· · · A3 # 2
3
A2 # A1
)
although the geometric mean operation is non-associative [14,1]. It satisfies (P1)–(P10) from Lemma
2.2 except the permutation invariancy but with the property (P11) for the Thompson metric. Indeed
by (2.4),
d
(
A3 # 2
3
(A2 # A1), B3 # 2
3
(B2 # B1)
)
 1
3
d(A3, B3) + 2
3
d(A2 # A1, B2 # B1)
 1
3
d(A3, B3) + 2
3
(
1
2
d(A2, B2) + 1
2
d(A1, B1)
)
= 1
3
(d(A3, B3) + d(A2, B2) + d(A1, B1)).
One can show (P11) by using induction.
Junget al. [8] andPálfia [13]have constructed independently ageometricmeanofn-positivedefinite
matrices via the symmetrization procedure γ (A) = (A1 # A2, A2 # A3, . . . , An # A1). It is shown that
the obtained geometric mean satisfies all the properties (P1)–(P10) except permutation symmetry
but with the property (P11) for the Thompson metric.
By Theorem 4.1 and Remark 4.2, Almn! ⊗ g and Bmpn! ⊗ g satisfy all the properties (P1) − (P11),
where g is either of the Sagae-Tanabe mean or the Pálfia mean. Furthermore, Theorem 3.4, Corollary
3.5 and Theorem 1.1 hold for Almn! ⊗ g and Bmpn! ⊗ g.
5. Numerical experiments
Wehave implemented the iterations converging to the Alm and Bmpmeans inMatlab andwe have
run some numerical experiments on a Intel Duo CPU 2.53Ghz computer. To compute matrix pth roots
we used Matlabs built-in mpower function.
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Table 3
The number of iterations need.
n g = Almn g = Bmpn N1() N n
n+1 ()
3 23(t = 1) 4(t = 3
4
) 23 37
5 16(t = 1) 4(t = 5
6
) 16 23
For g ∈ {Almn, Bmpn} and n = 3, 5, we consider gˆt(A1, . . . , An+1), where
A1 =
⎛
⎜⎜⎜⎝
2 −1 0
−1 3 −2
0 −2 2
⎞
⎟⎟⎟⎠ , A2 =
⎛
⎜⎜⎜⎝
2 1 0
1 3 2
0 2 2
⎞
⎟⎟⎟⎠ , A3 =
⎛
⎜⎜⎜⎝
1 0 1
0 10 0
1 0 50
⎞
⎟⎟⎟⎠ ,
A4 =
⎛
⎜⎜⎜⎝
1 0 −1
0 10 0
−1 0 50
⎞
⎟⎟⎟⎠ , A5 =
⎛
⎜⎜⎜⎝
4 −1 3
−1 9 4
3 4 9
⎞
⎟⎟⎟⎠ , A6 =
⎛
⎜⎜⎜⎝
9 −6 0
−6 9 2
0 2 8
⎞
⎟⎟⎟⎠ .
We note that(A1, . . . , A6)  5 for the Thompsonmetric. As a stopping criterion for each computed
mean, we chose
d(A
(r+1)
i , A
(r)
i )  2, (5.12)
with  = 10−10. In Table 3, we report the number of iterations needed. The result shows that our
upper bound is quite accurate for the Alm mean, but rather poor for the Bmp mean.
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