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1Simultaneous Consensus Maximization and Model
Fitting
Fei Wen, Hewen Wei, Yipeng Liu, and Peilin Liu
Abstract—Maximum consensus (MC) robust fitting is a funda-
mental problem in low-level vision to process raw-data. Typically,
it firstly finds a consensus set of inliers and then fits a model
on the consensus set. This work proposes a new formulation to
achieve simultaneous maximum consensus and model estimation
(MCME), which has two significant features compared with
traditional MC robust fitting. First, it takes fitting residual into
account in finding inliers, hence its lowest achievable residual in
model fitting is lower than that of MC robust fitting. Second,
it has an unconstrained formulation involving binary variables,
which facilitates the use of the effective semidefinite relaxation
(SDR) method to handle the underlying challenging combina-
torial optimization problem. Though still nonconvex after SDR,
it becomes biconvex in some applications, for which we use an
alternating minimization algorithm to solve. Further, the sparsity
of the problem is exploited in combination with low-rank factor-
ization to develop an efficient algorithm. Experiments show that
MCME significantly outperforms RANSAC and deterministic
approximate MC methods at high outlier ratios. Besides, in rota-
tion and Euclidean registration, it also compares favorably with
state-of-the-art registration methods, especially in high noise and
outliers. Code is available at https://github.com/FWen/mcme.git.
Index Terms—Maximum consensus, robust fitting, homogra-
phy estimation, rotaion registration, point-cloud registration,
outlier removal.
I. INTRODUCTION
ROBUST fitting is a fundamental problem in low-levelvision to process raw data in the presence of outliers,
which plays a critical role in modern vision geometry [1]–[4].
For robust fitting, the maximum consensus (MC) criterion is of
the most popular and widely used. Given a set of raw measure-
ments, MC aims to find a model that has the largest consensus
on the measurements. Due to its importance, a number of
methods have been proposed, including randomized methods,
global methods and deterministic approximate methods.
Randomized methods, such as the classic RANSAC method
[5] and its variants [6]–[10], typically use a hypothesize-and-
verify procedure to fit the model on randomly sampled subsets
and verify the model based on the size of measurements
consistent with the model. A significant feature of random-
ized methods is that their solution quality is guaranteed in
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probability depending on iteration number. In practical appli-
cations with affordable finite iterations, the solution quality
is unpredictable and can be random in different runs due to
their randomized nature. Global methods aim to find an opti-
mum solution by global optimization algorithms. As the MC
problem is intrinsically a combinatorial optimization problem,
global optimum can only be guaranteed by searching based
algorithms, such as branch-and-bound (BnB) search [11]–
[13], tree search [14], and enumeration [15], [16]. Though
optimum solution can be achieved, global methods do not
scale to moderate to high dimensional problems. Deterministic
approximate methods solve the MC problem approximately
and deterministically, such as the convex relaxed method [17],
reweighted method [18], `0 method [19], and exact penalty
(EP) method [20, 21]. Moreover, deterministic outlier removal
methods using `∞ norm have been proposed in [22, 23]. These
methods are computationally much more efficient than global
methods, and meanwhile, some of them can achieve better
solution quality than randomized methods [21].
Typically, MC robust fitting has two steps, firstly finding
a consensus set of inliers and then fitting a model on the
consensus set. Though has been shown to be effective in many
applications, this two-step procedure does not take the distri-
bution of fitting residual into account in finding the inlier set.
To overcome this limitation, this work proposes a new single-
step formulation for robust fitting to achieve simultaneous
maximum consensus and model estimation (MCME).
Compared with traditional MC robust fitting, the new for-
mulation brings two benefits. Firstly, it takes the fitting residual
into account in identifying the inlier set for model fitting. As
a result, we show that the lowest achievable fitting residual
of MCME is lower than that of MC robust fitting. Secondly,
the unconstrained formulation of MCME enables us to employ
the effective semidefinite relaxation (SDR) approach to handle
the underlying intractable combinatorial optimization problem.
SDR is tighter than linear relaxation and it has been shown
very effective in handling combinatorial problems [24, 25].
Though both formulations of MC and MCME are intrinsically
binary combinatorial optimization problems (which are NP-
hard), the unconstrained form of MCME facilitates the use
of SDR to effectively solve the involved binary optimization
problem.
The main contributions of this work are as follows. First, we
propose the new formulation MCME. Second, we theoretically
show that the lowest achievable fitting residual of MCME is
lower than that of MC robust fitting. Third, a SDR embedding
based algorithm is developed for MCME, in which the sparsity
of the problem is exploited in combination with low-rank
ar
X
iv
:2
00
8.
01
57
4v
1 
 [c
s.C
V]
  4
 A
ug
 20
20
2factorization to achieve high efficiency. Finally, experimental
results on 2D and 3D registration are provided to demonstrate
the favorable performance of MCME in comparison with
previous state-of-the-art.
Note that there also exist a number of direct robust fitting
methods, such as the M-estimators [26]–[28] and the roust
registration methods [29]–[30]. These methods commonly use
robust loss functions to mitigate the effect of outliers, but do
not apply to the maximum consensus problem, i.e. do not iden-
tify inliers/outliers. As will be shown in Section 5.5 and 5.6,
the proposed method outperforms such direct fitting methods.
Moreover, the QUASAR method [31] for rotation search can
be viewed as a special instance of MCME, which inspired
us much. QUASAR is highly robust and performs well even
in the presence of extreme outliers. But the adopted binary
cloning strategy in its QCQP reformulation only applies to the
rotation search problem. As will be detailed in Section 4.3, for
the rotation search problem, our relaxed MCME formulation
is tighter than that of QUASAR, while our algorithm is much
more efficient (e.g., three orders of magnitude faster).
Notations: I(·) ∈ {0, 1} is the indicator function. ⊗ and
◦ stand for the Kronecker product and quaternion product,
respectively. 1N is an N dimension vector with all elements
being unit, and 0 is a zero vector or matrix with a proper size.
‖·‖ and ‖·‖p denotes the Euclidean and `p norm, respectively.
(·)T denotes transpose. SN is the set of N × N real-valued
symmetric matrices. For X ∈ SN , X  0 means that X
is semidefinite. Both X(i, j) and Xi,j denote the (i, j)-th
element of the matrix X. vec(·) is the vectorization operation
of a matrix.
II. PROPOSED FORMULATION
A. From MC to MCME
Generally, MC robust fitting consists of two steps, firstly
finding the largest consensus set, and then conducting model
fitting on the obtained consensus set (inliers). Given a set
of N measurements, MC aims to find a feasible model
parameterized by θ ∈ Rd, that is consistent with as many of
the measurements as possible up to an inlier residual threshold
τ > 0, i.e., has the largest consensus set I as [1]
MC :
max
θ∈Rd,I⊆Ω
|I|
subject to ri(θ) ≤ τ, ∀i ∈ I,
(1)
where ri(θ) gives the residual of the i-th measurement with
respect to the model parameter θ, Ω = {1, 2, · · · , N} is
the index set of the measurements. Let I∗ be a solution
of (1), then I∗ stands for the index set of the true inliers,
while the complementary set of I∗, denoted by Ω\I∗, stands
for the index set of the true outliers. Using some auxiliary
binary variables s = [s1, · · · , sN ]T ∈ {0, 1}N , (1) can be
reformulated into
min
θ∈Rd,s∈{0,1}N
∑N
i=1
si
subject to ri(θ) ≤ τ + siL, ∀i ∈ Ω,
(2)
where L is a sufficient large positive constant.
For a solution of MC, si = 1 means the i-th measurement
is an outlier that should not be taken into account in model
estimation, while si = 0 means an inlier that should be used in
model estimation. A solution θ of MC is a feasible solution of
the model satisfying the inlier residual constraint, and hence
a second step is commonly used to conduct model fitting on
the identified consensus set (inliers).
Though has been widely shown to be effective, this two-step
procedure does not take the distribution of inlier residual into
account in finding the inlier set. To address this limitation, this
work extends the MC formulation (2) to propose a new formu-
lation to achieve simultaneously consensus maximization and
model fitting in a single step. It simultaneously minimizes the
number of outliers and the residual of model fitting as
MCME : min
θ∈Rd,s∈{0,1}N
∑N
i=1
(1− si)Φ(ri(θ)) + βsi, (3)
where Φ is a loss function of residual for model fitting, β > 0
is a balance parameter that controls the tradeoff between the
number of outliers and the fitting residual. Meanwhile, we also
consider a generalized formulation of MCME as
min
θ∈Rd,s∈{0,1}N
Ψ(θ, s) + β1TNs, (4)
where Ψ is a generalized model fitting cost depending on s
and θ, which includes the fitting cost in (3) as a special case.
This generalization makes the MCME formulation adapt to
diverse applications, which will be detailed in Section 4.
This MCME formulation can be viewed as a natural ex-
tension of the MC formulation (2), and both are embedded
with a binary optimization problem. A significant feature of
MCME is that the residual constraint in MC is removed, which
leads to an unconstrained formulation. Clearly, in MCME only
the inliers (identified by si = 0) are taken into account in
fitting the model. Unlike the θ solution of MC being a feasible
solution of the model under inlier residual constraint, the θ
solution of MCME is the desired model fitting result on the
identified inliers.
MCME uses a parameter β to balance the number of
inliers/outliers against the model fitting residual, by which the
residual constraint in MC is removed to get an unconstrained
formulation. Obviously, a larger value of β would result in a
larger number of si’s being zero, i.e., more identified inliers
(which are not necessary to be true inliers). That is a too large
value of β would yield a larger consensus size than |I∗| and
include some true outliers, while a too small value of β would
yield a smaller consensus size than |I∗| and exclude some
true inliers. Hence, the selection of β is crucial for MCME to
perform satisfactorily.
The following two results explicitly indicate how to select
β based on the distribution of inliers.
Proposition 1. The MCME problem (3) is equivalent to
min
θ∈Rd
∑N
i=1
Φ¯β(ri(θ)), (5)
where Φ¯β is a truncated version of Φ at the threshold of β as
Φ¯β(·) = min (Φ(·), β) .
3Remark 1. This result follows straightforwardly from the
fact that, minsi∈{0,1}(1 − si)Φ(·) + βsi is equivalent to
min (Φ(·), β). It indicates that the MCME formulation is in
fact equivalent to minimizing the summation of truncated
residuals, by using a truncated loss function. It computes a
solution only using the measurements with small residuals
(i.e., less than β), while discarding the measurements with
residuals larger than β. From this point of view, β can be
easily selected as a threshold which tightly upper bounds the
fitting residual of the true inliers. For example, if there exists
a proper bound τ such that ri(θ)≤τ for ∀i ∈ I∗ with a high
probability for the true parameter θ, it is reasonable to choose
β = Φ(τ).
The following result further shows MCME can be viewed
as an approximate maximum likelihood (ML) estimator under
certain distribution assumption of inliers and outliers.
Proposition 2. Denote ri = ri(θ) for succinctness. MCME
is an approximate ML estimator under conditions:
i) For any true inliers, i.e. ∀i ∈ I∗, ri follows a zero-
mean exponential distribution (from the natural exponential
family) as ri ∼ N (0, σi) = exp (−Φ(ri, σi)) for some scale
parameter σi > 0, where Φ is an increasing function of ri
on [0,+∞).
ii) For any true outliers, i.e. ∀i ∈ Ω\I∗, ri follows an
uniform distribution on the interval [τ, u], where u is the
possible maximal perturbation of outliers.
Proof: Let P ∈(0, 1] and (1−P ) ∈ [0, 1) denote the proba-
bility of inliers and outliers, respectively. Under conditions i)
and ii), the likelihood of r = [r1, r2, · · · , rN ]T is given by
L(r;θ) =
N∏
i=1
[P exp (−Φ(ri, σi))]1−I(τ<ri≤u)
×
[
P exp (−Φ(ri, σi)) + 1− P
u− τ
]I(τ<ri≤u)
.
The corresponding log-likelihood is
logL(r;θ) =
N∑
i=1
(1− I(τ < ri ≤ u)) [−Φ(ri, σi) + logP ]
+ I(τ < ri ≤ u) log
[
P exp (−Φ(ri, σi)) + 1− P
u− τ
]
︸ ︷︷ ︸
Lo(ri)
.
(6)
Since Φ is an increasing function, for ri ∈ (τ, u] it follows
that
log(1− P )− log(u− τ) < Lo(ri) < Lo(τ).
That is as ri increases on (τ, u], Lo(ri) decreases from Lo(τ)
toward log(1 − P ) − log(u − τ). Meanwhile, for sufficiently
large u, we have exp (−Φ(ri, σi))→ 0 for ri > u. Hence, the
likelihood is dominated by the two cases of ri ≤ τ and τ <
ri ≤ u, i.e., ri ≤ u. Then, from the fact that I(τ < ri ≤ u) is
equivalent to I(Φ(τ) < Φ(ri) ≤ Φ(u)), it is easy to see that
with some β satisfying log(1−P )− log(u−τ) ≤ β ≤ Lo(τ),
the minimization problem
min
θ∈Rd,si∈{0,1}
∑N
i=1
(1− si)Φ(ri, σi) + βsi,
can be viewed as an approximation of maximizing the log-
likelihood (6). Under i.i.d assumption of inliers with σi = σ
for ∀i ∈ I∗, taking the scale parameter σ into β, and ignoring
constant terms independent on ri, it leads to the MCME
formulation (3).
Remark 2. The natural exponential family includes a large
class of distributions. A special example is the Gaussian
distribution, for which with zero-mean it has Φ(ri, σi) =
r2i
2σ2i
+ 12 log(2piσ
2
i ). This proposition indicates that MCME is
an approximate ML estimator under the conditions that, the
inlier noise is small and follows a natural exponential distri-
bution, while the outliers contain large perturbation following
a uniform distribution.
B. Comparison between MC and MCME
This subsection compares MC with MCME to show that
they can produce the same inlier set (hence be equivalent in
this sense) in special conditions, but not in general conditions.
Particularly, MCME has lower fitting residual than MC robust
fitting.
Before proceeding to the results, we present some defini-
tions will be used in the analysis. Denote
θI := arg min
θ∈Rd
∑
i∈I
Φ(ri(θ)), R(I) :=
∑
i∈I
Φ(ri(θI)),
and the objective of MCME as
f(θ, s) :=
∑N
i=1
(1− si)Φ(ri(θ)) + Φ(τ)si.
From Proposition 1, a solution of MCME with identified
inlier set I must satisfies Φ(ri(θI)) ≤ Φ(τ) for ∀i ∈ I and
Φ(ri(θI)) > Φ(τ) for ∀i ∈ Ω\I . Accordingly, we define a set
of all possible inlier sets associated with feasible solutions of
MCME as
z := {I : Φ(ri(θI)) ≤ Φ(τ),∀i ∈ I;
Φ(ri(θI)) > Φ(τ),∀i ∈ Ω\I; I ⊆ Ω}.
For any I ⊆ Ω, (θI , sI) is a feasible solution of MCME only
when I ∈ z, where sI is a binary vector associated with I as
sI := [I(1 /∈ I), I(2 /∈ I), · · · , I(N /∈ I)]T .
The following result gives a sufficient condition under which
the two criterions produce the same consensus set.
Proposition 3. Suppose that β = Φ(τ), and Φ is increasing
on [0,+∞) with Φ(0) = 0. Let I∗ denote a solution of MC,
and I+ denote the inlier set of a MCME solution, then, I+ is
a consensus set and |I+| ≤ |I∗|. Furthermore, if Φ(ri(θI∗)) ≤
Φ(τ), ∀i ∈ I∗, and for any other consensus set I• ∈ z there
holds
|I∗| − |I•| > (R(I∗)−R(I•))/Φ(τ), (7)
then I+ = I∗.
Proof: First, with β = Φ(τ), it follows from (3) and
Proposition 1 that any inlier set I+ produced by MCME
satisfies Φ(ri(θI+)) ≤ Φ(τ) for ∀i ∈ I+. As Φ is increasing
on [0,+∞), Φ(ri(θI+)) ≤ Φ(τ) is equivalent to ri(θI+) ≤ τ .
Thus, I+ must be a consensus set satisfies ri(θ) ≤ τ ,
∀i ∈ I+ for some θ. Furthermore, since I∗ is the maximum
4consensus set, the size of I+ is upper bounded by the size of
I∗, i.e. |I+| ≤ |I∗|. Under condition Φ(ri(θI∗)) ≤ Φ(τ),
∀i ∈ I∗, since I∗ is a maximum consensus set, it fol-
lows that ri(θI∗) > τ and hence Φ(ri(θI∗)) > Φ(τ) for
∀i ∈ Ω\I∗, otherwise there exists another consensus set I ′
such that I∗ ⊂ I ′ and |I∗| < |I ′|. Thus, I∗ ∈ z and
f(θI∗ , sI∗) = R(I
∗)+|Ω\I∗|Φ(τ). Moreover, for a consensus
set I• satisfying I• ∈ z, which is a necessary condition for I•
to be the inlier set of a feasible MCME solution, f(θI• , sI•) =
R(I•)+|Ω\I•|Φ(τ). Then, for any such consensus set I• 6= I∗
if it holds f(θI• , sI•) > f(θI∗ , sI∗), (θI∗ , sI∗) is a solution
of MCME which attains the minimum objective value, and
the corresponding inlier set is given by I∗. This inequality
condition holds if R(I•) − |I•|Φ(τ) > R(I∗) − |I∗|Φ(τ),
which is equivalent to the condition (7).
Remark 3. As I∗ is the largest consensus set, it follows that
|I∗| ≥ |I•| for any other consensus set I•. Then, it is easy to
see that, with selection β = Φ(τ), a condition for MCME to
yield the same inlier set as MC is that the residual over I∗ is
very small (or relatively small compared with the residual over
any I•) and the condition Φ(ri(θI∗)) ≤ Φ(τ) for ∀i ∈ I∗ is
satisfied. However, they do not produce the same consensus
set in general condition.
As MCME takes the inlier residual distribution of model
fitting into account, while MC does not, a natural question
arises: Is MCME theoretically superior over MC? Next we
answer this question by comparing the lowest achievable
residual of the two criterions.
Theorem 4. Let I+ denote the inlier set of an MCME
solution and I∗ denote a solution of MC. Suppose that Φ is
monotone increasing on [0,+∞) with Φ(0) = 0. Then, with
β = Φ(τ), the lowest achievable residual of MCME is lower
than that of MC as
min
θ∈Rd
∑
i∈I+
Φ(ri(θ)) ≤ min
θ∈Rd
∑
i∈I∗
Φ(ri(θ)). (8)
Furthermore, if I∗ /∈ z, the inequality in (8) holds strictly.
Proof: We consider two cases of the maximum consensus
set I∗ and prove Theorem 4 by contradiction.
Case 1: Φ(ri(θI∗)) ≤ Φ(τ), ∀i ∈ I∗. Similar to the argu-
mentation in proving Proposition 3, in this case I∗ ∈ z and
(θI∗ , sI∗) is a feasible solution of MCME with objective value
f(θI∗ , sI∗) = R(I
∗) + |Ω\I∗|Φ(τ). Meanwhile, from Propo-
sition 3, we have |I+| ≤ |I∗| and hence |Ω\I+| ≥ |Ω\I∗|.
As I+ is the inlier set of an MCME solution, hence I+ ∈ z.
Then, if (8) does not hold, which implies R(I+) > R(I∗) and
further
f(θI+ , sI+) = R(I
+) + |Ω\I+|Φ(τ)
> R(I∗) + |Ω\I∗|Φ(τ) = f(θI∗ , sI∗).
This inequality means that if (8) does not hold, the feasible
solution (θI∗ , sI∗) attains a lower objective value of MCME
than (θI+ , sI+). Obviously, it contradicts to that I+ is the
inlier set of an MCME solution, under which (θI+ , sI+)
should attain the minimum objective value of MCME.
Case 2: For some Iˆ∗ ⊂ I∗, Φ(ri(θI∗)) ≤ Φ(τ), ∀i ∈ Iˆ∗
and Φ(ri(θI∗)) > Φ(τ), ∀i ∈ I∗\Iˆ∗. In this case, though I∗
is a consensus set, it no longer holds that Φ(ri(θI∗)) > Φ(τ)
for ∀i ∈ Ω\I∗, and (θI∗ , sI∗) is no longer a feasible solution
of MCME, i.e. I∗ /∈ z, there must exists another consensus
set I ′ ∈ z such that (θI′ , sI′) attains a lower objective value
of MCME than (θI∗ , sI∗) as R(I∗) + |Ω\I∗|Φ(τ) > R(I ′) +
|Ω\I ′|Φ(τ). If (8) does not hold strictly, i.e. R(I+) ≥ R(I∗),
then, with |I+| ≤ |I∗|, it follows that
f(θI+ , sI+) = R(I
+) + |Ω\I+|Φ(τ)
≥ R(I∗) + |Ω\I∗|Φ(τ)
> R(I ′) + |Ω\I ′|Φ(τ) = f(θI′ , sI′),
which implies that there exists another feasible solution
(θI′ , sI′) that can attain a lower objective value of MCME
than (θI+ , sI+). Obviously, it contradicts to that I+ is the
inlier set of an MCME solution with (θI+ , sI+) attaining the
minimum objective value of MCME. Thus, when I∗ /∈ z, the
inequality in (8) holds strictly.
Remark 4. This theorem sheds some light on the superiority
of MCME over MC in terms of the lowest achievable residual
in model fitting. This advantage comes from the fact that,
MCME with a single-step model fitting procedure takes the
fitting residual and inlier distribution into consideration in
identifying the inlier set, while MC does not.
III. EFFECTIVE AND EFFICIENT ALGORITHM BASED ON
SEMIDEFINITE RELAXATION
The MCME formulation (3) is not essentially any easier
than the MC problem. It is also NP-hard, for which a global
optimum can only be guaranteed by searching based algo-
rithms. Though both formulations are intrinsically combinato-
rial problems, the unconstrained formulation of MCME facili-
tates us to develop effective deterministic non-global algorithm
based on SDR. SDR has been shown to be very effective in
handling combinatorial problems, and it is tighter than linear
relaxation [24, 25]. Hence, it can be expected to achieve
better performance than existing non-global deterministic MC
algorithms. Note that, unlike most well-studied SDR problems
resulting in convex relaxed formulations, the SDR of MCME
is still nonconvex. However, is becomes biconvex in certain
conditions, which we solve by an alternating convex search
(ACS) algorithm.
A. Semidefinite Relaxation of the Binary Variable
We solve the MCME problem (3) via alternatingly updating
the model parameter θ and the binary slack variable s. Let
s˜ ∈ {−1, 1}N+1, S = s˜s˜T , Φi := Φ(ri(θ)), and
Λ =
[
0 (β −ΦT )/2
(β −Φ)/2 diag(Φ)
]
,
with Φ = [Φ1,Φ2, · · · ,ΦN ]T . Then, the MCME problem is
equivalent to
min
θ∈Rd,S∈S(N+1)
tr(ΛS)
subject to diag(S) = 1N+1, S  0, rank(S) = 1.
(9)
To justify this, firstly problem (3) can be rewritten as
min
θ∈Rd,s∈{−1,1}N
∑N
i=1
(β − Φi) si + Φis2i , (10)
5where we have changed s ∈ {0, 1}N to s ∈ {−1, 1}N for con-
venience. Then, the objective in (10) can be expressed as s˜TΛs˜
with s˜ = [t, sT ]T ∈ {−1, 1}N+1. Here an auxiliary variable
t ∈ {−1, 1} is introduced, with which s/t will be the solution
of the original problem (3). Using the relation that S = s˜s˜T
with s˜ ∈ {−1, 1}N+1 is equivalent to diag(S) = 1N+1, S  0
and rank(S) = 1, problem (3) can be reformulated as (9).
Then, dropping the rank-1 nonconvex constraint leads to a
SDR of (3) as
min
θ∈Rd,S∈S(N+1)
tr(ΛS)
subject to diag(S) = 1N+1, S  0.
(11)
The above SDR is standard and widely used in binary combi-
natorial optimization problems [25], except that our problem
additionally involves another variable θ needing to be solved
simultaneously. As a consequence, unlike most existing well-
studied SDR problems resulting in convex relaxed formu-
lations, problem (11) is nonconvex. However, under mild
condition that Φ and ri are convex, problem (11) is biconvex.
Proposition 5. If Φ and ri are convex, and S(1, 2 : N+1) ≤
1, then problem (11) is biconvex in θ and S.
This assertion is easy to justify. On one hand, if fixing θ,
problem (11) is a standard semidefinite programming (SDP).
On the other hand, if fixing S, problem (11) becomes
min
θ∈Rd
∑N
i=1
(1− S1,i+1) Φ(ri(θ)), (12)
which is convex in θ when Φ and ri are convex and
S(1, 2 : N + 1) ≤ 1. Note that, when Φ and ri are convex,
S(1, 2 : N + 1) ≤ 1 is a sufficient condition for (12) to
be convex but not necessary. This sufficient condition can be
guaranteed by adding S(1, 2 : N+1) ≤ 1 or S ≤ 1 into (9) as
a redundant constraint. However, it is unnecessary in practice,
since the SDP solution S approximately has element values of
±1, though not exactly. In this scenario, (12) would be convex
under non-degenerate condition. The convexity assumption
of Φ and ri are naturally satisfied in most computer vision
applications. For example, linear forms of ri(θ) are usually
used in projective transformation in multi-view geometry, as
will be shown in Section 4. Meanwhile, from the underlying
mechanism of the MCME formulation, only measurements
with small residuals are taken into account in computing θ
through minimizing the loss Φ. Hence, it is unnecessary to
use a nonconvex robust loss and Φ can be simply selected as
the least-squares (LS) loss.
B. Fast Algorithm for S-Update
Fixing θ, the S-update subproblem becomes
min
S∈S(N+1)
tr(ΛS)
subject to diag(S) = 1N+1, S  0.
(13)
It is a standard SDP and can be solved by well-established
SDP solvers, such as CVX [32]. But such solvers using prime-
dual interior algorithm have a complexity of O((N + 1)4.5) at
the worst-case, and do not scale to moderate to large problem
sizes.
In order to make the algorithm scalable to high dimension
problems, the low-rank property of S can be exploited by using
a low-rank factorization S = RRT with R ∈ R(N+1)×p to
recast (13) into [25]
min
R∈R(N+1)×p
tr(ΛRRT )
subject to diag(RRT ) = 1N+1.
(14)
With this reformulation, the parameter number is reduced from
(N + 1)2 to p(N + 1). It has been proven that there exists an
optimum of (13) with rank less than d√2Ne [33, 25], hence
using p≥d√2Ne can guarantee that any optimum of (14) is
also an optimum of (13). Meanwhile, although problem (14)
is nonconvex, it almost never has any spurious local optima
[34].
Proposition 6 [34]. For almost all Λ, if p(p+1) ≥ 2(N+1),
any local optimum R• of (14) is a global optimum of (14),
and R•R•T is a global optimum of (13).
This result implies that, despite the nonconvexity of (14),
local optimization algorithms can converge to global optima.
Accordingly, the first-order augmented Lagrangian algorithm
[25] can be used. Rather than directly using this algorithm,
we exploit the sparsity structure of the problem to achieve
further acceleration. This is based on the fact that only the first
column, first row and diagonal of Λ have nonzero elements.
Specifically, let rTi := R(i, :) denote the i-th row of R and
r := [rT1 , r
T
2 , · · · , rTN+1]T ∈ Rp(N+1), using the equivalence
between diag(RRT ) = 1N+1 and ‖ri‖2 = 1 for 1 ≤ i ≤
N + 1, problem (14) can be reformulated as an unconstrained
problem
min
r∈Rp(N+1)
J(r) := 2
∑N+1
i=2
Λ1,i
rT1 ri
‖r1‖ ‖ri‖ (15)
where the norm-one constraints are removed by changing
variable to [R(i, :)]T = ri/ ‖ri‖ [35], which leads to an
unconstrained formulation.
Due to the equivalence between (14) and (15), and from
Proposition 6, a local optimization algorithm can be employed
to solve (15), and any solution satisfies first- and second-
order necessary optimality conditions is a global optimum.
Hence, any efficient first-order algorithm can be employed,
e.g., the limited memory BFGS (L-BFGS) algorithm [36].
Such algorithms only require evaluating the first-order gradient
of the objective, which is
∇rJ(r) =
[
∇rT1 J(r),∇rT2 J(r), · · · ,∇rTN+1J(r)
]T
,
with
∇r1J(r) = 2
∑N+1
i=2
Λ1,i
‖r1‖2ri − rT1 rir1
‖r1‖3 ‖ri‖
,
∇riJ(r) = 2Λ1,i
‖ri‖2r1 − rT1 riri
‖r1‖ ‖ri‖3
, for 2 ≤ i ≤ N + 1.
C. θ-Update
For fixing S, the θ-subproblem is given by (12), which
depends on the residual models of specific applications. We
consider two main cases, linear or nonlinear residual model.
6Case 1 (Linear residual). Linear residual model is widely
used in MC [1], which typically has a form of
ri(θ) = |aTi θ − bi|. (16)
In robust linear regression and many computer vision applica-
tions, the residual ri(θ) can be conveniently expressed in this
form. As will be shown in Section 4, in homography, funda-
mental matrix, and affinity estimation in multi-view geometry
under algebraic distance, the residual can be expressed in a
linear form as (16). With linear residual model, if Φ is chosen
as the LS loss, the model fitting term in MCME becomes
Φ(ri(θ)) = (a
T
i θ − bi)2. (17)
Then, the θ-subproblem is quadratic and can be solved explic-
itly. In this case, a sufficient and necessary condition for the
θ-subproblem (12) to be convex, under which problem (11) is
biconvex, is ∑N
i=1
(1− S1,i+1) aiaTi  0,
which is relaxed to S(1, 2 : N + 1) ≤ 1 in Proposition 6.
Note that, even with quasi-convex geometric distance, deter-
ministic MC algorithms usually use linear residual model, as
both the `1- and `∞-norm reprojection residual under geomet-
ric distance can be linearized, e.g., in homography estimation
and triangulation. However, we handle it in a different manner
as presented in the following Case 2. Moreover, in rotation
search, additional norm-one constraint appears under the linear
residual model, which can also be solved explicitly as detailed
in Section 4.3.
Case 2 (Nonlinear residual). Geometric distance based
residual model is geometrically or statistically meaningful
and, hence, is of more interested in practical applications
than algebraic distance [37]. For many vision applications, the
geometric residual functions have a generalized form as [37],
[38]
ri(θ) =
‖Uiθ + ui‖p
wTi θ + wi
, with wTi θ + wi > 0, (18)
where p ≥ 1, Ui ∈ R2×d, ui ∈ R2, and wi ∈ Rd. In MC
methods, linearization is usually used to handle such quasi-
convex residual. For example, with a residual threshold of τ
(in geometric unit such as pixel), the residual constraint can
be expressed as
‖Uiθ + ui‖p ≤ τ(wTi θ + wi), (19)
where wTi θ + wi > 0 is implicitly satisfied since τ > 0 and
‖Uiθ + ui‖p ≥ 0. Then, for the two special cases of p = 1 or
p = ∞, corresponding to the `1- and `∞-norm, respectively,
(19) can be equivalently expressed as four linear inequalities.
Naturally, for the MCME method, we can use the squared
`2 reprojection error as the individual loss, i.e.,
Φ(ri(θ)) =
‖Uiθ + ui‖2
(wTi θ + wi)
2 . (20)
Then, gradient descent based algorithm can be directly applied
to update θ. Alternatively, the `∞ approach [39], [40] can be
Algorithm 1: Alternating Convex Search (ACS) Algorithm
Input: A start point (θ0,S0), and set β > 0.
While not converged (k = 0, 1, 2, · · · ) do
Solve the SDP (13) for fixed θk to obtain S∗ and set Sk+1 = S∗.
Solve the θ-subproblem for fixed Sk+1 to obtain θ∗ and set
θk+1 = θ
∗.
End while
Output: (θk+1,Sk+1).
adopted, which minimizes the `∞-norm of individual reprojec-
tion errors instead of the sum of their square. As the point-wise
maximum (equivalently the `∞-norm) of a set of quasi-convex
functions is still quasi-convex, it does not have local minima.
In comparison, the sum of quasi-convex functions (20) is no
longer quasi-convex and can have multiple local minima.
D. Convergence of the ACS Algorithm
The ACS algorithm is summarized in Algorithm 1. The
convergence properties of the ACS algorithm for biconvex
minimization have been well established [41]. It has been
shown that under weak conditions, the set of accumulation
points generated by ACS form a connected, compact set and
each of these points is a stationary point.
Proposition 7 [41]. Denote the objective of (11) by
f(θ,S). Under the conditions in Proposition 5, the sequence
{f(θk,Sk)}k∈N generated by Algorithm 1 converges mono-
tonically.
Proposition 8 [41]. Under the conditions in Proposition 5,
if the sequence {(θk,Sk)}k∈N generated by Algorithm 1 is
bounded, then the sequence has at least one accumulation
point. Furthermore,
i) If for each accumulation point (θ∗,S∗) the minimum
solutions of both f(θ,S∗) and f(θ∗,S) are unique, then
limk→∞ ‖θk+1 − θk‖ = 0 and limk→∞ ‖Sk+1 − Sk‖ = 0,
and the accumulation points form a connected, compact set.
Moreover, each accumulation point lies in the interior of the
domain of f is a stationary point of f .
ii) If the sequence {(θk,Sk)}k∈N converges to (θ∗,S∗),
then (θ∗,S∗) is a partial optimum such that f(θ∗,S∗) ≤
f(θ,S∗), ∀θ ∈ Rd and f(θ∗,S∗) ≤ f(θ∗,S), ∀S ∈ SN+1.
Though these results still do not guarantee the global con-
vergence of the whole sequence {(θk,Sk)}k∈N, they are close
enough for all practical purposes. Since the ACS algorithm is
a local optimization algorithm, to reduce the probability of
converging to a poor local minima, a proper initialization is
useful for it to perform satisfactorily.
IV. APPLICATIONS
This section presents the applications of MCME, mainly
include projective transformation estimation in multi-view ge-
ometry under algebraic or geometric distance, rotation search,
and 6-DoF rigid registration. Projective transformations and
projections constitute a cornerstone of modern vision geometry
[37]. Rotation search, also known as the Wahba problem,
aims to estimate the rotation between two coordinate frames,
which has wide applications in computer vision, robotics, and
aerospace engineering [42]–[46]. 6-DoF rigid registration can
7be viewed as an extension of 3-DoF rotation search, which
estimates both rotation and translation.
A. Projective Transformation Estimation with Algebraic Dis-
tance
This subsection applies the proposed method to homogra-
phy, fundamental matrix and affinity estimation under alge-
braic distance. For all these problems, the set of correspon-
dences from two views are denoted by {(xi,x′i) : xi ↔ x′i, i =
1, 2, · · · , N} with xi,x′i ∈ P2. Meanwhile, x˜i = [xTi 1]T and
x˜′i = [x
′T
i 1]
T are the homogeneous representation.
Homography arises in plane-to-plane mapping. The problem
is to compute a matrix H ∈ R3×3 such that x˜i = Hx˜′i for
inliers. The matrix H has 8 DoF and is only defined up to
scale. Accordingly, it can be conveniently defined as
H =
 h1 h2 h3h4 h5 h6
h7 h8 1
 .
Denote θ = [h1, h2, · · · , h8]T ∈ R8, homography estimation
with algebraic distance can be expressed in a linear form as
[37]
Aθ = b, (21)
where A = [a1, · · · ,aN ]T and b = [b1, · · · bN ]T are deter-
mined by {(xi,x′i) : i = 1, 2, · · · , N}. With this expression,
linear residual model is usually used in MC as (16). Using
linear residual and with Φ being the LS loss, the model fitting
term in MCME conforms to (17).
Fundamental matrix is the algebraic representation of in-
trinsic projective geometry between two views. The problem
is to compute a matrix F ∈ R3×3 such that x˜Ti Fx˜′i = 0
for inliers. Though the reprojection error is neither linear
nor quasi-convex, the epipolar constraint x˜Ti Fx˜
′
i = 0 can be
linearized to have a form of (21) with θ = vec(F) ∈ R9 [37].
Affinity estimation also admits a linear residual model, in
which the geometric matching error for the i-th correspon-
dence is
ri(θ) = ‖xi −Θx˜′i‖1,
where Θ ∈ R2×3 stands for the affine transformation, and θ =
vec(Θ) ∈ R6. This residual can be split into two terms, which
also conforms to (16). Particularly, for affine transformation,
geometric and algebraic distances are identical.
B. Projective Transformation Estimation with Geometric Dis-
tance
While algebraic distance is convenient due to its linearity,
geometric distance is geometrically or statistically meaningful.
Interested application examples include homography estima-
tion and triangulation. For homography estimation, the geo-
metric residual is given by
ri(θ) =
∥∥∥[h1,h2]T x˜′i − hT3 x˜′ixi∥∥∥
p
hT3 x˜
′
i
,
where hTk is the k-th row of H and θ = vec(H). Given multi-
view observations of 3D points with known camera matrices,
the triangulation problem is to estimate the 3D points that
project to the given image points. For triangulation, for each
image point xi and camera matrix Pi ∈ R3×4, the reprojection
error of the point estimation θ ∈ R3 is
ri(θ) =
∥∥∥([pi1,pi2]T − xipi3T) θ˜∥∥∥
p
piT3 θ˜
,
where piTk is the k-th row of Pi and θ˜ = [θ
T 1]T . In both
the applications with geometric distance, the residual have a
form of (18), and the proposed algorithm can be applied.
C. Rotation Search
Consider a set of 3D point pairs {(ai,bi) : i = 1, 2, · · · , N}
with ai,bi ∈ R3, which are generated as
bi = Rai + ni + oi, (22)
where R ∈ SO(3) is an unknown rotation matrix, ni models
small inlier measurement noise, oi is zero if the data pair
(ai,bi) is inlier, or oi is an arbitrary perturbation if (ai,bi) is
outlier.
For convenience, we adopt quaternion representation for 3D
rotation [47]. Denote a unit quaternion by q = [vT s]T , where
v ∈ R3 is the vector part and s is the scalar part. If R is the
unique rotation corresponding to a unit quaternion q, then the
rotation of a vector a ∈ R3 by R can be expressed in terms
of quaternion product as[
Ra
0
]
= q ◦ aˆ ◦ q−1,
where q−1 = [−vT s]T is the quaternion inverse, and aˆ =
[aT 0]T . The quaternion product is defined as q ◦x = Ω(q)x
for any x ∈ R4, and q1 ◦ q2 = Ω(q1)q2 = Ω¯(q2)q1 for two
unit quaternion q1 and q2, where
Ω(q)=

q4 −q3 q2 q1
q3 q4 −q1 q2
−q2 q1 q4 q3
−q1 −q2 −q3 q4
, Ω¯(q)=

q4 q3 −q2 q1
−q3 q4 q1 q2
q2 −q1 q4 q3
−q1 −q2 −q3 q4
.
Based on quaternion representation, the linear residual with
a LS loss can be expressed as
Φ(ri(θ)) = ‖bˆi − θ ◦ aˆi ◦ θ−1‖2, with ‖θ‖ = 1. (23)
Similar to (11), the SDR of MCME in this case leads to
min
θ∈R4,S∈S(N+1)
tr(ΛS)
subject to diag(S) = 1N+1, S  0, ‖θ‖ = 1.
(24)
Accordingly, the θ-subproblem becomes
min
θ∈R4
N∑
i=1
(1− S1,i+1)
∥∥∥bˆi − θ ◦ aˆi ◦ θ−1∥∥∥2
subject to ‖θ‖ = 1.
(25)
For a unit quaternion θ, it follows that c = θT (cI4)θ
for any c ∈ R, bˆTi (θ ◦ aˆi ◦ θ−1) = θTΩT (bˆi)Ω¯(aˆi)θ and
−ΩT (bˆi) = Ω(bˆi), hence problem (25) can be rewritten as
min
θ∈R4
θTGθ, subject to ‖θ‖ = 1, (26)
8with
G =
N∑
i=1
(1− S1,i+1)
[(
‖bi‖2 + ‖ai‖2
)
I4 + 2Ω(bˆi)Ω¯(aˆi)
]
.
Obviously, the solution of (26) is given by the eigenvector
corresponding to the smallest eigenvalue of G.
Next, we compare the proposed method with a close
existing method [31], namely QUASAR (QUAternion-based
Semidefinite relAxation for Robust alignment). QUASAR uses
a truncated LS loss and has a formulation as
min
θ∈R4,‖θ‖=1
si∈{−1,1}
N∑
i=1
1− si
2
∥∥∥bˆi − θ ◦ aˆi ◦ θ−1∥∥∥2
σ2
+
1 + si
2
c¯2,
(27)
which can be viewed as a special instance of the MCME
formulation. To solve this mixed-integer program, QUASAR
adopts a binary cloning based reformulation as
min
θ∈R4,‖θ‖=1
θi=±θ
N∑
i=1
∥∥∥bˆi−θ◦aˆi◦θ−1−θTθibˆi+θ◦aˆi◦θ−1i ∥∥∥2
4σ2
+
1 + θTθi
2
c¯2.
(28)
This reformulation is based on the fact that, if θi = siθ with
si ∈ {−1, 1}, then θTθi = si and θ ◦ aˆi ◦ θ−1i = si(θ ◦
aˆi ◦ θ−1). Let θ˜ = [θT ,θT1 , · · · ,θTN ]T , problem (28) can be
expressed as [31]
min
θ˜∈R4(N+1)
θ˜
T
Qθ˜
subject to ‖θ‖ = 1, θiθTi = θθT , ∀i = 1, · · · , N,
(29)
where Q ∈ R4(N+1)×4(N+1) is given by
Q =

0 Q01 · · · Q0N
Q01 Q11 · · · 0
...
...
. . .
...
Q0N 0 · · · QNN
 ,
with
Qii =
(‖bi‖2 + ‖ai‖2)I4 + 2Ω(bˆi)Ω¯(aˆi)
2σ2
+
c¯2
2
I4,
Q0i = − (‖bi‖
2
+ ‖ai‖2)I4 + 2Ω(bˆi)Ω¯(aˆi)
4σ2
+
c¯2
4
I4.
Then, let Z = θ˜θ˜
T ∈ S4(N+1) and denote its 4×4 sub-blocks
by [Z]ij = θiθTj for ∀0 ≤ i, j ≤ N with θ0 = θ, QUASAR
adopts a SDR of (29) as
min
Z∈S4(N+1)
tr(QZ)
subject to tr([Z]00) = 1, Z  0,
[Z]ii = [Z]00, ∀i = 1, · · · , N,
[Z]ij = [Z]
T
ij , ∀0 ≤ i < j ≤ N.
(30)
The next result compares QUASAR with the proposed
method.
Proposition 9. If the MCME formulation uses the loss (23)
and with β = σ2c¯2, then it is equivalent to the QUASAR
formulations (27)–(29). Furthermore, the relaxation (24) of
MCME is tighter than the relaxation (30) of QUASAR.
Proof: When the loss (23) and β = σ2c¯2 are used in MCME,
it is easy to see the equivalence between (3) and (27) by
changing variable from si ∈ {0, 1} to si ∈ {−1, 1}. To justify
(24) is tighter than (30), we first show that
tr(ΛS) = 2σ2tr
(
Q
(
S⊗ (θθT )
))
− σ2c¯2. (31)
From the properties of the trace and Kronecker product oper-
ations, some algebra leads to tr
(
Q
(
S⊗ (θθT )
))
= θT Q¯θ
with
Q¯ =
∑N
i=1
Qii + 2S1,i+1Q0i.
Similarly, with the loss (23) and β = σ2c¯2, it follows that
tr(ΛS) = 2σ2θT Q¯θ − σ2c¯2, which leads to (31). Hence, the
relaxation (24) is equivalent to
min
θ∈R4,S∈S(N+1)
tr
(
Q
(
S⊗ (θθT )
))
subject to ‖θ‖ = 1, diag(S) = 1N+1, S  0,
which is further equivalent to
min
Z∈S4(N+1)
tr(QZ)
subject to [Z]00 = θθ
T , ‖θ‖ = 1,
[Z]ii = [Z]00, ∀i = 1, · · · , N,
[Z]ij = sij [Z]00, ∀0 ≤ i < j ≤ N,
S =

1 s01 · · · s0N
s01 1 · · · s1N
...
...
. . .
...
s0N s1N · · · 1
  0.
(32)
Then, it is easy to see that the constraints in (32) in fact
constitute a subset of the constraints in (30). Hence, the
optimum objective of (32) (equivalently that of (24)) provides
a tighter lower bound to the original nonconvex problem than
(30).
Remark 4 (Comparison on computational complexity). It has
been shown in [31] that the relaxation (30) with redundant
constraints is sufficiently tight. Particularly, in the noiseless
and outlier-free case, it is always tight as its optimal solution
has rank-1 and attains a global minimum of the original
non-convex problem. However, QUASAR solving (30) is
computationally expensive and scales poorly in problem size.
For example, with a general SDP solver it typically needs
more than 1000 seconds for N = 100 [31]. Although (30)
is also a SDP like the S-subproblem (13), the accelerating
procedure in Section 3.2 does not apply to it. That is because
the SDP (30) involves a large number of equality constraints,
about 3N2 + 13N . Meanwhile, the constraints do not admit
an unconstrained formulation. Hence, when using the aug-
mented Lagrangian method, a large number of dual variables
(about 3N2 + 13N ) have to be handled, which fundamentally
increases the computational complexity. In comparison, (13)
only has N+1 equality constraints and, more importantly, the
9norm-one constraints have a special “hidden convexity” struc-
ture admitting an unconstrained formulation (15). This leads
to a significant advantage of our algorithm over QUASAR in
computational efficiency, e.g., three orders of magnitude faster
as will be shown in Section 5.5.
D. 6-DoF Euclidean Registration
In the context of 6-DoF Euclidean registration defined by
a rigid transformation [R, t] ∈ R3×4, where R ∈ SO(3) and
t are the unknown rotation and translation, respectively, the
generation model (22) is extended to
bi = Rai + t + ni + oi. (33)
In this case, using quaternion representation for rotation and
with the LS loss, the fitting objective becomes
Φ(ri(θ)) =
∥∥∥bˆi − θ ◦ aˆi ◦ θ−1 − tˆ∥∥∥2, with ‖θ‖ = 1,
(34)
where tˆ = [tT 0]T . Accordingly, the θ-subproblem becomes
min
θ∈R4,t∈R3
N∑
i=1
(1− S1,i+1)
∥∥∥bˆi − θ ◦ aˆi ◦ θ−1 − tˆ∥∥∥2
subject to ‖θ‖ = 1.
(35)
Although this subproblem on longer admits a direct solution
like (25), it can be efficiently solved via alternative minimiza-
tion between θ and t. Specifically, for fixed t it degenerates to
a form of (25) and the solution of θ can be directly obtained
via eigen-decomposition, while for fixed θ the solution of t
is explicitly given by
tˆ=
[
N∑
i=1
(1−S1,i+1)
]−1 N∑
i=1
(1− S1,i+1)
(
bˆi − θ ◦ aˆi ◦ θ−1
)
.
This alternating method can usually converge to a sufficient
accuracy within a few iterations.
V. EXPERIMENTAL RESULTS
We evaluate the proposed MCME method in various ex-
periments, including robust linear regression, homography
estimation, 3-DoF rotation registration, and 6-DoF Euclidean
registration. The experiments are conducted on a desktop
PC with a 3.4 GHz Intel Core I5-4670 CPU and 32 GB
RAM. For MCME, we set p = d√2N/3e for the low-rank
factorization (14) and solve (15) by L-BFGS using minFunc
[54]. As discussed in Section 3.4, the ACS algorithm is a
local optimization algorithm. Fig. 1 shows its performance in
the rotation registration experiment with random or RANSAC
initialization (experimental setting see Section 5.5). Clearly,
with random initialization the proposed algorithm breaks at
moderate to high outlier ratios, which implies it may get stuck
at poor local minima when without proper initialization.
Fig. 1. Rotation error of the proposed algorithm with random or RANSAC
initialization in the rotation registration experiment in Section 5.5 (with N =
100 and σ = 0.01).
A. Robust Linear Regression
The first experiment considers the robust linear regression
problem using synthetic data. The compared algorithms in-
clude RANSAC and three deterministic algorithms, the exact
penalty method (EP) [21], the L1 method [17], and the itera-
tively reweighted (IRW) method [18]. A confidence ρ = 0.99
is used in the stopping criterion of RANSAC. For the EP
algorithm, we use default parameters of it and employ Gurobi
to solve the LP subproblems. Moreover, both EP and MCME
are initialized by the solution of the L1 method, and their
runtime results include the runtime of the initialization. We
generate N data points {ai,bi}i=1,···N as
bi = a
T
i θ + ni + oi,
where ai,θ∈R8, ni is Gaussian noise with standard deviation
of 0.1. oi is zero if the data pair (ai, bi) is inlier, or oi is
large perturbation if (ai, bi) is outlier. A randomly selected
subset of {bi}i=1,···N is corrupted by such high noise to
simulate outliers. The elements of ai are randomly distributed
in [−1, 1].
For this model, MCME alternatingly solves the two sub-
problems (13) and (12) by the ACS algorithm with the `2 loss
(17). The inlier threshold τ for the RANSAC, EP, L1 and
IRW methods is chosen to bound the inlier residual with a
probability of 99.9%, i.e., P
(
(bi − aTi θ)2 ≤ τ2
)
= 1− 10−3
for inliers. Under Gaussian noise, it can be computed from
the 1-DoF Chi-squared distribution. For MCME, we choose
β = Φ(τ) = τ2 according to Proposition 1 and 2. Hence, the
inlier thresholds for all the compared algorithms are the same.
Since the estimation of θ by an MC algorithm is only a feasible
solution under inlier residual constraint, we compute a refined
LS estimation for each MC algorithm based on its output
inliers. This refinement is consistent with the LS fitting of
MCME (with Φ be the LS loss), which makes the comparison
fair. The refinement variants are referred to as RANSAC-r,
EP-r, L1-r, and IRW-r.
Fig. 2 shows the estimation error of the algorithms versus
outlier ratio for N = 250 in two outlier conditions, uniformly
distributed in [−2, 2] or Gaussian distributed with standard
deviation of 2. Given an estimation θˆ, the estimation error
is defined as ‖θˆ − θ‖/‖θ‖. Each result is an average of
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(a) Uniformly distributed outliers in [−2, 2]
(b) Gaussian distributed outliers with standard deviation of 2 (which is 20 times that of the inlier noise)
Fig. 2. Model estimation error versus outlier ratio in the linear regression experiment with N = 250. (a) Uniformly distributed outliers in [−2, 2]. (b)
Gaussian distributed outliers with standard deviation of 2.
(a) Consensus size (b) Runtime
Fig. 3. Consensus size and runtime comparison in the linear regression experiment with uniformly distributed outliers in [−2, 2]. (a) Consensus size. (b)
Runtime.
50 independent runs. It can be seen that the second-step
refinement of each MC method yields much more accurate
estimation than the original feasible solution. MCME distinctly
outperforms the compared algorithms when the outlier ratio
exceeds 20%. Its superiority gets more prominent as the outlier
ratio increases, and shows significantly better accuracy than
the others at moderate to high outlier ratios. This advantage
comes from that MCME takes the fitting residual into consid-
eration in identifying the inliers, while the MC methods do
not.
Fig. 3 compares the consensus size and runtime in the case
of uniformly distributed outliers. EP and MCME have similar
consensus size. As shown in Proposition 3, the consensus size
of an optimum MCME solution is theoretically upper bounded
by that of an optimum MC solution. In terms of runtime, the
L1 method is the fastest, while MCME is much slower than
the L1, EP and IRW methods. As expected, the runtime of
RANSAC increases dramatically at high outlier ratios.
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TABLE I
AVERAGE SCORE OF HOMOGRAPHY ESTIMATION ON 20 IMAGE PAIRS
WITH ALGEBRAIC DISTANCE.
RANSAC/
RANSAC-r L1/L1-r IRW/IRW-r EP/EP-r MCME
527/6183 12/5870 11/5797 64/6130 6416
B. Homography Estimation with Algebraic Distance
The second experiment considers homography estimation
under algebraic residual model. The homography constraints
are linearized as [37, Chapter 4]. We use 20 pairs of images
form the VGG dataset (Aerial views I, Corridor, Kapel, Merton
II, Merton III, Valbonne Church, Boat, Bark, Bikes, Graff,
Trees) and Zurich Building dataset (Building 4, 5, 22, 24, 28,
37, 59, 67, 199). The VLFeat toolbox [48] is employed to
extract SIFT features and correspondence matching for each
image pair. For the MC algorithms, the inlier threshold is set to
τ = 0.5, and accordingly for MCME we set β = Φ(τ) = τ2.
Both EP and MCME are initialized by the L1 method.
Since the ground-truth transformation is unknown, we resort
to compute a score for the estimated homography based on the
symmetric transfer errors [37]. Specifically, with correspon-
dences {(xi,x′i) : i = 1, 2, · · · , N} and a homography H, the
score is computed as
S(H) =
∑
i
ρ
(
d2(xi,Hx
′
i)
)
+ ρ
(
d2(x′i,H
−1xi)
)
, (36)
where d2 is the transfer error and
ρ(d2) =
{
T − d2, if d2 < T
0, if d2 ≥ T ,
with T being the outlier rejection threshold based on the 2-
DoF χ2 test at probability of 99% under the assumption that
the measurement noise has a standard deviation of 1 pixel. A
higher score implies a better estimation of the model, which
is usually used to evaluate the quality of an estimated model
in practice [49].
Fig. 4 shows the results of the algorithms on the 20 image
pairs, including the score computed as (36), consensus size,
and runtime. Table 1 shows the average score of estimated
homography on the 20 image pairs. Again, it can be observed
that, for the four MC algorithms, the second-step refinement
helps to attain significant better estimation. MCME achieves
the highest average score. Fig. 5(a) presents some sample
qualitative results of MCME.
C. Homography Estimation with Geometric Distance
The third experiment considers homography estimation
under geometric residual model. For the MC methods, the
residual constraint (19) with `1-norm is used with a lineariza-
tion. For MCME, the loss (20) is used. It has been shown
in [39] that the `2 and `∞ methods generally have very
similar performance in homography estimation with geometric
distance. The inlier threshold is set to τ = 4 pixels for the MC
methods, while β = τ2 is used for MCME. EP and MCME
are initialized by RANSAC, as it can yield better performance
than L1 initialization in this experiment. We use the same data
in the second experiment.
Fig. 4. Homography estimation results on 20 image pairs with algebraic dis-
tance. From top to bottom are respectively the score of estimated homography,
consensus size, and runtime.
TABLE II
AVERAGE SCORE OF HOMOGRAPHY ESTIMATION ON 20 IMAGE PAIRS
WITH GEOMETRIC DISTANCE.
RANSAC/
RANSAC-r L1/L1-r IRW/IRW-r EP/EP-r MCME
8135/8706 5709/7656 7202/8050 7644/8515 8773
Fig. 6 presents the results of the algorithms on the 20 image
pairs, including the score computed as (36), consensus size,
and runtime. Table 2 shows the average score of estimated
homography over the 20 image pairs. It can be seen that
under geometric distance, the second-step refinement of the
MC methods also helps to attain distinctly better accuracy.
Noteworthily, MCME achieves the highest score on 12 image
pairs, while gives the largest consensus size on 18 image pairs.
It is worth noting that, from Proposition 3, the consensus size
of an optimum MCME solution is upper bounded by that of
an optimum MC solution. However, as both the problems are
nonconvex binary optimization problems, none of the com-
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(a) Homography estimation
(b) Affinity estimation
Fig. 5. Sample qualitative results of MCME in (a) homography estimation,
and (b) affinity estimation. Red and green lines represent identified inliers and
outliers, respectively (only 100 inliers/outliers are displayed for clarity).
pared algorithms is guaranteed to find an optimum solution.
Hence, the larger consensus size of MCME demonstrates that
the proposed algorithm is more effective in handling the under-
lying intractable binary optimization problem. From Table 1
and 2, for all the compared methods, geometric distance yields
significantly higher scores than algebraic distance. Moreover,
MCME achieves the highest average score.
D. Affinity Estimation
As introduced in Section 4.1, for affine transformation, the
geometric and algebraic distances are identical. We use the
Boat, Bark, Bikes, Graff, and Trees images from the Oxford
VGG’s affine image dataset. Two images pairs are picked
out from each scene, which results in 10 image pairs for
test. Similarly, SIFT features and correspondence matching are
extracted by the VLFeat toolbox. We set an inlier threshold of
τ = 1 pixel for the MC algorithms, while β = Φ(τ) = τ2 for
MCME. As the ground-truth transformation is unknown, we
also compute a score for an estimation based on the symmetric
transfer errors. For an affinity Θ ∈ R2×3 satisfying xi = Θx˜′i,
the score is computed for H =
[
Θ
[0 0 1]
]
by (36).
Fig. 6. Homography estimation results on 20 image pairs with geometric dis-
tance. From top to bottom are respectively the score of estimated homography,
consensus size, and runtime.
TABLE III
AVERAGE SCORE OF AFFINITY ESTIMATION ON 10 IMAGE PAIRS.
RANSAC/
RANSAC-r L1/L1-r IRW/IRW-r EP/EP-r MCME
9601/9688 9297/9498 9634/9697 9709/9715 9784
Table 3 compares the average score of the methods, whilst
Fig. 5(b) shows sample qualitative results of MCME. Again,
MCME achieves the highest average score. In the affinity
estimation, the performance gap between the methods is not so
prominent as that in the homography estimation experiment.
E. Rotation Registration
The fifth experiment evaluates MCME on rotation search,
in comparison with i) RANSAC; ii) GORE-RANSAC, which
uses GORE [50] to firstly remove most outliers and then uses
RANSAC to estimate the model based on the pruned measure-
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(a) N = 100, σ = 0.01 (low noise) (b) N = 100, σ = 0.1 (high noise)
(c) N = 500, σ = 0.01 (low noise) (d) N = 500, σ = 0.1 (high noise)
Fig. 7. Rotation error comparison in the rotation registration experiment with low and high noise conditions. (a) N = 100, σ = 0.01. (b) N = 100, σ = 0.1.
(c) N = 500, σ = 0.01. (d) N = 500, σ = 0.1. QUASAR is not compared in the case of N = 500 as it runs out of memory when N > 150.
(a) N = 100 (b) N = 500
Fig. 8. Runtime comparison in the rotation registration experiment for two cases, (a) N = 100, and (b) N = 500 (with σ = 0.1).
ments; iii) Fast global registration (FGR) [30]; iv) QUASAR
[31], which is implemented in Matlab using CVX [32] with
MOSEK [52] as the SDP solver. Note that GORE can achieve
guaranteed outlier removal and can provide a rough estimation
of the model from the pruned data, but GORE-RANSAC has
significantly better accuracy in most cases. For QUASAR and
MCME, we use the same noise bound parameter β = c¯2σ2
such that P
(
‖bi −Rai‖2 ≤ c¯2σ2
)
= 1 − 10−6 holds for
inliers, which under Gaussian inlier noise can be computed
from the 3-DoF Chi-squared distribution. For the rotation
registration problem, MCME alternatingly solves the two
subproblems (13) and (25). We use the RANSAC solution as
the initialization of MCME. All the runtime results of MCME
include the runtime of the RANSAC initialization.
The Bunny dataset from the Stanford 3D Scanning Repos-
itory [53] is used. Firstly, the point cloud is resized into a
unit cube [0, 1]3 and randomly down-sampled to N points
with N ∈ {100, 500}. Then, a random rotation is applied and
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additive noise and outliers are randomly generated according
to (22). Two conditions with low and high inlier noise are
considered, with σ = 0.01 and σ = 0.1, respectively. Mean-
while, different outlier ratios from 0 to 95% are considered.
Each result is an average of 50 independent runs.
Fig. 7 presents the rotation error of the algorithms in the
two noise conditions for N = 100 and N = 500, respectively.
It can be seen that FGR performs well at low outlier ratios,
but tends to beak at relatively high outlier ratios, e.g., when
the outlier ratio exceeds 70% in the case of N = 100 and
σ = 0.1. GORE-RANSAC generally has better performance
than RANSAC as it firstly removes most of the outliers by the
GORE method. For N=100, QUASAR and MCME generally
performs comparably and outperform the others. In the case of
N=500, QUASAR is not compared as it runs out of memory
when N > 150. For N = 500, MCME distinctly outperforms
its counterparts in most cases, and the advantage is especially
conspicuous in the high noise case.
Fig. 8 compares the runtime of the algorithms. Clearly, FGR
is the fastest. Though both QUASAR and MCME involve
solving SDP, MCME is more than 3 orders of magnitude faster
than QUASAR in the case of N = 100. This thanks to the
accelerating strategy using low-rank factorization and the un-
constrained formulation exploiting the sparsity of the problem.
However, QUASAR cannot be accelerated like MCME as it
has a large number of constraints as explained in Remark 4.
Although the computational complexity of MCME increases
more rapidly than FGR, RANSAC and GORE-RANSAC as N
increases, MCME can scale to relatively large problem size.
F. 6-DoF Euclidean Registration
The final experiment evaluates MCME in 6-DoF rigid
registration, where both rotation and translation need to be
estimated. We generate the data measurements similar to
the rotation registration experiment except that a random
translation is additionally considered according to (33). In
this setting, MCME alternatingly solves the two subproblems
(13) and (35). The TEASER++ algorithm (implemented in
C++) [51] is also compared in this experiment. TEASER++
decouples the scale, rotation and translation estimation and
solves them separately and sequentially. It solves decoupled
scale and translation estimation via adaptive voting, and solves
the rotation estimation via a graduated nonconvexity scheme
[29], which has shown highly effectiveness and efficiency. The
noise bound parameter of TEASER++ is tuned to provide the
best performance.
Fig. 9 presents the rotation error, translation error and
runtime of the compared algorithms for N = 200. Similar
to the rotation registration experiment, two noise conditions
with σ = 0.01 and σ = 0.1 are considered. It can be seen
that FGR tends to break at high outlier ratios, especially in
the high noise condition, e.g. when the outlier ratio exceeds
50%. MCME achieves the best accuracy in most cases, and
its advantage gets more prominent in the high noise condition.
It again significantly outperforms the RANSAC and GORE-
RANSAC methods. Moreover, the results demonstrate the
highly efficiency of FGR and TEASER++, which are much
faster than MCME. Fig. 10 illustrates a typical registration
example by RANSAC and MCME at an outlier ratio of 80%.
VI. CONCLUSION
A new formulation, namely MCME, has been proposed
to achieve simultaneous consensus maximization and model
fitting. It takes fitting residual into account in finding inliers,
and is theoretically shown to have lower fitting residual than
traditional maximum consensus robust fitting. An alternating
minimization algorithm with embedded semidefinite relaxation
is developed, which is further accelerated by utilizing low-
rank factorization and exploiting the sparsity of the problem.
Experimental results demonstrated that MCME can achieve
better accuracy than RANSAC and deterministic approximate
maximum consensus methods at high outlier ratios. It also
compares favorably with state-of-the-art registration methods
in rotation and Euclidean registration, especially in the pres-
ence of high noise and outliers.
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