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NOTES ON 2D CONFORMAL FIELD THEORY AND STRING
THEORY
DENNIS GAITSGORY
Introduction
1. Contents of these notes
1.1. These notes appeared out of an attempt to write down explanations and
solutions of home assignments for the course on String Theory which was given by
E. D’Hoker in Spring 1997 at IAS.
Our original plan was to deal only with questions that admitted a rigorous math-
ematical formulation or axiomatization. A variety of such questions arises in the
most basic ingredient of String Theory, namely in 2-dimensional conformal field
theory (CFT).
We shall restrict our attention to a tiny part of 2D CFT: our goal is to explain
the mathematical formalism that describes the operator product expansion (OPE)
of quantum fields. To make things as simple as possible (and since we wish to
stay within the realm of algebraic geometry) we will deal only with fields from the
so-called holomorphic sector.
Fortunately, appropriate mathematical objects that imitate the OPE operation
on quantum fields have been found several years ago by A. Beilinson and V. Drinfeld
(they called them “chiral algebras”). We shall adopt their point of view completely
and the present paper (and especially Chapters 1, 3 and 4) can be regarded as an
example-oriented digest of the long-awaited text of Beilinson and Drinfeld.
The language of chiral algebras is in many ways equivalent to the language of
vertex operator algebras (VOA’s). More precisely, a vertex operator algebra is
the same as a “universal chiral algebra”, i.e. one that is defined naturally over
an arbitrary Riemann surface. Since we will be interested in chiral algebras that
are universal in the above sense, our treatment of such matters as the Sugawara
construction (Sect. 9), fermion algebras and boson-fermion correspondence (Sect.
11), the BRST complex (Sect. 12) and of many others, is nothing more than a
reinterpretation in terms of algebraic geometry of constructions that have been
known to the founders of the theory of vertex operator algebras for many years (cf.
[10],[9],[13], [14],[15]).
Therefore, we wish to emphasize that hardly any part of the contents of these
notes is the invention of their author. Besides the classical sources mentioned just
above we have borrowed the material from the partially written manuscripts [2]
and [3].
Date: May 1999. This paper will appear in Quantum Fields and Strings: A course for Math-
ematicians (P. Deligne, P. Etingof, D.S. Freed, L. Jeffrey, D. Kazhdan, J. Morgan, D.R. Morrison
and E. Witten eds.), Amer. Math. Soc., Providence (1999).
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1.2. Let us discuss in some detail the mathematical contents of the paper.
Chapter 1 deals with the basics of the theory of chiral algebras.
In Section 3 we introduce the main character, namely the notion of a chiral
algebra. A chiral algebra on a curve X is a D-module with a binary operation that
satisfies the axioms of a Lie-* bracket. One of the features of chiral algebras is that
these objects are not so easy to construct. The more elementary constructions go
through the procedure of taking the chiral universal enveloping algebra of a more
accessible object– a Lie-* algebra (the latter notion is introduced in Section 4).
Finally, in Section 5 we introduce the notion of the space of conformal blocks of a
chiral algebra (the dual to the space of conformal blocks should be thought of as a
set of possible correlation functions of a quantum field theory (QFT) with a given
OPE of the fields).
In Chapter 2 we make an attempt to define axiomatically what a 2D CFT is.
However, it should be clear form the very beginning that our list of axioms is
far from being complete: we are dealing with the short-distance singularities of
quantum fields only and we do not mention at all what happens when a Riemann
surface approaches the boundary of the moduli space. We hope to be able to address
this more subtle and interesting issue in the future.
In Section 6 we introduce the notion of a local O-module over the universal
curve X over the moduli space of smooth curves. A local O-module is a quasi-
coherent sheaf which is “universal” (in the same sense as a VOA is a “universal”
chiral algebra). We need this notion since fields of a CFT are clearly local in the
above sense, i.e. the fields and the OPE structure on them over a given region of a
Riemann surface do not “feel” a change of a metric at a remote point. In Section
7 we give the axioms of a CFT data in the simplest case of central charge 0 and
in Section 8 we generalize the discussion to the case of an arbitrary central charge.
In particular, we show (what should be a standard thing by now) that the space of
conformal blocks of a CFT chiral algebra acquires a (projective) connection along
the moduli space of smooth curves.
Chapter 3 is devoted to the examples. (Unfortunately, all our examples are
trivial or almost trivial from the point of view of physics. They correspond to
either non-existing physical theories or to theories that are free.)
We discuss three types of examples here: Kac-Moody chiral algebras, i.e. those
associated to Lie algebras with an invariant quadratic form, in particular, the
Heisenberg chiral algebra which corresponds to a Lie algebra with a zero bracket
(all this in Section 9); the dilaton twist of the Heisenberg chiral algebra (Section
10) and the fermionic chiral algebra, which is referred to as the bc-system in the
physics literature (Section 11). In all these examples we write down explicitly the
energy-momentum tensor (or equivalently, the Sugawara construction) and perform
explicitly the corresponding calculations. We should mention that there are many
more ways to make the same calculations and ours are not always the optimal
ones: we just wanted to exhibit as many techniques as possible of manipulating
with chiral algebras. Also, the reader should notice that the way we present these
calculations is very close to how a physicist would have done it.
In Chapter 4 we discuss the BRST complex and related matters.
In Section 12, given a Lie-* algebra B, we construct (following Beilinson) its
central extension B′ and define a BRST differential on a chiral algebra obtained by
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tensoring the twisted chiral universal enveloping algebra of B′ and the correspond-
ing fermionic algebra. This enables one to write a BRST reduction of any chiral
algebra endowed with an action of B (as usual in such situations, this action must
be of “Harish-Chandra” type). In Section 13 we apply the discussion of Sect. 12
in the case of the BRST reduction of a chiral algebra corresponding to a CFT of
central charge 26 with respect to the Virasoro algebra. This procedure is used by
physicists for what can be mathematically reformulated as writing down “explic-
itly” the connection along M on the space of conformal blocks. However, we do
not pretend to having really understood why the physicists really need the BRST
procedure.
Starting from Chapter 5, this paper becomes much more involved mathematically
and sometimes we are forced to omit proofs of certain important statements. Our
goals in Chapters 5 and 6 are the construction of the bosonic chiral algebra (in
the VOA terminology it is sometimes called the lattice VOA) and the proof of
Theorem 18.2 that computes its space of conformal blocks on a given curve in
terms of the canonical line bundle over the Jacobian (or, rather a direct product
of several copies of the Jacobian) of this curve. Usually, in the theory of VOA’s,
the sought-for bosonic chiral algebra is constructed by an explicit formula (cf. [13])
(which is the most classical example of a “vertex operator”) and the fact that this
formula works remains for us a miracle.
The construction of the bosonic chiral algebra described in this paper is quite
different: it is very geometric and uses a sophisticated algebro-geometric object
called the Beilinson-Drinfeld Grassmannian (cf. [16], [11]). In fact, our exposition
covers a part of a baby (=abelian) version of a new construction of the geometric
Langlands correspondence due again to Beilinson and Drinfeld.
In Section 14 we describe a new way of thinking about chiral algebras (due to
Beilinson): now a chiral algebra is interpreted as a system of O-modules on various
powers of our curve endowed with what we shall call “factorization isomorphisms”.
In Section 16 (after some geometric preliminaries in Section 15) we demonstrate in
a relatively simple situation an interplay between the two pictures.
In Section 17 we describe the canonical line bundle over the B.-D. Grassmannian
corresponding to a torus, which arises from an even quadratic form on the lattice
of 1-parameter subgroups of this torus. Finally, in Section 18 we introduce the
bosonic chiral algebra and prove Theorem 18.2.
2. Some background on D-modules
2.1. First, some notation:
For a scheme (or a stack) Z, OZ (resp., ΘZ , ΩZ , DZ) will denote the structure
sheaf (resp., the tangent sheaf, the sheaf of 1-forms, the sheaf of differential oper-
ators) on Z. The terms “an O-module on Z” and “a quasi-coherent sheaf on Z”
will mean for us the same thing (with a few exceptions in Sections 6-7, where we
will be dealing with projective limits of coherent sheaves). If f : Z1 → Z2 is a
morphism of algebraic varieties, we shall denote by f∗ and f
∗ the direct and the
inverse image functors respectively, in the category of quasi-coherent sheaves. The
functor of the inverse image in the category of sheaves (and not O-modules) will be
used only once (in Section 8.3) and will be denoted by f•.
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For an algebraic curve X , ∆ will denote the closed embedding of the diagonal
divisor in Xn and j : Xn \∆ →֒ Xn will denote the open embedding of its com-
plement. A symbol like ∆xi=xj will designate an embedding of the closed subset of
the diagonal divisor corresponding to points (x1, . . . , xn) ∈ X
n with xi = xj . By
pi : X
n → X we shall denote the projection on the i-th factor.
M will denote the moduli stack of smooth complete curves and π : X → M will
denote the universal curve overM. Xn will denote the n-fold Cartesian product of X
with itself over M; ∆ will as above denote the embedding of the divisor of diagonals
into Xn and pi : X
n → X will stand for the corresponding projections. If L1 and
L2 are quasi-coherent sheaves on X
k1 and Xk2 respectively we let L1 ⊠ L2 denote
(by slightly abusing the notation) the sheaf on Xk1+k2 obtained by restricting the
corresponding sheaf on Xk1 × Xk2 .
2.2. In this paper we will be extensively using the language of D-modules. Unfor-
tunately, there are very few sources with an appropriate exposition of the theory,
the standard reference being the book [7].1
For a smooth variety Z a (right) D-module is a (right) module over the sheaf
DZ of differential operators on Z. By definition, there exists a natural forgetful
functor D-modules → O-modules.
When Z is a singular scheme, one proceeds as follows: we embed Z (locally)
as a closed subscheme into a non-singular variety Z ′ and consider D-modules on
Z ′ that are set-theoretically supported on Z. (The correctness of this definition
follows from the well-known Kashiwara theorem). In this case, there still is a
forgetful functor D-modules → O-modules which sends a D-module M over Z ′ as
above to the O′Z-module of its sections that are scheme-theoretically supported on
Z. This enables one to make sense of right D-modules over a strict ind-scheme
that are set-theoretically supported on a closed finite-dimensional subscheme (cf.
Section 6).
For a smooth variety Z there exists a functor
h : { D-modules on Z} → { Sheaves in the e´tale topology on Z}
defined as follows:
M → M/M ·ΘZ
(we shall often abuse the notation and denote by h also the projection M → h(M).)
The functor h is right-exact and we let Lh denote the corresponding left derived
functor. (the functor Lh applied to holonomic D-modules with regular singularities
realizes the celebrated Riemann-Hilbert correspondence). The functor
RΓ ◦ Lh : { D-modules } → { Vector spaces }
is called the De Rham cohomology functor, denoted M → DR•(Z,M).
When f : Z1 → Z2 is a map between smooth algebraic varieties, one defines the
direct image functor
f∗ : { D-modules on Z1} → { D-modules on Z2}
(to distinguish it from the corresponding functor on the category of O-modules; in
cases where confusion can occur, we shall specify explicitly which one we are using.)
When f is a projection Z1 = Z2 × Y → Z2 the definition of f∗ is a straightforward
1One of the best readings on D-modules is an unpublished series of lectures by J. Bernstein
([6]) (obtainable by e-mail from the author of these notes).
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generalization of that of DR• (the latter corresponds to the case Z2 = pt). When
f is a closed embedding, f∗ is defined using Kashiwara’s theorem (see above); in
this case we shall replace the notation f∗ by f! in order to avoid confusion with the
functor f∗ for O-modules.
For instance, when f is affine, the functor f∗ is right-exact and when f is an
open embedding, f∗ is left exact.
For (f, Z1, Z2) as above one defines also the inverse image functor
f ! : { D-modules on Z2} → { D-modules on Z1}.
We refer the reader to [7] for the definition.
When Z is a smooth variety, in addition to right D-modules one can consider left
D-modules (it may seem surprising, but one cannot define left D-modules for non-
smooth schemes). The categories of left and right D-modules are equivalent and the
functor that realizes this equivalence sends a left D-module lM to M := lM⊗ΩtopZ ;in
particular, the basic left D-module OZ goes over to the basic right D-module Ω
top
Z .
If lM is a left D-module on Z and N is another left (resp., right) D-module, the
tensor product lM ⊗ N is naturally a left (resp., right) D-module. If now M1 and
M2 are two right D-modules, we shall denote by M1
!
⊗M2 the right D-module
(lM1 ⊗
lM2)⊗ Ω
top
Z .
The operation
!
⊗ makes the category of right D-modules over a smooth variety into
a symmetric tensor category. For instance, one can talk about Lie algebras in the
category of right D-modules and of their universal enveloping algebras (this will be
important in Section 4.4).
In addition, in this paper we will be dealing with D-modules on algebraic stacks
in the smooth topology (M is an example of such). It follows from the definition
of a stack that these objects are perfectly suitable for having D-modules on them.
For example, if a stack has the form Z/G , where Z is a scheme and G is a group
acting on Z, a D-module on Z/G is the same as a strongly G-equivariant D-module
on Z (cf. [1], Section 1 for the discussion of equivariant D-modules.)
The following observation will be used several times in this paper:
For a smooth variety Z consider the co-induction functor
{ O-modules on Z} → { D-modules on Z}
which sends an O-module L to L ⊗
OZ
DZ .
Lemma 2.1. We have:
(a) For a closed embedding f : Z1 → Z2 and an O-module L over Z1 there is a
canonical isomorphism:
f!(L ⊗
OZ1
DZ1) ≃ f∗(L) ⊗
OZ2
DZ2 .
(b) For two O-modules L1 and L2 over Z the space
HomO−mod(L1,L2 ⊗
OZ
DZ) ≃ HomD−mod(L1 ⊗
OZ
DZ ,L2 ⊗
OZ
DZ)
is canonically isomorphic to the space of differential operators from L1 to L2.
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2.3. Another notion that will be important for us is that of a Lie algebroid.
A Lie algebroid a over a smooth variety Z is a quasi-coherent sheaf a over Z
with the following additional structure:
• An O-module map φ : a → ΘZ .
• A bi-differential operator [ , ] : a ⊗
C
a → a satisfying the axioms of a Lie-*
bracket.
The above structures should be compatible in the following way: if a1 and a2
are sections of a and f is a a function over Z, we must have:
[f · a1, a2] = f · [a1, a2] + a1 · Lieφ(a2)(f).
The most basic example of a Lie algebroid is a = ΘZ .
In a natural way one defines a notion of a (left) module over a Lie algebroid. In
particular, if a is as above, any left D-module on Z is automatically an a-module.
Let now f : Z1 → Z2 be a map between smooth varieties and let a be a Lie
algebroid on Z2. Consider the O-module a
′ over Z1 given by
ker[f∗(a)⊕ ΘZ1 → f
∗(ΘZ2)],
where the maps f∗(a) → f∗(ΘZ2) and ΘZ1 → f
∗(ΘZ2) are f
∗(φ) and df , respec-
tively.
Lemma 2.2. The O-module a′ on Z1 has a canonical structure of Lie algebroid.
Moreover, the functor f∗ maps naturally left a-modules to left a′-modules.
We shall call a′ the pull-back of a with respect to f .
There are several other notions and constructions connected to Lie algebroids
that will be used in this paper (such as Picard Lie algebroids and their connection
with rings of twisted differential operators; Lie algebroids in the equivariant setting,
in particular, Harish-Chandra Lie algebroids). They all are discussed in a clear and
self-contained way in the first two sections of [1].
Acknowledgments While working on these notes, the author benefited from nu-
merous discussions with many mathematicians and physicists (the complete list
would be too long to include here). Special thanks are to the instructors and partici-
pants of the QFT program at IAS and most of all, to E. D’Hoker. Quite separately,
I wish to express my gratitude to A. Beilinson, A. Braverman and D. Kazhdan,
without whom this paper would have never been written. All I know about chiral
algebras I was taught by A. Beilinson and this paper is largely a write-up of what
I heard from him on various occasions. Initially, the project of writing these notes
was meant to be a joint one with A. Braverman and the fact of his collaboration
was very important in the early stages of the work. Most of what I managed to
understand at the QFT program was via discussions with D. Kazhdan; in addition,
his constant attention and support were crucial factors in the course of preparation
of these notes.
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Chapter I. Chiral Algebras
In this chapter we will be working over a fixed smooth curve X (in Section 5 we
will assume, in addition, that X is complete). The symbols O (resp., Ω, Θ) with
an omitted subscript will mean the corresponding objects for X . However, all the
results of this section are valid in the case when X is in fact a family of curves
of the above type over an arbitrary base; in particular, X can be taken to be the
universal curve X over the moduli stack M of smooth complete curves.
3. Definition of chiral algebras
3.1. Let lA be a (left) D-module on X , which we shall think of as consisting of
“fields” of our CFT. Consider the corresponding right D-module A = lA ⊗ Ω; its
sections should be viewed as fields with values in 1-forms, i.e. as currents.
A chiral algebra structure on A is a D-module map (called “chiral bracket”):
j∗j
∗(A⊠A)
{,}
−→∆!(A),
that satisfies the following two conditions:
• Antisymmetry:
If f(x, y) · a⊠ b is a section of j∗j
∗(A⊠A), then
{f(x, y) · a⊠ b} = −σ1,2({f(y, x) · b⊠ a}),
where σ1,2 is the transposition acting on ∆!(A).
• Jacobi identity:
If a ⊠ b ⊠ c · f(x, y, z) is a section of the restriction of A ⊠ A ⊠ A to the
complement of the divisor of diagonals in X ×X ×X , then the element
{{f(x, y, z)·a⊠b}⊠c}+σ1,2,3({{f(z, x, y)·b⊠c}⊠a})+σ1,2,3({{f(y, z, x)·c⊠a}⊠b})
of ∆x=y=z!(A) vanishes. (Here σ1,2,3 denotes the lift of the cyclic automor-
phism of X ×X ×X : (x, y, z)→ (y, z, x) to ∆x=y=z !(A).)
A basic example of a chiral algebra is A = Ω. The bracket operation is given by
the canonical map canΩ : j∗j
∗(Ω⊠ Ω)→ ∆!(Ω) (see below).
In most examples we shall deal with chiral algebras that possess a unit: a unit
in a chiral algebra A is a map unit : Ω → A such that the square below becomes
commutative.
j∗j
∗(Ω⊠A)
unit⊠id
−−−−−→ j∗j
∗(A⊠A)
canA
y {,}
y
∆!(A)
id
−−−−→ ∆!(A),
where the left vertical arrow is the canonical map that comes from the short exact
sequence
0→ Ω⊠A → j∗j
∗(Ω⊠A)→ ∆!(A)→ 0.
Along with ordinary chiral algebras one can consider the corresponding super-
objects. In this case, the above antisymmetry and Jacobi identity conditions get
transformed according to the sign rules of the super world.
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3.2. Now let A be a chiral algebra and let M be a (right) D-module on X .
A chiral A-module structure on M is a D-module map
ρ : j∗j
∗(A⊠M)→ ∆!(M)
such that if f(x, y, z) · a⊠ b⊠m is a section of the restriction of A⊠A⊠M to the
complement of the divisor of diagonals in X ×X ×X , we have:
ρ({f(x, y, z) · a⊠ b},m) = ρ(a, ρ(f(x, y, z) · b,m))− σ1,2(ρ(b, ρ(f(y, x, z) · a,m)),
as sections of ∆x=y=z !(M).
When A has a unit we require moreover that the induced map j∗j
∗(Ω ⊠M)→
∆!(M) coincide with the map canM.
It is easy to check that the chiral bracket makes A into a chiral module over
itself.
3.3. Let us now explain the concept of the “mode expansion” of a field.
Let x be a point of X and let M be a chiral A-module supported at x; we shall
denote by M the underlying vector space (i.e. M ≃ h(M) ≃ DR0(M)).
A typical example of such an A-module is M := ix!i
!
x(A)[1], called the vacuum
module at x, in this case Ax ≃ i
!
x(A)[1].
Let z be a coordinate near x, i.e. z is a regular function on some U with z(x) =
0, dz(x) 6= 0. Then any section a ∈ Γ(U,A) gives rise to a collection an, n ∈ Z, of
elements in End(M):
By passing to the De Rham cohomology, the structure map ρ gives rise to a map
DR0(U \ x,A) ⊗M → M and we take an to be the endomorphism of M corre-
sponding to the image of a · zn under the projection
Γ(U \ x,A)→ DR0(U \ x,A).
Remark 3.1. We shall see shortly that for any (x ∈ U) as above, DR0(U \x,A) has
a natural structure of Lie algebra. The vector space Ax together with the action of
DR0(U \ x,A) on it is a prototype of the Hilbert space of our CFT.
Lemma 3.1. For any m′ ∈M and a as above we have
an ·m
′ = 0 for n >> 0.
Now let a and b be two sections of A over U ; we can produce a third section
c ∈ Γ(U,A) by setting
c = (id⊠h)({
1
z1 − z2
· a⊠ b}) ∈ (h⊠ id)(∆!(A)) ≃ A,
where z1 = z⊠ 1 and z2 = 1⊠ z are the corresponding functions on X ×X .
Proposition 3.1. Modes of c can be expressed through the modes of a and b by the
“normal ordering” formula:
ck =: a · b :k= Σ
n≥0
ak−1−n · bn + Σ
n≥0
b−1−n · ak+n.
Note that both sides of the above formula depend on the choice of the coordi-
nate z.
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Proof. Choose a section m ∈ M which goes over to m′ ∈M under the identification
DR0(X,M) ≃M .
The element ck ·m
′ is the image of
ρ({
zk1 ⊠ 1
z1 − z2
· a⊠ b},m) ∈ ∆!(M)
under the identification DR0(X ×X ×X,∆1,2,3!(M)) ≃ DR
0(X,M) ≃M .
By definition, the above expression can be rewritten as
ρ(zk−11 · a, ρ(
1
1− z2/z1
· b,m)) + ρ(zk2 · z
−1
1 · b, ρ(
1
1− z2/z1
· a,m)).
(In this formula we have omitted σ1,2 since it does not affect the image of our
element in De Rham cohomology.)
Now, Lemma 3.1 implies that we can expand 11−z2/z1 into a power series 1 +
z2/z1 + z
2
2/z
2
1 + . . . and our assertion follows.
4. Lie-* algebras and construction of chiral algebras
We shall now make a brief detour and discuss the auxiliary notion of a Lie-*
algebra. These are objects that do not appear naturally in QFT; however, they are
useful (and even necessary) for a construction of any non-trivial chiral algebra.
4.1. A Lie-* algebra on X is a (right) D-module B with a map (called “Lie-*
bracket”):
B⊠B
{,}
−→∆!(B),
which is antisymmetric and satisfies the Jacobi identity in the sense similar to what
we had in the definition of chiral algebras.
If B is a Lie-* algebra, it follows from the definition that h(B) is a sheaf (in the
e´tale topology) of ordinary Lie algebras; moreover it acts on B by endomorphisms
of the D-module structure that are derivations of the Lie-* structure.
In particular, for an affine subset U ⊂ X , DR0(U,B) is a Lie algebra.
4.2. As for modules over a Lie-* algebra, there are two types of these:
A Lie-* module over a Lie-* algebra B is a D-module M with a map
ρ : B⊠M → ∆!(M)
such that for a section a⊠ b⊠m of B⊠B⊠M the two sections
ρ({a⊠ b},m) and ρ(a, ρ(b,m))− σ1,2(ρ(b, ρ(a,m)))
of ∆1,2,3!(B) coincide.
A chiral module over a Lie-* algebra is again a D-module M, but with an operation
ρ : j∗j
∗(B⊠M)→ ∆!(M)
such that every section
f(x, y, z) · a⊠ b⊠m ∈ Γ(X ×X ×X \ (∆x=z ∪∆y=z),B⊠B⊠M)
satisfies an identity similar to the one in the definition of chiral modules over a
chiral algebra.
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For example, if M is a Lie-* (resp., chiral) module over a Lie-* algebra B which
is supported at x ∈ U ⊂ X , the Lie algebra DR0(U,B) (resp., DR0(U \ x,B)) acts
on the underlying vector space M = DR0(U,M).
We have an obvious forgetful functor from the category of chiral modules over a
Lie-* algebra B to the category of Lie-* modules.
In addition, there is a forgetful functor from the category of chiral algebras to
the category of Lie-* algebras. If M is a chiral module over a chiral algebra A it is
automatically a chiral module over the corresponding Lie-* algebra.
4.3. Let us now consider a few examples of Lie-* algebras.
Example 1
Let g be a Lie algebra with an ad-invariant quadratic form Q on it. Consider the
D-module B(g, Q) := g⊗DX ⊕ Ω. We define a Lie-* algebra structure on B(g, Q)
in the following way:
The Lie-* bracket {, } factors through B(g, Q) ⊠ B(g, Q) → g ⊗DX ⊠ g ⊗ DX
and
{ξ1 ⊗ 1⊠ ξ2 ⊗ 1} = [ξ1, ξ2]⊗ 1⊕Q(ξ1, ξ2)⊗ 1
′,
where 1 is the unit section of DX ⊂ ∆!(DX) and 1
′ is the canonical antisymmetric
section of Ω⊠ Ω(2 ·∆)/Ω⊠ Ω.
If Spec(Oˆx) (resp., Spec(Kˆx)) is the formal disc (resp., formal punctured disc)
around x ∈ X , we can naturally identify the Lie algebras DR0(Spec(Oˆx),B(g, Q))
and DR0(Spec(Kˆx), B(g, Q)) with g⊗ Oˆx and g⊗ Kˆx⊕C. For instance, when g is
semisimple, DR0(Spec(Kˆx),B(g, Q)) is the corresponding Kac-Moody algebra.
Example 2
Let T denote the D-module Θ⊗DX . The action of Θ on itself by Lie derivations
is a bi-differential operator Θ⊗
C
Θ → Θ; hence, according to Section 2, it gives rise
to a D-module map
T ⊠ T ≃ Θ⊗DX ⊠Θ⊗DX → Θ ⊗
OX×X
DX×X ≃ ∆!(T),
which we take to be minus2 the structure map for the Lie-* algebra T.
It is easy to check that the resulting map satisfies the axioms of a Lie-* bracket.
The Lie algebras DR0(Spec(Oˆx),T) and DR
0(Spec(Kˆx),T) identify with Vir
+ :=
Θ⊗
O
Oˆx and Vir := Θ⊗
O
Kˆx, respectively (the bracket being minus the usual one).
Example 3
Let Θ′ be an extension 0 → Ω → Θ′ → Θ → 0. Assume that the sheaf Θ of
vector fields on X acts on Θ′ “by Lie derivations”3 in a way compatible with the
above filtration and with its action on Ω and on Θ. We shall endow the D-module
T′ := Θ′ ⊗DX/ ker(Ω⊗DX → Ω)
2The minus sign is chosen in order to be consistent with the physics literature.
3We say that Θ acts on an O-module L by Lie derivations if the action map Θ⊗
C
L → L is a
bi-differential operator that satisfies
ξ(f · l) = f · ξ(l) + Lieξ(f) · l,
for ξ ∈ Θ, l ∈ Θ′ and f ∈ O.
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with a Lie-* algebra structure. As a D-module T′ is an extension
0→ Ω→ T′ → T → 0
and the Lie-* algebra structure on it will be such that Ω is central (i.e. is annihilated
by the Lie-* bracket) and T′ will be a central extension of the Lie-* algebra T
considered in Ex.2.
According to Section 2, the action of Θ on Θ′ can be viewed as a map
Θ⊠Θ′ → ∆∗(Θ
′) ⊗
OX×X
DX×X ≃ ∆!(Θ
′ ⊗DX).
Therefore, we obtain a D-module map
(Θ ⊗DX)⊠ (Θ
′ ⊗DX)→ ∆!(Θ
′ ⊗DX)→ ∆!(T
′).
It is easy to see that Θ ⊗ DX ⊠ Ω ⊗ DX lies in the kernel of the above map,
which means that it factors as T ⊠ T → ∆!(T
′). We define now the Lie-* bracket
on T′ as minus the composition:
T′ ⊠ T′ → T ⊠ T → ∆!(T
′).
We shall see in Section 8.1 that the set of isomorphism classes of extensions
Θ′ as above is in bijection with C. For any Θ′ of this form, the Lie algebra
DR0(Spec(Kˆx),T
′) is the corresponding Virasoro extension
0→ C→ Vir′ → Vir→ 0.
4.4. A fact of crucial importance for us is that the forgetful functor from chiral
algebras to Lie-* algebras admits a left adjoint, i.e. that for every Lie-* algebra B
there exists a (unital) chiral algebra U(B) (called the universal enveloping algebra
of B) such that
HomLie−∗(B,A) ≃ Homch(U(B),A),
functorially in A.
Let us sketch the construction of U(B) (we shall assume for simplicity that B is
torsion-free as an O-module).
The construction will be local and we can assume that X is affine. Consider the
D-module direct images B1 := p1∗(Ω⊠B) and B2 := p1∗(j∗j
∗(Ω⊠B)) on X (here
p1 is the projection (x, y) ∈ X ×X −→ x ∈ X). There is an obvious map B1 → B2
and from the fact that B is a Lie-* algebra we infer that both B1 and B2 are Lie
algebras in the category of D-modules.4
We define U(B) to be the “vacuum representation”, i.e.
U(B) := U(B2) ⊗
U(B1)
C,
where “U” is the universal enveloping algebra in the ordinary sense. By definition,
for x ∈ X , the fiber of U(B) at x is identified with U(DR0(X \x,B)) ⊗
U(DR0(X,B))
C.
Since X is affine, the cokernel
coker(DR0(X,B)→ DR0(X \ x,B))
is identified with
coker(DR0(Spec(Oˆx),B)→ DR
0(Spec(Kˆx),B)) ≃ Bx := i
!
x(B)[1].
4The category of right D-modules is a tensor category under the operation
!
⊗, cf. Section 2.
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This description implies that, first of all, U(B) constructed in the above way will
not change if we shrink X to a smaller open affine subset, and secondly, that U(B)
is naturally a chiral module over the Lie-* algebra B.
Note, that by the construction, U(B) carries a filtration U(B) ≃ ∪
n
U(B)n, n ≥ 0
induced from the filtration on U(B2). We have U(B)0 ≃ Ω, U(B)1 ≃ U(B)0 ⊕B.
Lemma 4.1. Consider the chiral action of j∗j
∗(B⊠U(B))→ ∆!(U(B)). We have:
(a) Im(B⊠ U(B)n) = ∆!(U(B)n).
(b) Im(j∗j
∗(B⊠ U(B)n)) = ∆!(U(B)n+1).
(c) U(B)n/U(B)n−1 ≃ Sym
n(B).
4.5. We shall now endow U(B) with a chiral algebra structure. If fact, we will
show that whenever M is a chiral B-module, there exists a canonical map
j∗j
∗(U(B) ⊠M)→ ∆!(M).
Consider the D-modules5
jy 6=z∗j
∗
y 6=z(Ω⊠ Ω⊠B) and jx 6=z 6=y∗j
∗
x 6=z 6=y(Ω⊠ Ω⊠B)
on X × X × X and let B′1 and B
′
2 denote their direct (D-module) images with
respect to the projection (x, y, z)→ (x, y).
We have an embedding B′1 → B
′
2 and the Lie-* algebra structure on B makes
B′1 and B
′
2 into Lie algebras in the category of D-modules on X × X . For any
(x, y) ∈ X × X , the fiber of B′1 (resp., of B
′
2) at this point is identified with
DR0(X \ y,B) (resp., with DR0(X \ {x, y},B)). In particular, for a chiral B-
module M and for (x, y) as above, the action of DR0(X \ y,B) on My := i
!
y(M)[1]
defines on Ω⊠M a structure of module over B′1.
Consider now the induced module M′ := U(B′2) ⊗
U(B′1)
(Ω ⊠M). It is clear that
j∗(M′) ≃ j∗(U(B) ⊠M) and that ∆!(M′)[1] ≃ M. The canonical map
j∗j
∗(M′)→ ∆!∆
!(M′)[1]
yields, therefore, a map j∗j
∗(U(B) ⊠M)→ ∆!(M).
It is easy to show now that if we set M to be U(B), then the resulting operation on
U(B) will satisfy the axioms of a chiral bracket. Moreover, the above construction
shows that any M which is chiral module over B acquires a structure of chiral
module over U(B).
5. Conformal blocks, correlation functions
From now on we shall assume that A is a chiral algebra possessing a unit.
5Here jy 6=z and jx 6=z 6=y denote the open embeddings of the complements to the divisors ∆y=z
and ∆x=z ∪∆y=z in X ×X ×X respectively.
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5.1. We have a surjection of D-modules j∗j
∗(A⊠A)→ ∆!(A); let A
(2) denote its
kernel.
For a complete curve X the space of conformal blocks H∇(X,A) of A is by
definition the vector space DR2(X × X,A(2)). From the long exact cohomology
sequence we obtain that
H∇(X,A) ≃ coker(DR
1(X ×X \∆(X), j∗(A⊠A))→ DR1(X,A)).
Let x be a point of X and recall that Ax is a DR
0(X \ x,A)-module.
Proposition 5.1. The space H∇(X,A) is identified naturally with the space of
coinvariants
coker(DR0(X \ x,A)⊗ Ax → Ax).
Proof. We have a commutative square:
DR0(X \ x,A)⊗Ax −−−−→ Ax
y
y
DR1(X ×X, j∗j
∗(A⊠A)) −−−−→ DR1(X,A)
such that the vertical arrows are surjective. To prove the statement it remains
to show that the kernel of the map Ax → DR
1(X,A) contains the image of
DR0(X \ x,A)⊗Ax.
The unit in A provides a canonical element unitx ∈ Ax and the map
DR0(X \ x,A) ≃ DR0(X \ x,A) ⊗ unitx → Ax coincides with the canonical map
DR0(X \ x,A)→ Ax.
Since the image of the latter is precisely the kernel of the map Ax → DR
1(X,A)
our assertion follows.
The following observation is useful for actual computations of the space of con-
formal blocks:
Proposition 5.2. Let A be a chiral universal enveloping algebra of a Lie-* algebra
B. Then the natural map
Ax/(DR
0(X \ x,B)⊗Ax)→ Ax/(DR
0(X \ x,A)⊗Ax) ≃ H∇(X,A)
is an isomorphism.
Proof. We will prove a slightly more general assertion: we can replace Ax in the
formulation of the proposition by the underlying space M of any chiral A-module
M supported at x.
Let An be the filtration on A as in Section 4.4. We must show that the surjection
M/(DR0(X \ x,B) ⊗M)։M/(DR0(X \ x,An)⊗M)
is an isomorphism for any n ≥ 1. We shall argue by induction.
For a ∈ Γ(X \ x,An+1) and m ∈ M consider the element ρ(h(a),m) ∈ M . By
the construction, it belongs to Im(DR0(X \ x,An+1)⊗M) and it would suffice to
show that it also belongs to Im(DR0(X \ x,An)⊗M).
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Using the Lemma 4.1 and the fact that X \ x is affine, for a ∈ Γ(X \ x,An+1) as
above, we can find a section b⊠ a′ · f(x, y) ∈ Γ(X \ x×X \ x, j∗j
∗(B⊠An)) such
that
(h⊠ id)({b ⊠ a′ · f(x, y)}) = a.
Using the Jacobi identity, the element ρ(h(a),m) ∈ M is the image under the
projection
h⊠ h⊠ h : ∆1,2,3!(M)→M
of the element
ρ(a′, ρ(b,m · f(x, y)))− ρ(b, ρ(a′,m · f(y, x))).
Now, the first term obviously belongs to Im(DR0(X\x,An)⊗M) and the second
term even belongs to
Im(DR0(X \ x,B)⊗M) ⊂ Im(DR0(X \ x,An)⊗M).
5.2. Now let x1, . . . , xk be a non-empty collection of distinct points of X . Each
Axi is a module over the Lie algebra DR
0(X \ {x1, . . . , xk},A); hence, so is the
tensor product Ax1 ⊗ . . .⊗Axk .
Proposition 5.3. The space H∇(X,A) is canonically isomorphic to the space of
coinvariants
coker(DR0(X \ {x1, . . . , xk},A)⊗ (Ax1 ⊗ . . .⊗Axk)→ Ax1 ⊗ . . .⊗Axk).
Proof. When k = 1 our assertion coincides with that of Proposition 5.1 above. To
treat the case k ≥ 2 we shall proceed by induction, so we can assume that the
assertion is true for k − 1.
We shall construct two mutually inverse maps φ and ψ between
(Ax1 ⊗ . . .⊗Axk−1)DR0(X\{x1,...,xk−1},A) and (Ax1 ⊗ . . .⊗Axk)DR0(X\{x1,...,xk},A) :
For a1⊗ . . .⊗ ak−1 in Ax1 ⊗ . . .⊗Axk−1 we set φ(a1⊗ . . .⊗ ak−1) ∈ Ax1 ⊗ . . .⊗Axk
to be a1⊗ . . .⊗ak−1⊗unitxk . It is clear that φ induces a well-defined map between
the spaces of coinvariants.
Now let a1 ⊗ . . . ⊗ ak−1 ⊗ b
′ be an element of Ax1 ⊗ . . . ⊗ Axk−1 ⊗ Axk . Since
X \ {x1, . . . , xk−1} is affine, we can find an element b ∈ DR
0(X \ {x1, . . . , xk},A)
that maps to b′ under the canonical map DR0(X \ {x1, . . . , xk},A)→ Axk .
We set ψ(a1 ⊗ . . .⊗ ak−1 ⊗ b
′) ∈ Ax1 ⊗ . . .⊗Axk−1 to be −b(a1⊗ . . .⊗ ak−1). It
is again easy to see that ψ is well-defined as a map between the coinvariants and
that φ and ψ are mutually inverse.
It remains to show that the isomorphism
coker(DR0(X \{x1, . . . , xk},A)⊗(Ax1⊗ . . .⊗Axk)→ Ax1⊗ . . .⊗Axk) ≃ H∇(X,A)
does not depend on the ordering of the points x1, . . . , xk. Obviously, it is enough
to do this when k = 2.
However, for two distinct points x1, x2 ∈ X , our map Ax1 ⊗ Ax2 → H∇(X,A)
coincides with the canonical map
Ax1 ⊗Ax2 ≃ i
∗
x1×x2(A⊠A)[2] ≃ i
∗
x1×x2(A
(2))[2]→ DR2(X ×X,A(2)) ≃ H∇(X,A)
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and our assertion follows, since the fact that {, } is antisymmetric implies that
the isomorphism DR2(X × X,A(2)) ≃ H∇(X,A) is invariant with respect to the
transposition.
5.3. By globalizing the argument of Proposition 5.3 we obtain that there exists a
canonical map of D-modules on Xn:
〈. . . 〉 : j∗j
∗(A⊠ . . .⊠A)→ j∗j
∗(Ω⊠ . . .⊠ Ω)⊗H∇(X,A)
with the following properties:
• For x1, . . . , xn distinct points on X the induced map 〈. . . 〉 : Ax1⊗ . . .⊗Axn →
H∇(X,A) coincides with the composition
Ax1 ⊗ . . .⊗Ax1 → (Ax1 ⊗ . . .⊗Axn)DR0(X\{x1,...,xn},A) ≃ H∇(X,A).
In particular, the map 〈. . . 〉 is equivariant with respect to the action of the
symmetric group Sn on j∗j
∗(A⊠n) and on j∗j
∗(Ω⊠n).
• The square
j∗j
∗(A⊠n−1 ⊠ Ω)
〈... 〉⊠id
−−−−−→ j∗j
∗(Ω⊠n)⊗H∇(X,A)
id⊠n−1⊠unit
y id⊠n
y
j∗j
∗(A⊠n)
〈... 〉
−−−−→ j∗j
∗(Ω⊠n)⊗H∇(X,A)
is commutative.
• The square
j∗j
∗(A⊠n)
〈... 〉
−−−−→ j∗j
∗(Ω⊠n)⊗H∇(X,A)
{,}⊠id⊠n−1
y canΩ ⊠ id⊠n−1
y
∆x1=x2 !(j∗j
∗(A⊠n−1))
〈... 〉
−−−−→ ∆x1=x2 !(j∗j
∗(Ω⊠n−1))⊗H∇(X,A).
commutes as well.
(The first two of the above properties are evident from the definitions. The
third one can be easily deduced from the second one using the fact that the upper
horizontal arrow in the first commutative diagram is surjective).
By passing to the corresponding left D-modules, we obtain a canonical Sn-
invariant map
〈. . . 〉 : j∗j
∗(lA⊠ . . .⊠ lA)→ j∗j
∗(O⊠ . . .⊠ O)⊗H∇(X,A).
Remark 5.1. For a functional χ on H∇(X,A) and a section a1⊠ . . .⊠an ∈
lA⊠n we
can produce, therefore, a function 〈a1, . . . , an〉χ on X
n with poles on the diagonal
divisor. This function should be thought of as an analog of the n-point correlation
function of the fields a1, . . . , an.
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Chapter II. CFT Data (Algebraic Version)
Recall that X denotes the universal curve over the moduli stack M of smooth
complete curves. In this section the default meaning of O (resp., Ω, Θ, D) is the
structure sheaf (resp., the sheaf of relative 1-forms, the sheaf of vertical vector
fields, vertical differential operators) on X; D-modules (unless specified otherwise)
are right modules over the sheaf of rings D.
6. Local O-modules on X
On the intuitive level, we want to call a sheaf L on X local if the following holds:
whenever X and X ′ are two curves such that their (analytic) open subsets U ⊂ X
and U ′ ⊂ X ′ are identified, the sheaves (L|X)|U and (L|X ′)|U ′ are identified as
well. For instance, if we are dealing with a 2-dimensional CFT which is defined for
every Riemann surface, its fields form naturally a local sheaf over X.
6.1. Let L be an O-module on X, i.e. for a scheme S with a map to M we have
an O-module LS on the corresponding family of curves XS. We say that L is local
if it possesses the following additional structure:
Let I be a local Artinian scheme and let XS×I be a family of curves over X × I
extending XS . Let, in addition, xS×I1 , . . . , x
S×I
n be sections S × I → X
S×I (we
shall denote by xS1 , . . . , x
S
n their restrictions to S →֒ S × I). Assume now that φ
S,I
is an isomorphism:
XS×I \ {xS×I1 , . . . , x
S×I
n } ≃ (X
S \ {xS1 , . . . , x
S
n})× I.
A local structure on L is lifting of φS,I to an isomorphism of sheaves
βS,I : φS,I∗(LS |XS \ {xS1 , . . . , x
S
n} ⊗ O(I))→ L
S×I |XS×I \ {xS×I1 , . . . , x
S×I
n }.
These βS,I ’s for various XS×I , xS×I1 , . . . , x
S×I
n , φ
I must satisfy two conditions. The
first condition is a compatibility in the obvious sense in the situation when a map
S× I → M factors as S× I → S′× I ′ → M. To formulate the second condition we
need to introduce some notation.
Let XS be again a curve over the base S and let yS1 , . . . , y
S
n and z
S
1 , . . . , z
S
k be two
disjoint collections of sections S → XS . Let I and J be two local Artinian schemes
and let (XS×I , yS×I1 , . . . , y
S×I
n , φ
I) and (XS×J , zS×J1 , . . . , z
S×J
k , φ
J ) be two pieces
of data as above. (In what follows, to simplify the notation, we shall abbreviate
{y1, . . . , yn} and {z1, . . . , zm} to y and z respectively.)
We have sections y˜J : S × J → XS×J and z˜I : S × I → XS×I and we can
construct a curve XS×I×J over S × I × J equipped with sections yS×I×J , zS×I×J
such that:
XS×I×J \ yS×I×J
φS×J,I
≃ (XJ \ y˜J)× I(1)
XS×I×J \ zS×I×J
φS×I,J
≃ (XI \ z˜I)× J(2)
XS×I×J \ {yS×I×J , zS×I×J}
φS,I×J
≃ (XS \ {yS, zS})× I × J.(3)
Note that the composition:
(φS,J × idI) ◦ φ
S×J,I : XS×I×J \ {yS×I×J , zS×I×J} → (XS \ {yS, zS})× I × J
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coincides with φS,I×J .
The second condition on β reads as follows:
We need that the two isomorphisms between
φS,I×J∗((LS)|X \ {yS, zS} ⊗ O(I)⊗ O(J))
and
(LS×I×J )|XS×I×J \ {yS×I×J , zS×I×J},
namely, βS,I×J and (βS,J × idI) ◦ ((φ
S,J × idI)
∗(βS×J,I)), coincide.
The most basic example of a local O-module on X is the sheaf O itself. Local
O-modules on X form an abelian category (morphisms in this category are, by
definition, maps of O-modules compatible with the βS,I ’s). It is easy to see that
the sheaves Ωi, D, etc. are all local O-modules in a natural way.
In a similar way one defines local O-modules on Xn.
An O-module L on Xn assigns, by definition, to every scheme S mapping to M
an O-module LS over
XS×
S
. . .×
S
XS ,
where XS is as before. A local structure on L attaches to each data XS,I, xS,Ik , φ
S,I
as above an isomorphism
βS,I : φS,I∗(LS |(XS \ {xS1 , . . . , x
S
n})×
S
. . .×
S
(XS \ {xS1 , . . . , x
S
n})⊗ O(I)) ≃
LS×I |(XS×I \ {xS×I1 , . . . , x
S×I
n }) ×
S×I
. . . ×
S×I
(XS×I \ {xS×I1 , . . . , x
S×I
n }).
These isomorphisms should satisfy two conditions analogous to what we had in
the case n = 1.
For example, if L1 and L2 are local O-modules on X, then L1 ⊠ L2 is a local
O-module on X2. In addition, if L is a local O-module on X2, so is j∗j
∗(L), and
∆∗(L) is a local O-module back on X.
In particular, we have the following assertion:
Lemma 6.1. Let B be a local O-module on X with the following additional struc-
ture: B is a D-module and a Lie-* algebra such that:
(a) The map B⊗D → B is a map of local O-modules on X.
(b) The Lie-* bracket B⊠B → ∆!(B) is a map of local O-modules on X
2 (the RHS
is a local O-module on X2 in a natural way).
Then the chiral universal enveloping algebra U(B) is a local O-module on X and
conditions (a) and (b) hold for U(B) as well.
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6.2. We shall now describe a typical way of producing local O-modules.
Consider the standard 1-dimensional local ring Oˆ := C[[t]] and the corresponding
local field Kˆ := C((t)). Let Aut+0 (resp., Aut
+, Aut) be the group scheme of
automorphisms of Oˆ that preserve the maximal ideal (resp., the group ind-scheme
of all automorphisms of Oˆ, the group ind-scheme of all automorphisms of Kˆ). We
shall denote by Vir+0 ⊂ Vir
+ ⊂ Vir the corresponding Lie algebras.
Consider the scheme Xˆ that classifies the following data:
(X ∈ M, x ∈ X,α : Oˆx → Oˆ),
where α is an isomorphism that preserves the maximal ideal. The group Aut+0 acts
on this scheme by changing α and the quotient is identified with X. Let q denote
the projection of Xˆ to X.
If now V is a representation of the group Aut+0 , the OX-module V ⊗OXˆ is Aut
+
0 -
equivariant and hence descends to an O-module Ass(V ) over X. The next assertion
is evident from the definitions:
Lemma 6.2. For V as above, the O-module Ass(V ) has a natural structure of local
O-module.
For instance, for i ∈ Z let Li be the 1-dimensional Aut
+
0 -module of Section 8.1.
(Aut+0 acts on Li via the i-th power of the standard character.) We have:
Ass(Li) ≃ Ω
i.
6.3. Let L be a local O-module on X. We shall now construct a map6
∇loc : L → p1∗(L⊠ Ω
2(∞ ·∆)).
Let x ∈ X ∈ M be a point of X, let l be a local section of L on X and let ξ be an
element of Kˆx/Oˆx ⊗Θ.
Constructing ∇loc amounts to our being able to evaluate (id⊠Resx)(∇loc(l) ⊗
(1⊠ ξ)) as a local section of L|X defined outside of x. (The triple (X,x, ξ) should
be thought of as living over a base S, where S is a scheme mapping to M; we shall
denote by L|X the O-module LS over XS .)
However, ξ as above is the same as a deformation of X over the scheme I =
Spec(C[t]/t2) which is trivialized outside of x. As L is local, we have a section
βI−1(l) of ((L|X)|X \ x)⊗ C[t]/t2 and we set
(id×Resx)(∇loc(l)⊗ (1⊠ ξ)) := ∂t(β
I−1(l)).
Since the isomorphism βI above respects the O-module structure, the map ∇loc
satisfies an analog of the Leibnitz rule: for a function f on X and a local section l
of L we have:
∇loc(f · l) = (f ⊠ 1) · ∇loc(l) +∇loc(f)⊗ (l ⊠ 1) ∈ p1∗(L⊠ Ω
2(∞ ·∆)),
(here ∇loc(f) is the corresponding operation for L = O).
Analogously, when L is a local O-module on Xn we have a map
∇loc : L → p1,...,n∗(L ⊠ Ω
2(∞ ·∆xn+1 6=xk)),
6For two O-modules L1 and L2 on X, it will be sometimes more convenient to use the notation
L1 ⊠L2(∞ ·∆) for j∗j∗(L1 ⊠L2).
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that satisfies the Leibnitz rule in the same sense as above.
In particular, for a local O-module L on X, the O-module L⊠ Ω2(∞ ·∆) on X2
is local as well and we can form a map
∇2loc : L
∇loc−→p1∗(L⊠ Ω
2(∞ ·∆))
∇loc−→p1∗(L⊠ Ω
2
⊠ Ω2(∞ ·∆)).
Lemma 6.3. Let σ2,3 be the transposition of the last 2 coordinates acting on the
sheaf p1∗(L⊠ Ω
2
⊠ Ω2(∞ ·∆)). We have:
σ2,3 ◦ ∇
2
loc = ∇
2
loc,
i.e. the image of ∇2loc is symmetric in the last two variables.
The proof follows immediately from the second condition on the β’s in the defi-
nition of local O-modules.
Let us consider a few examples:
Note that the cotangent bundle of Xˆ is identified in an Aut+0 -equivariant way
with
q∗p1∗(O⊠ Ω
2(∞ ·∆)).
Therefore, the De Rham differential on Xˆ yields maps
d0 : O → ΩX ≃ p1∗(O⊠ Ω
2(∆)) →֒ p1∗(O⊠ Ω
2(∞ ·∆)) and
d1 : p1∗(O⊠ Ω
2(∞ ·∆))→ p1∗(O⊠ Ω
2
⊠ Ω2(∞ ·∆)).
We leave it to the reader to check that d0 is the map ∇loc for L = O and that d
1
is the map ∇loc for the local O-module O⊠ Ω
2(∞ ·∆) on X2.
We claim, in fact, that for an O-module L on X, a structure of local O-module
on it is equivalent to the data of ∇loc:
Theorem 6.1. The following three categories are equivalent:
• The category of local O-modules on X.
• The category of weakly Aut+0 -equivariant left D-modules on Xˆ.
• The category of O-modules L on X endowed with a map ∇loc : L →
p1∗(L ⊠ Ω
2(∞ ·∆)) such that:
(a) For any function f on X and a local section l of L
∇loc(f · l) = (f ⊠ 1) · ∇loc(l) +∇loc(f)⊗ (l ⊠ 1) ∈ p1∗(L⊠ Ω
2(∞ ·∆)).
(b) If we define (assuming (a))
∇loc : L⊠ Ω
2(∞ ·∆)→ p1∗(L⊠ Ω
2
⊠ Ω2)(∞ ·∆)
according to the Leibnitz rule applied to ∇loc acting on L and on Ω
2, then the
composition
∇loc
2 := ∇loc ◦ ∇loc : L → p1∗(L⊠ Ω
2
⊠ Ω2)(∞ ·∆)
satisfies σ2,3 ◦ ∇loc
2 = ∇loc
2.
Morphisms in this category are O-module maps L1 → L2 compatible with
the ∇loc’s.
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The proof of this theorem is quite straightforward and we shall omit it, especially
since this statement will not be used in the sequel.
We shall conclude this subsection by showing that if L is a local O-module on
X, there is a natural action of Θ on it “by Lie derivations” (cf. Section 4.3).
Consider the composition
∇′loc : L
∇loc−→p1∗(L ⊠ Ω
2(∞ ·∆))→ p1∗(L⊠ Ω
2(∞ ·∆)/L⊠ Ω2).
This map is OM-linear and it satisfies:
∇′loc(f · l) = (f ⊠ 1) · ∇
′
loc(l) + (l ⊠ 1)⊗ df,
where df ∈ Ω is viewed as an element of O⊠ Ω2(∞ ·∆)/O⊠ Ω2 via
Ω ≃ O⊠ Ω2(∆)/O⊠ Ω2 ⊂ O⊠ Ω2(∞ ·∆)/O⊠ Ω2.
If l is a local section of L and ξ is a vertical vector field on X (i.e. a local section
of Θ), we set
Lieξ(l) := (id⊠Res∆)(∇
′
n(l)⊗ (1⊠ ξ)) ∈ L.
The properties of ∇loc imply that the map (l, ξ)→ Lieξ(l) is a bi-differential oper-
ator and is OM-linear in both variables. In addition, we have:
Lieξ(f · l) = f · Lieξ(l) + Lieξ(f) · l.
7. A formulation of CFT (central charge 0)
7.1. A CFT data (of central charge 0) for us will consist of
(1) A local O-module A on X endowed with a structure of a chiral algebra (in
particular, A is a right D-module).
(2) A map of local O-modules T : Θ→ A (called the energy-momentum tensor).
These data must satisfy the following conditions:
(a) The chiral bracket on A:
j∗j
∗(A⊠A)
{,}
−→∆!(A)
is a map of local O-modules on X2. Moreover, the unit map unit : Ω → A is also
a map of local O-modules.
(b) Let ξ be a vertical vector field on X and consider the map A → A given by
l→ (id⊠h)({l, T (ξ)})− Lieξ(l).
We need this map to coincide with the action of ξ on A coming from the right
D-module structure on A.
It follows from (a) and (b) that the map A⊗D→ A defining the right D-module
structure on A is a map of local O-modules.
Recall the Lie-* algebra T = Θ⊗D that we constructed in Section 4.3. The map
T gives rise to a map T → A and conditions (a) and (b) above guarantee that this
is a homomorphism of Lie-* algebras.
Remark 7.1. In the physics literature one often encounters the term “primary field
of weight i”. In our language, this is the same as a map of local O-modules Ω1−i →
A.
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7.2. Let lA be the corresponding left D-module lA := A⊗Θ and let lT denote the
corresponding map Ω−2 → lA. We will show now that lA acquires a (left) module
structure over some canonical Lie algebroid on X (cf. Section 2 for the notion of
a Lie algebroid). This will later on enable us to produce a connection along M on
the space of conformal blocks of A.
Recall the scheme Xˆ that we introduced in the previous subsection. It is known
that the natural Aut+0 -action on it extends to an action of the whole of Aut. Let
us recall how this action is constructed.
For a point (x ∈ X ∈ M, α) of Xˆ and a point g ∈ Aut with values in a local
Artinian scheme Spec(I), we must produce a Spec(I)-valued point (xI ∈ XI , αI) of
Xˆ.
We let XI be unchanged as a topological space; moreover, we set XI \ xI to be
(X \x)×Spec(I). To fix the triple (xI ∈ XI , αI) it remains to specify which of the
meromorphic functions on (X \ x)× Spec(I) are regular at xI ∈ XI .
The set of meromorphic functions on X × Spec(I) embeds into Kˆ⊗ I by means
of α. We declare a meromorphic function on (X \x)×Spec(I) to be regular for XI
at xI if its image in Kˆ⊗ I is transformed by g : Kˆ⊗ I → Kˆ⊗ I into an element of
Oˆ⊗ I.
In particular, the Lie algebra Vir acts on Xˆ by vector fields and we can form the
Lie algebroid v˜ = Vir⊗O
Xˆ
(resp., v˜+ = Vir+⊗O
Xˆ
, v˜+0 = Vir
+
0 ⊗OXˆ) on Xˆ; all the
three are Harish-Chandra Lie algebroids with respect to Aut+0 . Let v, v
+ and v+0
denote the corresponding Lie algebroids on X, i.e. v˜ ≃ q∗(v) and similarly for v+
and v+0 ; the Harish-Chandra property implies that v
+
0 is an ideal in the other two.
We have:
v ≃ p1∗(O⊠ˆΘ(∞ ·∆)) and v/v
+
0 ≃ p1∗(O⊠Θ(∞ ·∆)/O⊠Θ(−∆)),
where the notation ⊠ˆ means completion along the diagonal divisor.
Moreover v+/v+0 →֒ v/v
+
0 is identified with
Θ ≃ O⊠Θ/O⊠Θ(−∆) →֒ p1∗(O⊠Θ(∞ ·∆)/O⊠Θ(−∆)).
There are two maps v⊗
C
lA → lA:
The first map τloc : v⊗
lA → lA is defined as follows:
A typical local section of v ⊗
C
lA can be written as (f · 1 ⊠ ξ) ⊗ a, for f ∈
p1∗(O⊠ˆO(∞ ·∆)), ξ ∈ Θ and a ∈
lA. We set7
τloc((f · 1⊠ ξ), a) = (id⊠Res∆)(f · ∇loc(a)⊗ (1 ⊠ ξ)).
To define the second map τem (the subscript “em” here stands for “energy-
momentum”), let (f · 1⊠ ξ)⊗ a ∈ v⊗
C
lA be as above and we set8
τem((f · 1⊠ ξ), a) = (id⊠h)({f · a⊠ T (ξ)}) ∈
lA.
7Using Proposition 6.1 one can rephrase the definition of τloc as follows: since q
∗(lA) is a weakly
Aut+0 -equivariant D-module on Xˆ, it is also a weakly equivariant module over the algebroid v˜; this
defines on lA a structure of v-module, which is the same as a map τloc.
8Here we have denoted by (id⊠h)({, }) the map lA⊠ˆA(∞ · ∆) → lA that comes from the
chiral bracket on A.
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Let τ be the difference:
τ = τloc − τem : v⊗
lA → lA.
Lemma 7.1. The map τ is a left action of the algebroid v on lA. Moreover, τ
annihilates the ideal v+0 ⊂ v and the restriction of τ to Θ ≃ v
+/v+0 coincides with
the action of Θ on lA coming from the structure of a left D-module on lA.
The proof follows from conditions (a) and (b) in Section 7.1 and we leave the
verification to the reader.
7.3. Let A be as in Section 7.1. For each X ∈ M we can construct a vector space
H∇(X,A) and globally over M this construction yields an OM-module H∇(X,A).
According to the discussion in Section 5.3, we have a map of left D-modules on
X:
〈. . . 〉 : lA։ π∗(H∇(X,A)).
Proposition 7.1. There exists a (unique) left DM-module structure on H∇(X,A)
such that when π∗(H∇(X,A)) is viewed as an v/v
+
0 -module via v/v
+
0 → ΘX, the
map 〈. . . 〉 is compatible with the v/v+0 -module structure.
Proof. Since the map 〈. . . 〉 is surjective, there is at most one v/v+0 -module structure
on π∗(H∇(X,A)) compatible with that on
lA.
To see that it is correctly defined, we must show that if c is a local section of lA
of the form
c = (h⊠ id)({f0 · a⊠ b}),
where f0 · a⊠ b ∈ p2∗(A⊠
lA(∞ ·∆)) and if f · 1⊠ ξ ∈ p1∗(O⊠ˆΘ(∞ ·∆)) is a local
section of v/v+0 , the section c
′ := τ(f · 1⊠ ξ, c) is a sum of sections of the form
(h⊠ id)({f ′0 · a
′
⊠ b′}),
for f ′0 · a
′
⊠ b′ a local section of p2∗(A⊠
lA(∞ ·∆)).
This, however, follows from the next lemma.
Lemma 7.2. Let f0 ·a⊠ b and f · 1⊠ ξ and c
′ be as above and let a′′ be the section
of p2∗(A⊠ O(∞ ·∆)) defined as
a′′ = (id⊠ id⊠Resx2=x3)(∇loc(f0 · a⊠ 1)⊗ (1⊠ f ⊠ ξ)).
Then
c′ = (h⊠ id)({f0 · a⊠ τ(f · 1⊠ ξ, b)}) + (h⊠ id)({a
′′ ⊗ (1⊠ b})).
Next, we must show that the action of v/v+0 on π
∗(H∇(X,A)) factors through
ΘX. The map v/v
+
0 → ΘX is surjective and its kernel is identified with
p1∗(O⊠Θ(∞ ·∆)) ⊂ p1∗(O⊠ˆΘ(∞ ·∆)),
(in other words, the fiber of the above kernel at x ∈ X ∈ M is identified with the
subspace H0(X \ x,ΘX) ⊂ Θ⊗
O
Kˆx).
For f · 1 ⊠ ξ ∈ p1∗(O ⊠ Θ(∞ · ∆)) and for a local section a of
lA we have by
definition:
〈τ(f · 1⊠ ξ, a)〉 = 〈(id⊠Res∆)(f · ∇loc(a)⊗ (1 ⊠ ξ))〉 − 〈(id⊠h)({f · a⊠ T (ξ)})〉.
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However, the first term vanishes by the residue formula, since f ·∇loc(a)⊗(1⊠ξ)
is a section of p1∗(
lA⊠Ω(∞·∆)) and the second term vanishes by the very definition
of H∇(X,A).
We have shown, therefore, that π∗(H∇(X,A)) is a D-module on X such that
the action of vertical vector fields on it is the “tautological” one. Therefore, the
O-module H∇(X,A) on M is naturally a DM-module.
Here is another characterization of the connection on H∇(X,A):
Let ∇ denote the covariant derivative acting on π∗k(H∇(X, A)); in particular,
there is a map9
∇ : j∗j
∗(π∗k(H∇(X, A)))→ p1,...,k∗(j∗j
∗(π∗k(H∇(X,A))⊠ Ω
2)).
Proposition 7.2. Let f · a1⊠ . . .⊠ ak be a section of j∗j
∗(lA⊠k) on Xk \∆. Then
∇(〈f · a1⊠ . . .⊠ ak〉) = (〈. . . 〉⊠ id)(∇loc(f · a1⊠ . . .⊠ ak))+ 〈f · a1⊠ . . .⊠ ak⊠
lT 〉.
Proof. When k = 1, the statement follows immediately from the definition of the
action τ .
To treat the case of arbitrary k one proceeds as follows:
Step 1:
Consider the diagram
j∗j
∗(lA⊠k) −−−−→ p1,...,k∗(j∗j
∗(lA⊠k ⊠ Ω2))
〈... 〉
y 〈... 〉⊠id
y
j∗j
∗(π∗k(H∇(X,A)))
?
−−−−→ p1,...,k∗(j∗j
∗(π∗k(H∇(X,A))⊠ Ω
2)),
where the upper horizontal arrow sends a section f · a1 ⊠ . . .⊠ ak of j∗j
∗(lA⊠k) to
∇loc(f · a1 ⊠ . . .⊠ ak) + f · a1 ⊠ . . .⊠ ak ⊠
lT.
Lemma 7.3. There exists a unique map
∇′ : j∗j
∗(π∗k(H∇(X,A)))→ p1,...,k∗(j∗j
∗(π∗k(H∇(X,A))⊠ Ω
2))
which completes the above diagram to a commutative diagram.
Step 2:
It remains to show that the map ∇′ constructed above coincides with the covariant
derivative ∇. Consider the diagram
j∗j
∗(lA⊠ O⊠k−1) −−−−→ p1,...,k∗(j∗j
∗(lA⊠ O⊠k−1 ⊠ Ω2))
〈... 〉⊠id
y 〈... 〉⊠id⊠ id
y
j∗j
∗(π∗k(H∇(X,A)))
?
−−−−→ p1,...,k∗(j∗j
∗(π∗k(H∇(X,A))⊠ Ω
2)),
where the upper horizontal arrow is given by the same formula as above.
9In the formula below, 〈f · a1 ⊠ . . . ⊠ ak ⊠
lT 〉k+1 will denote a section of j∗j∗(O⊠k ⊠Ω2)
characterized by the property that for η ∈ Ω−2:
〈f · a1 ⊠ . . .⊠ ak ⊠
lT 〉 ⊗ (1⊠ . . .⊠ 1⊠ η) := 〈f · a1 ⊠ . . .⊠ ak ⊠
lT (η)〉 ∈ j∗j
∗(O⊠k).
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On the one hand, according to Step 1 and Section 5.3, this diagram becomes
commutative if we set the lower horizontal arrow to be ∇′. On the other hand, the
assertion of our proposition for k = 1 implies that this diagram becomes commu-
tative if we set the lower horizontal arrow to be ∇. Since the left vertical arrow is
a surjection (by Proposition 5.3), ∇′ = ∇.
8. Introducing the central charge
8.1. We shall start with some linear algebra preliminaries.
Consider the canonical decreasing sequence of ideals in the Lie algebra Vir+0 :
0 ⊂ . . . ⊂ Vir+n ⊂ . . . ⊂ Vir
+
1 ⊂ Vir
+
0 .
For k ∈ N let Lk denote the Aut
+
0 -module Vir
+
k /Vir
+
k+1. We have canonical iso-
morphisms Lk ⊗ Lk′ ≃ Lk+k′ and for k ∈ N we define L−k as L
∗
k.
Lemma 8.1. The following two categories are equivalent:
(a) The category ExtAut+0
(L−1, L1) of extensions 0 → L1 → E → L−1 → 0 of
Aut+0 -modules.
(b) The category of Harish-Chandra pairs (Vir′,Aut+0 ), where Vir
′ is a central ex-
tension of Vir:
0→ C→ Vir′ → Vir→ 0.
In fact, both categories are groupoids such that every object has no non-trivial
automorphisms; moreover the set of isomorphism classes of objects in each of them
is canonically identified with C.10 This implies the assertion of the lemma.
The above equivalence of categories has the following additional property:
To an object 0 → L1 → E → L−1 → 0 of ExtAut+0
(L−1, L1) one can attach a
local O-module Θ′ := Ass(E) on X (cf. Section 6.2). By the construction, Θ′ is an
extension
0→ Ω→ Θ′ → Θ→ 0.
Now let (x ∈ X) be a point of X. Consider the corresponding extension of
Kˆx-modules:
0→ Ω⊗
O
Kˆx → Θ
′⊗
O
Kˆx → Θ⊗
O
Kˆx → 0
and consider the vector space
Θ′⊗
O
Kˆx/ ker(Res : Ω⊗
O
Kˆx → C).
The action of Θ⊗
O
Kˆx on Θ
′⊗
O
Kˆx by Lie derivations (cf. Section 6.3) makes the
above vector space into a Lie algebra.
10These identifications are chosen as follows:
If 0 → L1 → E → L−1 → 0 is an object of ExtAut+0
(L−1, L1), the action of Vir
+
0 on E
produces a map L2 ⊗ L−1 → L1, i.e. a scalar c ∈ C, since L2 ⊗L−1 is apriori identified with L1.
We set the class of this E in C to be −2c.
If Vir′ is an object of the second category, the adjoint action of C∗ ⊂ Aut+0 on Vir
′ defines a
decomposition of the latter as a vector space: Vir′ = ⊕
i
Li ⊕C. The Lie bracket on Vir
′ induces a
map L2 ⊗ L−2 → C, i.e. a scalar c ∈ C. We set the class of this Vir
′ to be equal to be −2c.
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Lemma 8.2. Every choice of an identification α : Oˆ ≃ Oˆx gives rise to an isomor-
phism
Vir′ ≃ Θ′⊗
O
Kˆx/ ker(Res : Ω⊗
O
Kˆx → C),
where Vir′ is the central extension of Vir corresponding to E. A modification of α
by means of g ∈ Aut+0 corresponds to the adjoint action of g on Vir
′.
Let us now describe explicitly the extension 0 → Ω → Θ′2 → Θ → 0 that
corresponds to the object E2 ∈ ExtAut+0
(L−1, L1) whose class in C equals 2:
Consider the local O-module
p2∗(O⊠ O(∆)/O⊠ O(−2 ·∆));
the section 1⊠ 1 gives rise to an embedding of O into it.
Lemma 8.3. The local O-module Θ′2 is identified with
(p2∗(O⊠ O(∆)/O⊠ O(−2 ·∆)))/O.
In what follows, for c ∈ C we shall denote by Θc (resp., Vir
′
c) the correspond-
ing extension of Θ by Ω (resp., the corresponding central extension of Vir). The
construction of Example 2 of Section 4.3 produces from Θ′c a Lie-* algebra T
′
c on
X that satisfies the conditions of Lemma 6.1.
Let Pc denote the Serre dual to Θ
′
c. This is again a local O-module on X, which
is an extension of O by Ω2. It is easy to see that Pc identifies with the Ω
2-torsor of
c-projective connections. In particular, for a fixed X ∈ M, the extensions
0→ Ω→ Θ′c → Θ→ 0 and 0→ Ω
2 → Pc → O → 0
are (non-canonically) split.
8.2. A CFT of central charge c consists of:
(1) A local O-module A on X endowed with a structure of chiral algebra.
(2) A map of local O-modules T : Θ′c → A (called the energy-momentum tensor),
such that the composition Ω→ Θ′c → A coincides with the map unit.
The pair (A, T ) must satisfy the following conditions:
(a) The chiral bracket on A:
j∗j
∗(A⊠A)
{,}
−→∆!(A)
is a map of local O-modules on X2.
(b) Let ξ be a vertical vector field on X and let ξ′ be some lift of ξ to a section of
Θ′c. Consider the map A → A given by
l→ (id⊠h)({l, T (ξ′)})− Lieξ(l).
We need this map to coincide with the action of ξ on A coming from the right D-
module structure on A. (Note that the above expression a priori does not depend
on the choice of ξ′.)
As in the case of central charge 0, it follows that the map A ⊗D → A defining
the D-module structure on A is a map of local O-modules and that the D-module
map T′c → A induced by T : Θ
′
c → A is a Lie-* algebra homomorphism.
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8.3. Let v˜′c denote the Lie algebroid Vir
′
c⊗OXˆ on Xˆ. Let v˜glob denote the kernel
v˜ → Θ
Xˆ
; obviously v˜glob is an ideal in v˜ and its fiber at a point (X,x, α) ∈ Xˆ is
identified with H0(X \ x,Θ).
Proposition 8.1. There is a canonical lifting:
v˜glob → v˜
′
c.
Moreover, v˜glob becomes an ideal in v˜
′
c.
Proof. To construct the embedding v˜glob →֒ v˜
′
c we must exhibit for each (X,x, α) ∈
Xˆ as above a map
H0(X \ x,Θ)→ Θ′c⊗
O
Kˆx/ ker(Res : Ω⊗
O
Kˆx → C).
We obviously have a map H0(X \ x,Θ′c)→ Θ
′
c⊗
O
Kˆx, and the composition
H0(X \ x,Ω)→ Θ′c⊗
O
Kˆx → Θ
′
c⊗
O
Kˆx/ ker(Res : Ω⊗
O
Kˆx → C)
vanishes by the residue formula.
Since the extension 0 → Ω → Θ′c → Θ → 0 is (non-canonically) split, the
projection H0(X \x,Θ′c)→ H
0(X \x,Θ) is surjective and we obtain a well-defined
map
H0(X \ x,Θ)→ Θ′c⊗
O
Kˆx/ ker(Res : Ω⊗
O
Kˆx → C)
as needed.
To prove that v˜glob is an ideal in v˜
′
c we must show that it is stable under the
action of the formal group Aut on Xˆ. This follows from the description of this
action that was given in Section 7.2.
Obviously, v˜′c is a Harish-Chandra Lie algebroid with respect to the group Aut
+
0 ;
let v′c and v
′
c/v
+
0 denote the corresponding Lie algebroids on X. Clearly, we have
short exact sequences:
0→ O → v′c → v → 0 and 0→ O → v
′
c/v
+
0 → v/v
+
0 → 0
with O being an ideal and the adjoint action of v on O being the canonical one. As
an O-module, v′c is identified with
p1∗(O⊠ˆΘ
′
c(∞ ·∆))/ ker(p1∗(O⊠ˆΩ(∞ ·∆))→ O)
and similarly for v′c/v
+
0 .
Now let vglob denote the kernel of v → ΘX. It follows from the proposition above
that vglob embeds naturally into v
′
c and is an ideal thereof. Moreover, the quotient
Θ′Xc := v
′
c/(v
+
0 + vglob)
is a Picard Lie algebroid on X.
Note that we have a canonical embedding Vir+ → Vir′c which gives rise to an
embedding of Lie algebroids Θ → v′c/v
+
0 . In particular, there is a homomorphism
of Lie algebroids Θ→ Θ′Xc.
Proposition 8.2. There exists a canonical Picard Lie algebroid Θ′Mc on M such
that Θ′Xc is its pull-back (in the sense of Section 2) under the map π. As an OM-
module, Θ′Mc is identified with R
1π∗(Θ
′
c).
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Proof. As an O-module, the Picard Lie algebroid Θ′Xc is identified with
R1p1∗(O⊠Θ
′
c(−∆))/ ker(R
1p1∗(O⊠ Ω(−∆))→ R
1p1∗(O⊠ Ω))
and the quotient Θ′Xc/Θ is therefore identified with π
∗(R1π∗(Θ
′
c)).
Let N(Θ) denote the normalizer of Θ in Θ′Xc.
Lemma 8.4. N(Θ)/Θ ⊂ Θ′Xc/Θ corresponds to π
•(R1π∗(Θ
′
c)) ⊂ π
∗(R1π∗(Θ
′
c)).
Therefore, Θ′Mc := R
1π∗(Θ
′
c) has a canonical structure of Lie algebroid on M
and we have a commutative square:
Θ −−−−→ Θ′Xc −−−−→ π
∗(Θ′Mc) −−−−→ 0y
y
y
Θ −−−−→ ΘX −−−−→ π
∗(ΘM) −−−−→ 0,
which is what we had to prove.
8.4. Similarly to the case c = 0, we shall show now that our CFT chiral algebra lA
carries a natural action of the Lie algebroid v′c/v
+
0 . To do this, we must construct
a map τ : v′c/v
+
0 ⊗
C
lA → lA such that the composition
O⊗
C
lA →֒ v′c/v
+
0 ⊗
C
lA → lA
coincides with the tautological map O⊗
C
lA → lA.
We have a map τloc : v
′
c ⊗
C
lA → lA that factors through
v′c ⊗
C
lA → v⊗
C
lA → lA,
the second arrow being defined by the same formula as in Section 7.2 (it comes
from the structure on lA of a local O-module).
We have a map τem : v
′
c ⊗
C
lA → lA that attaches to a local section f · 1⊠ˆξ′ ∈
p1∗(O⊠ˆΘ
′
c(∞ ·∆)) ≃ v
′
c and a local section a ∈
lA the section
(id⊠h)({f · a⊠ T (ξ′)}) ∈ lA.
The difference τ := τloc − τem is therefore a map v
′
c ⊗
C
lA → lA which factors
(due to condition (b) of Section 8.2) as
v′c/v
+
0 ⊗
C
lA → lA.
As in the previous subsection we have the following assertion:
Lemma 8.5. The map τ : v′c/v
+
0 ⊗
C
lA → lA is a left action of the Lie algebroid
v′c/v
+
0 on
lA.
Consider now the OM-module H∇(X,A).
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Proposition 8.3. The OM-module H∇(X,A) on M has a (unique) structure of
left Θ′Mc-module such that when we view π
∗(H∇(X,A)) as a v
′
c/v
+
0 -module via
v′c/v
+
0 → Θ
′
Xc, the projection
〈. . . 〉 : lA → π∗(H∇(X,A))
is compatible with the v′c/v
+
0 –action.
The proof of this assertion is the same as in the case c = 0.
For k ∈ N let Θ′
Xkc
denote the pull-back of the Picard Lie algebroid Θ′Mc to X
k
(in the sense of Section 2); by definition, for k = 1 we re-obtain on X the Picard
Lie-algebroid Θ′Xc. Note that the corresponding twisted cotangent bundle on X
k\∆
is identified with
ker(p1,...,k∗(O
⊠k
⊠ Pc(∆))→ p1,...,k∗(O
⊠k+1(∆))).
In particular, the Θ′
Xkc
-action on π∗k(H∇(X,A)) yields a covariant derivative map
∇ : j∗j
∗(π∗k(H∇(X,A)))→ p1,...,k∗(j∗j
∗(π∗k(H∇(X,A))⊠ Pc)).
The following is a generalization to the case c 6= 0 of Proposition 7.2:
Proposition 8.4. Let f · a1 ⊠ . . .⊠ ak be a local section of j∗j
∗(lA⊠k) on Xk \∆.
Then the section ∇(f · a1 ⊠ . . .⊠ ak) of j∗j
∗(π∗k(H∇(X,A))⊠ Pc) equals
(〈. . . 〉⊠ id)(∇loc(f · a1 ⊠ . . .⊠ ak)) + 〈f · a1 ⊠ . . .⊠ ak ⊠
lT 〉,
where the insertion of lT in the correlation function has the same meaning as in
Proposition 7.2.
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Chapter III. Examples
9. Heisenberg and Kac-Moody algebras
9.1. Let g and Q be as in Example 1 of Section 4.3 and let B(g, Q) be the corre-
sponding Lie-* algebra; consider its chiral universal enveloping algebra U(B(g, Q)).
There are two maps of Ω into U(B(g, Q)): one is the map unit : Ω→ U(B(g, Q))
and the other is the composition
u˜nit : Ω→ B(g, Q)→ U(B(g, Q)).
We define the chiral algebra A(g, Q) as a quotient of U(B(g, Q))/I, where I is
the ideal11 generated by the image of unit− u˜nit : Ω −→ U(B(g, Q)).
We are going to show now that under certain conditions, A(g, Q) defines a CFT
data.
It is clear that B(g, Q) has a natural structure of local O-module on X, that
satisfies the conditions of Lemma 6.1. Hence, A(g, Q) is a chiral algebra on X
which has a structure of local O-module. Therefore, in order for A(g, Q) to define
a CFT structure, we must construct a map of local O-modules
Tg,Q : Θ
′
c → A(g, Q)
for some c ∈ C that satisfies condition (b) of Section 8.2.
All our constructions will be local, therefore, we will be working on a fixed curve
X .
Let B ∈ g⊗ g be an adg-invariant symmetric tensor that satisfies the following
conditions:
• If B = Σ
i,j
bi,j · ui ⊗ uj , then the endomorphism of g given by
v → Σ
i,j
bi,j · [ui, [uj, v]]
is a scalar operator κ(B) · Idg.
• The map B ◦Q : g → g∗ → g is a scalar operator that satisfies
2(B ◦Q) + κ(B) = Idg .
First, we define a map T˜g,Q : Θ
′
2 → A(g, Q) as follows:
Recall that in Section 8.2, Θ′2 was constructed as a quotient of the O-module
p2∗(O⊠ O(∆)). Let
˜˜
T g,Q be the map
p2∗(O⊠ O(∆))→ A(g, Q)
that sends a section f(x, y) ∈ O⊠ O(∆) to
(h⊠ id)(Σ
i,j
bi,j · {ui ⊠ uj · f(x, y)}) ∈ A(g, Q).
11An ideal in a chiral algebra A is by definition a chiral submodule of A, when the latter is
viewed as a module over itself. For a D-submodule of A there exists a minimal ideal that contains
it, called the “ideal generated by the given D-sub-module”. If I ⊂ A is an ideal, the quotient
D-module A/I has a natural structure of chiral algebra.
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Lemma 9.1. For any symmetric B ∈ g ⊗ g, the map
˜˜
T g,Q : p2∗(O ⊠ O(∆)) →
A(g, Q) factors as
p2∗(O⊠ O(∆))։ Θ
′
2
T˜g,Q
−→ A(g, Q).
Moreover, the composition
Ω →֒ Θ′2
T˜g,Q
−→ A(g, Q)
coincides with Tr(B ◦Q) · unit.
We now set c = 2Tr(B ◦ Q) and define the map Tg,Q : Θ
′
c → A(g, Q) as a
composition
Θ′c
?
→ Θ′2
T˜g,Q
−→A(g, Q),
where the first arrow is the unique isomorphism that fits into the commutative
diagram
0 −−−−→ Ω −−−−→ Θ′c −−−−→ Θ −−−−→ 0y 1Tr(B◦Q)
y ?
y id
y
y
0 −−−−→ Ω −−−−→ Θ′2 −−−−→ Θ −−−−→ 0.
Clearly, the map Tg,Q is compatible with the local O-module structure.
Proposition 9.1. For B and c as above, the map Tg,Q : Θ
′
c → A(g, Q) satisfies
condition (b) of the CFT data.
Before giving a proof of this proposition, let us consider two examples:
Example 1
Let g = h be abelian; in this case B exists if and only if Q is non-degenerate and
B = (2 ·Q)−1. We have c = dim(h).
Example 2
Now let g be semisimple. The condition for the existence of B is that κ(Q−1) +
2 6= 0, i.e. that Q is not equal to − 12 K, where K is the Killing form.
Therefore, in this case the construction we described above is just an invariant
way to write down Sugawara’s construction. Moreover, if Q = q ·K we see that the
central charge in this case equals q · dim(g)/(q + 1/2).
9.2. Let us now prove Proposition 9.1:
Proof. We have to show that for a section f(x, y) of O⊠ O(∆) and for any section
l ∈ A(g, Q), we have:
(h⊠ id)({Tg,Q(ξf ), l}) = −Lieξf (l)− l · ξf ,
where ξf is a vector field on X corresponding to f(x, y) via the identification
O⊠ O(∆)/O⊠ O ≃ Θ.
First of all, since B(g, Q) generates A(g, Q), the Jacobi identity implies that it
is enough to prove the above equality for l ∈ B(g, Q) ⊂ A(g, Q). Moreover, we can
assume that l is of the form l = v ⊗ 1 ∈ g⊗DX . Therefore, we have to prove the
equality
(h⊠ h⊠ id)(Σ
i,j
bi,j{{ui ⊠ uj · f(x, y)}, v}) = −v ⊗ ξf ∈ B(g, Q) ⊂ A(g, Q).
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It is easy to see that the assertion holds for f(x, y) ∈ O ⊠ O, therefore, we can
assume that f(x, y) = −f(y, x). Using the fact that the tensor Σ
i,j
bi,j · ui ⊗ uj is
symmetric and the Jacobi identity, the above expression can be rewritten as:
Σ
i,j
2bi,j · (h⊠ h⊠ id)({ui ⊠ {f(x, y) · uj ⊠ v}}).
By the definition of the Lie-* bracket on B(g, Q), the last expression equals
Σ
i,j
2bi,j · (h⊠ id)({f(x, y) · ui ⊠ [uj, v]}) +
+ Σ
i,j
2bi,j ·Q(uj, v) · (h⊠ h⊠ id)({f(x, y) · ui ⊠ 1
′
y=z}),
where 1′y,z denotes the canonical antisymmetric section of ∆!(Ω) ⊂ ∆!(A(g, Q)).
To prove the proposition we must show that
a) Σ
i,j
2bi,j · (h⊠ id)({f(x, y) · ui ⊠ [uj, v]}) = −Σ
i,j
bi,j · [ui, [uj, v]]⊗ ξf and
b) that for u ∈ g, (h⊠ h⊠ id)({f(x, y) · u⊠ 1′y,z}) = −u⊗ ξf .
Using the fact that the tensor Σ
i,j
bi,j · ui ⊗ uj is adg-invariant, the expression
Σ
i,j
2bi,j · (h⊠ id)({f(x, y) · ui ⊠ [uj , v]})
can be rewritten as
Σ
i,j
bi,j · (h⊠ id)({f(x, y) · ui ⊠ [uj , v]} − {f(x, y) · [uj, v]⊠ ui})
and assertion a) follows from the next lemma:
Lemma 9.2. Let A be a chiral algebra and let Σ
i,j
ai1 ⊠ a
j
2 be a section of A ⊠ A.
Assume that Σ
i,j
{ai1⊠a
j
2} ∈ A ⊂ ∆!(A). Now let f(x, y) be an antisymmetric section
of O⊠ O(∆). We have:
Σ
i,j
({ai1 ⊠ a
j
2 · f(x, y)} − {a
j
2 ⊠ a
i
1 · f(x, y)}) = Σ
i,j
{ai1 ⊠ a
j
2} · (ξf ,−ξf ) ∈ ∆!(A),
where ξf has the same meaning as above.
The expression (h⊠ h⊠ id)({f(x, y) · u⊠ 1′y=z}) equals
(h⊠ id)({u⊠ dy(f(x, y))})
and assertion b) follows from the following general fact:
Lemma 9.3. Let M be a right D-module on a curve X, let m ∈ M be its local
section and let f(x, y) be a section of O⊠ O(∆). Then under the map
(h⊠ id) ◦ canM : j∗j
∗(M⊠ Ω)→ ∆!(M)→ M
the section m⊠ dy(f(x, y)) goes over to −m · ξf .
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10. The linear dilaton
10.1. Now let g = C. We are going to consider a twist of the CFT corresponding
to A(C, Q), called the linear dilaton.
We start with the following observation:
Lemma 10.1. Consider the category ExtAut+0
(L0, L1) of extensions
0→ L1 → E → L0 → 0
of Aut+0 -modules. We have a canonical isomorphism
12 π0(ExtAut+0
(L0, L1)) ≃ C.
Thus, for λ ∈ C one obtains a canonical extension Fλ:
0→ Ω→ Fλ → O → 0
in the category of local O-modules on X. For instance, if λ = −2n, where n is an
integer, we have a canonical isomorphism
Fλ ≃ Diff1(Ω
n,Ωn+1).
For a pair of complex numbers (λ,Q) we now define a Lie-* algebra structure on
the D-module
B(λ,Q) := Fλ ⊗D/ ker(Ω⊗D → Ω)
by the rule that the Lie-* bracket is the composition
B(λ,Q)⊠B(λ,Q)→ D ⊠D → ∆!(Ω),
where the last arrow sends 1⊠ 1 ∈ D ⊠D to Q · 1′ ∈ ∆!(Ω).
We define the chiral algebra A(λ,Q) as the quotient of U(B(λ,Q)) by the stan-
dard relation unit = u˜nit.
Here is another useful point of view on the chiral algebra A(λ,Q):
Proposition 10.1. Consider the chiral algebra A(C, Q) (Q is viewed as a quadratic
form on C).
(a) There is a natural map of sheaves Ω→ Aut(A(C, Q)).
(b) The chiral algebra A(λ,Q) is identified naturally with a twist of A(C, Q) with
respect to the Ω-torsor Fλ.
Proof. For a section ω ∈ Ω we define the corresponding automorphism of B(C, Q)
by the rule that it acts as the identity on Ω ⊂ B(C, Q) and that it sends the section
1 ∈ D ∈ B(C, Q) to ω ∈ Ω ⊂ B(C, Q); clearly, it extends to an automorphism of
A(C, Q). This establishes point (a) of the proposition, whereas point (b) follows
immediately from the definitions.
12We fix this isomorphism in such a way that if 0 → L1 → E → L0 → 0 is an object of
Ext
Aut
+
0
(L0, L1) corresponding to λ ∈ C, the map L1 ≃ L1 ⊗ L0 → L1 induced by the action of
L1 ⊂ Vir
+
0 on E is multiplication by λ.
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10.2. We shall now show that the chiral algebra A(λ,Q) defines a CFT with
c = 1 + 3λ2/Q.
Obviously, A(λ,Q) carries a structure of local O-module on X which is compatible
with the chiral bracket. Thus, to define the corresponding CFT data we must
exhibit a map of local O-modules Tλ,Q : Θc → A(λ,Q) with c as above which will
satisfy condition (b) of Section 8.2.
Proposition 10.2. There exists a unique map T˜λ,Q : Θ → A(λ,Q)/Ω such that
the following holds:
For any local section l ∈ A(λ,Q), any vector field ξ on X and any section ξ′ of
A(λ,Q) that projects to T˜λ,Q(ξ) we have:
(h⊠ id)({ξ′, l}) = −Lieξ(l)− l · ξ.
Proof. Note first of all that the left hand side of the above expression is a priori
independent of the choice of ξ′. Moreover, the uniqueness statement is clear, since Ω
is the only O-submodule in A(λ,Q) that annihilates the Lie-* bracket (this follows,
for example, from the corresponding fact in the untwisted case (i.e. when λ = 0)
in view of Proposition 10.1(b)).
The existence assertion is local and let us choose a coordinate z on some open
sub-set U ⊂ X ; let ∂z denote the corresponding vector field on U . It is clear
that the choice of z as above trivializes the Ω-torsor Fλ over U ; let φz denote the
corresponding isomorphism
φz : A(C, Q)→ A(λ,Q)
defined over U .
We define the map T˜λ,Q by the condition that
T˜λ,Q(∂z) = φz(TC,Q(∂
′
z)− λ/2Q · ∂z),
where ∂′z in the first term is any lifting of ∂z to a section of Θ
′
1 and ∂z in the second
term is viewed as a section of DX ⊂ B(C, Q).
Let us check now that the map T˜λ,Q defined in the above way satisfies the
condition of the proposition.
Let f be a function on U . It is enough to show that
(h⊠ id)({φz(TC,Q(∂
′
z) · f − λ/2Q · ∂zf)⊠ φz(1)}) = −φz(1) · f∂z − Lief∂z(φz(1)).
Since φz is a homomorphism of chiral algebras and since TC,Q is the energy
momentum tensor for A(C, Q), we have:
(h⊠ id)({φz(TC,Q(∂
′
z) · f)⊠ φz(1)}) = −φz(1) · f∂z
and the above assertion reduces to the equality
λ · d(∂z(f)) = 2Lief∂z(φz(1)),
which follows from the definition of Fλ.
The map T˜λ,Q constructed above is compatible with the local O-module structure
due to the uniqueness part of the assertion of Proposition 10.2. We now define Θ′
to be the extension 0 → Ω → Θ′ → Θ → 0 induced from the extension 0 → Ω →
A(λ,Q)→ A(λ,Q)/Ω→ 0 by means of the map T˜λ,Q.
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By the construction, Θ′ carries in a natural way a structure of local O-module on
X and we have a map Tλ,Q : Θ
′ → A(λ,Q) that satisfies condition (b) of Section 8.2.
Proposition 10.3. The local O-module Θ′ constructed above is identified with Θc
for c = 1 + 3λ2/Q.
Proof. The proof of the proposition will be based on the following lemma:
Lemma 10.2. Let 0→ Ω→ Θ′ → Θ→ 0 be an arbitrary extension in the category
of local O-modules on X. Assume that for any pair (x ∈ X) the following holds: if
z is a coordinate around x and if ∂˜z is a local section of Θ
′ that projects to ∂z, the
value of Liez3∂z(∂
′
z) at x equals −c/2 ·dz. Then Θ
′ is canonically isomorphic to Θ′c.
Let U , z and φz be as in Proposition 10.2. For a function f on U consider the
map from A(C, Q) to itself given by
l → φ−1z ◦ Lief∂z ◦φz(l)− Lief∂z(l).
We claim that it coincides with the map
l→ λ/2Q(h⊠ id)({∂z · f ⊠ l}).
Indeed, both maps are derivations of the chiral algebra structure on A(C, Q) (in
particular, they commute with the action of DX) and coincide on the generators.
Let us now apply Lemma 10.2 to the extension Θ′ as in the formulation of the
proposition. By the construction, we can take ∂˜z to be
φz(TC,Q(∂
′
z)− λ/2Q · ∂z) ∈ A(λ,Q),
where ∂′z is the corresponding section of Θ
′
1.
We have:
φ−1z (Liez3∂z(∂˜z)) = λ/2Q(h⊠ id)({∂z · z
3
⊠ TC,Q(∂
′
z)})−
− λ/2Q(h⊠ id)({∂z · z
3
⊠ λ/2Q · ∂z}) + Liez3∂z(TC,Q(∂
′
z))− Liez3∂z(λ/2Q · ∂z).
It is easy to see that the values at x of the first and of the fourth terms of
the above formula are 0. The value at x of the second term is −3λ2/2Q · dz, by
definition. Since the chiral algebra A(C, Q) defines a CFT of central charge 1, the
value at x of the third term is − 12 dz.
11. The bc-system
11.1. Let M be a locally free finitely generated D-module on a curve X (e.g.
M = L ⊗DX , where L is a torsion-free quasi-coherent sheaf). Let M
∗ denote the
Verdier-dual D-module, i.e.
M∗ := HomDX (M, DX ⊗ Ω).
Consider the D-module Bbc(M) := Ω ⊕ M ⊕ M
∗. We define a Z-grading (and
hence a Z2-grading) on Bbc(M) by declaring that Ω is homogeneous of degree 0
and M and M∗ are of degrees −1 and 1 respectively. We introduce a (super) Lie-*
algebra structure on Bbc(M) as follows:
Ω is central and the map M⊠M∗ → ∆!(Bbc(M)) is the composition
M⊠M∗ → DX ⊗ Ω ≃ ∆!(Ω) →֒ ∆!(Bbc(M)).
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The (super) chiral algebra Abc(M) is by definition the quotient of U(Bbc(M))
modulo the standard relation unit− u˜nit = 0.
The chiral algebra Abc(M) carries a Z-grading Abc(M) = ⊕
i
Abc(M)
i that comes
from the Z-grading on Bbc(M) and a filtration Abc(M) = ∪
i∈Z+
Abc(M)i that comes
from the canonical filtration on U(Bbc(M)) (cf. Section 4.4).
In this subsection we will compute the space of conformal blocks of Abc(M)
(assuming that X is complete).
Note that DR−1(X,M) = 0, since M is locally free as a D-module. Let us denote
by detDR(M) the 1-dimensional vector space
Λtop(DR0(X,M))⊗ (Λtop(DR1(X,M)))−1.
Proposition 11.1. The space H∇(X,Abc(M)) is 1-dimensional. It is concentrated
in the homogeneity degree dim(DR0(X,M))− dim(DR1(X,M)) and is canonically
isomorphic to (detDR(M))−1.
Proof. Let x be a point of X . We shall compute the space H∇(X,Abc(M)) using
Proposition 5.2, which implies that
H∇(X,Abc(M)) = coker(DR
0(X \ x,M⊕M∗)⊗Abc(M)x)→ Abc(M)x).
The space DR0(Spec(Kˆx),M) is a topological vector space of Tate type (cf. [3])
and we have a canonical isomorphism
DR0(Spec(Kˆx,M
∗)) ≃ (DR0(Spec(Kˆx),M)))
∗.
Therefore, V := DR0(Spec(Kˆx),M ⊕ M
∗) acquires a non-degenerate quadratic
form such that
V1 := DR
0(Spec(Oˆx),M ⊕M
∗) and V2 := DR
0(X \ x,M⊕M∗)
are two Lagrangian subspaces of V , which are compact and co-compact, respec-
tively.
We have the following general statement:
Lemma 11.1. Let V be a Tate topological vector space endowed with a symmetric
nondegenerate pairing Q : V ⊗ V → C, let V1 be a Lagrangian compact subspace of
V and let S be the corresponding representation of the Clifford algebra. Let V2 ⊂ V
be a Lagrangian co-compact subspace of V . We have a canonical isomorphism
coker(V2 ⊗ S → S) ≃ Λ
top(V/V1 + V2).
This implies the existence of an isomorphism as in the statement of the propo-
sition using Verdier duality:
DR1(X,M∗) ≃ (DR0(X,M))∗.
The fact that the isomorphism
H∇(X,Abc(M)) ≃ (detDR(M))
−1
does not depend on the choice of x ∈ X is easy to show by generalizing the above
argument to the case of several points x1, . . . , xn ∈ X and by establishing the
appropriate compatibility when one of them is deleted.
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Lemma 11.1 above implies also the following statement:
Let x1, . . . , xk1 , y1, . . . , yk2 be distinct points of X and consider the composition:
k1
⊗
i=1
Mxi
k2
⊗
j=1
Myj →
k1
⊗
i=1
Abc(M)xi
k2
⊗
j=1
Abc(M
∗)yj → H∇(X,Abc(M)) ≃ (detDR(M))
−1.
(Here Mx denotes the fiber of M at x ∈ X and similarly for M
∗.)
Corollary 11.1. The above map Mx1 ⊗ . . . ⊗ Mxk1 ⊗ M
∗
x1 ⊗ . . . ⊗ M
∗
xk2
→
(detDR(M))−1 is zero unless k1 = dim(DR
1(X,M)) and k2 = dim(DR
0(X,M)) =
dim(DR0(X,M∗)) and in the latter case it coincides with the composition
k1
⊗
i=1
Mxi
k2
⊗
j=1
Myj → DR
1(X,M)⊗k1 ⊗DR1(X,M∗)⊗k2 →
Λk1(DR1(X,M))⊗ Λk2(DR1(X,M∗)) ≃ (detDR(M))−1
11.2. Let Abc(n) denote the chiral algebra Abc(M) for M = Ω
n ⊗ D. In this
subsection we shall show that it defines a CFT with central charge equal to cn :=
−2(6n2 − 6n + 1). In the physics literature this CFT is often referred to as the
bc-system.
According to Lemma 6.1 Abc(n) carries a structure of local O-module on X that
satisfies condition (a) of Section 8.2. Therefore, to define the corresponding CFT
we must construct the energy-momentum tensor Tbc,n : Θ
′
cn → Abc(n) that satisfies
condition (b) of Section 8.2.
Proposition 11.2. There exists a unique map T˜bc,n : Θ→ Abc(n)/Ω such that for
any section l ∈ Abc(n), any vector field ξ and a section ξ
′ of Abc(n) that projects
to T˜bc,n(ξ) we have:
(h⊠ id)({ξ′, l}) = −l · ξ − Lieξ(l).
Proof. It is easy to see that Ω is the unique O-sub-module of Abc(n) which an-
nihilates the Lie-* bracket. This implies the uniqueness part in the assertion of
Proposition 11.2.
Therefore, the existence part is local; let z be a coordinate over some U ⊂ X .
For f(x, y) ∈ O ⊠ O(∆), let ξf denote the corresponding vector field and set
T˜bc,n(ξf ) to be equal to the image of
ξ′f := −(h⊠ id)(n{dz
⊗n ·∂z⊠dz
⊗1−n ·f(x, y)}− (n−1){dz⊗n⊠dz⊗1−n ·∂z ·f(x, y)})
under the projection Abc(n)→ Abc(n)/Ω.
It is easy to see that the above expression is well-defined (i.e. does not depend
on the choice of f(x, y) that gives rise to ξf ) and that, moreover, it equals the
projection to Abc(n)/Ω of
−(id⊠h)(n{dz⊗n · ∂z ⊠ dz
⊗1−n · f(x, y)} − (n− 1){dz⊗n ⊠ dz⊗1−n · ∂z · f(x, y)}).
Let us check that the map T˜bc,n constructed above satisfies the condition of the
proposition. It is enough to check that for ξf and ξ
′
f as above
(h⊠ id)({ξ′f , l}) = −l · ξf − Lieξf (l)
for l being a nonvanishing section of either Ωn or Ω1−n. As the situation is sym-
metric in n and 1− n we shall treat the case of l = dz⊗n ∈ Ωn ⊂ Abc(n).
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By applying the Jacobi identity we obtain:
(h⊠ id)({ξ′f , l}) = −n(h⊠ h⊠ id)({dz
⊗n · ∂z ⊠ {dz
⊗1−n
⊠ dz⊗n · f(x, y)}}) +
(n− 1)(h⊠ h⊠ id)({dz⊗n ⊠ {dz⊗1−n · ∂z ⊠ dz
⊗n · f(y, x)}}).
An easy computation shows that the first term in the above expression equals
−ndz⊗n · ξf − Lieξf (dz
⊗n). The second term equals (n− 1)dz⊗n · ξf , according to
Lemma 9.3. This implies the assertion of the proposition.
The uniqueness assertion in Proposition 11.2 guarantees that the map T˜bc,n :
Θ → Abc(n)/Ω is compatible with the O-module structure. We define the local
O-module Θ′(n) to be the extension
0→ Ω→ Θ′(n)→ Θ→ 0
induced from the extension 0 → Ω → Abc → Abc(n)/Ω → 0 by means of the map
T˜bc,n. By definition, we have the energy-momentum tensor map
Tbc,n : Θ
′(n)→ Abc(n).
It can be shown by a direct computation (as in Proposition 10.2), that Θ′(n) ≃
Θ′cn . In the next subsection we shall show a way to establish such an isomorphism
without making any computations: we shall deduce it from the so-called Bose-Fermi
correspondence.
Corollary 11.2. The line bundle on M whose fiber at X ∈ M is det(RΓ(X,Ωn))
carries a canonical structure of a Θ′M−cn -module.
Proof. This assertion is simply a combination of Proposition 11.1 and Proposi-
tion 8.3.
Remark 11.1. Take n = −1 (we have c−1 = −26) and consider the union of the
connected components of M that correspond to curves of genus g ≥ 2. In this case
the line bundle X → det(RΓ(X,Ω−1)) is identified with ΩtopM . Therefore, the ring of
twisted differential operators on M corresponding to the Picard Lie algebroid Θ′M26
is identified in this case with DopM in such a way that (H∇(X,Abc(−1)))
∗ becomes
the canonical right D-module over M.
11.3. Consider the local O-module p2∗(Ω
n
⊠Ω1−n(∆)/Ωn ⊠Ω1−n(−∆). We have
a short exact sequence:
0→ Ω→ p2∗(Ω
n
⊠ Ω1−n(∆)/Ωn ⊠ Ω1−n(−∆)→ O → 0
and it is easy to show that we have in fact a canonical isomorphism
p2∗(Ω
n
⊠ Ω1−n(∆)/Ωn ⊠ Ω1−n(−∆) ≃ F2n−1,
(cf. Section 10.1).
We define a map J˜ : F2n−1 → Abc(n) by setting
J˜(ωn ⊠ ω1−n · f(x, y)) = (h⊠ id)({ωn ⊠ ω1−n · f(x, y)}).
Clearly, J˜ is a map of local O-modules. It is commonly referred to as the “fermion
number current” due to the following property:
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Proposition 11.3. Let f1 be a section of F2n−1 that maps to 1 under the projection
F2n−1 → O and set j1 := J˜(f1). We have
(h⊠ id)({j1, l}) = i · l for l ∈ Abc(n)
i.
Proof. It enough to check the assertion on the generators, i.e. for l ∈ Ωn and for
l ∈ Ω1−n, in which case it follows immediately from the Jacobi identity.
The following result is a part of the twisted Bose-Fermi correspondence:
Theorem 11.1. (a) The map J˜ gives rise to a map of chiral algebras
J : A(2n− 1,−1)→ Abc(n).
The map J is compatible with the local O-module structure.
(b) We have a canonical isomorphism Θ′(n) ≃ Θ′cn and the composition
Θ′cn
T2n−1,−1
−→ A(2n− 1,−1)
J
−→ Abc(n)
coincides under this identification with the map Tbc,n.
13
Proof. To prove point (a) of the theorem it is enough to show that if fg ∈ F2n−2 is
a section that maps to g ∈ O under the projection F2n−1 → O, then
(h⊠ id)({J(fg), j1}) = −dg.
Set jg = J(fg). As in Proposition 11.3 we have:
(h⊠ id)({jg, l}) = g · l for l ∈ Ω
1−n and (h⊠ id)({jg, l}) = −g · l for l ∈ Ω
n.
The assertion of point (a) now follows from the Jacobi identity.
In order to prove point (b) observe that it is enough to show that the map
J ◦ T˜2n−1,−1 : Θ→ A(2n− 1,−1)/Ω→ Abc(n)/Ω
coincides with the map T˜bc,n. This will be done in two steps:
Step 1: We first show that J ◦ T˜2n−1,−1 is proportional to T˜bc,n.
Indeed, T˜bc,n is obviously a map Θ → Abc(n)2 ∩ Abc(n)
0. We claim that the
same is true for J ◦ T˜2n−1,−1. A priori, the latter is a map Θ→ Abc(n)4 ∩Abc(n)
0.
However, it is easy to see that its symbol, i.e. the composition
Θ→ Abc(n)4 ∩Abc(n)
0/Abc(n)3 ∩Abc(n)
0
vanishes. Therefore, the image of J ◦ T˜2n−1,−1 lies in Θ → Abc(n)3 ∩ Abc(n)
0.
However, by parity considerations, Abc(n)3 ∩Abc(n)
0 = Abc(n)2 ∩Abc(n)
0.
Observe now that as an O-module, Abc(n)2 ∩Abc(n)
0 is identified with
(Ωn ⊗D)
!
⊗ (Ω1−n ⊗D),
according to Lemma 4.1(c).
The assertion of Step 1 now follows from the next lemma:
Lemma 11.2. The space Hom(Θ, (Ωn⊗D)
!
⊗ (Ω1−n⊗D)) in the category of local
O-modules is 1-dimensional.
13Of course, cn := −2(6n2 − 6n+ 1) = 1− 3(2n− 1)2.
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Step 2:
We know by now that J ◦ T˜2n−1,−1 = ǫ · T˜bc,n for some ǫ ∈ C and it remains to
show that ǫ = 1.
For ξ ∈ Θ let ξ′ be any section of Abc(n) that projects to Tbc,n(ξ). Since Tbc,n is
an energy-momentum tensor for Abc(n), on the one hand we have
(h⊠ id)({ǫ · ξ′ ⊠ J(l)}) = ǫ(−J(l) · ξ − J(Lieξ(l))) ∀l ∈ Abc(n).
On the other hand, since J is a homomorphism of chiral algebras and T2n−1,−1
is an energy-momentum tensor for A(2n− 1,−1), we have
(h⊠ id)({ǫ · ξ′ ⊠ J(l)}) = −J(l) · ξ − J(Lieξ(l)) ∀l ∈ A(2n− 1,−1).
The two equations are compatible only when ǫ = 1.
40 DENNIS GAITSGORY
Chapter IV. BRST and String Amplitudes
12. The BRST complex
12.1. Let B be a Lie-* algebra over a curve X , which is locally free and finitely
generated as a D-module. We shall now attach to B a canonical central extension
0→ Ω→ B′′ → B → 0
of Lie-* algebras.
The construction will be based on the following general assertion:
Lemma 12.1. Let M1, M2 be two D-modules on X with M1 being locally free and
finitely generated. Then:
(a) For a third D-module M on X, there is a canonical isomorphism:
HomD(X2)(M⊠M1,∆!(M2)) ≃ HomD(M,M
∗
1
!
⊗M2).
(b) The canonical map (from point (a)) M∗1
!
⊗ M2 ⊠M1 → ∆!(M2) induces an
isomorphism h(M∗1
!
⊗M2)→ HomD(M1,M2).
Corollary 12.1. For a Lie-* algebra B we have canonical maps
co-ad : B⊠B∗ → ∆!(B
∗) and co-br : B∗ → B∗
!
⊗B∗.
We shall call the two maps of the above corollary “the co-adjoint action” and
“the co-bracket”, respectively.
Let us for a moment view B as a plain D-module on X (i.e. forget the Lie-*
algebra structure) and consider the chiral algebra Abc(B) of Section 11.1. Let iB
(resp., i∗B) denote the canonical embedding of B (resp., of B
∗) into Abc(B).
It follows from Lemma 4.1(c) that the intersection Abc(B)2 ∩ Abc(B)
0 is an
extension of D-modules
0→ Ω→ Abc(B)2 ∩Abc(B)
0 → B
!
⊗B∗ → 0.
According to Lemma 12.1 above, the Lie-* bracket on B gives rise to a map
SB : B → B
∗
!
⊗B →֒ Abc(B)/Ω.
Proposition 12.1. For two local sections b1 and b2 of B let SB(b1)
′ and SB(b2)
′
be local sections of Abc(B) that project to SB(b1) and SB(b2), respectively. Then
the section {SB(b1)
′
⊠ SB(b2)
′} of ∆!(Abc(B)) projects to the section SB({b1, b2})
of ∆!(Abc(B)/Ω).
Proof. It is enough to prove that
(h⊠ h)({SB(b1)
′
⊠ SB(b2)
′}) = h(SB({b1, b2})) ∈ h(Abc(B)/Ω)
for any b1 and b2 as above.
For a section l of h(B∗
!
⊗ B) and for some lift of l to a section l′ of
h(Abc(B)2 ∩Abc(B)
0) consider the map B → Abc(B) given by
b→ (h⊠ id)({l′ ⊠ iB(b)}).
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It follows from the definition of the chiral bracket on Abc(B) that this map takes
values in B ⊂ Abc(B) and coincides with the canonical map h(B
∗
!
⊗B)⊗B → B of
point (b) of Lemma 12.1.
The assertion of the proposition now follows from the Jacobi identity combined
with Lemma 12.1(b), since both (h⊠ h)({SB(b1)
′
⊠ SB(b2)
′}) and h(SB({b1, b2}))
belong to h(B∗
!
⊗B) ⊂ h(Abc(B)/Ω).
We now define B′′ to be the induced extension:
0 −−−−→ Ω −−−−→ B′′ −−−−→ B −−−−→ 0
y id
y S′′B
y SB
y
y
0 −−−−→ Ω −−−−→ Abc(B)2 ∩Abc(B)
0 −−−−→ B∗
!
⊗B −−−−→ 0.
Proposition 12.1 above implies that B′′ acquires a canonical Lie-* algebra struc-
ture which is a central extension of that of B.
12.2. Let B′ denote the extension 0 → Ω → B′ → B → 0 obtained from B′′ by
acting by −1 on Ω. Let U(B)′ denote the quotient of U(B′) by the standard relation
unit− u˜nit = 0 and consider now the tensor product chiral algebra ABRST (B) :=
U(B)′
!
⊗Abc(B).
14 The chiral algebra ABRST (B) inherits from Abc(B) a Z– and a
Z2–grading.
From the construction of B′ it follows that we have a canonical map of Lie-*
algebras SB,BRST : B → ABRST (B).
Our next goal will be to construct a canonical element δB ∈ h(ABRST (B)) with
the following properties:
• δB has degree 1 with respect to the Z-grading on ABRST (B) and
(h⊠ h)({δB, δB}) = 0.
• (h⊠ id)({δB, SB,BRST (b)}) = 0 for any b ∈ B.
• (h⊠ id)({δB, iB(b)}) = −SB,BRST (b) for any b ∈ B.
In particular, for any chiral B′-module L, the map (h⊠ id)({δB, ·}) would define
a differential on the tensor product L
!
⊗Abc(B), which is homogeneous of degree 1
and whose square equals 0.
We have two maps G1, G2 : j∗j
∗(B⊠B∗)→ ∆!(ABRST (B)):
The map G1 is defined as minus the composition
j∗j
∗(B⊠B∗)
SB,BRST⊠i
∗
B−→ j∗j
∗(ABRST (B)⊠ABRST (B))
{,}
−→∆!(ABRST (B)).
To define the map G2 note that the chiral bracket on Abc(B) gives rise to a map
B∗
!
⊗B∗ → Abc(B) and let i
∗
B,2 denote the composition B
∗ co-br−→ B∗
!
⊗B∗ → Abc(B).
We set the map G2 to be the composition:
j∗j
∗(B⊠B∗)
iB⊠i
∗
B,2
−→ j∗j
∗(Abc(B)⊠Abc(B))
{,}
−→ ∆!(Abc(B))→ ∆!(ABRST (B)).
14It follows from the definitions that, for two chiral algebras A1 and A2, the tensor product
A1
!
⊗A2 acquires a natural chiral algebra structure.
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Lemma 12.2. The restriction of G1 (resp., of G2) to B ⊠ B
∗ ⊂ j∗j
∗(B ⊠ B∗)
coincides with the map
B⊠B∗
co-ad
−→ ∆!(B
∗)
i∗B−→ ∆!(ABRST (B)).
In particular, the difference G1 −G2 is a well-defined map
B
!
⊗B∗ → ABRST (B).
We set δB to be the image under G1 − G2 of the canonical element idB ∈
EndD(B) ≃ h(B
!
⊗B∗)
Proposition 12.2. The element δBRST satisfies conditions (1)–(3) above.
Proof. Property (3) is a straightforward calculation.
To prove property (2), it is enough to show that
(h⊠ h)({δBRST , SB,BRST (b)}) = 0 ∈ h(ABRST (B))
for any b ∈ B.
Consider the action of h(B) on the D-module B⊠B∗ given by the formula:
b′ · (b⊠ b∗)→ (h⊠ id)({b′, b})⊠ b∗ + b⊠ (h⊠ id)(co-ad(b′ ⊠ b∗)).
This action extends to an action of h(B) on j∗j
∗(B⊠B∗).
Consider also the action of B on ABRST (B) given by
b · l→ (h⊠ id)({SB,BRST (b), l}).
Lemma 12.3. The maps G1 and G2 commute with the above h(B)–actions.
Property (2) now follows from the fact that the section idB ∈ h(B
!
⊗ B∗) is
h(B)–invariant.
To establish property (1) note that the element δ2BRST satisfies {δ
2
BRST , iB(b)} =
0 for all b ∈ B. The assertion now follows from the next lemma:
Lemma 12.4. Let M be as in Section 11.1 and let l ∈ h(Abc(M)) be an element
of positive degree. Assume that (h⊠ id)({l, iM(m)}) = 0 ∀m ∈ h(M). Then l = 0.
13. String amplitudes
13.1. Let us now apply the discussion of the previous subsection to the case B =
T = Θ⊗DX .
In this case the chiral algebra Abc(B) is identified with the bc-system chiral
algebra Abc(n) for n = −1.
Lemma 13.1. The canonical central extension B′′ of Section 12.1 is identified for
B = T with T′−26. Moreover, under this identification, the map S
′′
B goes over to the
energy-momentum tensor Tbc,−1.
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This assertion follows immediately from the definitions (using the equality c−1 :=
−2(6 · (−1)2 − 6 · (−1) + 1 = −26).
Now let (A, T ) be a CFT data of central charge 26. Consider the chiral alge-
bra Acomp := A
!
⊗ Abc(−1). The energy momentum tensor for A gives rise to a
homomorphism of chiral algebras:
ϕ : ABRST (T)→ Acomp,
in particular, by composing it with the map ST,BRST we obtain a map Tcomp : Θ→
T → Acomp.
Proposition 13.1. The pair Acomp, Tcomp defines a CFT data of central charge 0.
Proof. Since both A and Abc(−1) carry a structure of local O-module over X, so
does Acomp.
The fact that the pair (Acomp, Tcomp) satisfies conditions (a) and (b) of Sec-
tion 7.1 follows from the corresponding facts for A and for Abc(−1).
13.2. Let δcomp ∈ h(Acomp) denote the image of δBRST ∈ h(ABRST (Θ)) under
the homomorphism ϕ.
Note that the OM-module X → H∇(X,Acomp) carries a canonical structure
of left DM-module, according to Proposition 7.1. The next proposition describes
the connection between the differential δcomp and the De Rham differential on
H∇(X,Acomp):
Proposition 13.2. Let f ·a1⊠. . .⊠ak be a Z2-homogeneous section of j∗j
∗(lA⊠kcomp)
on Xk \∆. Then15
∇(〈f · a1, . . . , ak〉) = (〈. . . 〉⊠ id)(∇loc(f · a1, . . . , ak)) +
+
k
Σ
i=1
(−1)deg(ai)+...+deg(ak)〈f · a1, . . . , δBRST (ai), . . . , ak,
liT〉.
Proof. Using Proposition 7.2, the assertion of the proposition reduces to the fact
that
k
Σ
i=1
(−1)deg(ai)+...+deg(ak)〈f · a1, . . . , δBRST (ai), . . . , ak,
liT〉 = 〈f · a1, . . . , ak,
lT 〉.
This, however, follows from the equality
k
Σ
i=1
(−1)deg(a1)+...+deg(ai−1)〈f · a1, . . . , δBRST (ai), . . . , ak,
liT〉+
+ (−1)deg(a1)+...+deg(ak)〈f · a1, . . . , ak, δBRST (
liT)〉 = 0
and property (3) of the element δBRST (cf. Section 12.2).
Since c = 26, the space of conformal blocks H∇(X,A) carries a canonical right
D-module structure over M (cf. Remark 11.1). Moreover, over the connected
components of M corresponding to curves of genus g ≥ 2, we have an isomorphism
H∇(X,A) ≃ H∇(X,Acomp)⊗ Ω
top
M ,
15Here liT denotes the map Ω
−2 → lAcomp obtained from the canonical map iT : Θ→ Acomp
and its insertion into the correlation functions has the same meaning as in Proposition 7.2.
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in view of the following lemma:
Lemma 13.2. For two chiral algebras A1 and A2 and a complete curve X we have
a canonical isomorphism
H∇(X,A1
!
⊗A2) ≃ H∇(X,A1)⊗H∇(X,A2).
Therefore, Proposition 13.2 expresses the right D-module structure on H∇(X,A)
in terms of the fields of the composite theory (i.e. of Acomp).
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Chapter V. Further Constructions
14. Chiral algebras via the Ran space
The definition of chiral algebras that we used above was a rather straightforward
axiomatization of the OPE operation on quantum fields. We shall now discuss a
different approach to chiral algebras, which is much less obvious from the point of
view of QFT.
In what follows we shall use the following conventions:
For a curve X and a surjection of finite sets φ : I ։ J, ∆φ will denote the
corresponding diagonal embedding XJ → XI.
If I = I1 ∪ . . . ∪ Ik is a decomposition of I into a disjoint union of finite subsets
we shall denote by jI1,...,Ik the embedding of the open subset X
Ii 6=Ij of XI that
consists of points
x11, . . . , x
1
|I1|
, . . . , xk1 , . . . , x
k
|Ik|
∈ XI1 × . . .×XIk ≃ XI
with xj1i1 6= x
j2
i2
whenever j1 6= j2.
When k = |I|, we shall replace the notation jI1,...,Ik by jI or simply by j.
14.1. For a chiral algebra A consider the corresponding left D-module lA and for
a finite set I consider the left D-module lAI over XI.
Now let φ : I ։ J be a surjection of finite sets with |J| = |I| − 1. The chiral
bracket on A yields a well-defined map
{, }φ : jI∗j
∗
I (
lAI)→ ∆φ!(jJ∗j
∗
J(
lAJ)).
The fact that the chiral bracket on A satisfies the Jacobi identity implies that
we can form a complex C• of left D-modules on Xn, with C−k being
⊕
φ:{1,...,n}։I,|I|=k
∆φ!(jI∗j
∗
I (
lAI)).
Let lA(n) denote the −n-th cohomology of this complex, i.e. lA(n) is a sub-D-
module of lAn obtained by intersecting the kernels of the maps {, }φ for all possible
pairs (φ : {1, . . . , n} → I, |I| = n − 1). For example, lA(2) is the left D-module
corresponding to A(2) of Section 5.
Since lA(n) is equivariant with respect to the action of the symmetric group on
Xn, we can form a D-module lA(I) for any finite non-empty set I.
Proposition 14.1. Hi(C•) = 0 for i 6= −n.
Proof. To simplify the notation, we shall give a proof in the case n = 3. In the
general case, the proof is completely analogous.
Our complex (for the corresponding right D-modules) looks as follows:
j{1,2,3}∗j
∗
{1,2,3}(A
3)
d−3
−→ ∆x1=x2 !(j∗j
∗(A2))⊕∆x2=x3 !(j∗j
∗(A2))
⊕∆x3=x1 !(j∗j
∗(A2))
d−2
−→ ∆x1=x2=x3 !(A)→ 0
and we have to prove that it is exact at the −2-nd term (the fact that it is exact
at the −1-st term is obvious, since A has a unit).
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We claim, first of all, that any section of C−2 is equivalent modulo the image
of d−3 to a section that belongs to ∆x2=x3 !(j∗j
∗(A2)). This again follows from the
fact that A has a unit.
Now let l be a section
l ∈ Γ(X ×X, j∗j
∗(A2)) ⊂ Γ(X ×X ×X,∆x2=x3 !(j∗j
∗(A2)))
with d−2(l) = 0; it remains to show that l lies in the image of d−3.
Choose (locally) a 1-form ω on X and a function f(x1, x2) ∈ O ⊠ O(∆) such
that f(x1, x2) · ω = 1modO ⊠ O(−∆) (we have used here the identification Ω ≃
O⊠ O(−∆)/O⊠ O(−2 ·∆)).
It now follows from the Jacobi identity that l = d−3(l ⊠ ω · f(x2, x3)).
Corollary 14.1. For a surjection φ : I։J, we have a canonical isomorphism
∆!φ(
lA(I)) ≃ lA(J)[|I| − |J|]
and for a decomposition I = I1 ∪ . . . ∪ Ik we have a canonical isomorphism
j∗I1,...,Ik(
lA(I)) ≃ j∗I1,...,Ik(
lA(I1) ⊠ . . .⊠ lA(Ik)).
Moreover, the above isomorphisms are compatible in the obvious sense.
We shall call the isomorphisms of Corollary 14.1 “factorization isomorphisms”.
Remark 14.1. Consider the topological space Ran(X) that consists of all finite
non-empty subsets of X . The above corollary implies that the collection of lA(I)’s
can be viewed as “D-module” over Ran(X): its fiber over a finite subset of X that
corresponds to a map I → X is, by definition, the stalk of lA(I) at the corresponding
point of XI.
14.2. Next we want to show that the chiral algebra structure can be completely
recovered from the system of the lA(n)’s viewed as plain OXn-modules.
Let lA be an O-module on X . Assume now that for every finite set I we are
given an OXI-module
lA′(I) (such that lA = lA′({1})) together with a compatible
system of factorization isomorphisms:
∆∗φ(
lA′(I)) ≃ lA′(J) for a surjection φ : I։J and
j∗I1,...,Ik(
lA(I)) ≃ j∗I1,...,Ik(
lA′(I1)⊠. . .⊠lA′(Ik)) for a decomposition I = I1∪. . .∪Ik.
Assume also that there exists a map unit : O → lA with the following properties:
• For I = I0 ∪ i the map
id⊠unit : j∗I0,{i}(
lA′(I0) ⊠ O)→ j∗I0,{i}(
lA′(I0) ⊠ lA) ≃ j∗I0,{i}(
lA′(I))
extends to a map id⊠unit : lA′(I0) ⊠ O → lA′(I).
• Take I = I0∪ i1 ∪ i2 and J = I0 ∪ i1 and let φ : I → J be a map that contracts
{i1, i2} → i1. We need that the composition
lA′(J) ≃ ∆∗φ(
lA′(J) ⊠ O)
id⊠unit
−→ ∆∗φ(
lA′(I)) ≃ lA′(J)
is the identity map.
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Theorem 14.1. Let (lA, lA′(I),unit) be data as above. Then there exists a (canon-
ical) chiral algebra structure on A := lA ⊗ Ω−1 such that the corresponding D-
modules lA(I) are identified as OXI-modules with the
lA′(I)’s.
We shall not give here a complete proof of this theorem. Instead, we will explain
the key points:
Proof. (sketch)
Let A′(n) denote the OXn -module corresponding to I = {1, . . . , n}.
We shall first show how to endow lA with a left D-module structure:
The embedding of OX2-modules unit ⊠ id : O ⊠
lA →֒ lA′(2) induces an iso-
morphism between their restrictions to the diagonal. This fact implies that the
restrictions of the above two OX2-modules to the second infinitesimal neighbor-
hood of ∆(X) ⊂ X ×X are isomorphic as well, i.e. that
O⊠ lA/O⊠ lA(−2 ·∆) ≃ lA′(2)/lA′(2)(−2 ·∆).
Symmetrically, we have an isomorphism
lA⊠ O/lA⊠ O(−2 ·∆) ≃ lA′(2)/lA′(2)(−2 ·∆)
and by transitivity, we obtain an isomorphism of OX2 -modules:
ϕ : O⊠ lA/O⊠ lA(−2 ·∆)→l A⊠ O/lA⊠ O(−2 ·∆).
This enables us to define a connection on lA: to a section l ∈ lA we associate a
section ∇(l) ∈ lA⊗ Ω as follows:
Note that l ⊠ 1− ϕ(1⊠ l) is a section of lA⊠O/lA⊠O(−2 ·∆) which vanishes
modulo lA ⊠ O(−∆). We set ∇(l) to be the image of l ⊠ 1 − ϕ(1 ⊠ l) under the
identification
lA⊠ O(−∆)/lA⊠ O(−2 ·∆) ≃ lA⊗ Ω.
We leave it to the reader to check the correctness of this definition (this can
be done using lA′(3)). Moreover, the above construction can be generalized to
produce left D-module structures on all the lA′(I)’s in a way compatible with the
factorization isomorphisms.
Let us now show how A acquires a chiral algebra structure:
The short exact sequence of D-modules
0→ lA′(2) → j∗j
∗(lA′(2))→ ∆!∆
!(lA′(2))[1]→ 0
gives rise under our identifications to a map j∗j
∗(lA⊠ lA)→ ∆!(
lA).
Using the D-module lA′(3), it can be checked that this operation satisfies the
Jacobi identity when we pass to the corresponding right D-modules.
Finally, we have to identify lA′(I) with lA(I).
It follows from the construction that there is a natural embedding lA′(I) →֒ lA(I).
Moreover, for every φ : I։J this map induces an isomorphism
j∗J∆
!
φ(
lA′(I)) ≃ j∗J(
lA′(J)) ≃ j∗J(
lA(J)) ≃ j∗J∆
!
φ(
lA(I)).
This implies that the embedding lA′(I) →֒ lA(I) is an isomorphism, too.
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Remark 14.2. One may have observed that the construction of the chiral universal
enveloping algebra discussed in Section 4.4 was also in the spirit of Theorem 14.1.
In fact, it can be completely reformulated in terms of the system of OXn -modules
U(B)(n), which we leave as an exercise to the reader.
14.3. Let A be a chiral algebra over a complete curveX . It follows from Section 5.3
that the map
〈. . . 〉 : j∗j
∗(lA⊠ . . .⊠ lA)→ j∗j
∗(O⊠ . . .⊠ O)⊗H∇(X,A)
restricts to a D-module map
lA(n) → OXn ⊗H∇(X,A).
Hence, we obtain a map of vector spaces DRn(Xn, lA(n))→ H∇(X,A).
Proposition 14.2. For n ≥ 2, the map DRn(Xn, lA(n)) → H∇(X,A) is an iso-
morphism.
Proof. We can compute DRn(Xn, lA(n)) using the resolution C• of Section 14.1.
We have:
DRn(Xn, lA(n)) ≃ coker(DR1(Xn, C−2)→ DR1(Xn, C−1)).
However, DR1(Xn, C−1) is just DR1(X,A) and DR1(Xn, C−2) is a direct sum
of several copies of DR1(X × X, j∗j
∗(A ⊠ A)). The assertion of the proposition
follows from the fact that
H∇(X,A) ≃ DR
1(X,A(2)) ≃ coker(DR1(X2, j∗j
∗(A⊠A))→ DR1(X,A)).
15. Geometry of the affine Grassmannian
Let G be an algebraic group and let g be the corresponding Lie algebra. Con-
sider the Lie-* algebra B(g, 0) of Ex.1 in Section 4.3. In the next two subsections
we shall describe a geometric construction of the corresponding chiral universal en-
veloping algebra A(g, 0) via the so-called affine Grassmannian of the group G. This
description will be used later on for the construction of the free bosonic theory.
15.1. Consider the group G(Oˆ) and the ind-group G(Kˆ) that classify maps
Spec(Oˆ)→ G and Spec(Kˆ)→ G,
respectively. Consider now the affine Grassmannian GrG := G(Kˆ)/G(Oˆ) corre-
sponding to the group G. The ind-scheme GrG may be highly non-reduced; for
instance, when G = H is a torus, the corresponding reduced scheme is identified
with the discrete set of co-characters of H , while GrH is infinite-dimensional.
Note that the group Aut+0 of automorphisms of Oˆ acts naturally on GrG.
For a curve X consider the group scheme GO(X) over X whose fiber at x ∈ X
is G(Oˆx) and a group ind-scheme GK(X), whose fiber at x ∈ X is G(Kˆx). The
quotient GrG(X) := GK(X)/GO(X) is a global version of the affine Grassmannian
GrG considered above. Let r : GrG(X)→ X denote the natural projection and let
unitGr denote the unit section X → GrG(X).
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Lemma 15.1. The ind-scheme GrG(X) represents the functor whose value on a
scheme S is the data of a map f : S → X, a G-torsor P on S×X and a trivialization
α : P|S×X\Γf ≃ P0|S×X\Γf ,
where Γf is the graph of the map f and P0 is the trivial G-torsor.
This is a version of the Beauville-Laszlo theorem ([5]).
Proposition 15.1. The ind-scheme GrG(X) possesses a natural connection along
X. The section unitGr : X → GrG(X) is preserved by this connection.
Proof. Let I be a local Artinian scheme and let f be a map I ×S → X , where S is
an arbitrary scheme. Let Spec(C) ≃ I0 ⊂ I be the reduced (point) scheme and let
let f˜0 be a map I0 × S → GrG(X) such that the map r ◦ f˜0 : I0 × S → X coincides
with the composition I0 × S → I × S → X .
To define a connection on GrG(X) alongX , we must associate to a triple (I, f, f˜0)
as above a map f˜ : I × S → GrG(X) such that r ◦ f˜ = f that extends f˜0.
This can be done as follows:
The corresponding map I×S → X has already been given to us (this is our f) and
we set the G-torsor PI over I×S×X that would correspond to f˜ to be pulled pack
under I × S ×X → S ×X from the G-torsor P that corresponds to f˜0. However,
I ×S×X \Γf ≃ (S×X \Γf0)× I and the data of trivialization for P
I comes from
the corresponding data for P.
When X is complete let BunG(X) denote the moduli stack of G-bundles over
X . We have a natural projection k : GrG(X)→ BunG(X).
Lemma 15.2. The projection k : GrG(X)→ BunG(X) is preserved by the connec-
tion on GrG(X) along X.
It follows from the definitions that the dependence of GrG(X) on the curve X is
local (in the sense of Section 6.1):
We have the ind-stack GrG(X) fibered over X, that is, for a family X
S of curves
over a base S we can form a scheme GrG(X
S) over XS. Now let XS,I, xS,I , φS,I be
as in Section 6.1. We have a canonical isomorphism:
GrnG(X
SI ) \ r−1(xS×I) ≃ (GrG(X
S) \ r−1(xS))× I.
The ind-scheme GrG(X) carries a connection along the fibers of the projection
X → M and it is easy to see that the above isomorphism is compatible with this
connection.
15.2. For a finite set I we define the Beilinson-Drinfeld Grassmannian GrIG(X) to
be the ind-scheme representing the following functor:
For a scheme S, Hom(S,GrIG(X)) is the data consisting of a map f
I : S → XI, a
G-torsor P on S ×X and a trivialization
α : P|S×X\{Γ
fI
i1
,...,Γ
fI
in
} ≃ P0|S×X\{Γ
fI
i1
,...,Γ
fI
in
},
where for ik ∈ I, f
I
ik
is the composition of fI with the projection on the ik-th factor
XI → X .
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Let rI denote the natural projection GrIG(X) → X
I and let unitIGr : X
I →
GrIG(X) denote the corresponding unit section.
When I = {1, . . . , n} we shall denote GrIG(X) by Gr
n
G(X) and the corresponding
maps rI and unitIGr by r
n and unitnGr, respectively.
A remarkable feature of the ind-scheme GrIH(X) is the following factorization
property:
Proposition 15.2. For a surjection of finite sets I։J, we have a natural isomor-
phism:
XJ ×
XI
GrG(X)
I ≃ GrG(X)
J
and for a decomposition I = I1 ∪ . . . ∪ Ik we have a natural isomorphism
XIi 6=Ij ×
XI
GrG(X)
I ≃ XIi 6=Ij ×
XI1×...×XIk
GrG(X)
I1 × . . .×GrG(X)
Ik .
Proof. The first assertion follows immediately from the definitions. To prove the
second one let us assume for simplicity that I = {1, 2}, I1 = {1} and I2 = {2}.
Given an object (x1, x2,P, α) of Gr
2
H(X) we construct an object of
(x1,P1, α1)× (x2,P2, α2) ∈ GrG(X)×GrG(X)
as follows:
The G-torsor P1 (resp., P2) is set to be isomorphic to P0 over X \ x1 (resp., over
X \ x2) and to be isomorphic to P over X \ x2 (resp., over X \ x1). The datum of
α for P provides the gluing data for P1 and P2. The data of α1 and α2 follow from
the construction.
Vice versa, given an object (x1,P1, α1, x2,P2, α2) ∈ GrG(X)×GrG(X) we define
(x1, x2,P, α) ∈ Gr
2
G(X)) by setting P to equal P1 over X \ x2 and to equal P2 over
X \ x1. The isomorphisms α1 and α2 provide the gluing data for P together with
the trivialization α over X \ {x1, x2}
Remark 15.1. It follows from Proposition 15.2 above that the fiber of Gr2G(X) over
a point (x1, x2) ∈ X ×X is identified with GrG ×GrG whenever x1 6= x2 and with
GrG when x1 = x2. This is a purely infinite-dimensional phenomenon (in the finite-
dimensional situation the dimension of fibers cannot drop under a specialization).
Moreover, it is not difficult to prove that the map rI is formally smooth.
As in the case |I| = 1, it is easy to show that GrIG(X) possesses a natural
connection alongXI and that the isomorphisms constructed in Proposition 15.2 are
compatible with these connections. When X is complete we have a projection kI :
GrIG(X)→ BunG(X) which (as in the case of |I| = 1) is preserved by the connection
on GrIG(X) alongX
I. (When I = {1, . . . , n} we shall replace the notation kI simply
by kn.)
Again, as in the case of I = {1}, there exists an ind-stack GrIG(X) fibered over
XI which has a locality property in the sense that was specified at the end of Sec-
tion 15.1. It follows from the definitions that the local structure on the GrIG(X)’s
is compatible with the connections along the XI’s and with the factorization iso-
morphisms of Proposition 15.2.
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15.3. We shall now introduce a twisted version of the Beilinson-Drinfeld Grass-
mannian, which will be used for the construction of the bosonic chiral algebra in
the next section.
For an integer n we introduce the iterated Beilinson-Drinfeld Grassmannian
G˜r
n
G(X) as follows:
G˜r
n
G(X) is the ind-scheme representing the functor whose value on a scheme S
is the data consisting of a map fn : S → Xn and a collection of n G-torsors Pi over
S ×X together with isomorphisms
αi : Pi|S×X\Γfn
i
≃ Pi−1|S×X\Γfn
i−1
,
(here fni is the composition of the map f
n with the projection on the i-th factor
Xn → X .)
Let r˜n denote the projection G˜r
n
G(X)→ X
n. It is easy to see that G˜r
n
G(X) is a
fibration over G˜r
n−1
G (X)×X with typical fiber GrG.
More precisely, consider the direct product G˜r
n−1
G (X)×X and let G˜
n
O(X) denote
the pull-back of the group scheme GO(X) with respect to the projection
G˜r
n−1
G (X)×X → X.
On the one hand, there is a canonical G˜nO(X)-torsor over G˜r
n−1
G (X)×X , whose fiber
at a point (x1, . . . , xn−1,P1, . . . ,Pn−1, xn) is the restriction of Pn−1 to the formal
disc around xn. On the other hand, G˜
n
O(X) acts on the G˜r
n−1
G (X) × X-scheme
G˜r
n−1
G (X)×GrG(X). It is easy to see that the G˜r
n−1
G (X)×X-scheme G˜r
n
G(X) is a
twist of G˜r
n−1
G (X)×GrG(X) with respect to the above-mentioned G˜
n
O(X)-torsor.
We have a canonical projection wn : G˜r
n
G(X) → Gr
n
G(X) that sends the data
of (x1, . . . , xn,P1, . . . ,Pn, α1, . . . , αn) to (x1, . . . , xn,Pn, α), where α is obtained by
composing α1, . . . , αn. By repeating the proof of Proposition 15.2, we see that the
map wn is an isomorphism over X
n \∆.
As in the case of GrnG(X), there exists a scheme G˜r
n
G(X) over X
n which is local
in the sense of Section 15.1.
16. Chiral algebra attached to the affine Grassmannian
16.1. Consider the right D-module unitGr!(Ω) on GrG(X).
16 As an OGrG(X)-
module, unitGr!(Ω) is a union of O-modules on GrG(X) that are supported scheme-
theoretically on an increasing family of finite-dimensional infinitesimal neighbor-
hoods of unitGr(X) in GrG(X).
Consider now the O-module direct image
AGrG := r∗(unitGr!(Ω)).
The connection on GrG(X) along X defines a right D-module structure on AGrG
and the section unitGr defines an embedding Ω →֒ AGrG . Let
lAGrG be the corre-
sponding left D-module.
16When Z is a strict ind-scheme (i.e. Z is a union of closed finite dimensional subschemes)
and Z′ ⊂ Z is a closed finite-dimensional subscheme of Z it makes perfect sense to talk about
right D-modules on Z supported on Z′ (cf. Section 2).
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More generally, for a finite set I let A′
(I)
GrG
be the right D-module on XI defined
as rI∗(unit
I
Gr!(ΩXI)) and let
lA′
(I)
GrG
denote the corresponding left D-module.
Let us now view the lA′
(I)
GrG
’s as plain O-modules on XI. The next assertion
follows from Proposition 15.2:
Lemma 16.1. The system I → lA′
(I)
GrG
satisfies the conditions of Theorem 14.1.
By applying Theorem 14.1 we obtain, therefore, a chiral algebra structure on
AGrG with the
lA′
(I)
GrG
’s being identified with the corresponding lA
(I)
GrG
’s as O-
modules.
However, since the factorization isomorphisms of Proposition 15.2 are compatible
with the connections along XI, it is easy to see that the isomorphisms A
(I)
GrG
≃
A′
(I)
GrG
are compatible with the D-module structure.
16.2. Consider the fiber AGrGx of the chiral algebra AGrG at a point x ∈ X .
The action of the group G(Kˆx) on GrG = G(Kˆx)/G(Oˆx) defines a structure of
(g⊗ Kˆx, G(Oˆx))-module on AGrGx. We shall denote by
Actx : (g⊗ Kˆx)⊗AGrGx → AGrGx
the corresponding action map.
It is easy to see, moreover, that AGrGx is in fact canonically isomorphic to the
vacuum module Indg⊗Kˆx
g⊗Oˆx
(C).
Our goal now is to prove the following theorem:
Theorem 16.1. There exists a natural isomorphism of chiral algebras AGrG ≃
A(g, 0). Moreover, for every x ∈ X the map Actx goes over to the action of
g⊗ Kˆx ≃ DR
0(Spec(Kˆx),B(g, 0)) on A(g, 0)x.
Remark 16.1. A similar description of the chiral algebra A(g, Q) can be given when
Q 6= 0. This will be done explicitly in Section 18.1 when G = H is a torus.
We shall deduce the assertion of the theorem from the following result:
Proposition 16.1. There is a natural map
Act : j∗j
∗(B(g, 0)⊠AGrG)→ ∆!(AGrG)
such that
(a) B(g, 0) acts on AGrG by derivations of the chiral algebra structure.
(b) The induced map
(h⊠ id)(Act) : DR0(Spec(Kˆx),B(g, 0))⊗AGrGx → AGrGx
coincides with the map Actx.
Proof. (Of Theorem 16.1)
According to property (b) of the map Act, the composition
j∗j
∗(B(g, 0)⊠ Ω)
id×unit
−→ j∗j
∗(B(g, 0)⊠AGrG)→ ∆!(AGrG)
factors as
j∗j
∗(B(g, 0)⊠ Ω)։ B(g, 0)→ AGrG ,
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i.e. we obtain a map of D-modules
emb : B(g, 0)→ AGrG .
On the level of fibers, this map corresponds to the embedding Kˆx/Oˆx ⊗ g →֒
Indg⊗Kˆx
g⊗Oˆx
(C).
By again applying point (b) of Proposition 16.1, we obtain that emb : B(g, 0)→
AGrG is a map of chiral B(g, 0)-modules.
Therefore, to prove the theorem it remains to show that the two maps
j∗j
∗(B(g, 0)⊠AGrG)→ ∆!(AGrG),
namely Act and ({, })◦ (emb× id), coincide. This is, however, an almost immediate
consequence of point (a) of Proposition 16.1.
Let b⊠ a · f(x, y) be a section of j∗j
∗(B(g, 0)⊠AGrG). It is enough to show that
(id×h)(Act(b ⊠ a · f(x, y))) = (id×h)({emb(b)⊠ a · f(x, y)})
for any a, b and f(x, y) as above.
Let ω be a non-vanishing 1-form on X and let h(x, y) be a function on X×X \∆
with a simple pole along the diagonal and with Res∆(ω ⊗ h(x, y)) = 1. Consider
the section
b⊠ ω ⊠ a · f(x, z) · h(x, y) ∈ j∗j
∗(B(g, 0)⊠AGrG ⊠ AGrG).
The fact that B(g, 0) acts on AGrG by derivations of the chiral algebra structure
implies that
{Act(b⊠ ω · h(x, y))⊠ a · f(x, z)} =
Act(b ⊠ {ω ⊠ a · h(x, y) · f(x, z)})− σ1,2{ω,Act(b⊠ a · h(y, x) · f(y, z))}.
Note, first of all, that the expression Act(b⊠ω ·h(x, y)) is equal by definition to
emb(b) and that the first term on the RHS vanishes.
By applying (id⊠h⊠h) to both sides of the above formula we obtain the needed
result.
16.3. The proof of Proposition 16.1 will be based on the following construction:
Assume that X is affine and consider the formal group Maps(X,G) that classifies
maps X → G. In addition, given a finite set I we shall consider a formal group-
scheme M˜apsI(X,G) over XI that corresponds to the functor whose value on a pair
(S, fI : S → XI) is the group of regular maps
(S ×X \ {Γ(fIi1), . . . ,Γ(f
I
in)})→ G.
It follows from the definitions that M˜apsI(X,G) carries a natural connection
along XI. The corresponding sheaf of Lie algebras Lie(M˜apsI(X,G)) is a left D-
module on XI which is identified with (pI ◦ jI,{i})∗(g⊗OXI∪i),
17 where pI denotes
the projection XI∪i → XI.
For a surjection of finite sets φ : I։J we have a natural map
XJ ×
XI
M˜apsI(X,G)→ M˜apsJ(X,G)
17In this formula, (pI ◦ jI,{i})∗ denotes the direct image in the category of O-modules.
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and for a decomposition I = I1 ∪ . . . ∪ Ik, we have a map
M˜apsI(X,G)|(XIi 6=Ij )→ M˜apsI1(X,G)× . . .× M˜apsIk(X,G)|(XIi 6=Ij ).
Observe now that there is a natural action
ActI : M˜apsI(X,G) ×
XI
GrIG(X)→ Gr
I
G(X) :
Take
(xI ∈ XI, g : X \ xI → G) ∈ M˜apsI(X,G) and (xI,P, α : P ≃ P0|X\xI ∈ Gr
I
G(X).
To define the corresponding new point ActI((xI, g), (xI,P, α)) of GrIG(X) we need
to specify a new G-torsor P′ with a trivialization α′ over X \ xI.
The G-torsor P′ is set to be isomorphic to P over X \ xI with α′ : P′ → P0|X\xI
being obtained from α. A local section s : X \ xI → P0 is now set to give rise to a
regular section of P′ (via α′) if α−1 ◦ g ◦ s : X \ xI → P is regular.
It is easy to see, moreover, that the action
ActI : M˜apsI(X,G) ×
XI
GrIG(X)→ Gr
I
G(X)
described above is compatible with the connection along XI and with the factor-
ization isomorphisms. Hence, the sheaves of Lie algebras Lie(M˜apsI(X,G)) act on
the D-modules A
(I)
GrG
in a way compatible with the factorization isomorphisms. In
particular, the chiral bracket j∗j
∗(AGrG ⊠ AGrG) → ∆!(AGrG) is compatible with
the action of Lie(M˜aps{1,2}(X,G)) in the sense that the diagram:
Lie(M˜aps{1,2}(X,G))⊗ j∗j
∗(AGrG ⊠AGrG)
Act{1,2}
−−−−−→ j∗j
∗(AGrG ⊠AGrG)
id⊗{,}
y
y
∆!(∆
!(Lie(M˜aps{1,2}(X,G)))[1]⊗AGrG)y
y
∆!(Lie(M˜aps
{1}(X,G))⊗AGrG)
Act{1}
−−−−→ ∆!(AGrG)
commutes.
In the proof of Proposition 16.1 we shall use the following observation:
Let Lie(M˜aps{1}(X,G))x denote the fiber of the sheaf Lie(M˜aps
{1}(X,G)) at
x ∈ X .
Lemma 16.2. The action Act{1} : Lie(M˜aps{1}(X,G))x ⊗AGrGx → AGrGx coin-
cides with the one that comes from the embedding
Lie(M˜aps{1}(X,G))x ≃ g⊗ O(X \ x) →֒ g⊗ Kˆx
and the canonical action Actx : (g⊗ Kˆx)⊗AGrGx → AGrGx.
Proof. (Of Proposition 16.1)
Consider the completion p1∗(g⊗ O⊠ˆO) as a left D-module on X .
To specify a map j∗j
∗(B(g, 0) ⊠ AGrg) → ∆!(AGrg ) is the same as to specify a
continuous map p1∗(g⊗O⊠ˆO)⊗AGrg → AGrg compatible with the right D-module
structure.
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Without restricting the generality, we can assume that X is affine. In this case
Lie(M˜aps{1}(X,G)) ≃ p1∗(g⊗O⊠O) is dense in p1∗(g⊗O⊠ˆO) and it is enough to
construct a continuous map
p1∗(g⊗ O⊠ O)⊗AGrg → AGrg .
However, such a map has been already constructed: this is the map Act{1}. The
fact that property (a) of Proposition 16.1 holds follows from the fact that the map
Act{1,2} commutes with the chiral bracket (cf. the commutative diagram above).
Property (b) of Proposition 16.1 follows from Lemma 16.2.
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Chapter VI. The Free Bosonic Theory
17. The canonical line bundle
Let H be a torus, let Λ denote the lattice of 1-parameter subgroups in H and
let h be the Lie algebra of H . Consider the affine Grassmannians GrH , GrH(X)
and GrIH(X) corresponding to the group H .
The reduced schemes redGrH and redGrH(X) are finite dimensional and are
identified with Λ and Λ×X , respectively. For λ ∈ Λ we shall denote by GrλH (resp.,
GrλH(X)) the corresponding connected component of GrH (resp., of GrH(X)); we
shall denote by unitλGr the canonical section X ≃ redGr
λ
H →֒ Gr
λ
H .
As for GrIH(X), its set of connected (resp., irreducible) components is identified
with Λ (resp., with ΛI). The reduced scheme corresponding to each irreducible
component projects isomorphically onto XI. We leave it to the reader to work
out the intersection pattern of various irreducible components of redGr
I
H(X). For
λ ∈ ΛI we shall denote by unitλGr the corresponding section X
I → redGr
I
H(X) →
GrIH(X).
17.1. Recall the groups H(Oˆ) and H(Kˆ) of Section 15.1. Now let now Q be an
integral-valued even symmetric form on Λ. We shall denote by the same character
Q the corresponding quadratic form on h. In addition, we shall choose once and
for all a 2-cocycle ǫ of the group Λ with values in Z2 whose class in H
2(Λ,Z2)
corresponds to Qmod2.
It is known (cf. [8], [4]) that to the data of (Λ, Q, ǫ) one can associate in a
canonical way a central extension H(Kˆ)′ of the ind-algebraic group H(Kˆ):
1→ C∗ → H(Kˆ)′ → H(Kˆ)→ 1.
The group H(Kˆ)′ has the following properties:
• We have a canonical lifting of the embedding H(Oˆ)→ H(Kˆ) to an embedding
H(Oˆ) → H(Kˆ)′. In particular, we obtain an H(Kˆ)′-equivariant line bundle
RQ on GrH = H(Kˆ)/H(Oˆ).
• The Lie algebra of H(Kˆ)′ can be identified with the Heisenberg algebra
Heis(h, Q) := h⊗ Kˆ⊕ C.
• For a complete curve curve X and n points x1, . . . , xn ∈ X consider the
corresponding central extension
1→ C∗ → (H(Kˆx1)× . . .×H(Kˆxn))
′ → H(Kˆx1)× . . .×H(Kˆxn)→ 1.
We have a canonical lifting of the embedding
Maps(X \ {x1, . . . , xn}, H) ⊂ H(Kˆx1)× . . .×H(Kˆxn)
to a homomorphism of formal group schemes Maps(X \ {x1, . . . , xn}, H) →
H(Kˆ)′n.
To state the additional property of H(Kˆ)′ we need to introduce some notation.
For a character µ ∈ h∗, let V µ denote the Weyl module over Heis(h, Q), i.e.
V µ ≃ Ind
Heis(h,Q)
h⊗Oˆ⊕C
(Cµ),
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where Cµ denotes the 1-dimensional representation of h⊗ Oˆ⊕ C corresponding to
µ : h → C. When µ = Q(λ, ·) for λ ∈ Λ ⊂ Λ ⊗
Z
C ≃ h, we endow V µ with an
action of the group Aut+0 by requiring that it be compatible with the Aut
+
0 -action
on Heis(h, Q) and by setting Cµ ≃ L−Q(λ,λ)/2 as an Aut
+
0 -module (cf. Section 8.1).
Now note that the vector space Γ(GrλH , RQ) carries an Aut
+
0 -action (this is due
to the fact that the construction of H(Kˆ)′ and hence of RQ is canonical).
The fourth property of H(Kˆ)′ reads as follows:
• We have an isomorphism of Heis(h, Q)-modules: Γ(GrλH , (RQ)
−1)∗ ≃ V µ,
where µ = Q(λ, ·). This isomorphism is compatible with the Aut+0 -action.
17.2. Globally over a (not necessarily complete) curve X , the form Q gives rise to
a central extension
1→ C∗ → H ′K(X)→ HK(X)→ 1
of the ind-group scheme HK(X). Let RQ(X) denote the line bundle
RQ(X) := H
′
K(X)/HO(X)
over GrH(X) = HK(X)/HO(X). Property (2) of the extension H(Kˆ)
′ implies that
RQ(X) is equivariant with respect to the action of the group scheme HO(X) on
GrH(X).
Property (4) of the group H(Kˆ)′ implies the following assertion:
Lemma 17.1. We have a canonical isomorphism
unitλGr
∗(RQ(X)) ≃ Ω
−Q(λ,λ)/2.
A generalization of the above construction yields a line bundle RIQ(X) over the
pre-image in GrIH(X) of X
I \ ∆. Our present goal is to extend this line bundle
to the whole of GrIH(X), i.e. to the locus where the base points x
I
i1 , . . . , x
I
in ∈ X
collide with one another.
Assume now that X is complete. Property (3) of the extension H(Kˆ)′ implies
the following assertion:
Lemma 17.2. For a complete curve X there exists a canonical line bundle RQ(X)
over BunH(X) such that for every I, the restriction of the line bundle k
I∗(RQ(X))
to GrIH(X) \ (r
I)−1(∆) is identified with RIQ.
We now set RIQ(X) to be the line bundle over Gr
I
H(X) equal to k
I∗(RQ(X)).
(When I = {1, . . . , n}, we shall replace the notation RIQ(X) simply by R
n
Q(X).)
Since the projection kI : GrIH(X) → BunH(X) respects the connection on
GrIH(X) along X
I, we obtain a connection along XI on the line bundle RI(Q).
Proposition 17.1. Under the isomorphisms of Proposition 15.2, the system of line
bundles I → RIQ(X) satisfies the following factorization property:
(a) For a surjection of finite sets φ : I։J the first isomorphism of Proposition 15.2
underlies an isomorphism of line bundles: RIQ(X)|GrJ
H
(X) ≃ R
J
Q(X).
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(b) For a decomposition I = I1∪. . .∪Ik the second isomorphism of Proposition 15.2
underlies an isomorphism of line bundles:
RIQ(X)|XIi 6=Ij ×
XI
GrI
H
(X) ≃
≃ RI1Q (X)× . . .×R
I1
Q (X)|XIi 6=Ij ×
XI1×...×XIk
Gr
I1
H
(X)×...×Gr
Ik
H
(X)
.
Moreover, the above isomorphisms are compatible with the connections on the
line bundles RIQ(X)’s along the X
I’s.
Proof. The isomorphism of point (a) follows from the definitions. To prove point
(b) note that the two line bundles are obviously isomorphic over the pre-image of
XI \∆ in GrIH(X) and we only have to show that this isomorphism extends to the
whole of GrIH(X). This follows easily (by degree considerations) from the following
assertion:
Lemma 17.3. For λ = λ1, . . . , λn the line bundle unit
λ
Gr
∗(RnQ(X)) over X
n is
identified canonically with
Ω−Q(λ1,λ1)/2 ⊠ . . .⊠ Ω−Q(λn,λn)/2( Σ
i<j
Q(λi, λj) ·∆xi=xj ).
17.3. We now want to show that the dependence of the line bundles RIQ(X) on
X is local in the sense of Section 15.1. This fact is not immediately obvious, since
in the definition of RIQ(X) we gave above we used the fact that X is complete. A
way to overcome this difficulty will be via the ind-schemes G˜r
n
H(X) introduced in
Section 15.3.
Using the iterative description of the ind-scheme G˜r
n
H(X) given in Section 15.3 we
can produce a line bundle R˜nQ(X) over G˜r
n
H(X). This construction works for curves
that are not necessarily complete; therefore we can form line bundle R˜nQ(X) over
G˜r
n
H(X) which is local in the sense of Section 15.1. In more detail, letX
S,I, xS,I , φS,I
be as in Section 15.1 and let G˜r
n
H(X
S)\xS denote the open subscheme of G˜r
n
H(X
S)
equal to the pre-image in G˜r
n
H(X
S) of
(XS \ xS)×
S
. . .×
S
(XS \ xS) ⊂ X ×
S
. . .×
S
X
under the projection rn ◦ wn.
Then the isomorphism of ind-schemes
G˜r
n
H(X
S×I) \ xS×I ≃ (G˜r
n
H(X
S) \ xS)× I
underlies an isomorphism of line bundles:
R˜nQ(X
S×I)|
G˜r
n
H(X
S×I)\xS×I
≃ (R˜nQ(X
S)|
G˜r
n
H(X
S)\xS
)× I.
Note that over the pre-image of Xn \∆ in G˜r
n
H(X) (which is identified with the
pre-image of Xn \∆ in GrnH(X)) the line bundle R˜
n
Q(X) is identified naturally with
RnQ(X).
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Proposition 17.2. The line bundle RnQ(X) is uniquely characterized by the fol-
lowing property:
There exists a canonical isomorphism
w∗n(R
n
Q) ≃ R˜
n
Q
which reduces to the identity isomorphism over Xn \∆.
The proof of this assertion is not difficult to deduce from the construction of the
line bundle R˜nQ(X) and we will omit it.
Corollary 17.1. The line bundle RIQ(X) over Gr
I
H(X) is local (in the above sense).
Moreover, the factorization isomorphisms of Lemma 17.1 are compatible with the
local structure.
18. Construction of the bosonic chiral algebra
18.1. For (H,Q) as above consider the chiral algebra A(h, Q) of Example 1 of
Section 9.1. Our goal in this subsection is to construct a bigger chiral algebra
A(H,Q) that will contain A(h, Q) as a subalgebra.
Recall that if Z is a strict ind-scheme and R is a line bundle over Z it makes
sense to talk about R-twisted right D-modules on Z which are set-theoretically
supported on finite-dimensional subschemes of Z.
Thus, consider the RQ(X)-twisted right D-module
unitλGr!(Ω)⊗RQ(X)
on GrH(X). Let A(H,Q)
λ denote its O-module direct image onto X , i.e.
A(H,Q)λ := r∗(unit
λ
Gr!(Ω)⊗RQ(X)).
The connection on the pair (GrH(X), RQ(X)) along X defines on A(H,Q)
λ
a structure of right D-module on X . Finally, let A(H,Q) be the direct sum
⊕
λ∈Λ
A(H,Q)λ. The sections unitλGr : X → GrH(X)
λ give rise to O-module maps
unitλ : Ω−Q(λ,λ)/2+1 →֒ A(H,Q);
for λ = 0 the map
unit : Ω →֒ A(H,Q)0 →֒ A(H,Q)
is in fact a map of D-modules.
More generally, for a finite set I and for an element λ ∈ ΛI consider on XI the
right D-module
A(H,Q)′λ := rI∗(unit
λ
Gr!(ΩXI)⊗R
I
Q(X)).
Let A(H,Q)′(I) denote the direct sum ⊕
λ∈ΛI
A(H,Q)′λ and let lA(H,Q)′(I) be the
corresponding left D-module on XI.
Consider the sheaf rI∗((R
I
Q(X))
−1) over XI. Since GrIH(X) is an inductive limit
of schemes finite over XI, the above direct image is a projective limit of coherent
sheaves on XI; moreover, it carries a natural left D-module structure due to the
connection on RIQ(X) along X
I. It is easy to see that we have in fact a canonical
isomorphism of left D-modules:
lA(H,Q)′(I) ≃ HomO
XI
(rI∗((R
I
Q(X))
−1),OXI).
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The following assertion follows from Proposition 17.1:
Lemma 18.1. The system of O-modules I → lA(H,Q)′(I) satisfies the conditions
of Theorem 14.1.
Thus, A(H,Q) has a natural structure of chiral algebra such that for every I
lA(H,Q)(I) ≃ lA(H,Q)′(I),
as O-modules. The last assertion of Proposition 17.1 implies that the above iso-
morphisms preserve the D-module structure as well.
For x ∈ X , let GrH(X)x denote the fiber of GrH(X) over x and let RQ(X)x
denote the restriction of RQ(X) to this fiber. (Once we choose an isomorphism
Oˆ ≃ Oˆx, the pair (GrH(X)x, RQ(X)x) can be identified with (GrH , RQ).). By the
construction, the fiber A(H,Q)λx of A(H,Q)
λ at x is identified with
Γ(GrλH(X)x, (RQ(X)x)
−1)∗.
Therefore, the Harish-Chandra pair (h⊗ Kˆx ⊕ C, H(Oˆx)) acts on A(H,Q)x; we
shall denote by
Act : (h⊗ Kˆx ⊕ C)⊗A(H,Q)x → A(H,Q)x
the corresponding action map.
Property (4) from Section 17.1 implies that as a (h ⊗ Kˆx ⊕ C, H(Oˆx))-module,
A(H,Q)λx is canonically isomorphic to the Weyl module V
µ with µ = Q(λ, ·).
Theorem 18.1. We have:
(a) The chiral bracket on A(H,Q) preserves the Λ-grading, i.e.
j∗j
∗(A(H,Q)λ ⊠A(H,Q)µ)→ ∆!(A(H,Q)
λ+µ).
In particular, A(H,Q)0 is a chiral subalgebra in A(H,Q) and each A(H,Q)λ is a
chiral module over A(H,Q)0.
(b) There exists a canonical isomorphism of chiral algebras A(H,Q)0 ≃ A(h, Q).
(c) For x ∈ X, the map (h⊗ Kˆx⊕C)⊗A(H,Q)x → A(H,Q)x induced by the chiral
action of B(h, Q) on A(H,Q) coincides with the map Act (cf. above).
The proof of this theorem goes along the same lines as the proof of Theorem 16.1
and we will omit it.
18.2. We shall now show that the chiral algebra A(H,Q) defines a CFT of central
charge c = dim(H).
It follows from Corollary 17.1 that the OXI-modules
lA(H,Q)′(I) carry a struc-
ture of local O-modules over XI. Moreover, the factorization isomorphisms are
morphisms of local O-modules. Hence, according to Proposition 14.1, the chiral
algebra A(H,Q) satisfies condition (a) of Section 8.2 and it remains to endow it
with an energy-momentum tensor such that condition (b) of Section 8.2 holds.
Consider the map TH,Q : Θ
′
dim(h) → A(H,Q) obtained as a composition:
Θdim(h)
Th,Q
−→ A(h, Q) ≃ A(H,Q)0 ⊂ A(H,Q).
Proposition 18.1. The map TH,Q satisfies condition (b) of Section 8.2.
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Proof. For a vector field ξ on a curve X consider the two maps A(H,Q)λ →
A(H,Q)λ given by l → l · ξ + Lieξ(l) and (id⊠h)({l, TH,Q(ξ
′)}), where ξ′ is some
lifting of ξ to a section of Θ′dim(h). Both these maps are endomorphisms of the
D-module structure on A(H,Q)λ; therefore, they induce endomorphisms of each
fiber A(H,Q)λx for x ∈ X .
Now choose an identification Oˆx ≃ Oˆ. Since Th,Q is an energy-momentum tensor
for A(h, Q), the above construction yields two actions of the Lie algebra Vir+ on
V µ (here µ = Q(λ, ·)) that are compatible with the Vir+-action on Heis(h, Q).
Moreover, we claim that the restrictions of these two actions to Vir+0 ⊂ Vir
+
coincide. Indeed, it is enough to check this fact on the generating space Cµ ⊂ V µ
and in both cases Vir+0 acts on C
µ as on L−Q(λ,λ)/2) (this is an easy computation
using Lemma 17.1 and Proposition 3.1).
The assertion of the proposition now follows from the following general fact:
Lemma 18.2. There is at most one extension of the Vir+0 -action on V
µ to an
action of Vir+ which is compatible with the action of the latter Lie algebra on
Heis(h, Q).
18.3. Assume now that X is complete. Our present goal is to compute the space
of conformal blocks of the chiral algebra A(H,Q).
Theorem 18.2. For a complete curve X we have a canonical isomorphism
H∇(X,A(H,Q)) ≃ H
0(BunH(X), (RQ(X))
−1)∗.
Before proving this theorem let us make a few observations:
Observation 1:
The stack BunH(X) splits into connected components
BunH(X) = ∪
λ∈Λ
BunH(X)
λ
and each BunH(X)
λ is isomorphic to the quotient of the Jacobian of X by the
trivial action of the group H ; this corresponds to the fact that ∀P ∈ BunH(X),
Aut(P) ≃ H .
Observation 2:
It is easy to infer from the properties of the extension H(Kˆ)′ in Section 17.1
that for every P ∈ BunH(X)
λ the group H of automorphisms of P acts on the
fiber of RQ(X) at P via the character Q(λ, ·). This implies, in particular, that the
contribution to H0(BunH(X), (RQ(X))
−1) comes only from the 0-th component
of BunH(X). This shows that the RHS of the isomorphism of Theorem 18.2 is
finite-dimensional.
It is equally easy to see that if x1, . . . , xn are distinct points of X , then the
canonical map A(H,Q)λ1x1 ⊗ . . .⊗A(H,Q)
λn
xn → H∇(X,A(H,Q)) is non-zero only if
λ1+ . . .+λn = 0. (This is due to the fact that the subspace of “constant currents”
h ⊂ DR0(X,A(h, Q)) ⊂ DR0(X,A(H,Q))
acts on each A(H,Q)λixi ≃ V
µi by the character µi.)
Observation 3: The assertion of the theorem can be reformulated as an isomorphism
between H0(BunH(X), (RQ(X))
−1) and H∇(X,A(H,Q))
∗.
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According to Proposition 14.2,
H∇(X,A(H,Q))
∗ ≃ HomD(Xn)(
lA(H,Q)(n),OXn)
for any n ≥ 2. Since
lA(H,Q)(n) ≃ HomOXn (r
n
∗ ((R
n
Q(X))
−1),OXn),
we obtain that the space H∇(X,A(H,Q))
∗ is identified with the space
Γ(GrnH(X), (R
n
Q(X))
−1)DXn
of DXn -invariant sections of (R
n
Q(X))
−1 for n as above.
Let us write out the above isomorphism
H∇(X,A(H,Q))
∗ ≃ Γ(GrnH(X), (R
n
Q(X))
−1)DXn
more explicitly:
Let χ be an element of H∇(X,A(H,Q))
∗. Let us on the one hand consider the
composition
Ω−Q(λ1,λ1)/2 ⊠ . . .⊠ Ω−Q(λn,λn)/2
unit
λ1⊠...⊠unitλn
−→ lA(H,Q)⊠n →
j∗j
∗(OXn)⊗H∇(X,A(H,Q))
χ
−→ j∗j
∗(OXn).
The above map can be regarded as a section of ΩQ(λ1,λ1)/2⊠ . . .⊠ΩQ(λn,λn)/2 over
Xn \∆.
On the other hand, an element χ′ ∈ Γ(GrnH(X), (R
n
Q(X))
−1)DXn can be regarded
as a map from GrnH(X) to the total space of the line bundle (RQ(X))
−1 over
BunH(X). According to Lemma 17.1, the pull-back of the line bundle (RQ(X))
−1
under the composition
kn ◦ unitλGr ◦ j : X
n \∆ →֒ Xn → BunH(X)
is the line bundle ΩQ(λ1,λ1)/2 ⊠ . . . ⊠ ΩQ(λn,λn)/2 over Xn \ ∆. Therefore, the
composition
χ′ ◦ unitλGr ◦ j : X
n \∆ →֒ Xn → Tot(RQ(X)
−1)
is again a section of ΩQ(λ1,λ1)/2 ⊠ . . .⊠ ΩQ(λn,λn)/2 over Xn \∆.
It follows from the definitions that the above two sections of ΩQ(λ1,λ1)/2 ⊠ . . .⊠
ΩQ(λn,λn)/2(∞ · ∆) coincide if the elements χ and χ′ correspond to one another
under the isomorphism
H∇(X,A(H,Q))
∗ ≃ Γ(GrnH(X), (R
n
Q(X))
−1)DXn .
Proof. (Of Theorem 18.2)
By the very definition of the connection on the line bundle RnQ(X), we have a
map
H0(BunH(X), (RQ(X))
−1)→ Γ(GrnH(X), (R
n
Q(X))
−1)
whose image belongs to Γ(GrIH(X), (R
n
Q(X))
−1)DXn . Moreover, the assertion of the
above Observation 3 combined with Proposition 5.3 imply that the composition
H0(BunH(X), (RQ(X))
−1)→ Γ(GrnH(X), (R
n
Q(X))
−1)DXn → H∇(X,A(H,Q))
∗
is the same for any n.
Moreover, the map kn is dominant for any n. Therefore, the map
H0(BunH(X), (RQ(X))
−1)→ H∇(X,A(H,Q))
∗
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is injective and it remains to show that it is surjective. This will be done in two
steps.
Step 1
Let
χ′ ∈ Γ(GrnH(X), (R
n
Q(X))
−1)DXn ⊂ Γ(GrnH(X), k
n∗(RnQ(X))
−1)
be as above. We shall first show that it is locally constant along the fibers of the
projection kn.
Let (x1, . . . , xn,P, α : P → P0|X \ {x1, . . . , xn}) be a C-point of Gr
n
H(X) and for
a local Artinian scheme I let (xI1, . . . , x
I
n,P, α
I : PI → PI0|X \ {x
I
1, . . . , x
I
n}) be its
extension to an I-valued point of GrnH(X), such that P
I = P× I.
We must show that the composition
I → GrnH(X)
χ′
−→ Tot(RQ(X)
−1)
is a constant map
I → Spec(C)→ GrnH(X)
χ′
−→ Tot(RQ(X)
−1).
Obviously, it is enough to check this property when I = Spec(C[t]/t2).
First of all, using the connection along Xn on GrnH(X) we can reduce the as-
sertion to the case when the xi are constant maps I → X and without loss of
generality we can assume that the points x1, . . . , xn are distinct.
In this case the difference between the trivializations α× I and αI of PI ≃ P× I
over (X \ {x1, . . . , xn})× I is given by an infinitesimal “gauge transformation”, i.e.
by an action on the fiber of GrnH(X) over (x1, . . . , xn) by an element of
H0(X \ {x1, . . . , xn}, h⊗ O) ⊂ h⊗ Kˆx1 ⊕ . . .⊕ h⊗ Kˆxn .
Therefore, in terms of the corresponding functional χ : H∇(X,A(H,Q)) → C,
we must prove that the functional on A(H,Q)x1 ⊗ . . . ⊗ A(H,Q)xn obtained as a
composition
A(H,Q)x1 ⊗ . . .⊗A(H,Q)xn → H∇(X,A(H,Q))
χ
→ C
is H0(X \ {x1, . . . , xn}, h⊗ O)-invariant. However, this follows from the definition
of the space of conformal blocks in view of point (c) of Theorem 18.1.
Step 2
Let us view χ′ as a map from GrnH(X) to the total space of the line bundle
(RQ(X))
−1 (cf. Observation 3). To prove the theorem it remains to show that for
two C-points (x1, . . . , xn,P, α) and (x
′
1, . . . , x
′
n,P
′, α′) of GrnH(X) with P = P
′, the
map χ′ has the same value on these points.
Let now ν1, . . . , νk be a basis of Λ, let m be an integer satisfying m > 2g(X)− 2
and let n = 2m · k. Take an element λ(m) ∈ Λn equal to
λ(m) = λ1, . . . , λ1︸ ︷︷ ︸
m times
, . . . ,−λ1, . . . ,−λ1︸ ︷︷ ︸
m times
, . . . , λk, . . . , λk︸ ︷︷ ︸
m times
, . . . ,−λk, . . . ,−λk︸ ︷︷ ︸
m times
.
First of all, using Observations 2 and 3 and by increasing n if necessary, we can
arrange that our two points (x1, . . . , xn,P, α) and (x
′
1, . . . , x
′
n,P
′, α′) belong to the
same irreducible component Gr
λ(m)
H (X), where m and λ(m) are as above. Recall
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that unitλGr(X) : X
n → GrnH(X) defines an isomorphism between X
n and the
reduced scheme of the corresponding irreducible component of GrnH(X).
The composition
Xn →֒ redGr
n
H(X) →֒ Gr
n
H(X)
kn
→ BunH(X)
factors in this case via
Xn → X(m) × . . .×X(m)︸ ︷︷ ︸
2k times
→ Picm(X)× . . .× Picm(X)︸ ︷︷ ︸
2k times
≃ BunH(X),
where X(m) denotes the m-th symmetric power of X and the second arrow is the
product of the Abel-Jacobi maps X(m) → Picm(X).
We claim that it is enough to show that the map χ′ : Xn → Tot(RQ(X)
−1)
factors via
Xn → X(m) × . . .×X(m) → Tot(RQ(X)
−1) :
Indeed, the map
X(m) × . . .×X(m) → BunH(X)
is smooth, proper and has connected fibers, therefore any section of the pull-back
of (RQ(X))
−1 to X(m) × . . . ×X(m) comes from a section of this line bundle over
BunH(X).
To prove the required factorization property of χ′, we can restrict our attention
to Xn \∆ ⊂ Xn. Using Observation 3, all we need to show is that the composition
(Ω−Q(λ1,λ1)/2)⊠m ⊠ . . .⊠ (Ω−Q(λn,λn)/2)⊠m → lA(H,Q)⊠n →
→ j∗j
∗(OXn)⊗H∇(X,A(H,Q))
χ
−→ j∗j
∗(OXn)
is invariant under the group Sm × . . .× Sm︸ ︷︷ ︸
2k times
of permutations. However, this fol-
lows from the fact that any correlation function is symmetric in the insertions (cf.
Section 5.3).
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