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SYMMETRY ACTUATED CLOSED-LOOP HAMILTONIAN SYSTEMS
SIMON HOCHGERNER
Abstract. This paper extends the theory of controlled Hamiltonian systems with symmetries
due to [9, 10, 6, 7, 11] to the case of non-abelian symmetry groups G. The notion of symmetry
actuating forces is introduced and it is shown, that Hamiltonian systems subject to such forces
permit a conservation law, which arises as a controlled perturbation of the G-momentum map.
Necessary and sufficient matching conditions are given to relate the closed-loop dynamics,
associated to the forced Hamiltonian system, to an unforced Hamiltonian system. These
matching conditions are then applied to general Lie-Poisson systems, to the example of ideal
charged fluids in the presence of an external magnetic field ([20]), and to the satellite with a
rotor example ([9, 10]).
Introduction
Feedback control of Hamiltonian systems with symmetries. The method of controlled
Lagrangian and Hamiltonian systems has started with [9] and then been further developed in
[6, 7, 11, 10, 28]. Reviews are contained in [8] and [24]. In [11] it is shown, for general systems
and without explicitly considering symmetries, that the methods of controlled Lagrangian and
Hamiltonian systems are equivalent.
The prototypical example with regard to this method is the satellite with a rotor. In this
example the satellite is modelled as a rigid body and a rotor is attached to the third principal
axis. If the rotor is turned sufficiently fast, the satellite becomes stable for rotations about
the middle axis. Since the middle axis is otherwise an unstable equilibrium of the rigid body,
this means that the rotor control can be used to stabilize the system. What “sufficiently fast”
means has been worked out by [9]. Their construction is based on the observation that the
rotor control depends on the satellite body angular momentum, which leads to a feedback
system, and this feedback system can be reformulated as a Hamiltonian system. Thus, the
(non-linear) stability analysis of [1, 21] can be used to find a stabilizing control.
In [6, 7, 11] this approach has been systematized in the following manner, both for La-
grangian and Hamiltonian systems: The authors of loc. cit. start with a mechanical system
which is assumed to be of Kaluza-Klein type on a configuration space P . That is, π : P →M
is a (finite-dimensional) principal fiber bundle with structure group G; (µM0 , I0,A0) is a set
of Kaluza-Klein data consisting of metric, inertia tensor and connection form, such that the
metric µP0 on P is given by (µ
P
0 )ω(ξ, ζ) = (µ
M
0 )π(ω)(Tωπ.ξ, Tωπ.ζ)+(I0)ω(A0(ω).ξ,A0(ω).ζ); the
Hamiltonian is of the form H0(Π) =
1
2
〈Π, (µP0 )
−1Π〉+ V (ω) where ω = τ(Π) is the base point
and V : P → R is a G-invariant potential. Now, the Kaluza-Klein data can be perturbed to
obtain a controlled set (µMC , IC ,AC), and thus a controlled Hamiltonian HC (with the same
potential V ). In loc. cit. it is shown how, under certain conditions, the equations of motion
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corresponding to HC are equivalent to the closed-loop dynamics corresponding to H0 subject
to a feedback control force.
Further, it is shown in [6, 7, 8, 9, 10] that this force is constructed so that it acts only along
the symmetry directions of G – e.g., [6, Equ. (2.6)].
In order for this construction to work, [6, 7, 8, 9, 10, 28] make two types of assumptions:
(1) A set of matching assumptions.
(2) The symmetry group G is abelian.
The matching assumptions ensure that the Hamiltonian equations of motion for HC are equiv-
alent (can be “matched”) to the desired closed loop equations. The second assumption seems
to be of technical nature. Further, [7] contains an Euler-Poincare´ version of these results,
where it is assumed that P = M ×G is a direct product of Lie groups M and G.
Description of results. In this paper the matching approach is reversed: The starting point
is not the perturbation of the set of Kaluza-Klein data, but the control force. Thus, given a
G-invariant Hamiltonian H and a G-equivariant fiber-linear map j : T ∗P → g∗, we specify in
Definition 1.5 the symmetry actuating force F . This force acts only along symmetry directions
in the sense (Definition 1.2) that it is a vector field, which is vertical for the control connection
Γ introduced in Section 1.B. In the satellite example the control connection corresponds to the
satellite variables, so that work is only done in the rotor direction.
The equation of motion associated to the Hamiltonian vector field XH and the feedback
force F is
(1.11) Π˙t = XH(Πt) + F (Πt)
and in Theorem 1.6 it is shown that a controlled conservation law holds:
(J + j)(Πt)
is constant in t where J : T ∗P → g∗ is the momentum map associated to the cotangent lifted
action of G. This constant of motion provides the link to the closed-loop equations of motion
by eliminating the G-dependence.
The crucial step in the construction of F is now prescription (2.35), which determines j by
means of a G-equivariant fiber-linear map ˜ : Hor∗ = J−1(0) → g∗. This prescription is such
that the force depends on the full Π-dynamics, and not only on the shape directions, which
correspond through the choice of the connection Γ to positions and momenta of the dynamics
in the shape space M . (However, actuation is still only on symmetry directions.) For the
satellite example, this means that the force depends on the satellite and rotor variables, and
not only on satellite observations. This approach is necessary in order to deal with non-abelian
symmetry groups G or semi-direct products MsG. Also, this approach is different from
[6, 7, 8, 9, 10, 28] where the perturbation (µMC , IC,AC) is constructed so that the corresponding
force only depends on the shape directions. See also the discussion in Sections 7.A and 7.B.
Thus, while starting from the force F is in principle equivalent to starting from the perturbed
data (µMC , IC,AC), the former has, in conjunction with Theorem 1.6, the advantage of clarifying
the relation between (µMC , IC,AC) and the closed-loop equations. Compare Remarks 6.4 and
6.5.
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Theorem 3.1 provides a matching result, i.e. equivalence of closed-loop and Hamiltonian HC-
dynamics, under very general assumptions. In particular, G is allowed to be non-abelian. This
matching theorem is necessary and sufficient, and provides explicit formulas for (µMC , IC ,AC).
But there is also a fourth condition (3.44), which is not explicit. In Theorem 4.1, this fourth
condition is made concrete for the case of a semi-direct product MsG and a right invariant
Hamiltonian H0. This condition is
(4.74) A0u ⋄ (1 + CA
∗
0)
−1Cν
!
= 0
which depends on the semi-direct product structure. As a corollary, it follows that matching
is always possible for direct product Lie groups M ×G.
Formulas (4.76) and (4.78) in Theorem 4.1 have also been found in [20]. But now these
formulas follow from a general construction and not from an ad-hoc analysis of the closed-
loop equations and the feedback force. In particular, Theorem 3.1 implies that this form
of the controlled data is not only sufficient for matching, but also necessary. Moreover, the
construction is now no longer constrained to the realm of Lie-Poisson equations, but can be
applied to general Hamiltonian systems with symmetries. When these systems are sufficiently
explicit, it may be hoped that concrete matching conditions along the lines of Theorem 4.1
can be found. See Sections 7.C (electromagnetic flow control) and 7.D (stochastic Hamiltonian
systems) for possible future directions.
To illustrate these results, two examples are treated: ideal flow of charged particles subject
to an external magnetic field ([20]) and the satellite with a rotor ([9]). These examples are
not new, but can now be treated both within the same framework and without any ad-hoc
assumptions. This is also in contrast to [20], where these examples were considered together,
but yet with respect to different feedback forces and these forces were found through an ad-hoc
analysis of the desired closed loop equations.
Thus this paper is an attempt to synthesize the symmetry control approach of [6], restricted
to abelian G, and the results of [20], which are restricted to the Lie-Poisson case. Comparing
the general matching conditions of [6] and Theorem 3.1, it should be mentioned that the
conditions M2 andM3 in Theorem 2.2 of [6] are more explicit than (3.44) for the case of base-
point dependent metric µM0 and connection A0. On the other hand, [6] assume G to be abelian
and also that µMC satisfies two additional conditions (in the paragraph below [6, Equ. (2.1)]),
which are not necessary for Theorem 3.1. Equation (3.43) for the controlled connection AC
corresponds to assumption M1 in [6].
While the method of controlled Lagrangian or Hamiltonian systems was developed with the
aim of stabilizing a given (unstable) equilibrium, stability is not the subject of this paper and
only touched upon very briefly in Section 4.D.
Further, we do not consider a second method of controlling mechanical systems, namely
that of potential shaping ([5]).
Structure of the paper. Section 1 defines the notion of a symmetry actuating force, shows
that the resulting systems belong to the class of closed-loop Hamiltonian systems in the sense
of [11] and provides the controlled Noether Theorem 1.6.
Section 2 is mostly technical and contains many of the formulas, particularly in Propo-
sitions 2.2 and 2.3, which are subsequently used. Further, the form of the control map
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j : T ∗P → g∗ is found in (2.35). This section could be shortened by assuming (2.35) from the
beginning, but the general form of the equations is used in the discussion in Section 7.A.
Section 3 contains the general matching result Theorem 3.1.
Section 4 applies Theorem 3.1 to the case of a semi-direct product MsG and a right-
invariant Kaluza-Klein Hamiltonian H0. The main result in this section is Theorem 4.1. In
Section 4.D there are some comments on the suitability of the constructed force F with regard
to stabilizing a given (unstable) equilibrium.
Section 5 puts the charged fluid example in the context of Theorem 4.1.
Section 6 does the same for the satellite example.
Section 7 contains conclusions and possible future directions.
Section 8 is an appendix and collects formulas which are used mainly in Section 2. The global
formula (8.113) for the canonical symplectic form on the cotangent bundle of a Riemannian
manifold seems to be not very well known. (I could not find it in the literature.)
1. Symmetry actuation
1.A. The mechanical system. Let π : P →M be a finite dimensional principal bundle over
M with structure group G and principal right action denoted by r.
Consider the phase space T ∗P together with the cotangent lifted G-action and the canonical
symplectic form ΩT
∗P = −dθT
∗P , which is G-invariant. The standard G-equivariant momen-
tum map is denoted by J : T ∗P → g∗. Let H : T ∗P → R be a G-invariant Hamiltonian. It
follows that dJ.XH = 0.
Fix a connection form A0 ∈ Ω
1(P, g). The horizontal, vertical and respective dual spaces
associated to A0 are denoted by
(1.1) Hor0 = kerA0, Ver = ker Tπ, Hor
∗ = Ann(Ver), Ver∗0 = Ann(Hor0),
where only Hor0 and Ver
∗
0 depend on the choice of connection. The corresponding projections
are
(1.2) (hpr0, vpr0) : TP → Hor0 ⊕ Ver, (hpr
∗
0, vpr
∗
0) : T
∗P → Hor∗ ⊕ Ver∗0,
and these depend on the chosen connection A0.
1.B. The control connection. Let Γ ∈ Ω1(P, g) denote another connection form on π : P →
M . Define
(1.3) HorΓ = ker Γ,Ver
∗
Γ = Ann(HorΓ).
The corresponding projections are
(1.4) (hprΓ, vprΓ) : TP → HorΓ ⊕ Ver, (hpr
∗
Γ, vpr
∗
Γ) : T
∗P → Hor∗ ⊕Ver∗Γ,
and these are connection dependent isomorphisms. We refer to Γ as the control connection.
Remark 1.1. While A0 is the mechanical connection of the system (T
∗P,ΩT
∗P , H), the pur-
pose of Γ is to single out the directions along which the control force F acts, respectively does
not act. See Definition 1.2. For instance, in the satellite example, the force acts on the rotor,
but not on the satellite itself. This distinction cannot be made by the mechanical connection,
SYMMETRY ACTUATED HAMILTONIAN SYSTEMS 5
but necessitates another splitting of the phase space T ∗P . The control connection Γ is not to
be confused with the controlled connection AC introduced below.
1.C. Symmetry actuation and conserved quantities. The isomorphism (1.4) lifts to the
tangent bundle
(1.5) T (hpr∗Γ, vpr
∗
Γ) : TT
∗P → THor∗ ⊕ TVer∗Γ.
Let τTT ∗P : TT
∗P → T ∗P be the tangent projection and note that there is an isomorphism
(τTT ∗P , Tvpr
∗
Γ)| ker Thpr
∗
Γ : ker Thpr
∗
Γ → T
∗P ×Ver∗
Γ
TVer∗Γ
of fiber bundles over T ∗P . For Π ∈ T ∗P we will write this isomorphism simply as TΠvpr
∗
Γ :
ker TΠhpr
∗
Γ → Tvpr∗Γ(Π)Ver
∗
Γ.
Definition 1.2 (Symmetry actuating force). We say that a vector field F ∈ X (T ∗P ) is a
symmetry actuating force, if it satisfies the following three conditions:
(1) It is vertical with respect to the base point projection τ : T ∗P → P , that is: Tτ.F = 0.
(2) It does not act along Γ-horizontal directions, that is: Thpr∗Γ.F = 0.
(3) It is G-invariant with respect to the cotangent lifted r-action on T ∗P .
Proposition 1.3. Let Γ be a control connection.
(1) There is a one-to-one correspondence between symmetry actuating forces F ∈ X (T ∗P )
and G-equivariant functions f ∈ FG(T
∗P, g∗):
Given F :
(1.6) f = fF := dJ.F
Given f :
(1.7) F (Π) = Ff(Π) :=
(
TΠvpr
∗
Γ| ker TΠhpr
∗
Γ
)−1(
Tvpr∗
Γ
(Π)(τ, J)|Ver
∗
Γ
)−1(
0ω; J(Π), f(Π)
)
where ω = τ(Π) and 0ω is the 0-section at ω in TP .
(2) Let f ∈ FG(T
∗P, g∗) and define U(Π) := ((τ, J)|Ver∗Γ)
−1(τ(Π), f(Π)) ∈ Ver∗Γ. If F =
Ff , then
(1.8) F (Π) = vl∗(Π,U(Π)) = ∂
∂t
|0(Π + tU(Π))
where vl∗ : T ∗P ⊕ T ∗P → ker Tτ ⊂ TT ∗P is the vertical lift map.
(3) Let F ∈ X (T ∗P ) be a symmetry actuating force and consider
(1.9) Π˙t = XH(Πt) + F (Πt).
Then
(1.10) ∂
∂t
J(Πt) = f(Πt)
where f = dJ.F .
Proof. Assertion (1). Let F be G-actuating. Then f = fF = dJ.F ∈ FG(T
∗P, g∗) because F
is assumed to be G-invariant.
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Since J−1(0) = Hor∗, it follows that (τ, J)|Ver∗Γ : Ver
∗
Γ → P × g
∗ is an isomorphism. Now,
F ∈ ker Thpr∗Γ ∩ ker Tτ implies
TΠvpr
∗
Γ.F (Π) =
(
Tvpr∗
Γ
Π(τ, J)|Ver
∗
Γ
)−1(
0ω; J(Π), dJ.F (Π)
)
where 0ω ∈ TP is the 0-section at ω = τ(Π). Therefore, given f ∈ FG(T
∗P, g∗) we may define
F = Ff according to (1.7).
Assertion (2). Let Π ∈ T ∗P and ω = τ(Π). Then
TΠvpr
∗
Γ.F (Π) =
(
T (τ, J)|Ver∗Γ
)−1
(0ω; J(Π), f(Π))
= ∂
∂t
|0
(
(τ, J)|Ver∗Γ
)−1
(ω, J(Π) + tf(Π))
= ∂
∂t
|0
((
(τ, J)|Ver∗Γ
)−1
(ω, J(Π)) + t
(
(τ, J)|Ver∗Γ
)−1
(ω, f(Π))
)
= vl∗(vpr∗Γ(Π),U(Π))
where we use hat J is linear in the fiber. Since vl∗(Π,U(Π)) ∈ ker TΠhpr
∗
Γ, the claim follows.
Assertion (3) follows from dJ.XH = 0. 
Remark 1.4. Equation (1.8) means that (1.9) is a closed-loop Hamiltonian system in the
sense of [11] with control subbundle Ver∗Γ ⊂ T
∗P and control U : T ∗P → Ver∗Γ. (See the
paragraph below Definition 3.1 in loc. cit.)
Definition 1.5 (Symmetry actuated closed-loop Hamiltonian system). Let π : P → M , G,
A0, Γ and H as above. A symmetry actuated closed-loop Hamiltonian system on T
∗P is defined
by the equation of motion
(1.11) Π˙t = XH(Πt) + F (Πt).
where F = Ff is a symmetry actuating force determined by (1.7), and where
(1.12) f(Π) = −Bω.dj.XH(Π)
with ω = π(Π) and:
(1) B : P × g∗ → g∗, (ω, p) 7→ Bωp is G-equivariant and Bω is an isomorphism for all
ω ∈ P . That is, Ad(g)∗Bω = Bωg ◦ Ad(g)
∗.
(2) j is a G-equivariant map of the form
j = B−1 ◦ (τ, ˜) ◦ hpr∗Γ + (B
−1 − 1) ◦ (τ, J) : T ∗P → g∗
for a fiber-wise linear and G-equivariant map ˜ : Hor∗ → g∗, and where B−1 is the
fiber-wise inverse of B. That is, j(Π) = B−1ω .˜(hpr
∗
Γ(Π)) + (B
−1
ω − 1).J(Π) where
ω = τ(Π).
Theorem 1.6 (Conservation law). If Πt is a solution of (1.11), then (J + j)(Πt) is constant
in t.
Proof. Equation (1.12) and Proposition 1.3 combine to yield
(1.13) dJ.F = −B.dj.XH .
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Further,
dj.F (Π) = d(B−1).(Tτ.F (Π)︸ ︷︷ ︸
0ω
, T (˜.hpr∗Γ).F (Π)︸ ︷︷ ︸
(˜.hpr∗
Γ
(Π),0)
) + d(B−1 − 1).(Tτ.F (Π)︸ ︷︷ ︸
0ω
, TJ.F (Π))
= (B−1 − 1).dJ.F (Π) = −(B−1 − 1)B.dj.XH(Π)
where 0ω ∈ TωP is the zero-section at ω = τ(Π) and we use fiber-wise linearity of B. Due to
dJ.XH = 0, by G-invariance of H , we obtain
(dJ + dj).(XH + F ) = dj.XH − B.dj.XH − (B
−1 − 1)B.dj.XH = 0.(1.14)

Remark 1.7. Equation (1.10) means that the force acts along internal symmetry direc-
tions. At the same time, the condition Thpr∗Γ.F = 0 ensures that the force does not act
in Hor∗-directions, corresponding to the shape space M . Compare with [10, Equ. (1.10)] or [6,
Equ. (2.6)].
2. The bundle picture of symmetry actuated closed-loop Hamiltonian
systems
Let π : P → M , G, A0, Γ and j as above. Let µ
M
0 be a metric on M and I0 a G-invariant
locked inertia tensor on P × g. The associated Kaluza-Klein metric on P is denoted by
µP0 = µ
KK(µM0 , I0,A0)
with associated kinetic energy Hamiltonian
H0 : T
∗P → R,Π 7→ 1
2
〈Π, (µP0 )
−1Π〉+ V ◦ τ
where V ◦ τ : T ∗P → R is a G-invariant potential. The force associated to H0 via (1.12) is
called F0 = Ff and we consider, analogously to (1.11), the forced equation
(2.15) Π˙t = XH0(Πt) + F0(Πt).
Let
(2.16) W := P ×M T
∗M ⊕ P × g∗
and consider the (A0, j)-dependent isomorphism
(2.17) Ψj :W → T
∗P, (ω, ν;ω, q) 7→
(
(hlA0)∗
)−1
(ω, ν) +
(
(τ, J + j)|Ver∗0
)−1
(ω, q)
where hlA0 : P×M TM → Hor is the A0-horizontal lift, ω ∈ P and ν ∈ T
∗M with π(ω) = τ(ν).
Here, and in the following, it is assumed that j is chosen such that Ψj is indeed an isomorphism.
For j = 0, Ψj coincides with the A0-dependent isomorphism Ψ0 defined in (8.109).
From now on we will identify W = P ×M T
∗M ⊕ P × g∗ = P ×M T
∗M × g∗ and write
elements W ∈ W as W = (ω, ν, q) where ω ∈ P , ν ∈ T ∗M , q ∈ g∗ and it is understood that
π(ω) = τ(ν). Correspondingly, we introduce the the projection maps
(pr1, pr2, pr3) :W → P × T
∗M × g∗, W 7→ (ω, ν, q).
Further, we will abbreviate (pr1, pr2) = pr1,2 and (pr1, pr3) = pr1,3.
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The isomorphism Ψj can be decomposed as Ψ0(ω, ν, q) = Ψ
hor
0 (ω, ν) + Ψ
ver
j (ω, q), where
(2.18) Ψhor0 : P ×M T
M → Hor∗, Ψhor0 (ω, ν) =
(
(hlA0ω )
∗
)−1
ν ∈ Hor∗(ω)
and
(2.19) Ψverj : P × g
∗ → Ver∗0, Ψ
ver
j (ω, q) =
(
(J + j)|Ver∗0(ω)
)−1
q ∈ Ver∗0(ω)
with Ver∗0(ω) = T
∗
ωP ∩ Ver
∗
0 and Hor
∗(ω) = T ∗ωP ∩ Hor
∗.
The isomorphism Ψ0 induces a G-action on W. This action leaves the induced symplectic
form Ψ∗0Ω
T ∗P invariant and has a momentum map
JW := pr3 = Ψ
∗
0J : (ω, ν, q) 7→ q.
The isomorphism Ψj induces a G-action on W. This action leaves the induced symplectic
form Ψ∗jΩ
T ∗P invariant and has a momentum map
Ψ∗jJ = (Ψ
hor
0 ◦ pr1,2 +Ψ
ver
j ◦ pr1,3)
∗J = (Ψverj ◦ pr1,3)
∗J
= JW − j ◦ (τ, J + j)|
−1
Ver∗
0
◦ pr1,3 = JW − (Ψ
ver
j ◦ pr1,3)
∗j(2.20)
Since Ψj is assumed to be an isomorphism, the ω-dependent map (J ◦ Ψ
ver
j )ω : g
∗ → g∗ is an
isomorphism as-well. Therefore, (2.20) implies that the same is true for (1 − j ◦ Ψverj )ω, for
each ω ∈ P . Further, the map 1− j ◦Ψverj : P × g
∗ → g∗ is G-equivariant.
The actions induced by Ψ0 and Ψj coincide, since j is equivariant. Therefore, we will simply
speak of the G-action on W. It is given by
(ω, ν, q).g = (ω.g, ν,Ad(g)∗.q)
for g ∈ G.
Remark 2.1. The momentum maps JW and Ψ
∗
jJ , associated respectively to Ψ
∗
0Ω
T ∗P and
Ψ∗jΩ
T ∗P , do not necessarily coincide for j 6= 0. However, with assumption (2.35) below it
follows, that Ψ0 = Ψj.
The infinitesimal generator associated to an element Y ∈ g shall be denoted by ζWY where
ζW : g→ X (W) is the fundamental vector field mapping.
Consider the mapping (id , D0) : P ×g∗ → P ×M T
∗M , (ω, p) 7→ (ω,D0ω.p), where D
0
ω : g
∗ →
T ∗M is defined as
(2.21) D0ω := (pr2 ◦ (hl
A0)∗ ◦ hpr∗Γ ◦Ψ
ver
0 )ω : g
∗ → T ∗xM
where x = π(ω).
Proposition 2.2. Assume Ψj is an isomorphism. Consider (2.15). Let H
j := Ψ∗jH0, X
j :=
Ψ∗jXH0 and F
j := Ψ∗jF0. Use the projections (pr1, pr2, pr3) to set
(Tpr1, Tpr2, dpr3).X
j = (Xj1 , X
j
2 , X
j
3) ∈ TP × TT
∗M × g∗
and
(Tpr1, Tpr2, dpr3).F
j = (F j1 , F
j
2 , F
j
3 ) ∈ TP × TT
∗M × g∗.
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Let hl∗µM
0
: T ∗M ⊕ TM → Hor(µM0 ) ⊂ TT
∗M denote the Riemannian horizontal lift and
vl∗ : T ∗M ⊕ T ∗M → Ver(τT ∗M) = ker TτT ∗M ⊂ TT
∗M the vertical lift. Then
Xj1(W ) = hl
A0
ω ((µ
M
0 )
−1ν) + ζ
I˜−1p(ω)(2.22)
Xj2(W ) = (hl
∗
µM
0
)ν((µ
M
0 )
−1ν)− vl∗ν(d
horHj(W ) + L(W ))(2.23)
Xj3 = (1− j ◦Ψ
ver
j )
−1.dj.TΨverj .(X
j
1 , 0)(2.24)
F j1 = 0(2.25)
F j2 (W ) = vl
∗
ν
(
D0ω.Bω.dj.TΨj .X
j(W )
)
(2.26)
F j3 (W ) = −(1 + j ◦ hpr
∗
Γ ◦ (Ψ
ver
0 )ω ◦Bω).dj.TΨj .X
j(W )(2.27)
for W = (ω, ν, p) ∈ W = P ×M T
∗M × g∗ and where I˜ : g → g∗ is the ω-dependent inertia
tensor
(2.28) I˜ := (1− j ◦Ψverj )
−1
I0.
The operators dhor and L are defined below in (2.30) and (2.31).
Proof. Let θT
∗P be the canonical one-form on T ∗P with ΩT
∗P = −dθT
∗P . Let W = (ω, ν, p) ∈
W and X = (X1, X2, X3) ∈ TωP × TνT
∗M × g∗ with Tπ.X1 = Tτ.X2 = u. Further, let
X1 = hl
A0
ω (u) + ζY (ω). Using (2.20),(
Ψ∗jθ
T ∗P
)
W
(X1, X2, X3) = 〈ν, u〉+ 〈Ψ
ver
j (ω, q), ζY (q)〉
= θT
∗M
ν (X2) + 〈(JW − (Ψ
ver
j ◦ pr1,3)
∗j)(W ), Y 〉
where θT
∗M is the canonical one-form on T ∗M with ΩT
∗M = −dθT
∗M . Since Ωj := Ψ∗jΩ
T ∗P =
−dΨ∗jθ
T ∗P , and using the Maurer-Cartan formula
CurvA0 = dA0 +
1
2
[A0,A0]∧
as-well as pr∗1A0(X) = Y , it follows that
Ωj = pr∗2Ω
T ∗M −
〈
d
(
JW − (Ψ
ver
j ◦ pr1,3)
∗j
)
∧, pr∗1A0
〉
−
〈
JW − (Ψ
ver
j ◦ pr1,3)
∗j, pr∗1(Curv
A0 − 1
2
[A0,A0]∧)
〉
.
This formula will be used throughout the rest of the proof without further reference.
Equation (2.20) implies that
〈I−10 JΨ
ver
j .p, JΨ
ver
j .p〉 = 〈I
−1
0 (1− jΨ
ver
j ).p, (1− jΨ
ver
j ).p〉 = 〈I
−1
j p, p〉
where the ω-dependence is understood implicitly and
I
−1
j := (1− jΨ
ver
j )
∗
I
−1
0 (1− jΨ
ver
j ).
This yields Hj(W ) = 1
2
〈ν, (µM0 )
−1ν〉+ 1
2
〈I−10 JΨ
ver
j .p, JΨ
ver
j .p〉 =
1
2
〈ν, (µM0 )
−1ν〉+ 1
2
〈p, I−1j p〉.
SinceXj(W ) ∈ TWW it follows that Tπ.X
j
1(W ) = Tπ.Tpr1.X
j(W ) = TτT ∗M .Tpr2.X
j(W ) =
TτT ∗M .X
j
2(W ) =: u ∈ TxM where x = π(ω).
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To calculate Xj1 : Decompose X
j
1(W ) as X
j
1(W ) = hl
A0(ω, u) + ζY (ω) with Y = A0.X
j
1(W ).
Consider η2 ∈ T
∗
xM and
Z :=
(
0, vl∗ν(η2), 0
)
∈ TWW.
Then, using the µM0 -connector K
∗
0 : TT
∗M → T ∗M together with (8.113),
(2.29) dHj.Z = 〈(µM0 )
−1ν, η2〉 = Ω
j(Xj(W ), Z) = ΩT
∗M(Xj2(W ), vl
∗
ν(η2)) = 〈u, η2〉
whence u = (µM0 )
−1ν. Consider now p˙2 ∈ g
∗ and
Z =
(
0, 0, p˙2
)
∈ TWW.
Then
dHj(W ).Z = 〈I−1j p, p˙2〉 = Ω
j(Xj(W ), Z) = 〈d
(
JW − (Ψ
ver
j ◦ pr1,3)
∗j
)
.Z,A0.X
j
1(W )〉
= 〈p˙2 − dj.TΨ
ver
j .(0, p˙2), Y 〉 = 〈(1− jΨ
ver
j )ω.p˙2, Y 〉 = 〈p˙2, (1− jΨ
ver
j )
∗
ω.Y 〉
where the penultimate equality follows because j is fiberwise linear, and we have indicated the
ω-dependence. Therefore,
Y = I−10 (1− jΨ
ver
j ).p = I˜
−1p.
To calculate Xj2 : Decompose X
j
2(W ) as X
j
2(W ) = (hl
∗
µM
0
)ν(u) + vl
∗
ν(η) with η ∈ T
∗
xM .
Consider now u2 ∈ TxM and
Z =
(
hlA0(ω, u2), (hl
∗
µM
0
)ν(u2), 0
)
∈ TWW.
Then
(2.30) Ωj(Xj , Z) = dHj(W ).
(
hlA0(ω, u2), (hl
∗
µM
0
)ν(u2), 0
)
=: dhorHj(W ).u2
and, using the µM0 -connector K
∗
0 : TT
∗M → T ∗M together with (8.113),
Ωj(Xj , Z) = ΩT
∗M(X2(W ), Z)− 〈dJW ∧, pr
∗
1A0〉(X2(W ), Z)
+ 〈(Ψverj ◦ pr1,3)
∗dj ∧, pr∗1A0〉(X2(W ), Z)
− 〈(JW − (Ψ
ver
j ◦ pr1,3)
∗j)(W ),CurvA0(u, u2)〉
= −〈(K∗0 )ν(X2(W )), u2〉 − 〈dj.Tψ
ver
j .Tpr1,3.Z, Y 〉
− 〈p− j(Ψverj (ω, p)),Curv
A0(u, u2)〉
= −〈η, u2〉 − 〈dj.Tψ
ver
j .(hl
A0(ω, u2), 0), I˜
−1p〉
− 〈(1− j ◦Ψverj (ω)).p,Curv
A0(u, u2)〉
Define L(W ) ∈ T ∗xM through
(2.31) 〈L(ω, ν, p), u2〉 = 〈dj.Tψ
ver
j .(hl
A0(ω, u2), 0), I˜
−1p〉+ 〈(1− j ◦Ψverj (ω)).p,Curv
A0(u, u2)〉.
Hence, η = −dhorHj(W )− L(W ).
To calculate Xj3 : Consider now Y2 ∈ g and
Z = ζWY2 (ω, ν, p) =
(
ζPY2(ω), 0, ad(Y2)
∗.p
)
∈ TWW.
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Then, becauseHj isG-invariant and dJ.TΨj.ζ
W
Y2
(W )) = dJ.ζT
∗P
Y2
(Ψj(W ))) = ad(Y2)
∗.J(Ψj(W ))),
0 = dHj.ζWY2 (W ) = Ω
j(Xj(W ), ζWY2 (W ))
= −
〈
d
(
JW − (Ψ
ver
j ◦ pr1,3)
∗j
)
∧, pr∗1A0
〉
.
(
Xj(W ), ζWY2 (W )
)
+
〈
p− j(Ψverj (ω, p)), [Y, Y2]
〉
= −
〈
d
(
JW − (Ψ
ver
j ◦ pr1,3)
∗j
)
.Xj(W ), Y2
〉
+
〈
dJ.TΨj.ζ
W
Y2
(W )), Y
〉
+
〈
J(Ψj(W )), [Y, Y2]
〉
= −
〈
dJW .X
j(W )− dj.TΨverj .(X
j
1(W ), X
j
3(W )), Y2
〉
whence
Xj3(W ) = dJW .X
j(W ) = dj.TΨverj .(X
j
1(W ), X
j
3(W ))
= dj.TΨverj .(X
j
1(W ), 0) + dj.TΨ
ver
j .(0, X
j
3(W )).
Now, since j ◦ Ψverj : P × g
∗ → Ver∗0 is linear in g
∗, it follows that dj.TΨverj .(0, X
j
3(W )) =
∂
∂t
|0(j ◦Ψ
ver
j )(ω, tX
j
3(W )) = (j ◦Ψ
ver
j )ω.X
j
3(W ), whence
(1− j ◦Ψverj ).X
j
3 = dj.TΨ
ver
j .(X
j
1(W ), 0)
and the ω-dependent map 1− j ◦Ψverj : g
∗ → g∗ is invertible.
To calculate F j1 : Note that pr1(W ) = ω = (τ ◦Ψj)(W ). Therefore,
F j1 = Tpr1.F
j = Tpr1.TΨ
−1
j .(F ◦Ψj) = Tτ.(F ◦Ψj) = 0
since F0 is vertical.
To calculate F j2 : Let U
j := Ψ−1j ◦U ◦Ψj where U : T
∗P → Ver∗Γ is defined in Proposition 1.3.
Equation 1.8 then yields
F j2 (W ) =
∂
∂t
|0(ν + t(pr2 ◦ U
j)(W ))
= vl∗ν
(
(pr2 ◦Ψ
−1
j ◦ (τ, J)|
−1
Ver∗
Γ
)(ω, f(Ψj(W ))
)
= vl∗ν
(
(pr2 ◦ (hl
A0)∗ ◦ hpr∗0 ◦ (J |Ver
∗
Γ(ω))
−1)(−Bω.dj.(XH0(Ψj(W ))))
)
.
Since hpr∗Γ ◦Ψ
ver
0 = −hpr
∗
0 ◦ vpr
∗
Γ ◦Ψ
ver
0 = −hpr
∗
0 ◦ (J |Ver
∗
Γ)
−1, it follows that
F j2 (W ) = vl
∗
ν
(
(pr2 ◦ (hl
A0)∗ ◦ hpr∗Γ ◦Ψ
ver
0 )ω(Bω.dj.TΨj .(X
j(W )))
)
.
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To calculate F j3 : Equations (1.13) and (2.20) imply that
F j3 = dJW .Ψ
∗
jF = d
(
(Ψ−1j )
∗JW
)
.(F ◦Ψj)
= d
(
J + (Ψ−1j )
∗(Ψverj ◦ pr1,3)
∗j
)
.(F ◦Ψj)
= d
(
J + vpr∗0j
)
.(F ◦Ψj)
= dJ.(F ◦Ψj) + dj.(F ◦Ψj)− dj.Thpr
∗
0.(F ◦Ψj)
= −dj.(XH0 ◦Ψj)− d(j ◦ hpr
∗
0)(F ◦Ψj)
= −dj.TΨj .X
j − ∂
∂t
|0(j ◦ hpr
∗
0)(Ψj + tU ◦Ψj)
= −dj.TΨj .X
j − (j ◦ hpr∗0 ◦ J |
−1
Ver∗
Γ
(ω))(f ◦Ψj)
= −
(
1 + j ◦ hpr∗Γ ◦Ψ
ver
0 ◦Bω
)
dj.TΨj .X
j
where we use again that hpr∗Γ ◦Ψ
ver
0 = −hpr
∗
0 ◦ vpr
∗
Γ ◦Ψ
ver
0 = −hpr
∗
0 ◦ (J |Ver
∗
Γ)
−1. 
In order to make use of the conservation law (1.14), we define the map
(2.32) Φj :W →W, (ω, ν, q) 7→ (ω, ν, q − (j ◦Ψ
hor
0 )(ω, ν)).
Proposition 2.3. Consider (2.15). Let Xjj := Φ∗jΨ
∗
jXH0 and F
jj := Φ∗jΨ
∗
jF0 Then
Tpr1.
(
Xjj + F jj
)
= Xj1 ◦ Φj(2.33)
dJW .
(
Xjj + F jj
)
= dpr3.
(
Xjj + F jj
)
= 0.(2.34)
Let B be defined by
(2.35) Bω :=
(
1 + ˜ ◦ hpr∗Γ ◦Ψ
ver
0
)
ω
.
It follows that
(2.36) j|Ver∗0 = 0,
Ψj = Ψ0 and j ◦Ψ
ver
0 = 0, and
(2.37) Tpr2.
(
Xjj + F jj
)
= Xj2 ◦ Φj + vl
∗
ν
(
D0ω.Bω.dj.TΨ
hor
0 .(X
j
1 ◦ Φ
j , Xj2 ◦ Φ
j)
)
.
Proof. Equation 2.33 is immediate from Proposition 2.2.
Equation (2.34): Equation (2.20) yields
Ψ∗j (J + j) = JW − (Ψ
ver
j ◦ pr1,3)
∗j +Ψ∗jj = JW + (Ψ
hor
0 ◦ pr1,2)
∗j.
On the other hand, because JW(ω, ν, p) = p,
(Φ−1j )
∗JW(ω, ν, p) = JW(ω, ν, p) + (j ◦Ψ
hor
0 ◦ pr1,2)(ω, ν, p).
Hence Φ∗jΨ
∗
j(J + j) = JW , and (1.14) implies (independently of assumption (2.35))
dJW .(X
jj + F jj) = dΦ∗jΨ
∗
j(J + j).Φ
∗
jΨ
∗
j(XH0 + F ) = d(J + j).(XH0 ◦Ψj ◦ Φj + F ◦Ψj ◦ Φj)
= 0.
SYMMETRY ACTUATED HAMILTONIAN SYSTEMS 13
Alternatively, this result can be shown by a direct, but lengthy, calculation using the formulas
in Proposition 2.2.
Equation (2.36) follows from the definition of j.
Equation 2.37: Proposition 2.2 implies Tpr2.F
jj = Tpr2.TΦ
−1
j .(F
j ◦ Φj) = F
j
2 ◦ Φj =
vl∗(D0.B.d(j ◦Ψj).(X
j ◦ Φj)) = vl
∗
ν(D
0
ω.Bω.dj.TΨ
hor
0 .(X
j
1 ◦ Φ
j , Xj2 ◦ Φ
j)). 
Remark 2.4. Equation (2.36) is the reason for introducing B in Definition 1.5. Due to (2.35)
B is determined by ˜ : Hor∗ → g∗.
3. Matching
Let the notation be as in Section 2. Consider equation (2.15) and assume B is given by
(2.35). Because of (2.36) this implies that Ψj = Ψ0.
In the following, we are looking for a G-equivariant bundle isomorphism Φ : T ∗P → T ∗P ,
which maps (2.15) to a Hamiltonian system (at least, when restricted to the pre-image of
J−1(0) under this isomorphism). The target Hamiltonian system should be of Kaluza-Klein
form with respect to controlled data (µMC , IC,AC), which are to be specified, and the unchanged
potential V . Equivalently, the goal is to explicitly find a G-equivariant isomorphism ΦC
(3.38) T ∗P W
Ψ0
oo W
Φj
oo
ΦC
//W
ΨC
// T ∗P
and a force FC such that (3.39), (3.40) and (3.54) hold, and where ΨC is the connection
dependent isomorphism associated to the controlled connection AC.
3.A. Matching conditions. As above, H0 denotes the Kaluza-Klein Hamiltonian associated
to (µM0 , I0,A0) and the potential V .
Theorem 3.1. Assume HC is a Kaluza-Klein Hamiltonian associated to (µ
M
C , IC,AC) and the
potential V . Let ΨC :W → T
∗P be the isomorphism corresponding to AC. Let ΦC = (ϕC , S),
where ϕC : P ×M T
∗M → P ×M T
∗M and S : g∗ → g∗ are G-equivariant isomorphisms, and
ϕC is fiber-preserving. Let FC ∈ X (T
∗P ) with
Tτ.FC = 0(3.39)
FC |J
−1(0) = 0(3.40)
and define FC := Ψ∗CFC. Consider equation (2.15). The following are equivalent:
(1) Φ∗(XHC + FC) = XH0 + F0 for Φ := ΨC ◦ (ϕC , S) ◦ Φ
−1
j ◦Ψ
−1
0 .
(2) The matching conditions
µMC := ϕC .µ
M
0 : TM → T
∗M(3.41)
IC := S.I0(3.42)
AC := A0 + I
−1
0 .B
−1.˜.µP0 .hpr0(3.43)
(XC2 + F
C
2 ) ◦ ΦC = T (pr2 ◦ ϕC).((X
j
1 , X
j
2 + F
j
2 ) ◦ Φj)(3.44)
hold.
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Proof. Using Proposition 2.3, it follows that item (1) is equivalent to TΦC .(X
jj + F jj) =
(TϕC .(X
jj
1 , X
jj
2 + F
jj
2 ), TS.0) = (X
C + FC) ◦ ΦC = (X
C
1 , X
C
2 + F
C
2 , 0) ◦ ΦC , which is hence
equivalent to (XC1 , X
C
2 + F
C
2 ) ◦ ΦC = TϕC .((X
j
1 , X
j
2 + F
j
2 ) ◦ Φj). This yields the equations
(3.45) XC1 ◦ (ϕC , S) = X
j
1 ◦ Φj
and (3.44). Now, the former can be given explicitly as
(hlACω )((µ
M
C )
−1µ) + ζ
I
−1
C
Sq(ω) = X
C
1 (ω, µ, Sq) = X
j
1(ω, ν, p)(3.46)
= (hlA0ω )((µ
M
0 )
−1ν) + ζ
I
−1
0
p(ω)
where (ω, µ, Sq) = ΦC(ω, ν, q) and (ω, ν, p) = Φj(ω, ν, q) = (ω, ν, q − jΨ
hor
0 (ω, ν)).
Equation (3.46) necessitates (µM0 )
−1ν = (µMC )
−1µ = ((µMC )
−1ϕC)ν, since the fundamental
vector fields are annihilated by the projection Tπ : TP → TM , whence (3.41) follows. Further,
setting ν = 0, equality holds in (3.46) if, and only if, (3.42) holds. Setting q = 0 and applying
AC to both sides of (3.46), equality holds if, and only if, (3.43) holds. 
Remark 3.2. Assume that M is parallelizable such that TM = M ×m and that
(3.47) T (D0 ◦ (id , B)).(Xj1 , 0) = 0.
Let S : g∗ → g∗ be an Ad(g)∗-equivariant isomorphism and consider
ϕC := id P ×M (id T ∗M +D
0 ◦ (pr1, ˜.Ψ
hor
0 ))
−1 : P ×M T
∗M = P ×m× g∗ → P ×m× g∗.
(3.48)
Set ΦC = (ϕC , S). Let µ
M
C , IC and AC be defined by (3.41), (3.42) and (3.43). For (ω, µ, q˜) =
ΦC(ω, ν, q) and u = (µ
M
0 )
−1(ν), assume the matching conditions
(3.49)
(
hl∗µM
0
)
ν
(
u
)
+ vl∗ν
〈
j.Ψhor0 (ω, ν), i(u)Curv
A0
〉
=
(
hl∗µM
C
)
µ
(
u
)
and
(3.50) dhorHj(ω, ν, q − j.Ψhor0 (ω, ν)) = d
horHC(ω, µ, q˜)
hold, where HC = Ψ∗CHC . The corresponding force is then given by
(3.51) FC2 (ω, µ, q˜) := vl
∗
µ
(
〈q˜, i(u˜)CurvAC − (S−1)∗i(u˜)CurvA0〉
)
where (ω, µ, q˜) ∈ W and u˜ = (µMC )
−1(µ) and HC is the Kaluza-Klein Hamiltonian associ-
ated to (µMC , IC ,AC) and the (unchanged) potential function V . It follows that HC , FC :=
(Ψ−1C )
∗(0, FC2 , 0) and Φ := ΨC ◦ (ϕC , S) ◦ Φ
−1
j ◦Ψ
−1
0 satisfy
Tτ.FC = 0(3.52)
FC |J
−1(0) = 0(3.53)
Φ∗(XHC + FC) = XH0 + F0(3.54)
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Indeed, fix (ω, ν, q) ∈ W and let (ω, ν, p) = (ω, ν, q − j.Ψhor0 (ω, ν)) = Φj(ω, ν, q). Because of
assumption (3.47), we have
F j2 (ω, ν, p) = vlν∗
(
D0ω.Bω.d(j ◦Ψ
hor
0 ).(X
j
1 , X
j
2)(ω, ν, p)
)
= T
(
D0 ◦ (id , B)
)
.
(
0, T (j ◦Ψhor0 ).(X
j
1 , X
j
2)
)
(ω, ν, p)
= T
(
D0 ◦ (id , B)
)
.
(
Xj1 , T (j ◦Ψ
hor
0 ).(X
j
1 , X
j
2)
)
(ω, ν, p)
= T
(
D0 ◦ (id , B) ◦ (pr1, j ◦Ψ
hor
0 )
)
.
(
Xj1 , X
j
2
)
(ω, ν, p)
= T
(
D0 ◦ (pr1, ˜ ◦Ψ
hor
0 )
)
.
(
Xj1 , X
j
2
)
(ω, ν, p)
Therefore, TϕC.((X
j
1 , X
j
2 + F
j
2 ) ◦ Φj) = TϕC.Tϕ
−1
C .((X
j
1 , X
j
2) ◦ Φj) = (X
j
1 , X
j
2) ◦ Φj and we
obtain the conditions (3.46) (which is equivalent to (3.41), (3.42) and (3.43)) and (3.49), (3.50).
If S can be chosen so that FC = 0, then (2.15) is equivalent to the Hamiltonian system
XHC .
The condition (3.47) is rather strong and not satisfied for the case of Section 4. Nevertheless,
formula (3.48) coincides with (4.72).
Remark 3.3. The expression (3.43) should be compared with Assumption M1 in [6].
Remark 3.4. The property FC |J
−1(0) = 0 is relevant, because it means that the restriction
to J−1(0) allows to reduce the controlled equations to a Hamiltonian system.
4. Feedback control of mechanical systems on semi-direct products
4.A. Setup. Assume that M and G are Lie groups and that there is a right representation
ρ :M → Aut(G). That is ρψφ = ρφ ◦ ρψ for φ, ψ ∈M . Let
P = MsG
denote the semi-direct product. The right multiplication in P is given by
(4.55) R(φ,g)ρ (ψ, h) = (ψφ, ρ
φ(h)g).
The action by G on MsG = P given by right multiplication (on the second factor) makes
G →֒ P →M
into a (right) principal bundle. The induced representation of M on g is again denoted by
ρ :M → Aut(g). The contragredient representation is
ρφ∗ = (ρ
φ−1)∗,
and similarly we have ρuX = ∂
∂t
|0ρ
exp(tu)X and ρu∗p =
∂
∂t
|0ρ
exp(tu)
∗ p = −(ρu)∗p.
Let µM0 be a right invariant metric on M . In the right trivialization this is given by an
isomorphism µM0 : m→ m
∗, where m is the Lie algebra of M and m∗ its dual. Let I0 : g→ g
∗
a symmetric isomorphism such that
Ad(g)∗I0Ad(g) = I0 = ρ
φ−1
∗ I0ρ
φ(4.56)
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for all (φ, g) ∈ P . Let A0 : TP → g be a principal bundle connection. In the right trivialization
this is given by A0 : M × G × m × g → g, (φ, g, u,X) 7→ Ad(g
−1)ρφ(X + A0(u)) where A0 is
independent of (φ, g). The corresponding horizontal bundle is
(4.57) Hor0 = P × {(u,−A0(u)) : u ∈ m}.
Let
µP0 = µ
KK(µM0 , I0,A0) =
(
µM0 + A
∗
0I0A0 A
∗
0I0
I0A0 I0
)
: m× g→ m∗ × g∗
be the (right invariant) Kaluza-Klein metric on P corresponding to (µM0 , I0,A0). This metric
has the properties
µP0 |Hor0 = µ
M
0 ◦ (Tπ, Tπ), µ
P
0 |Ver = I ◦ (A,A), µ
P
0 (Hor0,Ver) = 0.
The Hamiltonian H0 : P × p
∗ → R is
(4.58) H0(ω,Π) =
1
2
〈Π, (µP0 )
−1Π〉.
The momentum map with respect to the cotangent lifted G-action on T ∗P is denoted by
J : P × p∗ → g∗. It is given by
(4.59) J(ω,Π) = Ad(g)∗ρφ∗ (q)
where ω = (φ, g) and Π = (ν, q). The connection dependent isomorphism Ψ0 = Ψ
hor
0 ⊕ Ψ
ver
0 :
W = P ×M T
∗M ⊕ P × g∗ → T ∗P is, in the right trivialization, given by
Ψhor0 :M ×G×m
∗ → P × p∗, (φ, g, ν) 7→ (φ, g, ν, 0)
and
Ψver0 :M ×G× g
∗ → P × p∗, (φ, g, p) 7→ (φ, g, A∗0ρ
φ−1
∗ Ad(g
−1)∗p, ρφ
−1
∗ Ad(g
−1)∗p).
4.B. Control connection and symmetry actuation. The control connection Γ on the
G-bundle P →M is the direct product connection given by
(4.60) A0 :M ×G×m× g→ g, (φ, g, u,X) 7→ Ad(g
−1)ρφX.
Thus HorΓ = P ×m× {0}.
Let ˜ : Hor∗ = P ×m∗ → g∗ be a P -equivariant and fiber-linear map. That is,
˜(φ, g, ν) = Ad(g)∗ρφ∗Cν
for a linear map
(4.61) C : m∗ → g∗.
Since hpr∗Γ = pr1, definition (2.35) becomes
Bωq = q + Ad(g)
∗ρφ∗CA
∗
0
(
(Ad(g)∗ρφ∗)
−1q
)
(4.62)
= Ad(g)∗ρφ∗
(
1 + CA∗0
)
ρφ
−1
∗ Ad(g
−1)∗q.
The map j : P × p∗ → g∗ in Definition 1.5 is now
j(ω,Π) = j(φ, g, ν, p) = B−1ω Ad(g)
∗ρφ∗Cν + (B
−1
ω − 1)Ad(g)
∗ρφ∗q(4.63)
= Ad(g)∗ρφ∗
(
(1 + CA∗0)
−1Cν − CA∗0(1 + CA
∗
0)
−1q
)
.
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Further, the map D0ω : g
∗ → m∗, defined in (2.21), is given by
(4.64) D0ω =
(
pr2.(hl
A0).hpr∗Γ.Ψ
ver
0
)
ω
= A∗0ρ
φ−1
∗ Ad(g
−1)∗
where ω = (φ, g).
4.C. Matching. The strategy is to use item (2) of Theorem 3.1 to find the isomorphism
ΦC = (ϕC , S) and the force FC . More precisely, (µ
M
C , IC,AC) are given by (3.41), (3.42),
(3.43), and (ϕC , S) and F
C
2 shall be determined from (3.44) such that (3.39) and (3.40) hold.
Since the controlled system should again be right invariant, ΦC should be P -equivariant (not
only G-equivariant). It follows that ϕC = (id P , ϕC) : P ×M T
∗M → P ×M T
∗M = M×G×m∗
for a P -independent map ϕC : m
∗ → m∗ (again denoted by the same symbol).
The right-trivialization further implies that Xj of Proposition 2.2 can be expressed as Xj =
(Xj1 , X
j
2 , X
j
3) ∈ p×m
∗ × g∗.
Because the operator µM0 : m → m
∗ corresponds to a right invariant metric on M , the
Riemannian horizontal lift hlµM
0
: TM ⊕ TM → TTM can be expressed as (e.g., [27])
(4.65) hlµM
0
: m×m→ m, (u, w) 7→ −1
2
(
ad(u)⊤w + ad(w)⊤u− ad(w)u
)
with dual
(4.66) hlµM
0
: m∗ ×m→ m∗, (ν, w) 7→ −1
2
(
ad((µM0 )
−1ν)∗w + ad(w)∗ν − ad(w)((µM0 )
−1ν)
)
where the last equation follows since the connector (8.112) satisfies, by definition (8.111),
K∗ ◦ TµM0 = µ
M
0 ◦K. Hence, u = (µ
M
0 )
−1ν implies (hl∗µM
0
)ν(u) = −ad(u)
∗ν.
Fix (ω, ν, q) = (φ, g, ν, q) ∈ W and let (ω, ν, p) = Φj(ω, ν, q). That is,
(4.67) p = q − jΨhor0 (ω, ν) = q − Ad(g)
∗ρφ∗(1 + CA
∗
0)
−1Cν.
Proposition 2.2 yields
(4.68) Xj1(ω, ν, p) =
(
(µM0 )
−1ν,−A0u+ I
−1
0 ρ
φ−1
∗ Ad(g
−1)∗p
)
=:
(
u, Y
)
∈ p = m× g
and
(4.69) Xj2(ω, ν, p) = −ad(u)
∗ν − 〈ρφ
−1
∗ Ad(g
−1)∗p,CurvA0e (u)〉 ∈ m
∗.
We use the diamond notation 〈X ⋄ p, u〉 = 〈p, ρuX〉 and, with p˜ = ρφ
−1
∗ Ad(g
−1)∗p, express the
curvature term as
〈p˜,CurvA0e (u)〉 = ad(u)
∗A∗0p˜+ A
∗
0ad(A0u)
∗p˜− A0u ⋄ p˜− A
∗
0ρ
u
∗ p˜.(4.70)
Further, again by Proposition 2.2 and equivariance of j ◦Ψhor0 ,
F j2 (ω, ν, p) = D
0
ωBωd(j ◦Ψ
hor
0 )(X
j
1 , X
j
2)(ω, ν, p)
= A∗0(1 + CA
∗
0)
(
(ad(Y )∗ + ρu∗)(1 + CA
∗
0)
−1Cν + (1 + CA∗0)
−1CXj2(ω, ν, p)
)
(4.71)
= A∗0CX
j
2(ω, ν, p) + A
∗
0(1 + CA
∗
0)(ad(Y )
∗ + ρu∗)(1 + CA
∗
0)
−1Cν.
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Notice that ad(A0u)
∗p˜ = −ad(I−10 p˜ − A0u)
∗p˜ = −ad(Y )∗p˜. With q˜ = ρφ
−1
∗ Ad(g
−1)∗q, equa-
tion (4.67) may be written as (1 + CA∗0)
−1Cν = q˜ − p˜. Therefore,
Xj2(ω, ν, p) + F
j
2 (ω, ν, p) = X
j
2(ω, ν, p) + A
∗
0CX
j
2(ω, ν, p) + (1 + A
∗
0C)A
∗
0(ad(Y )
∗ + ρu∗)(q˜ − p˜)
= (1 + A∗0C)
(
− ad(u)∗ν − ad(u)∗(A∗0p˜) + A0u ⋄ p˜
)
+ (1 + A∗0C)A
∗
0(ad(Y )
∗ + ρu∗)q˜
= (1 + A∗0C)
(
− ad(u)∗((1 + A∗0C)
−1ν)− ad(u)∗(A∗0q˜)
+ A0u ⋄ q˜ − A0u ⋄ (1 + CA
∗
0)
−1Cν + A∗0(ad(Y )
∗ + ρu∗)q˜
)
= (1 + A∗0C)
(
− ad(u)∗µ− 〈q˜,CurvA0e (u)〉 − A0u ⋄ (1 + CA
∗
0)
−1Cν
)
= (1 + A∗0C)
(
− ad(u)∗µ− 〈Sq˜,CurvACe (u)〉
+ FC2 (ω, µ, Sq˜)− A0u ⋄ (1 + CA
∗
0)
−1Cν
)
= (1 + A∗0C)
(
XC2 (ω, µ, Sq˜) + F
C
2 (ω, µ, Sq˜)− A0u ⋄ (1 + CA
∗
0)
−1Cν
)
whence the isomorphism ϕC : m
∗ → m∗ is
µ = ϕC(ν) := (1 + A
∗
0C)
−1ν,(4.72)
the force is
(4.73) FC2 (ω, µ, q˜) := 〈q˜,Curv
AC
e (u)〉 − 〈S
−1q˜,CurvA0e (u)〉
and the matching condition is
(4.74) A0u ⋄ (1 + CA
∗
0)
−1Cν
!
= 0.
Indeed, this condition holds, if and only if
(4.75) (Xj2 + F
j
2 ) ◦ Φj = ϕ
∗
C(X
C
2 + F
C
2 ).
Moreover, the force FC = (Ψ
−1
C )
∗(0, FC2 , 0) satisfies (3.39) and (3.40), because (4.73) vanishes
for q = 0.
If C : m∗ → g∗ satisfies (4.74), then the controlled Hamiltonian follows from the ex-
plicit formulas (3.41), (3.42) and (3.43) with (4.72). Write the controlled connection AC
as AC(e, e, u,X) = X + AC(u). Therefore:
Theorem 4.1. Let ϕC be given by (4.72), let S : g
∗ → g∗ be a ρ∗(M) × Ad(G)
∗-equivariant
isomorphism and let Φ = ΨC◦(id P , ϕC , S)◦Φ
−1
j ◦Ψ
−1
0 . Let HC be the Kaluza-Klein Hamiltonian
associated to
µMC = (1 + A
∗
0C)
−1µM0(4.76)
IC = SI0(4.77)
AC = A0 + I
−1
0 C(1 + A
∗
0C)
−1µM0 .(4.78)
Then Φ∗(XHC+FC) = XH0+F0 holds, if and only if (4.74) is satisfied. Moreover, FC |J
−1(0) =
0. If S can be chosen such that FC2 = 0, then FC = 0.
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Remark 4.2. Equations (4.76) and (4.78) have also been found in [20] by ad-hoc calculations.
Now they follow from the general results in Theorem 3.1, which also shows that the form of
these equations is necessary, because of the requirements on Φ and the assumption that HC is
of Kaluza-Klein form.
Remark 4.3. If the representation ρ is trivial, so that P = M ×G is a direct product of Lie
groups, then the condition (4.74) is empty.
4.D. Equilibria. Assume νe ∈ m
∗ is an equilibrium of the uncontrolled equation of motion in
M . That is,
(4.79) ad((µM0 )
−1νe).νe = 0
or, equivalently, Xj2(ω, νe, 0) = 0 where X
j
2 is given in (4.69). Suppose that the matching
condition (4.74) holds and that S has been found such that FC = 0. Equation (4.75) with
ω = (φ, g) and q = 0 implies that νe is also an equilibrium of
(4.80) ad((µMC )
−1νe).νe = 0
if (Xj2 + F
j
2 )(ω, νe,−jΨ
hor
0 (ω, νe)) = 0. Because of equations (4.69) and (4.71), a sufficient
condition for this to hold is that
(4.81) Cνe = 0.
Hence, if this condition holds, one can use (non-linear) stability analysis of (4.80) for (4.79).
5. Control of ideal fluids subject to an external Yang-Mills field
This section is concerned with ideal incomressible flow of charged particles in the presence
of an external Yang-Mills field M = CurvA0 = dA0 +
1
2
[A0, A0]. Gauge symmetry yields
conservation of charge along the fluid flow. In the language of the previous sections, the
symmetry actuating force is assumed to work on the charge variables, but not on the (positions
or momenta of the) fluid particles. If the symmetry group K is abelian, then M = dA0 is a
magnetic field. See [14, 16] for further background and [20] for the Lie-Poisson version of this
example.
5.A. Setup. Let K be a finite dimensional Lie group and M a compact domain, possibly
with boundary, in Rn. Consider the trivial principal bundle S := Q × K → Q where the
principal bundle action is given by right multiplication in the group. Let µM0 = 〈., .〉 denote
the induced Euclidean metric on Q ⊂ Rn and I0 a symmetric positive definite bilinear form
on k which is Ad(k)-invariant. We fix a connection form A0 : TQ → k. The horizontal space
Hor0 ⊂ TS = Q ×K × R
n × k is thus Hor0 = {(u, k, ux, X) : X + A0(x)ux = 0}. Denote the
Kaluza-Klein metric on Q×K associated to (µM0 , I0, A0) by
(5.82) µP0 = µ
KK(µM0 , I0, A0).
For k ∈ K, let rk : S → S, (x, g) 7→ (x, gk) denote the principal right action. Consider the
volume preserving automorphisms
Aut0(P ) := {Φ ∈ Diff(P ) : Φ ◦ r
k = rk ◦ Φ ∀k ∈ K & Φ∗volS = volS}
which can be identified as
Aut0(P ) = Diff0(M)sF(Q,K)
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where Diff0(M) is the set of volQ-preserving diffeomorphisms and F(Q,K) denotes functions
fromM to K (of a fixed differentiability class which we do not specify). See [14]. Composition
from the right gives rise to a right representation
ρ : Diff0(P )→ Aut(F(Q,K)), φ 7→ ρ
φ
where ρφ(g) = g ◦ φ.
Consider the action by point-wise right multiplication Rg : F(Q,K) → F(Q,K), h 7→ hg.
The induced semi-direct right action on Aut0(P ) is again denoted by R:
(5.83) R(ψ,g)(φ, h) = (φ · ψ,Rg(ρψ(h))).
In particular, Aut0(P ) → Aut0(P )/F(Q,K) = Diff0(P ) is a right principal F(Q,K) bundle.
We also consider the right trivializations
TAut0(P ) ∼= Aut0(P )× a = Diff0(P )× d× F(Q,K)× g(5.84)
T ∗Aut0(P ) ∼= Aut0(P )× a
∗ = Diff0(P )× d
∗ × F(Q,K)× g∗
using the right multiplication in Aut0(P ), where a = TeAut0(P ), d = TeDiff0(P ) = X 0(M) are
divergence free vector fields tangent to the boundary and g = TeF(Q,K) = F(Q, k). Here, a
∗,
d∗ and g∗ denote the smooth part of the dual.
We have d∗ = Ω1(M)/dF(M) and g∗ = F(Q, k∗). The pairings are given by
d∗ × d→ R, ([Π], u) 7→
∫
Q
〈Πx, ux〉 dx
g∗ × g→ R, (q,X) 7→
∫
Q
〈qx, Xx〉 dx
where [Π] is the class of Π ∈ Ω1(M). By definition, the smooth duals are the isomorphic
images of the maps
[µM0 ] : d→ d
∗, u 7→ [µM0 (u)]
and I0 : g→ g
∗, q 7→ 〈I0q, 〉 where [µ
M
0 (u)] is the class of µ
M
0 (u) ∈ Ω
1(M) in Ω1(M)/dF(M) =
d∗ and I0 is independent of q ∈ Q. The inverse is of [µ
M
0 ] is
[µM0 ]
−1 : [Π] 7→ P((µM0 )
−1(Π))
where Π is a representative of [Π] and P is the Helmholtz-Hodge-Leray projection. For a
vector field u ∈ X (M) the Helmholtz-Hodge-Leray projection is divergence free, tangent to
the boundary, and given by P(u) = u−∇g where g is determined by ∆g = divu with Neumann
boundary conditions.
In this section all duals are in the smooth sence such that [µM0 ] and I0 are isomorphisms.
Further, the dual to A0 : d → g is [A
∗
0] : g
∗ → d∗, q 7→ [A∗0q], where A
∗
0 : k
∗ → T ∗M is the
point-wise dual and [A∗0q] ∈ g
∗ is the class of A∗0q ∈ Ω
1(M) in Ω1(M)/dF(M).
The representation ρ gives rise to an infinitesimal representations ρφX and ρu(X) = dX.u =
LuX = ∇uX with φ ∈ Diff0(P ), u ∈ d andX ∈ g. The corresponding coadjoint representations
are given by ρφ(q) = (ρφ
−1
)∗(q) and ρu(q) = (ρ−u)∗(q) with q ∈ g∗.
We define the bracket [., .] on d (and similarly for a) to be the negative of the usual Lie
bracket: [u, u] := −∇uv + ∇vu where ∇uv = 〈u,∇〉v and u, v ∈ d. This choice of sign is
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compatible with [1, 2]. Further, we define the operator ad(u).v = [u, v]. Its dual is ad(u)∗[Π] =
[Π ◦ ad(u)] for [Π] ∈ d∗.
Remark 5.1 (From finite to infinite dimensions). The roles of the groups P,M,G of Section 4
are now played, respectively, by Aut0(P ),Diff0(M),F(M,K). In the above sections all spaces
were assumed to be finite dimensional. However, all calculations and formulas were global and
carry over, in principle, to the infinite dimensional case. The only exception to this rule are
the (fundamental) equations is equation (8.113), which is based on the local coordinate result
[18, Prop. 2.1]. Nevertheless, the formulas of Proposition 2.2 can be used for the Lie-Poisson
case in this section, since (8.113) follows directly from the explicit expression of the symplectic
form on T ∗Aut0(P ) (see, e.g., [27]). Therefore, and also because this Lie-Poisson example
has already been treated in [20], where further details on the setup are given, the algebraic
formulas of Theorem 4.1 will be applied without further justification.
5.B. The Hamiltonian system. Let [µP0 ] : a→ a
∗ be the isomorphism associated to (5.82).
Equip T ∗Aut∗0(P ) = Aut0(P )×a
∗ = Diff0(M)×F(M,K)×d
∗×g∗ with the canoncal symplectic
form and consider the Hamiltonian
(5.85) H0 : Aut0(P )× a
∗ → R, (ω,Π) 7→ 1
2
〈Π, [µP0 ]
−1Π〉.
The metric [µP0 ] is right-invariant with respect to (4.55) and of Kaluza-Klein form with respect
to ([µM0 ], I0,A0). The mechanical connection is given by
(5.86) A0 : Diff0(M)× F(M,K)× d× g→ g
∗, (φ, g, u,X) 7→ Ad(g−1)ρφ(X + A0u).
This Hamiltonian is right-invariant. Hence the momentum map J0 : T
∗Aut0(P ) → a
∗ with
respect to the cotangent lifted action is constant along solutions of XH0 . In particular, J :=
pr2 ◦ J0 : T
∗Aut0(P ) → g
∗ is a conserved quantity. This momentum map corresponds to the
conservation of charge.
5.C. The control connection. The control connection Γ is
(5.87) Γ : Diff0(M)× F(M,K)× d× g→ g, (φ, g, u,X) 7→ Ad(g
−1)ρφX.
That is HorΓ = Aut0(P )× d×{0}. The maps j and B are defined by the formulas (4.63) and
(4.62). Hence the symmetry actuating force F0 is given by (1.12) and J + j is a conserved
quantity for solutions of XH0 + F0.
5.D. Matching condition. We apply Theorem 4.1. The matching condition (4.74) is satis-
fied, if
(5.88) (1 + CA∗0)
−1C[µM0 ]u = γI0A0u
for a parameter γ. This equation is equivalent to
(5.89) C = γ
(
1− γI0A0[µ
M
0 ]
−1[A∗0]
)−1
I0A0[µ
M
0 ]
−1
where γ is assumed to be sufficiently small so that this expression exists. Due to (4.78) this
implies that the controlled connection must be given by
(5.90) AC = (1 + γ)A0.
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Therefore, CurvAC = (1 + γ)CurvA0 and choosing (4.77) as
(5.91) IC = (1 + γ)
−1
I0
yields a force FC , which vanishes because of definition (4.73).
These formulas were found in [20, Section 2.G], involving an ad-hoc analysis of the force
field and the corresponding closed-loop equations.
Let HC : T
∗Aut0(P )→ R be the Kaluza-Klein Hamiltonian specified by Theorem 4.1. That
is, [µMC ] = (1 + [A
∗
0]C)
−1[µM0 ] and IC , AC are given above. Then we have shown that
(5.92) Φ∗XHC = XH0 + F0
where Φ = ΨC ◦ (id , ϕC, (1 + γ)
−1) ◦ Φ−1j ◦Ψ
−1
0 .
That is, the closed-loop equations associated to the conserved quantity J + j, that is due to
exerting the force F0, are Φ-related to the Hamiltonian system XHC .
6. Satellite with a rotor
The feedback control of the satellite with a rotor is studied in [9, 10, 24]. A Lie-Poisson
version of the present approach (focusing on on the momentum shift factor 1 − k) is given in
[20]. See also Remarks 1.1 and 1.3 in loc. cit.
6.A. Setup. The configuration space of the satellite with a rotor attached to the third prin-
cipal axis is a direct product Lie group P = M × G = SO(3) × S1. Let I1 > I2 > I3 be the
rigid body moments of inertia and i1 = i2 > i3 those of the rotor. We use left multiplication
in the direct product group P to write the tangent bundle TP ∼= P × so(3) × R ∼= P × R4.
We identify m = so(3) = R3.
Remark 6.1 (Left vs. right). While the above sections were formulated for right actions, in
this section G acts from the left. Since G is abelian, this does not induce any sign changes in
the curvature CurvA0 , whence the previous formulas can be used without any adaptions.
Let λj = Ij+ ij for j = 1, 2, 3, µ
M
0 = diag(λ1, λ2, I3) and I0 = i3. The mechanical connection
is
(6.93) A0 :M × R
3 → g = R, Ω 7→ Ω3.
The associated (local) curvature form is denoted by CurvA0 = dA0. This is a two-from on M
and is given by
(6.94) i(Ω)CurvA0 = (Ω2,−Ω1, 0).
The Kaluza-Klein metric associated to (µM0 , I0, A0) is
(6.95) µP0 =


λ1
λ2
λ3 i3
i3 i3


with corresponding kinetic energy Hamiltonian H0. The Hamiltonian system XH0 is invariant
under the S1-action on the second factor with momentum map J : T ∗P = P × R3 × R → R,
(ω,Π, p) 7→ p. (It is also invariant under the left multiplication in SO(3), but this symmetry
is not needed at this point.)
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6.B. The control connection. The control connection Γ is
(6.96) Γ : SO(3)× S1 × R3 × R→ R, (φ, g,Ω, X) 7→ X.
Thus HorΓ = P ×R
3×{0}. The maps j and B are defined by the formulas (4.63) and (4.62).
Hence the symmetry actuating force F0 is given by (1.12) and J + j is a conserved quantity
for solutions of XH0 + F0.
6.C. Matching. Since P is now a direct product, the matching condition (4.74) is void and
any linear map ˜e = C : m
∗ = R3 → g∗ = R is admissible in the sense of Theorem 4.1. We
choose
(6.97) C(Π1, ,Π2,Π3) = −kΠ3
for a (small) parameter k = −γ.
Remark 6.2. Because of equation (4.81), it follows that the corresponding force F0 is po-
tentially suitable to stabilize the unstable equilibrium Πe = (0, 1, 0) (rotation of the satel-
lite about the middle axis). Indeed, [10, Prop. 3.1] show that this control stabilizes Πe for
1 > k > 1− I2/λ2.
Theorem 4.1 yields the controlled data
µMC =

λ1 λ2
(1− k)−1I3

(6.98)
IC = f
−1
k I0(6.99)
AC = fkA0(6.100)
where
(6.101) fk :=
I0 − kλ3
I0(1− k)
follows from (4.78) and the choice for IC is such that F
C
2 in (4.73) vanishes.
Let HC : T
∗P → R be the Kaluza-Klein Hamiltonian specified by these formulas. Then we
have shown that
(6.102) Φ∗XHC = XH0 + F0
where Φ = ΨC ◦ (id , ϕC, f
−1
k ) ◦ Φ
−1
j ◦Ψ
−1
0 .
That is, the closed-loop equations associated to the conserved quantity (J+ j)(ω,Π, p), that
is due to exerting the force F0, are equivalent to the Hamiltonian system XHC . Explicitly, with
Definition 1.5,
(6.103) (J + j)(ω,Π, p) = (1 + Chpr∗Γ)
−1(CΠ+ p) = (1− k)−1(−kΠ3 + p)
Remark 6.3. Equation (6.101) coincides with [20, (1.27)].
Remark 6.4. The 1 − k a posteriori shift that appears in [9, 10, 24] has been included in
the general construction and therefore is now a part of the formula (6.103) for the conserved
quantity. The shift is explicitly mentioned in the sentence below [10, Equ. (3.7)]. The above
construction is also different from [20, Section 4], where another relation between A0 and C
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was given. Both relations lead to the conclusion (6.102), albeit with different formulas for
IC . The ad-hoc approach of [20, Section 4] corresponds to setting B = 1 in Definition 1.5.
However, this means that equation (2.36) need no longer hold. Since this equation is crucial
when dealing with more general group actions, such as non-abelian G or semi-direct P , we
prefer definition (2.35) for B. See Section 7.A.
Remark 6.5. Remark 1.1 in [20] can now be rephrased as follows: The controlled equation of
motion corresponding to the feedback law (6.103) are obtained by replacing the uncontrolled
equations of motion ν˙ = ad((µM0 )
−1ν)∗ν − 〈p, i((µM0 )
−1ν)CurvA0〉 with ν˙ = ad((µMC )
−1ν)∗ν −
〈pk, i((µ
M
C )
−1ν)CurvAC 〉, where pk = (J + j)(ω,Π, p).
7. Conclusions and future directions
7.A. Setting B = 1 and non-abelian G. Instead of (2.35), one may also set B = 1 in
Definition 1.5. While one then loses the simplifying equation (2.36), the controlled Noether
Theorem 1.6 remains valid since it is independent of the choice of B. Moreover, as mentioned
in Remark 6.4, B = 1 does work for the satellite example.
To see why (2.35) is preferable, consider the direct product P = M×G of Lie groups, where
G is non-abelian. As in Section 4, the strategy is to look for a fiber-linear isomorphism
ΦC = (ϕC , S) : P ×m
∗ × g∗ → P ×m∗ × g∗
where ϕC : P × m
∗ → P × m∗, (ω, ν) 7→ (ω, ϕC(ω, ν)) is equivariant for the right action and
S : g∗ → g∗ is Ad∗(G)-equivariant, such that
(7.104) Tϕ−1C .
(
(XC1 , X
C
2 + F
C
2 )(ΦC(ω, ν, q))
)
=
(
Xj1 , X
j
2 + F
j
2
)(
Φj(ω, ν, q)
)
where (ω, ν, q) = (φ, g, ν, q) ∈ W. Equivariance of ϕC implies that ϕC(ω, ν) = ϕC(ν) is
independent of ω. Let us assume that S has been found so that FC2 = 0. Hence we obtain the
necessary matching condition
(7.105) Tϕ−1C .X
C
2 (ΦC(ω, ν, q)) =
(
Xj2 + F
j
2
)(
Φj(ω, ν, q)
)
Now, because of (8.116) and linearity of S and ϕC , the left hand side of this equation has
to depend linearly on q. To evaluate this equation at (ω, ν, p) = Φj(ω, ν, q) = (φ, g, ν, q −
jΨhor0 (ω, ν)), rewrite (2.23) as
Xj2(ω, ν, p) = −ad(u)
∗ν − L(ω, ν, p),
where L is defined in (2.31), and (2.26) as
F j2 (ω, ν, p) = D
0
ω.d(j ◦Ψj).X
j(ω, ν, p)
= A∗0
(
ad(X)∗Cν + [ad(X)∗, CA∗0(1 + CA
∗
0)
−1]opAd(g
−1)∗p
+ CXj2(ω, ν, p) + CA
∗
0(1 + CA
∗
0)
−1Ad(g−1)∗Xj3(ω, ν, p)
)
where D0ω = A
∗
0Ad(g
−1)∗, [., .]op denotes the commutator of operators and the equations
jΨhor0 (ω, ν) = Ad(g)
∗Cν
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and
jψverj (ω, p) = Ad(g)
∗CA∗0(1 + CA
∗
0)
−1Ad(g−1)∗p
are used. Further, u = (µM0 )
−1ν andX = −A0u+Ad(g)I˜
−1p = −A0u+I
−1
0 (1+CA0)
∗)−1Ad(g−1)∗p,
because of (2.28). Now, (2.24) equates to
(1 + CA∗0)
−1Ad(g−1)∗Xj3(ω, ν, p) = [ad(X)
∗, CA∗0(1 + CA
∗
0)
−1]opAd(g
−1)∗p
and the first term in (2.31), which defines L(ω, ν, p), becomes
〈d(j ◦Ψverj )(hl
A0
u2
(ω), 0), I˜−1p〉
= −〈ad(A0u2)
∗CA∗0(1 + CA
∗
0)
−1Ad(g−1)∗p, I−10 (1 + CA
∗
0)
−1Ad(g−1)∗p〉
+ 〈CA∗0(1 + CA
∗
0)
−1ad(A0u2)
∗Ad(g−1)∗p, I−10 (1 + CA
∗
0)
−1Ad(g−1)∗p〉
=
〈
A∗0
(
ad
(
I
−1
0 (1 + CA
∗
0)
−1Ad(g−1)∗p
)∗(
CA∗0(1 + CA
∗
0)
−1Ad(g−1)∗p
)
− ad
(
(CA∗0(1 + CA
∗
0)
−1)∗I−10 (1 + CA
∗
0)
−1Ad(g−1)∗p
)∗(
CA∗0(1 + CA
∗
0)
−1Ad(g−1)∗p
))
, u2
〉
Therefore, collecting all the terms in the right hand side of (7.105), which are quadratic in p,
and equating these to 0, yields the condition
(1 + CA∗0)A
∗
0ad
(
(CA∗0(1 + CA
∗
0)
−1)∗I−10 (1 + CA
∗
0)
−1Ad(g−1)∗p
)∗(
CA∗0(1 + CA
∗
0)
−1Ad(g−1)∗p
)(7.106)
= A∗0CA
∗
0ad
(
I
−1
0 (1 + CA
∗
0)
−1Ad(g−1)∗p
)∗(
Ad(g−1)∗p
)
.
In order for (7.105) to be linear in q, and therefore in p, this equality should hold, whence
we obtain a new necessary (but not sufficient) matching condition. Since the ad(·)∗-operation
is in g∗, this condition is automatically satisfied when g is abelian. We have not shown that
matching is impossible for non-abelian G under the assumption B = 1, but with (7.106) there
is (at least) one new condition on C that has to be satisfied. On the other hand, Theorem 4.1
shows that there are no conditions on C : m∗ → g∗ for the direct product Lie group P = M×G,
regardless of whether G is commutative or not.
Consistently with this conclusion and Remark 6.4, for the satellite example the symmetry
group G is the abelian group S1.
7.B. Comparison with existing literature. The method of controlled Lagrangian and
Hamiltonian systems has started with [9] and then been further developed in [6, 7, 11, 10, 28].
A review of these results is contained in [8]. In [11] it is shown, for general systems and without
explicitly considering symmetries, that the methods of controlled Lagrangian and Hamiltonian
systems are equivalent. The matching result of [6] is more general than Theorem 4.1, since
it allows the metric µM0 to depend on the base point. On the other hand, [6, 7, 8, 9, 10, 28]
assume the symmetry group G to be abelian and, when M is a Lie group, the product M ×G
is assumed to be a direct product Lie group.
With regard to the existing literature, cited in the previous paragraph, the approach of the
present paper differs in the following ways:
(1) The symmetry group G is allowed to be non-abelian.
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(2) The product P may be a semi-direct product with respect to a representation ρ :M →
Aut(G).
(3) The starting point for the construction is the symmetry actuating force defined in (1.12)
with B given in (2.35). This force leads to a conserved quantity (Theorem 1.14), and
Theorem 3.1 provides explicit formulas for the controlled data (µMC , IC , AC) together
with a non-explicit matching condition (3.44) under completely general assumptions.
In the case where P is a (semi-)direct product of Lie groups M and G, the matching
condition can be made explicit and is given in Theorem 4.1. We emphasize that the
matching condition is automatically satisfied, if the representation ρ :M → Aut(G) is
trivial. In contrast, the approach of [6, 7, 8, 9, 11, 10, 28] is to start from (µMC , IC, AC)
and to construct the force from the controlled data. While these approaches are,
in principle, equivalent, the advantage of starting directly with the force is that the
corresponding control law is automatically related to the associated conserved quantity
J+j. Otherwise, the control law could be related to J+j only up to a factor. While in
some cases (such as the satellite example), this factor can be absorbed by multiplying
the conserved momentum variable accordingly, for more general group actions (compare
Section 7.A) such an absorption may not be possible. An example of this relation is
given in Remarks 6.4 and 6.5.
(4) The crucial step in the construction of the force F in (1.12) is the choice (2.35). This
choice implies, that F depends on the full Π-dynamics. Let us, locally, decompose
T ∗P = M ×G×m∗ × g∗ and correspondingly Π = (ω, g, ν, p). Since F is G-invariant,
we thus write, again locally, F = F (ω, ν, p). The point is that F depends also on
observations of the controlled p-variable. This is in contrast to [6, Prop. 3.1] where
the Simplified Matching Assumptions, which are used in the examples, imply that the
control force [6, Equ. (3.12)] is independent of the controlled symmetry (position and
velocity) variables. Similarly, the control in [7] is chosen so that the force [7, Equ. (24)]
is p-independent.
(5) All of the calculations in this paper are global and can therefore be adapted to the
infinite dimensional case relevant for fluid mechanics. The only exception to this rule is
(8.113), which depends on the local coordinate calculation in [18, Prop. 2.1]. However,
for the infinite dimensional case, that is relevant for fluid dynamics, this equation can
be shown directly. See, e.g., [27, Section 4.1].
7.C. Electromagnetic flow control. The Hamiltonian formulation of inviscid flow of charged
particles in interaction with electromagnetic or, more generally, Yang-Mills fields is given in
[16, 25, 15]. For the incompressible case the phase space of this system can be schematically
described as
T ∗(Aut0 × Conn)
where Aut0 is the volume preserving automorphism group of a principal fiber bundle and Conn
is the space of connections. In contrast to Section 5 there are now two (commuting) symmetry
group actions: the action by right multiplication by Aut0 remains; additionally there is now
the diagonal action due to left multiplication by the gauge group.
This example still fits the general setup of Section 3 and one may envisage a construction
similar to that of Section 4 in order to transform (3.44) into an explicit matching criterion.
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7.D. Closed-loop control of stochastic Hamiltonian systems. The force in the feed-
back control construction of (1.11) depends on the Hamiltonian itself, the momentum map
J : T ∗P → g∗ and a G-equivariant fiber-linear map ˜ : Hor∗ = J−1(0) → g∗. Hence a
generalization to stochastic Hamiltonian systems could be possible.
More concretely, consider a G-invariant Hamiltonian H0 : T
∗P → R as in Section 1. For
k = 1, . . . , N , let Hk : T
∗P → R be a collection of G-invariant Hamiltonians and W k pair-wise
independent Brownian motions. Consider the stochastic Hamiltonian system
δΠt = XH0(Πt) δt+
N∑
k=1
XHk(Πt) δW
k
t
where δ is the Stratonovich differential. The symmetry actuating force F depends on the
system variable Π and is therefore subject to the same uncertainty as the system itself. That
is, with equation (1.8):
F (Πt) = −vl
∗
(
Πt,
(
(τ, J)|Ver∗Γ
)−1
(τ(Πt), B.dj.δΠt)
)
.
For k = 0, . . . , N , we thus define
Uk(Π) =
(
(τ, J)|Ver∗Γ
)−1(
τ(Π),−Bωdj.XHk(Π)
)
and, analogously to (1.8),
F (Π) = vl∗
(
Π,U0(Π) δt+
N∑
k=1
Uk(Π) δW
k
t
)
= vl∗
(
Π,U0(Π)
)
δt+
N∑
k=1
vl∗
(
Π,Uk(Π)
)
δW kt
which should be viewed as a Stratonovich operator. The stochastic controlled Hamiltonian
system is
(7.107) δΠt = XH0(Πt) δt+
N∑
k=1
XHi(Πt) δW
k
t + F (Πt).
As with (1.14), it can be verified that the stochastic controlled Noether Theorem holds:
d
(
J + j
)
.
(
XH0(Πt) δt+
N∑
k=1
XHi(Πt) δW
k
t + F (Πt)
)
= 0,
whence (J + j)(Πt) is constant in t.
It is therefore conceivable, that the construction in the above sections would also work for
stochastic Hamiltonian systems, as long as the stochastic perturbations respect the level sets
of the momentum map J (which is the case if the Hk are G-invariant). One may consider per-
turbations in the M-variables (e.g. satellite or fluid), in the G-variables (e.g. rotor or external
magnetic field), or in both.
The modern formulation of stochastic geometric mechanics has been initiated in [23] and
(7.107) is to be understood in the Stratonovich formulation of loc. cit. Examples of finite
dimensional stochastic Hamiltonian (and almost-Hamiltonian) systems are in [23, 17, 18, 3]
and examples of stochastic Hamiltonian fluid dynamical systems can be found in [22, 12, 19,
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13]. The stochastic energy-Casimir method, whose deterministic version has been successfully
applied to stabilize closed-loop systems in [6, 7, 8, 9, 10, 20], has been developed by [4].
8. Appendix
Let G →֒ P →M be a right principal bundle with a connection form A ∈ Ω1(P, g). Suppose
µM is a Riemannian metric on M and I a locked inertia tensor on g. Let µP = µKK(µM , I, A)
be the corresponding Kaluza-Klein metric on P and H : T ∗P → R, Π 7→ 1
2
〈Π, (µP )−1Π〉 the
kinetic energy Hamiltonian. The standard momentum map is J : T ∗P → g∗.
Let
(8.108) W := P ×M T
∗M ⊕ P × g∗
and we shall identify P ×M T
∗M ⊕ P × g∗ = P ×M T
∗M × g∗. Consider the A-dependent
isomorphism
(8.109) Ψ :W → T ∗P, (ω, ν, q) 7→ (hl∗)−1(ω, ν) + (J |Ver∗A)
−1
ω (q)
where hl∗ : Hor∗ → P ×M T
∗M is the adjoint to the A-horizontal lift, ω ∈ P and ν ∈ T ∗M
with π(ω) = τT ∗M(ν). See [29].
Denote the canonical Liouville and symplectic forms on T ∗P by θ and Ω = −dθ, respectively.
Then the pulled back symplectic form ΩA := Ψ∗Ω = −d(Ψ∗θ) can be expressed as
(8.110) ΩA = π∗2Ω
T ∗M − 〈dJW ∧, τ
∗A〉 − 〈JW , τ
∗CurvA〉+ 〈JW ,
1
2
τ ∗[A,A]∧〉
where π2 : W → T
∗M , ΩT
∗M is the canonical symplectic form on T ∗M , τ : W → P is the
projection, CurvA = dA + 1
2
[A,A]∧ is the curvature form and JW : W → g
∗, (ω, ν, q) 7→ q
is the momentum map of the induced G-action on W. Further, we use the general notation
〈A ∧, B〉 = 〈A,B〉 − 〈B,A〉 and [A,A]∧(U, V ) = 2[A(U),A(V )]. (See [26, Section 19.2] for a
definition of the graded bracket [ , ]∧.)
Let τTM : TM → M and τT ∗M : T
∗M →M be the foot point projections. The corresponding
vertical spaces are Ver(τTM) = ker TτTM ⊂ TTM and Ver(τT ∗M) = ker TτT ∗M ⊂ TT
∗M . The
Riemannian metric µM defines a connection on TM → M and the corresponding horizontal
space will be denoted by Hor(µM) ⊂ TTM . This induces a connection on T ∗M → M with
horizontal space Hor∗(µM) = TµM(Hor(µM)). Hence, there are splittings
(8.111) TTM = Hor(µM)⊕Ver(τT ∗M) and TT
∗M = Hor∗(µM)⊕Ver(τT ∗M).
The vertical lift maps give rise to the isomorphisms vl : TM ⊕ TM ∼= Ver(τTM) and vl
∗ :
T ∗M ⊕ T ∗M ∼= Ver(τT ∗M). This allows to define the connector maps
K := pr2 ◦ vl
−1 ◦ vpr(µM) : TTM → TM(8.112)
K∗ := pr2 ◦ (vl
∗)−1 ◦ vpr∗(µM) : TT ∗M → T ∗M
where pr2 are the projections onto the second factor and vpr(µ
M), vpr∗(µM) are the projections
onto Ver(µM), Ver∗(µM) respectively. See [26, Section 22.8].
Proposition 8.1. The canonical symplectic form on T ∗M can be expressed as
(8.113) ΩT
∗M = 〈TτT ∗M ∧, K
∗〉.
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This equation is the global version of the “Ω =
∑
dqi ∧ dpi formula”. I do not know of a
reference (other than the related equation in [18, Prop 2.1]), thus a proof is included:
Proof. In [18, Prop. 2.1] it is shown that
(µM)∗ΩT
∗M = ΩT
∗M ◦ Λ2TµM = 〈TτTM ∧, µ
M ◦K〉
whence
ΩT
∗M = 〈TτTM ∧, K〉 ◦ Λ
2(TµM)−1 = 〈TτTM ◦ (Tµ
M)−1 ∧, µM ◦K ◦ (TµM)−1〉
= 〈TτT ∗M ∧, K
∗〉
where we use that K∗ = µM ◦K ◦ (TµM)−1. 
Elements W ∈ W are written as W = (ω, ν, q) ∈ P × T ∗M × g∗ where it is understood that
π(ω) = τT ∗M(ν). The pulled back Hamiltonian is
(8.114) Ψ∗H :W → R, (ω, ν, q) 7→ 1
2
〈ν, (µM)−1ν〉+ 1
2
〈q, I−1ω q〉.
Let Y2 = (ω˙2, ν˙2, 0) ∈ T(ω,ν,q)W such that K
∗(ν˙2) = 0 and A(ω˙2) = 0. The fibered product
requirement yields additionally Tπ(ω˙2) = TτT ∗M(ν˙2) = x˙ ∈ TxM where x = π(ω). We define
the horizontal derivative dhor(Ψ∗H)(ω,ν,q) ∈ T
∗
xM by
〈dhor(Ψ∗H)(ω,ν,q), x˙2〉 = 〈d(Ψ
∗H)(ω,ν,q), Y2〉.
If XA = (ΩA)−1d(Ψ∗H) is the Hamiltonian vector field with components (XA1 , X
A
2 , X
A
3 ) =
XA(ω, ν, q), then it follows from (8.113) that these are given by
XA1 = hl
A
ω
(
(µM)−1ν
)
+ ζ
I
−1
ω q
(ω)(8.115)
XA2 = (hl
∗
µM )ν
(
(µM)−1ν
)
+ vl∗ν
(
− dhor(Ψ∗H)(ω,ν,q) − 〈q, i((µ
M)−1ν)CurvAx 〉
)
(8.116)
XA3 = 0(8.117)
where hl∗µM : T
∗M ⊕ TM → Hor∗(µM) ⊂ TT ∗M is the horizontal lift, that is (hl∗µM )ν =
(TντT ∗M |Hor
∗(µM))−1, and ζX ∈ P is the fundamental vector field (infinitesimal generator)
associated to the G-action and X ∈ g. Note that Tπ.XA1 = TτT ∗M .X
A
2 = (µ
M)−1ν.
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