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case. We find that in the Gaussian case the log-periodogram estimate is asymptotically normal for 
d < ~ and still consistent for d < 1. Here we are trying to approximate a different function than in 
the stationary situation, explaining the discrepancy with respect to the estimates which use previously 
differentiated observations. When we taper the periodogram wit,h the cosine window, as suggested by 
Hurvich and Ray (1995), we adapt Velasco (1997) results to show that the estimate is asymptotical1y 
normal even for d < ~. 
We also consider a general non-stationary model for any d ~ ~' where the presence of deterministic 
time trends is allowed and show that it is possible to design data tapers which deliver asymptotic normal 
distributed estimates of d. The main idea is the same as in, e.g. Zhurbenko (1979, 1980 and 1982), 
Robinson (1986) or Dahlhaus (1988), who showed that certain tapers or data windO\vs al10w statistical 
inference in the presence of non-stationary properties at certain frequencies. Their analyses used the 
improved converge properties of the spectral window of sorne tapers and \ve will require those and 
sorne other special features to deal with the stochastic trends of non-stationary processes. The same 
principIe will make the estimates robust to deterministic time trends up to certain order, avoiding any 
trend specification, testing or estimation as in most of non-stationary inference literature, both with the 
autoregressive approach (e.g. Durlauf and Phillips (1988)) or in the fractional differencing framework 
(Robinson (1994b)). Related ideas al1O\v also the estimation of d ~ -~ for non-invertible processes 
that may arise in overdifferencing to eliminate stochastic and deterministic trends. These properties 
enable us to abstract from deterministic behaviours and concentrate on the stochastic trends and their 
implications on the non-invertibility (d ~ - ~), non-stationarity (d ~ ~), mean reversion (d < 1), etc., 
of the observed time series. 
Final1y, \ve analyse empirical1y the performance of the estimates for finite sample sizes. We show 
how to base a choice of the degree of tapering, identifying \vhen it produces biased estimates for all 
possible choices of a bandwidth parameter. Then we illustrate the theory with the application of the log­
periodogram estimate with different degrees of tapering and bandwidth choices to two macroeconomic 
time series. 
The paper is'organized as follows. First we give the main assumptions and definitions. In Section 3 
we study the non-tapered situation and in Section 4 \ve analyse the cosine bell window taper. Then 
we consider in Section 5 a general model for non-stationary time series and suitable data windows and 
in Section 6 we apply the same methods for the non-invertible situation. In Section 7 we analyse the 
performance of the estimates proposed for simulated and real data. Then we conclude and give sorne 
proofs in three appendices. 
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This last expression is now equivalent to Assumption 3 in Robinson (1994a) and was used also by 
Velasco (1997) to study the behaviour of the tapered periodogram for stationary long memory time 
series. Both assumptions are satisfied with Q = 2 if fe is the spectral density of a stationary, invertible 
fractional ARIMA process or fractional Gaussian noise, when d > ~, so d -1 E (-~, ~). With d = ~, 
lOt is not invertible but stationary. 
AIso, both Assumptions 1 and 2 imply that r(A) is bounded aboye and away from zero and is 
continuous in an interval (O,e), e > O. 
Assumption 3 In a neighbourhood (O,e) of the origin, fe(A)is differentiable and 
Then f(A) has first derivative satisfying (cf. Assumption 2 of Robinson (1995) in the stationary case 
d < ~), 
(4) 
These assumptions could have been formulated in terms of the functions r and/or f, since we are 
precisely interested in the implications they have on the function f, (2) to (4). However, \Ve did not 
find appropriate to make assumptions directly on f or r, since these functions have not immediate 
and clear statistical interpretation as fe has. 
Define the discrete Fourier transform of X t , Aj = 2"jIn, for n observations, t = 1, ... , n, 
~ t X t exp(iAjt) 
y2"n t=1 
1 n t 
M:= L L lOk exp(iAjt), (5) 
v 2rrn t=1 k=1 
so W(Aj) is a complex linear combination of the (non observable) stationary variables lOk. The Fourier 
transforrn at any frequency Aj, O < j < n, of the sequence X t allows the elirnination of the randorn 
variable R, so W(Aj) is not depending on the values of lOk for k :s: O. 
Defining thE: periodograrn of X t as 
and for J = 1,2, ... , fixed, (assuming (m - e)1J integer), 
k =e+ J, e+ 2J, ... , m, 
the estímate considered in Robinson (1995) for stationary and invertible time series is 
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Proof. See Appendix A. 
This result is valid only for d < 1 and makes sense with Hurvich and Ray (1995) observation that 
the bias of the periodogram decreases as j grO\vs only for d < 1 (but otherwise increases). 
The intuition why the normalized periodogram is unbiased (and the discrete Fourier transforms at 
different frequencies are asymptotical1y uncorrelated) for non-stationary time series is the fol1O\ving. It 
is possible to show that the expectation of the periodogram can be \vritten like in the stationary case, 
as a convolution of f and the Fejér kernel 
2 2 
K(A) = _1_1 t eiAt 1 __1_ sin JnA/2] , 
2,m t=l 2r.n sin-[A/2] 
where now f is a non integrable function (so it is not a spectral density). However, Fejér kernel K(A) 
has zeroes of order 2 for al1 Fourier frequencies Aj, j :f. O (mad n), and this will compensate for any 
pole in f (,\) at the origin of order less than 3, Le. d < ~, just using the integrability of f outside the 
origin, implied by the integrability of the spectral density f,. This implies bounded expectation for the 
normalized periodogram for d < ~ at Aj, but only unbiasedness for d < 1 when j is increasing with n. 
:\'O\v \Ve can show the consistency of d when d < 1: 
Theorem 2 Under the assumptions of Theorem 1, Et Gaussian and 
as n -t 00, (6) 
d is consistent for d. 
Proof. From Theorem 1, for d < 1 and frequencies Aj, j = e, ... ,m, with eincreasing slowly with n, 
from (6), the normalized discrete Fourier transforms of X t have exactly the same first two moments 
structure as in the stationary and invertible case (- t < d < t). Then, given the Gaussianity assumption 
for E¡, the Fourier transforms are also Gaussian distributed because they: are a linear combination of 
Gaussian variables from (5). Then, fol1owing Remark 8 of Robinson (1992), the estimate of d < 1 will 
be consistent with condition (6) .• 
'Ve observe that the trimming has to be more important (Le. e increasing faster) as d approaches 
1. For values d ~ 1 the periodogram is not unbiased for the function f as j increases, and therefore d 
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4 Cosine bell tapered periodogram 
We eonsider in this seetion the full eosine bell taper, as suggested by Hurvieh and Ray (1995). The 
tapered diserete Fourier transform for any taper sequenee {hd f:: 1 is defined as' 
wT(>\j) = 1 ~thtXteXP(iAjt). 
J2rrL hi t=l 
For the full eosine bell ht = t(l- eos[2rrt/n]), and the sum of the squared taper weights is L h~ = 3n/8. 
This is ealled the asymmetric version of the eosine bell by Percival and Walden (1993, p. 325). The 
usual diserete Fourier transform W(A) is obtained setting hi == 1, 'rIt. 
The benefits of tapering derive from the following properties of the eosine bell taper. We have 
(Bloomfield (1976, pp. 80-84) or Percival and Walden (1993, pp. 325-326)) that for 2 ~ j ~ n - 2 the 
tapered Fourier transform at Aj is a linear eombination of the usual Fourier transform at the frequencies 
Aj, Aj-l and Aj+l, 
(8) 
Then, the speetral kernel for the tapered periodogram, eorresponding to Fejér kernel K(A) for the 
periodogram is 
"T ) 1 I T ) 1 2 I\. (Aj - A = 2rr L hf D (Aj - A = 2rr ~ h¡ It. h, exp {i'(A} - A)) l' 
2
2;¡-~ hf sin [n(Aj - A)/2] H;(A). 
\vhere DT(A) is the equivalent of the Diriehlet kernel D(A) in the non tapered case, from (8) equal to 
with 
H(A) = _1 { 2 _ 1 _ 1 } .
 ) v'6 sin[(Aj - A)/2] sin[(Aj_l - A)/2] sin[(Aj+l - A)/2]
 
Then KT(A) is even, positive, integrates to one and satisfies (see, e.g., Bloomfield (1976) or Hannan
 
(1970, p. 265)):, 
• sUP'\,n ¡KT(A)I =O(n). 
These properties derive from the faet that sUP.\,n IDT(A)I = O(min {n,n-2IAI-3}). From this prop­
erty of KT, the tapered periodogram have improved asymptotie properties with respeet to the usual 
periodogram, sinee the tails of the kernel KT(A) deerease mueh faster with the frequeney and with 
the sample size that the tails of Fejér kernel K. Therefore, we will be able to reduce the bias of the 
periodogram on the tails, even for frequencies close to a singularity and non-integrable funetions, if they 
are smooth enough. 
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Theorem 5 Under the assumptions of Theorem 4, et Gaussian and 
m1/ 2 e(logn)2 m1+1/ 20 
as n -+ 00, (9)
-e- + m + n -+ O 
we obtain 
1m / 2 (JI' - d) -+d N(O, 3:1jJ'(J)). 
Proof. First, we observe that for d E [t, ~) the uniform bound for the bias errors in the covariance 
matrix of the tapered discrete Fourier transforms at the frequencies considered in the definition of dT, 
is 
using the last condition in (9). Hence, under (9) the asymptotic uncorrelatedness and then independence 
Tof w are enough to make valid al! the asymptotic results of Robinson (1995) for JI' and non-stationary 
processes with memory parameter dE [t, ~). The conditions on the bandwidths are now slightly milder, 
since we do not have the term in log m thanks to tapering.• 
This result is in line with Hurvich and Ray (1995) empirical findings for JI' and d 2: 1. In this case 
the choice of band\vidth and trimming numbers does not depend on the value of d, even when it is 
arbitrary close to ~. AIso it tells us that, for any value of d, although tapering might reduce the bias of 
the periodogram and therefore of the estimate of d, it ahvays will increase the variance by a factor of 3, 
due to the modification in the definition of JI' \vith respect to d. \Ve conjecture that this modification 
could be a\'oided, using aH the Fourier frequencies, resulting in an increment of the variance of the 
estimate due to the autocorrelation between adjacent Fourier transforms, which foHmv approximately 
an :\IA(2) process. However in this case Robinson's (1995) results can not be applied directly since they 
are based on the asymptotic independence of those transforms. 
General non-stationaÍ'y processes 
In this section w~ propose a general model for non-stationary time series d 2: t and show how to extend 
the previous ideas to the estimation of the memory parameter d when we use appropriate data tapers. 
'Ve say that the observed sequence X t , t = 1, ... , n, has memory parameter d > - ~ if ~ s X t = e~s), 
s = ld + tJ, is stationary with mean ¡.L, possibly different from zero, and spectral density fE") ()..) 
behaving as ).. -2(d-s) around the origino In Section 2 we have considered the case s = 1. 
Denote for r = 1,2, ... , s, 
Arx _ )r) 
L..\ t - "t , 
and the function 
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1 Introduction 
Statistical inference for stationary long range dependent time series is often based on semiparametric 
estimates that avoid parameterization of the short run behaviour. One of most .popular semiparametric 
estimates in the frequency domain is the log-periodogram regression, proposed initially by Geweke and 
Porter-Hudak (1983). Robinson (1995) showed the consistency and asymptotic normality of a version 
of that estimate for stationary and invertible Gaussian vector time series. He assumed that the spectral 
density f(>") of the observed stationary sequence satisfies for one constant O< C < 00, 
f(>") '" C>.. -2d as>" --+ 0+, (1) 
where d E (- t, ~) is the parameter that governs the memory of the series. This is the interval of 
yalues of d for \vhich the process is stationary and im·ertible. If d E (O, ~) then we say that the series 
exhibits long memory or long range dependence. Expression (1) reflects a linear relationship bet\veen 
the spectral density and the frequency in log-log coordinates, with slope -2d. This, together with the 
fact that the periodogram ordinates at Fourier frequencies around the origin are still approximately 
independent and unbiased for the spectral density f in the long memory case (1), constitute the basis 
for the log-periodogram estimate . 
There have been proposals to extend the applicability of the log-periodogram estimate for non­
stationary (d 2: ~) or non-invertible (d :::; - t) time series, and indeed log-periodogram regressions have 
been applied to non-stationary observations (e.g. Agiakloglou et al. (1993), Bloomfield (1991)). For 
d 2: ~, a function f(>") behaving like (1) can be defined in terms of the differenced series, but it is no 
longer a spectral density, since it is not integrable and the time series is non-stationary with infinite 
yariance. Hassler (1993) used the log-periodogram estimate to construct a unit root test (d = 1), but 
he gaye no theoretical justification for his asymptotic theory in the non-stationary case. Hurvich and 
Ray (1995) studied the behaviour of the expectation of the periodogram at low Fourier frequencies for 
non-stationary and non-invertible fracticmally integrated processes. They showed that the normalized 
periodogram has bounded expectation for d E [~,~) but it is biased (for the function f) in this case, 
and they proposed to taper the data with the full cosine window in order to reduce this bias. 
Robinson (1995) advocated an initial differentiation (integration) of the observed time series when 
non-stationarity (non-invertibility) is suspected, to obtain a value of d in the stationary and invertible 
interval (- ~, t) and then perform the periodogram regression on the transformed series, adjusting 
the estimate with the number of differences (integrations) taken. However, the simulation work of 
Hassler (1993) and Hurvich and Ray (1995) suggests that, at least for values d E [~, 1), the estimation 
procedure using the original series can be consistent, although it will not coincide in general with the 
pre-differenced estimate. 
Using Hurvich and Ray's definitions we extend Robinson (1995) results to cover the non-stationary 
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Condition (12) holds iffor this sequence offrequencies >"j DT (>"j) has s-th derivative equal to zero. 
The Dirichlet kernel is zero for all Fourier frequencies >"j, O< j < n, but its derivative is not zero. The 
same holds for the cosine bell taper. 
Summarising, to estimate the parameter d for a general non-stationary process X t as defined aboye, 
we need sequences of data tapers {h¡} with the following requirements, in terms of their Fourier trans­
form DT(>"j), for sorne sequence of Fourier frequencies >"j, 
1.	 DT(>"j) need to have zeroes at these frequencies of order at least s (to make the expectation of 
the tapered periodogram finite and remove the infiuence from the past). 
2.	 DT (>"j) need to have al! derivatives up to order s equal to zero at these frequencies (to remove 
time trends). 
3.	 The tails of DT (>..) have to converge uniformly to zero \vith n and >.. as fast as possible (to reduce 
the bias of the periodogram for f). 
In previous analysis of tapering properties only condition 3. has been required (see, for example, 
Condition C1 in Robinson (1986) or Dahlhaus (1988) assumptions), but to deal with a general form of 
non-stationarity, conditions 1. and 2. are essential. However, in Robinson (1986, p. 246) is noted that 
not only D(>"), but also its derivatives should be small a\vay from the origin if we \vant to control the 
trending behaviour due to non-random smooth functions in t (e.g. polynomial). Luckily, several data 
tapers that haw good convergence properties of type 3. also satisfy 1. and 2. for sorne s > 1 and sorne 
Fourier frequencies. Note that the cosine bell taper improve 3. \vith respect to Fejér kernel, but as this 
kernel, satisfy 1. only for s = 1, but not 2., so \Ve assumed f-L = O (e.g. they do not work even for 
random walks \vith drift). Before defining a general class of data tapers, we consider two examples. 
For sample size n =oliV, iV integer, the weights given by the Parzen window 
3h; = { 1 - 6 (([2t - n]/n)2 -1[2t - nJln l ) 1 ~ t ~ N or 3N ~ t ~ 4N 
2 (1 - 1[2t - n]/n[)3 N < t < 3N 
satisfy (12) for'j = 4,8, ... , n - 4 and s = 3. \Ve can obtain (see e.g. Percival and Walden (1993)) 
48 
DP (>..) = ~; (3 - 2 sin2 >../2) (s~~n:>"/2 ) exp{in>../2} 
and L:~=1 (hi)2 '" consto n. 
Zhurbenko (1979) use the data weights {hn suggested by Kolmogorov, 
(N2 _ 1)) 1/4
hf = p(p, N) P 1271" N-P Cp,N(t),( 
where the coefficients Cp,N(t) are given by 
p(N-l)L ztcp,N(t + 1) = (1 + z + ... + zN-l)p = ( ~)P 1-zt=o 
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2 Assumptions and definitions 
Following Hurvich and Ray (1995), we say that the non-stationary process {Xt} has memory parameter 
d ( t :S d < ~) if the zero mean stationary process et = .ó.Xt has spectral density 
where f"(>") is a positive, integrable, even function on [-71",íl"] which is bounded aboye and away from 
zero and is continuous at >.. = O. \Ve will rela.x this assumption later, and consider more general 
non-stationary process. Then, we can write, for any t 2: 1, 
t o 
X t = 2:ek + R, R = 2: ek, 
k=l k=-oo 
where R is a random variable not depending on time t. Define the function 
f(>") = 11 - exp(i>..) 1-2f,(>") = 11 - exp(i>")1-2d j"(>") = 12 sin(>"/2)1- 2d j"(>"), 
so f (,\) satisfies (1) o ~ote that 2d 2: 1, so f is not integrable in [-71, íl"] and is not a spectral densi ty. \Ve 
do not assume that f" is the spectral density of an stationary and invertible ARMA process as would 
be the case if et followed a fractional ARI\IA model. Here f" may have (integrable) poles or zeroes at 
frequencies beyond the origino 
\Ve introduce now the following assumptions about the behaviour of the spectral density f,(>") (and 
thus of the functions f(>") and f"(>")) at the origin: 
Assumption 1 The spectral density f,(>") satisfies fOí numbeís O< a :S 2, O< e < co, d E [~, t), 
f,(>") =e o>..-2(d-l) + O(>..-2(d-l)+0) as >.. -t 0+. 
Under Assumption 1 we \vrite, defining the function g(>..) = e>..-2d, O< a :S 2, 
as >.. -t 0+. (2) 
This is equivalent to Assumption 1 in Robinson (1995) when j is the spectral density of X t (stationary) 
and d E (-t, ~). See also Remark 3.1 in Giraitis et al. (1997). 
Assumption 2 The spectral density j, (>") satisfies fOí numbeís O < a :S 2, O< e, E o < co, d E [t, ~), 
f,(>") =e· >.. -2(d-l) + e E . >.. -2(d-l)+0 + 0(>" -2(d-l)+0) as >.. -t 0+.o 
This assumption implies obviously Assumption 1 and holds if f,(>") =g(>")h(>"), h(O) =1, with h(>") 
satisfying either a Lipschitz property around the origin of order a, for O< a :S 1, or it is differentiable 
with derivative in Lip(a-l), for 1 < a :S 2. Then, under Assumption 2 we can \vrite, with the same 
definitions as before that, O< a :S 2, 
f(>") =1+E ,>,,0+ 0(>,,0) as >.. -t 0+. (3)g(>..) o 
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at frequencies Ajp, o< j < N, condition (12) is satisfied. 
Note that these last two conditions are due to the presence of the function sinP [nA/2p] in the 
numerator of D~, and that the presence in the denominator of sinP [A/2] will allow a relatively easy of 
treatment of the asymptotic moments of the Fourier transform in terms of the function f(A). Note also 
that these conditions apply directly to the previous definition of the Fourier transform (p = 1), to the 
triangular-Barlett window (p = 2) and to Parzen's weights (p = 4), but for the Zhurbenko-Kolmogorov's 
ones (for the same p) we need a rescaling of the weights given before. The cosine bell taper belongs to 
this class with p = 1, but has some improved convergence properties of type 3., corresponding to tapers 
of order p =3. 
'Ve no\\' analyse the covariance matrix of the (normalized) tapered Fourier transform with tapers of 
order p. 'Ve obtain that the periodogram is unbiased for any d < p. The main problem here are the 
covariance terms: tapering destroys the orthogonality of the sine and cosine functions and the solution 
we employed for the cosine taper is no longer valido Therefore, we are led to consider frequencies which 
are mO\'ing closer somewhat slower than n -1. 
Theorem 6 Under Assumptions 2 and 3 [d > - t, O < C1 ~ 2} for ff(') , a data tapa of arder p = 
2,3, ... , with p 2 s +1 [01' just p > d if J.l = O}, for any inereasing sequenees of positive integers k = k(n) 
and j = j(n), k < j, and r¡ = r¡(n), r¡ < inf(j - k), sueh that j/n --+ O, 
{j,k == (jk)d- p logj --+ O 
and 
logn O 
-- --+ as n --+ !XI, (13) 
r¡ 
(a) E[VJ(Ajp)tJ(Ajp)] = 1 + O (min{rO,r 1} + [j/n]'" + {j,j) , 
Proof. See Appendix A.• 
Condition (13) is not strictly necessary, but simplifies the bounds obtained in the proof. In Theorem 8 
we will have to assume something stronger about r¡ and min k to obtain a consistent estimate of d. 
Gh'en the results of the previous theorem, we have to adapt consequently the definition of d, taking 
J = 1 for simplicity, 
15 
3 
Rere Ak = Zk - Z, Z = {J/(m-en:Lk Zk and Zk = -2IogAk' The number m is an integer smaller than 
n and eis a user-chosen trimming number. In the asymptotics both numbers tend to infinity with the 
sample size n, but more slowly. 
The main idea to show that Robinson (1995) results go through in the non-stationary case (d ~ t) 
is to analyse the asymptotic behaviour of the discrete Fourier transform of X t for frequencies Aj, 
e< j :S m. \Ve will show that under sorne assumptions this behaviour is equivalent to the stationary 
case. Therefore, assuming Gaussianity for the tk 's, we could repeat the steps in Robinson (1995) to 
obtain the consistency and asymptotic distribution of the log periodogram estimate of the parameter 
d for non-stationary processes. This is possible, because the proof of Theorem 3 in Robinson (1995) 
only uses the error in the estimation of the covariance matrix of the discrete Fourier transforms at low 
frequencies and the Gaussianity of the discrete Fourier transform of X t (implied by (5)). 
The cOYariance matrix of W(Aj) can be studied in a similar \Vayas in the stationary framework, 
extending Hurvich and Ray's (1995) analysys of the expectation of the periodogram. However, due to a 
bias problem, the same results as in Robinson (1995) can only be obtained for d < ~ (consistency holds 
for d < 1). This problem can be overcome, as Hurvich and Ray (1995) suggested, with tapering. For 
example, tapering the data with the full cosine bell, allows the asymptotic normality of the estimate of 
d for any d < t, since it alleviates slightly the global bias problem for these values of d but wil! not be 
operative for bigger values (see discussion in Section 5). 
Non-tapered periodogram 
In this section we analyse the asymptotic properties of d as defined previously in terms of the raw 
(non-tapered) periodogram. \Ve analyse the univariate case for simplicity, but the multivariate model 
does not involve new ideas and can be dealt with as in Robinson (1995), since the relationships between 
the elements of the spectral density matrix of tt will go through for a matrix function f(A), although 
the interpretation will be different. 
Cnder Assumptions 1 and 3, the conditions on the behaviour of the function f(>') at the origin of 
Theorem 2 in Robinson (1995) hold, now for d E [~, ~). If the bar stands for complex conjugation and 
denoting Wj = w(>'j), we have to analyse the covariances between the normalized versions of [Wj,Wj], 
[Wj,Wj], [Wj,WkJ and [Wj, Wk], for j > k, corresponding to parts (a) to (d) of Theorem 2 of Robinson 
(1995). Defining v(>.) = w(>')/(Gl/2>.-d), our first result is 
Theorem 1 Under Assumptions 1 [O < a :S 2] and 3, d E [~, 1), for any increasing sequences of 
positive integers j = j(n) and k = k(n) such that k < j and j/n -+ O as n -+ 00, defining 
8k ,j = (jk)d-1logj, 
6 
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definition of d(p) is again 0((mr¡)-1/2), using the first two and the last conditions in (15) and p 2: s+ 1, 
so p > d + i. Hence, under (15) the asymptotic uncorrelatedness and Gaussianity of wJ is enough 
to make valid aH the asymptotic results of Robinson (1995) for d[ and non-stationary processes with 
d 2: t· • 
N on-invertible processes 
Differencing the observed time series is an effective way of reducing the magnitude. of the memory 
parameter d and the maximum order of any polynomial deterministic trend. However, differencing to 
remove deterministic or stochastic trends may lead to non-invertible stationary time series satisfying (1) 
with d ~ -t. Otherwise we wil! not find the non-invertible (d ~ -~) situation very often in practical 
applications. 
Hurvich and Ray (1995) considered the limit of the expectation of the periodogram when d < - t 
and of the tapered periodogram with the full cosine windO\v when d E (-2.5,1.5). They found that 
the (normalised) periodogram's expectation diverges with n so the log-periodogram estimate wil! have 
negative bias, and that tapering reduces this bias, allowing the log-periodogram regression estimate to 
work \vell in simulations \vhen d E [-1, - i]. 
In this section \ve analyse if tapering with higher order (p > 1) tapers may be fruitful to estimate 
the memory d of non-invertible time series satisfying the semiparametric model (1). \Ve shall obtain, 
using the techniques of Theorems 6 and 8, that \vith p big enough (for d fixed), d[ is consistent and 
asymptotic normal for any d ~ - t. The main intuition is the following. With d < O the process 
is stationary, so there are no problems with the definition of the spectral density f(A) or with its 
integrability. Here, given the required normalization for the moments of the discrete Fourier transform 
(f(Aj) = O( Aj2d) = 0(1) for d < O and jln --* O), the issue is how to avoid leakage from high 
frequencies (Le. outside a neigbourhood of the origin, where we do not assume anything for f apart 
from integrability) to the zero frequency, where the spectral density f has a zero of order -2d > O. 
This problem can be control!ed easily by the fast uniform convergence of the tails of KJ (A) \vith n and 
A when p is chosen suitably. We could consider al! Fourier frequencies, but this wil! not improve in 
principIe the estimation procedure, given the high correlation for adjacent periodogram ordinates when 
tapering. 
For the covariance matrix of the tapered periodogram we have 
Theorem 9 Under Assumptions 1 and 3 [O < Q ~ 2) for f(A), d ~ -t we can chose a data taper of 
order p = 2,3, .. " such that for any increasing sequences of positive integers j = j(n) and k = k(n), 
j > k, inf(j - k) > r¡, with jln --* O, r¡ = r¡(n) --* 00, 
logn O 
-- --* as n --* 00, 
r¡ 
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can not be consistent. The asymptotic normality of dneeds stronger assumptions on the trimming and 
bandwidth numbers to control the bias and can only be obtained for d < ~: 
Theorem 3 Under the assumptions 01 Theorem 1, with d E [t, ~), Et Gaussilin and 
m 1/ 2 10gm e(logn)2 m1+1/ 2e> 
as n ~ 00, (7)e2(1-d) + m + n ~O 
we obtain 
1m / 2 (d - d) ~d N(O, ~1jJI(J)), 
where 1jJ1 is the digamma lunction 1jJ1 (x) = dd log f(x).
x 
Proof. Further to the comments in the proof of the pre\'ious theorem, from equation (5.1i) in Robinson 
(1995), \Ve need the error terms in the covariance matrix to be o(m- 1/ 2 ) and that eis tending to infinity 
slO\ver than m (only possible for d < t). From Theorem 1, (7) is sufficient for that. • 
:\"ote that this result for d < t is exactly the same as in the stationary case, and that the asymptotic 
distribution does not depend on any unknown parameter. However when d is ver)' close to the boundary 
t the choice of the numbers eand m is very limited by the first condition in (7), and wil! depend on the 
true value of d. The limitations in the asymptotics are due to the extra bias in the estimation of the 
elements of the covariance matrix of the discrete Fourier transform because of the behaviour of I when 
d 2 ~. Basical!y, the periodogram is asymptotical!y unbiased at Aj as j increases only \vhen d < 1, and 
the order magnitude of the bias depends on the value of d, unlike in the stationary case. Furthermore, 
the bounds for the biases of the covariance matrix of the Fourier transforms are not sufficient for the 
asymptotic normality for d 2 ~. 
One possible solution, as pointed out by Hurvich and Ray (1995), is the use of tapering. \Ve \vil! 
show that tapering allows a reduction of the order of magnitude of the bounds in Theorem 1, so \ve can 
estimate bigger values of d. Thus, with.the cosine bell taper all the results go through for any d < ~, 
since this data taper achieves a reduction of the O\'eral! bias from Robinson's (1995) results if lis smooth 
enough. This was obsen'ed by Velasco (1997) for a related problem with non-Gaussian stationary time 
series. However, as we \Vil! see in next section, the ful! advantage of the tapering improvement in the 
convergence in the tails of the spectral kernel, only shows up when \Ve use Assumption 2 with a 2 1, 
increasing the smoothness of the function I near the origino In Section 5 we find that other tapers 
reduce even more the bias and al!ow the consideration of values d 2 ~. 
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As both functions, K(A) and KT(A), integrate to one, there has to be a trade off between the 
behaviour of the kernels at the origin and at the tails, Le., the tails of KT are less thicker than those of 
K, but the centrallobe is much wider. This is the reason why we only can consi~er tapered periodogram 
ordinates or díscrete Fourier transforms that are at least three basic frequencies Al == 2ír/n away. 
Furthermore, the order of the zero of K T at Aj, j == 1,2, ... , n - 1, gi"en by the functíon sin2 [nA/2], 
is of the same order, 2, as in the case of Fejér kernel, so we cannot consider functions j with d ;::: ~, as 
the expectation of the periodogram wil! always diverge. 
Define as before the normalized tapered Fourier transform VT(A) == W T(A)/(Gl/2 A-d). 
Theorem 4 Under Assumptions 2 and 3 [O < a S 2J, d E a, ~) jor any inereasing sequenees oj positive 
integers j == j(n) and k == k(n), j > k + 2, sueh that j/n -+ O and 
rj,k == (jk)d- 3log j -+ O as n -+ 00, 
(b) E[vT (Aj )vT (Aj)J == O U-o! + rjj), 
(e) E[VT(Aj)VT(Ak)] == O (k- 1 + rjk), 
Proof. See Appendix B. The proof of this theorem results much easier after the one for Theorem 5 in 
Appendix A below.• 
If a S 1, it would be enough to consider Assumption 1, instead of the stronger Assumption 2. 
Comparing with Theorem 1 and forgetting about the term rjj due to the non integrability of j, we 
obtain here a substantial improvement in parts (a) [when a;::: 1J and (b), reducing the bounds, at most, 
to O(j-2) and O(j-3Iog j) [for d == nrespectively. However, in parts (c) and (d) we only manage to 
eliminate the log factor. This is due to the reason pointed out before: K T has better behaviour on the 
tails, but not in its centrallobe, so in parts (c) and (d) we can not improve too much if the numbers j 
and k can be arbitrarily close, satisfying only j > k + 2. 
This result confirms Hurvich and Ray (1995) observation that the tapered periodogram is unbiased, 
even for values of d close to ~. 
Defining ;¡r now as 
with 
yk(T,J) == log (t ¡T(Ak+3(j-J))) k == e+ 3J, e+5J, ... , m, 
)=1 
and using Theorem 4, we can obtain, similarly to Theorem 3, 
10 
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is the transition in the extremes of the taper weights in the observed interval 1, ... , n. The spectral 
windows KJ(A) in the second row exhibit zeroes at different frequencies and centrallobes with width 
increasing with p. In the third row we have the same simulated ARFIMA(O, 1.45, O) tapered series for all 
p considered. For any p > 1 the tapered series is hardly comparable with the original, p = 1, the shape 
of the tapering scheme is dominating. Finally, the last rmv of pictures corresponds to the periodograms 
of the different tapered series in log-Iog coordinates, all of them being approximately linear, at least 
for the lower frequencies, though with different slopes as a consequence of the properties of the tapered 
periodogram for each p. 
For d E [-1,1.5] Hurvich and Ray (1995) provide an extensive simulation exercise for the log-
periodogram estimate of d using the ra"·; and the tapered (cosine bell) periodograms, confirming the 
results of our o\vn simulations. Just to report the performance of d{; for big p and d, we calculated 
1000 replications of the log-periodogram estimate with p = 8 for Gaussian ARFl?\IA(O, 4..15, O) and 
different bandwidths numbers m/p, covering all the reasonable range of values for n =512. We use no 
trimming and only frequencies AS, A16,"" so, for example for m/p =60 and T) =1 we are using about 7 
frequencies in the regression. The series \vere simulated \vith the S-Plus function arima. fracdiff . sim 
with d = .-15 and then integrated four times. 
The results of the simulation exercise are summarised in Table I and in the box-plots of Figure 2 for 
T) = 1,2. Here m or me represents the value j for the maximum Fourier frequency Aj employed, m T) p 
in the notation of Theorem 8. For T) = 1 \ve can obsen'e that for small m the estimates have positive 
bias, which could be in part due to the use of no trimming and to the use of a too smal1 number of 
frequencies. For big m, close to n/2, the bias is negative, and the variance is always decreasing with 
m, as we could expect, although of relatively big magnitude in all cases. Part of the high variability of 
the estimates can be due to the presence of correlation between different periodogram ordinates when 
tapering, so we decided to try with T) =2, but keeping in the simulations the same maximum frequency 
used (and therefore using half of observations in each regression). Now, the bias is reduced for small 
values of m, but the variance increases, as the reduction of the number of periodogram ordinates seems 
to compensate in excess the lower correlation betv·;een them. 
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is defined as before in terms of the spectral density of the stationary sequence €~s). 
Following the discussion in Hurvich and Ray (1995), we can write for random variables R(r), 1" = 
1, ... , s which do not depend on time 
t 
= R(l) + '" e(l) ~ JI 
j¡=1 
= R(l) + t (R(2) +:t e;;)) 
JI J2 
= R(l) + t R(2) +t:t (R(3) + f e;~)) 
JI 12 13 
1 t j¡ h 
= R(l) + t R(2) + 2(t + t2)R(3) + L L L e;~) 
j¡ h h 
s t j¡ j.-1 
= L R(r)p(r)(t) + /lPJj(t) + L L'" Le):), 
r=l j¡ h j. 
where p(r)(t) are polynomials in t of order 1" -1, pJj(t) is a polynomial of order s and e~*) = ti s) - /l has 
zero mean and the same spectral density as ti s ). 
\Ve consider now the discrete Fourier transform of the tapered series htXt , 
(la) 
(11) 
\Ve think of the term (la) as a nuisance term which comprises the information in {Xdf from the 
pasto To make inferences about d \Ve need to eliminate this dependence on the past or on the initial 
conditions as \ve did when s = 1, making this expression equal to zero, at least for certain frequencies 
Aj, using certain orthogonality properties of the weights ht , Le. 
nL h t (1 + t + t2 + ... + t S ) exp(iAjt) =O. (12) 
t=l 
Observe than in the case s = 1 we have only required that L:Z:1 ht exp(iAjt) = O, because we were 
assuming /l =O, so we only need to eliminate the infiuence from the polynomial p(l) (t) =1 of order O 
(a constant with respect to t) and both the raw and cosine bell-tapered Fourier transforms satisfy that 
condition (but not any of higher order). 
The definition of X t in terms of the s-th integration of a stationary process, allows the inclusion of 
not only s unit roots but also of deterministic time trends up to order S. Then, if condition (12) holds, 
these trends are removed in the calculation of wT (Aj) without need of estimate them by any means. 
12 
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an indication that the memory of the series is bigger that the value of p used, so we need to use higher 
order tapers (or differentiate). 
The last situation considered is an example of the misleading that the presence of deterministic 
trends may cause on the estimates for different p. \Ve took the series with memory parameter d = 2.45 
and added to it a cubic trend. Of the estimates considered, only dT is resistant to that modification, as 
it is clear from the estimation results. Here df estimates almost always 3, although for this series only 
d = 2.45: it takes wrongly the cubic trend as an indication of more memory than what actually is. 
In conclusion, when apparently for a range of bandwidths m, an estimate d¡; gives invariantly values 
about p, this is indication that s + 1 2 P (too much memory for that estimate) or that there is a 
deterministic trend of maximum exponent bigger or equal than p. 
In Figure 4 we repeat the same exercise as before, but now differencing the original series (d = .45) 
two, three and four times. In each case only the procedures with p > Idl - 1 give consistent estimates, 
taking into account that no deterministic trends are presento It can be observed that in all cases the 
leakage from high frequencies when m is big leads to positive biases. 
\\'e now illustrate all these points with two data sets. They are taken from Engle and Granger 
(198i) and correspond to the logs of the ÜS Consumer Price Index and production worker wages 
in manufacturing over the 50, 60 and iO's. These are monthly observations and \ve have n = 360 
observations. \\'e have calculated as before all d¡; from mp = 12 to nl4 ~ 88, with steps of 4, so for 
p =4 and m p = 12 \Ve only use 3 points to carry out the regression. In Figure 5 \ve plot the logarithm 
of the tapered periodogram with p = 2 and 3, since in previous studies it has been sustained that these 
series have t\VO unit roots. \Ve can see how for the \vages series there is a significant seasonal (monthly) 
component that will condition all the analyses that use frequencies above 1227f (Le. Aj with j 2 30). 
Therefore, we will expect an important negative bias for all estimates of d we report when m 2 30, i.e. 
for all but the first 5 estimates d¡; for each p. In the case of the prices series the seasonal component is 
much less clear, but in any case, the use' of large m will probably cause serious downwards bias. 
For the wag~s series we give the results of the analysis in Figure 6. In the first row we plot the 
original and transformed series after trend removal. \Ve estimate, by OLS, linear and quadratic trends 
successively. Then, in the bottom row graphics, we plot the result of the estimation of d in each case 
using Zhurbenko tapers, p = 1,2,3,4. "Ve have chosen not to plot the confidence intervals, to avoid 
too complicated graphics, but they can be obtained easily from the theorems aboye. From the analysis 
with the original series, focusing on the first estimates (for small m), we are aiready in conditions of 
saying that d is about, perhaps larger than, 2, using the results with p = 2,3,4, although the estimates 
are very dependent on the m chosen. The estimate p ::: 1 has a "suspicious" behaviour, taking values 
around 1 for all m, indicating that it is not able to deal with the memory present in the series. When we 
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Then, it follows that 
( H2 ))1/4 ( iNA)P/27r '" h2DZ(-\) = P h -1 1-e 
L t P ( 12" N(l-eiA) ' 
and hence 
J(Z(-\) = 2 (P(N2 _1))1/2 (Sin2[nA/2P])P 
P 127r N2 sin2 [-\/2] , 
where p is defined adequately to make J( Z integrate to one and it can be seen to be very close to 1 for p 
and N big enough (see Zhurbenko (1980)). Its exact value can be calculated easily for each n as well as 
the set of weights {ht}. Therefore, this class of taper weights for p = 1,2, ... , fixed in the asymptotics, 
and n = pN satisfies conditions 1. and 2. with s ::s p - 1 at frequencies -\jp, O < j < N. Zhurbenko 
considered both p and N increasing with the sample size n. \Ve find more natural to fix p and then 
define N = n/p, regarding p as the arder of the taper, which will indicate the maximum value of d we 
can estimate. 
\\"hen p = 4, these weights are very close to Parzen's ones and both have the same asymptotic 
properties. Kolmogorov weights correspond to the p-th convolution of the uniform density, so for p = 1 
\Ve obtain the raw Fourier transform and with p =2 we are using Barlett's or triangular window. The 
properties that these kernels share derive for the function (sin2 [n-\/2p] / sin2 [-\/2]) p that appears in 
their spectral kernels J{P(-\) and J(Z(-\). 
We will only consider tapers symmetric around n/2, with max ht = 1. \Ve say then that a 
sequence of data tapers {htli is of order p if the following two conditions are satisfied: 
• For .Y = n/p (which we assume integer), 
DT (-\) = a(-\) (sin[n-\/2P]) p 
p nP- 1 sin[-\/2] 
where a(-\) is a complex function, whose modulus is bounded and bounded away from zero, with 
p - 1 derivatives, all bounded in modulus as n increases for -\ E [-'" 7r] . 
• For a function b =b(n), O< b < 00, "in > O, 
Then, it is immediate to obtain that 
and 
Also we have that D~ (-\jp) has zeroes of order p and that thanks to 
1 
d - T P I(d-\)p-1 Dp (-\) _ . =O 
A-A,p 
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with 
y,(T,l) =log]T(A )kp p kp k = e, e+ r¡, e+ 2r¡, ... , m r¡, 
in such a way that for r¡ = 1,2, ... we are still using about m observations in, the regression [ignoring 
Ithe trimming], so the variance of dJ can be of order m- if r¡ > 1. Now using Theorem 6, we obtain 
Theorem 7 Under the assumptions of Theorem 6, p 2: s + 1, P > 1 [or just p > d if J1. = 0J, E~s) 
Gaussian, r¡ =1 and 
1 log m (logn)2 m O 
--e + e"( -d) + + - -t as n -t 00, (14)m- -p m n 
we obtain dJ -t p d. 
Proof. This follows from Theorem 6 in the same way as Theorem 2 with the consideration of the first 
two moments of dJ, identifying in the covariance terms with periodogram ordinates at close frequencies 
and far aparto • 
For the asymptotic distribution we need in the definition of dJ; that r¡ increases with n to obtain 
approximate independence of the tapered ordinates used in the estimate. In this way, when we use the 
same number of periodogram values, the variance of the estimate is decreasing with r¡. 
Theorem 8 Under the assumptions of Theorem 6, p 2: s + 1, P > 1 [or just p > d if J1. = 0J, E¡s) 
Gaussian and 
m l /(2p-l) m P/(2p-l) €(logn)2 (mr¡)I+1/2Q 
----+ + + -t0 as n -t 00, (15) 
r¡ e mr¡ n 
we obtain 
Note that the lower growth rate required for eis significatively larger than for r¡. \Ve observe that 
the improved convergence properties of tapering are used to keep the bias under control. However, 
for any d fixed, to increase p will not reduce significatively the bias in the covariance matrix of the 
Fourier transform, due mainly to the covariance terms, unless we increment at the same time a (Le., 
the smoothness of f near the origin). For example with a = 2 and p > d + 1, we need 
m P/ 2(2p-l) 
as n -t 00,e -t0 
where the exponent of m is tending to t as p increases, so the trimming required is not specially big, 
because the bias is reduced. 
Proof of Theorem 8. First, we observe that for any d the uniform bound for the bias errors in 
the covariance matrix of the tapered discrete Fourier transforms at the frequencies considered in the 
16 
eter d, including non-stationary situations (d ~ ~) with deterministic trends, and non-invertible 
(d ~ - t) time series. 
• We have described what are the ultimate reasons why certain tapering schemes are resistant to 
particular non-stationary behaviours, but not to all. As Robinson (1986, p. 242) and Zhurbenko 
(19¡9) remark, the benefits of tapering only show up for certain data windows but not by tapering 
the data with any general smooth function. 
• The results of this paper can be applied directly to obtain the asymptotic properties of nonpara-
metric spectral estimates of functions f (of discrete average type) for fixed (Fourier) frequencies 
a\vay from the origin, showing why traditional spectral nonparametric methods work in non-
stationary situations for which they were not designed in first instance, justifying the conjecture 
of Robinson (1986, p. 246). This also confirms the observation of Granger (1966) about the shape 
of the spectral density of possibly non-stationary economic time series estimated from the original 
data. 
• The bounds for the moments of the discrete tapered Fourier transform for non-stationary processes 
obtained in this paper are only valid when evaluated at sorne particular Fourier frequencies Ajp, 
O < j < N since it is only there where the spectral kernel of the Fourier transform (Fejér kernel, 
if not tapered) has special properties. Thus, they do not extend for any continuously smoothed 
estimate of f or tapered autocovariances, and only to non-stationarity in other frequencies different 
from zero if they coincide with a suitable Fourier frequency. 
• \\'e have shown how to apply these theoretical findings to the analysis of real data, gaining great 
insight on the underlying structure of the observed time series without a priori assumptions. 
• It is very likely that the results of this paper about the asymptotic properties of the tapered 
periodogram can be be adapted to carry out statistical inference for other semiparametric and 
parametric models of non-stationary (and non-invertible) observations without explicit specifica-
tion of the degree of non-stationarity (non-invertibility). 
• The estimation for multivariate time series follows immediately as in Robinson (1995), adapting 
his assumptions for the differenced stationary time series €t. The extension of the asymptotic 
theory for the log-periodogram estimate to non-Gaussian time series can be analysed under related 
conditions to those used in Velasco (1997). 
23 
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and with p big enough (p > Idl + ~) such that 
as n -+ 00, 
4d 2 b = 2d _ (2p_l)2 
a = 2(p d) l' 2(p-d)-1' 
Proof. See Appendix C.• 
The exact choice of p to obtain a bound O(j-l), say, can be made explicit, but it will depend on d 
and on the asymptotic relationship between j, k and n, so that A(k -+ O. Hence, with the definition of 
d¡; as in the preyious section, using exactly the same arguments as for Theorems 3, 5 or 8, 
Theorem 10 Under the assumptions 01 Theorem 9, X t Gaussian and p big enough such that 
m l /(2p-l) m l / 2 e(logn)2 (mr¡)I+I/2o n8d2m2(p-dl-1 
---+--+ + + -+0 as n -+ 00, (16) 
r¡ e m r¡ n ee 
c = -..J.d[2(p - d) - 1] + 2(2p - 1)2, we obtain 
The last condition in (16) corresponds to rl = o(m- I / 2 ). The exponents of all the quantities are 
positiye, the one for egrowing yery fast with p. For example, with d = -2 and p = 4 this is implied 
l 6by nm / 3e- 5 . -+ o, so if m '" n4/ 5 a choice of e '" n l / 4 is sufficient. When d = -2 and p = 3 the 
condition is implied by nm· 29e-3 . 82 -+ o, so if m '" n 4/ 5 again, a choice of e", n· 3I would suffice. These 
conditions are in the same line with the'ones required by, e.g. the log-periodogram regression estimate 
for stationary.and invertible processes. 
Finally \ve note that this theorem is valid as is stated for the cosine-bell taper when we fix p = 3, since 
in the proofs we only use the uniform bounds for the tails of the kernel D T (>..) and not the properties 
of this kernel at any particular Fourier frequency. 
Empírical results 
In this section we describe briefiy the practical implementation of the previous estimates of the memory 
parameter d, with both simulated and real non-stationary data. We will concentrate on Zhurbenko-
Kolmogorov tapers with different values of p. \Ve have plotted these data tapers for p = 1,2,3 and 4 
18 
and 
Then, the theorem fo11ows from Robínson's (1995) Theorem 2 proof, where he consídered the sta-
tionary and invertible case d E (-t, t). For the interval around the orígín, [-Aj/2,Aj/2], where f(A) 
ís no longer íntegrable when d 2: t, use the proof of Theorem 6 below wíth p = 1, r¡ =1 and dE [t, 1), 
using the exact orthogonality of the sine and cosine components in the díscrete Fourier transforms. • 
Before gívíng the proof for Theorem 6 we prove two technical lemmas about tapering that will be 
requíred latero 
Lemma 1 Por a data taper of arder p > 1, j = j(n), sueh that 1/j + j/n -t O, 
n-1 i: IDJ(Ajp - A)DJ(Ajp + A)ldA =O(j-P). 
Proof. By symmetry we only need to consider A > O. Then 
and rhe bound fo11ows usíng the íntegrability in [-rr, rr] of DJ(A), p 2: 2 for a11 n. • 
Lemma 2 Por a data taper of arder p > 1, j = j(n), k = k(n), k < j, sueh that l/k + j/n -t O, and 
inf j - k > 1], 77 = r¡(n), 1/r¡ + r¡/n -t O, 
n- 1 i"" IDJ(Ajp - A)DJ(A - Akp)ldA = O(r¡-P) 
Proof. Considering the íntervals of integratíon 
{A(lo+j)p /2 + {" 
J-" JA(Io+j)p /2 
and that (A jp - Akp)-l =O(nr¡-l), \Ve have, for example, 
and the bound fo11ows as before using the integrability of DJ, p > l. • 
Proof oC Theorem 6. For part (a), we calculate the expectation of the períodogram IJ(Ajp) = 
IWJ(AjpW wíth respect to f(Ajp). Proceedíng as ín the proof of Theorem 1 
T 2 1 r la(A - AjpW (Sin2[n(Ajp - A)/2P]) p , d' 
E[lwp (Ajp)l] = 2rrbn2p- 1 J-" (2sin[A/2])2s sín2[(Ajp -·A)/2] f.(A) A 
= 1 r la(A _ A' )12sín2P[n(Ajp - A)/2p] f(A)dA 
2p2rrbn2p- 1 J-" JP sín [(Ajp - A)/2] 
1 {" T 2 
27rbn J-" ID p (Ajp - A)I f(A)dA 
= ¡:" K¡(Ajp - A)f(A)dA, 
25 
Table I. Log-Periodogram estimate, Gaussian ARFIMA(0.4.45, O), n = 512 
1]=1 1]=2 
m bias s.d. M5E bias s.d. .1 M5E 
60 0.22235 0.39519 0.20559 -0.03244 0.82988 0.68975 
80 0.10558 0.28835 0.09428 -0.03496 0.48934 0.24068 
100 0.05336 0.24762 0.06416 -0.09801 0.44337 0.20618 
130 -0.04428 0.21347 0.04753 -0.15503 0.34308 0.14li4 
160 -0.13664 0.18276 0.05207 -0.26321 0.29573 0.15673 
190 -0.21491 0.15990 0.07175 -0.33477 0.27429 0.18731 
230 -0.37179 0.15251 0.16148 -0.50896 0.23226 0.31298 
The conclusions that we can draw of this and other related simulations we performed, and which 
will guide further analysis and comments are 
• Except for yery large samples sizes, there seems not to be special advantage in taking T) > 1. 
• \Ve would expect positive bias for small m, and negative bias for big m. 
Of course, this \vould be conditioned by the presence of other significant features in the dynamics of 
the process, like seasonal and cyclical components which may dominate the shape of f(>") at certain 
frequencies. It is important to note that model (1) is approximately valid for ARFE\IA(O,d,O) processes 
for aH frequencies, so to increase m may reduce sometimes the bias, but this \Vill not be the case for 
more general models. 
Giyen the general class of estimates dJ defined by the Zhurbenko-Kolmogorov weights it is inter-
esting to study their different properties depending on the value of d and on the presence or not of 
deterministic trends in the observed time series. In Figure 3 \ve show the typical behaviour of dJ for 
the same time series when integrated and/or added trends. The starting series is as before Gaussian 
ARFE\IA(0,0.45,0), n = 1024, and we integrate it once, twice and three times and also when integrated 
twice, \Ve added a cubic trend to it. Then \Ve obtained the values of dJ, p = 1, ... ,4, for a range of 
values of mp from about 25 to n/2, with increments of 4 = maxp. 
When d = 1,45 the estimate d[ = d does not work, as expected (if fact this is the usual log-
periodogram estimate, valid only for d < 1, follO\ving Theorem 2). For p > 2 the results are much 
better and we can regard the estimates as consistent, the best results obtained here for p = 2,3. When 
d = 2.45 and d = 3.45 \Ve can see that only \vith p = 3,4 and p = 4, respectively, we capture the true 
features of the data, the estimates with p < s + 1 (s = 2,3) converging invariantly to the value of p. 
This behaviour has been observed in aH simulations and could be regarded, among other problems, as 
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increase the value of m, aH estimates produce much smaller estimates to a different degree depending 
on how robust they are to leakage. One interesting point for this series, is that Jf starts to have an 
equivalent behaviour to df; with p = 3,4 when we have removed a quadratic trend, but not with only a 
linear one. This might indicate that for this series it is likely the presence of a' quadratic deterministic 
trend. 
For the prices series we give the analysis in Figure 8. Here the method is the same as with the 
wages. Again, from the original series, and looking at the estimates with smal1 m, the memory of the 
series seems to be between 1.8 and 2.2. The estimate d[ has problems to estimate the memory, since 
d > 1. When ,ve take into account estimates with much bigger values of m, al1 estimates but df give 
quite different answers than those using only low frequencies as with the wages series. Given that dI 
gives the same answers as the estimates p = 3,4 with the original series and also with a linear trend 
removed, and that when a quadratic trend is removed Jf seems to start to estimate less memory than 
before, \Ve confirm that the quadratic trend is not appropriate here. 
To finish the analysis we study what happens when we differentiate the observed time series enough 
number of times. In Figure i we give this analysis when we differentiate the wages series from one to 
three times. The estimates of the memory of the original series we report are Ji; for the transformed 
series plus the number of differences taken. These results confirm the previous remarks, specially the 
comments about the choice of m. With one difference, al1 estimates p > 1 give similar answers, in the 
line with the previous analysis. Now Jf seems not to have problems, since in the case that a quadratic 
trend were present in the original series, it deals appropriately with the remaining linear trend in the 
"differenced" one. When we differentiate twice, so df is consistent assuming that the original series 
had memory around 2 and a quadratic trend, it estimates d aboye 1.6 for the relevant choices of m, 
confirming the previous detrending analysis. When we differentiate three times, the estimate with p = 1 
is no longer able to deal with the strong non-invertibility, in the sense that it cannot avoid the leakage 
from higher frequencies towards the zero at f(O). 
An equivalent analysis for the prices series is given in Figure 9 below. Here, if we differentiate 
once, so df is ~onsistent assuming that the original series had memory slightly less than 2 and a linear 
trend, it gives estimates around 1.8, agreeing with the previous analysis. When we differentiate twice 
or three times, Jf starts, in fact, to estimate slightly less memory than before, indicanting an excess of 
differentiation and that the deterministic quadratic factor is probably not present in the series. 
8 Conclusions 
'vVe summarise the main findings of this paper in the fol1owing points: 
• We have given a unified asymptotic theory for the log-periodogram estimate of the memory param-
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which making a change of variable is equal to 
and this is not greater than a constant times 
jP 2p 1-2d _ 1 /tr sin [,\f2p] I AA. = -2- ,) -- dA, 
n P -trjp sin-P[(21l"jp - A)/2n] 21l"jp 
since sin2p [(2írj - A/p)/2] = sin2p [A/2p] for integer j and la(A)1 is bounded and bis bounded away from 
zero. As 1/j + j /n -+ O, and checking that 12íTjp - Al > 1, \fA E [-1l"jp,1l"jp] and j = 1,2, ... , we have 
(2íTjp - A)/2n -+ O. Bounding the sine function around Ousing Isinxl > ~Ixl, we have 
' \) _?p
? ,) 1l"JP - -(2sin--P[(21l"JpA)/2n] ~ 2--P 2n A ' 
and 
:\'0\\', using that 2(p - d) > -1 from p 2 s + 1 \ve see that 
tr jp 
. sin2p [A/2p] IAI- 2d dA = O(logj), (18) 
/ 
-trJP 
(just 0(1) if d > 1/2) and that, uniformly for A E [-1l"jp, íTjp], 
obtaining, with j /n -+ O, 
A. = O (f(d-P)logj) . 
\"ext, using the discussion after Assumption 2, if a E (1,2], 
~ It:,/;, [f(A" - Al - f(A,,)] K;(A)dAI 
= 1/>,;p/2 [A' f'(Ajp) + O(Ajp"-2d IAI")] I(;(A)dAI 
->';p/2 
= O (Ajp"-2d />.;p/2 IAI" K; (A)dA) , 
->';p/2 
since KJ is even and we are integrating in a symmetric interval around O. Now, with a E (1,2], 
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9 Appendix A: Proof of Theorems 1 and 6 
Proof of Theorem 1. \Ve ean write the moments of the Fourier transform in terms of the funetion 
f(A), as if it were the speetral density of the non-stationary series X t . Now the expeetation of the 
periodogram I(Aj) = IW(Aj)¡2 is 
No\V 
n ti
n {"} {.A(t1 +1)}Sint1 >./2I: I: exp{iAjt¡}exp{-ik1 A} = ¿ exp ZAjt1 exp -z 2 . '/
sm A 2tl=1 k l =1 tl=1 
~ .. sin tIA/2
= L.J exp {-L/\!2 - Lt I (A/2 - Aj)} sin A/2 
tl=1 
exp{-iA/2} ¿n [ {'} {' (' )}]
= 2" '/ exp -zt1Aj - exp Zt1 Aj - A 
zsm A 2 
tl=1 
= _exp{ -iA/2} exp {i(A' _ A) n + l} sinn(Aj - A)/2. 
2isin>./2 J 2 sin(Aj-A)/2 
Repeating the same arguments for the sums in exp{ -iAjtZ } exp{ ik2A} 1 \Ve get 
= _1_ (" [sinn(Aj - A)/2]2 f«A) dAE[I(Aj )] 
27m J-1r sin(Aj - A) /2 4 sinz >./2 
= ¡: J((Aj - A)f(A)dA. 
For the other moments of the diserete Fourier transform, 
itwhere Dn (A) = L~=1 e >. is Diriehlet kernel. Final1y 
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using the properties of DJ(>..) , the term logn appearing when p = 2 only. Finally 
(\;p/2 = O ( max IDJ(>"jp _ >")DJ(>"jp + >..)1 (";p/2 f(>"jp)d>")J->';p/2 ->';p/2$>'$>';p/2 J->'jp/2 
+0 ( r>'jp/2 DJ(>"jp - >")DJ(>"jp + >,,)f(>")d>") (20) 
L>'jp/2 
were the first term on the right hand side is 
o (nl-2P>"jp2P >"jpf(>"jp)) = O(f(>"jp) . jl-2p). 
The second term (20) is also O(f(>"jp) . jl-2p) when f is integrable [see the bound for (17)], and when 
not, making a change of variable similar as before, normalizing by 1/ f(>"jp) and substituting 2 sin[>"/2] 
by>.., the contribution of the integral in the interval [->"jp/2, >"jp/2] is of the same order of magnitude 
as 
r>'jp/2 la(>"jp - >..)I la(>"jp + >")1 !*(>..) Isin[n(>"jp - >")/2p] sin[n(>"jp + >")/2p] IP >..2d 1>"1-2d d>" 
L>';p/2 27l"bn2p- 1 !*(>"jp) sin[(>"jp - >")/2] sin[(>"jp + >")/2] jp 
= 1 rjPI12!*(>../n)1 sin2[>../2p] IP(27l"jp)2dl~I-2dd>" 
2iibn2p- 1 Lrrjp a f*(>"jp) sin[(27l"jp - >")/2n] sin[(2iijp + >")/2n] n n ' 
and exactly the same bound hold as before for .-1, since the two sine functions behave asymptotically in 
a similar way in this range of values of >.., i.e. 
sup Isin[(27l"jp±>")/2n]I-1 = O ((1..)-1),
-rrjp$>'$rrjp n 
as 1/j + j / n -t O. Therefore the bound for part (b) fo11ows. 
Let srudy now the covariance term, k < j, with j - k > r¡, 
E[wJ (>"jp)wJ (>"kp)] 
= 1 r a(>"jp - >..)a(>.. - >"kp) 
2iibn2p- 1 J-rr (2 sin[>../2])2S 
x ( sin[n(>"jp - >")/2p] sin[n(>"kp - >")/2p] ) pf (>")d>" 
sin[>"/2] sin[(>"jp - >")/2] sin[>../2] sin[(>"kp - >")/2] E 
= 1 r a(>.. _ >..)a(>.. _ >"k ) (sin[n(>"jp - >")/2p] sin[n(>"kp - >..)/2P])P f(>")d>" 
27l"bn2p- 1 J_rr lP . p sin[(>"jp->")/2] sin[(>"kp->")/2] 
rr 
= L1 h2 1 DTp (>"jp - >")DTp (>.. - >"kp ) f (>")d>".27l". t-rr 
This covariance can be expanded, with error O(r¡-P) from Lemma 2, due to the loss of orthogonality 
as 
(21) 
(22) 
(23) 
(24) 
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símílarly to the statíonary case. like íf 1(>") were the pseudo-spectrum of X t and usíng the correspondíng 
spectral kernel for taperíng. 
~ow we generalize the proof ín Theorem 2 of Robínson (1995), for p > 1, takíng specíal care ín the 
íntegratíon ín the ínterval [- Aip/2, /\jp/2] where the íntegrabílity of 1(/\) can no longer pe used when 
d 2 t· In the proof for the ínten'als [-iT, -€] and [€, iT] the íntegrabílity ís used ín that reference, but ít ís 
not necessary, restríctíng the íntegratíon ín the bound to 1/\1 > €. ;-'¡ote that we consíder símultaneously 
the sítuatíons where 1(>..) díverges at the orígín (d > O), ís a constant (d =O) or tends to zero (d < O). 
The term ín [j/n]Cl' comes from the normalizatíon by Gl/2/\-d, ínstead that by 11/2(>..) . 
. 
\ We consíder the same ínt'en'als of íntegratíon to analysethe bías ín \ 
\ 
as Robínson (1995a). Consíder a fixed € > O, such that 1(/\) :s Ce \ -2d. [/\1 E (O, €) for sorne posítÍ\'e 
constant c,. dependíng on €. and n bíg enough such that /\jp. /\kp < €. Then. 
usíng the propertíes of I\J (/\) and the íntegrabílíty of 1 outside the origín. :\ext. 
Identícal bound can be obtaíned for the ínterval [3Ajp/2, €]. ~ow 
< 
(1 i) 
:\ow the first term on the ríght hand síde ís 
If dE (-t, t) the other contríbutíon. (17), ofthe ínterval [-Ajp/2,>"jp/2] ís 
pO ( ..;':lP . "I\J(/\p - A) ¡)..iP/~) I(A)dA) = O(nl - 2p >"jp2P/\~;2d) = O(f(Ajp) . jl-2 ). 
-)..,./--::ó)..-::ó)..,p/- )..'PI-
When 1(,\) ís not íntegrable. d 2 t, to bound (17) we normalize by 1/1 (>"jp) and ín the definítíon of 1 
in terms of j*, we substítute :2 sin[A/2] by A. sínce the terms O( 1>"1 3 ) wíll cause negligible error ín that 
ínterval. Then thís contríbutíon ís of order 
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Therefore 3>.;p/2!
11 = o ('x'jp"'-2d. n-"') = O(J('x'jp) . rOl). >';p/2 
When Q ~ 1 using similar methods, the bound is seem to be O(J('x'jp) . r1J with the Mean Value 
Theorem. The proof of (a) is now complete. 
Let us consider now the covariance terms. First, for part (b), 
1 j7f a('x' - 'x'jp)a('x'jp + ,X,)
E[w('x'jp?l = 2íTbn2p- 1 -7f (2 sin['x'/2])2s 
X(Sin[n('x'jp - 'x')/2p1 )P (sin[n('x'jp + 'x')/2p1 )P f ('x')d'x' 
sin[('x'jp - 'x')/2] sin[('x'jp +'x')/2] E 
= 1 j7f a('x' -,X,. )a('x" +,X,) sin[n('x'jp - 'x')/2p] sin[n('x'jp + 'x')/2p] f (,X,) d,X, 
2íTbn2p- 1 -7f JP JP sin[('x'jp - 'x')/2] sin[('x'jp + 'x')/2] . 
1 j7f T
= 2 ¿ h2 DT p ('x'jp - 'x')D p ('x'jp + 'x')f('x')d'x' 
íT t-7f 
Again, the only step different from the stationary case of Theorem 2 of Robinson (1995), is the bound 
for the integral in the interval [-'x'jp/2, 'x'jp/2]. The other problem is the destruction of the orthogonality 
between Fourier transforms and their real and imaginary parts. The last expression can be seen to be 
equal to 
where the last term follows form the approximate orthogonality for frequencies that are moving apart 
(Lemma 1). NO\v, we can study the integral in (19) splitting the range of integration in the following 
intervals, 
1!.~2>';P + l:J = O (f('x'jp)n- 1 l:;p IDJ('x'jp - 'x')DJ('x'jp + 'x')1 d'x') 
+0 (n- 1 r. j(,X,) \DJ('x'jp - 'x')DJ('x'jp + 'x')1 d'x')J2>.,p 
= O (f(,X,jp). n l - 2p f" ,X,-2P d,X, + n l - 2p ['Xi ,X,-2d-2Pd,X,) =O (J('x'jp)' jl-2p). 
J2>.j J>.j 
because 
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and 
1(" +L"I ~ o (1 (A;,)n-, {{'" +{J ID; (A;, - A)D; (A - Ak,) IdA) 
+0 (n-' {{'" + LJ!(A) ID; (A;, - A)D; (A - A,,)I dA) 
= O (fP,jp). n l- 2p ¡00 >..-2Pd>.. + nl-Zp roo >..-Zd-ZPd>..) 
J>.,p J>.,p 
= O (J(>"jp) . jl-2P) = O (Jjk . kl- 2p ) . 
:.'\ext, 
2 
O (n- I _ ,sup_ 0 f(>")IDJ(>"jp - >")IIDJ(>.. - >"kp) I r>'k / d>")>',p~>'~ >'.pl_ J->.;p 
= O (n- I[J(>"kp) + f(>"jp)]n Z- Zp >..;:>"~;p) 
= O([J(>"kp) + f(>"jp)] . k-Pjl-p) = O(Jjk k- P), 
P 
because p > d. Finally, 
(25) 
The first term is 
2p )O (n 1-2p>..I-p >.. -P f(>" )) = O(f(>'" ) . kl-PJ'-p) = O(f'k k l -kp (J-kI2)p JP JP J 
and the second term (25) is O(Jjk k l - Zp ) if f is integrable, and otherwise, making a change of variable 
similar as before, the contribution from this interval, after normalization by f;k and \vith the obvious 
notation, is of the same order as 
1 (>,. p/2 lallalj*(>..) Isin[n(>"jp - >")/2p] sin[n(>"kp - >")/2p] IP >..d >..d I>"I- Zd d>" 
2;obnzp - 1 J->'kPlz [J*(>"jp)f*(>"kp)]1/2 sin[(>"jp - >..)/2] sin[(>"kp - >")/2] JP kp 
2 
= 1. r kP lallalj*(>../n) I sin [>../2p] IP 
2ííbnzp J-1fkp [J*(>"jp)f*(>"kp)]llz sin[(2rrjp - >")/2n] sin[(2rrkp - >")/2n] 
x Cí~kP) d C~p) d 1~1-2d d>", 
and exactly the same bound holds as before for each sine function in the denominator, in terms of k 
and j, since they behave asymptotically in a similar way in this range of values of >... Because k < j 
sup Isin[(2rrjp - >")/2n]I-1 = O (( 1. )-1) , 
-1fkp~>.~7fkp n 
as 1/j + j /n --+ 0, and 
sup Isin[(27l"kp->")/2n]I-1 =0 ((~)-I). 
-7fkp~>'~1fkp n 
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Define !Jk = P.'kAj )-d. Now (21) can be bounded by 
O (n-1 sup jj'(A)D;;(A - Akp)1 (2)'j. IAjp - AIID;;(Ajp - A)ldA) 
(>'k.+>'j.)/2:S>'::;2>'j. J(>'k.+>'j.)/2 
(>,j.)'1 p
= O n-l. f(Ajp)Xjpl . n - A(/_k)p/2 Jo AID;; (A)ldA( 
= O(J(Ajp) ·r l 7]-P logn) = O(Jjkk- l 7]-Plogn), 
., >. . 
because J - ,. AID;;(A)ldA =O(n-1logn) for p 2: 2. 
( 1
o 
Next, for k 2: j /2, (22) is 
(>',·+>'j·)/2)1O n- sup 1J'(A)D;;(Ajp - A)I lA - AkPIID;;(A - Akp)ldA 
>. •• /2:S>,:S(>, •• +>'j.)/2 >'•• /2 
= O (n-, .I(A,,)A,; . n"-, f" AID;p.) IdA) 
= O(j(Akp)' k- l7]-P logn) = O(Jjk k- l7]-P logn), 
since f(Akp) = O(jjd if k 2: j/2, and when k < j/2, (22) is 
O (n- 1 sup . If(A) + f(Akp)IID~(Ajp - A)I ((>".+>'j.)/2ID~(A - AkP)ldA) 
>' •• /2:S>':S(>. •• +>.,.l/2 J>'•• /2 
~ O (n-, .If(A,,) + I (Aj,)] . nH AU~')'/2 f" ID;(A)ldA) 
= O([J(Akp) + f(Ajp)] . r p) = O(jjk k- P), 
using that j - k > j /2, P > d, and Jo>"· ID;; (A) IdA for p 2: 2. 
For k 2: j /2, (23) is 
((>',.+>'j.)/2) 
O n-1(Ajp - Akp) >,'.~~~>'j.IJ'(A)IID;;(Ajp - A)I J>. •• /2 ID;;(A - Akp)ldA( 
= O (n- I 7]' f(Akp)' Ak";r¡-P l>'JP ID;;(A),dA) 
= O(j(Akp)' k-l7]l-P) =O(jjk k- l 7]l-P), 
and when k < j/2 
( 1(>',·+>'j·)/2) O n- 1 suP . If(A) + f(Akp)IID;;(Ajp - A)I ID;;(A - Akp)ldA >' •• /2:S>':S(>' •• +>',.)/2 >' •• /2 
= O (n-, ·1f(A,,) + I (Aj,)] . nH Aj!, f" ID;(A)ldA) 
= O([J(Akp) + f(Ajp)] . r p) = O(Jjk k-P), 
\vith j - k> j/2 and p > d again. 
Then, for n and E chosen as before, for the following intervals in (24) we have 
30 
...._._---------------------------------------
and we can obtain an equivalent expression for sin[(21T(j -1) - A)/2n], substituting the (+21T) terms by 
(-21T). Therefore, in Hj(A) aH the terms up to order O(nr3+ j /n3) cancel out, since j3/n5 = o(j /n3), 
obtaining with j /n --+ 0, 
This result corresponds to the well known fact that the tails ofthe cosine Hanning window are decreasing 
at the rate IAI- 6 . Finally we have get, 
For the covariances between tapered Fourier transforms of XI, as before, we are led to the expression 
in the case of the analysis of (b) 
1"1 (-i(n + l)(Aj - A) i(n + l)(Aj + A))
'" h2 exp ? -81T L. t _" - 2 
x sin[n(Aj - A)/2] sin[n(Aj + A)/2] H'(A)H(-A)f (A)dA 
sin[A/2] sin[A/2] J J f 
1 f" 
27r L h~ J_" exp (-i(n + l)Aj) 
x sin[n(Aj - A)/2] sin[n(Aj + A)/2]Hj(A)Hj (-A)f(A)dA. 
Therefore, the only difference with respect to the previous integral for (a) in the restricted interval 
[-¡¡j, ¡¡j] is the cross product IHj(A)Hj (-A)I. However, the same bounds as before hold for each of the 
HJ functions, so we obtain the equivalent result 
and the same bound for that integral as for B. The contribution from the other intervals is from Velasco 
(1996) O(j-4), so the results follows. 
The obvious modifications apply for the cross terms at the frequencies Aj and Ak and the function 
Hk> exactly as in the non-tapered case, using now parts (c) and (d) of Theorem 2 in Velasco (1996) .• 
11 App~ndix C: Proof of Theorem 9 
Here we can proceed exactly as in the proof of Theorem 2 of Robinson (1995), since the time series is 
not invertible, but stationary, so the spectral density is \vell defined, and for example for the expectation 
of the periodogram we want to study the difference 
\Ve can consider the following intervals of integration as in the proof of Theorem 6, for the same choice 
of é, 
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Therefore, the bound is O((jk)d-Plogj), following part (c) of the theorem. 
A similar procedure for the last covariance term in the theorem corresponding to (d), 
can be followed easily, obtaining the same bound as for (c), since we do not need to distinguish between 
frequencies >"jp and >"kp too close.• 
10 Appendix B: Proof of Theorem 4 
The proof of this theorem follows the lines of the previous one with p =3, though the cosine bell is not 
of order 3 (but 1), except for the integration of the convolutions around the origin of f. Alternatively, 
we can use the proof of Theorem 2 in Velasco (1996) for the tapered Fourier transform using the cosine 
bell for stationary processes, taking special care of those intervals. 
For part (a), we consider the normalized expectation of the tapered periodogram is now 
Again we only need to concentrate in the interval [->"j/2, >"j/2]. All the other intervals contribute 
O(min{j-1,j-o}) and the term in [j/n]O is the bias term due to the normalization. [In Velasco (1996) 
only thecase a ~ 1 is considered, but the extension for any O< a < 1 is straightforward]. 
Then, \Ve can obtain, making a change of variable as in A of the proof of Theorem 1, that the 
contribution from this interval is bounded by 
2 2dB == IS~~~~2~~2d r:jf;~tlj~) sin [>../2] Isin[>../2n]I- HJ(>../n)d>.. 
2O (n- 2j2d i":j sin [>"/2]1>"1-2d H](>../n)d>..). 
So nmv it remains to bound Hj(>..jn) uniformly for values of >.. in [-7l"j,71"j]. Much as before, for a == 
(2írj - >")/2n -+ O, as n -+ 00, 
. 1 3 1 5 1 7 O ( 9)sm a = a - -a + -a - -a + a6 5! 7 ' 
so 
1 5(sina)-1 =a- + ~a + 3~oa3 + c· a + O(a7 ), 
1for sorne constant c. Similarly, since a- =O(n/j), 
. -1 [27l" (j + 1) - >..] a-1 [1- (~27l") ] +! [a + (+27l")] + 0(n/j3)
sm 2n 27l"J - >.. 6 2n 
7 [3 (+2rr)(27l"j->..)2] 0('/ 3)
+ 360 a + (2n)3 + J n 
5 (+2rr)(27l"j - >,,)4] O( '3/ 5)
+c [a + (2n)5 + J n 
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using the properties of KJ(>.) and the integrability of f outside the origino Note that here we can not 
include in the bound a term like f(>'jp) , because this is tending to zero with j /n -+ O. Then this is 
since, e.g. p> Idl + ~ and d< O. Next, for a sequence 6n = 6(n, j) with >'jp/6n -+ Oas n -+ 00, to be 
chosen optimally later, 
< [ ma.'( f(>') + f(>'jp)] r)..j/2 KJ (>'jp - >')d>'
)..jp/29:Són ) -Ó 
n 
= O (6;;2dnl-2P (" >.-2Pd>.) = O (6;;2d. jl-2P ) 
J)..jp/2 
= O (J(>'jp)' (j/n) 2d6;;2d. jl-2p). 
and, 
Ón 
< [max f(>') + f(>'jp)] r I<J(>'jp - >')d>'~:S)..:Sl J-~ 
= O(n l - 2P . 6~,-2p) = O (J(>'jp)' (j/n)2d. nl - 2P6;-2P). 
Identical bounds can be obtained when we split the interval [3>'jp/2, E] using a sequence 6n . Next 
< 
Finally, using Assumption 3 and the mean value theorem, for 1>'*1 ~ >'jp/2 
< [~:p//221>" 1'(>'*)1 KJ(>')d>' 
O (X;/-2d r)..jp/2 1>'IKJ(>')d>') 
J-)..¡p/2 
O(j(>'jp)' r 1). 
;\'OW, it remains to find the optimal choice of 6(n). This is given when 6;;2djl-2p = 6~-2Pnl-2p, so 
6n - (t)~ , 
n 
so the bounds are 
~ .?d- (2p_1)2 ,_ ])O f(>'jp) n2(p-dJ-l]- 2(p-d)-1 +] 1 • ( [ 
For d < O, p > 1, the exponent of n is positive, but for d fixed, can be made arbitrarily small with p 
big enough, and the exponent of j is negative, and can be made as big as we want in absolute value, 
increasing p as necessary. 
For the covariance terms the reasoning is exactly the same as, for example, in Theorem 6, using 
Lemmas 1 and 2, and considering the intervals with the optimal sequence 6n to control the leakage from 
high frequencies. • 
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