Abstract. We consider a semi-discrete car-following model and the macroscopic Aw-Rascle model for traffic flow given in Lagrangian form. The solution of the car-following model converges to a weak entropy solution of the system of hyperbolic balance laws with Cauchy initial data. For the homogeneous system, we allow vacuum in the initial data. By using properties of the semi-discrete model, we show that this solution of the hyperbolic system is stable in the L 1 -norm.
Introduction
We consider a semi-discrete model for traffic flow proposed by Aw, Klar, Materne and Rascle in [1] 
The functions τ δ k (t) and v δ k (t) are the inverse density (the distance to car k + 1) and velocity of car k, respectively. The Lagrangian position of car k on the roadway is y = kδ for some δ > 0, and t denotes the time variable. The function Q is a "pressure" function and R is a relaxation term.
After investigating the above model, we show that the solution converges to a weak entropy solution of the macroscopic Aw-Rascle model for traffic flow [2] as δ → 0. This model is a system of hyperbolic balance laws. In Lagrangian form the system is given as τ t − v y = 0 w t = R(τ, w)
where
τ (y, t) and v(y, t) are the inverse density and the velocity of cars on the roadway, and y ∈ R and t ∈ R + are the Lagrangian mass and time variable, respectively. For simplicity we write the system as u t + f (u) y = r(u),
where u = (τ, w), r(u) = (0, R(τ, w)) and f (u) = (−v, 0). The eigenvalues of the homogeneous system of hyperbolic conservation laws are λ 1 = Q (τ ) and λ 2 = 0, and for τ < ∞ the system is strictly hyperbolic. Further, the first wave family is genuinely nonlinear and the second family is linearly degenerate. The system is of Temple class, that is the curves of the shock and the rarefaction coincide. For τ = ∞ the eigenvalues coincide. A solution of the Cauchy problem with initial data in the domain
where w − > v + , will not contain vacuum. Consider the Riemann problem with initial data in D. In general, a solution consists of a left state that connects to a middle state by a shock or rarefaction wave with negative speed, and a contact wave with zero speed that connects the middle state to the right state. When the initial Riemann data takes values in the domain
vacuum will occur if v R > w L . A rarefaction wave connects the left state to vacuum and vacuum is connected to the right state by a contact wave with speed zero. As we will show in the final section, not all inadmissible discontinuities will violate the entropy condition given by an entropy inequality. However, we will show that our solutions connects to a vacuum state continuously from the left. A discussion of the solution of the Riemann problem, in Eulerian form, can be found in [2] . The system in Lagrangian form is equivalent to the system in Eulerian form, see [15] . The macroscopic model (2) was introduced by Aw and Rascle in 2000 [2] . In [1] a connection between a microscopic model and a semi-discretization of the macroscopic Aw-Rascle model is established. In the homogeneous case it is showed that the semi-discretization of the macroscopic model is the limit of the time discretization of the microscopic model. Our approach is different. We derive the Aw-Rascle model by considering the semi-discrete car-following model, and show that the limit is a weak entropy solution of this system.
The Aw-Rascle system is most commonly studied in Eulerian form. As long as vacuum is excluded, existence of a weak entropy solution to the hyperbolic Aw-Rascle system with initial data in D follows from the Temple property and the Glimm scheme, see [14, Chapter 5] . Also, the hyperbolic balance laws with initial data in D satisfy the assumptions made by Colombo and Corli in [5] , which yields well-posedness for strictly hyperbolic Temple system with source, assuming the eigenvalues are separated on every compact subset of D. When vacuum is included, the homogeneous system is not strictly hyperbolic, the eigenvalues are not separated in D V and there is no bound on the total variation of the (inverse) density. In [8] we show the existence of a weak entropy solution for Cauchy initial data in D V in the Eulerian formulation. In this paper we show that the weak entropy solution of the hyperbolic system of conservation laws obtained as a limit of the car-following model, is stable in the L 1 -norm. Our technique is to find and describe properties of the semi-discrete model, and then use these properties to obtain results for the macroscopic model. Under assumptions on the flux function and initial data which do not correspond to the assumption in this paper, a similar L 1 -stability estimate, for weak solutions of scalar conservations laws with a flux function depending discontinuously on the space variable, is proved in [13] .
For further discussions of the Aw-Rascle model, see [6] , [7] , [11] and [12] . In [3] , [9] and [10] the system is considered in Lagrangian form.
Assumptions and notation.
The function Q(τ ) is a smooth, positive and strictly decreasing function. The prototype of this function is
We will assume Q satisfies
On the domains D and D V the function τ has a lower, positive bound τ min given by Q(τ min ) = w + − v − . Thus, it follows that for τ 1 , τ 2 ≥ τ min > 0, Q(τ ) is Lipschitz in its argument,
for some constant L. The above assumptions are satisfied for the prototype function. The relaxation term R(τ, w) is assumed to be smooth and Lipschitz continuous in w and v,
where L R is some positive constant. Remember that w = v + Q(τ ). Further, the domains D and D V should be invariant domains for the relaxation part of the system, i.e. the second equation given in (2) . We consider the sign of w t along the edges of the domains and thus we assume R(τ, w) satisfies
It is not clear how to interpret the above technical requirement from a traffic point of view. However, we may note that it is satisfied by a commonly used relaxation term on the form
We now introduce some notation. Let Ω denote any bounded measurable subset of R. The purpose is to compute in L 1 (Ω) and tacitly draw conclusions about L 1 loc (R). The norm in L 1 (Ω) is denoted by · , and also when µ is a measure we write µ = |µ|(Ω). By "weak convergence" we shall mean convergence in the sense of distributions, and we use the harpoon for this. Further, we denote u
In the discrete case we denote τ = δ k |τ k |. For simplicity we will sometimes write u k instead of u δ k and u(t) instead of u(·, t). Furthermore, we let a ∨ b and a ∧ b denote max(a, b) and min(a, b), respectively.
1.2.
Overview and main results. First, in section 2 we consider the semi-discrete model. We investigate properties of the model and obtain results which will be useful later. Then, we start to consider the macroscopic model.
In section 3 we let the initial data take values in the domain D. Thus
and vacuum is not included in the solution. We find a bound on the total variation of (v δ , w δ ) and thus there is a bound on the total variation of the solution (τ δ , w δ ) of the semi-discrete system. When it comes to convergence we will employ filters instead of subsequences and we let U denote a free ultrafilter on N. In particular, whenever speaking of convergence of u δ , we really mean u δ → u as δ → U, i.e. for all > 0, there exists U ⊂ U such that for δ in U we have u δ − u < . As an alternative, and with only minimal modifications, we could employ more conventional diagonal arguments. This works just as well as the filters for single solutions. However, we are interested in obtaining solution semigroups, and for this purpose, the diagonal argument does not work because the space of initial functionsw is not separable with respect to the TV norm. If we had proved uniqueness, this point would of course be moot.
The following theorem is proved in section 3.
2 taking values in D. Let Q(·) and R(·, ·) satisfy (6)- (7) and (8)- (9), respectively. Then, the solution (
is a weak entropy solution of the macroscopic Aw-Rascle model (2) with Cauchy initial data (τ ,w).
We do not consider the problem of letting the relaxation time go to zero. This would amount to replacing R by κR and letting κ → ∞. With this change, our total variation estimates in section 2.1 would contain a multiplicative factor e 2κL R t , so other techniques (and possibly other assumptions) would be needed.
In section 4 we consider the homogeneous system, i.e. we assume R = 0. By using monotonicity properties of the solution for the semi-discrete system we prove stability of the solution in the L 1 -norm. The proof is inspired by [4] .
Theorem 2. Let (τ 1 , w 1 ) and (τ 2 , w 2 ) be two sets of initial data in BV(R) 2 taking values in D. Assume the initial data is constant for y ≥ Y and for y ≤ −Y . Let Q(·) satisfy (6)-(7) and R = 0.
Then, the two solutions (τ 1 , w 1 ) and (τ 2 , w 2 ) of system (2), obtained as a limit of the car-following model (1), satisfy
The presence of the initial data at Y , and more notably, the absence of initial data at −Y , in the stability estimate is due to negative characteristic speed.
We have proved existence of a semigroup
such that for each t > 0, the function (y, t) → S t (τ , w) = (S w tτ , w) is a weak entropy solution of system (2) with initial data (τ , w) in Γ. Further, for each t > 0, the map S t : Γ → Γ is stable with respect to the initial data.
In section 5 we include vacuum in the solution by letting the initial data take values in D V . Let V be a discrete subset of R and let ∆ = y∈V δ y be the counting measure on V and m the Lebesgue measure on R. Consider locally finite measures that are absolutely continuous with respect to m+∆ on R. We write these measures as
So if y ∈ V then h(y) ≥ 0 is the size of the vacuum at y (physically, the length of an empty road section). Define
:τ is a positive, locally finite measure given as in (11) and absolutely continuous with respect to m + ∆,
In order to handle vacuum in the initial data, we consider the Eulerian space coordinate x = x(y, t) and the definition of the inverse density, τ = ∂x/∂y. We prove existence and stability of the semigroup
and show that its trajectories are weak entropy solutions of the macroscopic system.
Theorem 3. Given initial data (τ , w) in Γ V , and let Q(·) satisfy (6)- (7) and R(τ, w) = 0. Assume w δ converges to w in L 1 loc (R) and letτ δ be given byx δ = ∂τ δ /∂y wherex δ (y) is a function which converges tox(y) = ∂τ δ /∂y pointwise a.e. Then, the solution τ δ (y, t) of the semi-discrete car-following model (1) converges to a weak entropy solution of the macroscopic Aw-Rascle model (2) with Cauchy initial data (τ , w), and the limit (τ , w) is in Γ V .
Further, let (τ 1 , w 1 ) and (τ 2 , w 2 ) be two sets of initial data satisfying the assumptions above and assume they are constant for |y| ≥ Y . Then, the solutionsτ 1 andτ 2 , obtained as the limits of the car-following model (1), satisfy
We may note that Bagnerini and Rascle [3] obtained a similar L 1 contraction principle with w 1 = w 2 and no vacuum. Their proof is based on a family of Kružkov-type entropies originally described by Baiti and Jenssen [4] .
We intend to tackle the uniqueness question using these entropies in a forthcoming paper.
In [2] , Aw and Rascle note a necessary lack of stability of the Riemann problem solutions near vacuum. This is in apparent contradiction to the above stability result. However, [2] considers the Eulerian model, while we consider the Lagrangian model. In Eulerian coordinates, a near vacuum is close to an actual vacuum, while this is not so Lagrangian coordinates. As an example, consider the Eulerian density ρ and corresponding Lagrangian inverse density τ :
Now ρ − ρ 0 → 0 when → 0, but since we must write τ 0 (y) = 2δ(y) + 1, we find τ − τ 0 = 4 − 2 → 0. This discontinuity in the conversion between Eulerian and Lagrangian coordinates explains the disparity.
The semi-discrete model
Consider individual cars driving on a roadway and let the Lagrangian position of a car denoted by k be given as y = kδ for some δ > 0. Let the set of indices k be given as
In order to define the model (1) for all values of y, let kδ < y ≤ (k + 1)δ, where
) and similarly for v δ (y, t). Thus the system turns into
Further, by integration of the first equation of the semi-discrete system with respect to t and use of the definition of v we get the equations
with the initial data given by
The above expressions will be useful in the final section.
2.1. Properties of the model with relaxation. Consider the semi-discrete system (14) with initial data as given above. First, we establish that the domains D and D V given by (3) and (4), respectively, are invariant regions for the system of ordinary differential equations.
Proof. Consider the boundary of D. For w = w − we want w t ≥ 0. Thus we require R(τ, w − ) ≥ 0.
Further, for w = w + we want w t ≤ 0, which is satisfied for R(τ, w + ) ≤ 0. We rewrite the last equation in (1) asv
Remember that Q is decreasing as a function of τ . For v k = v − , we have v k ≤ v k+1 and the last term in the above equality is non-negative. Thus, in order to havev k ≥ 0 we require R(τ, w) ≥ 0. Further, when v k = v + the last term is non-positive, and v t ≤ 0 if R(τ k , w) ≤ 0. Thus, requiring (9) yields invariance of the domain D with respect to the ordinary differential equations (1) . In order to show that D V is invariant, it remains to consider the states where w = v. Since (v − w) t → 0 when v − w → 0, we will never obtain a state where v > w.
Now we find a bound on the total variation of the variables (v δ , w δ ).
Proof. Our goal is to find a bound on the total variation of w δ (t) and v δ (t). Adding the equations forẇ k+1 and −ẇ k and multiplying by sign(w k+1 − w k ) yields
We want to obtain a similar estimate for v δ . The strategy is to estimate the difference between local extremes for v δ . Let {k i } give the points at which v δ attains local extreme values and thus we want to measure |v ki − v ki+1 |. For a local minimum in v k we have v k < v k+1 and for a local maximum in v k we have v k > v k+1 . Now, let v ki be a local minimum and v ki+1 be a local maximum. Thus
The inequality follows from the Lipschitz property of R as given by (8), and Q < 0 along with assumptions that makes each of the two terms containing Q non-positive. We sum over k in (17) and over k i in (18). Adding the two and using
The set {k i } depends on the time. However, the function
is continuous with respect to t. Further, we let f t be the lower right hand Dini derivative of f at t. What we just proved should be interpreted as f t ≤ 2L R f . Then, by an obvious extension of Grönwall's inequality using Dini derivatives,
for all t in [0, T ] and we are done.
A bound on the total variation of Q(τ δ ) follows from Q(τ ) = w − v. Next, we show that τ δ (t) and w δ (t) are Lipschitz in time as functions into L
and
Proof. Equation (1) yields
where the last inequality follows by Lemma 2, and
We want to find a discrete entropy inequality for the solution u δ . For hyperbolic systems an entropy/entropy flux pair (η, q) is a convex entropy η : U → R and a flux q : U → R satisfying
However, when we include vacuum, there does not exist any strictly convex entropy/entropy flux pair, see [8] . We define a semiconvex entropy η with corresponding flux q as an entropy satisfying η τ τ > 0 for τ < ∞. Further, an entropy solution is a weak solution that satisfies an entropy inequality for all such entropy/entropy flux pairs. The semiconvex entropy/entropy flux pairs of system (2) are
where τ 0 is a constant value and g = g(w − Q(τ )) is a smooth function in L ∞ (R) having continuous third order derivatives. In order to get strict convexity of η, we require g < 0. Consider discontinuities that do not connect to vacuum. If they are admissible they will satisfy the entropy inequality for all semiconvex entropies with corresponding entropy fluxes and the entropy inequality will fail for the inadmissible discontinuities [8] .
We have the following lemma.
Lemma 4. The solution u k satisfies the discrete entropy inequality
where q and η is given by (22).
Proof. Since η t = η τ τ t + η w w t and ∇ u η r = η w R = η w w t , we can rewrite the desired inequality as
Using (1) and (22) we rewrite this as
is concave, the above inequality holds, and the solution u δ of (1) satisfies (23).
2.2. Properties of the model with R = 0. In Theorem 2 and Theorem 3 we assume the systems are homogeneous. Then, w δ is constant in time, and system (14) turns into the equation
Let the function (y, t) → S δ,w tτ δ (y) be the solution of the above equation with initial dataτ δ (y) and w δ (y). We abuse the notation and denote the corresponding v by S δ,w tv δ . Sometimes we simplify the notation and write τ k (t) instead of S δ,w tτk . Consider two different sets of initial data (τ 1,δ , w 1,δ ) and (τ 2,δ , w 2,δ ), in BV(R) 2 satisfying the assumption given in the beginning of this section. For simplicity, we will sometimes writeτ i and w i forτ i,δ and w i,δ , respectively. An important property of the semi-discrete system is the monotonicity of S δ,w tτ with respect to the initial data . In order to prove two such results we will need the following trivial lemma.
Lemma 5. Assumeα = a(α, t) andβ = b(β, t), α(0) ≤ β(0) and a(ξ, t) < b(ξ, t) for all ξ, t. Then, α < β for all t > 0.
We now show that the solution S δ,w tτ (y) is monotone with respect toτ (y) and the difference w(y + δ) − w(y).
Proof. We will use backwards induction in the space variable to prove the lemma. Since τ
Consider the cases where
, which yields strict inequality in the calculation above,
Initially we have τ Before stating and proving the next lemma, we need to introduce some notation. Define
and let S δ,ω + tτk denote the solution of
with initial dataτ k and similarly for S δ,ω − tτk . Further, we denote
Then, the above assumptions and Lemma 6 implies the following results,
which will be useful. The waves of a hyperbolic system move with finite speed. Now we want to find a result for the discrete system which is analogous to the feature of finite speed of propagation.
Lemma 8. Given two sets of initial data (τ 1 , w) and (τ 2 , w) such thatτ 1 (y) =τ 2 (y) for y ≤ 0 and an arbitrary > 0. Let k j be given such that
In particular
Proof. The final estimate follows from the first one by setting j = 2 and replacing the sum on the left by a single term. Our goal is to find a bound for |τ 1 (kδ, t) − τ 2 (kδ, t)| which gives, as δ becomes small, that |τ 1 (kδ, t) − τ 2 (kδ, t)| ≈ 0 for kδ < −Lt. Consider two sets of initial data (τ 1 , w) and (τ 2 , w) such thatτ 1 (y) =τ 2 (y) for y ≤ 0. We use the notation and result introduced in (26)-(31). The idea is to approximate the integral
Consider a test function ψ(y) in C ∞ satisfying ψ ≤ 0, and
We shall pretend that ψ = 4. This is not possible, but we can get as close as we wish, which is all that is needed for the estimate. Given an > δ. Let φ(y) = ψ(y/ ) and define the test function
Notice that
We first find an upper bound for I 0 (t). Since Q is decreasing with respect to τ and Q ∞ ≤ w + we get
Thus, by integration we obtain an upper bound for I 0 (t),
Next we want to find an estimate for I j+1 (t). For simplicity, in the calculation below we write φ k for φ
The last equality follows by summation by parts and the inequality is a consequence of the Lipschitz continuity of Q(τ ). Note that Q is decreasing with respect to τ . The mean value theorem implies
where we once more have used the mean value theorem. Thus, integration with respect to time yields
since J j (0) = 0. Inequality (32) combined with the bound of J j (t) in the previous inequality yields,
Thus, it follows by induction that
Next we extend the result to arbitrary initial data (τ 1 , w) and (τ 2 , w) satisfyingτ 1 =τ 2 for y ≤ 0. By inequality (30) we have τ
Next we show stability in the L 1 -norm of S δ,w tτ with respect to the initial data. Lemma 9.
Proof. We make use of the notation and the results given in (26)-(31). Thus,
By using equation (27) on the right hand side we get
The inequality follows by τ
, the result for the total variation given in (31) and Q(τ ) being decreasing with respect to τ . Integration and inequality (30) yields
We now find an upper bound for the solution τ k . It will be used later to find necessary conditions for the appearance of a vacuum in the solution.
Lemma 10. Given some y < 0. Assumeτ < M on [y, 0] and w k − w k−1 < δL w for y ≤ kδ < 0. Then,
Proof. Fix an y < 0 such that y ≤ −δ and let k y be given such that y ∈ (k y , k y + 1]δ. First, assume the initial dataτ k and the difference w k+1 − w k are monotone for all k = k y , . . . , −2, i.e. they satisfy (25). Summing from k = k y to k = −2 in equation (24) yields
since Q(τ ky ) ≤ w ky ≤ w + . By integration we get
and the monotonicity property in Lemma 7 implies
Next, consider initial data which is not monotone on [y, 0], and hence they do not satisfy (25). However, we define a constant functionτ = M such that τ k ≤ M and a functionw so that w k+1 −w k = L w δ for all k = k y , . . . , −2. Thus, the estimate in (34) holds for Sw ,δ tτ . Since the solution is monotone with respect to the initial data as given in Lemma 6, we get S w,δ tτ ≤ Sw ,δ tτ , which concludes the proof.
Proof of Theorem 1
We want to prove convergence of u δ to a weak entropy solution of the macroscopic system. By assumption, the initial data (τ ,w) is in BV(R) 2 and takes values in D. Further, the piecewise constant initial dataτ δ and w δ are constructed such thatτ
First we show convergence of the sequence u δ (t) to some limit u(t) in L 
By Lemma 2, the total variation of w δ and v δ is bounded for finite times, which implies boundedness of the total variation of Q(τ δ ). Since 0 < τ min ≤ τ δ ≤ τ max < ∞ and Q (τ ) < 0, the function (Q −1 ) is bounded. Thus, we obtain a uniform bound on the total variation of u δ (t),
and has uniformly bounded total variation. Thus the closure of the set {u δ } is compact in L 1 (Ω) 2 , and u δ (y, t) converges to some limit u(y, t) in
by (35) the limit u(t) is in BV(R)
2 and by (19)- (20) it is Lipschitz in time. Our next goal is to show that the limit u(y, t) is a weak solution of the macroscopic system (2). Multiply system (1) by δ and a test function φ(y k , t) in C ∞ 0 (R × R), integrate over time and sum over k. We obtain
using integration and summation by parts. Now
Defining φ δ so that φ δ (y, t) = φ(y k , t) when y ∈ (y k , y k+1 ], the first two terms are similarly rewritten, with the final result
As δ → U, φ δ → φ and φ δ t → φ t uniformly, and the other terms converge in L 1 . Thus
A similar, somewhat simpler calculation leads from
using that R(τ, w) is Lipschitz in its arguments. Hence the limit is a weak solution of system (2) with initial data (τ ,w). It remains to prove that this weak solution (τ, w) of (2) satisfies an entropy condition. We do this by showing that the discrete entropy inequality (23) implies an entropy inequality for macroscopic system as δ → 0. Multiply the discrete entropy inequality (23) by δ and a non-negative test function φ(y k , t) in C ∞ 0 (R × R + ), sum over k and integrate in time. Then
by integration and summation by parts. We make use of the same technique as previously to arrive at
Since the first and second partial derivatives of η and q are uniformly bounded, it follows that η(u δ ), q(u δ ) and ∇ u η(u δ ) converges to η(u), q(u) and
loc . Further, the function r(u δ ) is Lipschitz in its argument. Thus, as δ → U, we get
and the limit u(y, t) is a weak entropy solution of the macroscopic system (2).
Proof of Theorem 2
In this section we assume the macroscopic system is a system of hyperbolic conservation laws, i.e we assume R(τ, w) = 0. The goal is to show that the solution τ (y) is stable in L 1 with respect to the initial data. Consider two different set of initial data, (τ 1 , w 1 ) and (τ 2 , w 2 ), in BV(R) 2 taking values in D. The initial data is constant for y ≤ −Y and y ≥ Y . Further, for i = 1, 2, the piecewise constant initial dataτ i,δ and w i,δ are constructed such thatτ
Consider the discrete L
1 -stability estimate given by inequality (33) in Lemma 9. By construction,
By the same argument, the discrete estimate for Lipschitz continuity in time given in (19) also holds for the limit. However, since R = 0, the constant L R also equals zero. Thus, the proofs and estimates in Lemma 2 and Lemma 3 simplify, and we get TV(v) ≤ TV(v) and
Finally, combining this with (39) by the triangle inequality yields
, which concludes the proof of Theorem 2.
Proof of Theorem 3
We make use of the same notation and assumptions as given in the two previous sections. However, we allow vacuum to occur and thus we replace the domain D by the domain D V given by (4) . Further, since vacuum is included, the initialτ and the solutionτ are locally finite measures. For simplicity we will denote the initial data asτ .
When vacuum is included in the solution, τ is not bounded in L ∞ . Therefore, in addition to τ we will also consider the Eulerian coordinate x = x(y, t) given by
By integration we get
The semi-discrete x δ k (t) = x δ (kδ, t) is given by equation (15) . By rewriting and recursion we obtain the definition of x δ ,
and for kδ < y ≤ (k + 1)δ,
Clearly, by considering the above formulas it follows that x δ (y, t) is a continuous, piecewise linear, strictly increasing and bounded function. Further,
loc (R) and by (40) so is x δ (y). Moreover, x δ (t) is uniformly Lipschitz continuous with respect to t. This follows by integrating the second equation in (15) with respect to time,
On the other hand, x δ (y) is strictly increasing and differentiable a.e. with respect to y, and τ δ (y) is piecewise constant and measurable.
Fix y and t and consider the sequence x δ (y, t). Since the closure of {x δ } is compact, it follows that x δ (t) → x(t) pointwise as δ → U. Further, since x δ (y) is uniformly bounded in L ∞ and has uniformly bounded total variation, Helly's theorem yields convergence of x δ to x in L 1 loc (R). By considering the same ultrafilter U, the convergence extends to all y in Ω and all t in [0, T ]. By a standard argument we have that the derivative of x δ (y) converges weakly to the derivative of x(y), that is τ δ τ . Our goal is next to show that this limitτ is a weak solution of system (2) . By Lemma 1 and 2 it is clear that v δ and w δ are uniformly bounded in L ∞ and have uniformly bounded total variation, even when vacuum is included. Thus, by Helly's theorem, v δ → v, and w δ → w in L 1 loc (R) for all times t in [0, T ] as δ → U. This implies that also the function Q(τ δ ) converges to the limit
. From section 3 we know that the discrete function τ δ satisfies (36), that is It remains to show that the limit χ equals Q(τ ). In order to handle this we will have to put some restrictions on the function w, namely that the set V , at which w(y − ) < w(y + ), is discrete. Also we will have to show that, when vacuum is presented in the initial data, we do get weak convergence ofτ δ toτ .
5.1. The vacuum state. We will now discuss some features related to the vacuum state and derive some properties of the hyperbolic system. In Lagrangian coordinates a vacuum state in the solution of the macroscopic system is concentrated at a single point y. In order to see this, consider the Riemann problem. In a solution that contains vacuum, from the left a state u L will be connected to vacuum by a rarefaction and to the right vacuum will be connected to a right state u R by a contact discontinuity. The eigenvalues coincide for τ = ∞, and thus λ 1 = λ 2 = 0.
We now assume that the initial data (τ , w) is in Γ V as defined in (12) . The piecewise constant data w δ (y) is constructed such that w δ (y) converges to w(y) pointwise and in L 1 loc (R) as δ → U. Since the set V of points at which w(y − ) < w(y + ) is countable and discrete it follows that, if
Then, given the assumptions on the initial data specified above, we will now show that the possible locations of vacuum in the solution are exactly the points where w(y − ) < w(y + ), or where vacuum occurs initially. This will enable us to control the positions of vacuum.
Lemma 11. Vacuum can not occur outside V .
Proof. Consider a value y / ∈ V . Since V is discrete there exist an interval (a, b) such that (a, b)∩V = ∅ and y in in (a, b) . Further, by assumptions, we have w(b) − w(a) ≤ L w (b − a) and thus Lemma 10 yields boundedness of τ (y) as δ → 0. On the other hand, if y ∈ V , that is w(y − ) < w(y + ), Lemma 10 implies that τ (y, t) may go to infinity as δ → 0.
5.2.
Vacuum in the initial data. Ifτ (y) = ∞ at some values y in Ω, it is not possible to find a piecewise continuous functionτ δ (y) that converges toτ (y) in L 1 loc (R). Therefore, we will now consider the functionx(y). Sincex(y) given as in equation (40) is strictly increasing,x(y) is differentiable a.e. and ∂x ∂y =τ (y) is measurable. In order to discretizex(y), we will need the following general result.
Lemma 12.
Let Ω ⊂ R be compact and x : Ω → R be strictly increasing and bounded with discontinuities located at values in a set V . Then the set V is countable and there exists a piecewise linear strictly increasing function x δ such that x δ (y) converges pointwise to x(y) on Ω \ V . Further, the convergence is uniform on Ω \ U , where U ⊃ V is open.
Proof. Given δ > 0 and a constant K such that |Ω| = Kδ. Let
δ converges pointwise to x on Ω \ U , we have, for some δ > 0,
If a i < y < b i , the monotonicity of x δ yields
and x(a i ) < x(y) < x(b i ). Finally, by combining the above inequalities, we obtain
which implies uniform convergence of x δ on Ω \ U .
Since the function x(y) is increasing, the set at which it is discontinuous is countable. Thus the set V is countable.
The initialx is given by the initialτ . Approximatex by a piecewise linear functionx δ satisfyinḡ x δ (y k ) =x(y k ) where y k = kδ for k = −K, . . . , K. By the proof of the above lemma,x δ converges tox pointwise a.e. Further,x δ is uniformly bounded on Ω andx δ is in L 1 (Ω). Now we want to show convergence ofx δ in L 1 (Ω). The uniform convergence yields convergence in
and the above estimate can be made small since x and x δ are bounded and |U | is arbitrary small. Thus we get x δ −x → 0 as δ → 0. Considerτ δ . The above convergence result impliesx δ x, and we getτ δ τ , which is the result we need for the discretization of the initial data. Note that including vacuum in the initial data does not put any restrictions on w or the set V .
Existence of a weak solution.
We will now use the properties of x δ discussed above to complete the proof of existence of a weak solution. It remains to show that
, and the limit x(y, t) is a monotone and piecewise continuous function of y.
Proof. First, fix y and t and consider the sequence x δ (y, t). The closure of {x δ } is compact, and hence x δ (t) → x(t) pointwise as δ → U. By considering the same ultrafilter U the pointwise convergence extends to all y in Ω and all t in [0, T ]. Since x δ (y, t) is monotone the same is true for the limit x(y, t).
Further, the set V is countable and discrete. Let V ⊂ U , where U is an open set. By Lemma 10 τ δ (y) is uniformly bounded on Ω \ U . Then, x δ is uniformly Lipschitz, that is
The same is true for the limit. Since x δ is increasing, uniformly Lipschitz and x δ → x pointwise on Ω \ U , it follows, by an argument similar to the one given in the proof of Lemma 12 , that x δ → x uniformly on Ω \ U . Hence the limit x(y, t) is continuous. It remains to show convergence in the L 1 -norm. The uniform convergence on Ω \ U yields converges of
(Ω) and uniformly bounded. Thus, for a fixed value of t the convergence of
follows by an argument similar to the one given in (44), which yields convergence in L 1 loc (Ω) ofx δ . Further, the convergence extends to all times t in [0, T ] by considering the same ultrafilter U.
Since x(y) is monotone and piecewise continuous, it is differentiable a.e. on R andτ is a positive Radon measure consisting of an absolutely continuous and a singular part,
For our specific choice of V , that is V is a discrete set, the singular part of the measure is discrete. We write the measure as dτ = τ dy + h d∆. 
Notice that ∆(Ω \ V ) = 0 and τ (V ) = 0. In order to find h(y, t) we assume for simplicity that V = {0}. By inserting the expression τ (y, t) = h(y, t)δ(y) into the weak formulation of (2) and integrating across y = 0 we findḣ(0, t) = v(0 + , t) − v(0 − , t). By assumption the set V is discrete. Extending the above result to the given set V yieldsḣ (y, t) = v(y
Further, since,τ 
as well, since V has measure zero and Q(τ δ ) is uniformly bounded. As noted in the text after (43), this is what remained to prove (the other requirement was taken care of at the end of section 5.2). This completes the proof of Theorem 3.
We conclude this section with an auxiliary result. Assume for simplicity that V = {0} and let φ(y) ∈ C 0 (R). Our next goal is to show that
Let k δ be given such that k δ δ < − ≤ (k δ + 1)δ and consider the interval [− , 0],
First, let δ → 0 in the above inequality. By the pointwise convergence of τ δ (y) and w δ (y) and the boundedness of Q , we obtain convergence of v 0 and v k δ to v(0 + ) and v(− ), respectively. In the limit we get
Next, let → 0. The first term on the right hand side goes to 0, sinceτ is a locally integrable function plus h(0, 0) times a delta at y = 0. Since v(− ) → v(0 − ), the last term on the right hand side goes to 0 and we have proved (49).
Entropy.
Our goal is now to show that the limitτ = S w tτ is entropy admissible. By section 3 we know that the absolutely continuous part τ is a weak entropy solution of (2) Since g < 0 and g is defined in the range of w − Q(τ ) over D V , a closed bounded interval, g and g are bounded. Clearly, q(τ δ , w δ ) is uniformly bounded on compact subsets of R. Consider the formula for η given by (22). Since
we consider, instead of η, a measureη given by
where η dy and dή are the absolutely continuous and singular part, respectively. According to the discussion of the discrete model, we choose w to be continuous from the left, that is w(y) = w(y − ) for all y. Recall thatή is supported on V . When we assume the set V is discrete, the entropy is given as
By the expression of η given by (22) and the estimate forτ (Ω) in (48) we get
andη is a locally finite measure. From the discussion in section 3 where vacuum is not included we obtained an entropy inequality (37) for the solution of the discrete system,
We have weak convergence of τ δ andτ δ and convergence of v δ and w
η(τ δ , w δ ) converges weakly to some limitη as δ → U. We have to show that the limitη equalŝ η(τ , w). For simplicity assume V = {0}, so vacuum is only possible at y = 0. For > 0 consider the domains R \ [− , 0] and [− , 0]. Thus,
where the final equality is a consequence of η(τ 
Consider the integral with respect to ξ in the first term on the right hand side in the above inequality. Let ξ 0 be an arbitrary value of τ . For ξ > ξ 0 we have |−g (w δ − Q(ξ)) + g (w δ )| < 1 , where 1 > 0. We split the integral into two terms. For the integral from τ 0 to ξ 0 we get an upper bound by using the Lipschitz continuity of g and Q and the boundedness of τ 0 and ξ 0 . On the other hand, the integral from ξ 0 to τ δ is bounded by 1 τ δ . Thus,
We let δ → 0 in the above estimate. By the weak convergence of τ δ toτ we obtain
Next, let → 0. The middle term converges to 1 φ ∞ h(0) by using (49). Further, the value 1 could be made arbitrary small by choosing ξ 0 big. Thus we get
which equals the discrete part ofη. By combining this result and inequality (51) we see that the limitη equalsη(τ , w) and hence η(τ δ , w δ ) η as δ → 0. Now we return to the discrete entropy inequality (50). The weak convergence result discussed above and the uniform convergence of φ δ and φ δ t yields
and the weak solutionτ satisfies an entropy inequality. Next we investigate the entropy production across a vacuum state. By physical considerations and by the solution of the Riemann problem, it should not be admissible to connect a left state to a vacuum state by a discontinuity. Assume a vacuum is located in y = 0. Consider a non-physical solution given by a vacuum state in y = 0 and a constant state (τ L , w L ) for y < 0. To the right of the vacuum the solution is the constant state (τ R , w R ). We insert the expressions ofη and q into the entropy inequality given by (52),
The equality follows by partial integration with respect to time and integration with respect to y, the expression of h(y, t) as given by (47) and, since τ is constant in time, η t = 0. The above inequality holds if
there exists a function g such that the entropy inequality fails. Furthermore, for w L > v R the inequality fails by the concavity of g. In conclusion, the above discussion shows that not all the inadmissible discontinuities violate the entropy condition. However, we have the following lemma.
Lemma 14.
Assume vacuum is present at y = 0, that is h(0) > 0 in (11), for t > 0. Then
It follows that the solutionτ is not bounded to the left of a vacuum. Hence a left state can not be connected directly to a vacuum state by a contact discontinuity. Note that this result and the entropy inequality given by (52) tell us that the weak solution dτ = τ dy + dτ is an entropy admissible solution.
Proof. We start by proving that lim sup y→0 −τ (y) = ∞ by a contradiction. Let 0 ∈ V , and assumē τ < M < ∞ where M is a positive constant. Fix a y ≤ −δ and let k y be given such that y ∈ (k y , k y + 1]δ. Consider the discrete entropy inequality (23) with r = 0. By summing from k = k y to k = −2 we achieve where C is a positive constant. The above inequality is a contradiction, and thus lim sup y→0 − τ (y) = ∞. Consider the initial data (τ , w) and assumeτ (0) = ∞. If lim sup y→0 −τ (y) < ∞, it follows by the above proof that, if there is still a vacuum present at y = 0 at some time t, that lim sup y→0 − τ (y) < ∞. On the other hand, if lim sup y→0 −τ (y) = ∞ the above proof does not hold. However, consider two sets of initial data, (τ 1 , w) and (τ 2 , w) such thatτ 1 ≤τ 2 andτ 1 (0) =τ 2 (0) = ∞. Assume lim sup y→0 −τ 1 (y) < lim sup y→0 −τ 2 (y) = ∞, and thus by the above result lim sup y→0 − τ 1 (y, t) = ∞. The monotonicity property given in Lemma 6 yields that also lim sup y→0 − τ 2 (y, t) = ∞. Now, we use lim sup y→0 − τ (y) = ∞ and TV(Q(τ )) < M < ∞ to conclude that lim y→0 − τ (y) = ∞. The function Q(τ ) is decreasing with respect to τ . Hence, lim sup y→0 − τ (y) = ∞ implies that lim inf y→0 − Q(τ (y)) = 0. Since the total variation of Q(τ ) is bounded, the limit lim y→0 − Q(τ (y)) exists and it follows by the the limit inferior at 0 − that it equals 0. Hence lim y→0 − τ (y) = ∞.
5.5.
Continuous dependence on the initial data. We want to show stability of the solutionτ with respect to the initial data. The proof is similar to the one given in section 4 and we consider the discrete L 1 -estimate given by inequality (33). Since we allow vacuum, we now do not have convergence of τ δ (y, t) in L Further, by construction, TV(w 1,δ − w 2,δ ) ≤ TV(w 1 − w 2 ). We need to find a way to handle the term τ 1,δ −τ 2,δ . We consider initial data (τ 1 , w 1 ) and (τ 2 , w 2 ) taking values in D V with correspondingx 1 and x 2 , respectively. Since we are interested in τ , i.e. the derivative of x(y) with respect to y, the valuē x K is of no importance. We choosex Now we turn back to the discrete L 1 -stability estimate. According to the construction of the discrete initial data and the above estimate we get
and the solution is stable with respect to the L 1 -norm. It remains to consider the stability in time. A discrete Lipschitz estimate in time is given by inequality (19). Since R = 0, the results in Lemma 2 and Lemma 3 simplify. By the same argument as above, we get, by letting δ → U, τ (t) −τ (s) ≤ TV(v)|t − s|.
Combining the above results by the triangle inequality yields
which completes the proof of Theorem 3.
Conclusion and acknowledgment
We have derived the macroscopic Aw-Rascle model for traffic flow (2) in Lagrangian form directly from the microscopic car-following model (1) . By carefully investigating the discrete model and taking the limit δ → 0 directly we obtain the existence of a continuous semigroup whose trajectories are weak entropy solutions of the macroscopic system. We have not, however, proved the uniqueness of this semigroup.
