H n (x) = F(x)\H n . 1 
(^JdG(z).

Thus, H(x) is a stationary distribution for (1) iff
B(x) = F(x)\fffydG(z).
In next theorem we identify the subclass of the class of stationary distribution H arising in our model in the case when A\ has a beta(r,l) distribution function. 
THEOREM 1. Let H(x) be a distribution function such that h(x) = H'(x) exists. Assume that G(x) is a beta(r,l) distribution function. Then the following statements are equivalent: (a) H is a stationary distribution for (1) corresponding to random variable A\ having a beta(r,l) distribution function (and F is
is a beta(r-+ 1,1) and H is a stationary distribution for (1).
The asymptotic tail behaviour of the solution of the random equation
For easy reference we give definition and some properties of regularly varying functions (more informations about this class of function can be found for instance in [8] 
The domain of attraction of $0(x) = exp{-x _a }, x > 0 is related to regular variation, namely (cf. [8] ): Proposition 1. lim^oo F n (a n x) = $a(x) iff 1-F is regularly varying at oo with index -a < 0, where a n = [inf{x :
and X is a random variable with distribution function F then E(X + ) 1 < oo, 0 < 7 < a, where X+ = max(X,0).
To get the main result of this Section we need the following lemmas: 2 EC n a± * < 00, n=1 then
Proof. Let C -cr{C n , n > 1} . By Theorem 2.3 in [5] we have for fixed u>
Hence to obtain (3) it is enough to show that
but it follows from the calculations in the proof of Theorem 2.1 in [9] .
We are now in a position to prove the main result of this Section. THEOREM 2. Let {X n ,n > 1} be defined by (1) where B\ is unbounded above. Suppose that 1 -F is regularly varying at oo with index -a < 0. Then
Proof. We see at once that E log A\ < 0, which is clear from Jensen's inequality and assumption 0 < A\ < 1 a.s. Moreover, as 1 -F is regularly varying at oo with index -a < 0, it follows from Proposition 2 and Jensen's inequality that E logmax(.E?i, 1) < oo. Therefore Lemma 1 gives X^ = d V^idllTi 1 Ai)B n < oo a.s. and the law of X^ is the unique law such that
The task is now to get (4) . Following ideas of Corollary 3.1 in [9] we set C n = nrji 1 Ai and it is easily seen that EC°± r > = Tn=i( E^T ' 1 < oo, which by Lemma 2 establishes the formula (4), and completes the proof.
Extreme value property of the random equation
We will denote by N n the point process of exceedances of the level u n defined by N n (A) = 6 A : & > u n , 1 < i < n}, where > 1} is a stationary sequence of random variables and A C (0,1]. We write N^ for the exceedance point process coresponding to the level u n (r).
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We need the mixing condition A(u n ), which is defined as follow (cf. [6] ). Let {ti ra , n > 1} be a sequence of constants and let Bj(u n ) be the <7-field generated by the events < u n }, i < s < j. [7] ).
In this paper we will restrict our attention to the stationary Markov chains with positive extremal index (see for instance [6] for the definition of the extremal index).
Let us notice that the stationary process defined by (1) has positive extremal index 6 = 1 -E A" (for u n (r) = a n r~«( 1 -J5Af) -«, where a n > 0 are constants such that lim n(l -F(a n x)) = x~a n-* oo we have lim P(MW < «"(r)) = n-* oo and, by Theorem 2, lim nP(Xi > u n (r)) = r n-•oo for aH r > 0).
The following theorem, which may be concluded immediately from Theorem 3.2 and Corollary 3.4 in [7] , will play the key role in proving the main result of this section. 
Moreover, i/ ¿s a random variable such that P(A$ < x) = H^(x), where H% is defined by (6) and A^ < 1 a.s. we have n(i)
= 9(1-0)® -1 , t > 1,
with 0=1-EA
We are now ready to prove our main result: THEOREM 4. Lei {X n ,n > 1} 6e defined by (1) where B\ is unbounded above. Let {X n , n > 1} /ias a siafe space 5 sucA i/iai sup S = 00 and /eZ If a n > 0 are constants such that limn-too n(l -F(a n x)) = x a , then for each k = 1,2,..., (8) lim P(Mf < a n r«i)
--(^EE^ir.iW-^ where 6 = 1-EAf.
Proof. The proof is an application of Theorem 3. We are required to show that A(u"(rro)) holds for tq = 1 and each r > 0 with u n (r) = a n [(l-EA?)r}-i.
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As in the proof of Theorem 3 in [2] we observe that ( 
9) \P(AnB)-P{A)P(B)\ < \P(AnB\E)-P(A\E)P(B\E)\ + 0(P(E c )),
where P{E) > 0. We first show that where Ij e S n = {^,(-oo,« n ],(«",oo), R}.
With assumption 0 < A\ < 1 a.s. we have {x m +i n e i m +i n }r\E = {B m+ i n e i m +i n }n£.
Moreover, P(B* D E) = P(B)P(E)
, where n
for k > m + l n , X m+ , n = B m+ln and P(A* n B* n E) = P(B)P(A* n E) which gives P(A* n B*\E) =
P(A*\E)P{B*\E).
Accordingly to (9) it remains to prove that lim^oo P(E C ) = 0. We set
where H is the stationary distribution of (1). We split the integral into two parts with the point [(1 -EA")tq]~ « a n *, where tq > 0 is such that exp(-(1 -EA^)tq) < e, e > 0 and n* = l n -1. We have
-oo -exp(-(1 -
as n -y oo. 
j-p+l
As {A n , n > 1} is independent of Xo and X n > A n a.s., n > 1 we have (B) < p n P(X 1 > u n (l)) a nd PnP(X 1 > w n (l)) converges to 0 as n -• 00. Since (11) is a Laplace transform of compound Poisson process, we conclude (cf. [6] ) that where ir**(i) is j-fold convolution of probability distribution 7r(i) = (1 - Finally, taking r = x~a, where x > 0 we obtain (8) , which completes the proof.
