A system identification method combining the virtues of the Volterra series and Hilbert-Huang transform and developed for the modelling of the nonlinear dynamic pressure fluctuation inside the chamber of an Oscillating Water Column wave energy converter (OWC-WEC) is presented. The proposed method is validated for the case where the excitation corresponds to a general nonlinear stationary signal.
INTRODUCTION
A novel system identification scheme developed for the approximation of the nonlinear dynamic pressure response of a fixed Oscillating Water Column (OWC) is presented.
The novelty of the proposed identification concept against more established system identification techniques, such as the ones presented in the works of Palm (1978) , Schetzen (1980) , Rugh (1981) , Billings (1980) , Leontaridis and Billings (1985) , Haber and Unbehauen (1990) , Orcioni et al (2005) , Ogunfumi (2007) , is located in: a) the conceptual realization of an input (the sea wave excitation)-dependent Volterra-type systemic model and b) the efficient implementation of a contemporary timefrequency transform, Hilbert-Huang, into both the sea wave excitation and the systemic elements of the proposed scheme.
Following the work of Evans and Porter (1995) , Falcao and Justino (1999) , Gkikas et al (2006) and Gkikas (2013) the physical modeling of an onshore OWC-WEC, presented in Fig. 1 , is realized by coupling a linear hydrodynamic formulation of the ambient and the in-chamber wave field with a nonlinear thermodynamic system.
The hydrodynamic problem is partitioned into a scattering and a radiating sub-problem, formulated within the context of 2-D linear water wave theory and numerically solved in the frequency domain for a finite-thickness front wall. The equivalent systemic analogues are obtained by deriving the frequency transfer functions for the spatially averaged inchamber wave elevation, see Gkikas (2103) . However, in order to keep the analysis and complexity at relatively reasonable levels as well as for reasons of space, no further analysis will be made with respect to the hydrodynamic problem and focus is given only on the thermodynamic and the systemic part of the approach. The excitation corresponds to the spatial mean of the wave elevation inside the chamber acting as a coupling link between the hydrodynamic and the thermodynamic parts, see Gkikas (2013) and Gkikas and Athanassoulis (2014) .
Fig. 1. Domain decomposition.
The thermodynamic system is derived from open-systems thermodynamic theory, according to Bejan (1997) and Gyftopoulos and Beretta (1991) . The resulting two degree of freedom nonlinear dynamical system is numerically solved in the time-domain, and the dynamic fluctuations of the inchamber air temperature, mass and pressure are estimated. The equivalent systemic representation is a Wiener-Hammerstein (W-H) system defined on a joint frequency-amplitude lattice, Ngoya (2008) . This definition is dictated by the nonlinear features of the internal dynamic pressure which exhibit a strong but arbitrary dependence on the oscillatory characteristics of the excitation.
To tame and quantify such characteristics, a series of monochromatic excitations is initially applied on the thermodynamic system. The excitation corresponds to the spatially averaged wave elevation oscillating inside the OWC chamber and for several combinations of amplitude and frequency. Based on the nonlinear spectral characteristics of the dynamic pressure responses, identified by applying Fourier transforms on the corresponding time series, a set of filter banks and static polynomial coefficient banks was constructed so that a direct association between the excitation and the systemic scheme is achieved. Furthermore, the extension and application of the method for multi-chromatic excitation cases, irregular seas is also presented along with the features and implementation of the Hilbert-Huang transform. The latter is used in order decompose the excitation to a low number of nonlinear modes, to be used as input, and thus the overall computational complexity of the corresponding multichromatic systemic model is kept at a minimum level.
THE OWC THERMODYNAMIC SYSTEM
The system of differential equations for the OWC thermodynamic system is derived from the 1 st Law of thermodynamics and the mass conservation equation (for a valve-simulating air turbine) for open thermodynamic systems. The resulting model is a two-phase "compressiondecompression" system presented below:
. (Dixon, 1989; Falcao and Justino, 1999) . For the direct numerical simulations (DNS) a 4 th order RungeKutta method with a fixed time step of 0.1s (10 Hz sampling frequency), was implemented on the system of equations presented in Eqs. (3)- (9) and for the following OWC geometrical characteristics and thermodynamic properties:
THE HILBERT-HUANG VOLTERRA NONLINEAR SYSTEM IDENTIFICATION METHOD
The nonlinear features of the internal dynamic pressure exhibit a strong but arbitrary dependence on the oscillatory characteristics of the excitation. To illustrate this dependency, the ratios between the magnitudes of the first three harmonics, i.e.,
computed for a variety of frequency( ) f -amplitude A ( ) combinations of practical interest and displayed below.
Fig. 2(a).
A
Fig. 2(b).
From Fig. 2 (a), it can be observed that the resulting patterns are clearly nonlinear, while the nonlinearity gradient varies with amplitude and frequency. The ratio obtains its maximum values at the lower ends of the frequency-amplitude lattice, while the exact opposite happens at the corresponding higher ends. From Fig. 2(b) , it can be observed that for the lower frequency input cases, irrespective of amplitude, the ratio is under unity. The opposite result holds for the vast majority of the medium and higher frequency inputs, except for the low amplitude excitation cases, where the ratio is either close or under unity. The ratio patterns are nonlinear and the nonlinearity is again, arbitrarily, dependent upon the frequency and amplitude of the input.
In the work of Rugh (1981), Boyd et al (1984) , and Gkikas and Athanassoulis (2103), the theoretical background and results for the development of a stable Volterra series representation under harmonic excitations were thoroughly derived and presented. The proposed systemic scheme is a Wiener-Hammerstein system, presented in Fig. 3 , which is appropriately defined on a joint frequency-amplitude lattice. The corresponding domain of definition of the W-H system can be effectively set as 
In this way, the applicability of the proposed model is appropriately extended beyond any narrow band or energyconstrained limitations.
The resulting Volterra series is presented in Eqs. (5)- (8). 
where the derived first, second and third order kernels are 
By means of such a parameterization, the nonlinear system is fully conditioned to the oscillatory properties of the input, while the resulting functional representation is a concise loworder Volterra series. For the multi-chromatic input case, the functional analogues will still be of the Volterra type, while the corresponding Volterra kernels will be enhanced in such a way so that all kind of nonlinear interactions between the embedded in the original input signal modes are appropriately addressed. Using this systemic scheme and by employing a harmonic excitation algorithm, originally derived by Rugh (1981) for a similar but much simpler systemic scheme, the static (polynomial coefficients) and dynamic (filter impulse responses) systemic elements are estimated.
Computation of the Static and Dynamic elements of the W-H model
In what follows, we compendiously present the main steps of the system identification scheme developed for the estimation of the systemic elements of the W-H cascade presented in Fig. 3 . However, it is outlined that while monochromatic excitations are employed, these systemic components are still used for the multi-chromatic cases. In this way the proposed system identification process can be regarded as a quite robust and computationally efficient approximation scheme.
-Step 1. Data generation
The input data corresponds to a cosine function array, ( )
where n A and w m denote the reference amplitude and frequency, respectively. The range of the reference quantities is such that, depending on the application or the nonlinear system, all cases of practical interest are covered. Thus, an input grid 
. th order Runge-Kutta method (with fixed integral step Δt = 0.1s ) for each distinct amplitude-frequency combination and subsequently, a Fourier analysis is performed upon each of the corresponding time series in order to estimate the harmonic components of the response.
-Step 2. Numerical solution of the identification problem
To obtain a parameterized, in terms of the inputs' oscillatory characteristics, the polynomial coefficient 1 , a ; m G G j , are subsequently estimated also on a least square basis. A frequency sampling-based, linear phase, finite impulse response (FIR) digital filter design by means of a Hamming window is then implemented in order to obtain the corresponding impulse response functions (IRFs). For more information on the latter subject, one may seek the works of Schetzen (1980), Bose (1985) , Mitra (1998) and Jackson (1996) . The final estimation of the polynomial coefficients is made by implementing the 3 rd harmonic amplitude of the corresponding response. The importance of this correction step is crucial, as it was outlined in Gkikas and Athanassoulis (2014), for both low and medium frequency monochromatic excitation modes. Due to the fact that the highest significant nonlinearity was of the third order, the estimation of the second order polynomial coefficients, w = 
where ( ) 
Systemic Elements
Applying the proposed system identification method for the approximation of the dynamic pressure inside the chamber of an OWC-WEC, the characteristics of the computed static and dynamic (magnitude and phase) systemic elements of the model can be observed from Figs. (4) and (5) , , a a a on the joint reference period-amplitude space. 
Extending for multi-chromatic excitations
The extension of the model to facilitate nonlinear inputs is achieved by successfully taking into account the existence of a number all linear and higher order, auto and cross, oscillating terms embedded in the response.
In Gkikas (2012) and Gkikas and Athanassoulis (2014) , it was shown that for a K-chromatic input, ( )
entering the cascade presented in Fig. 3 , the overall system response takes the form 
Instead of a multi-harmonic representation, in this case, the excitation is decomposed by means of the empirical mode decomposition (EMD), developed by Huang et al (1998 Huang et al ( , 1999 , into a small number of nonlinear modes called intrinsic mode functions i.e., IMFs.
Any of these IMFs can be characterized as a monocomponent nonlinear signal according to the definition given by Cohen (1995) . In this way, the corresponding systemic scheme can be considered as a direct analogue to the monochromatic case presented above. As a result of this, explicit associations are also derived between the K-chromatic and the Hilbert-Huang systemic scheme presented below. From a systemic perspective, a major difference between these two schemes is located on the fact that for the K-chromatic case the decomposition of the input is performed using band-pass filter banks instead of the empirical mode decomposition.
Hilbert-Huang transform
The Hilbert-Huang (H-H) transform is a non-stationary data-adaptive, time scale -energy (amplitude) representation with very good temporal and frequency resolution properties, where each time scale corresponds to the inherent oscillation modes imbedded in the time series. This transform is a combination of the empirical mode decomposition method (EMD) and the Hilbert transform, Hilbert (1953) .
The first part, the EMD method, is implemented in order to decompose the time series into a number of oscillating modes, the intrinsic mode functions (IMFs), while in most of the times these modes correspond to actual physical components interacting with each other. Huang et al (1999) present as a typical example the nonlinear water waves case, illustrating how distinct, almost orthogonal, physical scales are embedded in the actual wave data.
These IMFs must satisfy the following requirements:  the number of extrema and the number of zero crossings must be equal or differ by one,  the mean value between the envelopes developed by the local maxima and local minima must be zero at any point in the whole data set.
With the aid of the second requirement one avoids defining local averaging time scales, while at the same time it is possible to obtain some symmetry on the wave forms necessary for the definition of a meaningful instantaneous frequency, as Huang et al (1998 Huang et al ( , 1999 and Cohen (1995) observe. In general, an IMF can be regarded as a single oscillation mode with modulated frequency and amplitude but with no riding waves. The latter would suggest the existence of another mode at any point. According to the EMD method, the actual data time series is expanded into a sum of mono-component signals where each of these components is a modulated-amplitude, modulatedphase trigonometric function satisfying the requirements set for the definition of the IMFs. A residue component ( ) res t may also exist and could be either a monotonic or a constant function appropriate for representing any kind of non zero mean trend existing in the data. This residue component could seem artificial when observed separately from the other IMFs, as such patterns, monotonic or constant, usually make no physical sense and can be initially explained as the residual error between the original signal and the sum of the IMFs. However, combining the residue component with the largest, or at least with one of the larger time scales, a physically justifiable mode may be identified, e.g., a tidal phenomenon as far as sea waves is the case.
where x and
Having decomposed the signal time series into a finite, and sometimes quite small, number of intrinsic mode functions, through the sifting process, initially presented and described in detail in the works of Huang et al (1998 Huang et al ( , 1999 Huang et al ( , 2005 , we proceed to the implementation of the Hilbert transform in order to estimate their instantaneous frequencies and amplitudes. According to the Hilbert transform analysis, we may derive for an IMF the following complex-valued analytic signal representation,
where ( )
is defined as the instantaneous amplitude and
is defined as the instantaneous phase.
In consequence, any analytical signal can be represented in the following form ( )
and therefore the actual signal can be re-defined as 
t res t IMF t res t A t t q
The phase variation, ( ) q k t , can be either rapid or slow while the envelope function ( ) k A t is usually a slowlymodulating term and in consequence we use the concept of intra-wave frequency modulation to enhance the description of the oscillating mode of an IMF in terms of trigonometric functions. Through this definition, the IMF's frequency, often gradual, variation can be said to correspond to the small deformation of a harmonic wave-profile without the involvement of any dispersion phenomena and thus the association between the harmonic and mono-component can be easily established.
Case Study
As an example we assume that the internal surface of the OWC system is set as a general, nonlinear, stationary wave elevation corresponding to a spectrum with H S = 1.9m and f p = 0.178 Hz upon which we apply the Hilbert-Huang transform. The resulting, first five and most energetic, time scales (IMFs) can be observed from Fig. 8 , while the corresponding time-frequency graph is presented in Fig. 9 . 
Hilbert-Huang Volterra Amplitude-Frequency Reference Set
In order to estimate the response of the actual/physical (OWC-WEC) system excited by an intrinsic mode function, the reference amplitude and frequency will be statistical quantities. These quantities can be estimated either from the spectral processing of the IMF's time series or from the temporal averaging of instantaneous quantities derived by the means of the Hilbert transform. Thus, two main reference sets were derived and tested i.e.,  a Fourier-parameter set i.e. peak frequency-significant wave height set, For reasons of space it is noted that according to the corresponding study made by Gkikas (2012) , the first, Fourier, set was found to be the most successful and consequently used as a reference set.
The functional representation of the systemic scheme for the multi-chromatic input case then becomes, Fig. 10 . Plots for the power spectral densities of the original input (red), its IMFs (blue) as well as of the sum of the spectral densities of the first five IMFs (green) is also presented.
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From the Hilbert spectrums presented below, it can be observed that the frequency contents of the DNS and the systemic approach almost coincide with a couple of exceptions where minor discrepancies occur. It is noted that even though the IMFs are derived by means of the empirical mode decomposition and hence could also be artificial, they are nonetheless nonlinear excitations with non-narrow band characteristics and quite useful for validation and testing. Finally, the OWC dynamic pressure time-series that correspond to the overall sea waves excitation and calculated by the DNS and the proposed systemic scheme are compared in Fig. 13 , where favorable agreement is observed. 
CONCLUSIONS
In this work, we propose a novel nonlinear system identification method to be applied for the approximation of the dynamic pressure inside the chamber of an OWC under general nonlinear sea wave excitation. The background theory and context of this method stems from the Volterra-Wiener theory and Hilbert-Huang transform.
Using Wiener-Hammerstein cascades, we derive a concise identification basis based on appropriately selected harmonic excitation cases. The systemic elements are defined on the joint amplitude-frequency lattice, for the static polynomial coefficients, and the discrete time-frequency space, for the filters' impulse responses. With the aid of this basis and the use of the Hilbert-Huang transform we manage to derive convergent systemic schemes using only a small number of excitation modes (embedded in the overall excitation) while their amplitude-frequency reference set can be successfully identified by employing second order Fourier analysis.
To validate this approach, we test the proposed system identification scheme against the DNS for two monocomponent, i.e., IMF, excitation cases as well as for a general nonlinear (irregular seas) excitation case. For the IMF cases, the comparison is performed on the time-frequency plane as we examine the discrepancies between the variations of the frequency content of the dynamic pressure response. For the overall sea wave excitation case, the corresponding dynamic pressure time-series are compared and in all cases favorable agreement is achieved.
