We give a new uniqueness proof for solutions to quasilinear scalar conservation laws. It is based on the kinetic formulation and does not make use of Kruzkov entropies and doubling of variables. It uses in a fundamental way the entropy defect measure appearing in the kinetic formulation. This measure also plays a central role for error estimates that we recast in our simpli ed approach.
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Laboratoire S(u) = ju ? j ? j j; (1:6) and a technical argument relying on the doubling of variables (a generalisation and simpli cation of Kruzkov ; (1:9) and the right handside is nonpositive for S a convex function. This idendity precises the meaning of (1.7). Our proof of the contraction property relies on the idea that for this linear equation ( (1:11) for some nonnegative measure q(t; x; ); and some error term which is the j-th order derivative in x, rst order derivative in , of some error e(t;x; ). (1:12)
And it is the very remarkable point in ?], that the natural norm for the error terms, which is always implicitely used since ?], is de ned as jjje(: : :)jjj T = jj sup je(:; :; )j jj L 1 (0;T ) IR d : (1:13) This norm expresses that the kinetic parameter (the constant in Kruzkov's entropy (1.6)) is really central in the error estimates. We will give an example of application of this estimate in x4 to the di usion approximation.
This formalism also contains many other examples of approximations at least when error terms which are time derivatives are also introduced in the right handside of (1.12 This paper is organized as follows. In x2 we treat the contraction property and some preliminary estimates on the kinetic entropy defect measure. In x3 we prove the more general error estimate (1.12). In x4 we give an example on the way to use this result.
The contraction Theorem
In this Section we state precisely and prove the contraction result. We also precise the meaning of (1.10) and give some related estimates that will be used later. We need an additional notation, we set jAj(u) = To prove this, we use a family of convex entropies S (u) ! ju ? 0 j with suppS 00 (u) uniformly bounded in the kinetic formulation (1.9). The left handside of (1.9) passes to the limit in D 0 because S (u) ! jju ? 0 jj in L 1 loc : Therefore, we may pass to the limit in (1.9) and obtain that the limit of R S 00 (u)( )m(t; x; )d does not depend on the regularization S 00 (u) of 2 ( ? 0 ). This proves the continuity statements (2.5) and (2.6).
Second step. Proof of (2.2). Consider a regularizing kernel ' " (t; x) and after convolution in t; x of (1.7), we obtain always in D 0 (0; +1) IR Notice that the right handside of this idendity is well de ned thanks to the continuity property of m stated in (2.5). We may pass to the limit in all its terms. Indeed, as " vanishes Therefore, the last term R m(t; x; ) ' " ? u(t; ) ' " d also has a limit.
But the three rst terms coincide with those of the idendity (2.6). Hence the limit of the last term is zero and (2.2) is proved. Third step. Contraction. We now consider two solutions u; v as in the statement of Theorem 2.1 and denote m; q the corresponding entropy defect measure in the kinetic formulation. After convolution of the corresponding kinetic formulations by a nonnegative regularizing kernel ' " , we substract them and, as in the second step, we multiply by ( ; u)? ( (2:10) while the left handside of (2.8) vanishes thanks to (2.5). Hence, we recover the contraction inequality (1.5) Fourth step. Proof of (2.3). The idendity (2.3) is just obtained passing to the limit in the equality (2.8) and keeping the cross terms. Thanks to (2.9-10) and to (2.2), we exactly obtain (2.3) and the Theorem 2.1 is proved. and thus we may apply the Theorem 3.1 with e(t;x; ) = "1I fv g r x v; (4:5) and the BV bound on v gives jjje(t; x; )jjj T T " jjv 0 jj BV ; and we therefore recover (4.2) as a particular case of (3.11).
