This study focuses on the differences in power consumption between beam-forming and relaying data transmission methods in a sparse wireless ad-hoc network. These two methods are observed for the same parameters using an identical network topology in a simulation programme that was developed as a part of this study. This paper introduces the reader the background of sensor networks and exposes the aims of this study and methods used to simulate these networks. Finally, the results of a simulation are analysed and the two methods are compared, followed by the conclusion of the study and the project itself.
INTRODUCTION
This paper explains and informs the reader about the background, the methods used, and the decisionmaking process that had to be implemented during this project. It is structured in four chapters. Each chapter focuses on a different aspect of the work while always exposing the research behind it and the decision-making process. The introduction explains the project background and then its general aims. The first chapter explains the project requirements and the way they were verified. This is followed by a chapter on the general design of the project. The third chapter goes into a more detailed description of the processes behind the simulation and the reasoning behind them followed by a chapter on testing the solution. The fourth chapter shows the results of the project including the data generated and its analysis. While the last chapter is focused on reflecting about the whole project, what possibilities there were, which were used, and what could be done with the resulting product in the future.
PROJECT BACKGROUND "A wireless ad hoc [or sensor] network (WANET) is a decentralised type of wireless network. The network is ad hoc because it does not rely on a pre-existing infrastructure, such as routers in wired networks or access points in managed (infrastructure) wireless networks. Instead, each node participates in routing by forwarding data from other nodes, so the determination of which nodes forward data is made dynamically on the basis of network connectivity. In addition to the classic routing, ad hoc networks can use flooding for forwarding data" (Gupta and Kumar, 2000) .
This project is focused on a particular type of network called an ad-hoc network. Ad-hoc and sensor networks are a particular type of wireless networks composed of nodes (or modules) which require no infrastructure and can connect without any pre-established hierarchy. Such networks are very important for environmental, civil, and military applications. For example, the sensors can measure the temperature or humidity in the soil (environmental), can measure tiny vibrations in the debris of a collapsed building, thus signalling the existence of survivors (civil), or can measure vibrations in the ground signalling a moving person in a forbidden area (military). These types of networks have huge advantages over classical wireless networks because they require no infrastructure or pre-setup, but with this comes inherent problems which have to be solved. This project focuses on a specific problem present in this type of a network.
GENERAL AIMS
There are times in which the modules cannot be placed in a specific area (e.g. because there is a lake or enemy territory). In such cases, communication can be disrupted by the lack of modules in that region creating so-called holes in the network due to the modules' physical limitation of wireless transmission. An ad-hoc network with holes is called a sparse network, thus an ad-hoc network without holes and with a uniform distribution of modules are called dense networks. This problem is currently solved by relaying information over multi-hop paths around the region with no modules (Fig. 1) . But this method is problematic. In fact, relaying the information along the same multi-hop path will in time deplete the power source of the relaying modules disconnecting them in the end and therefore disrupting the network. Although these modules do not actually generate any new information, they only carry information generated by modules which could not directly communicate due to the huge distance between them. An alternative method of transmitting through these holes could be theoretically used. This method used distributed phase-shift beam-forming (further DPSBF) which enables clusters (groups) of modules to tune their transmission signal in such a way that their signals perfectly overlaps at the receiver (resonate). This allows the groups of wireless transmitters to behave as a single, virtual, more powerful radio transmitter and thus cover a larger radio communication distance (Fig. 2) . The goal of this project is to construct an application that will be able to simulate these two different methods of information transmission in a specifically defined ad-hoc network to compare the difference of these two methods for an identical setup.
GENERAL DESIGN
This section presents the general structure of the application with the inputs, the general processing structure and the outputs of the programme.
DATA INPUT AND DEFINITION
This section presents and explains the design of the simulator and the motivations behind the design. The main research in this area was about the use of graphs in representation of the network and the use of the coordinate system. The use of graph system to study a network is very natural in fact the network theory is a subset of the graph theory and is used in many scientific articles such as Newman's "The Structure and Function of Complex Networks."
The simulator application takes many input parameters, but they can all be divided in two main categories: The first category -Network Definition -contains everything that is concerned in the topology of the network, while the second category -Module Definition -contains all the physical parameters for the simulation.
To define the topology of the network and therefore of the simulation, we need the location of all the nodes that will participate at the transmissions. For this purpose a simple two dimensional Cartesian coordinate system. This was done because it is a very simple and efficient way to locate objects in this system and work with them.
In this system a module/node is represented by a point which the location is expressed using two coordinates: the abscissa representing the value on the x axis and the ordinate representing the value on the y axis. The hole in the network is a square and it can therefore be sufficiently represented by only two points which define the diagonal. The user can thereby input only the top left point and the bottom right point coordinates to define the hole, and this simulation calculates the square from this simple input, using simple geometry. The simulator uses the graph naming convention; in graph theory, vertex and node are synonymous and can be considered as equivalent in this project. The last topological parameter is the starting and the ending node. These are the nodes where the information transmission respectively starts and ends. This means that the first module in the transmission path is the starting node and the last receiving node is the ending node.
To define the module specification means that we need several physical parameters describing this module. These parameters are as follows:
The data-rate or also bit rate is the number of bits per second. It is the speed of data transmission. The battery capacity is the number of charges that the battery contains and is expressed in mAh. The transmitter power is the maximal power that the transmitter can output in the antenna and is expressed in mW. The transmitter frequency is the frequency of the waves that are transmitted by the module and is expressed in MHz. The transmitter sensitivity is the minimal magnitude of input signal required for the signal to be recognisable by the receiver. The antenna gain is conveying how much it focuses the signal in comparison to an ideal dipole and is expressed in dBi. The packet is a data unit in networking, packet size is its size in bytes. Voltage is the potential difference of the current in the module circuits expressed in V.
These physical characteristics are expressed in units most commonly found in the networking industry. They are not equivalent, and the application therefore needs to perform several unit conversion procedures when dealing with these inputs. This is so that the user does not have to make the conversions by himself/herself.
I had to decide what programming platform to use for the development. As I knew I would need to be able to develop in a fast way and the application should preferably be available for multiple operating systems (Win and OSX), I chose Java. Java has the big advantage of great free libraries and running on the Java Virtual Machine (JVM) can be easily run on many platforms.
SIMULATION PROCESSING STRUCTURE
After the input data has been defined by the user through the UI menu, the programme can start the simulation process. This section walks the reader through the logical structure of procedures followed in the application.
I needed a simple but effective way to save the output of the simulation. In fact the output of the simulation was clearly a big amount of data as each of the networking modules needed an evolution of energy consumption over time. After considering multiple options such as xml or even a database system, I chose a simple comma separated value system (CSV), not only for its simplicity, but also for the overwhelming compatibility with every system imaginable. In fact, a CSV file is a simple text file and only by the way that the data is formatted, i.e. separated by commas over multiple lines, can be understood by programmes such as Microsoft Excel, Libre Office, and others. This is very important because it means that the output of my programme is not locked to my application, i.e. it can be understood, opened, and visualised with a standard programme. It also enables the user to evaluate the data in many more ways that would be able to do normally. In fact, this format allows the user to easily visualise the trends and make graphs out of it in a spreadsheet application of his choice.
• data-rate
• battery capacity
• transmitter power
• transmitter frequency
• receiver sensitivity
• antenna gain
• packet size
• voltage
The application follows loosely the structure of model/controller where the model is mostly responsible for object storage and the control performs most of the actions. The procedure starts with the module entity calculating additional module characteristics from the user input such as maximal transmission distance or the wavelength; these are then stored in this model entity for further use and reference. Then the relay entity steps in by calling on the graph entity which constructs a weighted graph that the relay method needs for its operations. The graph entity uses the information from the module and the node entities to construct this weighted graph that represents the modules in the network with the connections representing the possibility of communication and their weight the distance between the respective modules. The relay entity uses the graph as a basis for the relay method of information transmission in the network.
The beam-forming entity has a very similar function to the relay entity, but instead of the relay method it takes care of the beam-forming method. To do this, it also uses the same weighted graph constructed by the graph entity. In addition, it needs the information from the region entity which tells it the location of the hole/lake in the network. The two entities relay and beam-forming construct and fill the power consumption tables and send them to the data entity which saves them respectively as RelayBrief.csv and BFBrief.csv in the working directory. This section provides more concrete information on the inner workings of the relaying method. I also needed to deepen my knowledge of graph theory which was really important for the path-finding in the network. Then I needed to research Java libraries that are focused on this field. I found multiple of them including Jung, JgraphT, and JgraphX. I chose JgraphT as it is focused on the processing of graphs and contains a lot of useful algorithms such as a collection of algorithms used to find the shortest possible path in a graph. This meant that I would be able to use the library to implement the path-finding in the network. I had to research the possible algorithms used to find the path as each excels in a different aspect. I started my search on Wikipedia as it gives a nice and concise overview continuing by searching the information about the specific algorithms and their implementation in Java on various programming forums. I also looked at the site and knowledge repository of Cisco, a major manufacturer of networking technologies, to find what algorithms are they using in their hardware. Finally, I chose the Djikstras's algorithm as it is used in real networking protocols such as OSPF (Cisco, 2003) .
The relay method has a starting node and an ending node. There is a set amount of packets that need to be transported from the starting note to the end node. In the relay method this is done by relaying the packets from node to node in a specific manner. The path for the transport is found by a particular form of the breadth-first searching algorithm called Dijkstra's algorithm. This algorithm searches the graph and finds the shortest path between two nodes. In the search for the shortest path, only the number of transmissions is taken into account. This is an algorithm that is really used in networking technologies such as the RIP networking protocol. The data is then sent packet per packet through the path each time calculating the power consumption for pairs of modules participating at the transmission in the proper path step. This means that the end node is only receiving.
• setup/preparation phase
• transportation phase This means that a module first receives a packet and then it transmits the packet further. Because of this, the simulator needs to calculate the proper transmission time from the absolute time.
BEAM-FORMING DESIGN
This section provides more concrete information on the inner workings of the beam-forming method. The beam-forming method has the same starting and ending node as the relay method and the same number of packets needs to be transported from the start node to the end node. But the process is quite different.
In fact the beam-forming method can be divided into two main phases:
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The setup phase consists in finding the paths that the information will take in the network including the finding of the beam-forming pairs and the transportation phase assists in the simulation calculations and data construction.
SETUP/PREPARATION PHASE

1.
Calculate the shore distance D 2. Find beam-forming pairs using combinatorial from the red zone (Fig.4) 3. Calculate the range for all pairs 4. Choose the pair that can reach farthest
5.
Choose beam-forming target from the green zone (Fig.4) and closest to the end node
Figure 4: Beam-forming setup
The red zone is defined partly by the lake constraints and a maximal distance from shore D. The green zone is also partly defined by the constraints of the lake and by a circle with the centre as the midpoint of the chosen beam-forming pair and radius equal to the maximal transmission range of the beam-forming pair denoted dMax. The maximal transmission is discussed further in 2.
Derived Equations Equation (4).
The distance D is calculated using the following formula:
Where D is the maximal distance from shore, the variable λ is the wavelength, d is the length of the lake, and π is a mathematical constant with the approximate value of 3.14159. The variable P T is the transmitter maximal power and ΔP is how much we want the second module in the beam-forming group to add to the target location in terms of power. This equation makes sure that we look for beam-forming pairs only in the zone where it makes sense. In fact, the farther from the zone we look, the less the module would matter in terms of additional power in the beam-forming transmission.
TRANSPORTATION PHASE:
The transportation phase uses the data from the setup phase. In the second phase there are in fact three path sections. The first is a traditional relay between the start node and the beam-forming group, the second stage is the actual beam-forming transmission, and finally there is another traditional relay between the beam-forming target node and the end node. This is also reflected in the simulation, the data is first calculated for the first path then for the beamforming and finally for the second relay path.
This section introduces the reader to the mathematical and physical background present in this project. It presents the equations used and explains where they come from. The physical theory used in this project is a genuine scientific endeavor as it is taken from the "Antenna Theory Analysis and Design" by Balanis (2005) . The same theory for one antenna is also presented in a book by Haupt (2010) . It has also been used in a number of scientific articles on the subject (Moucha, Cerny and Kubr). We can therefore see that the theory is used in practice for similar projects and is a good option to use.
INITIAL MATHEMATICAL THEORY
The initial theory used is the free-space propagation model explained in "Antenna Theory Analysis and Design" by Balanis (2005) . This section presents these general physical formulas that are included in this model. (2) is a general formula to calculate the received power P R when transmitter uses power P T and the transmitter and receiver have an antenna with a respective gain of G T and G R . The variable λ is the wavelength, d is the distance between the transmitter and the receiver, and π is a mathematical constant with the approximate value of 3.14159. This equation is in traditional units with P R and P T expressed in milliwatt (mW), G T and G R expressed as a ratio between the surface of the radiation pattern of the dipole and the surface of the antenna's radiation pattern. The variables λ and d are expressed in meters. (3) is an equivalent equation to equation (2) but this time it is expressed in decibels (dB), a logarithmic unit of measurement. This means that P R and P T are expressed in dBm, a decibel equivalent of power measurement. While G T and G R are expressed in dBi, a decibel measurement unit for the gain of an antenna compared with the isotropic antenna/ideal dipole.
MATHEMATICAL DESIGN AND BACKGROUND
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DERIVED EQUATIONS
The initial theory general formulas were not the specific equations needed for the simulator to make the calculations. Different, more specific formulas needed to be derived from these general equations. This section presents the formulas used in the simulator and the way they were derived from the general formulas.
Equation (4) is used to determine the maximal distance of transmission between two modules of the same type. This is done by the module entity (Fig. 3) and is considered as a complex module characteristic that is derived from the user inputs. A slightly modified equation (4) is also used to determine the maximal transmission distance of the beam-forming group. In this modified equation the P T is changed to P T 2 because the group is composed of two modules.
Equation (5) is used by the relay entity and the beam-forming entity to calculate the power that is transmitted in a second between two identical modules during transmission.
The relay entity uses this equation for all steps in the communication path as every step in the method are only two modules participating in the communication. While on the other hand, the beam-forming entity uses this only to compute the data transmission from the starting node to the beam-forming coordinator and then from the beam-forming target to the ending node. This is because the transmission done by the beam-forming group is effectuated at maximum power and does not therefore need to be computed.
+ r m = ---Equation (6) is used to compute the power consumption of a transmission in both relay and beam-forming entities. PC is the power consumption expressed in Ampere-hour (Ah). PT is the transmitted power expressed in watts (W). t is the duration of the transmission expressed in seconds (s) and V is the potential difference of the current in the module circuits expressed in volt (V).
PC V PT t 3600 # # =
This section shows the principles used during the testing of the application and its inner workings as a simulator while showing examples along the way. To test the application, a collection of data was used. A specific topology was constructed which was fed to the simulator. Meanwhile, a series of test calculations were made by hand. The testing topology contains a series of fourteen nodes arranged so that they allow for the use of both transportation methods.
TESTING
Figure 5: Testing network topology
The graph was then verified using human made calculations and visualised using Geogebra. As the equations are the same for each node couples, it is sufficient to do human made calculations for sample data and not for all of the nodes, as if we find the same results for a couple it will be consistent across the whole graph.
The input data are as follows: We can therefore see that the testing was conclusively correct.
When the graph construction was deemed correct, the testing proceeded to the next phase, the testing of the power consumption. This was done in the same spirit as the graph testing i.e. the power consumption was calculated for a pair of nodes and compared to the simulator data. In this section, the testing found a lot of inconsistency and problems. In fact, the values differed wildly from the human made calculations. After recalculating the results to know there was not a fault in the human factor, it was sure that there must be a problem in the simulation. A step-by-step debugging process began where the simulation calculation needed to be divided in the smallest steps possible to see where the inconsistency was. In fact, there was not only one inconsistency found, but several, including a missing bracket and an incorrect unit conversion.
Figure 7: Simulator test beam-forming method path
In fact, it was very challenging to write the quite complex equations used in the programming language. This was because the equations needed to be written inline using only brackets. In this way even quite simple to understand equations become very unreadable by the human eye. After the debugging process was done, the power consumption testing results were compared to the newly simulated data and deemed correct.
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We calculate using this, the power constant for a specific couple of nodes. Now the final derived equation is to be used to calculate the battery capacity used during a transmission at a time that the simulator does the same calculation. 
RESULTS AND CONCLUSIONS
There are many ways that the simulator result could be analysed in order to answer the initial question that the simulator should answer. The question remains, which method is more efficient?
One way to look at it is to look at the evolution of the energy of the whole system, not only the individual modules. Another way would be to examine the modules, see which are depleted first, and what would that means for the network; will it still be able to relay information or not?
For the purpose of our project, the most interesting analysis method is the first one that explains the network system in its entirety. This method itself can be done in multiple ways, either we can consider a positive value that would represent all the energy of all the modules in the network and see how this energy is depleted over time, the second would be to consider a negative value that would represent only the depletion of the energy over time. The second method is a better approach in the case of this work because the first method would include in the energy levels all the nodes in the network. This would mean that the energy level would include even nodes that do not participate at the transmissions. That is why the second method is much more appropriate and representative of the actual situation in the network.
To apply this method, each value level of energy of each module must be added together in the same time frame while for each we subtract the maximal battery capacity of the module. We get the following formula: E loss =(E N0 -BC)+(E N1 -BC)+...+(E Nn -BC) where E loss is the overall energy loss of the whole system, E Nn is the current energy level of a module with number n, and BC is the maximal battery capacity of the module. If we do this for both briefs that the simulator gives us, we get the following results. As we know from the overall energy loss analysis, the beam-forming method is more efficient than the relay method, but if we look at Figures 10 and 11 we can see that the beam-forming group constituted from node v7 and v6 do most of the "heavy lifting" which means that even though they save quite a lot of energy in the system, these nodes in particular are depleted faster than any nodes in the relay method. This fact results in a sooner severing of the connection through this path in the beam-forming method use. This means that the use of beam-forming is definitely a useful and more efficient tool but should be used in particular situations and not as a general rule of thumb.
In further inquiries there is the potential to examine the situation of beam-forming vs. relaying for bigger beam-forming groups. In fact, using these bigger beam-forming groups would probably not change the overall efficiency but could push the severing of the network beyond the relay method as there would be more nodes participating at the same beam-forming transmission. But with this comes more inherent problems such as interference of the beam-forming group with the rest of the network, etc. which would be very difficult to predict without real experimental testing. 
