Many fast graph algorithms begin by preprocessing the graph to improve its sparsity. A common form of this is spectral sparsification, which involves removing and reweighting the edges of the graph while approximately preserving its spectral properties. This task has a more general linear algebraic formulation in terms of approximating sums of rank-one matrices. This article considers a more general task of approximating sums of symmetric, positive semidefinite matrices of arbitrary rank. We present two deterministic, polynomial time algorithms for solving this problem. The first algorithm applies the pessimistic estimators of Wigderson and Xiao, and the second involves an extension of the method of Batson, Spielman, and Srivastava. These algorithms have several applications, including sparsifiers of hypergraphs, sparse solutions to semidefinite programs, sparsifiers of unique games, and graph sparsifiers with various auxiliary constraints.
INTRODUCTION
A sparsifier of a graph is a subgraph that approximately preserves some structural properties of the graph. The original work in this area studied cut sparsifiers, which are weighted subgraphs that approximate every cut arbitrarily well. The celebrated work of Benczúr and Karger [1996, 2002] proved that every undirected graph with n vertices and m edges (and potentially nonnegative weights on its edges) has a subgraph with only O(nlog n/ε 2 ) edges (and new weights on those edges) such that for every cut, the weight of the cut in the original graph and its subgraph agree up to a multiplicative factor of (1 ± ε). Benczúr and Karger also gave a randomized algorithm to construct a cut sparsifier inÕ(m/ε 2 ) time. Recent work has extended and improved their algorithm in various ways [Fung et al. 2011; Fung and Harvey 2010; Goel et al. 2010; Panigrahi 2010a, 2010b] . Spielman and Teng [2004] introduced spectral sparsifiers, which are weighted subgraphs such that the quadratic forms defined by the Laplacians of the graph and the sparsifier agree up to a multiplicative factor of (1 ± ε). Spectral sparsifiers are also cut sparsifiers, as can be seen by evaluating these quadratic forms at {0, 1}-vectors. They proved that every undirected graph with n vertices and m edges (and potentially nonnegative weights on its edges) has a spectral sparsifier with only n polylog(n)/ε 2 edges (and new weights on those edges). Spielman and Srivastava [2008] reduce the graph sparsification problem to the following abstract problem in matrix theory. (1 + ε)B.
Here, the notation X Y means that the matrix Y − X is positive semidefinite. As observed by Spielman and Srivastava [2008] , this problem amounts to approximating the covariance matrix of a random vector, which is a well-studied problem [Rudelson 1999] . Using these random sampling techniques, one can obtain a vector y with support size O(n log n/ε 2 ). This yields a construction of spectral sparsifiers with O(n log n/ε 2 ) edges. Spielman and Srivastava [2008] show that this random sampling algorithm can be efficiently implemented using the linear system solver of Spielman and Teng [2004] . Subsequent work [Koutis et al. 2010 [Koutis et al. , 2012 Zouzias 2012] has improved the algorithmic efficiency. Batson et al. [2012] subsequently gave a deterministic algorithm that solves Problem 1.1 and produces a vector y with support size O(n/ε 2 ). Consequently, they obtain improved spectral sparsifiers with O(n/ε 2 ) edges, which is optimal up to constant factors. This work led to important progress in metric embeddings [Newman and Rabinovich 2010; Schechtman 2011] , convex geometry [Srivastava 2012] , and Banach space theory . We refer the reader to the survey of Batson et al. [2013] .
In this article, we study a generalization of Problem 1.1 to matrices of arbitrary rank. 
Each occurrence of the identity matrix I in Problem 1.2 may be replaced by an arbitrary positive semidefinite matrix B by a straightforward reduction. (See Batson et al. [2012, Proof of Theorem 1.1] for details.) Problem 1.2 can be solved by known randomized methods. Ahlswede and Winter [2002] give a method for generalizing Chernoff-like bounds to matrix-valued random variables, and one of their theorems [Ahlswede and Winter 2002, Theorem 19] directly yields a solution to Problem 1.2. This approach yields a vector y with support size O(n log n/ε 2 ). This can be refined to O( i λ max (B i ) log n/ε 2 ), where λ max denotes the largest eigenvalue. (See Section 3.1 for more details.)
Our motivation for studying Problem 1.2 is that it has several interesting applications, which we discuss in Section 5. Examples include constructing sparsifiers with certain auxiliary properties, as well as sparsifying semidefinite programs (SDPs), hypergraphs, and unique games. The results of this article provide deterministic algorithms for all of these applications.
Our Results
This article presents two deterministic algorithms to solve Problem 1.2.
Our first result is simply the observation that that the pessimistic estimators of Wigderson and Xiao [2008] can be used to derandomize the Ahlswede-Winter inequality mentioned earlier. This algorithm produces a vector y with support size O( i λ max (B i ) log n/ε 2 ) ⊆ O(n log n/ε 2 ), where λ max denotes the largest eigenvalue. In a preliminary version of this work [de Carli Silva et al. 2011] , we showed that a similar result can be derived via a more complicated approach based on the matrix multiplicative weights update method of Kale [2007] and Arora and Kale [2007] .
Although this first result is straightforward, it motivates the idea that other iterative methods based on potential functions might give an improved result for Problem 1.2. Our second result pursues this idea and shows that the method of Batson et al. [2012] can be extended to the scenario of Problem 1. We remark that the assumption that the B i 's are positive semidefinite cannot be removed. This is easy to prove, and it may be found in the preliminary draft [de Carli Silva et al. 2011 ] of this article. Building on de Carli Silva et al. [2011] , Youssef [2013] has used the techniques of Theorem 1.3 to estimate the covariance of random matrices.
PRELIMINARIES
For a nonnegative integer n, we denote [n] := {1, . . . , n}. The nonnegative reals are denoted by R + . The set of n × n symmetric matrices is denoted by S n . The set of symmetric, n × n positive semidefinite (respectively, positive definite) matrices is denoted by S n + (respectively, S n ++ ). Recall that X ∈ S n is positive semidefinite if v T Xv ≥ 0 for all v ∈ R n , and X is positive definite if X is positive semidefinite and v T Xv = 0 implies v = 0. Sometimes we denote X ∈ S n + by X 0, and the notation X Y means that X − Y 0. For X ∈ S n and a, b ∈ R, the notation X ∈ [a, b] means that aI X bI, where I is the identity matrix.
For X ∈ S n , its trace is Tr X := n i=1 X ii , its largest (respectively, smallest) eigenvalue is denoted by λ max (X) (respectively, λ min (X)). The vector space S n can be endowed with the trace inner product ·, · defined by X, Y := Tr(XY ) = i, j X ij Y ij for every X, Y ∈ S n . We shall repeatedly use that Tr(XY ) = Tr(Y X) for any matrices X, Y for which the products XY and Y X make sense.
Let G = (V, E) be a graph. The canonical basis vectors of R V are { e i : i ∈ V }, and the canonical basis vectors of
SOLUTION USING PESSIMISTIC ESTIMATORS

Solution Using Random Sampling
As mentioned earlier, Problem 1.1 is essentially equivalent to the problem of approximating the covariance matrix of a random vector. An optimal solution to this problem was obtained by Rudelson using sophisticated probabilistic techniques; the original proof was based on majorizing measures [Rudelson 1996] , and the published proof is based on the noncommutative Khintchine inequality [Rudelson 1999] . Subsequent work has produced much simpler proofs of Rudelson's result using techniques that are very similar to the standard proof of the Chernoff bound. The first result of this sort was due to Ahlswede and Winter [2002] . A survey of recent developments is given by Tropp [2012] . These newer methods not only are simpler but also are significantly more general, and one can easily use them to derive a solution to Problem 1.2. Let us explain this derivation using the Ahlswede-Winter inequality, which can be stated as follows.
THEOREM 3.1 ([AHLSWEDE AND WINTER 2002, THEOREM 19] ). Let X 1 , . . . , X T be independent and identically distributed random variables with values in S n such that X i ∈ [0, 1] almost surely and E(X i ) = μI for every i. Let ε ∈ (0, 1/2). Then
Observe that p is nonnegative and i p i = 1. Let X be the random matrix taking the value B i /λ max (B i ) with probability p i .
To solve Problem 1.2, we let X 1 , . . . , X T be independent copies of this matrix X. We have E(X i ) = (1/ ) · I and X i ∈ [0, 1], so we may apply Theorem 3.1
. Thus, with constant probability, we obtain a solution y to Problem 1.2, where y has only O( log n/ε 2 ) nonzero entries. Note that ≤ i Tr(B i ) = n and that may be much smaller than n. A natural question is whether it is possible to obtain a solution y to Problem 1.2 with only O( /ε 2 ) nonzero entries. The answer is negative. Let m = ω(lg n) be polynomially bounded. Let V be an m× n matrix with entries chosen independently at random from {0, 1} with probability 1/2. For each j ∈ [n], let X j := m i=1 V ij . By Chernoff 's inequality, X j > 0 holds for every j ∈ [n] with high probability, so we assume this from now on. We then define U ij := V ij / X j for each i, j and
By straightforward applications of Chernoff 's inequality, one can show that, with high probability, = m i=1 λ max (B i ) = O(1) and no subset with o(log n) of the matrices B 1 , . . . , B m sums up to a matrix of full rank.
Pessimistic Estimators for the Ahlswede-Winter Inequality
Pessimistic estimators are a tool developed by Raghavan [1988] for derandomizing certain algorithms that involve Chernoff bounds. Wigderson and Xiao [2008] showed that similar, but somewhat more technical, ideas can be used to derandomize algorithms that involve the Ahlswede-Winter inequality.
To begin, let us first state the definition of pessimistic estimators.
Definition 3.2 (Definition 3.1 in Wigderson and Xiao [2008] 
. , A T ). Let S ⊆ [m]
T be an event with P( A ∈ S) > 0. Let φ 0 , . . . , φ T be functions where
We say that φ 0 , . . . , φ T are pessimistic estimators for S if the following conditions hold:
Note that the function φ 0 depends on no variables and is therefore just a scalar in [0, 1] . A nice property of this definition is that it allows compositions very easily. In other words, if we have pessimistic estimators φ 0 , . . . , φ T and ψ 0 , . . . , ψ T for events S and S , respectively, then φ 0 + ψ 0 , . . . , φ T + ψ T are pessimistic estimators for the event S ∩ S (see Lemma 3.3 in Wigderson and Xiao [2008] ).
The key point of this method is that if there are pessimistic estimators φ 0 , . . . , φ T , such that φ 0 < 1 and each φ i can be computed efficiently, then the method of conditional expectations gives a deterministic algorithm to find (a 1 , . . . , a T ) ∈ S efficiently. Now let us apply the pessimistic estimators of Wigderson and Xiao [2008] to our scenario. Let B 1 , . . . , B m be as in Problem 1.2. Let A 1 , . . . , A T ∈ [m] be independent random variables, each taking the value i with probability
+ be the independent random matrices defined by
, as in Section 3.1. Define the event
Wigderson and Xiao [2008, Theorem 4.4] show 1 that the following functions
are pessimistic estimators for the event S ≥ , taking the value of the parameter t to be log(
). Similarly, for the event
one can find the following pessimistic estimators:
where t = log(
). We claim that these pessimistic estimators can be used to find a point (a 1 , . . . , a T ) ∈ S ≥ ∩ S ≤ deterministically in polynomial time. To see this, note that our choice of T ensures that φ 0 + ψ 0 < 1. Next, observe that straightforward matrix computations allow one to evaluate each pessimistic estimator φ i + ψ i deterministically in polynomial time. Therefore, the method of Wigderson and Xiao produces the desired point (a 1 , . . . , a T ) ∈ S ≥ ∩ S ≤ . This gives a deterministic algorithm that produces a solution y to Problem 1.2 with only T = O( log n/ε 2 ) nonzero entries. 
Find a matrix B j and a value α > 0 such that Batson et al. [2012] developed a novel method for solving Problem 1.1 with nearly optimal parameters. Their method maintains a linear combination of the given matrices, and iteratively adds a matrix to that combination, while using two barrier functions to ensure that all eigenvalues are kept within a certain interval that changes in each iteration.
SOLUTION USING BARRIER FUNCTIONS
Our second result extends this method to give a solution to Problem 1.2. We keep a matrix A of the form A = i y i B i with y ≥ 0, starting with A = 0, and at each iteration we add another term α B j to A. We enforce the invariant that the eigenvalues of A lie in [ , u] , where u and are parameters given by u = u 0 + tδ U and = 0 + tδ L after t iterations. This procedure is presented in Algorithm 1. The step of the algorithm that finds B j and α can be done by exhaustive search on j and binary search on α. Instead of the binary search, one could also compare the quantities U A(t−1) (B j ) and L A(t−1) (B j ) defined in the following.
In the original method [Batson et al. 2012] , the matrices are rank one:
for some vector v j . Their Lemmas 3.3 and 3.4 give sufficient conditions on the new term αv j v T j so that the invariant on the eigenvalues is maintained; Lemma 3.5 gives sufficient conditions on the remaining parameters so that a suitable new term αv j v T j exists with α > 0. In this section, we generalize those lemmas to allow B i matrices of arbitrary rank.
Let 
PROOF. Clearly M 0. Let V := X 1/2 . By the Sherman-Morrison-Woodbury formula [Hager 1989 ], 
Thus, 
PROOF. Note that λ min (A) > and (A) ≤ 1/δ L imply that N 0, and therefore λ min (A + α X) > . Let V := X 1/2 . By the Sherman-Morrison-Woodbury formula,
Thus,
We will be done if we show that αβ
. This is equivalent to
The next lemma can be proved by a syntactic modification of the proof of Lemma 3.5 in Batson et al. [2012] . 
It is shown in Batson et al. [2012, Lemma 3.5 ] that (4a) is at most (4b), completing the proof.
Now we set the parameters of Lemma 4.3 similarly as in Batson et al. [2012]:
So (3) holds with equality. If A is the matrix obtained after T = 4n/ε 2 iterations, then
so A := A/λ min (A) satisfies I A (1+ε)I/(1−ε) and A is a positive linear combination of O(n/ε 2 ) of the matrices B i . It is easy to check that the previous lemmas also hold if we replace the set S n of symmetric matrices of size n × n by the set H n of Hermitian matrices of size n × n.
Running Time
At each iteration, we must compute U A (B j ) and L A (B j ) for each j ∈ [m]. The functions U A (X) and L A (X) are the inner products of X with certain matrices that can be obtained from A in time O(n 3 ). Thus, each iteration runs in time O(n 3 + mn 2 ) = O(mn 2 ), and the total running time after T = 4n/ε 2 iterations is O(mn 3 /ε 2 ). We remark that the reduction to the case B = I can be made in time O(mn 3 ). This concludes the proof of Theorem 1.3.
If the matrices B i have O(1) nonzero entries, as in the graph sparsification problem, the algorithm can be made to run in time O(n 4 /ε 2 + mn/ε 2 ). We briefly sketch the details. To reduce the problem to the case that B = I, we first compute (B + ) 1/2 , where B + is the Moore-Penrose pseudoinverse of B. Define the function f (X) := (B + ) 1/2 X(B + ) 1/2 on S n . The reduction now calls for replacing each input matrix B i by f (B i ) and the matrix B by f (B). But we shall not do this. Instead, we do some preprocessing at each iteration as follows. The function U A (X) (as well as L A (X)) is the inner product of X with a certain matrix V . Hence, U A ( f (B j )) = V, f (B j ) = f (V ), B j for every j, since f is self-adjoint. Thus, to compute U A ( f (B j )) for each j, we first compute the matrix f (V ) in time O(n 3 ), and now the inner product 
APPLICATIONS
In this section, we discuss numerous applications of Problem 1.2 and Theorem 1.3. Recall that L G (w) denotes the Laplacian matrix for the graph G with weight function w.
Sparsifiers with costs.
COROLLARY 5.1. Let G = (V, E) be a graph, let w : E → R + be a weight function, and let c 1 , . . . , c k : E → R + be cost functions. For any real ε ∈ (0, 1), there is a deterministic polynomial-time algorithm to find a subgraph H of G and a weight function w H : PROOF. For every edge e = ij ∈ E, let B e be the direct sum
The result follows immediately by applying Theorem 1.3 to these matrices.
The inequalities
are equivalent to the condition that the subgraph H (with weights w H ) is a spectral sparsifier of G (with weights w). We remark that existing methods for producing sparsifiers have low probability of approximately satisfying even a single cost function (i.e., the case k = 1).
One potentially interesting application of sparsifiers with costs is as follows.
COROLLARY 5.2 (RAINBOW SPARSIFIERS). Let G = (V, E) be a graph, and let w : E → R + be a weight function. Let E 1 , . . . , E k be a partition of the edges-that is, each edge is colored with one of k colors. For any real ε ∈ (0, 1), there is a deterministic polynomialtime algorithm to find a subgraph H of G and a weight function w H : E(H)
for all i,
PROOF. For each i, let c i : E → R be the characteristic vector of E i . Now apply Corollary 5.1.
Hypergraph sparsifiers.
Let H = (V, E) be a hypergraph, and let w : E → R + . We follow the definition of Laplacian for hypergraphs as in Rodríguez [2002] . For each hyperedge E ∈ E, define its Laplacian L E as the graph Laplacian of a graph on V whose edge set forms a clique on E. Define the Laplacian for the hypergraph H with weight function w as the matrix L H (w) := E∈E w E L E .
COROLLARY 5.3 (SPECTRAL SPARSIFIERS FOR HYPERGRAPHS). For any real ε ∈ (0, 1), there is a deterministic polynomial-time algorithm to find a subhypergraph G of H and a weight function w
and |E(G)| = O(n/ε 2 ).
PROOF. The result follows directly by applying Theorem 1.3 to the matrices w E L E .
This corollary concerns spectral sparsifiers of hypergraphs. It is also interesting to study hypergraph sparsifiers that approximately preserve all cuts. There are several ways to extend the definition of "the weight of a cut" from ordinary graphs to hypergraphs. We consider the following two definitions, where S is any set of vertices in a hypergraph H with edge weights w: -w(δ H (S)): This is the sum of the weights of all hyperedges that contain at least one vertex in S and at least one vertex in S := V \ S.
These definitions clearly agree in ordinary graphs.
COROLLARY 5.4 (CUT SPARSIFIERS FOR HYPERGRAPHS, SECOND DEFINITION). For any real ε ∈ (0, 1), there is a deterministic polynomial-time algorithm to find a subhypergraph G of H and a weight function w
and
PROOF. Note that w * (δ H (S)) is obtained by evaluating the quadratic form x T L H (w)x, where x is the characteristic vector of S. Thus, the sparsifier produced by Corollary 5.3 satisfies the desired inequalities.
COROLLARY 5.5 (CUT SPARSIFIERS FOR HYPERGRAPHS, FIRST DEFINITION). Assume that H is an r-uniform hypergraph. For any real ε ∈ (0, 1), there is a deterministic polynomialtime algorithm to find a subhypergraph G of H and a weight function w
and |E(G)| = O(n/ε 2 ). In other words, the sparsified hypergraph G approximates the weight of the cuts in the hypergraph H to within a factor (r 2 ).
PROOF. For any r-uniform hypergraph H, it is easy to see that
Thus, the sparsifier produced by Corollary 5.3 satisfies the desired inequalities.
For the special case r = 3, we can achieve (1 + ε)-approximate sparsification for all cuts, even under the first definition.
COROLLARY 5.6 (CUT SPARSIFIERS FOR 3-UNIFORM HYPERGRAPHS).
Assume that H is a 3-uniform hypergraph. For any ε ∈ (0, 1), there is a deterministic polynomial-time algorithm to find a subhypergraph G of H and a weight function
PROOF. Since r = 3, a consequence of (6) is that w * (δ H (S)) = 2w(δ H (S)) for every S. Thus, the sparsifier produced by Corollary 5.3 satisfies the desired inequalities.
Sparsification of unique games. An instance of the unique games problem is formed by a digraph D = (V, A) together with one bijection π a :
Typically, the goal of the game is to find a coloring c : V → [k] so as to maximize the fraction of the arcs whose constraints are satisfied, where the constraint of arc uv ∈ A is satisfied if c v = π uv (c u ). In a continuous relaxation of this problem, we want to assign a unit vector x v ∈ R k to each vertex v ∈ V , and the constraint corresponding to arc uv ∈ A is that x v = P uv x u , where the permutation matrix P a is defined as P a e z = e π a (z) for each z ∈ V . Thus, the continuous relaxation is
The next result shows that, given any instance of the unique games problem, there is a sparse, weighted instance with only O(kn/ε 2 ) arcs for which the value of the continuous relaxation on the new instance matches the value on the original instance, up to a multiplicative factor of 1 + ε.
COROLLARY 5.7. Let D = (V, A) be a digraph, and let k be a positive integer. Suppose that P a ∈ R k×k is a permutation matrix for each a ∈ A. For any ε ∈ (0, 1), there is a deterministic polynomial-time algorithm to find a vector w : Several interesting SDPs have the same form as Corollary 5.8 (e.g., see Iyengar et al. [2005 Iyengar et al. [ , 2011 ). Recently, Jain and Yao [2011] gave a parallel approximation algorithm for SDPs in this form with B positive semidefinite.
Lovász theta number. For agraph G = (V, E) on n nodes, let t (G) denote the square of the minimum radius of an Euclidean ball in R n such that there is a map from V to points in the ball such that adjacent vertices are mapped to points at distance at least 1. In addition, let ϑ (G) denote the following variant of the Lovász theta number, introduced in McEliece et al. [1978] and Schrijver [1979] : ϑ (G) := max{ i, j X ij : Tr X = 1, X ij = 0 ∀ij ∈ E, X ≥ 0, X 0}.
COROLLARY 5.9. Let G = (V, E) be a graph. For any real ε ∈ (0, 1), there is a deterministic polynomial-time algorithm to find a subgraph H of G such that
PROOF. It is straightforward to formulate t (G) as an SDP (e.g., see Lovász [2001] ) so that its dual has an optimal solution and there is no duality gap. The dual can be written as follows:
The proof is now almost identical to the proof of Corollary 5.8. Let (z * , y * ) be an optimal solution. Using Theorem 1.3, we obtainz ∈ R E withz ≥ 0 and O(n/ε 2 ) nonzero entries such that (y * ,z) is feasible in (8) and has objective value e∈E(H)z e ≥ (1 − ε)t(G), where H = (V, E(H)) and E(H) is the support ofz. Thenz is also feasible for the SDP defined using H instead of G, which shows that t (H) ≥ (1 − ε)t (G).
COROLLARY 5.10. Let G = (V, E) be a graph. For any real ε ∈ (0, 1), there is a deterministic polynomial-time algorithm to find a supergraph H of G such that
PROOF. For a graph G = (V, E), define t(G) as the square of the minimum radius of a hypersphere on R n such that there is a map from V to the hypersphere such that adjacent vertices are mapped to points at distance exactly 1. Lovász [2001] noted that t(G) is related to the Lovász theta number ϑ(G) of the complement G of G by the formula 2t(G) + 1/ϑ(G) = 1 (see Carli Silva and Tunçel [2013] for a proof). By repeating the same proof for t (G), one finds that 2t (G) + 1/ϑ (G) = 1. The result now follows from Corollary 5.9 via this formula.
COROLLARY 5.11. Let G be a graph such that ϑ (G) = o( √ n). For any real γ > 0, there is a supergraph H of G such that
PROOF. Apply Corollary 5.10 with ε := γ /ϑ (G). 
This theorem has several interesting consequences, including the existence of sparse, low-regret solutions to zero-sum games. The original proofs are based on a simple random sampling algorithm and Chernoff bounds. This algorithm can be derandomized using pessimistic estimators [Hofmeister and Lefmann 1996] .
The following corollary of Theorem 1.3 can be viewed as a matrix generalization of Theorem 5.13. 
This completes the proof.
Although the support size in Theorem 5.13 is much smaller than in Corollary 5.14, the latter provides a multiplicative error bound, whereas the former only provides an additive error bound. Theorem 5.13 can be modified to give multiplicative error bounds if we allow μ to have O(n log n/ε 2 ) nonzero entries. However, such a result is not interesting, as Carathéodory's theorem provides a μ with only n + 1 nonzero entries and no error (i.e., ε = 0). In contrast, Carathéodory's theorem is very weak in the scenario of Corollary 5.14, as it only provides a μ with n(n+1)/2+1 nonzero entries.
Sparsifiers on subgraphs.
COROLLARY 5.15. Let G = (V, E) be a graph, let w : E → R + be a weight function, and let F be a collection of subgraphs of G such that F∈F |V (F)| = O(n). For any real ε ∈ (0, 1), there is a deterministic polynomial-time algorithm to find a subgraph H of G and a weight function w H :
where w F := w E(F) is the restriction of w to the coordinates E(F) and When all of the subgraphs in F are spanning and |F| = O(1), Corollary 5.15 yields a result that is reminiscent of the matroid intersection theorem applied to two cycle matroids (e.g., see Schrijver [2003, Chapter 41] ), in the sense that multiple graphs are simultaneously sparsified. We note that similar notions of simultaneous sparsification arising from the method of Batson et al. have already proved important in related areas. For instance, Boutsidis et al. [2011] describes how to simultaneously sparsify two sets of rank-one matrices, while preserving separate lower and upper bounds for each set, whereas Schechtman [2011] uses a dual application of the method to show how to sparsify a whole subspace of vectors, in the sense that their norms are essentially determined by just a few coordinates.
We remark that Ahlswede-Winter inequality can be used to sparsify sums of positive semidefinite matrices for a very large number of instances simultaneously under some circumstances. We briefly describe one such application. Suppose that, for each j ∈ [k], we have matrices B . Now apply Theorem 3.1 as in Section 3.1 together with the union bound to show that, with probability at least 1/2, one obtains a nonnegative vector y ∈ R m with O( log(kn)/ε 2 ) nonzero entries such that y solves Problem 1.2 simultaneously for each j ∈ [k].
CONCLUSIONS
Spectral sparsification is an important subroutine in numerous recent graph algorithms, particularly one that solves systems of linear equations defined by Laplacians of graphs [Spielman and Teng 2004; Koutis et al. 2010] . A natural setting in which to understand spectral sparsification of graphs is the linear algebraic setting of Problem 1.1. This article has studied Problem 1.2, which is a generalization of Problem 1.1 to matrices of arbitrary rank. This more general formulation encompasses several interesting theoretical applications, which we have enumerated in Section 5.
Early probabilistic methods [Rudelson 1996 [Rudelson , 1999 give a solution to Problem 1.1, whereas more recent probabilistic methods [Ahlswede and Winter 2002; Tropp 2012] can also solve Problem 1.2. Since the deterministic method of Batson et al. [2012] for Problem 1.1 gives sparser solutions than known randomized methods, this article has studied deterministic methods for Problem 1.2.
The early probabilistic methods [Rudelson 1996 [Rudelson , 1999 are very technical and seem difficult to derandomize, whereas the Ahlswede-Winter method [Ahlswede and Winter 2002] can be derandomized using pessimistic estimators [Wigderson and Xiao 2008] . This approach leads to our first deterministic algorithm for solving Problem 1.2. Our second algorithm gives a sparser solution to Problem 1.2 via a small modification to the method of Batson et al. It is interesting that both of these algorithms involve potential function methods. For a future research direction, it may be illuminating to understand the general properties that allow the the inverse-based potential function of the second algorithm to achieve sparser results than the exponential-based potential function of the first algorithm.
