ABSTRACT
INTRODUCTION
Topology Control in directional wireless networks is the rapid changing of the topology in response to changes in the atmospheric obscuration(effective link capacities) or demands at the various nodes. Atmospheric obscuration or occlusion in the path between a FSO/RF transmitter and the receiver causes the Bit Error Rate (BER) of that link to increase. This is analogous to a reduction in the effective data-rate of that link. Alternatively, the traffic demand might change over time and could result in congestion in some of the links because of an imbalance in the traffic demand. Topology Control is the ability to optimize the network topology according to changing traffic demand, changing physical environment or both.
Figure 1 Timeline of the Topology Reconfiguration Process
In the case of point-to-point directional wireless networks, like Free Space Optical (FSO) networks, the degree constraints imposed on the nodes imply that during a topology change, unwanted links have to be removed before new links can be created. Whenever this is this case, the network topology will be in a transient state after the removal of unwanted links and before the establishment of new links. This transient state could exist for a small time interval, but it nevertheless exists and results in suboptimal network performance during this time. For example, reconfiguration in FSO/RF networks involves the physical realignment of the laser and RF transceiver assembly towards different nodes so that new links are established after the old links are destroyed. The new links are acquired after a process called Pointing, Acquisition and Tracking (PAT). The network is in a transient state during PAT -the time taken for PAT is called the PAT Delay (figure 1). In this study, we are interested in such reconfigurable networks where a topology reconfiguration imposes a cost on the network performance. To be specific, we develop methods to 1. characterize the reconfiguration cost and calculate the minimum possible reconfiguration cost in a setting and 2. incorporate this characterization into the heuristics that are used to calculate the optimal network topology.
The setting here is that of a ring network -each node in the network has a degree of 2 and any reconfiguration results in a ring at the end. For an arbitrary network, the following discussion still holds except for the specific bounds developed for ring networks.
BACKGROUND
An autonomous topology control scheme for a reconfigurable network should answer the following questions 1. What should be the target topology for the reconfiguration?
2. When to trigger the reconfiguration? 3. How to perform topology reconfiguration to achieve a target topology?
Several previous studies ( [1] , [2] , [3] ), have been carried out on the problem of designing an optimal topology given the traffic demand and the network conditions. This is called the static topology design problem, so called because while forming an optimal topology, calculations can be done offline because no parameters are dynamically varying. This problem is computationally intensive and several heuristics have been developed [4] in the literature to obtain the optimal topology in real-time.
Introducing dynamicity in the network operations entails solving problems (2) and (3). In particular, several previous studies ( [5] , [6] , [7] ) have attempted to solve (1) and (2) together by trading off between the resource utilization and the disruption in the traffic caused by the reconfiguration. This introduces the notion of cost of reconfiguration and we will see how previous work has failed to take into account the differences between various schemes of reconfiguration to calculate the reconfiguration cost.
The scheme of reconfiguration is specified by problem (3) and an obvious method to reconfigure is to delete all unwanted links and create the new links simultaneously. In the case of FSO networks, this would mean all the relevant transceivers start their PAT operation simultaneously and in the case of WDM networks, this would mean all the transmitters and receivers are retuned at the same time. However, this operation would disrupt a major portion of the network. Another possibility -in the other extreme -is to carry out the reconfiguration by obtaining the sequence of exchanges of two links (called a branch-exchange) to migrate from the current topology to the target topology [8] . This scheme, again, suffers from a long transition period and hence, resources are inefficiently utilized for a long duration.
The static topology design problem typically operates as a congestion minimization problem with the objective of minimizing the congestion on the maximally congested link [4] . For ring topologies, and assuming shortest path routing, the problem is still NP-complete. Desai et al. [4] evaluated several heuristics that minimize the congestion in terms of their scalability properties. These heuristics were derived from the well-known singlehop, multihop and rollout heuristics and were applied to minimize congestion in ring topologies.
• Rollout heuristics were suggested in [9] to improve the performance of the congestion minimization heuristics described above. The idea is to 'rollout' the entire topology using a particular heuristic before adding a link to the topology at each stage.
Introducing dynamicity into the network that has to be autonomously reconfigured brings us the problems (2) and (3) mentioned at the beginning of this section. Several studies, particularly for WDM networks, have attempted to solve the problem of determining when to reconfigure together with the problem of determining the target topology. In [10] for example, a Mixed Integer Linear Programming (MILP) formulation for the target topology best suited to the changed traffic matrix and achievable by minimal disruption to the existing topology is presented. No tradeoff between the resource utilization and traffic disruption is given in this formulation, however. A different set of studies are based on the predictability of future traffic matrices. For example, if the entire set of traffic matrices is known, a topology that optimizes for the sequence of traffic matrices instead of just the current traffic matrix can be calculated, totally avoiding the need for reconfiguration in the future. A Markov decision process formulation is used in [11] where each state is given by a two tuple (load balancing metric, cost of reconfiguration). A drawback with this approach is that the topology is designed to be optimal for the initial traffic matrix even if it is known that a reconfiguration will not be carried out if the traffic matrix changes. Sinha and Murthy [28] propose an information theoretic approach where the design of the topology is optimized for a set of traffic matrices based on either the fully predicted series of traffic matrices or the estimated series of traffic matrices. Again, it is not easy to probabilistically predict the traffic matrices based on stochastic processes.
The success of all of the reconfiguration schemes discussed above is predicated on the accuracy of the reconfiguration cost estimates. Several studies ([6] is a good example) treat the reconfiguration cost as the total number of lightpaths being added and removed during the reconfiguration. This simplistic model fails to differentiate between the various possible reconfiguration schemes that can be used. For example, it might be easier and cheaper to migrate to a specific target topology (as compared to other target topologies) over a series of branch-exchanges [8] but the same target topology might have higher (as compared to other topologies) reconfiguration cost -measured in terms of packets lost -if the reconfiguration is done in one step.
SUCCESSIVE APPROXIMATIONS
Successive Approximation is a reconfiguration scheme to achieve a target topology starting from the current topology. To evaluate the quality of any reconfiguration scheme, we need a notion of the reconfiguration cost and the reconfiguration scheme should attempt to minimize this reconfiguration cost. If we consider a biconnected topology structure such as a ring as both initial and target topologies, any reconfiguration deletes (and creates) at least 2 links. This causes the network to be in a transient disconnected state for the duration of the PAT Delay as noted in the section 1. A natural measure of the reconfiguration cost is the packet drops that happen during this interval due to unavailability of paths.
To see why the number of links that are deleted (and created) cannot act as a measure of the reconfiguration cost, we see in figure 2 a simple counterexample. We assume that nodes are connected in a ring, with traffic flowing between any two source destination pairs at the same rate. If the links depicted as gray lines in the network(s) are the links that are deleted during topology reconfiguration, the number of traffic flows that will be affected can be calculated as shown in the figure. Because the topology is a ring, if p links are changed during reconfiguration, this creates p partitions in the topology in the transient state. As can be seen, the traffic loss during a TR for a fixed p will be minimized when the changes are in, in some sense, in a restricted area of the network. If the number of nodes in the network is N, and if the k th partition created during the TR process contains n k nodes, the number of affected traffic flows is given by ] ... Figure 3 shows the maximum and minimum number of flows affected as the number of partitions vary from 2 to 100 in a 100 node network. Clearly, this figure illustrates the wide variability within the possible TRs for a given number of link changes.
The cost C of a topology reconfiguration is a function of the set of edges that are deleted in the transient state and the traffic demand matrix for the network. For a ring network and if the traffic demand is assumed to be uniform (that is, each node sends traffic at the same rate to every other node), the cost function is just a function of the number of partitions p and the size of each connected component in the topology during the transient state.
where Ω is a set containing the sizes of each of the connected components. In successive approximation, we aim to generate a sequence of graphs G 1 , G 2, ..., G K such that
and is minimized. In other words, the target topology is achieved through K intermediate topologies. We define the gain G
and aim to maximize it under the constraints that sum of number of links changed in each step is atleast p, the required number of link changes to reach the target topology and the number of link changes in each step is between 1 and p. We analyze the conditions under which the upper bounds of G are achieved and these happen when either (a) all p i 's are p or (b) all p i 's except one are 2, with the boundary conditions satisfied. Which of these two boundary conditions maximize G depends on parameters p,N and K. If boundary condition (a) maximizes G, K is one and the topology reconfiguration is executed in one step. When condition (2) maximizes G, it becomes a convex function of K and the maxima occur at the boundary conditions -K being 1 or as large as possible. As G = 0 when K is 1, K must be as large as possible to maximize G.
In conclusion, we see that the upper bound for G is maximized under the following conditions. 
TOPOLOGY RECONFIGURATION WITH SUCCESSIVE APPROXIMATIONS
An illustration of the difference between the topology computed using congestion minimization heuristics and the optimal topology for a traffic matrix follows. Figure  5 shows the traffic matrix for a 5-node network and the current topology of the network.
Figure 5 Traffic Matrix and link loads in a 5-node network
The traffic flow-rate between any two source-destination pair is given in packets per second and assuming shortest-path routing, the links are loaded with traffic as illustrated in the figure. The congestion metric is the load on the most heavily loaded link in the network and in the current topology, the most heavily loaded link is the link 1 to 2 and the congestion measure is 48. For this traffic matrix, the optimal topology that minimizes congestion is given in figure 6 (a) and for this topology, the load on the maximally loaded links is 45. However, implementing this target topology results in 3 partitions during the transition and 198 packets per second will be dropped when the network is in the transient state. Figure 6 (b) illustrates another topology that is not optimal with respect to congestion -the load on the maximally loaded link is 46. However, this topology creates only 2 partitions during the implementation with a total of 151 packets per second being lost during the PAT delay. Though the topology in fig 6(a) has a lower congestion measure compared to the topology in fig  4. 3(b) (45 versus 46), the latter topology can be expected to have fewer overall packet drops compared to the former depending on the time spent before another topology reconfiguration is carried out.
The problem formulation that minimizes both congestion cost and the reconfiguration cost has to have an objective function that is a combination of the congestion measure and the packet drops that happen due to reconfiguration. The key challenge in combining the two costs is in expressing both quantities in the same units so that the costs can be added together.
• Reconfiguration Cost: The minimum reconfiguration cost is obtained by executing the topology reconfiguration in successive approximations and the minimum such reconfiguration cost can be obtained directly by generating the sequence of intermediate branch exchanges.
• Congestion Cost: Congestion metric is a useful quantity for assessment because the packet drops in the network are dominated by the packet drops in the most congested link.
An estimate of the expected packet drops on this link can be arrived by modeling the link as an M/M/1/1 queue. If λ is the arrival rate and the average service time is given by C 1 where C is the capacity in packets per second of the outgoing link, the blocking probability P b is given by the Erlang-B formula
Using the M/M/1/1 model, the average packets lost per second can be calculated using the blocking probability. We can also assume a mean time between reconfigurations -the average time for which the network topology does not change -T MTBR . The average number of packets lost due to congestion can be calculated from the mean time between reconfigurations and the blocking probability.
The objective function to be minimized is the sum of the expected packet drops due to congestion and packet drops due to topology reconfiguration. This minimization function is similar to the congestion minimization problem described in section 2. To obtain heuristics to solve this problem, we start from well known heuristics such as the single-hop heuristic and the single-hop rollout heuristic.
The key difference between this minimization problem and the congestion minimization problem is that calculating the reconfiguration cost requires the current topology and the complete target topology. For the congestion minimization problem, some of the link insertion heuristics insert an edge in the network at each step minimizing a local objective function. Therefore, at each step, we only have a partial topology and this cannot be used to calculate the reconfiguration cost. Heuristics such as the rollout heuristic that evaluate complete topologies at each step can be modified to take reconfiguration cost into consideration when selecting the target topology.
SIMULATION RESULTS
The topology reconfiguration heuristic that was developed in the previous section can be evaluated by comparing with the topologies that will be generated by the rollout heuristic which do not take reconfiguration cost into account. This comparison can be made with respect to end to end packet delay and dropped packets in a ring network simulated using discrete event simulations in OPNET Modeler. However, the algorithm does not preclude applying it for arbitrary networks given specific heuristics for topology reconfiguration.
The key requirement for the traffic matrix generation mechanism is to dynamically update the traffic matrix over time so that the network topology becomes nonoptimal resulting in the triggering of a topology recomputation. We start with a uniform traffic matrixevery node sends traffic to every other node in the network at the same rate. For a N node ring topology, if shortest-hop routing strategy is used, each link carries The simulations were carried out with wireless links of capacity 1 Mbps and the link loading factor was set at 50% corresponding to a moderately loaded network. The above formula was used to calculate the traffic rate of each end to end flow and an exponential traffic generator is used to generate the traffic at the calculated rate. After every 10 seconds, each entry in the traffic matrix is either increased or decreased by 10% of the original traffic rate for the end to end flow with equal probability. As each entry is increased or decreased with the same value and with equal probability, the expectation of the total number of packets per second is a constant but the variance increases over time.
The packet drops due to congestion increases over time as the topology becomes suboptimal with respect to the traffic demand matrix. To update the network with optimal topologies, a new topology is computed whenever one or more of the links have 100% or more link utilization. When this occurs, a topology computation is triggered and this phase uses the selected heuristic to calculate the new target topology.
The rollout heuristic (with singlehop as the base heuristic) along with the successive approximations module was all implemented as C functions in OPNET Modeler. All simulations were run on a Intel Pentium 4 3.60 GHz CPU with 1GB of RAM running Windows XP. For each heuristic, the end to end packet drops were calculated as the sum of reconfiguration drops and congestion drops.
• Reconfiguration Drops: The packets that are transmitted for destinations in other connected components will be dropped by the IP layer.
• Congestion Drops: These drops occur at all times as against the reconfiguration drops that happen only when a topology reconfiguration is executed. These drops are measured as output drops in the wireless transmitter. The simulation was then repeated for each heuristic using the same traffic pattern with successive approximations enabled. For all the simulations, T PAT was chosen to be 2 seconds and T MTBR was 10 seconds. T MTBR was chosen to be 10 seconds. Five simulation runs were made with each run differing in the way the traffic demand matrix is changed. The average packet drops were calculated as a simple average of the results from the five simulation runs and is shown in figure 7 . Clearly, the average packet drops without successive approximation are higher than when rollout(singlehop) heuristic is used with successive approximations. The average reconfiguration and congestion drops from the same simulation runs are shown in figure 8 and it can be seen that modifying the rollout heuristic to incorporate successive approximations reduces the packet drops that happen during reconfiguration. The congestion drops, however, increase when SA is used because the network topology is not reconfigured as frequently as it would otherwise have been. This keeps the network topology suboptimal with respect to the traffic matrix for a longer duration and increases congestion drops. This increase in congestion drops is clearly offset by the much larger reduction in packet drops due to reconfiguration.
The main reason for the reduction in packet drops due to reconfiguration is the decrease in the number of reconfigurations when SA is used -as seen in figure 9 . The average number of topology recomputations and topology reconfigurations for the five 2-hour simulations are tabulated in table 1. The average number of topology reconfigurations is 42.8 when SA is enabled while that number is 217 otherwise. This decrease in the number of reconfigurations happens in spite of an increase in the number of times a topology computation is triggeredwhich is because the topology is suboptimal with respect to congestion when SA is used. 
CONCLUSION
Given that a natural metric for the reconfiguration cost is the packet drops that happen during reconfiguration, we show that the minimum reconfiguration cost is achieved when the topology reconfiguration is replaced with sequences of branch exchanges that exchanges two edges in the graph in each step. A modified objective function to generate optimal topologies based on the combined congestion and reconfiguration costs is developed in section 4. The heuristics that are typically used for congestion minimization can be modified to reflect the different minimization objectives. As an example, the rollout(singlehop) heuristic was chosen and the effect of using successive approximations was studied using simulations of a FSO network operating under a time-varying traffic demand. It was observed in the simulation results that total packet drops decrease when successive approximations are used and this happens in spite of the increase in packet drops due to congestion. It was also observed that using successive approximations resulted in fewer topology reconfigurations and hence a more stable network.
