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 Actuator concepts utilizing NiMnGa, ferromagnetic shape memory alloy are 
investigated for potential use on a smart rotor for trailing edge flap actuation. With 
their high energy density, large dynamic stroke, and wide operating bandwidth, 
ferromagnetic shape memory alloys (FSMA) like NiMnGa, seem like attractive 
candidates for smart rotor actuators, potentially able to fulfill the requirements for 
both primary rotor control and vibration suppression.  However, because of the recent 
discovery of the material, current experimental data and analytical tools are limited. 
To rectify these shortcomings, an extensive set of detailed experiments were 
conducted on samples of NiMnGa to characterize the response of the alloy for a wide 
variety of mechanical and magnetic loading conditions.  Measurements of the 
material performance parameters such as power density, damping properties, 
magneto-mechanical coupling, and transduction efficiency were included.  Once 
  
characterized, the experimental data were used to develop a series of analytical tools 
to predict the behavior of the material.  A model, developed in parallel to thermal 
shape memory alloy models is proposed to predict the quasi-static stress-strain 
behavior.  A simple, low frequency, parameter based model was also developed to 
predict the alloy’s dynamic strain response. 
A method for developing conceptual actuators utilizing NiMnGa as the actuation 
element was proposed.  This approach incorporates experimental data into a process 
that down-selects a series of possible actuator configurations to obtain a single 
configuration optimized for volumetric and weight considerations.    The proposed 
actuator was designed to deliver 2 mm of stroke and 60 N of force at an actuation 
frequency of 50 Hz.  However, to generate the 1.0 T magnetic field, the actuator mass 
was determined to be 2.8 kg and required a minimum of 320 Watts of power for 
operation.  The mass of the NiMnGa element was only 18.3 g. 
It was concluded that although the NiMnGa alloy was capable of meeting the 
trailing edge flap actuation requirements, the material is not suitable in its present 
form for this application because of weight and power consumption issues.  The 
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Chapter 1: Introduction 
1.1 Project Overview 
The helicopter main rotor is a complex, multi-functional system providing both 
the required lift and thrust forces for the vehicle.  This is achieved by a large 
diameter, low disk-loading rotor which can provide enough thrust to for the vehicle to 
achieve both forward flight and stable hovering flight capabilities.  In fact, no other 
vehicle has achieved such broad success as the helicopter in terms of hovering flight 
and vertical take-off and landing (VTOL) capabilities.  This unique aptitude for 
stable, hovering flight allows the helicopter to successfully accomplish missions 
closed to fixed-wing, aircraft.  Therefore, the helicopter occupies a very important 
niche in the aerospace domain and is well suited for a wide variety of mission profiles 
including reconnaissance, search and rescue, civilian transport to name just a few. 
The versatility of the main rotor mechanism is the source of most all of the 
desirable qualities typically attributed to the helicopter.  However, the main rotor 
system is also the source of many of the problems associated with this unique vehicle.  
One of the main problems associated with the main rotor is the generation of 
unacceptable levels of vibration and noise.  As a result of the asymmetric 
aerodynamic environment, helicopters are susceptible to high vibratory loads and 
noise levels.  The high vibratory loads negatively impact the overall performance, 
significantly limiting the helicopter’s capabilities [1].   In the long-term, vibrations 
reduce the structural life of system components which results in increased 




the vehicle itself, but when combined with the magnitude of generated noise, they 
tend to be cause pilot fatigue, and result in poor ride quality for passengers.  Not 
surprisingly, the noise levels generated by the main rotor are a major barrier for the 
public acceptance of helicopters in the role of a short range civilian transport [3].   
Each year, noise levels in civilian areas are becoming increasingly regulated forcing 
the rotorcraft community to focus on noise reduction strategies.  Furthermore, the 
military is also concerned with the effects that vibration and noise levels have on 
crew fatigue and targeting systems in addition to the stealth capabilities of the aircraft 
in a combat environment.  
Because of these challenges, the rotorcraft community has placed increased 
emphasis on developing a ‘jet-smooth’ flight capability in helicopters [4] to 
counteract the problems associated with vibrations and noise, in order to increase the 
appeal of rotary wing vehicles.    Consequently, the development and implementation 
of both passive and active vibration reduction strategies has received much attention 
from academic and research communities.  The most popular and arguable the 
simplest vibration reduction strategies involve passive systems.  However, although 
passive systems perform well at attenuating narrow vibration frequency bands, they 
tend to incur substantial weight penalties and perform poorly in off-design conditions.  
Active systems, on the other hand, are generally more difficult to design and 
implement, but have the potential of offering broadband vibration attenuation for a 
variety of flight conditions.  The success of these active systems depends on high 
power density, lightweight, compact actuators that can be seamlessly integrated into 




One novel active control strategy involves the development of a swashplateless 
rotor system.  This system involves replacing the complex, aerodynamically 
inefficient, swashplate mechanism with a compact, system of distributed actuators, 
sensors, and control surfaces directly integrated into the geometry of the rotor blade.  
When combined with real-time control algorithms, this system of actuators, sensors 
and aerodynamic control surfaces comprise a ‘smart rotor’ system. 
The smart rotor system achieves primary rotor control via deflections of on-blade 
control surfaces (i.e. flaps) or global shape changes in the blade structure.  These 
deflections are accomplished by integrated actuators, receiving power transmitted 
from the fixed to rotating frame by means of an electrical slip ring unit.  Vibration 
reduction can be achieved by utilizing the same control strategy.  As a result, the 
smart rotor system has the advantage of multifunctionality, becoming the source of 
both primary rotor control and active vibration control.  The dual function of the 
smart rotor system is one of the most attractive aspects of the concept. 
As mentioned previously, the success of the smart rotor relies in part on the 
development of actuators capable of providing adequate control authority to the 
system.  Active materials such as piezoceramics and magnetostrictives offer 
enormous potential for use in smart rotor actuators.  When energized with the 
appropriate field (magnetic, electric, thermal, etc.) these materials produce various 
levels of strain and force making them ideal for use as solid state actuators.  Although 
many of these materials are capable of fulfilling the necessary force requirements of 
the smart-rotor system, they are all limited in the magnitude of achievable stroke.  




stroke-amplification mechanisms in order to generate the required blade deflections.  
Unfortunately, this requirement diminishes the attractiveness of these materials 
because the increased complexity negates some of the inherent advantages of the 
materials.  One new material, the ferromagnetic shape memory alloy (FSMA) offers 
the potential to circumvent the shortcomings of other active materials because it has 
the capability of producing enormous levels of strain (~6%) without requiring 
cumbersome, force-amplification mechanisms [5].  Furthermore, FSMA can deliver 
these levels of strain at high frequencies, reported well-into the kHz range [6, 7]. 
The research presented in this dissertation is directed primarily at the 
characterization of the NiMnGa magnetic shape memory alloy for a wide range of 
magnetic and mechanical loading conditions.  The aim is to assess the capabilities of 
the material in terms of its potential use in smart-rotor actuators.  Once characterized 
for both quasi-static and dynamic excitation, a series of analytical tools to predict the 
behavior of the material are proposed.  Finally, a conceptual NiMnGa actuator is 
designed and compared to existing smart actuators to foster a discussion regarding the 
relative advantages and disadvantages of the material. 
1.2 Sources of Vibration and Noise in Rotorcraft 
Before discussing the specific vibration control strategies, it is necessary to 
expose the some of the sources of helicopter vibration and noise.  Although briefly 
discussed here, a more detailed discussion regarding the sources of vibration and 
noise can be found in a variety of other sources [8, 9].  The primary source of 
vibration for any helicopter is the main rotor.  The aerodynamic environment on the 




unsteady forces, especially in a high-speed flight condition.  In forward flight, rotor 
blades experience a number of conditions that induce vibration.  These conditions 
include a 1/rev variation in angle of attack, compressibility effects such as transonic 
shock on the advancing side, retreating side blade stall, and finally, a circular region 
of reversed flow on the retreating side with a diameter proportional to the advance 
ratio. 
During forward flight, nonuniform airflow through the rotor causes periodically 
varying air loads on the rotor blades, which in turn lead to periodic excitation forces 
and moments on the rotor hub.  These vibrations are most pronounced for advance 
ratios greater than or equal to 0.1.  Furthermore, the interaction of the complex 
aerodynamic environment with the elastic rotor blades also generates substantial 
vibratory loads.  All of these loads are transmitted through the hub to the fuselage and 
hence, to the crew and passenger seats [10, 11, 12, 13].  Wake from the main rotor 
also interacts with the tail rotor and fuselage.  For example, as the each rotor blade 
passes over the tail boom, a 1/rev forcing is generated.  Blade dissimilarities arising 
from the unavoidable introduction of small imperfections within the blade structure 
during manufacturing or flight operations also generate large 1/rev loads.  The 
dominate helicopter excitation frequency is the Nb Ω, where Nb is the number of rotor 
blades and Ω is the rotational speed of the rotor.   For a rotor with Nb identical blades 
operating in the perfectly tracked condition, the Nb/rev, Nb-1/rev, and Nb+1/rev 
vibratory forces are transmitted through the hub to the fuselage as Nb/rev vibratory 
forces and moments [8, 14].  In other words, for an identically tracked rotor, only 




transmitted through the hub.  However, in reality, rotor blades are never identically 
tracked, therefore vibratory loads composed of all harmonics are transmitted to the 
fuselage. 
The main rotor is not the only source of vibration in helicopters.  Other less 
dominating sources include the tail rotor and airframe itself.  Helicopters also suffer 
from vibrations originating from the transmission and power plant assembly.  
Typically, the gearbox assembly is mounted above the passenger/crew compartment 
and is responsible for generating high frequency vibration signals.  These high 
frequencies result in large internal noise levels which can be uncomfortable to the 
occupants of the helicopter.  The frequencies responsible for these noise levels are the 
fundamental meshing frequencies of the spiral bevel, and planetary gears.  Efforts 
have been directed towards attenuating these vibrations in order to improve the ride 
quality of the vehicle.  Developing methods to identify these fundamental frequencies 
and their associated harmonics, which are responsible for most of the transmission 
induced noise, is a critical step for developing noise reduction strategies [15]. 
1.3 Methods of Vibration Reduction 
Clearly, the levels of vibration and noise are a significant problem for the 
rotorcraft community.  Consequently, there has always been an enormous interest in 
developing efficient strategies to reduce or eliminate troublesome vibratory loads.  In 
practice, the main target of vibration reduction is the Nb/rev harmonics transmitted to 
the fuselage from the main rotor.  Vibration control methods typically fall into one of 




1.3.1 Passive Isolation Methods 
Vibration suppression is usually achieved through passive methods that 
dynamically isolate the rotor and transmission system from the fuselage of the 
vehicle.  Combinations of structural optimization, vibration absorbers, elastomeric 
dampers mounted between the transmission and fuselage, and nodal beams have all 
been employed to attenuate the vibrations generated by the main rotor.  These passive 
systems commonly implement dampers and tuned masses to diffuse fuselage 
vibrations [16, 17, 18].  Cabin mounted systems are convenient in that many of them 
do not require a detailed knowledge of the vibration sources and may be installed as 
needed.  Hub mounted systems are self tuning however they incur large parasitic drag 
penalties.  Furthermore, although these passive methods are useful in isolating the 
forcing frequency, they are associated with large weight penalties and have reduced 
effectiveness when the vehicle is operated away from the tuned flight condition [13]. 
The Liquid Inertia Vibration Eliminator (LIVE) force isolator system is an 
example of a passive system that has enjoyed wide acceptance as an effective 
vibration suppression tool. Dynamically, the isolator is equivalent to a nodal beam 
currently in service on the 206L [19]. The LIVE isolator is composed of outer and 
inner cylinders joined by a coaxial rubber bushing that also functions as a spring. The 
inner cylinder is attached to the transmission, while the outer cylinder is connected to 
the fuselage. Cavities connected by a tuning port within the cylinders serve as 
reservoirs for hydraulic fluid. The hydraulic fluid is heavy, like mercury, and acts as 
the tuning mass of the isolator. By varying the diameter of the tuning port, the device 




isolator include: a reduced mechanical complexity, bearingless, linear response at 
high g’s, and a low weight compared to other passive systems. With the advent of 
new fluids, LIVE isolators continue to improve in terms of performance and weight. 
These state-of-the art isolators have been shown to significantly isolate over 60% of 
the vertical 4/rev vibratory forces [20].  This system also provides vertical pitch and 
roll vibration attenuation.  
Another successful passive vibration suppression system is the antiresonance 
force isolator.  Similar in principle to the LIVE system, the antiresonance force 
isolator contains a passive hydraulic force generator. For a certain excitation 
frequency (the antiresonance frequency) the dynamic component of the spring force 
and the dynamic force produced in the passive force generator, are opposite and equal 
at the node between the isolator and fuselage. The relative motion between the 
fuselage and rotor transmission generates the hydraulic force. As a consequence, the 
net vibratory force (Nb/rev) acting on the fuselage is minimized, thereby minimizing 
the vibratory response of the airframe. The difference between this design and the 
LIVE actuator is the performance. While LIVE actuators are capable of isolating 64% 
of the vibratory vertical forces, the isolation efficiency of the antiresonance force 
isolators is 70% because of the low self-damping of the design [21]. The system is 
mechanically simple, and has a well-defined separation of the load paths.  
1.3.2 Active Methods 
Two of the main disadvantages of passive vibration isolation systems are poor off 
design performance and large weight penalties.  Active control systems offer much 




vibration frequencies.  Furthermore, these systems are envisaged to be much lighter 
than similar passive control mechanisms.  In general, active control methods can be 
grouped into two categories:  fixed frame and rotating frame schemes. 
Fixed frame active control utilizes a series of distributed actuators and sensors 
that are mounted at various locations throughout the fuselage to counteract the 
vibratory loads transmitted from the main rotor.  One method, known as the Active 
Control of Structural Response (ACSR), utilizes actuators to apply control forces at 
various critical points on the fuselage and gearbox struts to counteract vibratory 
loads.  This system is currently in production on the EH-101 [22, 23], and has been 
tested on the Sikorsky S-76 [24] and the BK 117-C [25].  A similar system, the 
Active Vibration Reduction System (AVRS), is currently being developed for the 
Sikorsky S-92 and the Boeing V-22.  Similar in principle to the ACSR, the AVRS 
system is comprised of pairs of single point MOOG
TM
 actuators, each consisting of a 
pair of unbalanced, counter-rotating eccentric masses.  Vibration reduction is 
achieved by controlling the phasing between actuator pairs.  By determining the 
optimum location for these actuators, significant reductions in vibration can be 
obtained.  These inertial force generators are adapted from passive reduction 
methods.  For the S-92, the dynamic force output provided by the actuators is 500 lb. 
Currently, the system designed for the S-92 has seen a reduction of over 50% in the 
levels of vibration, and the optimum actuator location has yet to be determined. The 
weight penalty for the AVRS system is 20% less than a passive system installed to 




Although the principle of operation is relatively straight forward, the ACSR and 
AVRS systems require an enormous investment of resources in order to implement 
them.  Determining the optimum actuator locations requires detailed analysis and 
modeling of the vehicle structure. Initially, the natural modes must be determined by 
NASTRAN or a similar finite element analysis. Once completed, the model must be 
validated by ground shake tests and the structural transfer matrix must be identified. 
The ground shake tests narrow the field to a few candidate actuator locations. Finally, 
once several possible actuator locations are determined, flight tests must be scheduled 
to validate the modeling and confirm the optimum actuator locations.  
Rotating frame active control schemes are oriented toward suppressing vibrations 
at the source, the main rotor.  Typically, this is accomplished by changing the rotor 
blade geometry or through the motion of blade mounted, active control surfaces.  
These systems influence the air loads on the blade and if correctly controlled, can be 
used to counter the vibration producing, unsteady air loads generated by the rotor.  
Several systems, including Higher Harmonic Control (HHC), Individual Blade 
Control (IBC), and active tracking tabs introduce rotating frame control. 
HHC vibration control involves exciting the swashplate at higher harmonics of 
the rotational speed.  These higher harmonics induce changes in the root blade pitch 
which result in new, unsteady air loads on the rotor blades.  If the new air loads are 
correctly phased, then the fuselage vibration is reduced. For adequate vibration 
control, the pitch input requirements are approximately ±2°.  The effectiveness of the 
HHC in reducing vibration levels has been shown both analytically [28, 29, 30, 31, 




system, it also has several major drawbacks.  First, the system imposes a considerable 
weight penalty and is limited to only Nb/rev excitations of the swashplate.  
Furthermore, the power requirements of the servo-actuators are quite high especially 
at extreme flight conditions.  Additionally, the HHC system has been shown to also 
promote blade stall at extreme flight conditions [31]. 
Another rotating frame approach is Individual Blade Control (IBC).  In this 
approach, actuators are installed in the rotating frame, located between the swashplate 
and rotor blades [38, 39, 40, 41, 42].  The goal of the IBC concept is to expand the 
capabilities of the HHC system by allowing blades to be excited over a wide range of 
frequencies, including frequencies that are not multiples of blade harmonics.   Wind 
tunnel and flight test data have shown that both vibration reduction and noise 
suppression are possible with IBC [43, 44, 45, 46].  There are a few drawbacks 
associated with the IBC system however.  First, the system requires a hydraulic slip 
ring unit that in addition to being complex, incurs a substantial weight penalty.  
Furthermore, the required actuation power has been shown to be up to 2% of the 
installed maximum sea level power at cruise speed [39].  However IBC research has 
expanded to other applications besides vibration reduction including: lag damping 
augmentation [41], gust alleviation [47], stall flutter suppression [48], and BVI noise 
reduction [49]. 
Helicopters often encounter vibratory loads that arise from rotor dissimilarities. 
These dissimilarities cause a tremendous increase in the 1/rev vibration level and 
hence the rotor encounters larger vibratory loads. To alleviate these dissimilarities, 




lengths, or by adding masses near the blade root. These operations are performed 
manually in an iterative procedure, and are an integral part of ground maintenance. 
This process is both costly and time consuming, resulting in increased operating costs 
and maintenance downtime. An active, in-flight tracking system is another rotating 
frame approach that would allow a rotor system to be tracked in a matter of minutes 
instead of hours or days.  This will result in a long term benefit of reduced operating 
costs, relaxed blade manufacturing tolerances, and increased fatigue life of structural 
components and instruments [50, 51]. The active tracking tab system adds both 
precision and speed to the tracking process. 
1.3.3 Trailing Edge Flap System 
The HHC and IBC control schemes are capable of successfully reducing main 
rotor vibration although both systems do require significant actuation power in 
addition to incurring substantial weight penalties.  Fundamentally, both systems 
change rotor air loads by altering the blade pitch at the root.  However, the inboard 
section of the blade does not have a major effect on blade air loads because the 
dynamic pressure of the region is relatively low.  Therefore, systems involving blade 
root pitch change mechanisms are not optimal for changing the air loads on the main 
rotor.  One solution to this problem is to install active control surfaces directly on the 
individual rotor blades.  On-blade aerodynamic control surfaces, actuated by actuators 
in the rotating frame can significantly reduce the power requirements relative to a 
conventional IBC approach, and provide additional performance benefits [52, 53].  
These control surfaces commonly take the form of trailing edge flaps, which are 




types of trailing edge flaps: servo flaps and plain flaps.  Depending on the blade 
dynamics, the trailing edge flap operates as a direct lift or moment flap.  The 
dominant effect of servo flaps is to generate aerodynamic moments about the elastic 
axis of the blade, resulting in a new twist distribution.  On the other hand, the 
dominant effect of plain flaps is to increase the local lift on the blade section. 
The Kaman helicopter utilizes on-blade servo flaps for primary flight control of 
its helicopters.  Furthermore, one of the first investigations regarding the use of servo 
flaps for vibration reduction was conducted by Kaman on their Multicyclic 
Controllable Twist Rotor (MCTR) HHC research.  This system utilized a combination 
of higher harmonic servo flap inputs with primary cyclic pitch control.    A set of 
push-pull rods attached to the swashplate were used to drive the on-blade servo flaps.  
The higher harmonic servo flap inputs were then superimposed onto the flight control 
inputs.  This system could achieve flap deflections of ±6° at frequencies of up to 4/rev 
which resulted in significant reductions of vibratory hub loads [54, 55, 56, 57]. 
An investigation of plain flap control surfaces was conducted by McDonnell 
Douglas Helicopter systems [58, 59, 60].  The Active Flap Rotor (AFR) project 
consisted of a 12 foot diameter rotor model, with on-blade plain flaps driven by a cam 
and cable linkage.  Experiments were conducted using open loop multicyclic flap 
control inputs, whose phasing was adjusted by mechanical arrangement.  The 
effectiveness of the plain flap in regards to vibration control, BVI noise reduction and 
power requirements was investigated.   
Sikorsky has also been involved with trailing edge flap research as part of its 




(ARC) tests involved driving trailing edge flaps with on-blade hydraulic actuators on 
a Mach scaled rotor [61].  A hydraulic slip ring unit consisting of state of the art, 4-
way spool valves and custom electronics enabled the actuators to operate at 
frequencies of up to 50 Hz.  The goal of this effort was to develop next generation 
rotors with both improved vibration and noise characteristics and enhanced 
performance. 
A variety of analytical studies on active, trailing edge flaps for vibration reduction 
have been conducted by various research groups.  Millot and Friedmann have 
conducted analytical studies regarding vibration reduction by using active servo flaps 
[62, 63, 64].  Milgram and Chopra [52, 65], and Shen and Chopra [66, 67] have 
conducted parametric studies for plain trailing edge flaps.  The results indicate that 
significant vibration reduction was feasible with flap sizes ranging from 10-20% 
span, 25% chord and flap deflections of the order ±5°. A further important conclusion 
was that the optimum location of the flap midspan was related to the blade dynamics 
and is near the 75% span station.  Furthermore, Shen and Chopra have also 
investigated the use of trailing edge flaps for primary rotor control on an ultra-light 
helicopter [68].  
The concept known as the X-frame was developed by Prechtl and Hall [69, 70, 
71, 72, 73] represented an innovative way to actively control trailing edge flaps. 
Basically, the X-frame is a piezostack stroke amplification mechanism that improves 
stroke via shallow angles.  Hover tests on a 1/6
th
 Mach-scale Boeing CH-47 




with an 11.5% span, 20% chord and aerodynamic overhang 27.5% of flap chord was 
used.  Flap deflections of ±3.9° were achieved during the test.  
1.4 The Smart Rotor 
Recent developments in rotorcraft technology have led to an emphasis on 
developing swashplateless rotor concepts.  By incorporating on-blade active control 
surfaces such as trailing edge flaps (TEF), or active twist, primary rotor control can 
be achieved without the swashplate mechanism.  There are several key advantages to 
this approach.  First, elimination of the swashplate from the main rotor assembly will 
simplify the hub design.  The reduction of the main rotor parts count both improves 
the reliability of the mechanism as well as reducing the production and maintenance 
costs of the system.  Second, the swashplate and its associated pitch links are exposed 
to the free stream which results in a significant level of parasitic drag.  The 
elimination of the swashplate would lead to an aerodynamically cleaner hub design, 
which in turn will improve overall performance. 
The utilization of TEFs for primary rotor control demands a more stringent set of 
actuation requirements than those used for vibration control.  But studies have shown 
that on-blade elevon type control surfaces can potentially provide adequate collective 
and cyclic pitch inputs to provide enough control authority to incur a smaller parasitic 
drag penalty than a similar, exposed servo flap control surface [74].  For sufficient 
control authority, the torsional frequency of the blade is reduced to between 1.5/rev 





The success of on-blade control surfaces relies on the development of compact, 
high power density actuators that provide enough control authority to the TEFs for 
primary rotor control and vibration reduction.    In the case of the MCTR and AFR 
systems, actuation is achieved by means of mechanical linkages originating from the 
fixed frame.  However, these linkages tend to introduce an impractical level of 
complexity to the hub mechanism as well as incur unacceptable weight penalties.  
Furthermore, rotor blades impose severe volumetric constraints and weight 
limitations on potential on-blade actuator candidates.  Conventional actuators also 
consist of large numbers of moving parts and are unsuitable for operation under the 
high centrifugal load operating environment inherent to helicopter rotors.  But, recent 
advances in active materials and smart structures provide an array of opportunities for 
use in on-blade actuators [4, 75, 76].  Active materials, with coupled electo-, thermo-, 
or magneto- mechanical behavior introduce the possibility of combining the functions 
of sensor and actuator into a single package.  This presents the opportunity to apply 
collocated control algorithms for maximum performance.  With the advent of these 
technologies, the concept of a ‘smart rotor’ system may be realized.   This smart rotor 
concept consists of a distributed set of embedded actuator and sensors integrated 
directly into the blade geometry, and combined with fixed frame, signal conditioning 
and controller units.  Control inputs are sent from the controller/signal conditioner to 
the on-blade actuators in response to signals generated by the embedded sensors.  
This integration of sensors, actuators, electronics, and control surfaces into the rotor 
structure are what makes the rotor ‘smart’.  In contrast, the active rotor concept only 




The smart rotor concept offers other benefits besides primary rotor control and 
vibration suppression.  Other positive benefits include improved handling qualities, 
improved performance, stall alleviation, augmented aeromechanical stability, and 
rotor health monitoring.  One project has looked at applying a trailing edge flap smart 
rotor to an interrogating rotor concept for the purpose of detecting rotor blade faults 
[79].  Clearly, a fully realized smart rotor system has the potential to provide 
revolutionary advances in rotorcraft, and may indeed be a key component in a next 
generation helicopter. 
1.4.1 Active Materials and the Smart Rotor 
A growing interest in smart structures and materials has expanded the possibilities 
of the smart rotor system [4, 80].  With smart material based actuation, plain flap 
configurations have the potential to outperform the servo flap by eliminating losses 
associated with the hinge gap and external support structure, reducing the power 
requirements, and providing better structural integrity.  Of the wide range of active 
materials currently available, piezoceramics and magnetostrictive materials are 
particularly attractive actuator candidates.  These materials are lightweight, possess 
high energy densities, and operate over large frequency bandwidths.  Furthermore, 
these materials can be utilized in solid state actuator designs thereby reducing or 
eliminating moving parts.  When incorporated into TEF smart rotors, these active 
material actuators enable the system to benefit from all the advantages of IBC, but 
require less power, and eliminate the need for a hydraulic slip ring.  Instead, control 
inputs and sensor signals are transmitted between the fixed and rotating frame via a 




1.4.2 Overview of Active Materials 
One of the most common types of active materials is piezoelectrics.  Because of 
their electro-mechanical coupling, deformation is induced in response to an electric 
field.  Likewise, these materials generate an electric field in response to an external 
strain field.  Many piezoelectric actuators consist of piezoceramic elements.  These 
elements may be manufactured in variety of geometries including stacks, sheets, 
tubes, and rods.   Piezoelectric actuators have a comparable stiffness to aluminum 
(~70 GPa) and can operate over a wide bandwidth, on the order of tens of kHz.  
Induced strain levels are about 1000µε (piezostacks).   Many actuator configurations 
exist, including stacks, bimorphs, and C-block types [81], as well as a variety of 
advanced concepts such as the RAINBOW [82] and THUNDER [83, 84] types. In 
general, piezoelectrics are characterized as a moderate force, low stroke, solid state 
device. For actuation, excitation voltages required to energize these materials can be 
as high as 1-2 kV, although 100 V is typical.  However, because piezoelectrics have 
high energy density, operate over wide bandwidths, and are easy to incorporate into 
structures, they are a good candidate for smart actuation.  Furthermore, due to a 
strong electro-mechanical coupling, piezoelectrics can also be implemented as 
sensors.    
Electrostictive materials share similar characteristics to piezoelectrics, generating 
the same levels of strain but with decreased hysteresis effects.  However, 
electrostrictives tend to be highly sensitive to temperature.  Furthermore, the 
materials have a highly non-linear response, and because the strain depends only on 




are possible.  Similar to electrostrictives materials, magnetostrictives, such as 
Terfenol-D generate induced strain levels due to applied magnetic fields.  These 
magnetic fields are usually generated by coils located on or near the material.  Like 
piezoelectrics, these materials generate high force over wide operating bandwidths, 
although the modulus of Terfenol-D is roughly half that of piezoceramics.  The strain 
capability of Terfenol however, is much higher, on the order of 2000µε (microstrain).  
The main drawback of magnetostrictive based actuators is that they require a 
relatively large and bulky set of magnetic coils in order to produce the level of 
magnetic field sufficient for actuation.  Furthermore, these coils often require an 
extensive array of power electronics for operation. 
Shape Memory Alloys (SMA), like NiTi, have the ability to recover plastic strain 
levels of up to 6% as a result of a temperature induced phase change.  By heating and 
cooling the alloy, actuation can be achieved.  However, since heating and cooling 
processes are relatively slow, actuation can only be achieved at low frequencies (less 
than 1 Hz).  As a result, these materials are unsuitable for primary rotor and vibration 
control which require much higher bandwidths.  But, since these materials have high 
stroke and high force generation capabilities, they are suited for a variety of smart 
rotor applications.  Research involving the use of SMA actuators in active trailing 
edge tab actuators for rotor tracking [85, 86] and in active twist mechanisms for 
tiltrotor blades [87] has been conducted.  Furthermore, SMA torsional actuators have 
also been investigated for fixed wing control surface actuation as part of the Smart 




Recently, a new shape memory alloy activated by magnetic rather than thermal 
fields has been discovered.  This material, known as the ferromagnetic shape memory 
alloy (FSMA) is well suited for use in TEF actuators.  As mentioned previously, the 
primary drawback of SMA for use in the smart rotor is the low bandwidth.  FSMA 
however, do not rely on a temperature dependent phase change for actuation but 
rather, a magnetically induced rearrangement of martensite twins.  The most common 
type of FSMA, NiMnGa (Nickel-Manganese-Gallium), has the ability to generate 
enormous levels of dynamic stroke (~6%) [5, 90] at very high bandwidths, reportedly 
in the kHz range [6].  Effectively, FSMA combine many of the desired properties in 
SMA with those of piezoelectrics and magnetostrictives.  Although piezoceramics 
have received a great deal of attention for TEF actuator applications because of their 
dual role as a sensor and an actuator, they are limited in their achievable stroke.  As a 
result, piezoelectric based systems often require stroke amplification mechanisms in 
order to produce the deflections necessary for flap actuation.  These mechanisms 
introduce additional mechanical complexity in addition to substantial weight 
increases, which can negate many of the advantages of this active material.  But since 
NiMnGa produces significantly larger magnitudes of dynamic stroke, stroke 
amplification mechanisms are not required, thus creating the possibility of a simple 
and potentially lightweight actuator design. 
1.5 Review of Smart Rotor Concepts 
A substantial body of research has accumulated in regards to smart rotor 
technology.  This section provides a review of some of the major developments in the 




configurations are the primary focus, other concepts such as those involving active 
twist are discussed. 
1.5.1 Active Twist Concepts 
An active twist rotor was first developed by Chen and Chopra [91, 92, 93] using 
direct twist actuation.  An array of dual-layer monolithic piezo patch elements was 
embedded in the rotor blade at +45 on the upper surface and -45 on the lower surface.  
These elements were distributed from 17.5% to 70% span with a piezo to fiberglass 
skin thickness ratio of approximately 4:1.  A net shear strain on the blade is induced 
by the in phase excitation of the piezo elements.  The net shear strain on the blade in 
turn caused a global twist in the blade geometry.  This active twist concept was tested 
on a 1.83 m (6ft) diameter, Froude scale rotor in both hover and in the forward flight.  
Open-loop wind tunnel tests demonstrated that it was possible to appreciably alter 
hub loads despite the low level of blade tip twist induced by the piezos. 
Another active twist concept involving the integration of active piezo-fiber plies 
into a composite blade structure was developed by Hagood et. al. [94, 95, 96, 97].  
Active plies consisting of piezoceramic fibers replace graphite fibers in the resin 
matrix.  Interdigitated electrodes deposited on these active plies enable the utilization 
of the larger d33 effect in piezoelectric materials.  Linear twist along the blade section 
is achieved when active layers cured in a +45/-45 orientation are actuated.  This 
concept has been tested on a 1/6
th
 model of the CH-47 rotor by Rodgers et. al. [97].  
The results of this test showed that for a 16% mass penalty, a ±4° tip twist was 




An analytic model for active fiber composites incorporated into active twist 
blades was developed by Cesnik et. al. [98, 99, 100]. This research effort was 
complemented by the development of a 1/6
th
 Mach scale active rotor blade designed 
and tested at the NASA Langley transonic wind tunnel [99].  The open-loop hover 
test was conducted in a heavy gas medium, and achieved oscillatory twist amplitudes 
of ±1° in the 3-5/rev frequency range. 
1.5.2 Model Scale Trailing Edge Flap Concepts 
A great deal of research has been conducted on trailing edge flap actuation by 
piezo-bender elements for both Froude and Mach scaled rotors.  Because of problems 
associated with friction and actuator clamping, these early tests achieved flap 
deflections of less than ±2° at full speed [101, 102].  Koratkar and Chopra improved 
the actuator mechanism and hover tested the system using both Froude and Mach 
scaled model rotors [103, 104, 105, 106, 107, 108, 109].  Wind tunnel testing of the 
rotor was conducted at an advance ratio of 0.3 with rotor RPM up to 1800 and 6° 
collective pitch setting.  The piezo-bender actuators were excited at frequencies up to 
5/rev and were capable of generating flap deflections of approximately ±4°, 
effectively doubling the deflections from earlier attempts. 
A concept consisting of an arrangement of piezoceramic sheet actuators bonded to 
a bending-torsion coupled composite beam was developed by Bernhard and Chopra 
[9, 110, 111, 112].  The piezo-ceramic actuators induce bending moments in the beam 
when energized.  As a result of the bending-torsion coupling in the composite beam, 
the net bending moment is zero, however a net global twist is imparted to the 




scale hover tests were conducted on rotors utilizing this actuation strategy.  The 
Froude scaled rotor achieved flap deflections of ±2°, at 900 RPM, at frequencies in 
the 1-5/rev range, in hover.  Mach scaled hover tests conducted at 2000 RPM, and 2° 
collective generated tip deflections of between ±1.7° to ±2.8° for the 1-4/rev 
frequency range and due to resonance amplification, up to ±5.3° for the 5/rev case. 
Bothwell et. al. [113] investigated an actuation concept for trailing edge flaps 
consisting of an extension-torsion coupled composite tube and an interanal 
piezostacks or magnetostrictive actuator.  Actuation of the internal actuator induces 
an extension in the tube.  As a result of the extension-torsion coupling, the tube 
responds with a net global twist.  However, to obtain sufficient levels of twist for 
trailing edge flap deflection, multiple tubes, connected in series were required. 
Sirohi and Chopra [114] explored the possibility of developing a compact piezo-
hydraulic pump for use on an active pitch link concept.  A pump design was 
developed and fabricated according to the requirements for both vibration control and 
primary flight control.  Bench top testing of the pump showed that the piezo-
hydraulic actuator was capable of pumping frequencies up to 1 kHz, a three-fold 
increase above existing pump designs. 
1.5.3 Full Scale Trailing Edge Flap Concepts 
The smart rotor concept has already begun to transition to full-scale applications.  
A full-scale active flap rotor program and feasibility study at McDonnell-
Douglas/Boeing for the MD900 Explorer was initiated for the purpose of developing 
the AFR rotor [115, 116, 117, 118].  The MD900 is an eight seat utility helicopter 




bearingless rotor.  The final actuator design consists of a 3 foot span trailing edge flap 
driven b a bidirectional version of an X-frame actuator.  The actuator was scaled up 
from the model scale in order to meet full scale actuation requirements [119, 120]. 
Eurocopter conducted studies for a full-scale active TEF configuration utilizing a 
piezo stack actuator with a shallow angle flextensional amplification mechanism 
[121, 122, 123, 124].  This actuator configuration has also been proposed for use on a 
leading edge droop concept for the purpose of delaying dynamic stall [125].  
Eurocopter has also investigated two candidate technologies for vibration reduction 
and BVI noise suppression using a trailing edge flap system [126].  The first 
technology involves the use of DWARF piezoceramic actuators driving a 15% chord 
flap integrated into a modified BK117/ATR rotor.  The second technology utilizes 
COCE electromagnetic actuators which drive a 25% chord flap in a modified 
Dauphin blade section 
Lee and Chopra developed a piezostacks driven, bi-directional flap actuator and 
lever arm amplification mechanism [127, 128, 129].  The flap actuator was designed 
to meet the requirements to drive a trailing edge flap on a blade section of a full-scale 
MD900 Explorer helicopter.  Vacuum chamber spin and wind tunnel tests were 
conducted on the actuator at frequencies of up to 5/rev.  Peak to peak flap deflections 
of up to 12° were measured at free stream velocities of 120 ft/sec and 12° collective.  
Analysis of the actuator performance over predicted the actuator capabilities as a 
result of the finite stiffness of the mechanism linkages. 
Although most full-scale smart rotor research programs have centered around 




implementation of electromagnetic actuation systems.  Eurocopter has looked at the 
possibility of COCE actuators for use on the Dauphin main rotor.  Fink et. al. [130, 
131] has conducted a study regarding an electromagnetic actuator used to drive an 
11.3% span, 46% chord flap centered at the 91% blade radius of an OH-58D, Kiowa 
Warrior rotor blade.  This actuator concept was to serve as a replacement for blade tip 
balance weights in an effort to reduce their associated weight penalty.  Flap 
deflections of ±6° for tip Mach numbers of 0.48 (representing 81% of design speed) 
were achieved.   The power requirement for this system represented less than 0.05% 
of the maximum installed power of the OH-58D. 
Two trailing edge flap actuator design based on FSMA were proposed by 
Tarascio et. al. [132] and Pereira et. al. [133].  Both concepts were designed to 
replace the conventional swashplate mechanism and provide both primary rotor 
control and vibration suppression.  Furthermore, both designs involved incorporating 
FSMA actuators into the blade structure in order to drive the trailing edge flaps.  The 
design proposed by Tarascio focused on the development of a 5-bladed, search and 
rescue helicopter utilizing two TEFs on each blade.  The system was designed to 
provide the required flap deflections of ±5° and hinge moments of approximately 3 
lb-ft for trim.  An electromagnetic coil used in conjunction with rare-earth permanent 
magnets was used to drive the NiMnGa elements.  The permanent magnets were used 
to magnetically bias the material in order to both reduce the time-varying field 
requirements as well as enable the material to provide bi-directional actuation.   
Because of the utilization of the permanent magnets, the required magnitude of the 




actuators was 210 W which corresponded to roughly 0.2% of the total installed 
continuous power of the vehicle. A feasibility study regarding the use of FSMA 
trailing edge flap actuators for use on a Bell 206 light helicopter upgrade program 
was conducted by Pereira et. al [133].  Although the feasibility study concluded that 
FSMA materials were not yet mature enough for use on a near-term upgrade program, 
the potential benefits of the material for use in a smart rotor concept were clearly 
evident. 
1.6 Motivation and Objectives of Current Research 
Based on the above discussion, it is clear that the smart rotor concept provides a 
unique solution to the problems of vibration reduction and noise suppression.  It is 
also evident that active materials will play a large role in the success of this 
technology.   Already, piezoceramics have proven to be quite capable of being 
successfully integrated into smart rotor systems.  However, there are many inherent 
drawbacks associated with piezoceramics that suggest that other active materials may 
be better suited for driving trailing edge flap actuators.  FSMA, like NiMnGa, have 
many desirable attributes that could be used to fulfill the demands of a successful 
trailing edge flap system. 
1.6.1 Motivation of Research 
The major barrier associated with using active materials for trailing edge flap 
actuators is the lack of available stroke.  To make up for this shortcoming, many 
active material based actuators employ the use of mechanical stroke amplification 




will produce the necessary flap deflections to provide sufficient control authority to 
the main rotor.  Some examples of these mechanisms include the L-L actuator, X-
frame actuator, and the flex-tensional actuator.  Each of these devices exchanges 
force generation for larger stroke amplitudes, which consequently require high block 
force materials such as piezostacks.   Furthermore, the deformations of the force 
amplification mechanism must be kept to a minimum in order to maximize the 
efficiency of the transmitted power.  This requires very stiff structures, which 
increases the weight penalty of the device.  The level of complexity and weight 
penalties associated with these mechanisms tends to counteract any advantages that 
active materials may provide.   
Structural coupling mechanisms like the bending-torsion beam proposed by 
Bernhard and Chopra [9] or the extension-torsion beam proposed by Bothwell et. al. 
[113] are unique in that they transmit power through a passive structural element.  
Through structural coupling, the element converts one mode of deformation into 
another, (bending to torsion for example).  However, the problem with this type of 
actuation is that much of the work performed by the active material is lost in the 
deformation conversion process of the structural element, which leads to low 
actuation efficiency.  Furthermore, full scale versions of these types of systems still 
incur large weight penalties.  What is needed is an active material that can produce 
the large levels of stroke without requiring a lever stage to boost the strain output.   
With the discovery of FSMA, however, materials like NiMnGa may be the 
solution to these problems.  Like thermal shape memory alloys, NiMnGa produces 




thermal SMA, NiMnGa does not rely on heating and cooling processes for actuation.  
In fact, it has the potential to respond rapidly to changes in the magnetic environment, 
and is capable of delivering large levels of dynamic stroke.  These qualities have 
already been utilized for a variety of non-aerospace applications including the control 
of a latching valve [134] and various general purpose actuator concepts [135]. 
Because NiMnGa is a relatively new material, its capabilities are still largely 
unexplored.  There has been a great deal of work centered around measuring the 
properties of NiMnGa for thin films but a complete characterization of the bulk scale 
material is still lacking.  Furthermore, current NiMnGa actuator designs have not yet 
been considered for use on rotorcraft.  The complex dynamics, constrained volumes, 
and high centrifugal loadings associated with the main rotor offer a unique set of 
design challenges for FSMA based actuators.   
The focus of the present research is to investigate the properties of bulk-scale 
NiMnGa for various magnetic and mechanical loading conditions.  Quasi-static and 
dynamic loading conditions are considered along with a range of mechanical loads 
ranging from the free to blocked condition and magnetic loading up to saturation.  In 
addition, new analytical tools are developed in order to predict the material response 
for a variety of magnetic and mechanical inputs.  Furthermore, the feasibility of 
NiMnGa based actuators for use on TEF will be studied.  Based on a previous 
aeromechanics analysis of a trailing edge flap rotor system conducted by Shen and 
Chopra [136, 137], a series of conceptual actuators are designed and evaluated in 
order to develop an understanding of the capabilities and performance of an FSMA 




1.6.2 Objectives of Research 
There are three main goals regarding the present research: 
 
1.  Systematic characterization of bulk material specimens of NiMnGa 
ferro-magnetic shape memory alloys.  The material response will be 
explored over a wide range of operating conditions.  Actuation in both 
quasi-static and dynamic magnetic field environments will be studied.  
The effects of preload, strain rate, bias fields are also investigated and 
the performance characteristics of the material itself are measured. 
 
2.  Develop and implement a comprehensive set of analytical modeling tools 
to predict bulk NiMnGa behavior.  The formulation of a 
phenomenological model developed in parallel to the Brinson model 
used for thermal SMA, adapted for quasi-static NiMnGa behavior is 
discussed.  A new, low frequency, dynamic model based on physical, 
material parameters is also proposed and developed.  Each model is also 
compared to experimental data for validation. 
 
3.  Develop actuator configurations for smart rotor applications.  Based on 
existing requirements for a trailing edge flap system, a variety of 
conceptual FSMA based actuators are proposed.  The actuator designs 
include the coupled material-field generator system and are geared 
toward developing coil designs which minimize the required power and 




1.7 Outline of Dissertation 
This dissertation is divided into seven chapters.  Chapters 2-4 focus on the 
magnetic shape memory phenomenon and the quasi-static and dynamic 
characterization of the NiMnGa material.  In Chapter 5 work detailing the modeling 
of FSMA behavior for both quasi-static and dynamic actuation is presented.   
Chapters 6 focuses on the development of conceptual NiMnGa actuators for trailing 
edge flaps on rotorcraft.  Finally, Chapter 7 includes a summary of the major findings 
of the research as well as possible suggestions for future research directions.  
A brief description of each chapter follows: 
 
Chapter 1:  The problem of vibration and noise in helicopters is introduced.  The 
concept of smart rotor is proposed and a brief discussion of past research efforts is 
presented.  Overall goals of the current research are outlined. 
 
Chapter 2:  This chapter focuses on the phenomenon of the magnetic shape 
memory effect.  The process of deformation by magnetically induced twin 
boundary motion is explained.  Basic strain recovery mechanisms are discussed 
and emphasis is placed on the similarities between FSMA and thermal SMA 
materials. 
 
Chapter 3:  This chapter is geared toward the quasi-static testing on NiMnGa 
samples.  DSC measurements are included in order to determine the temperature 
range over which the magnetic shape memory effect exists.  Also, basic actuator 
properties such as free strain and block force are measured.  The effects of 




investigated.  A brief discussion regarding the sensor characteristics of the 
material is included. 
 
Chapter 4:  In this chapter, the response of NiMnGa to a time varying magnetic 
field is investigated.   FSMA elements are exposed to a maximum 1.2 T 
amplitude, dynamic magnetic field under various loading conditions.  The effects 
of constant stress, constant strain, strain rate, and bias fields are observed.  In 
addition, the performance of the material is evaluated.  Measurements of the 
power density, and damping properties of the material are included. 
 
Chapter 5:  The modeling of the response of NiMnGa to quasi-static and 
dynamic loading environments is the focus of this chapter.  A quasi-static model 
is proposed to predict the stress-strain response of NiMnGa.  This model is 
developed in parallel to the Brinson model, adapting it for magnetic rather than 
thermal field actuation.  A new set of material parameters is defined and the 
model is validated with experimental data.  A low-frequency dynamic model is 
also proposed.  Based on a set of measured, physics based parameters, the model 
predicts the dynamic strain response as a function of recovery stress, and 
excitation frequency.  This model is also compared to experimental data for 
validation. 
 
Chapter 6:  This chapter opens with a brief review of the concepts of magnetism, 
emphasizing theory relevant to actuator design.  A first order actuator design code 
is developed to size the NiMnGa element for the required forces and deflection, 




configurations are generated and then down-selected in order to determine the 
optimum configuration in terms of power consumption, rotor blade volume 
constraints, and weight.  The performance characteristics of the actuator are 
estimated and compared to other, existing active material actuator configurations. 
 
Chapter 7:  In the final chapter, the major findings of this work are summarized 
and important conclusions regarding the use of NiMnGa actuators in smart rotor 
applications are drawn.  Recommendations for future research endeavors 
regarding NiMnGa actuators are also provided. 
1.8 Contributions 
Specific contributions of the present research are listed below: 
 
1. Bulk scale testing and characterization of material properties.  Various loading 
conditions were investigated including mechanical loading from free strain to 
the blocked condition, and magnetic fields up to 1.2 T.  These conditions were 
tested for both quasi-static and dynamic magnetic excitation.  The influence of 
strain rate on material behavior was also measured. 
 
2. Performance measurements of NiMnGa.  Energy and power densities as a 
function of material volume were measured.  For quasi-static excitation, the 
energy loss per unit volume of the material mechanically cycled in constant 
magnetic field intensity was measured.  This allowed the damping properties 





3. Recognition of similarities between NiMnGa and NiTi.  NiTi and NiMnGa 
share similar strain recovery mechanisms both exhibiting shape memory and 
pseudoelastic effects.  Because of the similarities in behavior, it is possible to 
utilize similar testing and modeling approaches for NiMnGa that are used for 
NiTi.  
 
4. Formulation of a quasi-static phenomenological model validated by test data.  
A quasi-static model developed in parallel to the Brinson model was 
developed for NiMnGa.  Concessions were made to accommodate a magnetic 
rather than thermal activation field.  New material parameters were identified 
and measured.  The stress-strain response of the material for a wide variety of 
conditions was predicted and then compared to experimental data for 
validation. 
 
5. Formulation of an original, low-frequency dynamic model validated by test 
data.  A low frequency model defined by physical, material parameters was 
developed.  The analysis predicts the strain response of the material as a 
function of applied field, excitation frequency and stress.  Several material 
parameters were identified and measured through a series of experiments.  
Model results were compared to experimental data for validation. 
 
6. Development of a first stage FSMA actuator design code.   Recognizing that 
NiMnGa actuators require carefully designed magnetic coils, a first order 





7. Estimated performance of conceptual FSMA actuators and compared them to 
existing active material based actuator designs.  A FSMA actuator design 
optimized for weight, power consumption, and volume was developed.  
Performance parameters such as electromechanical efficiency and power 
density were measured.  The coupling coefficient, k, of the material was also 
determined through experiment.  Based on these results, the NiMnGa based 
actuator was compared to similar piezoelectric and magnetostrictive 
configurations. 
 
8. Design and fabrication of a FSMA quasi-static material test rig.  The custom 
built test rig allows for precision material testing for a wide variety magnetic 




Chapter 2: The Magnetic Shape Memory Phenomenon 
Ferromagnetic shape memory alloys (FSMA) show enormous potential as a 
viable actuator material.  Magnetic shape memory materials are especially suited for 
many actuator applications currently closed to other active materials such as SMAs 
and piezoelectrics because of limitations in either stroke or bandwidth.  In general, 
when a magnetic field on the order of 2-4 kOe is applied to a FSMA specimen, an 
enormous level of apparently plastic strain can be recovered, typically on the order of 
6-8% [138, 139, 140, 141].  Like thermal shape memory alloys, magnetic shape 
memory alloys have associated one-way magnetic shape memory effect and 
pseudoelastic behaviors that are implemented to achieve these levels of reversible 
strain.  One of the most common types of FSMA is the NiMnGa alloy.  Currently, 
three main varieties of NiMnGa are in use.  These alloys are classified by their 
martensite structure and are known as non-layered, five-layered, and seven-layered 
martensite.  Each of these varieties of NiMnGa martensite has its own level of 
maximum achievable strain.  The five-layered martensite variety of NiMnGa alloy is 
characterized by a tetragonal, crystal structure which is capable of yielding reversible, 
magnetic field-induced strains of up to 6% [142, 143, 144, 145].  The seven-layered 
martensite, consisting of an orthorhombic crystal structure has been shown to be 
capable of even greater magnetically-induced strains of up to 10% [146, 147].  
Furthermore, even though no magnetic field-induced strains have been detected, the 
non-layered martensite variety, composed of a tetragonal crystal structure has been 
reported to show reversible stress-induced strains of up to 20% [148, 149].   Although 




temperature, the seven-layered and non-layered martensite are especially sensitive to 
thermal effects [146].  Additionally, the seven-layered and non-layered varieties are 
also characterized by a low modulus of elasticity as compared to the five-layered 
variety.  Although the potential for recoverable strain is greater in these types, the low 
modulus all but prohibits the seven-layered and non-layered versions for use as 
practical force generators [150, 151].  This study focuses exclusively on the five-
layered martensite variety of NiMnGa because it can generate a practical level of 
force, it is capable of achieving induced strains comparable to thermal SMA and it is 
the most common type of NiMnGa.  
As stated previously, a key advantage of magnetic shape memory alloys is 
that its enormous strain response also has a relatively wide bandwidth, reported to be 
well into the kHz range [139, 152].  In contrast, thermally driven SMA like NiTi, 
have a very narrow bandwidth, no more than 1 Hz in ideal conditions.  This is 
primarily attributed to the time involved with heating and cooling processes.  Since 
NiMnGa is magnetically rather than thermally reactive, heating and cooling processes 
do not directly restrict the material bandwidth. Because NiMnGa can achieve 
enormous, reversible strain at high frequencies, it seems to show great potential in 
various smart structures applications requiring a high dynamic stroke.  A photograph 
of a set of NiMnGa samples is shown in Figure 2.1. 
NiMnGa is not without limitations.  The material requires a substantial 
magnetic field strength (3.5-10 kOe) to activate its strain recovery behavior, resulting 
in the need for a robust, and subsequently heavy, supporting magnetic circuit.  In 




adds to the size and complexity of the entire system.  These issues will be revisited in 
following sections. 
Current research suggests that the magnetic shape memory effect occurs as a 
result of the rearrangement of twin variants in the martensite crystal structure as a 
direct result of an applied magnetic field.  Unlike the conventional, thermal shape 
memory effect, this twin rearrangement and the associated change in shape is not 
related to a diffusionless structural phase transformation from a high-temperature, 
high-symmetry austenite phase to a low-temperature, low-symmetry, martensite 
phase [142, 143, 144, 145, 146, 147, 153, 154, 155, 156].  This chapter discusses in 
detail these fundamental processes that support the magnetic shape memory 
phenomenon.  An overview of the general principles related to the generation of 
magnetic shape memory strains is provided and used as a basis to compare with 
thermally induced shape memory strains.  Once the principle of magnetic shape 
memory strains is established, correlations between magnetic and thermal SMA are 
provided to show the similarities in the general nature of these two classes of 
materials.   
2.1 Fundamentals of  Magnetic Shape Memory Strains 
  There are several key characteristics that make NiMnGa a unique and 
remarkable alloy, garnering it a high degree of research interest.  First, it is the only 
known ferromagnetic intermetallic compound that undergoes a martensitic 
transformation from what is known as a cubic L21 structure to a complex tetragonal 
structure [157].  The second reason, which is of greater interest to the active materials 




active properties including the two-way shape memory effect [158], pseudoelasticity 
[159, 160] and magnetic field-induced strain [154, 156, 161,].  Furthermore, these 
field-induced strain mechanisms present in NiMnGa do not appear to arise from 
conventional magnetostriction, i.e. rotation of the direction of magnetization in 
materials with an appreciable level of spin-orbit coupling [162]. Thus FSMA are 
distinguished from common magnetostrictive materials like terfenol and galfenol. 
As previously stated, one of the key advantages of magnetic shape memory 
alloys is the ability to rapidly induce large cyclic strains.  Unlike thermo-elastic shape 
memory alloys, such as NiTi, the strains generated by NiMnGa do not rely on thermal 
events, but rather on the mechanical rotation of the unit cell structure through the 
mechanism of twin boundary motion.  The following discussion explains the 
fundamental principle of the magnetic shape memory effect by examining the 
behavior of the unit cell structure of the alloy.   
2.1.1 Principle of Twin Boundaries 
Before the influence of an external magnetic field on a bulk scale sample of 
NiMnGa is examined, a discussion of the events occurring at the micro-structure level 
is warranted.  At present, magnetic shape memory strains are attributed to a 
mechanism of magnetic field-induced, twin boundary motion, a process initially 
suggested by Ullakko in 1996 [154].  The phenomenon of twin boundary formation 
and motion is a key issue in both structural and martensitic phase transitions.  As a 
result, modeling the dynamics of interacting twin boundaries in martensitic materials 
has received much attention in the physics and materials science communities [163, 




approach of the present research is focused on macroscopic response of the bulk 
material, the details of the underlying physics of twin boundary interactions are 
omitted.  However, in order to understand the magnetic field-induced strain recovery 
mechanisms in NiMnGa, a rudimentary understanding of the nature of twin 
boundaries is necessary.   Therefore, a brief discussion of the fundamental issues 
relating to twin boundary motion in martensite is presented in this section. 
A wide variety of materials including NiTi and NiMnGa show substantial   
crystallographic distortions when cooled from the high temperature, austenite phase 
to the low temperature martensite phase.  This crystallographic distortion is referred 
to as martensitic transformation when it is both diffusionless and involves an atomic 
shear displacement [162].  At the high temperature, austenite state, NiMnGa has a 
cubic lattice unit cell structure.  When cooled to the martensite phase, the unit cell 
reverts to a tetragonal configuration consisting of a long axis (a-axis) and a short axis 
(c-axis).  For NiMnGa, as the material is cooled below the martensite start 
temperature (Ms), regions of martensite form causing a large build up of elastic 
energy at the austenite-martensite phase boundary.  In materials which exhibit 
martensitic transformation, twins originate as stress relief mechanisms of the crystal 
through coherent motion of atoms, the net effect being to minimize the elastic energy 
at the phase boundary.  The resulting crystal, or twin variant, is the mirror image of 
the parent material.  The demarcation between the variants is referred to as the twin 
boundary [166, 167]. Or in other words, a twin is a pair of unit cells in a lattice that 




depicts a schematic of a twin variant in a two-dimensional lattice.  In essence, a twin 
boundary is a planar defect in the crystal structure of a material.   
To fully appreciate the effect of twin boundary motion as it pertains to the 
large magneto-strains attributed to NiMnGa, a brief description of the concept of 
twinning is necessary.  Consider a twin pair of unit cells in a lattice.  In Figure 2.3(a), 
a schematic representation of two-dimensional, twinned lattice is shown.  The twin 
boundary within the lattice is represented by the line of atoms that appear to 
constitute the mirror image line of symmetry of the twin pair.  As implied previously, 
the twin boundary is fundamentally a boundary between a change of orientation of 
unit cells within the lattice as opposed to an actual break in the lattice structure.  In 
the simplified example shown in Figure 2.3a and Figure 2.3b, each two-dimensional 
unit cell has two preferred orientations. In reality, a three dimensional lattice contains 
many more than two distinct orientations.  Figure 2.3b shows the same example 
lattice but in the fully detwinned martensite configuration, or in other words, a 
complete reorientation of the twin variants into a single, distinct orientation.  The 
lattice has increased its length by an amount ∆L as the atoms have been forced to 
move over a larger distance to occupy their subsequently new orientation in the 
detwinned lattice structure.  On the bulk scale, the net effect of every ∆L originating 
from a reoriented unit cell yields a large plastic deformation in the structure.  This 
property can be utilized during manufacturing in order to produce specified 
deformation paths.  In many cases, crystals can be grown and cut in such a manner as 
to align the lattice structure, producing a significant plastic strain along a specific axis 




several types of motion on the bulk scale including extension, torsion, and bending [5, 
140, 168]. 
Now assume an axial, tensile stress is applied to the twinned martensite lattice 
as shown in Figure 2.4a.  The stress results in an initial elastic deformation, )lE of the 
lattice, after which above a certain critical value, Ftw, the detwinning phenomenon 
begins to occur.  As the stress is increased, the lattice structure approaches the 
condition of fully detwinned martensite which is depicted in Figure 2.4b.  The lattice 
has undergone a total change in length, )L, equal to the sum of the elastic ()lE) and 
detwinning ()ltw) components.  The level of stress required to detwin the martensite is 
relatively small because the bonds between the atoms are not broken in the process.  
Effectively, the entire detwinning process is basically a rearrangement of atoms 
within the martensite.  It is important to note that at much higher levels of stress, the 
bonds between the atoms are broken causing new bonds to form.  This behavior is 
known as slip and is illustrated in Figure 2.5.  This type of deformation is permanent 
and irreversible.  While many types of martensite form by slip, such is not the 
predominant cause of the magnetic shape memory effect in NiMnGa, but rather twin 
boundary motion in the martensite [169, 170]. 
Provided that a significant level of slip does not occur, the process of 
detwinning is reversible in NiMnGa.  By alternating tensile and compressive axial 
stresses on a specimen, twin boundaries may be manually reoriented from tensile to 
compressive configurations, introducing and removing plastic strain in the process.  
In other words, materials like NiMnGa have the capability of incurring stress induced 




Furthermore, in addition to axial deformation, strains associated with twin boundary 
motion in martensite are also capable of supporting relatively large, plastic, bending 
or shear deformations [162].   
2.1.2 Magnetic Anisotropy 
Ferromagnetic materials consist of smaller volumes, known as domains.  The 
direction of magnetization varies from domain to domain so that the net vector sum of 
all the domains produces a total magnetization of zero.  Two of the major factors 
contributing to the direction of magnetization in a material are the influence of crystal 
structure and shape of grains.  Both of these factors affect the magnetic properties of 
the material.  If the magnetic properties of a material are dependent on a preferred 
direction, then that material is magnetically anisotropic.  Magnetic anisotropy has a 
strong influence on the shape of a material’s hysteresis loops and affects magnetic 
properties such as the magnitudes of the coercivity and remanence magnetization.  
There are several types of anisotropy, including magnetocrystalline, shape, and stress 
anisotropy.  Magnetocrystalline anisotropy is related to crystal structure, shape 
anisotropy is associated with the material’s grain shape, and stress anisotropy deals 
with applied or residual stresses [171, 172].  On a practical level, anisotropy is often 
exploited when designing magnetic materials for commercial applications. 
In the study of NiMnGa alloys, magnetocrystalline anisotropy is of great 
importance.   Fundamentally, magnetocrystalline anisotropy is independent of grain 
size or shape.  The effect of anisotropy can be readily illustrated by measuring the 
magnetization curves along different crystal directions [171] For example, consider 




Depending on the crystallographic orientation of the magnetite in an applied magnetic 
field, the magnetization reaches a saturated condition at different field strengths.  
Note that <111> is the ‘easy’ direction of magnetization, and <100> is the ‘hard’ 
direction of magnetization.  Since the magnetite reaches saturation at different field 
strengths depending on the direction of applied field, the magnetite has an inherent 
level of magnetic anisotropy. 
Specifically, magnetocrystalline anisotropy can be described as the energy 
necessary to deflect the magnetic moment in a single crystal from the ‘easy’ to ‘hard’ 
direction.  The ‘easy’ and ‘hard’ directions arise from the interaction of the spin 
magnetic moment with the crystal lattice, also known as spin-orbit coupling [138, 
171].  If a material having a large magnetocrystalline anisotropy is configured in such 
a manner that the uniaxial easy direction of magnetization changes across the twin 
boundary then an external magnetic field can be an effective way to induce changes 
in the material twin structure, and hence the shape of the bulk material [138, 162].  
Since the material has a large magnetocrystalline anisotropy, it requires a relatively 
large amount of energy to rotate the magnetic moments to align with the applied field.  
The magnetic moments are effectively “locked” into their orientations within the unit 
cell.  In this situation, it requires less energy to induce changes in the twin structure 
than to rotate the magnetic moments to become magnetized. 
Attempts have been made to model the anisotropy in NiMnGa. O’Handley 
showed that it is possible to model the effect of strong, weak and intermediate 
magnetic anisotropy on magnetic shape memory alloys with a simple 




2.1.3 Magnetic-Field Induced Twin Boundary Motion 
Current research has determined that there exists a strong field dependence of 
strain in the martensitic phase of NiMnGa single crystals [154, 173].  However, the 
strains are largely the result of twin boundary motion and not magnetostriction.  In 
fact, observations of NiMnGa exposed to various magnetic loading, show a clear 
distinction between the magnetostrictive strain (strain quadratically proportional to 
the magnetization, M, below magnetic saturation) and strains due to twin boundary 
motion (strain linearly proportional to M below saturation) [138].  
Like any ferromagnetic material, when NiMnGa is exposed to a magnetic 
field, the magnetic domains of the unit cell have a tendency to rotate; aligning 
themselves with the direction of the applied field. However, because NiMnGa 
exhibits a high level of magnetocrystalline anisotropy [138, 162], this process is not 
easily accomplished. It has been stated that the effect of this anisotropy is to rigidly 
fix the magnetic moments within the unit cell.  Therefore, when a magnetic field is 
applied to the specimen, a pressure is exerted on each unit cell as the magnetic 
moments work against the anisotropic effects and try to align with the field direction.  
Subsequent twin boundary mobility in NiMnGa is attributed to this high degree of 
magneto-crystalline anisotropy.  The external field induces the unit cell itself to 
undergo rotation which in turn, induces twin boundary motion in the lattice producing 
the associated large strains in the bulk specimen.   
Current research suggests that the driving force of the Zeeman energy 
difference, ∆MCH, across the twin boundaries is responsible for the motion of twin 




composed of the martensitic phase structure [138, 154, 173].  When a magnetic field 
is applied in a certain direction with respect to the martensitic twin boundary, a 
Zeeman pressure of an order equal to 2MsH is exerted on that twin boundary.  In the 
event that the magnetocrystalline anisotropy of the specimen is sufficiently strong, the 
unfavorably oriented twin variants are not easily able to rotate in alignment with the 
field direction.  In this situation, the Zeeman energy is reduced and equilibrium is 
attained by twin boundary motion.  This is the process responsible for the magnetic 
shape memory effect.  In contrast to the thermo-elastic shape memory effect, the 
magnetic shape memory effect occurs only in specimens composed of the low-
temperature, martensitic phase.  The material therefore has the potential to be faster 
and more efficient than thermo-elastic shape memory processes [138, 162]. This is 
because the mechanism for magnetic shape memory does not rely on slower heating 
and cooling processes. 
Now that it has been established that the magnetically induced plastic strains 
in NiMnGa alloy are the direct result of the rearrangement of the martensite twin 
structure of the material [5, 174, 175, 176 177], it necessary to consider the effect on 
a bulk specimen.   For simplicity, the martensite phase in bulk specimens can be 
considered to be subdivided into two primary variants: a field preferred and a stress 
preferred configuration.  The c-axis is aligned parallel to the axis of magnetization, 
and is also known as the ‘easy’ axis.  Just as the case of the micro-scale behavior, and 
like any ferromagnetic material, the axis of magnetization in the bulk specimen will 
align itself with the direction of an applied external field.  This process of unit cell 




stress preferred twin variants.  When the NiMnGa bulk specimen transforms from a 
stress preferred to field preferred configuration, a change in dimensions occurs.  This 
change in actuator dimension is known as the magnetic shape memory (MSM) 
induced strain, otherwise known as the magnetic shape memory effect (MSME).  In 
the present study, the direction of strain within the NiMnGa sample is oriented 
perpendicular to the direction of the applied field.  NiMnGa samples may also be 
oriented to produce strain along the direction of the applied field [178, 179].  
However, the maximum strain capability of specimens of this configuration is greatly 
reduced, reported to be no more than 6300 µε [178]. 
Applied stresses also affect the magnetic shape memory properties of 
NiMnGa by raising the activation field requirements.   If a specimen is subjected to 
an external stress field along the direction of strain then the applied magnetic field 
must first overcome the elastic energy associated with the applied stress in order to 
induce twin boundary motion. The activation fields increase proportionally to the 
level of applied stress.  A limiting case is reached when the elastic energy becomes 
greater than the energy associated with the magnetic anisotropy.  In this situation, 
once the applied field reaches a critically high level, the magnetic anisotropy of the 
material is overcome before the elastic energy.  This causes the sample to 
spontaneously magnetize rather than inducing the twin boundary motion.  In essence, 
it becomes energetically preferable for the magnetic domains to overcome the 
magneto-anisotropy and detach themselves from their relative positions within the 
unit cell, so that they can rotate to align themselves with the direction of the applied 




instance, the material is in a blocked condition and cannot generate magnetically 
induced strains, regardless of the applied field.   
2.1.4 Temperature Dependence of MSM Strains   
  It is has been established that the Zeeman energy difference between 
adjacent twin variants is the driving force behind the magnetic shape memory effect 
and the associated large, field-induced strains.  However, this statement is only true 
for single crystal, martensite samples of NiMnGa in field intensities below saturation 
[180, 181].  This means that the magnetic shape memory effect is only present in 
specimens of NiMnGa in the low temperature, martensite phase.  A transition from 
martensite to austenite removes the magnetic shape memory properties of the 
material.  However, the effect of temperature has a significant impact on the magnetic 
shape memory strains of martensite single crystals.  Specifically, the magnetic shape 
memory effect (MSME) depends on the tetragonality, or lattice distortion of the unit 
cell [138, 181, 182, 183].  Since tetragonality is sensitive to changes in temperature, it 
is important to examine the thermal effects on the magnetic field-induced strains.  
In Glavatska [181], the effect of temperature of the martensitic structure and 
the magnetic field-induced strains in single crystal NiMnGa alloy is observed for 
temperatures ranging from room temperature (16E C) to the As, 63 EC , to the 
martensite to austenite transformation temperature.  Glavatska’s research documented 
several important findings.  First, the research showed that the lattice distortion (1-
c/a) of the martensite decreased linearly with increasing temperature.  Lattice 
distortion of the martensite is important because it defines the theoretical limit of the 




implies a linear decrease in the available magnetic field-induced strain.  It was shown 
that the linear decrease in the field-induced strain is indeed proportional to the lattice 
distortion parameter, (1-c/a) [181]. Second, it was shown that the critical value of 
magnetic field required for the activation of twin boundary motion also decreased 
with increasing temperature.   
When designing smart systems utilizing NiMnGa, the effect of the ambient 
temperature cannot be ignored.  In carefully controlled conditions, temperature can be 
used to reduce the magnetic field requirements of the actuator which subsequently 
reduces the power requirements at the cost of a modest decrease in the available 
MSME strain.  However, since the As temperature is very close to room temperature 
it is easy to envision a real-world scenario in which the operating conditions of the 
actuator raise the temperature of the NiMnGa above As, completely removing the 
MSME capability and causing a system failure.  It is essential to carefully consider 
thermal effects when designing NiMnGa based active structures.  
2.1.5 Effect of Composition on Transformation Temperatures 
Both the magnetic shape memory effect and the mechanical properties of 
single crystal NiMnGa alloy specimens vary significantly due to strong dependence 
on crystal structure, material composition, initial microstructure, and variant volume 
fraction [147, 151 184,  185, 186].  Material composition is especially critical in the 
determination of the martensite to austenite transformation temperatures, or the Ms, 
Mf, As, and Af, for the martensite start, martensite finish, austenite start, and austenite 
finish respectively.  In particular, it has been observed that the Ms temperature of 




recent studies that the partial substitution of Mn for Ni results in both an increase in 
the Ms temperature and the decrease in the Curie temperature of the alloy [180, 187, 
188].   
In Wu [189], the effect of material composition on the transformation 
temperatures, in particular the Ms temperature, of NiMnGa was observed.  It was 
demonstrated that the off-stoichiometric Ni2MnGa have a Ms temperature that is 
significantly affected by individual Ni and Ga content and that their effects are 
opposed [189]. In addition to the transformation temperatures, the martensitic 
transformation enthalpy, ∆H, was also studied.  It was discovered that the effect of 
Mn on phase transformation temperatures is relatively small, while Ni and Ga have a 
major impact on Ms, Mf, As, and Af.  The effects were also shown to be opposed to 
one another, meaning that increasing the Ni content at the expense of Ga content 
increases the Ms, Mf, As, and Af temperatures as well as the transformation enthalpy, 
∆H.  In contrast, reducing the Ni and increasing the Ga content tends to decrease the 
transformation enthalpy and the Ms, Mf, As, and Af temperatures.  Wu and Yang 
further developed a simple set of equations using linear regression techniques, which 
allow the Ms and ∆H to be predicted.  Simply stated, for a specimen having a fixed 
concentration of Mn, the addition of Ga will lower the Ms temperature.  Similarly, for 
a specimen with a constant Ni concentration, the addition of Mn will cause the Ms 
temperature to increase dramatically.  Finally, for a specimen having a constant Ga 
concentration, the substitution of Mn for Ni will significantly lower the Ms 




For practical applications of NiMnGa, it is necessary to use material 
compositions that place the austenite to martensite transformation temperatures well 
above the expected operating temperature.  This is necessary because the effects of 
martensite crystal structure, temperature, and maximum strain capability are all 
interrelated.  When fabricating NiMnGa specimens for practical applications, material 
composition must be considered in order to produce a robust design that minimizes 
thermal effects on the magnetic shape memory performance.  
2.1.6 Thermal Shape Memory Effect in NiMnGa   
It is well known that the Heusler-type alloy Ni2MnGa exhibits a structural 
martensitic phase transition from the high-temperature cubic austenite phase to a low 
temperature tetragonal martensite phase, implying that there exists the possibility of 
thermo-elastic shape memory behavior in addition to ferromagnetic [180, 190]. 
Furthermore, the relationship between Ms and the transformation enthalpy, ∆H, is 
very important with respect to the thermo-elastic shape memory behavior of NiMnGa.  
It has been determined that the linear relationship between these two quantities also 
suggests that NiMnGa SMAs undergo thermo-elastic shape memory martensitic 
transformation [189, 191].  As a result, NiMnGa ferromagnetic shape memory alloy 
martensite specimens are classified as both thermo-elastic and ferromagnetic [192, 
193]. This means that in addition to generating large magnetically induced strains, 
NiMnGa can also be used as a conventional, thermally driven shape memory alloy, 
like NiTi.  In principle, the thermo-elastic shape memory behavior present in various 
forms of NiTi is also present in NiMnGa [189, 194, 195].  Plastic strain is recovered 




specimen above the austenite finish (Af) boundary.  As the specimen undergoes a 
phase change from martensite to the austenite, or parent phase, the plastic strain is 
recovered.  For thermo-elastic SMAs, the mechanism for strain recovery is driven by 
a phase transformation in the material [169, 170, 196]. 
The thermoelastic behavior of NiMnGa was closely observed and reported by 
Cherechukin, [180].  It was shown that the one-way shape memory effect in 
polycrystalline Ni2MnFeGa occurred as a result of the martensite to austenite 
structural phase transition close to the crossover of Ms and the Curie temperature, TC.  
The subsequent plastic strains are accounted for by the change in phase volumes.  The 
plasticity of the alloy was improved, without sacrificing both the magnetic and 
thermoelastic properties, by a low doping of Fe.  Furthermore, it was shown that 
during cooling, samples subjected to external loading and strongly deformed in the 
martensite phase, recover their initial shapes in the austenite phase during heating 
while working against the external force.  This result implies that the specimens 
exhibited a one-way, thermo-elastic shape memory effect.  The restored deformation 
was measured to be 2-4% in the most favorable case.  A two-way shape memory 
effect with a transformation strain magnitude of about 0.2% has also been detected in 
NiMnGa [158, 160, 180].  
2.2 Magnetic Shape Memory Deformation Mechanisms 
Recent experiments have shown that the magnetically induced twin boundary 
motion in NiMnGa produce considerably larger strains than magnetostrictive 
materials such as (Tb, Dy)Fe2.  Unlike magnetostrictive materials, FSMA utilize the a 




aligned with the c-axis to produce a reversible twin boundary motion capable of 
generating large strains [138, 154, 157, 161, 180, 197, 198, 199, 200, 201].  This 
phenomenon although fundamentally different shows remarkable qualitative 
similarities to behaviors exhibited in thermal SMAs.  Specifically, ferromagnetic 
shape memory alloys, like NiMnGa, exhibit strain recovery mechanisms similar in 
nature to conventional, SMAs, such as NiTi.  Both materials exhibit a one-way shape 
memory effect and pseudoelasticity.  The main difference between the two materials 
is that NiTi requires a thermal field and NiMnGa requires a magnetic field to activate 
the shape memory effect.   
The following section defines the one-way shape memory effect and 
pseudoelasticity as they are related to magnetic shape memory alloys. Details of the 
expected changes in the stress-strain behavior of the material as a function of 
magnetic field are provided.  In a qualitative manner, the critical points of the stress 
strain curves are tracked as a function of external magnetic field intensity. 
2.2.1 The Magnetic Shape Memory Effect 
For a typical bar shaped NiMnGa specimen, an external magnetic field 
induces axial strain perpendicular to the direction of the applied field. However, some 
research has been focused on NiMnGa specimens that have collinear orientations of 
applied field and strain [178, 179, 186].  Provided that the magnetic anisotropy is 
large, application of the magnetic field induces twin boundary mobility, converting 
the specimen to a field preferred condition.   This conversion results in an induced 
strain that remains when the field is removed. The induced strain is apparently plastic 




of 3 MPa to the actuator along the direction of strain.  The axial stress manually 
induces twin boundary motion, reorienting the specimen into a stress preferred 
condition.  Or in other words, applied stress can re-twin the martensite structure of the 
specimen.   
The one way shape magnetic shape memory effect in NiMnGa is defined as 
follows.  When an FSMA in the field preferred configuration is axially loaded (>3 
MPa) in compression at zero magnetic field, twin boundary motion occurs causing 
the actuator to become “twinned” martensite.  The level of resulting plastic strain 
introduced into the sample is approximately 6%.  The theoretical limit of the induced 
strain associated with twin boundary motion is based on the lattice distortion 
parameter, (1-c/a), where c and a are lattice parameters representing the “easy” and 
“hard” directions of magnetization respectively. The resulting twinned martensite 
configuration is known as the stress preferred configuration.  To recover the induced 
strain, an external magnetic field on the order of 2-3 kOe is applied to the bar at zero 
applied stress, reordering the martensite twin variants, and converting the actuator to 
its original, field preferred configuration.  This phenomenon is the magnetic shape 
memory effect (MSME).  A schematic of the one-way magnetic shape memory effect 
appears in Figure 2.7.  
The one way magnetic shape memory effect can also be explained by 
examining the stress-strain curve.  In the first case, NiMnGa under tension is 
examined.  A typical FSMA stress-strain curve at zero magnetic field under a tensile 
loading is shown in Figure 2.8. For zero applied field, and for a specimen of the 




applied along the direction of strain.  As the stress increases, there is a region of 
elastic deformation (region 1) where the strain increases linearly with stress.  At a 
critical stress level, the martensitic twin boundaries become mobile and the NiMnGa 
begins to de-twin.  Because these twin boundaries are easily moved relative to the 
elastic deformation, the slope of this region (region 2) of the stress-strain curve is 
very small.  The material is undergoing an apparent plastic deformation in this region.  
However, this deformation due to twin boundary motion can be recovered by 
applying a compressive stress along the direction of strain to reinitiate twin boundary 
and compress the specimen back to its original length.  The stress levels that define 
the second elastic region are called critical stresses, Fcr,s and Fcr,f, the start and finish 
stresses respectively.  At the completion of detwinning, the slope of the stress-strain 
curve in region 3 increases and becomes larger than that of region two.   Eventually, 
if a limiting value of strain is reached, slip begins to occur and the material deforms 
plastically.  This event occurs in region 4.  The plastic strain in this region is 
permanent and cannot be recovered by twin boundary motion.  Thus, there are two 
distinct yield points in the stress-strain curve.  The first occurs just before twin 
boundary motion is activated and the second occurs at the onset of slip long after the 
material has completely detwinned. 
In the second case, NiMnGa under compression is considered.   In Figure 2.9, 
a typical stress-strain curve for a NiMnGa specimen under compression is shown.  
For a specimen initially in the field preferred configuration, subjected to a zero 
applied field, a compressive load is applied along the direction of strain.   Just as in 




where the strain increases linearly with stress (region 1).   At the first critical stress 
level, the martensite twin boundaries become mobile, reconfiguring the specimen into 
the stress preferred configuration (region 2).  As the stress is increased beyond the 
second critical level, the specimen is composed of stress preferred twin variants and 
the slope of the stress-strain curve once again increases (region 3).  If the stress is 
removed at this point, the material will recover a small amount of elastic strain, ,e, 
however, a residual strain, ,r, on the order of 6% remains.  Although this strain is 
apparently plastic, it can be recovered by applying a sufficient external magnetic field 
(H > 2 kOe).  The applied field induces twin boundary motion, converting the 
specimen to a field preferred configuration and allowing it to fully recover the strain.  
This process is known as the one-way magnetic shape memory effect. 
2.2.2 Magnetic Pseudoelasticity 
NiMnGa also exhibits pseudoelastic behavior.  When the material, initially in 
the field preferred state, is subjected to increasing, axial, compressive stress while 
exposed to a large magnetic field, on the order of 4 kOe, the actuator will undergo a 
transformation from field to stress preferred martensite, inducing a large plastic 
strain.  As the stress is brought to zero, the strain is completely recovered in a 
hysteresis loop. 
In thermal SMAs pseudoelasticity is a phenomenon involving the formation of 
stress induced martensite for a specimen initially in the austenite phase.  This is a 
stress dependent behavior in which the material completely recovers plastic strain 
upon the removal of stress in a hysteresis loop. NiMnGa also exhibits a similar stress 




the formation of stress preferred twin variants in a specimen exposed to an external 
magnetic field, for a specimen initially in the field preferred configuration.  Note that 
there is no change of phase in this process.  The NiMnGa remains in the martensite 
phase over the course of the entire process.  In Figure 2.10 a schematic of a specimen 
of NiMnGa undergoing pseudoelastic deformation is shown.  In this case, of a 
NiMnGa bar, initially in the field preferred configuration, subjected to an axial, 
compressive stress.  At this point (region 1) there exists a linear relationship between 
stress and strain.  When a critical stress is reached, stress preferred twin variants 
begin to appear and the material begins to re-twin (region 2).  Region 2 is defined by 
a significant reduction in the slope of the curve, indicating mobile twin boundaries.  
As the stress is increased beyond the second critical point, (region 3) the material has 
been fully converted to the stress preferred configuration and the slope of the stress-
strain curve once again increases significantly.  When the stress is removed, the 
applied magnetic field causes the stress preferred martensite to become unstable and 
revert back to the field preferred martensite configuration.   If the applied magnetic 
field H is greater than a critical value Hf, then the plastic strain in the material is fully 
recovered in a hysteresis loop.   Because the hysteresis loop in the loading-unloading 
cycle is significantly large, the magnetic pseudoelastic behavior of FSMA has the 
potential to be used in a wide variety of damping applications.  The origin of this 
large hysteresis can be traced to the frictional losses incurred by twin boundary 




2.2.3 Partial Magnetic Pseudoelasticity 
NiMnGa also exhibits an interesting behavior at low magnetic fields.  At low 
fields (1 < H < 3 kOe), the NiMnGa can exhibit partial pseudoelastic recovery.  If the 
applied magnetic field is between the critical values Hs and Hf, then there will only be 
a partial recovery of strain during the unloading cycle. However, the residual strain ,r 
is fully recovered upon the application of additional magnetic field above Hf at zero 
stress. Figure 2.11 shows a schematic representation of partial pseudoelastic behavior.  
In this case, a specimen, initially in the field preferred configuration, is subject to a 
small applied magnetic field of about between Hs and Hf.  While the applied field 
remains constant, an increasing, compressive, axial stress is applied to the actuator.  
As in the case of the magnetic shape memory effect and magnetic pseudoelasticity, 
regions 1 and 2 characterize the elastic deformation of detwinned martensite and the 
phenomenon of twin boundary motion respectively.  During unloading, when the 
stress is removed, a portion of the strain ,p is recovered in the resulting hysteresis 
loop while a residual strain ,r remains.  Under these conditions, the magnetic field is 
insufficient to induce full twin boundary mobility along the entire length of the 
actuator.  Therefore, only a partial amount of strain is recovered.  The remaining, 
residual strain can be recovered by raising the level of the field to beyond Hf to 
activate twin boundary motion along the entire length of the actuator.   
2.2.4 Effect of Sample History and Heat Treatment 
 The magnetic shape memory effect in NiMnGa is sensitive to other 
factors besides magnetic field and temperature.  The mechanical loading history and 




Although the fatigue life of NiMnGa has yet to be fully determined, NiMnGa 
specimens have the capability to undergo millions of cycles before failure.  
Cheng [153] has shown the effects of heat treatment and sample history in 
specimens of NiMnGa.  It was determined that mechanical cycling of NiMnGa has 
two main effects.  First, subjecting a NiMnGa sample to a series of compressive 
loadings has the effect of increasing the volume fraction of the major twin variants 
while reducing the minor variants.  This is very important to the performance 
NiMnGa because the magnitude of the strain of the bulk specimen is the sum of the 
strain produced by the major variants.  Therefore, to maximize the achievable strain 
for a given direction, it is necessary to also maximize the number of major variants 
within the sample.  It was also shown that mechanical cycling improves the mobility 
of the twin boundaries by unpinning them from pre-existing defects.  Essentially, 
mechanical cycling streamlines the inherent twin boundary motion of the material, 
working out any ‘kinks’.  Further research demonstrated that prior mechanical history 
could have strong influence on the magnitude of twinning start strain and the total 
twinning strain.  
Cheng [153] also investigated the effect of heat treatment on NiMnGa 
samples. Specifically, heat treatment of the material tends to improve the ordering of 
the high temperature, cubic, austenite phase.  This results in an increase in the 
magnitude of thermal shape memory strain that can be achieved.  Although, heat 
treatment can improve the level of induced strain, it cannot increase it above the 




directly quantified, it was indicated that prior heat treatments also affect the 

































a) Twinned martensite 
 
b) Detwinned martensite 
 











b) Stress-induced detwinned martensite 
 





Figure 2.5 Deformation by slip 
 
 






Figure 2.7 Schematic of the magnetic shape memory effect (MSME) 
 
 







Figure 2.9 Stress-strain curve for FSMA in compression under zero magnetic field 
 






Figure 2.11 Schematic stress-strain curve for FSMA partial pseudoelastic behavior 





Chapter 3: Quasi-Static Testing of NiMnGa 
Materials exhibiting the magnetic shape memory effect have several desirable 
attributes that make them a potentially actuator material.  The combination of a large 
induced strain potential and wide operating bandwidth present a strong argument for 
the use of NiMnGa in actuator applications.  But in order to design actuators 
incorporating FSMA, it is first necessary to develop an extensive understanding of the 
characteristic magnetomechanical behavior of these materials.  Thus this chapter 
focuses on the measurement of the quasi-static, uniaxial behavior of NiMnGa by 
testing bar specimens in compression.  Tensile testing is not included because of 
inherent material limitations.  However, since many smart material based actuators 
are operated in compression and to safeguard the actuator material from failure, the 
available NiMnGa specimens were configured to operate in response to compressive 
loading. Thus, the actuator material can be adequately characterized without 
exploring tensile tests.   
This chapter discusses the behavior of NiMnGa magnetic shape memory alloy 
bar actuators under various mechanical and magnetic loading conditions.  Testing is 
geared toward the quasi-static, or low strain rate, response of the NiMnGa to external 
magnetic and mechanical stimuli.   A series of tests including constant stress, constant 
coil drive current, constant induction and constant strain are conducted to fully 
explore the material response. The data obtained from these test is necessary for the 
formulation of an initial design method for FSMA based, smart actuators.  In 
addition, the phase transformation temperatures of the material, basic performance 




This chapter is organized into three main parts.  The first part details the initial 
transformation temperature tests, the determination of basic performance 
characteristics, and other various preliminary issues before systematic axial testing.  
The second part consists entirely of uniaxial testing related issues involving the 
constant stress, constant drive current, constant induction and constant strain tests.  
Each test is presented separately in detail.   Finally, a brief discussion of the sensor 
characteristics and evaluation of the FSMA element as a practical sensor is included. 
3.1 Differential Scanning Calorimeter Tests 
In order to characterize the material behavior, it is important to identify the 
regions where the NiMnGa exists in the martensite phase.  The magnetic shape 
memory effect is only present in regions consisting of stable martensite.  These 
regions of stability however, are temperature dependent.  Temperatures over which 
the phase transformation begins and ends are called transformation temperatures.  
Like thermal SMA, the transformation temperatures of FSMA are commonly denoted 
in the literature as As, Af, Ms, and Mf for austenite start, austenite finish, martensite 
start, and martensite finish temperatures respectively [203, 204, 205].  These 
temperatures represent the stress free, phase transformation temperatures of the 
material.  
Since the magnetic shape memory effect is observable only in martensite 
specimens, it is necessary to determine the temperature phase boundaries in order to 
establish a practical operating temperature range.    To ensure that the specimen was 
in the complete martensite phase during quasi-static testing, the phase transformation 




sufficiently higher than room temperature, then it can be guaranteed that the specimen 
is in the complete martensite phase and that the large strains produced in the presence 
of magnetic fields are the direct result of the magnetic shape memory effect.   
To determine the transformation temperatures of the bar under zero stress, a 
Perkin-Elmer Pyris 6 Differential Scanning Calorimeter (DSC) was used.  A 
photograph of the DSC is shown in Figure 3.1.  To determine the start and finish 
temperatures for the phase transformation, the DSC determines the change in heat 
capacity of the material.  When a phase transformation occurs in the material being 
tested by the DSC, it absorbs, or emits, heat over a small change in the specimen 
temperature.  This effectively constant temperature heat emission or absorption is 
indicative of any type of phase transformation.  Phase transformation refers to for 
example, a change in the various phases of water (i.e. steam, liquid, ice).  The phase 
transformation appears as a peak in the plot of heat flow vs. temperature.  The DSC 
allows the sample to be heated and cooled between given temperatures at a specific 
temperature rate controlled by an onboard temperature controller. Under normal 
operation, the thermal chamber is heated and cooled through a mixture of regulated 
helium and liquid nitrogen and a heating element attached to the bottom of the 
thermal chamber.   However, since a supply of liquid nitrogen was unavailable for 
these tests, a mixture of ice and water was used for cooling instead.  The ice-water 
mixture, although not as effective as the liquid nitrogen, allowed for specimen 
cooling to 10 degrees Celsius.  Despite this limitation, this level of cooling was more 
than adequate for this particular experiment.  Further details on this apparatus can be 




Two separate material compositions were studied in this test.  Both material 
compositions are derived from samples produced by the Adaptamat company.  
Composition #1 was manufactured before composition #2.  Furthermore, composition 
#2 represents a significant advance in the metallurgical properties of the material. 
3.1.1 DSC Sample Preparation 
With the aid of a precision, water-cooled, diamond tip saw, small pieces of 
NiMnGa were shaved off of a parent specimen.  These tiny NiMnGa chips were then 
placed in a small aluminum envelope and sealed using an aluminum cover plate and 
tabletop press.  The result was a 30-35 gram NiMnGa specimen, completely enclosed 
in a tiny aluminum casing.  To deduce the mass of the FSMA enclosed within the 
aluminum envelope, the empty mass of the pan is subtracted from the empty mass of 
the pan with the NiMnGa chips.  For consistent, high quality results, the mass of the 
material tested with the DSC should be between 20 and 40 grams.  A small, non-zero 
stress in the FSMA sample may be introduced as a result of the sample preparation 
process.  However, since multiple specimens of varying mass tested in the DSC 
yielded nearly identical results, the effect of any small, pre-existing, non-zero stress is 
assumed to be negligible.   
The first step in the DSC testing procedure consists of preparing baseline 
aluminum test pans.  One test pan containing FSMA chips and two test pans without 
FSMA chips were prepared.  The pans are weighed in a digital balance to determine, 
precisely, the mass of each.  First, the two empty baseline pans were placed inside the 
thermal chamber of the DSC and subsequently sealed from the ambient environment.  




lowered from 100°C to 10°C at a rate of either 2°C/min or 5°C/min, while the 
baseline heat flow rate vs. temperature was recorded by the data acquisition 
computer.  After a complete thermal cycle, one of the baseline pans was removed and 
substituted with the pan containing the FSMA chips.  Then, the temperature cycling 
procedure was repeated and the resulting heat flow that included the effect of the 
presence of the NiMnGa specimen was recorded.  To obtain the quantitative, 
temperature-varying rate of heat flow for the FSMA, the heat flow from the baseline 
case was subtracted from the heat flow of the case containing the NiMnGa specimen.  
The result was a heat flow difference equal to the heat flow of the NiMnGa material.  
To ensure repeatability, this procedure was repeated 2-3 times for each sample.  It 
was observed that the baseline heat flow was nearly constant and displayed no peaks, 
which suggested that the subtracted heat flow is important only for quantitative 
specific heat and latent heat measurements.  Since these properties aren’t necessary 
for the characterization of the magnetically induced actuation of NiMnGa, the 
unsubtracted heat flow rate of the FSMA is sufficient to determine the transformation 
temperatures of the material.   Therefore, in this case, the baseline heat flow tests 
were not strictly necessary. 
3.1.2 Determination of Transformation Temperatures 
The transformation temperatures of the NiMnGa (As, Af, Ms, Mf) were 
determined by heating the specimen pan at rates of 2°C/min and 5 °C/min.   Both 
heating rates were slow enough to capture all of the important features of the 
transformation temperature behavior.  However, it was observed that both heating 




repeatable showing a difference of no more than 0.4°C between transformation 
temperature measurements.  Since the transformation temperatures of the NiMnGa 
were adequately determined for low heating rates, heating at higher rates was 
unnecessary and not investigated.   
The unsubtracted heat flow rates yielded from the DSC tests for two 
compositions of NiMnGa are plotted in Figures 3.2(a) and 3.2(b).  Composition #1 is 
depicted in Figure 3.2(a) while composition #2 is shown in Figure 3.2(b).  As stated 
previously, since the objective of this test is to determine transformation temperatures 
and not specific or latent heat properties, obtaining the unsubtracted heat flow rate vs. 
temperature plot was sufficient.  The sharp peaks in the heat flow rate indicated a 
phase change in the material.  Qualitatively, the magnitude of the heat flow rate 
during heating was approximately the same as the magnitude of the heat flow rate 
during cooling.    The direction of the peak indicates the direction of heat flow either 
into (endothermic) or out of (exothermic) the sample during thermal cycling.  The 
direction of the peak indicating an endothermic reaction is denoted on Figures 3.2(a) 
and 3.2(b). Transformation temperatures are determined by identifying temperatures 
that mark the start and finish of the heat flow rate peak.  For example, during heating, 
the beginning and ending of the spike in the heat flow indicates the corresponding As 
and Af temperatures of the material respectively.  Likewise, during cooling, the 
beginning and ending of the spike in the heat flow indicate the Ms and Mf 
transformation temperatures.  Transformation temperatures are denoted by circular 




The results of the DSC tests indicate that the martensite to austenite 
transformation for composition #1 occurred between 24 °C and 28 °C, very close to 
room temperature.  However, for composition #2, the martensite to austenite 
transformation occurred between 56 °C and 61 °C, well above room temperature.    In 
fact,  all the transformation temperatures for composition #1 were significantly lower 
than those of composition #2.  Since the As and Af transformation temperatures of 
composition #1 are very close to room temperature, it can be argued that its 
usefulness in practical actuator applications is limited.  Because the transformation 
temperatures are so close to room temperature, any increase in the temperature of the 
ambient environment would result in a degradation of the magnetic shape memory 
capabilities of the material and possible failure of the device.  Since the most 
common method of FSMA actuation involves current carrying coils which typically 
produce significant amounts of heat, the ambient temperature is likely to be higher 
than room temperature.  Therefore, composition #2 has more potential as an actuator 
grade of NiMnGa because it is less sensitive to small temperature changes in the 
environment. Table 3.1 lists the four experimentally determined transformation 
temperatures for both compositions of the NiMnGa, providing a comparison of both 
grades of the alloy.  Since composition #2 has a higher martensite to austenite 
boundary all of the NiMnGa rods used in the quasi-static characterization tests utilize 
this composition.  Furthermore, with regard to the present work, because all quasi-
static tests were conducted at room temperature (~23°C), utilization of composition 




it was assumed that the full magnetically induced strain capability of the material was 
observed for all testing conditions. 
3.2 Variable Stiffness Testing 
The goal of the variable stiffness tests was to determine some basic actuator 
characteristics of the NiMnGa, such as block force, free strain and energy density.  
Not only do these parameters provide a general idea of the capabilities of the material 
as an actuator but they also provide a means to quickly compare NiMnGa to other 
smart materials such as Terfenol and piezoelectrics. 
3.2.1 Variable Stiffness Test Hardware 
The variable stiffness tests were carried out using a custom built test rig.  A 
photograph and schematic of this test rig appears in Figure 3.3.  The bar shaped 
specimen of NiMnGa was gripped between the poles of a laminated steel core 
electromagnet capable of producing inductive fields on the order of 1.0 Tesla.  
Between the tapered electromagnetic poles, a uniform, transverse magnetic field 
could be applied across the entire length of the specimen.  Further details on the 
electromagnet are provided in following sections (section 3.3.2).   The specimen was 
glued onto special aluminum grips using a high shear stiffness, cyanoacrylate 
adhesive.   One end of the specimen was attached to an adjustable pushrod assembly.  
During tests, the adjustable pushrod remained immobile, effectively providing an 
infinite stiffness for the actuator to act against.  Attached to the other end of the 
specimen was a moveable pushrod assembly consisting of an aluminum rod, variable 




could be adjusted by simply turning the advance screw.  A set of Polysorb
®
, polymer 
disk spring washers manufactured by the Igus company [207] were used to construct 
the variable-stiffness spring.  These disk washers were chosen because of several 
desirable properties including:   
1. Constant spring coefficient:  Spring force and deflection remain 
linearly related even for very small displacements.  Deviations from 
linearity at large deformations occur only when the washer begins to 
“bottom-out.”  This event occurs beyond 90% of the washers total 
deflection.    
 
2. Electrically insulated: Enabled the load cell to be insulated from 
electrical noise generated from the electromagnet. 
 
3. No lubrication of the spring washers was necessary. 
 
4. Adjustable:  Spring stiffness and total deflection could be adjusted by 
placing stacks of washers in parallel and series combinations.   Spring 
deflection increases proportional to the number of springs used while 
spring stiffness increases in proportion to the number of parallel 
combinations used. 
 
A variable-stiffness spring was necessary in order to observe the behavior of the 
NiMnGa specimen as it was actuated against a wide variety of recovery springs.  The 
use of the disk spring washers provided a simple design solution for developing a 
system that required the accommodation of a wide variety of recovery springs. With 
just 20 to 30 washers, hundreds of recovery springs combinations were possible.  
Forces generated by the FSMA element were measured by a 10 lb load cell accurately 
measuring loads to within 0.005 lb.  An aluminum tab attached to the moveable 
pushrod provided a reference point for a laser sensor to measure the global deflection 
and subsequently the induced strain of the NiMnGa bar.  The laser sensor could 




low-friction, linear bearing that was lubricated before every test to ensure that 
frictional losses were minimized.  Inductive fields applied to the FSMA element were 
measured by Hall Effect sensors located in the air gap between the electromagnetic 
poles and NiMnGa bar.  Coil current was measured by tracking the voltage across a 1 
ohm, 25W, precision resistor connected in series between the coil and ground.  The 
current measurements were precise to within 5 mA.  During the fabrication of the test 
rig, special care was taken to align the NiMnGa specimen, pushrods, load cell, and 
recovery spring to ensure that all applied loads were axial in nature and to minimize 
the impact of off-axis loads and moments.  The alignment was precise to within 0.002 
inches.  
 Power to the coils was provided by a programmable 20V/10A, DC power 
supply.  Due to the high electrical power requirements of the electromagnet, a 
thermocouple was attached to the coils to monitor temperature, providing a safeguard 
to protect against overheating.  Four parameters were measured including force, 
strain, magnetic field (induction), and coil current.  Each signal was acquired by a 16 
channel, computer controlled data acquisition system running on a MATLAB script. 
3.2.2 Experimental Method:  Variable Stiffness Tests 
The variable stiffness tests were carried out using the following experimental 
procedure:  first, a recovery spring stiffness was chosen and the disk washers 
comprising the recovery spring were appropriately configured.  To simulate the 
limiting case of the blocked condition, the spring washers were removed and the 
specimen was allowed to push directly against the load cell through the moveable 




the recovery spring so that the NiMnGa element could be allowed to reach the 
maximum induced strain in a zero stress environment.  After the stiffness of the 
recovery spring was set, an axial load was applied to the specimen via the advance 
screw until the FSMA was fully converted into the stress preferred martensite 
configuration.  If a recovery spring was being utilized, then a small preload of 
approximately 1N was applied to the specimen.  This small preload was necessary in 
order to ensure a ‘just-tight’ packing of the spring washers on the test rig.  Once the 
preload was set, the electromagnetic coils were energized and a magnetic field of 0.8 
Tesla was applied to the FSMA element.  While the field level was maintained 
constant, force and deflection data were recorded.   Then, power to the coils was 
removed and the magnetic field was brought to zero.  If necessary, the electromagnet 
was allowed to cool at this point.  This step is essential not only to protect the coils 
from damage but to prevent changes in coil resistance as a result of wire heating, and 
the subsequent magnitude of magnetic field between tests. 
3.2.3 Determination of Basic Actuator parameters 
The primary goal of the static testing of the NiMnGa rod was to determine the 
force deflection behavior of the material.  Once determined, the actuator stiffness can 
be calculated and then through a process of impedance matching, the energy density 
of the FSMA material can be calculated. 
 Determination of the actuator stiffness of the NiMnGa requires an accurate 
assessment of the force-deflection behavior of the material.  This relationship was 
determined by exposing a sample of NiMnGa to a magnetic field approximately 0.8 T 




force and strain response as the material acted against a series of recovery springs.  A 
total of twelve separate spring stiffnesses were examined including the blocked 
(significantly large stiffness) and free (effectively zero stiffness) conditions. Each 
spring stiffness constitutes one data point on the force-deflection curve.  Furthermore, 
in an effort to minimize experimental error, each data point is the averaged result of 
three trials.  Table 3.2 shows the averaged results of all twelve data points as well as 
the recovery stiffness of all twelve springs. Then the data shown in Table 3.2 were 
plotted to determine and evaluate the force-deflection behavior of the actuator.  
Figure 3.4(a) shows the experimentally determined force-deflection curve for  
NiMnGa endpoints on force-deflection curve.  According to the data, this NiMnGa 
element has a block force (zero-strain load) of approximately 9.3 N and a free strain 
(zero-force strain) of 5.02%.  These results were highly repeatable, with a variation of 
only 0.014 N in the block force measurement and a variation of only 0.08% around 
the free strain measurement.  Judging by the results presented in Figure 3.4(a), the 
deflection of the actuator material increases linearly as the induced force decreases.  
The slope of this curve is equivalent to the spring stiffness of the actuator material.  
This spring stiffness was determined to be 10 N/mm.  Using the cross-sectional 
dimensions of the FSMA element (2mm x 3mm) and the original length of the 
specimen (16.4 mm), the data in Figure 3.4(a) can be re-plotted in terms of stress and 
strain.  The slope of this curve is equivalent to the modulus of the material as it is 
undergoing twin boundary motion.  The region twin boundary motion encompasses 
the material behavior when the crystal structure is reorienting itself from a stress to 




experimentally determined stress-strain behavior observed in the variable stiffness 
tests appears in Figure 3.4(b).  Based on the experimentally determined curve shown 
in Figure 3.4(b) the modulus of the twin boundary motion region was calculated to be 
26.3 MPa.    
 Once the force-deflection behavior of the NiMnGa specimen was determined, 
the energy density of the material was calculated next.   Using the principle of 
impedance matching, the optimum energy output of the material was calculated.  
Since it was determined that the actuator stiffness of the material was approximately 
10 N/mm the NiMnGa spring can be matched to recovery spring #7 on Table 3.2 
which has a similar spring stiffness of 10.21 N/mm.  Based on the force-deflection 
data for this spring, the optimum available work output for this NiMnGa actuator was 
calculated to be 2.73 x 10
-3
 J.  Dividing the optimum available work output by the 
material volume and mass yields the energy densities by volume and weight 
respectively.  The energy density of the NiMnGa element was calculated to be 28.34 
kJ/m
3
 by volume, and 3.39 J/kg by weight.  Given the fact that the energy density of 
most commercially available piezostacks varies between 0.12 and 5.85 J/kg, this 
finding suggests that at least superficially, NiMnGa is comparable with piezoelectric 
stacks [129].  Qualitatively speaking, a piezoelectric stack is a high-force, low-
displacement, solid state device while a NiMnGa can be considered a low-force, high 
displacement, solid state device.  Essentially, NiMnGa trades the force generation 
capability of a piezoelectric stack for a large induced strain capability.   
One important point must be mentioned regarding the calculation of the 




did not include the presence of the electromagnetic coils.  Unlike piezoelectric 
materials, in order to actuate the NiMnGa, it must be contained within a relatively 
massive magnetic circuit.  Therefore, to more accurately compare NiMnGa to other 
active materials, the mass of coils, optimized for both mass and performance, should 
be included in the FSMA power density calculations.  The main reason that this was 
not done at this point was that the laboratory electromagnet used for this set of tests 
was unnecessarily massive. Therefore, power densities calculated using the 
parameters of this particular magnetic circuit would result in an unintentionally 
misleading data.  Because this study of NiMnGa was still in its initial stages, a set of 
coil optimization parameters had not yet been developed.  Instead, the magnetic 
circuit was designed for its, in terms of magnetic field generation, brute strength 
without consideration of optimizing its weight or volume.  In proceeding chapters, the 
issue of designing an optimized coil will be revisited enabling the calculation of a 
more accurate material power density.  
3.3 Uniaxial Quasi-Static Testing 
A series of quasi-static tests focused on subjecting the NiMnGa bars to a 
series of magnetic and mechanical loading conditions was conducted.  By 
systematically testing bars of NiMnGa, the material behavior is characterized and its 
feasibility for use in smart actuators is evaluated.   Several categories of test 
procedures were developed and implemented.  These tests included determining the 
strain response for a constant axial stress, evaluating the stress-strain behavior for a 
constant coil drive current, observing the stress-strain response for a constant 




constant pre-strain. Not only do these tests provide an assessment of the actuator 
capabilities of the FSMA, but they will be very useful in determining appropriate 
parameters for use in a constitutive model designed to predict material behavior. 
3.3.1 Sample Preparation and Composition 
The specimens used for the quasi-static testing were all manufactured by the 
Adaptamat company based in Helsinki, Finland.  Commercial grade, single crystal 
NiMnGa specimens are first grown in production furnaces into 30 cm long ‘billets’.  
Next, smaller FSMA sticks, or bars, are cut from these billets.  Depending on the 
customer’s specifications, the size of these sticks generally runs between 0.1 and 40 
mm.  Furthermore, the type of motion (extension, torsion, or bending) can be 
controlled by the orientation of the crystal structure of the stick as it is cut from the 
larger billet.  After undergoing a series of proprietary magnetic and surface polishing 
treatments, the specimens are ready for use in actuators.  Further information on 
NiMnGa production procedures can be obtained from the Adaptamat website [135].    
The current study involves the use of eight, single-crystal, martensite, 
NiMnGa bars obtained from Adaptamat. These specimens were oriented for 
extensional strain resulting from an orthogonally applied magnetic field. Specimen 
dimensions in the stress preferred configuration (configuration after an applied axial 
stress at zero field) were 2 x 3 x 16.4 mm, and the magnetic easy, or c axis, is 
oriented parallel to the direction of the long axis.  Therefore, magnetic strain is 
induced when a field is applied perpendicular to the long axis of the NiMnGa Rod.  




applied orthogonal field at zero stress) were 2 x 3 x 17.4 mm.  Furthermore, the 
density of the material was measured to be 8.36 g/cm
3
. 
3.3.2 Test Hardware 
The quasi-static, uniaxial tests were carried out on three different test rigs, 
each one accommodating the demands of a specific magnetic and/or mechanical 
testing environment.  Two of the test rigs were custom designed and developed at the 
University of Maryland, while the third was purchased from a commercial 
manufacturer of material testing equipment. 
The first category of testing, the constant axial stress tests, utilized a custom 
built test rig.  A labeled photograph and schematic of the constant stress test rig is 
shown in Figures 3.5(a) and 3.5(b).  A NiMnGa specimen is oriented vertically 
(perpendicular to the ground), and gripped between a stationary lower grip and a 
moveable upper grip.  Because of potential mechanical interference between the 
specimen grips and electromagnetic circuit, an alternate method of gripping the 
material was employed.  Instead of mechanical grips, the NiMnGa specimen was 
glued into the aluminum ‘grips’ using a high shear stiffness, low viscosity, 
cyanoacrylate adhesive. Special care was taken in order to ensure that only small 
amounts of the adhesive were used to minimize the effect of the bond layer on the 
twin boundary motion of the NiMnGa.  This method allowed the specimen to be 
located between the poles of the electromagnet without any mechanical interference.    
The specimen was supported by a stationary, lower rod so that when an external field 
was applied to the FSMA element, the resulting induced strain is restricted to the 




pushed against the moveable, upper pushrod.  This upper pushrod was attached to a 
low-friction, linear bearing to minimize the effect of friction on the material response.  
Above the upper pushrod, another support rod attached to the upper end of the linear 
bearing connected the bearing-pushrod combination to a linear potentiometer and 
weight pan.  Global, induced strains were measured by the linear potentiometer, 
which was precise to within 0.002 mm, and the level of constant stress was regulated 
by adding and subtracting weights to the weight pan.  The mass of the weight pan, 
linear potentiometer and support rods was measured to be 100 grams.  The maximum 
mass acceptable to the weight pan was determined by the maximum force rating of 
the linear bearing. The maximum allowable mass in the weight pan was restricted to 2 
kg to minimize the effect of friction as a result of overloading the bearing.   The 
NiMnGa specimen itself is situated between the two poles of a laminated steel core 
electromagnet.  Applied magnetic field measurements were obtained by two Hall 
Effect sensors located in the air gap between the magnetic pole and NiMnGa bar.  
The electromagnet in this rig was powered by two 30V/5A power supplies connected 
in series.  To control the decay of the magnetic field after the power supply was 
switched off, a rack of capacitors was connected in parallel with the coils to obtain a 
sufficient RC time constant in the electrical circuit.  Two sets of capacitors were used 
over the course of the constant stress testing.  For preliminary constant stress testing, 
the rig utilized one 20 volt / 50,000 µF and two, 50 volt / 10,000 µF capacitors in the 
RC circuit.  The time constant of this configuration was acceptable but the maximum 
voltage applied to the electromagnet was limited to 20 volts which resulted in an 




was upgraded to include ten 50 volt / 10,000 µF capacitors.  This configuration 
improved not only the RC constant of the circuit, but raised the maximum applied 
voltage to 50 volts instead of 20 volts.  In addition, this change allowed more current 
to pass through the coils and therefore produce a larger magnetic field.  The upgraded 
RC configuration allowed the electromagnet to generate a maximum magnetic field 
of 1.2 Tesla when the NiMnGa specimen was present in the magnetic circuit.  As 
mentioned previously, a high RC constant is necessary to have a slow decay in the 
magnetic field when the power was removed so that the quasi-static behavior of the 
material could be observed.  Current in the electromagnetic coils was monitored by 
measuring the voltage across a 1 ohm, 25W, precision resistor connected in series, 
between the coil and ground.  In Figure 3.6, a schematic of the electrical circuit is 
provided.    
The experimental rig used in the constant drive current tests was also designed 
and developed at the University of Maryland.  A photograph and operational 
schematic of the constant field test rig appears in Figures 3.7(a) and 3.7(b).  Within 
this rig, the NiMnGa specimen was gripped between a stationary, 25 lb load cell and 
a moveable carriage.  Similar to the constant applied stress test rig described above, 
the specimen was glued into the ‘grips’ using small amounts of a high shear stiffness, 
low viscosity, cyanoacrylate adhesive. To ensure that the specimen was entirely 
exposed to a uniform magnetic field and to minimize the effects of magnetic fringing 
at the boundaries of the magnetic poles, the FSMA was carefully situated within the 
center of the air gap in the magnetic circuit.  Loads were applied to the NiMnGa bar 




precision linear bearings attached to two parallel bars in order to minimize the effects 
friction.  The carriage, itself was driven by a computer controlled, NEMA-23 
precision, stepper motor and screw assembly.  Axial loads were applied to the 
specimen by energizing the stepper motor and allowing it to compress the FSMA rod 
against the load cell at a prescribed strain rate.  For this set of tests, the NiMnGa bar 
was compressed at a rate of 0.02 mm/sec, to simulate quasi-static actuation.  The 
precision of the load cell was within 0.0045 N and was used to measure the 
compressive loads on the FSMA specimen. As in the case of the of the constant stress 
tests, the magnetic field, B, was measured by a set of Hall sensors placed in the air 
gap between the specimen and pole face.   Applied magnetic field intensity, H, was 
determined by calibrating the electromagnet with the level of current in the coils 
without the specimen present in the magnetic circuit.  Coil current was determined by 
measuring the voltage across a 1 ohm, 50W, precision resistor in series with the coil.  
Typical levels of current varied between 0 and 3.5 amps.  To protect the 
instrumentation, the precision resistor was connected between the coil and ground to 
prevent creating electrical short between the resistor and data acquisition system.  
Power to the coils of the electromagnet was provided by a 5V DC excitation signal 
from the data acquisition card routed to an amplifier connected in series with the 
coils.  A schematic of the electrical circuit appears in Figure 3.8.  To determine the 
induced strain of the FSMA material, the global displacement of the carriage was 
measured by recording the angular deflection of the stepper motor using a rotary 





Data acquisition for the custom rigs was handled by a computer and a multi-
socket-type National Instruments data acquisition board.  Signals from the Hall Effect 
sensors, precision resistors, load cell, and potentiometers were routed through 10 V 
analog feed-through modules.  Data was acquired at a sampling rate of 1000 samples 
per second which was more than adequate for a quasi-static test.  A simple MATLAB 
script was written for both test categories to acquire and process the data. 
For the final two categories of tests, the constant induction and constant strain 
tests, and to validate the data obtained from the custom test rigs, a Fasttrack 8840 
series DynaMight, tabletop, axial test machine was purchased from the Instron 
corporation.  A photograph of the DynaMight rig appears in Figure 3.9.  The 
DynaMight consists of a high stiffness, single column load frame configured in a 
vertical orientation.  Axial loads are measured by a 1 kN load cell mounted directly 
below the lower grip on the load frame.  The accuracy of the load cell is within 0.01 
N.  Strain measurements are obtained by measuring the global displacement of the 
servo-hydraulic actuator mounted above the upper grip on the load frame.  Global 
displacement of the servo-hydraulic actuator was measured by a LVDT and accurate 
to within 0.001 mm.  Using a built-in, user defined PID controller, the DynaMight rig 
was capable of maintaining either a prescribed position or a prescribed load.  For 
further details on 8840 series axial test machine, consult the Instron website [208].  
To supply a uniform magnetic field to the FSMA specimen, the electromagnet coils 
were mounted on aluminum struts to position the pole faces so that they would fully 
enclose the test section. Power to the coils was provided by computer controlled 




Connected to a single channel, the amplifier was capable of continuously supplying 
145 W or 4 amps to the electromagnet coils.   
Data acquisition for the DynaMight system was handled in a manner similar 
to that of the custom test rigs.  The onboard data acquisition system of the DynaMight 
rig was capable of handling only two channels of data.  One channel acquired load 
cell signals while the other channel acquired LVDT signals.  However, since 
additional channels were needed for magnetic field and coil voltage/current 
measurements, an auxiliary data acquisition system was employed. Signals from the 
load cell and LVDT were routed through the onboard data acquisition system and 
then sent to a National Instruments data acquisition card via two 10V analog feed-
through modules.   Since the maximum voltage of the LVDT exceeded 10V, it was 
necessary to add a simple voltage divider circuit to step the voltage of the LVDT 
signal down to a level that the data acquisition card could accept.  Signals from the 
Hall Effect sensors were routed through two full-bridge, isolated strain gage input 
modules.  The excitation voltage from these strain gage modules was fixed at 3.3V.  
This presented a problem because the input impedance of the Hall Effect sensors was 
low (approximately 50 ohms) and the maximum allowable control current was 30 
mA.  At this level of excitation voltage, the control current was approximately 70 
mA, more than twice the allowable limit.  The effect of the resulting excitation 
current passing through sensor was to saturate the data acquisition card (i.e. generate 
a Hall voltage signal in excess of 10 volts in response to the magnetic field) or cause 
the sensor to ‘burn out.’  To solve both of these problems, a small resistor network 




strain gage module and the Hall Effect sensor.  The resistor network effectively raised 
the input impedance of the Hall Effect sensor from 50 to 2000 ohms, subsequently 
dropping the control current to 16 mA, well within the allowable limit.  As a result, 
the peak Hall voltage sensed by the data acquisition card dropped below the 10V 
saturation voltage.  The Hall Effect sensors were calibrated using a F.W. Bell model 
5080 Gauss/Tesla meter.  Each sensor was taped to the field probe of the gaussmeter 
to ensure that both devices were measuring the magnetic field at the same reference 
location.  Then, using the magnetic coils to generate a field in response to a known 
level of drive current, readings from the gaussmeter and Hall effect sensor were 
recorded.  Calibration factors for the Hall effect sensors were determined from a 
series of these measurements.  The resolution of the gaussmeter measurements was 
0.01 mT.  The accuracy of the DC measurements from the gaussmeter was within 1% 
of the reference value and the device was capable of accuracy to within 3% for AC 
measurements.  The sensitivity of the Hall voltage detected by the Hall effect sensor 
was 12 mV.  Coil current and coil voltage were obtained from the current and voltage 
monitors on the current amplifier.  Both signals were routed through 10V analog 
feed-through modules on the data acquisition board.  A 5V isolated voltage output 
module connected to the current amplifier was used to energize the electromagnetic 
coils.  Figure 3.10 shows a block diagram of the data acquisition hardware.  A brief 
LABVIEW script was written to handle the data acquisition, data pre-processing and 
function generation. 
DC magnetic fields for all the test rigs, including the variable stiffness test rig, 




capable of producing field intensities on the order of 10 kOe.  Inductive fields on the 
order of 1.2 Tesla were achievable in the coupled FSMA-field generator system.  The 
magnetic circuit was built around a laminated core divided into two, E shaped halves, 
each consisting of 50 transformer steel layers.  The halves are joined together by an 
aluminum frame and an air gap was machined out of the center bars of the E-frame to 
create magnetic poles.  The dimensions of the pole faces were 27 mm thick by 24 mm 
in length.  These dimensions were deliberately chosen so that the effects of magnetic 
fringing at the edges of the pole faces could be neglected.  Magnetic fringing can 
significantly reduce the magnetic field at the boundaries and is therefore not desirable 
when attempting to create a uniform, magnetic field environment.    Since the FSMA 
element achieves a maximum length of 17.4 mm when exposed to a sufficient 
magnetic field, a margin of 3.3 mm (or 20% of the specimen length) from the edge of 
the actuator to the edge of the pole face in the lengthwise direction, is left at either 
end of the specimen.  As a rule of thumb, a margin of only 10% is required to be able 
neglect the influence of fringing.  The two, 500 turn, 24 gage, copper wire coils, 
connected in parallel, were fixed to the poles of the laminated core by interchangeable 
Delrin bobbins.  The copper wire was carefully wound, by hand, around the bobbins 
in even rows to maximize the flux linkage.  Once completed, the inductance of the 
coil was measured to be 0.45 H, with a standard deviation of 5.4 mH.  NiMnGa 
specimens were situated in between the two tapered poles of the electromagnet where 
a uniform, transverse field could be applied to the entire specimen.  A 25% taper 
along the length of the electromagnetic poles was introduced in order to focus the 




passively increasing the flux density across the NiMnGa specimen.  When the 
NiMnGa specimen is present, an air gap of approximately 0.030” exists between the 
specimen and the two pole faces.  Reluctances of each component of the magnetic 
circuit were then calculated.  The approximate reluctance values of the laminated 
steel core, air gap and FSMA element were 15000 A/Wb, 97000 A/Wb, and 2028000 
A/Wb respectively.  It should be noted that these reluctances are not constant but 
functions of the magnetic permeability which is a field dependent parameter.  
However, these component values do provide insight into the relative magnitude of 
the magnetic circuit parameters.  A generalized schematic of the magnetic circuit of 
the coil appears in Figure 3.11. 
As mentioned previously, uniformity of the applied field was necessary in 
order to increase the accuracy of induced strain and force measurements observed in 
the NiMnGa specimen. A non-uniform field environment will introduce additional 
uncertainty into the measurements of induced force and strain.  Also, one of the main 
assumptions in the magnetic circuit modeling (see Chapter 6) is that the applied 
magnetic field is uniform.  Testing in a uniform magnetic field environment improves 
the correlation between experiment and analysis.  To ensure that a proper field 
distribution was applied along the length of the specimen, Hall Effect sensors were 
used to characterize the uniformity of the field between the poles.  The sensors were 
placed at 11, regularly spaced, intervals along the entire length of the magnetic poles, 
coinciding with the location of the FSMA element.  At each station, the magnetic 
induction was measured for a constant voltage supplied to the coils.  Using this data, 




field across the pole faces.  This profile appears in Figure 3.12. Based on the profile 
shown in Figure 3.12, the applied magnetic field varied less than 2% along the plane 
of the pole face.  Therefore, the applied field was assumed to be uniform for the 
purpose of these tests. Furthermore, since the magnetic field showed little variation at 
the pole edges (stations 1 and 11), it can be concluded that magnetic fringing at the 
boundaries was not a significant issue for this coil configuration.   
3.3.3 Unique Measurement Challenges Involving NiMnGa 
Most magnetostrictive materials, terfenol and galfenol for example, are 
configured to produce actuation in the presence of a collinear field.  In contrast, none 
of the NiMnGa samples observed in this study were configured for a collinear field 
and strain actuation.  In the case of the specimens used in the current study, the 
direction of the magnetically induced strain in NiMnGa is instead, perpendicular to 
the direction of applied field.  The orthogonal field and strain actuation configuration 
presents a problem when trying to determine the field and magnetization inside the 
alloy (specifically, the quantities Hinternal and M).  For the purpose of comparison, first 
consider the case of collinear field actuation for another magnetic smart material such 
as Terfenol.  Figure 3.13 shows a schematic of collinear field actuation of a terfenol 
rod.  The terfenol specimen is gripped between two poles of the flux return path (S 
and N).  A magnetic field is applied to the terfenol via the primary coil.  A secondary, 
pickup coil is wound within the primary coil to measure the total flux density, B, 
passing through the specimen.  Using continuity assumptions, a Hall Effect probe can 
be used to determine the field intensity, Hinternal, inside the specimen.   Since B and 




example of collinear field actuation, the geometry of the configuration is convenient 
for the measurement of the magnetic vectors B, Hinternal, and M [209].  In contrast, for 
the case of perpendicular field actuation, the geometry of the configuration is 
inconvenient for measuring these quantities.  Figure 3.14 shows the a schematic of 
the perpendicular field actuation of a NiMnGa rod.  In this case, the pick-up coil must 
be wound around the long axis of the specimen in order to measure the total flux 
passing through the FSMA.  Furthermore, the Hall Effect probe must be placed on the 
face perpendicular to the long axis of the specimen in order to take advantage of 
continuity assumptions.    Since the direction of strain in the NiMnGa specimen is 
perpendicular to the applied field in this configuration, the necessary locations for the 
Hall Effect sensor and pickup coil cause mechanical  interference with the  material 
actuation.  In order to take advantage of continuity, the Hall Effect sensor must be 
placed within the load path of the specimen which, over time, can damage the sensor.  
Furthermore, the geometry of the pickup coil not only creates a problem with 
gripping the specimen but, due to its location, causes a physical constraint to the 
actuation of the NiMnGa bar.  Other configurations are possible, however, given the 
limited space available within the air gap of the magnetic circuit and mechanical 
constraints involved with gripping the specimen, it is difficult to determine the B and 
Hinterenal for this configuration.  Instead, the material is characterized with respect to 
the induction in the complete magnetic circuit (flux return, air gap, and NiMnGa bar) 
and the level of drive current within the coils, without the NiMnGa specimen (applied 
field intensity without the presence of the FSMA element).  Although it does not 




very useful for characterizing actuators containing NiMnGa elements because they 
are simple to measure and because they include the effects of the magnetic circuit.  
For practical actuator applications, the design of the magnetic circuit is critical, often 
providing the most stringent limiting factors in the actuator design.  Since the focus of 
this study is to evaluate the FSMA material as an actuator material, it is necessary to 
include the effect of the entire magnetic circuit in the characterization.  The obvious 
drawback to this choice of measurement parameters is that the magnetic behavior 
inside the specimen cannot be completely determined, therefore material specific 
effects such as the magnetization vector, internal field intensity, and the influence of 
the demagnetization field cannot be decoupled from the magnetic circuit. 
3.4 Constant Axial Stress Tests 
The three goals of the constant axial stress tests were to determine, as 
functions of applied stress, the induced strain, the residual strain, and the behavior of 
critical transformation fields.  The first two goals are geared toward developing an 
understanding of the capabilities of the material itself, while the third goal was 
directed toward the identification of model parameters. 
3.4.1 Experimental Method: Constant Stress Testing 
The constant stress tests were carried out using the following procedure.  
After the NiMnGa rod was properly situated in the grips, 2 kg of mass was added to 
the weight pan above the actuator material in order to provide enough compressive 
force to fully configure the NiMnGa specimen into the stress preferred state.  After a 




stress preferred state.  At this point, the 2 kg mass was removed.  Next, mass was 
added to the weight pan until the axial stress acting on the specimen reached the 
desired level for the current testing scenario.  As mentioned previously, any mass 
between 100 grams (empty pan weight) and 2100 grams (empty pan weight plus 2 kg 
of additional mass) could be used.  Once the desired mass was added to the weight 
pan, the FSMA element was ready to be magnetically cycled.  Next, the power supply 
to the electromagnet was switched on to energize the coils and charge the capacitors.  
As this process was occurring, the magnetic field applied to the specimen was also 
increasing.  Eventually, the level of magnetic field was sufficient to induce the 
magnetic shape memory effect in the material and subsequently produce an induced 
strain. In each case, the coils produced a magnetic field that varied from 0 to 1.1 
Tesla over an interval of 40 seconds.  Halfway through the test, and once the 
capacitors were fully charged and the maximum magnetic field level of 1.1 Tesla had 
been reached and sustained for a few seconds, the power to the coils was removed 
and the field was allowed to decay.  The rate of this decay in the magnetic field was 
prescribed by the RC constant of the circuit as the capacitors discharged through the 
coils.  Time histories of the magnetic field, B, the magnitude of current in the coils, 
and the actuator displacement were recorded over the entire test duration. 
3.4.2 Determination of Critical Stress Behavior  
One of the key goals in the characterization of NiMnGa as an actuator 
material was to observe the capabilities and behavior of the specimen for different 
loads.  In the present study, only axial loads were considered.  Currently, commercial 




external, transverse magnetic field.  Although theoretically possible, specimens 
configured to operate in the bending and torsion modes are not commercially 
available at this time.  However, NiMnGa specimens configured for extensional 
actuation provide the potential for a wide variety of actuator applications.  Direct 
measurements of the induced strain and threshold fields of the FSMA for a complete 
range of axial loads are needed to define the actuation capabilities of the material.  
 Consider for a moment, thermally reactive SMA materials such as NiTi.  For 
this class of materials, constant stress testing is used to develop a profile of the stress 
vs. temperature behavior [170, 210, 211]. Generally, this behavior is determined by 
identifying the temperatures at which the transformation between martensite and 
austenite occurs (Ms, Mf, As, Af) for a constant stress and then plotting these points 
over the entire range of stresses tested.  This profile is a very valuable tool because it 
can be used to predict the state of the material for virtually any set of thermal or 
mechanical loading conditions.  Furthermore, the profile is useful for determining 
parameters that can be utilized in a phenomenological model.  Likewise for NiMnGa, 
one of the main goals was to develop a similar, experimental profile.  In this set of 
tests, the goal was to determine as a function of axial stress, the magnetic fields 
signifying the transformation between stress and field preferred martensite during 
magnetic loading and the magnetic fields signifying the transformation between field 
and stress preferred martensite as the magnetic field was removed.  These critical 
transformation fields could then be plotted over the entire range of stresses to 
assemble a profile of the stress vs. magnetic field behavior of the NiMnGa material.  




0.17 and 2.5 MPa were applied.  Critical transformation fields were identified in each 
case and the results were plotted on the stress vs. magnetic field profile.  Once 
completed, the profile was evaluated for its potential use as a tool for predicting 
material behavior.   Differences in the quality results between ‘low’ and ‘high’ levels 
of applied stress were noted. 
In Figure 3.15, the material behavior acting against a constant stress of 0.4 
MPa (250 grams) is shown.  The data is meant to showcase a typical result for a 
characteristically ‘low’ level of applied compressive stress.  As the magnetic field is 
increased, a rapid increase in the induced strain occurs after increment 1 (0.24 T).  
This increase in the strain response indicates the onset of twin boundary motion in the 
FSMA element as the material begins to convert from a stress preferred martensite 
variant to a field preferred martensite variant.  After increment 2 is reached (0.68 T) 
the strain response levels off indicating that the material can no longer yield 
additional induced strain.  This behavior signifies that the twin variants have been 
completely reoriented into the field preferred martensite variant and that the material 
has produced the maximum amount of induced strain for this particular magnitude of 
axial loading.  The magnetic fields corresponding to each station are known as 
threshold fields and signify the start and finish of the twin boundary motion in the 
material.   During this phase of the test, the maximum induced strain of the FSMA 
element was observed to be 6.5%.  Comparing this result to the maximum induced 
strain observed during the variable stiffness tests (5.02% strain, see section 3.2) it is 
clear that there exists a significant difference in the actuator capabilities between 




level for approximately 10 seconds, the power to the coils was removed and the 
behavior of the material subjected to a constant axial stress in a decaying magnetic 
field environment was observed.  As the field decreased, the level of strain in the 
actuator began to decay at increment 3 (0.55 T).   Increment 3 represents the 
beginning of the reverse transformation from the field preferred martensite variant to 
the stress preferred martensite variant.  As the field was decreases below increment 3, 
the twin boundaries became mobile under the influence of the applied compressive 
stress.  The magnetic field associated with increment 3 represents another threshold 
field, this time signifying the transformation back to the stress preferred 
configuration.  However, because the level of applied stress is ‘low’ in this case, the 
material is never completely reverted back to the stress preferred condition when the 
level of magnetic field returns to zero.  Instead, a residual strain of approximately 
1.5% remains in the NiMnGa bar, supporting the assertion that the magnitude of 
constant stress is not sufficient to entirely compress the actuator back to its original, 
stress preferred condition.  The residual strain is proportional to the volume fraction 
of field preferred twin variants remaining in the FSMA element after the removal of 
the magnetic field.  This residual strain is recoverable and may be removed by 
applying additional axial force to the actuator. In the limiting case where the 
minimum amount of axial stress is applied to the material (0.17 MPa) there is no 
reverse transformation from the field preferred to stress preferred martensite variants.  
The stress level for this case is simply to low to induce any twin boundary motion in 
the material.  Figure 3.16 shows the results for a constant stress of 0.17 MPa (100 




were identified.  Generally, for cases where a ‘low’ level of axial stress is applied to 
the NiMnGa element, only 2 or 3 threshold fields can be identified. 
One important issue associated with ‘low’ stress level testing is the quality of 
the data, specifically the certainty of the location of the threshold fields.  Consider 
again the case where an axial compressive stress of 0.4 MPa is applied to the 
NiMnGa specimen (Figure 3.15).  During the forward transformation from stress to 
field preferred martensite, stations 1 and 2 are relatively easy to identify.  At a 
specific point, or threshold field, a sharp change in the strain response occurs.  After 
station 1, a sharp increase in the strain response occurs continuing until, at station 2, 
the induced strain abruptly levels off.  The distinct changes in the threshold fields 
during magnetic loading enable them to be easily identified.  In contrast, when the 
magnetic field is decreased to zero, the strain response did not show characteristically 
abrupt changes, but instead displayed a gradual, smooth decay.  The consequence of 
this behavior is that since the threshold fields are less distinct, it becomes exceedingly 
difficult to identify the exact location where twin boundary motion begins during the 
unloading of the magnetic field.  This subsequently introduces a significant level of 
uncertainty in the measurement of threshold fields for the reverse transformation.  
Furthermore, this level of uncertainty will be transferred to the stress vs. magnetic 
field profile, limiting its use as an indicator of quasi-static material behavior.  
In Figure 3.17, the FSMA specimen subjected to a constant compressive stress 
of 1.3 MPa (800 grams) is shown.  This set of data is meant to showcase a typical 
result for a characteristically ‘high’ level of applied stress.  As in the case of the ‘low’ 




increase in the strain response, indicating the onset of twin boundary motion, while 
station 2 (0.88 T) was characterized by an abrupt plateau in the induced strain.  
Stations 1 and 2 denote the boundaries of the forward transformation from stress 
preferred to field preferred martensite and their corresponding threshold fields are 
substantially larger in magnitude then those identified in the ‘low’ stress case (Figure 
3.15).  A maximum induced strain of 6.3% was observed for this level of applied 
stress.  Once again, the magnetic field was allowed to reach and dwell at 1.1 T for 10 
seconds, before being quasi-statically reduced to zero.  The beginning of the reverse 
transformation from the field preferred to stress preferred martensite variant began at 
station 3 (0.61 T) and ended at station 4 (0.12 T).  In the ‘high’ stress case, the 
applied load was significantly large enough to fully reconfigure the twin structure of 
the material to its original, stress preferred state upon removal of the magnetic field, 
unlike the previous, ‘low’ stress case. Subsequently, for high stress residual strain in 
the material is completely recovered once the magnetic field has been reduced to 
zero.   Furthermore, the threshold fields associated with stations 1, 2 and 3 (0.42 T, 
0.88 T, and 0.61 T respectively) were each higher in magnitude than their 
corresponding ‘low’ stress counterparts (0.24 T, 0.68 T, and 0.55 T respectively).  
Therefore, it was concluded that the threshold fields have a strong dependence on the 
level of applied axial stress.  Essentially, the applied compressive stress opposes the 
magnetically induced twin boundary motion, effectively delaying the onset of the 
magnetic shape memory effect as stress is increased.  Although not determined in this 
set of experiments due to limitations in the test apparatus, it can be assumed that 




level, the twin boundary motion will be completely impeded, indicating a block-force 
condition.  Additionally, it was observed that for characteristically ‘high’ levels of 
applied stress, 4 critical threshold fields could be identified.  This means that both the 
forward and reverse transformations of the martensite variants could be observed over 
the course of one magnetic cycle.   
As in the case of the ‘low’ stress level, the quality of the data was a necessary 
consideration when evaluating the level of certainty associated with the location of 
the threshold fields.  Unlike the data obtained from the ‘low’ stress case (Figure 3.15) 
the ‘high’ stress case (Figure 3.17) shows four, clearly delineated threshold fields 
over the course of the magnetic cycling.  As a result, it was concluded that as stress is 
increased, the accuracy associated with the identification of threshold field was 
improved. 
Once the behavior of the material was observed for each level of applied 
stress, the profile of stress vs. magnetic field was developed.  This profile is shown in 
Figure 3.18.  Although there seems to be a clear linear relationship between applied 
stress and the magnetic threshold fields, the profile raises some difficult questions 
regarding the data obtained using this type of experiment.    First, because of the high 
degree of uncertainty associated with the threshold fields for ‘low’ levels of stress, the 
slope of the curve associated with the fields at station 3 is highly suspect.  Second, the 
slope of the curve resulting from the fields associated with station 2 increases sharply 
after 2 MPa.  This indicates that the electromagnetic could not deliver a sufficient 
level of inductive field to fully convert the NiMnGa element to the field preferred 




of the FSMA bar was in an intermediate and unknown state.  As a result, the state of 
the material at higher levels of stress as the magnetic field is being removed could not 
be reliably predicted.  Because of these issues, the stress vs. magnetic field profile 
obtained from the constant axial stress testing must be rejected as a tool for material 
behavior prediction.  However, this profile can be obtained by alternate means.  
Specifically, it was determined that characterizing the material in terms of constant 
magnetic fields and threshold stresses was a more effective method of generating this 
profile than through constant axial stress testing.  This process is discussed in detail in 
a proceeding section (section 3.5).  Despite the seemingly inherent limits of the 
results obtained from constant stress testing, they do provide very valuable 
information regarding the critical issues of residual strain and magnetic circuit 
limitations. 
3.4.3 Residual Strain 
As discussed previously, the phenomenon of residual strain occurs when the 
recovery force is insufficient to fully convert the NiMnGa element from a field 
preferred to a stress preferred configuration as the magnetic field is reduced to zero.  
For low levels of recovery force, the FSMA element is composed of both field and 
stress preferred martensite variants.  In Figure 3.19, the residual strain as a function of 
applied stress is shown.  Qualitatively, the data displays a characteristic bell-shaped 
curve indicating a nonlinear relationship between recovery force and residual strain.  
For very small levels of applied stress, < 0.3 MPa, the residual strain remains at 
approximately 6.3%.  Given the fact that the maximum attainable strain determined 




nature.  Up until 0.3 MPa, the applied stress in insufficient to induce a complete 
variant reorientation in the specimen.  Beyond this stress level, the magnitude of 
residual strain sharply decreases until when at 0.73 MPa, the residual strain becomes 
zero.  Between 0.3 MPa and 0.73 MPa, the applied stress is only capable of inducing 
twin boundary motion in a portion of the specimen.  In this stress region, the NiMnGa 
material is in an intermediate state, composed of both stress and field preferred 
variants after the applied magnetic field has been removed.  Beyond 0.73 MPa, the 
applied load is sufficient to fully induce twin boundary motion within the entire 
NiMnGa element, reverting the specimen back to its original, stress preferred 
martensite.  
It is necessary to understand the occurrence of residual strain in NiMnGa 
because it highlights several important material behaviors.  First, tracking residual 
strain essentially characterizes the nature of the phenomenon of twin boundary 
motion within the specimen as it transitions between field and stress preferred 
configurations.  Clearly, this transition is not a linear phenomenon, and is dependent 
upon many factors including applied stress, crystal structure, and material 
composition.  Second, the existence of residual strain within a material emphasizes 
the stress dependence of the magnetic shape memory effect. Since the test apparatus 
was capable of applying a magnetic field in a single direction only, introduction of a 
recovery force was the only way to induce twin boundary motion in the specimen 
after the applied field has been removed.  Furthermore, if the recovery force is below 
the threshold stress for complete twin variant reorientation (< 0.73 MPa), the 




induced strain after the next magnetic cycle.  For example, consider once again the 
data presented in Figure 3.15.  For an applied stress of 0.4 MPa, the residual strain is 
5.5% recovering only 1% strain after the magnetic field is removed.  If the specimen 
was magnetically cycled a second time, the FSMA would only be capable of 
generating 1% of induced strain.   Because the recovery force was capable of 
inducing only a small amount of stress preferred variants when the field was 
removed, the number of strain generating twins (stress preferred twins) for the next 
magnetic cycle was significantly decreased.  In summary, the phenomenon of residual 
strain demonstrates the stress dependence of the magnetic shape memory effect and 
the necessity of recovery force in FSMA based actuator applications. 
3.4.4 Effect of Limited Magnetic Field  
It has been shown that the magnetic shape memory effect is a both a field and 
stress dependent phenomenon [212, 213].  Up until now, tests have focused on the 
stress dependent aspects of the phenomenon.  As pertaining to this study, the 
effectiveness of the external magnetic circuit to deliver a sufficient level of magnetic 
field has not been considered.  Applied magnetic fields have been characterized as 
either on or off, in other words, either zero, or suitably large enough to induce 
complete variant reorientation in the specimen regardless of the applied loading.  The 
question of what happens to material behavior in situations where the magnetic field 
is not large enough to induce complete variant reorientation within the specimen 
during magnetic loading has not been examined.  This is of critical importance 
because like the phenomenon of residual strain, it affects the magnitude of the 




insight into this aspect of material behavior by determining, at least qualitatively, the 
effect of magnetic fields on the maximum strain capability of the actuator material.   
As described previously, the magnetic shape memory effect is both a stress 
and field dependent phenomenon.  For a constant level of applied magnetic field, the 
applied stress opposes the effect of the field, effectively raising the requirement 
necessary to induce twin boundary motion in the FSMA element.  As the magnitude 
of the axial stress is increased, the magnitude of the applied field must also be 
increased to compensate and initiate twin boundary motion.  This behavior has been 
verified by the constant axial stress testing.  But from the perspective of the material, 
the level of magnetic anisotropy essentially limits the magnitude of applied field that 
can be applied in order to overcome the influence of the applied stress.  At some 
point, the energy associated with the applied stress becomes larger than the energy 
associated with the magnetic anisotropy.  In this limiting case, when the magnetic 
field is supplied, it becomes energetically preferable to reorient the magnetic domains 
of the unit cell through conventional magnetic domain rotation rather than a 
mechanism of twin boundary motion (i.e. the MSME).   Provided that the magnetic 
circuit can deliver enough magnetic energy to overcome the applied stress and that 
the elastic energy associated with that applied stress is less than the energy associated 
with the magnetic anisotropy, twin boundary motion will occur and the FSMA 
material will be fully converted into the field preferred martensite variant.  In this 
scenario, the limiting factor for producing the magnetically induced strain is the 
energy associated with the magnetic anisotropy of the material.  However, if the 




magnetic anisotropic energy of the NiMnGa element, then the limiting factor for 
induced strain is the magnetic circuit itself.  This idea is of critical importance when 
designing FSMA actuators. Harnessing the full potential of the FSMA material, 
requires a well designed, and sufficiently powerful magnetic circuit.   
To illustrate the effect of the magnetic circuit on material behavior, we 
consider the case of field generator providing a 7.5 kOe field.  This magnetic field 
represents half of the total magnitude of field that it can generate.  The field is applied 
to a NiMnGa specimen under constant stress.  In Figure 3.20(a), the results of this test 
are shown.   The maximum strain as a function of the applied stress for an applied 
magnetic field cycled between 0 kOe and 7.5 kOe is shown.  For stresses below the 
critical value Fcr,H = 2 MPa, the maximum induced strain remains between 6.5% and 
6.3% decreasing slightly as a result of pure elastic deformation. As stress is increased 
beyond the critical value of 2 MPa, the maximum achievable induced strain decreases 
in a sharply linear fashion.  For stresses above Fcr,H, the maximum external field 
intensity, Hext,max, of 7.5 kOe is not strong enough to overcome the load and 
completely convert the actuator to field preferred martensite.  Based on this trend, the 
actuator will be blocked at 2.75 MPa for the electromagnet delivering a maximum 
field intensity of 0.75 kOe.  However, this behavior is not an inherent property of the 
material but occurs due to the lack of availability of magnetic field.   If the 
electromagnet was capable of delivering a magnetic field less than 7.5 kOe, for 
instance 4.5 kOe, the value of Fcr,H would shift to the left as a result of a decreased 
field availability.  Likewise, it the electromagnet was generating a field above 7.5 




limit as determined by the magnetic anisotropy of the material is reached. Figure 
3.20(b) summarizes this principle.    
The total induced strain available over an entire magnetic loading cycle can be 
determined from the plots of residual strain (Figure 3.19) and maximum induced 
strain (Figure 3.20(a)). Considering both plots, the total strain that the FSMA actuator 
element undergoes for one magnetic cycle at a constant stress is equal to twice the 
maximum strain predicted in Figure 3.20(a) minus the residual strain predicted in 
Figure 3.19. 
3.5 Constant Drive Current Tests 
Constant Drive Current tests are included to provide an understanding of the 
material as it would behave in an actuator.  From an electronics perspective, it is a 
relatively simple matter to measure and regulate drive coil current.  Therefore, it is 
reasonable to assert that most practical actuator applications for this material will rely 
on regulated drive current.  These tests show how the NiMnGa behaves in a coupled 
actuator material-field generator environment.   Specifically, the following set of tests 
focuses exclusively on the effect of external magnetic fields, by exposing the 
NiMnGa specimens to a series of constant external field intensities, to observe the 
stress-strain behavior of the material. 
3.5.1 Experimental Method:  Constant Drive Current Tests 
Constant drive current tests (CDCT) were carried out on both the custom, 
CDCT test rig (shown in Figure 3.7(a)) and on the DynaMight axial test machine 




relationship between the field intensity generated by the coils as a function of drive 
current for the case where the NiMnGa element is removed from the magnetic circuit.  
This calibration curve is shown in Figure 3.21.  It is important to clarify that all field 
intensities were measured across the air gap, between the two poles, with the 
specimen removed from the magnetic circuit.  The field intensity within the air gap 
was calibrated with respect to the magnitude of current inside the coils.   This was 
done so that the response of the material could be directly related to the capabilities of 
the coil as a separate entity, thus providing a set magnetic circuit performance 
requirements for coil design.  As explained earlier, (section 3.3.3), the field intensity 
inside the specimen could not be determined with the present instrumentation.  Once 
the specimens were situated in the grips between the magnetic poles, the magnetic 
field was cycled to 12 kOe, while the specimen was maintained at zero stress, to 
induce twin boundary motion and convert the element to the field preferred 
configuration.  After magnetic cycling, the level of current in the coils was raised 
until the desired DC field intensity was reached.  While the coil drive current was 
held at a constant level, the NiMnGa bar was subjected to a quasi-static, compressive 
loading along the long axis of the specimen to induce twin boundary motion and 
reorder the martensite twin variants into the stress preferred configuration.  To 
maintain a quasi-static loading condition, the specimen was strained at a rate of 0.04 
mm per second.  Once the compressive stress reached a level where post twin 
boundary motion material behavior could be observed (about 9-10 MPa) it was 
removed at the same, quasi-static rate.  Still in the presence of the magnetic field, the 




recovery behavior could also be determined.  Stress and strain responses during the 
complete cycle were recorded and critical transformation stresses were measured for 
each level of applied field.  These stresses were then compiled into a critical stress vs. 
applied magnetic field profile.  Each data point on the stress vs. applied field profile 
represents the average of at least three separate tests, so that the repeatability of the 
measurements could be assessed.  The effectiveness of the profile as a tool to predict 
material behavior was then evaluated. 
3.5.2 Obtaining Critical Stresses 
One of the key goals for constant drive current testing was to determine 
threshold stresses as a function of applied magnetic field.  These threshold stresses, or 
critical transformation stresses, denote the onset of twin boundary motion in 
NiMnGa.  For this set of tests, the FSMA elements were exposed to constant applied 
fields ranging from 0 kOe to 12 kOe.  At each level of applied field, the critical 
transformation stresses were identified.  All three strain recovery mechanisms, 
including the magnetic shape memory effect, magnetic pseudoelasticity, and partial 
magnetic pseudoelasticity were observed.  Figures 3.22(a) and 3.22(b), show the 
stress strain behavior for the magnetic shape memory effect and magnetic 
pseudoelasticity respectively, while Figures 3.23(a), and 3.23(b) show the stress-
strain behavior for two cases of partial magnetic pseudoelasticity. 
The first case, represented in 3.22(a) illustrates the magnetic shape memory 
effect for a zero field condition.  Initially, the compressive stress is linearly related to 
the strain indicating elastic deformation. When the axial stress reached a critical value 




and the stiffness of the material sharply decreased.  While the twin boundaries were 
mobile, subsequent small increases in stress were accompanied by large increases in 
strain.  The strains induced in this region were effectively plastic in nature, remaining 
in the material after the compressive stress was removed.  When the level of stress 
exceeded a second critical value, σ2 = 0.8 MPa, the twin boundaries in the material 
were completely reordered into the stress preferred configuration and a sharp increase 
in material stiffness occurred.  Further application of stress in this configuration 
yielded only purely elastic strain.  This trend will continue until either the material 
crumbles or column buckling of the specimen occurs.  Well below both of these 
failure events, the maximum stress applied to the material for any case observed in 
this test was 6 MPa.  The stress was then removed, which produced a small amount of 
elastic recovery, approximately 0.2% in this case.  For this specimen a residual strain 
of 5.8% remained in the specimen.  This apparently plastic strain could be recovered 
however, by the introduction of a magnetic field greater than 3.5 kOe at zero stress.  
To be sure that all the martensite twin variants were reverted to the field preferred 
configuration, a magnetic field of 12 kOe was then applied to the specimen at zero 
stress before commencing any test case, resulting in a complete recovery of the stress 
induced strain.  The magnetic shape memory effect is characterized as having two 
critical stresses, F1 and F2 which denote the beginning and end of the transformation 
from field preferred to stress preferred martensite.  Over the entire range of magnetic 
field intensities tested, the magnetic shape memory effect strain recovery mechanism 




Figure 3.22(b) shows the second strain recovery behavior of the NiMnGa 
material, magnetic pseudoelasticity.  In this case, the external applied field intensity 
was 5 kOe.  Just as in the case for a zero applied field, stress is initially linearly 
related to strain, an indicator of elastic deformation.  When the magnitude of stress 
reached 2 MPa, the stiffness sharply decreased as the twin boundaries within the 
material became mobile.  Once the compressive stress reached 3.9 MPa, the twin 
variants were completely reordered into the stress preferred configuration.  At this 
point, the stiffness increased sharply and the material resumed its elastic deformation.  
Essentially, the loading behavior of the material followed the same pattern as that in 
the zero field behavior except that the first two critical transformation stresses were 
larger in magnitude.  So, for a 5 kOe external field, the critical stresses F1 and F2 
were 2 MPa and 3.9 MPa respectively.   After a maximum stress level of 
approximately 6 MPa was achieved, the stress was removed. Initially, the FSMA 
material recovered strain elastically.  However, because the material was exposed to a 
5kOe magnetic field, the material began a hysteretic recovery of strain when the 
stress level decreased below 2.2 MPa.  At that point, the magnetic field induced a 
reverse transformation from stress preferred to the field preferred martensite variant.  
Therefore a third critical stress, σ3 = 2.2 MPa was identified.  As stress was further 
decreased below F3, twin boundary motion within the specimen occurred until a 
fourth critical transformation stress, F4 = 0.72 MPa was reached. At that point, the 
twin variants were completely reordered into the field preferred configuration and the 
material resumed conventional, elastic deformation.  The remaining 0.4% strain was 




strain introduced into the NiMnGa upon loading was completely recovered in a 
hysteresis loop upon unloading.  Since this is the main characteristic of pseudoelastic 
behavior, it can be concluded that the FSMA element was demonstrating magnetic 
pseudoelasticity at a 5 kOe applied field.  The width of the hysteresis loop throughout 
the loading cycle was approximately 1 MPa.  The phenomenon of magnetic 
pseudoelasticity is characterized by four critical transformation stresses.  The 
transition from field preferred to stress preferred martensite occurs between F1 and 
F2, during compressive loading.  The reverse transition from stress preferred to field 
preferred martensite occurs between F3 and F4 during unloading.  The magnetic 
pseudoelastic behavior in NiMnGa was observed for applied fields between 3.5kOe 
and 12 kOe.    
The third type of strain recovery involves a combination of both the previous 
behaviors at an intermediate applied field.  The phenomenon of partial 
pseudoelasticity is shown in Figures 3.23(a) and 3.23(b) for the cases of 2 kOe and 3 
kOe fields.  As in the two previous cases, when the material was compressively 
loaded, it showed elastic deformation for stresses below F1 and above F2.  Twin 
boundary motion, and a substantial decrease in material stiffness, occurred at stress 
levels between F1 and F2.  Likewise, when the compressive stress was decreased, the 
material behaved pseudoelastically, exhibiting elastic deformation for stresses above 
F3 and twin boundary motion deformation for stresses below F3. However, the 
magnetic field was not sufficiently large enough to fully reconfigure the martensite 
twin variants into the field preferred state.  Therefore, the mechanism of twin 




the stress level reached zero, a residual strain remained present in the NiMnGa 
specimen.  However, this residual strain could be removed by applying a larger 
magnetic field to the specimen at zero stress.  For the case of the 2 kOe applied field, 
during loading, F1 = 0.53 MPa and F2 = 2.1 MPa.  During unloading, pseudoelastic 
recovery began as stress was decreased below F3 = 0.87 MPa.  However, when the 
stress level reached zero, a residual strain of approximately 3% remained within the 
material.  As mentioned previously (section 3.4.3), the residual strain was recovered 
by supplying a larger field ( > 4.0 kOe) at zero stress.  For a 3 kOe applied field, F1, 
F2, and F3 were 1.1 MPa, 2.7 MPa, and 1.4 MPa respectively.  The difference in this 
case was that the residual strain had been reduced to approximately 0.5%, clearly 
indicating a dependence of residual strain on applied field.  As in the case with the 2 
kOe applied field, the residual strain was completely recovered by introducing a 
larger magnetic field ( > 4.0 kOe).  This behavior of partial pseudoelasticity was 
observed for applied fields between 1.5 kOe and 3.5 kOe.  
3.5.3 Effect of Applied Field 
In order to study the effect of the applied field on the behavior of NiMnGa, 
the tests were conducted over a range of magnetic field intensities (0 kOe to 12 k0e).  
The main effects of an increasing applied field on the stress strain behavior of 
NiMnGa elements are shown in Figure 3.24.  Stress-strain curves for compressive 
loading of specimens exposed to 3.5 kOe, 6.0 kOe, and 10 kOe are shown.  Based on 
the trend shown in Figure 3.24, the main effect of increasing the field intensity was to 
raise the level of the critical transformation stresses that determine the start and finish 




pronounced dependence on the applied magnetic field intensity.   However, after 7 
kOe, the material began to experience magnetic saturation and at 9.5 kOe, critical 
transformation stresses became insensitive to increasing magnitudes of magnetic field 
intensity.  In contrast, the slopes of each stress-strain curves of the purely elastic 
regions (stresses below σ1, and above σ2) did not appear to be affected by the change 
in applied field magnitude.  This led to the conclusion that the elastic modulus of the 
field preferred (region below F1) and stress preferred (region above F2) martensite 
variants were unaffected by the level of applied field intensity.  The modulus of the 
field preferred region and the stress preferred region are denoted on Figure 3.24 as EH 
and EF respectively.  The moduli of both variants appeared to be roughly equivalent 
to 1 GPa.  However, it was determined that the slope of the post-F2 stress-strain 
behavior was slightly larger than the slope of the pre-F1 stress-strain behavior.  This 
indicated that the modulus of the stress preferred variant was slightly higher than that 
of the field preferred variant.  It was speculated that the reason for this difference in 
modulus may have been the result of a slight strain hardening phenomenon that 
occurred during the formation of stress preferred martensite variants. 
In the regions of partial pseudoelastic and magnetic shape memory behavior 
(0.0 kOe < H <3.5 kOe), the effect of the applied field on the residual strain was 
observed.  In Figure 3.25, the residual strain as a function of applied field intensity is 
shown.  As mentioned previously, the residual strain is defined as the induced strain 
remaining in the specimen when the compressive stress has been reduced to zero, 
while the FSMA bar is exposed to constant, applied field intensity.  Similar to the 




applied field intensity in a nonlinear fashion.  In this instance, the presence of a 
residual strain indicates an incomplete conversion from the stress preferred to field 
preferred configuration.  In other words, when the stress is brought to zero, the 
volume fraction of field preferred twins is less than 1.0.  For applied fields below 1.0 
kOe the level of residual strain remained constant at approximately 5.8%. Then, the 
residual strain appeared to decrease with increasing applied field intensity, in an 
apparent bell-curve-like manner, tapering to zero at 3.5 kOe.  This characteristic bell-
curve shape of the data can be used to provide a straightforward estimation of the 
proportions of field and stress preferred martensite variants within the material for 
applied fields within the partial pseudoelastic boundary. 
Finally, the level of hysteretic stress in the pseudoelastic region (3.5 kOe < H 
<12 kOe), was also measured.  Hysteretic stress is dissipative in nature and arises 
from the internal friction associated with twin boundary motion [170].  The hysteretic 
stress for a particular applied field was determined from the difference in magnitude 
between the stress levels in the specimen occurring in the region of twin boundary 
motion during loading and unloading.  An example of hysteretic stress for the case of 
a constant, 7 kOe applied field is shown in Figure 3.26.  The hysteretic stress was 
measured for each applied field.  In Figure 3.27 the hysteretic stress as a function of 
applied field is shown.  Based on this set of data, the hysteretic stress appears to 
remain constant at a level of approximately 1 MPa for all levels of applied field.  
Therefore, it was concluded that the hysteretic stress is a constant and independent of 
the applied field.  Furthermore, since the area bounded by the hysteresis loop on the 




the hysteretic stress can be used as a means to estimate the damping behavior of the 
material.   
3.5.4 Experimental Critical Stress vs. Applied Field Profile 
Once the constant drive current tests were conducted over the entire range of 
applied field intensities (0 kOe < H < 12 kOe), and the critical transformation stresses 
identified in each case, a critical stress vs. applied field profile was developed.  This 
profile, shown in Figure 3.28, is a useful tool for determining material behavior for 
various sets of mechanical and magnetic loading conditions.  The profile clearly 
allows the relationship critical stress as a function of applied magnetic field to be 
determined.  Looking at Figure 3.28, the curves associated with the critical stresses 
that define the twin boundary motion for the FSMA specimen during compressive 
loading are denoted as σ1 and σ2.  As mentioned previously, these critical stresses 
mark the beginning and end respectively, of the transition from stress field to stress 
preferred martensite.  For the transition from stress preferred to field preferred 
martensite during unloading, the curves associated with these critical stresses are 
similarly defined and denoted as σ3 and σ4.  Generally, each curve of the critical stress 
profile followed the same fundamental pattern.  For applied fields below 7 kOe, the 
critical stress appeared to be linearly related to the applied field intensity.  For fields 
greater than 7 kOe, the critical stresses began to level off, indicating the onset of 
magnetic saturation.  The curves associated with the initiation of twin boundary 
motion, F1 and F3 appeared to be collinear, and roughly equivalent.  In this instance, 
F1 represents the beginning of stress-induced twin boundary motion during 




motion during unloading.  Also, for applied magnetic fields below 1.5 kOe, the first 
critical stress, F1 did not tend to zero but remained effectively constant at 
approximately 0.34 MPa.  Likewise, F2 was always non-zero and was a strong 
function of the applied magnetic field.  This observation suggests that even for a zero 
field input, there are still at least two threshold stresses associated with the twin 
boundary motion of the material during compressive loading.  
As previously mentioned, the critical stress vs. applied field profile can be 
used to predict NiMnGa behavior for various loading conditions.  As long as the 
mechanical and magnetic history of the specimen is known, consultation of the 
profile enables the prediction of both the strain recovery mechanism and material 
state at any point.  For example, the region above F2 curve always indicates a 
specimen completely in the stress preferred martensite variant, while the region below 
F4 always indicates a specimen completely in the field preferred martensite 
configuration.  Likewise, if a constant magnetic field test is conducted at 8 kOe, the 
strain recovery will be pseudoelastic while an iso-magnetic test conducted at 1 kOe 
falls within the boundaries of the magnetic shape memory effect.  In other words, 
regions where both the full, and partial pseudoelastic effects and where the standard 
magnetic shape memory effects occur can be predicted using this critical stress vs. 
applied field profile.  Finally, even though the strain recovery mechanism is 
pseudoelastic in nature, iso-magnetic tests conducted for applied fields between 8.5 
kOe and 12 kOe will yield similar results due to magnetic saturation. Figure 3.29 




Even though this profile was constructed using data from constant applied 
field testing, constant axial stress behavior can also be predicted from the profile.  
One of the main difficulties with constant stress testing was the identification of 
critical transformation fields.  However, threshold fields can be determined from the 
critical stress vs. applied field profile by considering lines of constant stress and 
noting the intersections with the F1, F2, F3, and F4 curves.  
3.6 Constant Induction Tests 
While constant drive current testing provided a clear insight into the coupled 
field generator-actuator material behavior as a function of the external field H, it did 
not offer much insight into the behavior of the actuator material itself.  As explained 
previously (section 3.3.3), this was due in large part to the difficulty in measuring the 
field intensity inside the specimen.  Due to difficulties associated with both the 
actuator geometry and the material requirement of an orthogonal actuation field, the 
magnetization and field intensity inside the NiMnGa could not be measured.  The 
compromise in that case was to characterize the behavior of the material with respect 
to a magnetic circuit that did not contain the FSMA element.  The goal was to 
determine the coupled actuator material-field generator behavior while 
simultaneously providing a set of magnetic circuit design requirements.  However, by 
maintaining a constant level of flux density in the magnetic circuit with the specimen 
and evaluating the stress-strain response, a degree of the actuator material behavior 
can be decoupled from the field generator.  The limitation of course, is that in order to 
maintain a constant flux density, either the field intensity inside the specimen, the 




was not possible to record these quantities.  The following set of tests focuses on the 
characterization of the material as a function of the level of inductive field within the 
magnetic circuit containing an FSMA element.   Furthermore, the effect of the 
direction of the magnetic field was also considered.   For the purpose of clarity, 
unless otherwise noted, the terms “applied magnetic field” and “magnetic field” refer 
to inductive, B fields in this section.  
3.6.1 Experimental Method:  Constant Induction Tests 
A series of constant inductive field tests were carried out using the 
DynaMight, tabletop axial testing machine (Figure 3.9).  Each test involved the 
compressive loading of a NiMnGa bar in which the inductive, B-field was maintained 
constant as the specimen was compressively loaded along the long axis of the 
specimen.  As in the case of the constant drive current tests, the specimen was 
strained at a rate of 0.04 mm per second to maintain the quasi-static condition.   After 
the specimen was situated in the grips between the magnetic poles, the sample was 
magnetically cycled in a 1.2 Tesla field at zero stress to ensure that the specimen 
began the test fully in the field preferred condition.  Next, the magnetic circuit was 
energized to provide a user-defined inductive field environment for the FSMA 
element.  The flux density was measured by a Hall Effect sensor situated between the 
specimen and the electromagnet poles.  The signal from the Hall Effect sensor was 
connected to a programmable PID controller tuned to the system using the Ziegler-
Nichols method.   The PID controller was able to maintain a constant flux density by 
regulating the drive current in the coils.  Then, while the flux density was held 




of the material were completely reordered into the stress preferred configuration.  
While the NiMnGa was still in the presence of the constant magnetic field, the stress 
was removed and the twin structure of the actuator was allowed to reach equilibrium.  
Stress and strain responses during the complete cycle were recorded while the flux 
density was monitored to validate the assumption of a constant magnetic field 
environment.  Next, the stress-strain behavior of the material was analyzed and 
transformation stresses were identified.  This test was repeated for fields ranging from 
-1.0 Tesla to 1.0 Tesla.  Once the entire range of fields was tested, the transformation 
stresses were then compiled into a critical stress vs. applied inductive field profile.   
The effectiveness of the profile and the dependence of field direction on material 
properties were then evaluated. 
3.6.2 Effect of Flux Density and Directional Dependence 
Figure 3.30 shows the effect of flux density on the stress-strain response of the 
material for an increasing, inductive field.  The stress-strain curves for constant 
inductive fields of 0.2 T, 0.4 T, and 0.8 T are shown.  Critical transformation stresses 
(FB,1, FB,2, FB,3, FB,4) for the 0.8 T case are denoted with circular markers.  As in the 
case of constant drive current testing, critical transformation stresses appeared to be 
directly related to the level of flux passing through the FSMA element.  Furthermore, 
the material stiffness for both the stress and field preferred configurations appeared to 
be independent of the level of flux density in the circuit, similar to the behavior 
observed in the constant drive current testing (section 3.5).  As the level of flux 
density was increased, the transformation stresses also increased until the onset of 




transformation stresses could no longer be increased by additional inductive field.   
One feature of note resulting from this set of tests was the existence of ‘kinks’ in the 
stress-strain curves for low to intermediate flux densities (0.0 T < B < 0.7 T).  
Because the internal field intensity and magnetization vectors of the material are not 
known, it is difficult to explain this behavior.   This shortcoming suggests that 
constant inductive testing is not as useful for actuator characterization because of the 
difficulty in measuring several key parameters, namely Hinternal and M.  Because these 
quantities were left unknown, further analysis of material specific behavior was not 
possible. 
By plotting the transformation stresses against their respective flux densities, a 
profile of the transformation stresses vs. the inductive field was developed using the 
data from these tests.  This profile, shown in Figure 3.31, can be used to evaluate the 
effect of flux density on material behavior.  For any value of applied magnetic field, 
the first two critical stresses, FB,1 and FB,2 were always present and represented the 
beginning and end of the compressive stress-induced twin boundary motion during 
the loading cycle.  As before, once the stress level was increased beyond FB,2 the twin 
structure of the martensite had been completely reordered into the stress preferred 
variant.  For the reverse transition occurring during unloading, the critical stresses 
FB,3 and FB,4 were not present for all values of the applied magnetic field.  The first 
critical stress, FB,1,  saturates at a magnitude of 2.2 MPa for flux densities greater than 
0.9 Tesla.  A saturation of the second critical transformation stress, FB,2, was not 
observed due to the limitations in the available power delivered to the magnetic 




constant drive current tests, it can be assumed with a fair degree of certainty that 
eventually, magnetic saturation will begin to affect the magnitude of FB,2.  The third 
and fourth transformation stresses, FB,3 and FB,4 respectively, were not present for all 
values of applied field.  The stress FB,3 was present only for applied fields greater 
than 0.1 T while the fourth transformation stress FB,4, was only present for applied 
fields greater than 0.7 T.   
One property that can be evaluated from constant induction testing is the 
dependence of field direction on material behavior.  The constant induction tests were 
carried out over a range of fields from -1.0 to 1.0 Tesla.  For each level of magnetic 
field, the critical stresses were plotted to extend the profile shown in Figure 3.31 to 
cover all of the experimentally observed values of field.  This complete profile is 
shown in Figure 3.32.  Qualitatively, the critical stress behavior for negative applied 
fields appeared to be identical to that for the positive oriented fields.  Based on these 
data, it can be argued by reasons of symmetry about the origin that the critical 
transformation stresses were unaffected by the direction of the applied field.  This 
argument holds true only for fields applied across the long axis of the specimen.  
3.7 Constant Strain Tests 
Up until this point, tests have been directed at determining the induced strain 
for either a constant axial stress or magnetic field input.  However, a complete 
characterization of the material behavior requires that in addition to examining the 
potential induced strain available in an FSMA element, the force generation 
capabilities must also be examined.  In this section, the ability of the NiMnGa 




determining the force generation potential of the active material is to measure the 
induced force generated for a particular magnetic field input while the material is 
constrained to a specific geometry.  Since these tests deal with axial loading, the 
specific constrained geometry is translated as a prescribed, constant pre-strain.  In 
other words, these tests involve measuring the force response for the magnetic 
cycling of an FSMA element at a constant strain.   A series of these tests was 
conducted on specimens of NiMnGa to determine the effect of pre-strain.   
3.7.1 Constant Strain Test Method 
Constant strain experiments were conducted on the Instron DynaMight, 
tabletop, uniaxial test system.  First, a bar specimen of NiMnGa was gripped between 
the two poles of the electromagnet and the electromagnet was energized to expose the 
specimen to a 1.2 Tesla, DC inductive field at zero applied load.  The field was large 
enough to induce the magnetic shape memory effect causing the specimen to 
completely revert to the field preferred configuration.  Next, with the field set to zero, 
the specimen was then compressed to a prescribed pre-strain.  Pre-strains ranging 
from 0.5% to 5% were examined over the course of the experiment.  The test rig was 
then set to maintain a constant global position by activating the rig’s onboard PID 
controller.  At this point, the FSMA material was completely constrained in the axial 
direction.  While the pre-strain was kept constant, the applied, inductive field was 
then incrementally increased from zero to 1.2 Tesla.  For each increment of magnetic 
field, the material was allowed a few seconds to stabilize before data were recorded in 
order to remove any transient effects.  After the material was allowed to reach 




increment.  This process was repeated over the entire range of magnetic field (0.0 to 
1.2 Tesla).  To ensure that a constant global strain in the FSMA element was 
maintained, strain was plotted against the inductive field for the cases of 1%, 2%, 3%, 
4%, and 5% pre-strain.  These data, depicted in Figure 3.33, shows the global strain in 
the NiMnGa over the entire range of applied fields, indicating that the constant strain 
condition was maintained.  After removing the magnetic field, the specimen was set 
to the next level of pre-strain and the test was repeated.   
3.7.2 Effect of Pre-Strain on NiMnGa Behavior 
The results of the constant pre-strain tests are shown in Figure 3.34.  Five 
levels of pre-strain, ranging from 1% to 5% in increments of 1% are shown.  Judging 
by the trends shown in Figure 3.34, the main effect of increasing pre-strain is to 
increase the force generation potential of the FSMA.  Furthermore, the activation 
field required by the material to generate force and the saturation field also appear to 
be affected by pre-strain.   
For each level of pre-strain, the behavior of the material follows the same 
fundamental pattern.  Initially, for low levels of magnetic field, the force generated by 
the specimen was independent of the applied field, and remained constant.  For the 
case of 1% pre-strain, the stress level in the material was initially zero.  In contrast, 
for the case of 5% pre-strain, the stress level in the material was initially 0.9 MPa.  
The initial stress in the NiMnGa arises from elastic deformation introduced in the 
specimen as a result of the applied pre-strain.  When the pre-strain is applied to the 
specimen, twin boundary motion is initiated along its length. However, before twin 




first critical transformation stress, F1, is reached.  This result was demonstrated in the 
constant drive current, stress-strain curves shown in Figure 3.22.  In essence, the 
elastic stress acts as a DC bias.  However, the DC bias stress is not necessarily related 
to the first critical transformation stress due to the significant level of hysteretic stress 
inherent to the material behavior.  Since the pre-strain was the parameter held 
constant, the stress acting on the material during the initial pre-straining procedure 
was partially dissipated through as a result of hysteresis during unloading.  Therefore, 
because of the material hysteresis, a degree of stress relief occurred and the bias stress 
was completely dissipated for the 1% pre-strain test.  In this case, the initial stress 
level reached an equilibrium level of 0 MPa.  However, as pre-strain was increased, 
nonzero values of bias stress were observed.  This indicated that the inherent material 
hysteresis had a less pronounced effect on the level of bias stress when the magnitude 
of pre-strain was increased.  Next, the applied field was increased incrementally to 
1.2 T.  For each pre-strain, when a certain field level was reached, the material 
“activates” and the force generated by the NiMnGa specimen appeared to vary 
directly proportionally to the magnitude of the applied magnetic field.  This activation 
field is noted as Bact. This relationship continued until the onset of magnetic 
saturation where the generated force began to level off.  According to the data 
presented in Figure 3.34, magnetic saturation occurred at different fields depending 
on the level of pre-strain.  Due to limitations in the available electrical power for the 
electromagnet, an extensive study of magnetic saturation in the material was not 
possible.  However, when magnetically saturated, it can be expected that the material 




field.  The level of applied field where magnetic saturation begins is referred to as 
Bsat.  
As mentioned above, when the level of pre-strain is increased, the magnitude 
of force generation was also increased.  The reason for this behavior is related to the 
volume fraction of stress preferred twins in the FSMA.  When pre-strain was 
introduced in the sample, the volume fraction of stress-preferred twins was also 
increased.   From the perspective of the material composition, a mechanical bias 
toward the stress preferred twins was introduced.  Force is generated from these stress 
preferred twins as they attempt to reorient themselves into the field preferred 
configuration due to the influence of the external magnetic field.  Because the level of 
strain was being held constant in this experiment, these twins were prevented from 
reorienting themselves into the field preferred configuration and as a result, they 
exerted a pressure on adjacent twin variants, essentially becoming local, internal force 
generators.  The aggregate effect of these internal force generators was to allow the 
bulk material to produce a global force.  Field preferred twin variants do not become 
local force generators because they are already in the preferential orientation, they do 
not exert pressure on surrounding variants as a result of a magnetic field.  As the pre-
strain is increased, more twin variants are biased toward the stress preferred 
configuration, therefore increasing the number of twin variants available to be 
recruited for force generation.  Consequently, the force generation capability of the 
material was also improved by the introduction of pre-strain.   Consider the case of 
1% pre-strain.  For fields less than 0.4 Tesla, the stress was zero, but once the applied 




stress increased to a maximum of 2.8 MPa at 1.2 Tesla.  In the case of 5% pre-strain, 
the stress was initially 0.9 MPa.  As the field was increased, the NiMnGa activates 
once Bact = 0.1 T was exceeded.   The maximum stress reached in this case was 3.8 
MPa at 1.2 Tesla.   Because the volume fraction of stress preferred twins was much 
larger for 5% pre-strain than for 1% pre-strain, it contained more twins available for 
generating force.  For fields between Bact and Bsat the magnitude of stress generated 
by the specimen was linearly related to the level of applied field.  Regardless of the 
pre-strain, and despite the apparent changes in Bact and Bsat, the slope of this 
relationship remained nearly constant.   
As mentioned above, another effect of pre-strain in NiMnGa was to lower 
both the apparent activation and saturation fields of the material.  As stated earlier, 
the activation field for 1% pre-strain was approximately 0.4 Tesla.  The apparent 
activation field decreased to roughly 0.28 Tesla at 3% pre-strain, to 0.1 Tesla at 5% 
pre-strain.  The saturation field, Bsat, was also affected.  For the 1% pre-strain case, 
magnetic saturation began to occur at approximately 1.0 T while in the case of 5% 
pre-strain, magnetic saturation occurred at approximately 0.84 T.  The magnetic field 
band, )B, ()B = Bsat-Bact) over which the linear relationship between stress and 
applied field remained at a constant level, approximately 0.6-0.7 Tesla. It is difficult 
to determine exactly the reason behind these behaviors due to lack of knowledge of 
the field intensity and magnetization inside the NiMnGa element.   However, two 
clear trends were evident from the data.  First, both the activation fields and saturation 
fields decreased with increasing pre-strain.  Second )B remains constant as the pre-




3.8 Sensor Characteristics 
Many active materials, such as piezoelectrics for example, utilize the converse 
effect in order to produce actuation [214, 215,].  In general, the converse effect is 
defined as follows.  For a given input (i.e. electrical, thermal, magnetic) the active 
material produces a strain field.  On the other hand, sensor applications use the direct 
effect.  The direct effect states that for a given stress field, the material generates an 
associated electric, thermal or magnetic field.  By utilizing the direct effect, active 
materials such as piezoelectrics and magnetostrictives have been implemented in a 
host of sensor applications including load cells, accelerometers and acoustics [216, 
217, 218].  
A number of similar sensor applications have been proposed for NiMnGa.  
Specifically, NiMnGa velocity and position sensors have been proposed and 
developed [219].  Currently, a MSM position sensor has been patented for use in a 
joystick application [220].  This device utilizes the soft bending stiffness and 
prodigious use of field sensors to determine the change in permeability at different 
sides of a bent NiMnGa element.  Another potential sensor application proposed for 
NiMnGa is that of a position sensor.  Position can be measured by examining the 
axial strain as a function of the inductance of the material.  However, the possibility 
of implementing NiMnGa in a load cell has not been fully explored.  According to the 
direct effect, a NiMnGa based load cell would have to be held in a constant H 
environment.  If the specimen was then exposed to a non-zero stress field, the 




applied to the specimen.  This section explores the potential of NiMnGa for use in 
sensing applications by evaluating this sensor characteristic. 
3.8.1 Obtaining the Senor Characteristics of NiMnGa 
The sensor characteristics of NiMnGa were obtained in a manner similar to 
those used for other magnetostrictive materials like Terfenol and Galfenol [209, 221, 
222].  While the material was exposed to a constant magnitude of field intensity 
(constant H), a bar of NiMnGa is subjected to an axial, compressive stress while the 
flux density, B, was measured by a Hall Effect senor.   Constant H was maintained by 
regulating the drive coil current.  This was accomplished by utilizing a 1 ohm 
precision, ‘sense’ resistor connected in series between the coils and ground.  A PID 
controller was implemented to regulate the drive current in the coils.  The PID 
controller accomplished this task by maintaining a constant voltage across the ‘sense’ 
resistor which therefore regulated the level of current within the electromagnetic 
coils.  A series of constant field intensities were tested ranging from 0.5 kOe to 12 
kOe. 
3.8.2 Evaluation of NiMnGa as a Practical Sensor 
The sensor characteristics of the NiMnGa are shown in Figure 3.36.  If the 
constant applied field intensity is known and the flux density is measured by a Hall 
Effect sensor or using some other device, then the magnitude of stress applied to the 
NiMnGa can be determined by cross referencing the data with the correct curve in 
Figure 3.36.    Consider the case where the flux density is monitored for a NiMnGa 




appropriate curve is located on Figure 3.36.  This curve is denoted as ‘1’.  As the 
compressive stress is increased, the flux density, initially at 0.7 T, is monitored.  The 
stress remains constant until approximately 1.5 MPa.  At this point, the flux density 
begins to decrease and at approximately 2.3 MPa, the flux density once again 
becomes constant at 0.54 T. So to measure stress between 1.5 and 2.3 MPa, the 
magnitude of flux density is matched with its corresponding level of stress.  For 
example, if the flux density in this case was measured to be 0.6 T, the corresponding 
stress in the actuator would be approximately 2 MPa.  However, due to the large level 
of hysteresis in B vs. F curve (approximately 1 MPa), the same level of stress does 
not correspond with the same level of flux density when the load is removed.  
Although there does exist a correlation between the level of axial force applied to the 
NiMnGa bar and the flux density of the material, the large amount of hysteresis 
indicates that this material is a poor force sensor.  To be used as an effective force 
sensor, the device should have low hysteresis curves.  In this event, the flux density 
would correspond to a specific stress regardless of the loading history.  But as a result 
of the substantial hysteresis, a high degree of uncertainty is introduced in the force 
measurements, thereby rendering it impossible to determine the level of force acting 
on a specimen with an unknown loading history. 
Other drawbacks to the use of NiMnGa force sensors are associated with both 
the physical size and the magnitude of power required to maintain the large applied 
field intensity across the material.  For practical sensor applications, it is best to 
minimize both the required power and the physical size of the device.  To apply large 




significant support electronics (amplifiers, etc.) is required.  Thus it would be difficult 


























a)  Identification of transformation temperatures for composition #1 
 
 
b) Identification of transformation temperatures for composition #2 
 














COMPOSITION #1 COMPOSITION #2 
 °C °C 
Mf 24 47 
Ms 28 52 
As 30 56 
Af 34 61 
 






























SPRING K FORCE DEFLECTION 
 N/mm N mm 
1 702.77 9.28 0.01 
2 61.04 7.87 0.13 
3 30.66 8.01 0.26 
4 19.60 6.51 0.33 
5 16.26 5.68 0.35 
6 13.18 5.72 0.43 
7 10.21 5.27 0.52 
8 6.62 3.55 0.54 
9 6.26 4.06 0.65 
10 6.77 4.41 0.65 
11 3.50 2.62 0.75 
12 0.00 0.00 0.80 
 
Table 3.2 Variable stiffness test data points (peak field 0.8 T) and recovery spring 






























b) Stress-strain behavior 
 
















b) Schematic of constant test rig 
 











































b) Schematic of constant drive current test rig 
 
 



































































Figure 3.15 Constant Stress Data at 0.4 MPa (compressive)  
 
 

















































b)  Dependence of Fcr,H on capability of external magnetic field generator 
 
 







































a)  Magnetic shape memory effect at zero applied field 
 
 
b)  Magnetic pseudoelasticity for 5 kOe applied field 
 









b)  Partial pseudoelasticity for 3kOe applied field 
 







Figure 3.24 Effect of applied field 
 
 






















































Figure 3.33 Global strain in the NiMnGa element over the range of inductive fields 









































Chapter 4: Non Quasi-Static and Dynamic Behavior of NiMnGa 
 
Because of their large energy output, FSMA show enormous potential in high-
stroke, dynamic, actuator applications [168, 219, 223].  A complete, experimental 
characterization of both the static and dynamic response of bulk specimens of 
NiMnGa is necessary before the material can be successfully utilized in practical 
actuator applications.  Up until now, research has been directed mainly on the static 
and quasi-static characterization of the FSMA.  This chapter expands the focus to 
include dynamic behavior by examining the response of NiMnGa specimens to 
dynamic, magnetic excitation fields.  A characterization of material behavior to a 
wide range of loading conditions was conducted.  Non quasi-static effects such as the 
effect of strain rate were examined.  A series of tests in which NiMnGa elements 
were exposed to constant load and constant strain conditions was conducted.  Finally, 
based on these results, performance characteristics including damping, energy, 
density, power density, and electromechanical efficiency were measured.  
4.1 Preliminary NiMnGa Dynamic Testing 
For the first stage of dynamic testing, experiments were carried out on the test 
rig described in section 3.2.1.  Based on the results presented in section 3.2, for 
optimum material performance, a recovery spring of 10.21 N/mm was chosen to 
generate the recovery forces for dynamic actuation.   
A function generator connected in series with a 2450 Watt amplifier provided 
power to the electromagnet.  NiMnGa specimens were energized by a 0.85 T peak, 




power generation, higher excitation frequencies were not capable of being generated 
by this magnetic circuit configuration.   Although a 1.0 T peak field was desired, the 
electromagnet was capable of generating inductive fields large enough to induce twin 
boundary motion in the material so that the dynamic behavior of the material could be 
observed qualitatively. 
 NiMnGa specimens were glued into the grips of the test rig and situated 
between the poles of the electromagnet so that a uniform exposure to the magnetic 
field was guaranteed.  Next, a preload was applied to the specimen via a mechanical 
advance screw system.  Then the coils were energized and the NiMnGa element was 
exposed to a dynamic excitation field and allowed to act against the recovery spring.  
Excitation frequencies between 1 and 50 Hz were tested.  Preloads ranging from 2 to 
10 N were tested at each excitation frequency.  Measurements of the induced force, 
deflection, and magnetic field were taken for each test case.  From these 
measurements, axial stress, and strain generated by the NiMnGa element were 
calculated.   
4.1.1 Dynamic Strain Response 
When a NiMnGa actuator is subjected to an AC field of sufficient magnitude, 
the induced strain and force generated may be divided into two components, mean 
and dynamic.  The mean strain is the maximum amount of strain achieved by the 
actuator from the zero strain condition to a static mean point.  Dynamic strain is the 
value of strain generated about a static mean point and is the direct result of the 
recovery spring acting against the MSM effect.  Figure 4.1(a)
 
and 4.1(b) show the 




inductive excitation field with an applied preload of 4.3 N.  In this case, the mean 
strain was 1.2% (Figure 4.1(a)) and the mean force was 3.3 N (Figure 4.1(b)).  
Likewise, the dynamic components of induced strain and force were 1.15% and 2.2 N 
respectively.  Finally, absolute strain and force produced by the actuator are defined 
as the mean component plus the one half the dynamic component. The absolute strain 
and force measurements provide insight into the magnitude of the maximum strain 
and force generated by the material during magnetic excitation.  One of the main 
goals of the preliminary study was to examine the effect of preload and excitation 
frequency on the mean and dynamic components of the induced strain and force. 
 For dynamic actuation of the NiMnGa specimen, the presence of a recovery 
force is essential.  Consider a case in which the material is exposed to a sufficient AC 
transverse field, but with the recovery spring removed.  Because the force generated 
by the recovery spring is out of phase with the magnetic forces responsible for 
inducing twin boundary motion, its effect is to “reset” the twin boundaries every 
cycle.  In fact, dynamic strain can only occur when a recovery force is present.  For 
dynamic actuator applications, the magnitude of the dynamic strain is important for 
determining actuator performance.    
In Figure 4.2, the absolute strain of the material for excitation frequencies 
between 18 and 50 Hz acting under 2.1, 4.3 and 6.4 N preloads is shown.  For this set 
of tests, it was not possible to produce excitation fields below 18 Hz due to 
limitations in the frequency response of the amplifier.  Based on these results, it was 
concluded that despite some scatter, the maximum level of induced strain remained 




N preload, the absolute strain was approximately 2.25% over the entire frequency 
range.  As the preload was increased, the average value of absolute strain steadily 
dropped to 1.6% for a 4.3 N preload and 0.8% for the 6.4 N preload.  Based on this 
trend, a preload of about 9 N would completely block the induced strain response of 
the material.  This behavior is expected as the block force determined in the static 
testing occurred at approximately 9.2 N (Figure 3.5(a)).    
In Figure 4.3, the effect of preload on the dynamic strain component of the 
material is shown.  Unlike absolute strain, the maximum dynamic strain can increase 
with preload.   Figure 4.3 shows the strain response of the material over the frequency 
range for 2.1 and 6.4 N preloads.  The dynamic strain for the case of 6.4 N preload 
begins at 0.5% at an actuation frequency of 18 Hz and reaches a plateau of 0.8% at 30 
Hz excitation.  Likewise, the dynamic strain for the 2.1 N preload begins at 0.2% at 
18 Hz and reaches a plateau at 30 Hz of 0.45% strain.  It is important to point out that 
the dynamic response in this case will be influenced by the dynamics of the combined 
test rig and NiMnGa element system.  The location of the plateau on the frequency 
spectrum could be shifted by alteration of the stiffness of the recovery spring or the 
mass of the FSMA material. What remained unaffected, however, was the trends 
present in the dynamic strain results.  In other words, the magnitude of dynamic strain 
was determined to be a function of the recovery force.  So, between the range of 0 to 
6.4 N preload, the dynamic strain appears to increase in magnitude.  Although not 
observed in this set of tests, it can be asserted that for some level of preload beyond 
6.4 N, the dynamic strain response should begin to decrease.  This would indicate that 




stress preferred bias in the material.  In other words, the preload will eventually 
introduce a volume fraction of stress preferred twin variants that are mechanically 
restricted and unable to generate induced strain.   
It was concluded that the magnitude of the dynamic strain was dependant 
upon the stiffness of the recovery spring, the magnitude of an applied preload or some 
combination of the two.  This was expected because both factors influence the 
magnitude of the recover force.  In general, it was determined that the dynamic strain 
response of the NiMnGa could be optimized for a given recovery spring by adjusting 
the applied preload.   
4.1.2 Optimization of Dynamic Response 
In section 4.1.1, it was determined that the magnitude of the absolute and 
dynamic strain components of the response was directly related to the level of preload 
acting on the FSMA specimen.  Based on these results, it was proposed that 
components of the dynamic force generated by sinusoidal excitation fields would 
behave similarly.  To test this assertion, stress-strain curves of the NiMnGa element 
for several excitation frequencies were generated and compared.   
In the previous dynamic tests, limitations in the frequency response of the 
amplifier prevented low frequency testing.  As a result, excitation frequencies below 
18 Hz were not capable of being generated.  To resolve this problem, a new amplifier 
was obtained.  However, in this case, the new amplifier was limited to excitation 
frequencies below 10 Hz due to its lower power rating compared to the amplifier used 




constant at 0.85 T so that the material response could be compared at any excitation 
frequency. 
Stress-strain curves were generated for 1 Hz, 5 Hz, and 10 Hz excitation field.  
In Figure 4.4, results for 1 Hz (4.4(a)) and 10 Hz (4.4(b)) excitation fields are shown.  
The stress-strain curves yield a clear representation of the trends associated with the 
main components of the dynamic response of the FSMA element for a given 
frequency.  Mean, dynamic and absolute components of the induced strain and force 
are all present and were readily determined from the stress-strain curves.  For 
example, consider the case in which the NiMnGa was subjected to a 6.4 N preload.  
In Figure 4.4(a), the mean, dynamic and absolute components of the induced strain 
for 1 Hz excitation are denoted.  Likewise, the components of the induced force for 
10 Hz excitation could be determined from stress levels marked for the 6.4 N preload 
case shown in Figure 4.4(b).   
Several clear trends can be identified from the data presented in Figure 4.4.  
Clearly, regardless of the excitation frequency, absolute and mean strain decrease as 
preload was increased while in contrast, absolute and mean force increase as preload 
was increased.  Furthermore, the area enclosed by the stress-strain curve for a 
particular level of preload also appeared to be a function of preload.  In other words, 
the magnitude work done by the FSMA element seemed to be directly related to the 
magnitude of recovery force.   Judging by the data presented in Figures 4.4(a) and 
4.4(b), the magnitude of work done by the NiMnGa increased from a minimum at 2.1 
N preload to a maximum occurring at 6.4 N preload.  Beyond the 6.4 N preload level 




proposed in section 4.1.1.  Clearly, for preloads above 6.4 N, the dynamic strain of 
the element began to decrease, which subsequently reduced the area bounded by the 
stress-strain curves.  In terms of NiMnGa actuator design, this result indicates the 
importance of the recovery force on the actuator performance.  In order to maximize 
the energy output of the actuator, it is necessary to determine the optimum recovery 
force.  
There were a few limitations in the preliminary tests that must be addressed.  
First, subsequent dynamic tests revealed that a minimum of a 1.0 T peak inductive 
field was required to completely induce the magnetic shape memory effect along the 
entire specimen for the range of preloads tested.  However, as mentioned previously, 
constraints in the support electronics, mainly the power amplifier, limited the peak 
value of the inductive field to 0.85 T.  As a result, the most meaningful results from 
the preliminary testing were the trends in material behavior.  Although, the magnitude 
of the response will undoubtedly change for different levels of magnetic excitation, 
the trends established in regards to the components of induced strain and force will 
remain the same.  Second, because of the presence of a recovery spring, the 
magnitude of the recovery force was not held constant over the excitation field.  
Therefore, it was not possible to directly determine the effect of recovery force on 
material behavior.  Changes in either the stiffness of the recovery spring or the level 
of preload directly impact the magnitude of recovery force acting on the FSMA 
element.  Because it has been established that recovery force plays a major role in the 




the response of the material.  Subsequent testing will include measuring the material 
response as a function of recovery force.    
4.1.3 Frequency Doubling  
Like magnetostrictive materials such as terfenol and galfenol, NiMnGa is 
insensitive to the polarity of the applied field.  In the case of NiMnGa, the magnetic 
field has the effect of reorienting twin boundaries.  The subsequent change in length 
is the same irrespective of the polarity of the applied field.  Consequently, the induced 
strain is treated as having a quadratic dependence on the applied magnetic field.  
Furthermore, the quadratic relation between strain and applied field indicates that it is 
not possible to obtain a bipolar output strain with a bipolar magnetic excitation field.  
However, this quadratic relation does produce a frequency doubling effect.  For AC 
excitation fields, both the positive and negative half cycles of the excitation field 
produce identical unidirectional pulse in the material.  So, for a 1 Hz excitation field, 
the material response will be 2 Hz.  Figure 4.5 shows the frequency doubling effect 
for a specimen of NiMnGa exposed to a 1 Hz excitation field.  The amplitude of the 
sinusoidal excitation field was 1.2 T.  For both the positive and negative half cycles 
of the excitation field, the material responded with a unidirectional, 5.2% strain pulse.   
4.2 Non Quasi-Static Behavior 
The conclusion of the preliminary dynamic testing showed that a more careful 
experimental approach was required.  Before conclusions could be drawn in regards 
to the dynamic behavior of the NiMnGa material, non quasi-static excitation of the 




FSMA provides a bridge between static and dynamic behavior.  One important non-
quasistatic effect is strain rate.  Determination of the effect of strain rate on the stress-
strain response of NiMnGa provides insight into the response time of the material and 
effectively maps the material capabilities over the transition region between quasi-
static and dynamic behaviors.  Therefore, knowledge of the behavior of the NiMnGa 
material in this region allows for a seamless transition between the static and dynamic 
behaviors.  In the following section, the effect of strain rate in NiMnGa is studied.   
4.2.1 Strain Rate Testing Procedures  
This set of tests involved studying the effect of strain rate on the stress-strain 
behavior of the NiMnGa material behavior.  A series of experiments were conducted 
in which the NiMnGa specimen was subjected to a constant magnetic field and then 
mechanically cycled in compression at different strain rates.  A constant applied 
magnetic field environment was created by regulating the level of current in the coils 
of the electromagnet.  Initially, the NiMnGa specimen was induced into the field 
preferred configuration by applying a large, magnetic field at zero stress.  Then, while 
the material was still exposed to the DC magnetic field, the specimen was 
mechanically cycled in compression at a specified strain rate.  Stress and strain 
responses over the complete mechanical cycle were recorded.  Strain rates ranging 
from 1220 µε/sec to 61000 µε/sec (0.02 mm/sec to 1.00 mm/sec) were tested.  Once 
each strain rate was tested, the results were compared to determine the effects of 




4.2.2 Effect of Strain Rate 
Specimens of NiMnGa were exposed to a constant magnetic field of 8 kOe 
and then mechanically cycled from 0 to 11 MPa at varying levels of strain rate. The 
stress-strain response for each strain rate was recorded.  The total stroke of the 
actuator for one cycle was 1.0 mm.  Beginning at a rate of 1220 µε/sec and then 
repeating the test in increments of 1220 µε/sec (0.02 mm/sec) to a maximum strain 
rate of 61000 µε/sec (1.0 mm/sec), the effect of strain rate on material behavior was 
observed.  The 61000 µε/sec rate is equivalent to actuation at 0.5 Hz.  Figure 4.6 
shows the results of this test for 2440, 9760, 39000, and 61000 µε/sec. 
Based on the results in Figure 4.6, each strain rate produces the same stress-
strain curve indicating that strain rates below 0.5 Hz, have a small impact on material 
behavior.  The difference in the data between each strain rate was less than 6.9%.  For 
each strain rate, essentially the same stress-strain curve was generated.  Critical 
transformation stresses and Young’s modulus appear to be unaffected by strain rates 
below 0.5 Hz.  Furthermore, hysteresis in the stress strain curve also appears similarly 
unaffected by strain rate.   Qualitatively, these results suggest that the material has a 
fast response time.  Given that the bandwidth of the material has been reported to be 
well in the kHz region [6], this result is not surprising.  In fact, the response time of 
the material allows for the alloy to quickly respond to changes in the magnetic 
environment.   The material is more than capable of responding to changes in its 




4.3 Controlled Dynamic Testing 
Once the quasi-static and non quasi-static behaviors of NiMnGa have been 
established, the next stage of tests focused on the dynamic behavior of the FSMA.  
Preliminary testing (section 4.1) results indicated that the response of the NiMnGa 
specimens showed a pronounced dependence on the level of recovery force and 
magnetic field magnitude.  In fact, the two primary limitations in the preliminary tests 
were derived from these two qualities.  The inability to isolate and control the level of 
recovery force prevented drawing quantitative conclusions in regards to its influence 
on the material response.  Furthermore, limitations in the magnetic drive circuit 
(specifically, power limits of the amplifier and EM coil combination) prevented 
adequate availability of magnetic field.  The preliminary tests seemed to indicate that 
larger excitation field magnitudes were required.   
This section presents research directed towards addressing the shortcomings 
of the preliminary dynamic tests.  The aim of this next stage of dynamic testing was 
to characterize the dynamic response of NiMnGa to a variety of mechanical and 
magnetic loading conditions in a tightly controlled manner.  Specifically, sets of 
constant recovery force, and constant strain tests were conducted in order to more 
accurately define the relationship between recovery force and the material response.  
The magnetic circuit and supporting electronics were reconfigured to accommodate 
larger dynamic fields.  Larger magnetic fields ensured that the FSMA elements 
reached magnetic saturation thereby maximizing the response and leading to 
increased confidence in the data.   Finally, the effect of DC bias fields on both 




4.3.1 Dynamic Testing Procedure 
Constant preload and constant pre-strain tests were carried out on the tabletop, 
servo-hydraulic, axial material test machine obtained used in the quasi-static tests 
detailed in section 3.3.2.  A photograph of the Dynamight test rig is shown in Figure 
3.9.  Load or position control for the test rig was handled by an on-board, 
programmable PID controller.  For dynamic excitation of the material, it was 
necessary to tune the load cell to the stiffness of the NiMnGa element.  As a 
safeguard during the tuning process, a simple compression spring of matched stiffness 
to the NiMnGa was substituted for the actual element.  In this way, NiMnGa 
specimens were protected from catastrophic failures incurred as a result of PID tuning 
errors.  A Ziegler-Nichols tuning method was used to tune the controller according to 
the stiffness of the specimen.  A set of gains was determined for each excitation 
frequency.  Power to the coils was provided by computer controlled output module 
routed through a LVC623 AE Techron Inc, current amplifier.  Connected to a single 
channel, the amplifier was capable of continuously supplying 145 W with a 
maximum drive current of 4 amps delivered to the electromagnetic coils. 
 The constant preload tests were carried out in the following manner.  First, 
the specimen was mechanically loaded to compress the specimen fully into the stress 
preferred configuration in a zero applied field environment.  After the load was 
removed, a specified axial pre-stress was applied to the NiMnGa.  Pre-stresses 
ranging from 0.33 MPa to 1.5 MPa were investigated.  A minimum of 0.33 MPa was 
required in order to keep the specimen from slipping out of the grips as a result of the 




controller was unable to handle the change in material stiffness associated with pre-
stresses beyond this level.  After the preload was applied, the material was exposed to 
an AC magnetic field on the order of 1.2 T in magnitude while the magnitude of axial 
stress was held constant.  Excitation frequencies of 1, 2 and 5 Hz were tested.  
However, the results from the 5Hz tests were ultimately discarded due to the inability 
of the servo-valve to adequately respond to the level of material stroke at this 
frequency.  Several quantities were measured including, axial force, displacement, 
magnetic field, coil current, and coil voltage.  This test was repeated for each 
combination of excitation frequency and preload. 
The second category of dynamic tests was focused on measuring the force 
response of the material as a result of a constant pre-strain.  Initially, the specimen 
was subjected to a 1.4 T magnetic field at zero stress, to convert the specimen into the 
field preferred condition.  Then, after the field was removed, a compressive load was 
applied until the desired level of pre-strain was reached and was held constant 
throughout the entire test.  Pre-strains ranging from 1% to 5% were examined.  Once 
the pre-strain was introduced, the material was exposed to an AC magnetic field on 
the order of 1.2 T in magnitude and the force response was recorded.   
To study the effect of bias fields on both categories of testing, the above 
procedures were repeated with a simultaneous application of an AC and DC magnetic 
field.  This field was generated by the output module of the data acquisition system 
and consisted of a small, sinusoidal excitation superimposed on a DC voltage.  The 




coil.  Data acquisition and excitation signal generation were handled by a LABVIEW 
script. 
4.3.2 Constant Load Tests 
The first category of dynamic tests focused on the strain response of the 
FSMA while acting under the influence of a constant, axial pre-stress.  NiMnGa 
specimens were subjected to axial, compressive pre-stresses ranging from 0.33 MPa 
to 1.5 MPa for excitation frequencies of 1, 2, and 5 Hz.  The axial stress field acting 
on the specimen was held constant throughout the magnetic excitation cycle using the 
test rig’s programmable PID controller.  Figure 4.7 shows the results of this test for 
the case of 1 Hz and 2 Hz excitation.   
For both excitation frequencies, the magnitude of the induced strain appeared 
to be a strong function of the applied stress. The minimum induced strain occurred at 
the 0.33 MPa level for both excitation frequencies.  The magnitude of strain for this 
case was approximately 0.5% and 0.8% for 1 Hz and 2 Hz excitation respectively.  As 
the pre-stress was increased, the magnitude of the dynamic strain was also increased.  
The maximum induced strain of 5.5% at 1 Hz excitation and 5.2% at 2 Hz excitation 
occurred at 1.5 MPa of pre-stress.  Furthermore, the data suggests nonlinear 
relationship between peak strain and stress.  For each test, the constant pre-stress was 
increased in increments of 0.17 MPa.  Each incremental increase in stress did not 
yield a constant increase in the subsequent peak strain.  In fact, Figure 4.7(a) shows 
that for the same increase in constant stress, the change in the magnitude of peak 
strain was closely spaced for both low and high levels of stress (σ < 0.67 MPa & σ > 




MPa).  This effect appeared to be most pronounced in the 1 Hz excitation case 
(Figure 4.7(a)).   
The maximum stroke of the material during this test was 1 mm.  At a 5 Hz 
excitation frequency, this level of stroke exceeded the capabilities of the test rig’s 
servo-valve which led to a ‘clipping’ of the strain response. As a result, strain data 
from the 5 Hz test was discarded.  Although this choice limited the scope of 
conclusions drawn regarding dynamic test results, the frequencies tested were 
sufficient to highlight the underlying physics of dynamic FSMA actuation.  One 
effect that was expected but not observed was that beyond a certain magnitude of 
constant pre-stress, the level peak strain should begin to decrease.  Preliminary 
dynamic testing (section 4.1) showed that the energy output of the material could be 
optimized by adjusting the preload.  Both high and low preloads produced lower 
levels of work output.  Therefore, in regards to the constant load tests, it was expected 
to see the strain response increase with applied load, reach a peak level and then 
decrease as the level of force continued to rise.  Although the data presented suggests 
that the peak strain had reached its maximum value at or near 1.5 MPa, no decrease in 
peak strain was observed.  Unfortunately, it was not possible to test the NiMnGa 
elements beyond 1.5 MPa for this set of experiments.  The embedded, test rig PID 
controller was tuned to the stiffness attributed to the twin boundary motion of the 
material.  Quasi-static tests (section 3.5, 3.6) showed that as the twin boundaries 
become mobile, the stiffness of the material was significantly reduced.  However, 
once the material was converted to the stress preferred condition, the stiffness of the 




initially biased to the higher stiffness region which meant that the material would 
experience large shifts in stiffness over each excitation cycle.  The PID controller 
could not be programmed to handle this abrupt change in material stiffness and as a 
result, high levels of ‘ringing’ were detected which led to large, uncontrollable 
overshoots as the test rig tried to compensate and in one instance catastrophic failure 
of the material specimen. 
Constant stress testing was essential for developing an understanding the 
relationship between recovery force and induced strain.  As mentioned previously, in 
order to produce a dynamic strain, the presence of a recovery force is required.  
During a magnetic excitation cycle, as the field was reduced to zero from the positive 
half cycle, the recovery force begins to dominate, and as a result, induces a reverse 
transition, effectively reconfiguring the specimen from the field preferred to stress 
preferred state. The effect of recovery force was to reset the material for another pulse 
occurring during the negative half-cycle.  Without a recovery force, field preferred 
variants are not reoriented during the excitation cycle; therefore the NiMnGa cannot 
produce dynamic stain.  In fact, in the absence of a recovery force, a FSMA element 
initially in the stress preferred configuration will only pulse once during dynamic 
excitation.  In this case, provided that the level of field is sufficient, the material will 
respond to the first half cycle of the excitation by achieving its free strain value and 
then become effectively inert over the next and subsequent half cycles.  Furthermore, 
in order to achieve the maximum peak strain, the restoring force must be optimized 
for the NiMnGa specimen. Small amounts of recovery force produce small amounts 




of strain.  The maximum dynamic strain occurs for some level of force in between 
these two extremes.   
4.3.3 Constant Strain Tests 
The second type of dynamic testing involved observing the effect of constant 
pre-strain on the force response of the NiMnGa.  Pre-strains ranging from 1% to 5% 
in increments of 1% strain were tested.  While the level of strain was kept constant 
throughout the magnetic cycle, the NiMnGa bar was exposed to an AC magnetic field 
1.2 T in magnitude and the force response was measured.  Excitation frequencies of 
1Hz, 5 Hz, 10 Hz were tested.  Figure 4.8 shows the result of the 1 Hz test. 
The main effect of introducing pre-strain in the NiMnGa specimen was to 
raise the mean level of force generated as a result of the magnetic field. In the case of 
1% pre-strain, the mean force was approximately 10.3 N while in the case of 5% pre-
strain, the mean force was observed to be approximately 18.1 N.  Pre-strain incurs a 
global bias toward stress preferred twins in the bulk material.  Since the strain in the 
bulk specimen is kept constant, these twins are blocked and therefore produce a force 
in response to magnetic excitation.  When exposed to a magnetic field, these stress 
preferred twins act as local force generators as they attempt to align themselves in the 
field direction.  Each of these stress preferred twins contribute to a global net force 
generated by the FSMA.  Larger levels of pre-strain increase the number of stress 
preferred twins available for force generation.  As a result, an increase in the mean 
force for increasing levels of pre-strain is expected. 
Figure 4.9 shows the effect of pre-strain on the amplitude of the force 




with pre-strain the amplitude of the dynamic force response decreases with additional 
pre-strain.  For 3% pre-strain, the amplitude of the response was approximately 18-19 
N while the amplitude of the 5% case was reduced to 14-15 N.  This result can also 
be explained by considering the behavior of the material on the unit cell level.  As 
pre-strain was increased, the internal stress acting on each unit cell in response to the 
magnetic excitation was also increased.  As the AC field was applied to the specimen, 
the internal stresses acting on the unit cell become large enough to overcome the 
effect of the magnetocrystalline anisotropy.  For these unit cells, the axis of 
magnetization effectively became mobile, freely rotating to align with the direction of 
the applied magnetic field.  Consequently, no magnetic pressure developed on the 
unit cell.  As a result, these twins become temporarily unavailable for force 
generation, which in turn reduced the amplitude of the force response.  Although not 
experimentally observed, it was expected that for some value of constant pre-strain, 
the amplitude of the force response will be reduced to zero, indicating that the 
internal stresses acting on the unit cells of the entire specimen are great enough to 
completely overcome the magnetocrystalline anisotropy.  In this case, the entire 
specimen would be unavailable for force generation.  
Based on these results, it did not appear that the excitation frequencies tested 
in this experiment had a measurable effect on material behavior.  However, given that 
the bandwidth of the material has been reported to be well into the kHz range [6], the 
bandwidth studied in this study was too narrow to draw meaningful conclusions 




4.3.4 Effect of Bias Fields 
One important quality of the NiMnGa response to a dynamic field is that the 
material yields a unidirectional output regardless of the polarity of the excitation 
field.  The phenomenon is explained in detail in section 4.1.3.  This quality is 
important in terms of actuator design because it means that it is not possible to design 
a bidirectional actuator with a simple AC field.  In order to obtain a bidirectional 
response, it is necessary to utilize a DC bias field.   
A set of tests was carried out to study the effect of a bias field on the dynamic 
response of NiMnGa for constant load and strain conditions.   For each case, the 
element was exposed to a 1 Hz, 1.0 Tesla peak AC magnetic field superimposed on a 
DC field ranging from 0 to 8 kOe.  The main goal of this set of tests was to determine 
qualitatively the effect of the bias field on the material behavior. 
Consider the case of constant load testing.  Figure 4.10 shows the effect of 
bias fields on a 6.5 N (1.08 MPa), constant load test.   The peak strain from the 0 kOe 
bias was approximately 5.2%.  As the bias field was increased from 0 kOe to 2 kOe, 
the peak strain on the negative side of the excitation field dropped from 5.2% to 
4.5%, while the peak strain on the right hand side remains at 5.2%.  This trend 
continues when the field was increased to 4 kOe.  In that case, the left hand peak 
strain dropped to 1.5%.   For an 8 kOe bias field the polarity of the field never 
changes and the dynamic strain oscillates between 0 and 5.2%.  At this point, the 
material pulsed only once per cycle indicating that the frequency doubling property of 
the material had been removed.   Furthermore, the bias field did not appear to have 




Figure 4.11 shows the effect of bias fields on the constant strain tests.  The 
effect of the bias field very closely followed the same trends observed in the constant 
load tests.   A FSMA element was given a 3% pre-strain and then dynamically excited 
with a 1 Tesla, AC field superimposed on a varying level of DC bias field.  The peak 
load on the positive side of the excitation field was 18.1 N for the 0 kOe bias field.  
As the bias field was increased from 0 kOe to -2 kOe, the right hand peak value 
decreased to 14.4 N.  Likewise, when the bias field was increased from -2 kOe to -4 
kOe, -4 kOe to -6 kOe, and then from -6 kOe to -8 kOe, the right had peak dropped to 
10.4 N, 5.4 N and 0 N respectively.  It was noticed that for the -8 kOe bias field, the 
material response between -0.25 T and -0.85 T was linear.  
There are several advantages to using bias fields.  First, they enable the 
material to be used for bi-directional actuation.  Consider the results in Figure 4.10.  
By introducing a 0.6 T bias field and a 0.6 T peak dynamic field, the material 
response will yield approximately 5.2% strain centered about the bias field effectively 
providing 2.5% magnitude of bi-directional strain.  Furthermore, the AC field 
requirement has been significantly reduced from 1.0 T to 0.6 T.   This means that a 
smaller coil, which in turn translates into a smaller inductance, is required for 
producing the dynamic field.   Since the inductance is a frequency dependant 
component of the circuit’s electrical impedance, a reduction in the inductance reduces 
the impedance at higher frequencies.  As a consequence, the power required to drive 
that coil, especially at high frequencies, is reduced when compared to the case where 
a bias field is not used.   This notion is very important in applications where power 




generate the bias field, the DC excitation voltage can be removed which eliminates 
the DC drive current in the magnetic circuit, subsequently providing another 
significant reduction in required power.  However, introduction of permanent 
magnets into the system is not a trivial matter, requiring an extensive magnetic FEM 
analysis to determine their optimum location within the magnetic circuit.  Although 
introducing permanent magnets into the system increases the complexity of the 
magnetic circuit, it represents a possible solution for generating a bias field. 
4.4 NiMnGa Performance Characteristics 
One of the main issues determined from the dynamic testing results was the 
effect of recovery force on material behavior.  Once the dynamic behavior of the 
FSMA was determined, the performance characteristics of the material were 
evaluated.  Since it was observed that the strain response of NiMnGa specimens was 
largely dependent on the recovery force acting in opposition to the material actuation, 
it must be assumed that the performance of the material is also similarly affected.  In 
this section, performance characteristics of the material were studied.  Qualities such 
as damping, energy density, power density, total power output and electromechanical 
efficiency were investigated and addressed.  The effect of recovery force on these 
performance characteristics was also determined.   
4.4.1 NiMnGa Damping Properties 
Quasi-static testing (section 3.5) showed that a large level of hysteresis 
occurred during the mechanical cycling of NiMnGa specimens exposed to a magnetic 




stress-strain curve represents the energy loss during one mechanical cycle of the 
material.  Consequently, measurement of this energy loss provides insight into the 
damping capabilities of the NiMnGa alloy.  This is especially important for dynamic 
actuation because the energy loss per cycle is a key component to the required power 
of the material.  Furthermore, it provides a lower bound to the power required for 
actuation.  To measure the energy dissipation, a series of constant applied field, quasi-
static loading tests were conducted.  In each instance, the area enclosed by the stress-
stain curve for each set of mechanical cycling at a constant applied field was 
calculated using a simple trapezoid rule, numerical integration technique.   
Measurement of the damping characteristics of the FSMA material was 
carried out in a manner similar to that described in the strain rate tests.   First the 
specimen was induced to its field preferred configuration by applying a large 
magnetic field at zero stress.  Then the applied magnetic field was set to a specified 
level and held constant throughout the remainder of the test.  The effects of applied 
fields ranging from 0 to 9.5 kOe were observed.  After the level of DC magnetic field 
was introduced, the specimen was mechanically cycled in compression between 0 and 
11 MPa.  This compression was quasi-static in nature and occurred at a strain rate of 
0.02 mm/sec.  Over the course of the mechanical cycle, several quantities were 
measured including axial load, displacement, magnetic field, and coil current.   
Figure 4.12 depicts an example data set for the case of a quasi-static, 
mechanical cycle at a constant applied field of 7 kOe.  Once the area enclosed by the 
stress-strain curve was determined, the result represented one point on the plot shown 




dissipation of the NiMnGa specimens over the entire range of fields tested is shown.  
The magnitude of energy dissipation, or damping, for the quasi-static condition 
appears to be a function of the recovery stress for fields below 4 kOe.  For applied 
fields below 4 kOe, the energy dissipation appeared to be linearly related to the 
applied field.  However, for applied fields 4 kOe or greater the energy dissipation 
becomes effectively constant.  Previous research showed that the NiMnGa exhibited a 
magnetic pseudoelastic behavior for applied fields greater than 3.5 kOe [224, 225].  
Therefore it was concluded that NiMnGa specimens exhibiting a magnetic 
pseudoelastic strain recovery behavior effectively have the same level of material 
damping independent of the applied field.  The maximum volumetric energy 
dissipation, occurring in the magnetic pseudoelastic region, appeared to be between 
75-80 kJ/m
3
.  Given the relatively small volume of the material, this meant that the 
FSMA specimen was dissipating approximately 7.4-7.9 mJ of energy per cycle.  
Furthermore, these results are repeatable as shown by the close correlation between 
the two data sets illustrated in  Figure 4.13. 
4.4.2 Energy and Power Density Measurements 
One of the main aims of the current research was to determine the power 
density of NiMnGa because it is a useful metric for assessing the performance of an 
actuator material.  A quantitative determination of power density will enable the 
NiMnGa alloy to be compared and evaluated with other active materials.  In the 
following section, the power density of NiMnGa and the major factors that influence 




From the series of constant load tests, section 4.3.2, the energy density of the 
NiMnGa elements for dynamic magnetic excitation was determined.  The volumetric 
energy density was calculated according to the following equation, 
 peaka
v
E εσρ =                                                     (1) 
where Fa is the actual recovery stress applied to the specimen and εpeak represents the 
peak value of strain.  It is important to note that this equation yields results that are 
normalized with respect to the volume of the material.   Until the magnetic circuit has 
been properly optimized, its volume was considered separate from that of the material 
itself.  However, when NiMnGa-based actuators are compared to other active 
materials, the volume of the magnetic circuit should be included to provide the most 
accurate picture of the actuator performance.   In chapter 6, the effects of the 
magnetic circuit on the performance of the actuator will be considered. 
Figure 4.14 shows the energy density of the NiMnGa as a function of the 
applied, constant preload.  Two excitation frequencies, 1 Hz and 2 Hz are shown.  
The range of constant stress tested was between 0.33 MPa and 1.5 MPa.  Generally, 
the magnitude of the energy density appears to be a strong function of the applied 
stress.  The energy density sharply increases after 0.667 MPa reaching a maximum 
value of approximately 8000 kJ/m
3
 at 1.5 MPa.   In fact, since the energy density and 
the peak strain only differ by a constant, both have the same characteristic shape and 
both are functions of the recovery stress.  One effect that was not determined, but 
predicted from the preliminary tests, was a stress-induced decrease in the energy 
density beyond an optimum recovery stress.  At some value of recovery stress beyond 




thereby reducing the magnitude of peak strain and subsequently reducing the 
magnitude of the energy density.  Further testing beyond 1.5 MPa is required to 
determine this optimum. 
Properties such as the volumetric power density and total power output of the 
NiMnGa were also calculated from the data obtained by the dynamic constant pre-
stress experiments.  To determine power density, the following equation was used, 
expeaka
v
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where fex represents the excitation frequency in Hz. Just as in the calculation of 
energy density, the effect of the coil volume was not included at this time.   The 
volume of the field generator and its effect on the actuator performance will be 
included in chapter 6. 
In Figure 4.15 (a) and 4.15 (b), the effect of stress on the volumetric power 
density and total power output is shown.  The peak power output for one excitation 
cycle was determined to be 3 W for a constant recovery stress of 1.5 MPa and 2 Hz 
excitation frequency.  Both the power density and the power output showed a 
pronounced dependence on the applied stress and excitation frequency.   Since power 
density is usually a linear function of excitation frequency, a strong dependence on 
excitation frequency was expected.  However, a dependence of power density on 
applied stress clearly shows the importance of recovery force on material 
performance.  Therefore, as the stress approached zero, the power density and power 
output also tend toward zero.  Consequently, maximum values of power density and 




stated previously, this behavior was expected and is the result of the necessity of a 
recovery force for dynamic actuation.  Since the constant stress acts as the restoring 
force, its removal will completely eliminate dynamic actuation of the FSMA.  It has 
also been shown that the peak strain capability of NiMnGa is reduced at high levels 
of stress [7].  Although not observed in the data presented here, higher levels of stress 
should negatively impact the magnitude of both the volumetric power density and the 
power output. 
4.4.3 Electromechanical Efficiency 
Electromechanical efficiency is a key parameter of consideration for the 
design of actuators, motors and other mechanical or electrical devices.  It provides a 
measure of the energy conversion capability of the device and is frequently used as a 
general measure of performance.  However, estimation of the electromechanical 
efficiency of the NiMnGa material itself was not a straightforward task.  The reason 
for this difficulty originates from the materials dependence on a field generating 
device for actuation.  One of the main issues related to FSMA actuator design 
involves the necessity of optimizing the magnetic field generator.  To generate the 
required level of magnetic fields for this study, a large, power consuming 
electromagnet was utilized.  Since the laboratory electromagnet was designed to 
accommodate a wide range of NiMnGa specimens, an optimization procedure was 
not implemented, but instead a ‘brute force’ approach involving a maximization of 
coil turns and input current was utilized.  As a result, the power required to generate 
the 1.2 T magnetic fields was enormous.  However, the power requirements could be 




specific specimen geometry.  Until an optimization procedure is performed on the 
driving electromagnetic circuit, an estimation of the electromechanical efficiency that 
provide a meaningful comparison to other active materials can not be quantified.  
This topic will be revisited however, in chapter 6 where NiMnGa actuator design is 
discussed.  At this stage, optimized coil-material systems are presented and compared 
to other smart material systems.   
Despite these limitations, a few, qualitative assumptions regarding the 
electromechanical efficiency and performance of the coupled field generator-NiMnGa 
system can be made.  First, for NiMnGa based actuators employing a coil for field 
generation, it can be reasonably assumed that the power density, including the volume 
of the field generator, will be several orders of magnitude less than what was 
presented in section 4.4.2.   The main reason for this assumption is based on the fact 
that the weight of the flux return (typically iron or steel) and coils will dominate the 
total weight of the system.  Also, coil based systems typically require large amounts 
of current to generate the required fields.  Especially for dynamic excitation, the 
ohmic power losses alone will be quite significant due to the quadratic dependence on 
the magnitude of current.  Impedance also becomes an issue because as the excitation 
frequency increases, the effect of the inductance begins to dominate which further 
increases the ohmic power losses.  Furthermore, other frequency dependent power 
losses such as the effect of eddy currents contribute to additional power requirements.  
Some of these effects can be reduced by using permanent magnets to reduce the level 
of AC field requirement or utilizing laminated flux return structures to minimize eddy 




actuation is very large, the effect of these power-saving measures is limited.  In 
section 4.4.2, the power density of the material was determined.  For the 2 Hz case, a 
maximum power output of 3 W was measured.  The required power in this case was 
40 W which indicates an electromechanical efficiency of 7.5%.  Due to the frequency 
dependence of the required power, however, it can be assumed that this efficiency 
will be reduced at higher excitation frequencies.  In general, it can be assumed that 









a)  Components of induced strain, 20 Hz excitation, 0.85 T peak field 
 
 
b) Components of induced force, 20 Hz excitation, 0.85 T peak field 
















a) 1 Hz excitation, 0.85 T peak magnetic field 
 
 
b) 10 Hz excitation, 0.85 T peak magnetic field 











b) NiMnGa strain response  


























a) 1 Hz excitation 
 
 
b) 2 Hz excitation 

























a) Force response:  3% Pre-strain 
 
 
b)  Force response: 5% pre-strain 







Figure 4.10 Effect of bias field on NiMnGa strain response, 1 Hz excitation and 1.1 










Figure 4.12 Volumetric energy dissipation for quasi-static mechanical cycling in a 7 























































b) Total power output 
 
Figure 4.15 Effect of constant recovery stress on power density and total power 




Chapter 5: Modeling of NiMnGa Behavior 
In order to effectively design FSMA based actuators, it is important to acquire 
both an understanding of the magneto-mechanical behavior of the material itself, and 
a set of reliable, analytical tools that effectively predict material behavior.  Chapters 3 
and 4 are devoted exclusively to the quasi-static and dynamic behavior of NiMnGa 
for a variety of magnetic and mechanical loading conditions.  One of the over-arching 
goals of this testing was to develop a set of criteria that would be directed toward the 
development of analytical tools for NiMnGa behavior.  In addition, these data are 
useful for both the formulation and validation of the behavioral models.  Two models 
are presented in this chapter.  The first model focuses on the quasi-static behavior of 
NiMnGa and was developed in parallel to existing thermal SMA models.  A 
parameter-based dynamic model for low frequency actuation was also developed.   
Both models are compared to experimental data to validate their accuracy and 
effectiveness at predicting material behavior for various sets of magnetic and 
mechanical loading conditions. 
This chapter is organized into three main parts.  First, an overview of existing 
FSMA analytical models is presented to provide a background of current FSMA 
modeling capabilities and to review the state of the art of NiMnGa analysis.  Key 
developments and shortcomings of the existing tools are expressed.  Because of their 
importance in the development of the quasi-static modeling of NiMnGa, a review of 
the main NiTi, SMA models is also included.  The second part is devoted to the 
formulation and validation of a quasi-static, model for NiMnGa.  Comparisons 




presented for a broad range of magnetic and mechanical loading conditions.  A 
discussion of the ability of the model to capture the unique strain recovery 
mechanisms of NiMnGa is provided.  Finally, the third part covers the development 
of a low-frequency, dynamic model based on an experimentally determined set of 
physical parameters to predict the strain response of the alloy for a time varying 
magnetic field.  A discussion of the capabilities of the model and its comparison to 
experimental data is included.  
5.1 Overview of Current FSMA Models 
Modeling the magnetic shape memory effect has received a significant amount of 
attention over the past decade [138, 183, 226, 227, 228, 229, 230, 231]. 
Fundamentally, many of these models are focused on determining the induced strain 
resulting from an applied magnetic field and determining the magnetization of the 
FSMA material as functions of external force and magnetic field conditions.  
Typically, FSMA models fall into one of two categories:  microscopic scale approach 
and a macroscopic scale approach [232].  Microscopic models view the shape change 
of the FSMA material as related to the crystallographic twinning of the 
microstructure.  The twins themselves are the result of a martensitic transformation 
and are elastic [232, 233].  Macroscopic models view the magnetically induced shape 
change as magnetoplasticity.  In general, most of the macroscopic constitutive models 
rely on the minimization of an energy function.  The fundamental assumption of this 





One of the first micromechanical models was developed by James and Wuttig 
[183] in 1998 along with Tickle [156] in 1999.  Essentially, a micromagnetic model 
was developed to predict magnetic field induced changes in the microstructure of the 
martensite variants and the subsequent magnetically induced strain.  Their approach 
utilizes the constrained theory of magnetostriction.  This theory was based on the 
minimization of Zeeman, magnetostatic, and mechanical energy arising from an 
applied load on a single crystal FSMA specimen. The exact magnetization and 
induced strain in the FSMA are determined from the predicted martensite variant 
distribution.    Because the variant distribution is determined, the effect of the 
demagnetization field can be accounted for in the results.  A comparison between the 
proposed model and actual material behavior, however, showed significant variations 
which raise questions regarding the validity of this approach despite the level of detail 
devoted to the prediction of the variant microstructure.  Furthermore, the model itself 
is numerical and as a result, does not provide an intuitive grasp of the mechanism of 
the material behavior.  This attribute makes this model difficult to utilize as a general 
FSMA analytical tool.   
One of the first free-energy based models was developed by O’Handley in 1998 
[138].  This free-energy model attempts to predict the magnetically induced strain for 
weak, strong, and intermediate anisotropy states.  It is significant in that it that it 
highlights the importance of a large magnetocrystalline anisotropy and low twinning 
stress for initiating twin boundary motion in NiMnGa.  Hirsinger and Lexcellent [234, 




into the free energy expression.  This phenomenological model containing internal 
variables showed good correlation with the experimental data. 
L’vov utilized a similar approach to O’Handley and proposed another free-energy 
based model [226].  In this model, the magnetically induced strain and the 
magnetization are also described as functions of variant volume fractions.  L’vov 
included an analysis of the magnetic susceptibility and an equation for the 
temperature dependence of the magnetization of the material. 
Likhachev and Ullakko developed a general, thermodynamics model of the 
magnetic field induced strain [237].  The significance of this model was that it could 
be applied to multi-dimensional cases containing multiple martensite variants.  The 
basic mechanical state equation includes the effect of the magnetic field and was 
derived from a general Maxwell relation. 
In sections 5.1.1 and 5.1.3, three prominent NiMnGa models are examined in 
detail. All three rely on the energy minimization approach and are basically 
thermodynamics based models. These models highlight many of the key 
developments in the formulation of NiMnGa phenomenological models.  It should be 
noted, however, that there are many models under development and that these two are 
only samples of a larger body of work.   
5.1.1 O’Handley et. al. [7, 138, 200, 238] 
As mentioned previously, the model developed by O’Handley was one of the first 
free-energy based models used to describe the magnetically induced strain and 
magnetization in NiMnGa.  Over the years, it has evolved to include the effects of 




the induced strain of an FSMA element on the macroscopic scale.  The material is 
defined as having two martensite variants separated by one twin boundary.  
Magnetocrystalline anisotropy is represented by a constant, ha and the model 
considers three cases associated the magnitude of this constant: weak, strong, and 
intermediate.  The volume fraction of each variant is determined which then enables 
the calculation of both the induced strain and the magnetization.  One of the main 
assumptions of this model is that both the induced strain and the magnetization are 
linearly dependent on the volume fractions of the martensite variants.  An equation of 
the free energy density in the material was developed to determine the volume 
fractions in the material.  Initially, this relation included terms for the Zeeman energy, 
magnetization energy of the reoriented variant, and the magnetic energy and elastic 
energy density.  Later, an external mechanical energy term was introduced to account 
for the external stress on the material [238].   In this formulation, the Zeeman energy 
difference between variants was assumed to be driving the twin boundary motion in 
the material (strong anisotropy).  Mechanically, the material was assumed to be 
linear, with the elastic energy density term included to model the internal resistance to 
twin boundary motion.   








cos εεσθµ CKHMg iii +⋅++⋅−=                          (5.1) 
where C is the effective stiffness, θi represents the angle between the magnetic field 




volume fraction of each variant is determined by minimizing eq. (5.1) for all 
martensite variants present in the material.   
The effects of magnetocrystalline anisotropy are also included.  For the case of 
strong anisotropy, the Zeeman energy difference was determined to be the driving 
force of the twin boundary motion.  This driving force can be determined by the 
following equation: 
( )[ ]φθθµ −−= coscos0 HMf s                                      (5.2) 
where θ represents the angle between the applied magnetic field and easy axis of the 
first variant, and φ is the difference in angle between the variants.  A further 
development implemented by Henry and O’Handley [7] included the addition of a 
simple hysteresis model between the magnetic field-strain response. 
Some of the main outcomes of this modeling approach were that it shows the 
relationship between magnetic anisotropy and the FSMA mechanism.  For maximum 
magnetically induced strain, a strong, magnetocrystalline anisotropy is desired.  
Furthermore, this model shows that transformation of the material into a single 
variant is an unlikely event.    
5.1.2 Likhachev & Ullakko [174, 228, 230, 239] 
The model developed by Likhachev and Ullakko is based on an exact 
thermodynamic consideration of both the magnetic and mechanical properties of the 
FSMA.  It uses a direct derivation from a general Maxwell’s relation and shows that 
the magnetic field induced deformation is directly related to the strain dependence of 




modeled.  The main premise of this model is that the effect of the magnetic field is 
equal to an additional mechanical stress: 
 ( ) ( )hmagmech σεσ =                                             (5.3) 
where Fmech represents the mechanical stress as a function of strain and Fmag 
represents the magnetic stress as a function of field.  In accordance with general 
thermodynamic principles, both the mechanical and magnetic properties can be 
represented by the following state equations: 
( )h,εσσ =                                             (5.4) 
( )hmm ,ε=                                             (5.5) 
where F represents the mechanical properties of the material and m represents the 
magnetization of the material.  To obtain equations for (5.4) and (5.5), these 
quantities must be modeled after the appropriate thermodynamic potential.  For 
instance: 
( ) ( )hGh ,~, ε
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ε =                      (5.6) 
where ( )hG ,~ ε  = ( ) ( )hhmhG ,, εε − , and ( )hG ,ε  is the specific Gibbs free energy for 
fixed temperature and pressure conditions.  Both of the relations in eq (5.6) must 
satisfy Maxwell’s rule: 
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Integration of eq. (5.7) over the magnetic field from 0 to h at a fixed strain 
condition and considering the case where F=0, the magnetically induced strain can be 
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solving for strain: 
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A final equation, representing the effect of the magnetic field on the induced 
strain for NiMnGa tetragonal martensite can be derived from this general 
thermodynamics of solids approach.  The magnetically induced strain in this case is: 


























εε                     (5.10) 
where ma(h) and mt(h) are the specific magnetization functions for the axial and 
transverse variants respectively. 
In the case of a simple, two-variant twinning geometry, the driving force of the 














σ                                (5.12) 
where, ε0 represents the maximum recoverable strain of the FSMA material. 
5.1.3 Kiefer and Lagoudas [240, 241] 
Similar to the model proposed by O’Handley [138], the model proposed by Kiefer 
and Lagoudas uses similar terms in the free energy expression.  Energy associated 
with the magnetic shape memory effect, elastic strain energy, Zeeman energy, and 




however, focuses on the influence of dissipative effects in the evolution of 
thermodynamic states, rather than the minimization of the free energy, which 
searches for equilibrium points in ideal processes [241].  This dissipative nature is 
accounted for by the introduction of internal state variables in the Gibbs free energy 
function.  The effects of martensitic variant reorientation, rotation of the 
magnetization, and magnetic domain wall motion are incorporated. 
Assuming that the non-variable magnetic domain volume fraction (α=1), the 
Gibbs free energy for this model is given by the following equation: 
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θξ ξ                (5.13) 
where µ0 is the permeability of free space and ρ is the mass density  The independent 
variables include the Cauchy stress tensor, F and the magnetic field intensity vector, 
H.  The volume fraction, ξ and the magnetization rotation angle θi are internal state 
variables.  The total Gibbs free energy presented in eq (5.13) represents a linear 
average of the contributions of each variant and corrected by the mixing term ( )ξξf  
and having a reference state value of G0.  Expressions for the effective elastic 
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This work has shown to be quite versatile, and has been successfully integrated 
into other modeling efforts.  Tan and Elahinia utilize the Kiefer and Lagoudas model 
for the development of a dynamics FSMA model [242].  Faidley and Dapino have 
developed a form of this model for their work in developing a model for NiMnGa 
with a collinear excitation field [178, 179]. 
5.1.4 Implementation of Current FSMA Models into Actuator Design 
Each of the models presented here have a strong thermodynamics basis and tend 
to be quite useful for developing an understanding of the underlying physics of the 
FSMA actuation mechanism.  In general, each of the models tends to show good 
agreement with the experimental data, producing very reliable predictions of the 
material behavior.  However, there are some drawbacks inherent to each of these 
models.  First, the effect of excitation frequency is not readily evident in the present 
body of work.  As a result, most of these models have only been validated with quasi-
static data.  Henry and O’Handley [7] began to explore the dynamic excitation of the 
material and had only limited success.  Furthermore, these thermodynamics based 
energy models are typically difficult to implement, especially in the process of 
actuator design.  Furthermore, they tend to be enormously complex, requiring 
significant time and effort to adapt them to any given set of design requirements.  
Currently, there exists no simple, constitutive model that combines the effects of 
excitation frequency, mechanical and magnetic loading.  In the present work, the 
development and implementation of a simple, FSMA model, characterized by 




5.2 SMA Constitutive Models 
Because of the close similarities that exist between the behavior of NiTi and 
NiMnGa, it is necessary to consider the possibility that existing quasi-static 
phenomenological models for NiTi can provide a basis for FSMA modeling.  
Currently, there are many existing SMA models based on combinations of 
thermodynamic, phenomenological, and statistical mechanics approaches.  Of this 
wide variety of behavioral models, there exist several, well-known examples of 
constitutive models used to predict thermal SMA behavior.  The Tanaka, [243] Liang 
and Rogers, [244] Brinson, [135] and Boyd and Lagoudas [245] models are four well 
documented, SMA constitutive models.  All four are similar, describing the material 
behavior in terms of three state variables:  stress, strain, and temperature for one-
dimensional, quasi-static loading on the macro scale.  Since the NiTi alloy behavior is 
highly sensitive to a host of external factors including but not limited to 
manufacturing processes, chemical composition, and mechanical and thermal 
training, all the models incorporate experimentally derived material parameters.  
Once the parameters are precisely determined, a particular model may be 
implemented and the material behavior successfully predicted.  This approach 
highlights one of the key advantages of these models.  Since they rely on a series of 
experimentally determined material parameters, implementation of these models is 
relatively straightforward.   Since one of the main goals of this work was directed 
towards implementation of NiMnGa in actuators, emulation of this modeling 




The following section briefly describes the four aforementioned constitutive 
models developed to predict SMA behavior.  An overview of each model’s main 
contribution and key points is provided.  On a final note, it is assumed that only 
uniaxial behavior of the material is studied.  The scope of this work does not include 
lateral loading of the material. 
5.2.1 The Tanaka Model 
Developed in 1986, the Tanaka Model [246] represents one of the very first 
constitutive models proposed to capture the unique behavior of shape memory alloys.  
The basis of the model is thermo-mechanical and utilizes a formulation of the Second 
law of thermodynamics expressed in terms of the Helmholtz free energy.  
Fundamentally, the model assumes three state variables including, one dimensional 
strain, temperature, and martensite volume fraction.  The global stress in the SMA is 
written as a function of these three state variables.  Furthermore, the martensite 
volume fraction is a function of both the stress and the temperature.  This 
complication facilitates the necessity of a recursive solution form for simultaneous 
determination of both the stress and martensite volume fraction (i.e. Newton-Raphson 
or similar method).  The kinetics for the alloy transition from the low temperature, 
martensite phase to the high temperature austenite phase is expressed by an 
exponential function that describes the martensite volume fraction as a function of 
stress and temperature.  A key point regarding this model is that it is limited to 
describing material behavior in response to a change in temperature only.  The low-
temperature, detwinning behavior of the alloy (the shape memory effect) is not 




The Tanaka model is now revisited in more detail.  The constitutive equation is: 
( )( ) ( ) ( )0000 TTE −+−Ω+−=− θξξεεξσσ                             (5.17) 
where the subscript 0 refers to the initial state of the SMA material.  Fundamentally, 
this equation shows that the stress is the sum of three main parts:  mechanical stress, 
stress resulting from phase transformation, and thermoelastic stress.  The variables ε, 
T, and ξ represent strain, temperature and martensite volume fraction respectively.   
Furthermore, the Young’s modulus E and the phase transformation coefficient Ω are 
functions of the martensite volume fraction, ξ.  During heating, the SMA transforms 
from the martensite phase to the austenite phase, the martensite volume fraction 
varies from 1 (pure martensite condition) to 0 (pure austenite condition) 
Many of the material’s properties, including the Young’s modulus, E, and the 
transformation coefficient, Ω, are determined by the content of martensite in the 
SMA.  There exist distinct variations in these properties between the martensite and 
austenite states.  The most common approach to representing the Young’s modulus is 
to utilize a rule of mixtures formulation for the material comprised of mixed phases of 
martensite and austenite.  The modulus of elasticity is determined from the following 
linear equation: 
( ) ( )AMA EEEE −+= ξξ                                           (5.18) 
where EM and EA represent the modulus of elasticity for the martensite and austenite 
states respectively.  The transformation coefficient, Ω, is expressed by applying block 
force and free strain conditions to the constitutive relation presented in equation 5.17.  
The resulting equation is as follows: 




where εL is indicative of the maximum recoverable strain of the SMA.  One of 
Tanaka’s key contributions was the development of an evolutionary equation to 
describe the martensite volume fraction of the material.  As mentioned previously, the 
equation has an exponential form and is a function of the stress and temperature.  The 
equation for the austenite to martensite transformation is: 
( ){ }σξ MSM bTMa +−−= exp1                                      (5.20) 
Similarly, the equation for the martensite to austenite transformation is: 
 ( ){ }σξ ASA bTAa +−= exp                                          (5.21) 






























b =                                           (5.23) 
The material coefficients E, θ, Ω, critical transformation temperatures As, Af, Ms, 
Mf, and stress influence coefficients, CA and CM are all determined experimentally 
from the testing of SMA wires.  Critical transformation temperatures As, Af, Ms, and 
Mf, are obtained from heating samples in the stress free condition.  The stress 
influence coefficients CA and CM are the slopes of the critical stress-temperatures 
plots for the boundaries of the austenite and martensite transformations respectively 
[153, 169]. 
5.2.2 The Liang and Rogers Model  
At the most fundamental level, the Liang and Rogers model [244] utilizes the 




contribution was to replace the exponential martensite volume fraction equation with 
a cosine function.  The austenite to martensite transformation for the martensite 
















=                          (5.24) 
Similarly, for the martensite to austenite transformation: 





M bATa                                     (5.25) 
































=                                      (5.27) 
 
Like Tanaka, the main drawback of this model is that it also does not include the 
strain-induced martensite transformation, or in other words, the shape memory effect.   
5.2.3 Brinson Model  
As stated earlier, the primary drawback of the Tanaka and Liang and Rogers 
models is that they are incapable of modeling the room temperature detwinning 
behavior of NiTi.  In fact, both models are only capable of modeling the behavior of 
the SMA material that arises from a phase change during heating.  This shortcoming 
is addressed in the Brinson model [203].  By separating the martensite volume 
fraction, ξ, into a stress preferred (detwinned) and temperature induced components 
the Brinson Model is capable of modeling the low temperature shape memory effect, 




Essentially, the Brinson model allows for modeling the shape memory effect below 
the As temperature. 
The constitutive equation for the Brinson model is similar to both the Tanaka and 
Liang and Rogers models.   For a set of non-constant coefficients, the resulting 
relation is:  
( ) ( ) ( ) ( ) ( )000000 TTEE ss −+Ω−Ω+−=− θξξξξεξεξσσ             (5.28) 
As mentioned earlier, the martensite volume fraction is resolved into two 
components.  The stress induced component refers to the amount of detwinned 
martensite present within the SMA sample, while the temperature induced component 
refers to the level of martensite occurring from the reversible phase transformation to 
austenite.  The equation for the martensite volume fraction is as follows: 
TS ξξξ +=                                                  (5.29) 
where ξS represents the stress-induced component and ξT represents the temperature 
induced component.  Similar to the Liang and Rogers model, a modified cosine 
function is utilized to describe the martensite volume fraction. 
Finally, by assuming constant material coefficients, the constitutive equation for 
the Brinson can be simplified to the following form: 
( )( ) ( ) ( ) ( )00000 TTE TTTsss −+−Ω+−Ω+−=− θξξξξεεξσσ     (5.30) 
where E is the Young’s modulus as a function of the martensite volume fraction, ξ, Ωs 
and ΩT are stress and temperature induced transformation tensors respectively, and θ 
is related to the thermal coefficient of expansion.   The initial conditions, σ0, ε0, ξs0, 




5.2.4 The Boyd and Lagoudas Model  
The Tanaka, Liang and Rogers, and Brinson’s model are mainly focused on one-
dimensional shape memory alloy behavior.  The Boyd and Lagoudas model however, 
represents a generalized, three-dimensional approach [245, 247].   Like the Tanaka 
model, the constitutive relation is determined by satisfaction of the second law of 
thermodynamics but unlike the Tanaka model, the Boyd and Lagoudas model uses a 
Gibbs free energy formulation instead of Helmholtz energy terms.  The free energy of 
each phase of the shape memory material plus the free energy of mixing is summed to 
determine the specific Gibbs free energy.  Strain is resolved into a mechanical 
component (εij) and a transformation component (ε
tr
ij) which are functions of the 
martensite volume fraction: 
( )[ ]0TTC kltrklklijklij −−−= αεεσ                                  (5.31) 
From a dissipation potential, the evolutionary equation for the martensite volume 






1                    (5.32) 
where Y
**
 is the value of threshold stress, d
1
T is related to the entropy reference state, 
3
ijkld  and 
4
ijd are parameters that are related to changing elastic moduli, ρ is the mass 
density, b1 is a material constant and )T is the temperature difference. 
Generally, this model is applicable to monolithic SMA structures while retaining 
the quality of being a true three-dimensional model.  Furthermore, it was shown by 
Brinson and Huang [248] that the one dimensional form of this model is identical to 




Lagoudas model retains the ability to model the low temperature martensite 
detwinning behavior. 
As previously mentioned, there exist many models for shape memory alloy  
behavior.  The Boyd and Lagoudas model is not the only thermodynamics model in 
existence.  One such example is the model derived by Ivshin and Pence [249].  This 
model was formulated from a thermodynamic consideration of the kinetic relations 
for hysteresis of the phase fraction.  One of the key features of this model is that it 
utilizes the austenite volume fraction as the primary variable instead of the martensite 
volume fraction.  Nevertheless, the Boyd and Lagoudas model represents a 
fundamental, energy based, approach to modeling shape memory materials and is 
representative of a major category of shape memory alloy modeling. 
5.2.5 SMA Model Applications to Analysis of NiMnGa 
One approach to the development of a NiMnGa FSMA model is to look toward 
SMA models for inspiration.  A wide variety of models exist but many of the main 
desirable qualities exist in the four models presented in sections 5.2.1-5.2.4.  These 
models are all described in terms of a set of empirical constants that must be 
determined from experiments.  As such, these constants represent actual, physical 
behavior of the SMA alloy.  In fact, many of these constants can be derived from a 
few thermo-mechanical tests of the material [170, 210, 250].  As a result, these types 
of models are very useful in the process of actuator design.  Provided that the physical 
constants are measured accurately, they can be highly reliable and effective at 
predicting SMA behavior.  Furthermore, these models result in straightforward 




desired quality if the goal is to streamline the process of incorporation into existing 
actuator design algorithms.  Free energy models, like the Boyd and Lagoudas model, 
although typically more comprehensive and generalized, are often difficult to 
implement in practical engineering problems.  Furthermore, they also require an in-
depth knowledge of the fundamental physics of the material.  Currently, because 
FSMA materials are still relatively new, there is still a great deal of research required 
before the underlying physical issues are resolved.  Therefore, the development of 
NiMnGa analytical tools will follow a similar, approach. 
Of these four SMA constitutive models presented, the Brinson model in 
particular, is quite useful in predicting NiTi SMA behavior
 
[86, 170].  However, if 
this model is to be used as a basis for FSMA modeling several key issues must be 
addressed.  Among those issues: 
1. The state variables must be reconsidered.  Although strain is likely to remain a 
state variable in the FSMA model, temperature and martensite volume 
fraction may need to be revaluated.  Magnetic field is a prime candidate for 
replacing the temperature variable.  Martensite volume fraction however, may 
not have a place in FSMA modeling because of the material does not rely on a 
phase change to induce the shape memory effect. 
2. New material constants must be defined.  The resolution of issue #1 will likely 
lead to a redefined set of material parameters.  Material constants like 
Young’s Modulus, critical stresses, critical fields, and stress influence 




3. A new constitutive relation must be developed.  The final issue involves the 
incorporation of issues #1 and #2 to develop a general constitutive equation 
for NiMnGa actuation.  
5.3 Development of a Quasi-static Model 
It was recognized that the quasi-static behavior of FSMA shared many of the 
same characteristics attributed to thermal SMA behavior.  Not only do they both 
achieve comparable levels of induced strain but both materials have a 
characteristically similar shape memory and pseudoelastic effects.  On the surface, 
the main difference between FSMA and SMA is the type of activation field (magnetic 
versus thermal).  Because of these similarities between the two materials, one viable 
approach is to take advantage of the existing SMA modeling efforts, using them for 
inspiration to develop a parallel quasi-static FSMA model.  
Because it is capable of producing strains on the order of 6%, NiMnGa, one of the 
most widely known FSMA materials, has been considered for use in high stroke 
smart actuators for a range of applications [5, 168, 251, 252, 141].  However, the 
capabilities of the material are limited by the lack of a suitable set of analytical tools 
for predicting macroscopic actuator behavior.  In terms of incorporating these tools 
into actuator design, these models are not adequately developed. To explore the full 
engineering potential of this material, a comprehensive, constitutive model is required 
so that FSMA behavior may be reliably predicted.  At this time, a few 
micromechanical and thermodynamics based models are available, which predict the 
stress and strain states of NiMnGa in magnetic fields of up to 1.0 Tesla [174, 175, 




straightforward implementation normally attributed to macromechanical constitutive 
models like those for NiTi thermal SMA.  Several, well supported constitutive 
models, have been formulated for SMAs including the Tanaka, [243] Liang and 
Rogers [244], Brinson [203] and Boyd and Lagoudas [245] models. Since these 
models rely on experimentally determined material parameters, they are relatively 
easy to implement and serve as an important ingredient towards the development of 
SMA based intelligent systems.  A macromechanical constitutive model, similar to 
those used to model NiTi, is what is required for NiMnGa.  The subject of this section 
is the development of a phenomenological-based model, characterized by test data, 
developed in parallel to the Brinson model.  The key issue to resolve with this 
approach is that the NiTi based model must be modified to accommodate strains 
induced by a magnetic field instead of a thermal field.   
Model parameters were determined from quasi-static test data (Chapter 3) for 
NiMnGa rods subjected to uniaxial loading conditions.  There are nine model 
parameters including fundamental threshold fields, fundamental critical stresses, 
Young’s moduli in the stress and field preferred martensite configurations, stress-
influence coefficients, and free strain.  Furthermore, these parameters were functions 
of the applied magnetic field and applied axial stress.  Most of the model parameters 
were obtained from a series of uniaxial compression tests of NiMnGa specimens 
subjected to constant applied magnetic fields.  Once the parameters were identified, 
the model was implemented and compared with experimental data to evaluate its 




5.3.1 Quasi-Static Model Formulation 
In section 5.2.5, a set of three criteria were established regarding the relevant 
issues to be addressed for developing a NiMnGa model in parallel to the Brinson, 
SMA model.  Each of these issues was addressed in turn, over the course of the 
NiMnGa model development. 
The first issue involves redefining the state variables.  Clearly, temperature must 
be replaced with a magnetic field input.  Although research has shown that magnetic 
shape memory alloys like NiMnGa do possess a significant degree of thermal shape 
memory behavior [181], the scope of this study will be limited to magnetic field 
inputs only.  Also, the fundamental mechanism driving magnetic shape memory 
alloys is different from thermal SMA.  Strain is not recovered by martensite to 
austenite phase transitions but rather by the mechanism of twin boundary motion of 
the martensite.  Therefore, if one is to be modeling magnetically induced strains only, 
choosing the martensite volume fraction as a state variable is not an option as it 
should always have a value of ‘1’ over the course of magnetic excitation.  Instead, 
since the twin boundary motion is essentially a detwinning phenomenon, the value of 
stress induced martensite will become a state variable.  The mechanism of strain 
recovery for thermal SMA relies on a phase transition from the martensite to the 
austenite phase.  In contrast, FSMA rely on transition from twinned (stress induced) 
to detwinned (field induced) martensite.  Therefore, the twinned FSMA martensite is 
comparable to the martensite phase of SMA and the detwinned FSMA martensite is 




The second issue to address involves redefining the material parameters that 
define the model.  The eleven parameters used to define the Brinson model for SMA 
are as follows: 4 critical transformation temperatures (Ms Mf As Af), 2 stress influence 





cr), 2 Young’s moduli (EM for martensite and EA 
for austenite), and finally, a zero-stress, free strain parameter (εL).  Likewise, the 
FSMA model is defined by a set of similar material parameters.  The FSMA model 
has nine, experimentally determined constants including:  2 zero-stress, critical 
transformation fields (Hs and Hf), 2 stress influence coefficients (Cs for the start of 
twin boundary motion and Cf for the end of twin boundary motion), 2 critical stresses 
for zero-field detwinning (Fcr,s for the start and Fcr,f for the finish, 2 Young’s Moduli 
(EF for stress-preferred martensite, EH for field preferred martensite) and finally, a 
zero-stress, free strain εL.  Effectively, this new set of parameters reassigns 
temperature to magnetic field based constants. 
Now that the new material parameters and state variables have been reassigned, a 
new constitutive relation must be developed.  The constitutive equation can be written 
in terms of magnetic quantities and assumes the following form: 
( )( ) ( )( ) ( )( )00000 HHE −+−Ω+−=− σσσσσ ξλξξξεεξσσ              (5.33) 
where σ0, ε0, ξσ0 , and H0 represent the initial stress, strain, volume fraction of stress 
preferred martensite, and magnetic field intensity respectively.  E, Ω, λ are constant 
material functions where E represents the Young’s modulus of the FSMA, Ω is a 
transformation tensor, and λ is related to the magnetostriction of the material.  To 




not be linear and can be represented by higher order functions.  In response to the 
necessity of redefining the state variables of the constitutive equation (eq. 5.30) these 
material functions are defined in relation to the volume fraction of stress preferred 
martensite, ξσ.  In general, a magnetic field applied to the FSMA causes the volume 
fraction of stress preferred martensite to decrease resulting in the growth of field 
preferred martensite twins.   As mentioned previously, this behavior is analogous to 
the phase transition from martensite to austenite in NiTi SMA.  However, as also 
previously mentioned, strain recovery in thermal SMA occurs as a result of a phase 
transformation, while FSMA strain recovery occurs as a result of twin boundary 
motion in the martensite phase only.  Therefore, the sum of the stress preferred 
martensite, ξσ, and field preferred martensite ξH must always be equal to unity. 
             1=+ Hξξσ                                                         (5.34) 
 If it is assumed that the material is at the maximum free strain condition, ε = 
εL, with the material initially composed entirely of the field preferred variant, ξσ0 = 0, 
with the initial conditions of σ0 = ε0 = H0  = 0, and final conditions of ξσ = 1, ε  = εL,  
and σ = H = 0 , the following relation can be obtained: 
ELε−=Ω                                                        (5.35) 
  Using the constraint derived in eq. 5.35, the FSMA constitutive equation may be 
reduced to the following, simplified form, 
( )( ) ( )( )0HHE L −+−= σσσ ξλξεεξσ                                  (5.36) 
where E(ξσ) is the Young’s modulus of the material as a function of the stress 




stress preferred volume fraction, λ is related to the magnetostriction of the material 
and H0 is the initial external field applied to the material. 
To account for variations in the mechanical properties between stress and field 
preferred martensite, a rule of mixtures formulation was used to quantify the Young’s 
modulus of a martensite structure containing both field and stress-preferred twins.   
The linear function describing the Young’s modulus, E is: 
( ) )( σσσσ ξξ EEEE H −+=                                        (5.37) 
The phenomenological model for NiMnGa describes the material stress in terms 
of three state variables: stress-preferred martensite strain, and magnetic field that may 
be determined from testing the FSMA material over a range of constant, externally 
applied fields and observing the output stress and strain characteristics.  In the 
following section (5.3.2) the process of identifying these parameters is discussed. 
5.3.2 Parameter Identification 
There are nine model parameters that must be quantified in order to characterize 
the quasi-static model.  To determine the necessary constants for the quasi-static 
FSMA model, two types of tests were conducted, a constant stress test and a constant 
applied magnetic field test.  Each of the tests was carried out in separate test rigs, 
built in house.  Photographs of these test rigs appear in Figures 3.5, 3.7, and 3.9.  All 
three of these test rigs utilize similar electromagnetic circuits for FSMA magnetic 
excitation.  Details of the quasi-static testing are provided in Chapter 3.  In this 
section, the results of the quasi-static testing are re-examined to determine and 




The first three parameters, Eσ, EH, and εL, were obtained from direct examination 
of the stress-strain curves of the constant applied field tests discussed in chapter 3.  In 
Figure 5.1, the Young’s modulus for the field preferred variant, EH, and the modulus 
for stress preferred variant, Eσ, are shown.  Figure 5.1(a) shows the both moduli for 
the case of a constant 6 kOe applied field.  Figure 5.1(b) shows both moduli for 3.5 
kOe, 6 kOe, and 10 kOe applied fields.  Based on these data, the Young’s moduli 
appear to be constant with respect to the applied field.  The value of the field 
preferred modulus, EH, was measured to be 450 MPa while the modulus for the stress 
preferred variant, Eσ was measured to be 820 MPa. 
 The next model parameter to be determined is the free strain, εL.  The free strain 
is defined as the maximum recoverable plastic strain that can be recovered with the 
application of a sufficient magnetic field.  The εL parameter was determined from the 
zero applied field stress strain curve shown in Figure 5.2.  Because there is no applied 
field acting upon the FSMA, there will be no MSM induced strain recovery when the 
load is removed.   When the stress is reduced to zero, the actuator recovers a small 
amount of elastic strain.  The remaining strain is plastic in nature but can be 
recovered when a sufficient external field is applied.  The magnitude of plastic strain 
remaining in the material after the load has been removed in a zero field environment 
is 5.8%.  This amount of residual strain is the free strain of the FSMA and represents 
the maximum strain capability of the material.  This maximum capability is limited 
by the tetragonality of the c/a ratio of the martensite [181]. 
Many of the model parameters can be determined from the critical stress vs. 




quantified by closely studying this relationship between the four critical 
transformation stresses and the applied field.  Details regarding the method and 
experiments conducted to obtain this profile are provided in Section 3.5 By 
identifying the critical stresses over a range of field intensities, a critical stress profile, 
shown in Figure 5.3, can be developed for an iso-magnetic field.  The beginning and 
end of the twin boundary motion during loading were denoted as σ1 and σ2, 
respectively.  For twin boundary motion during recovery, σ3 and σ4 were similarly 
defined.  These critical stress values are shown for the case of a 6 kOe applied field in 
Figure 5.1.  Each curve of the critical stress behavior appeared to be linearly related 
to applied field below 7 kOe.   For external fields larger than 7 kOe, the critical 
stresses began to level off, indicating the onset of magnetic saturation.  Because the 
σ1 and σ3 curves were coincident and the σ2 and σ4 curves are parallel, it was 
sufficient to define, two, linear stress influence coefficients.  The first stress influence 
coefficient, Cs, was defined as the slope of the σ1 and σ3 curves, or in other words, the 
variation of critical stress with applied field for the beginning of twin boundary 
motion.  The second stress influence coefficient represented the critical stress 
behavior at the end of twin boundary motion, Cf, was determined from the slope of 
the σ2 and σ4 curves.  Also, since at this stage, the model assumed to be linear, higher 
order effects like magnetic saturation, were neglected.  The linear assumption will be 
revisited later.  Each coefficient has units of MPa per kOe.  Based on the 
experimental data, the values for Cs and Cf were measured to be 0.452 MPa/kOe and 




The critical stress profile also contains two other features that lead to 
quantification of model parameters.  Consider the profile shown in Figure 5.4.  First, 
the points corresponding with zero applied field of the σ1 and σ2 curves are the two 
fundamental critical stresses σcr,s and σcr,f.  Along with the appropriate stress influence 
coefficients, these parameters were used to predict the critical stresses for any 
constant applied field during the mechanical loading cycle.  These fundamental 
critical stresses were measured to be 0.284 MPa and 0.920 MPa for σcr,s and σcr,f 
respectively. The critical stresses of the reverse transition, σ3 and σ4, exist only above 
certain threshold fields.  By noting the x-intercepts of these two curves, the two 
fundamental threshold fields may be identified.  These threshold fields are similar in 
character to the martensite to austenite transformation temperatures for thermal SMA 
(As and Af).  For instance, consider Figure 5.5, the x-intercept of the σ3 curve is 1.0 
kOe.  For applied fields greater than 1.0 kOe, the actuator will begin to revert back to 
the field preferred state when the load is removed. This field was the Hs parameter of 
the model.  Likewise, the Hf field was defined by the x-intercept of the σ4 curve, 
which was measured to be 3.5 kOe.  Critical stresses for the unloading portion of the 
mechanical loading cycle were determined from these critical fields in combination 
with the stress influence coefficients.  It was noted that the partial magnetic 
pseudoelastic effect occurred only for applied fields between Hs and Hf while 
complete pseudoelasticity occurred for fields greater than or equal to Hf.  For applied 
fields below Hs, the zero-field behavior (magnetic SME) was the dominant strain 
recovery mechanism.  Furthermore, it follows then that for field greater than Hf, 3.5 




The resulting constants determined from the entire set constant field experiments 
appears in Table 5.1.  All of the parameter values represent the average of multiple 
sets of constant applied field, quasi-static loading tests. 
5.4 Quasi-Static Model Validation 
Once the material parameters were identified, the quasi-static model was 
implemented and validated with experimental data.  In the model, stress was 
calculated in the actuator for a discrete number of strain steps.  Once the stress 
reaches a predicted critical value, twin boundary motion occurs.  As mentioned 
previously, these critical stresses are functions of applied magnetic field and can be 
determined from the corresponding combination of the parameters σcr,s, σcr,f, Cs, Cf, 
Hs, and Hf.   During the region of twin boundary motion, a linear function was used to 
describe the transformation from the stress to field preferred martensite 
configurations.   
5.4.1 Initial Model Validation 
The first benchmark for a successful NiMnGa behavioral model was that it must 
be able to capture all of the major strain recovery mechanisms of the material 
including the magnetic shape memory effect, partial pseudoelasticity, and 
pseudoelasticity.  In Figure 5.6, the result from the analytical model is compared to 
the experimental stress-strain curve for the zero field condition to show the model’s 
effectiveness at capturing the magnetic shape memory effect. Figure 5.7 shows the 




constant 5 kOe field, demonstrating the model’s ability to capture magnetic 
pseudoelastic behavior. 
In general, the model shows good agreement with the experimental data in both 
Figures 5.6 and 5.7.  Critical threshold stresses were predicted with a reasonable 
degree of accuracy and the model seemed to capture both  the primary strain recovery 
mechanisms of the actuator.  In the pseudoelastic region, there was a tendency of the 
model to slightly over-predict stresses during loading and slightly under-predict 
stresses during unloading.  Generally, these inconsistencies are small and did not 
seriously undermine the accuracy of the analysis.  The model did not, however, 
incorporate the smooth transitions between the field and stress preferred martensite 
configuration.  This result was expected given that a piecewise linear model was 
assumed for the transition region between stress and field preferred martensite.  
However, further refinement of the model will be required in order to include these 
higher order effects. 
For further validation, a comparison between the model and experimental data of 
non-standard strain recovery behavior was conducted.  In Figure 5.8, the ability of the 
model to predict partial pseudoelasticity is shown for a 2 kOe applied magnetic field.  
Although the general shape of the NiMnGa behavior was reflected in the model, 
inconsistencies in stress calculation during the loading and unloading cycles were 
much more pronounced than they were in the cases shown in Figures 5.6 and 5.7.   
The model over-predicted the stresses during twin boundary motion by as much as 




Although the predicted stresses during unloading are better, there still exists a higher 
degree of model error than seen in the pseudoelastic analysis.   
Figure 5.9 shows a comparison between the analytical model and a minor 
hysteretic loop at 6 kOe.  As for all of the previous cases, the model is capable of 
predicting the stress-strain curve of a minor loop.  For both partial pseudoelasticity 
and minor loops, the linearity of the model neglected higher order material behavior, 
which may be the cause of errors in the approximation of the stresses associated with 
twin boundary motion.  These discrepancies lead to slightly less desirable predictions 
than in the cases of the SME and pseudoelasticity.  Although useful for providing a 
general picture of actuator behavior, the linear model required further refinement 
before it could accurately predict material behavior for compositional intermediate 
states. 
5.4.2 Refined Quasi-Static Model 
One of the underlying assumptions of the quasi-static model was that all 
parameters were linearized.  As a result, higher order effects such as magnetic 
saturation were neglected.  This means that the analytical model over-predicts the 
critical stresses for large external fields close to magnetic saturation.  Figure 5.10 
demonstrates this limitation by comparing the model to the experimental stress-strain 
curve for an 8 kOe external field.  Clearly, the model did not accurately capture the 
physical behavior of the material in this case.  When the applied field is larger then 7 
kOe, the NiMnGa element began to saturate.  It was noted that beyond 7 kOe, the 
critical stresses shown in Figure 3.28, began to level off.  This behavior was a clear 




longer maintains a linear relationship between critical transformation stresses and 
applied field.  Since the model initially uses linear stress-influence coefficients, they 
were insufficient for predicting critical stresses at or near magnetic saturation.  What 
was now required is a new set of functions to replace the linearized coefficients Cs 
and Cf.  These functions were obtained from the critical stress profile shown in Figure 
5.11.  When Cf and Cs are expanded from linear coefficients to simple, third order 
polynomials, they improve the ability of the model to predict critical stresses for any 
external magnetic field.  The following expressions represent the nonlinear equations 
and conditions used to calculate critical transformation stresses in the NiMnGa. 
For pseudoelastic behavior (Happ > Hf ), 
 
( ) 62331 10*5614.06678.00289.00002.0 −∗+∗−∗−== appappapp HHHσσ      (5.38) 
( ) 6,232 10699.00399.00005.0 ∗+∗+∗−∗= fcrappappapp HHH σσ                 (5.39) 
( ) 6234 10441.3292.11024.00024.0 ∗−∗+∗−∗= appappapp HHHσ                 (5.40) 
where Happ represents the value of the applied magnetic field. 
For the partial pseudoelastic behavior (Hs > Happ > Hf), 
04 =σ                                                               (5.41) 
For shape memory behavior (Happ< Hs), 
043 == σσ                                                          (5.42) 
         scr ,1 σσ =                                                            (5.43) 
 In Figure 5.12, the model is once again compared to the experimental stress-
strain curve for an 8 kOe external field.  In this case, however, the model was updated 




predicted in the case presented in Figure 5.12 as they were in Figure 5.10 therefore, 
the model was able to compensate for the effects of magnetic saturation and yielded a 
better prediction of material behavior. 
5.5 Development of a Dynamic NiMnGa Model 
In order to predict the strain response for practical NiMnGa based actuators, a 
low-frequency model was required.  Although the quasi-static model developed in the 
previous sections provided acceptable predictions of the stress-strain response of the 
FSMA element for a wide range of loading conditions, it was not capable of being 
directly transferred into a dynamic regime.  One of the main assumptions of the 
Tanaka series of SMA models is that they assume instantaneous equilibrium of the 
material at all times during a mechanical cycle.  This assumption however, may not 
be valid for dynamic excitation.  However, the ability of material parameter based 
models like the one described above to predict material behavior is clearly quite good.  
What is needed in the case of dynamic FSMA excitation is a simple, parameter based 
model that takes into account the operating frequency in order to predict the strain 
response for a wide range of mechanical loading.  This sections details the 
development of a low-frequency model derived from the experimental measurements 
of NiMnGa performed in Chapter 4.  The model relies on a distinct set of material 
parameters so that it can represent actual material behavior and includes excitation 






5.5.1 Formulation of the Low-Frequency Model 
 
The proposed model must predict the induced strain-magnetic field behavior of 
the NiMnGa for dynamic excitation and varying levels of constant preload.  Four, 
physical parameters, determined from experimental measurements were used to 
characterize the model.  Each of the four parameters are functions of both stress and 
excitation frequency.  To ensure that the model retained the ability to realistically 
capture the material behavior, care was taken to choose parameters that have physical 
meaning and could be measured experimentally.  Consider a typical strain-field curve 
for NiMnGa (Figure 5.13).  The first parameter, remnant strain, εR, was identified as 
the cross-over point between the positive and negative half cycles of excitation.   
Physically, remnant strain is the magnitude of strain remaining in the specimen when 
the magnetic field reaches zero during one cycle.  The second parameter, Bc, is 
known as the activation field parameter.  This parameter represents the activation 
field required to induce twin boundary motion for an increasing magnitude of 
magnetic field.  A third parameter was determined from the slope of the induced 
strain-magnetic field curve for an increasing magnitude of field.  The apparent slope, 
KεB, was assumed to be constant for increasing and decreasing magnitudes of 
magnetic field.  Finally, a peak strain at magnetic saturation or peak saturation strain 
parameter was defined.   The peak saturation strain, εsat, represents the magnitude of 
induced strain measured at the peak magnetic field.  All four parameters, εR, Bc, KεB, 
and εsat, are shown in Figure 5.13.  Note that these parameters are functions of both σ 
and excitation frequency (fex). 




      ),( exC ffB σ=                                          (5.44b) 
),( exB ffK σε =                                          (5.44c) 
),( exsat ff σε =                                          (5.44d) 
To completely define the apparent shape of the material behavior, three additional 
points were required.  These points B1, B2, and B3 are also depicted in Figure 5.13 
and are determined from the four model parameters.  Effectively, these three points 
are dependant parameters.  B1 is similar in nature to a coercive field.  In other words, 
it represents the magnitude of magnetic field required to remove the remnant strain.  
Although not related to the actual coercive field property of NiMnGa, B1 is 
nevertheless similar in character.  The next point, B2 represents the magnetic field at 
which the peak saturation strain is achieved for an increasing magnetic field 
magnitude.  The final point, B3 represents the magnetic field at which the restoring 
force begins to overcome the effect of the applied field thereby inducing twin 
boundary motion. At B3 stress preferred twins begin to grow at the expense of field 
preferred twins therefore beginning the process of strain recovery.  Basically, B3 
represents the activation of twin boundary motion for a decreasing magnetic field 
magnitude. 
Strain was calculated over discrete number of magnetic field steps by 
implementing a series of linear functions where the independent variable B represents 
the magnetic field.  The parameters, εR, KεB, BC, and εsat are functions of both stress 
and excitation frequency.  The piecewise linear model was defined in the following 
manner for the positive half cycle of magnetic excitation. 




 If B < B1 then ε = εR - KεB(B) 
 If B1 < B < BC then ε = 0 
 If BC < B < B2 then ε = KεB(B – BC) 
 If B > B3 then ε = εsat 
For 0<′B ,                                                                                                              (5.46) 
 If B > B3 then ε = εsat 
 If 0 < B < B3 then ε = εR + B(KεB) 
A similar set of relations was developed to model the material behavior over the 
negative half cycle of magnetic excitation. 
5.5.2 Dynamic Model Parameter Identification 
The aim of the proposed dynamic model was to provide a reliable analytical tool 
with the ability to predict the dynamic strain response for a specimen of NiMnGa 
acting under an AC magnetic field.  Based on the information obtained from the 
dynamic characterization of the material, this model must necessarily be a function of 
pre-stress and excitation frequency.  After the dynamic behavior of the FSMA was 
characterized, four model parameters were identified.  These parameters include 
saturation strain, εsat, remnant strain, εR, zero-strain field, BC, and the slope of the 
field induced strain KεB.   
  Figure 5.14 shows the behavior of the peak saturation strain, εsat, as a function of 
pre-stress for both 1 Hz and 2 Hz excitation frequencies.  The data appeared to 
suggest a ‘bell curve’ trend with a maximum value of 5.1% occurring for 1.5 MPa of 
constant stress.  For stresses below 0.8 MPa, the peak stain achieved by 1 and 2 Hz 




showing a consistent 0.4% difference in peak strain between the two excitation 
frequencies and the trendline.  Because only two excitation frequencies were studied, 
it was concluded that the effect of excitation frequency on this parameter could not be 
reliably determined.  In the future, a more rigorous and thorough study of the effect of 
frequency on the peak strain is necessary to validate the model over a larger 
bandwidth.  In Figure 5.15, the average peak strain for the 1 and 2 Hz excitation 
frequencies is shown.  Although significant variation exists for larger magnitudes of 
constant stress (between 0.8 MPa and 1.4 MPa), the behavior of the εsat parameter 
showed a clear trend and provided a reasonable estimation of the peak strain.  A third 
degree polynomial was fit to the data and the following equation was used to predict 
εsat: 
( ) 02.297.845.1604.60, 23 +−+−= σσσσε sat                          (5.47) 
where σ represents the magnitude of constant stress. 
The effect of preload on the remnant strain, εR, is shown in Figure 5.16.  For each 
case observed, εR showed a strong dependence on stress.  The characteristic shape of 
the data also followed a bell curve trend. For 1 Hz excitation, the peak remnant strain 
was 0.5% for a 1.17 MPa constant stress.  For 2 Hz excitation, the peak remnant 
strain was 1.1% for a 1.42 MPa constant stress.  This behavior suggested that not only 
does this parameter show a strong dependence on stress but also a pronounced 
dependence on excitation frequency.    However, it is unusual to observe a 100% 
increase in strain this material as a result of a 1 Hz increase in the excitation 
frequency.  A physical reason for this behavior could not be determined especially 




Furthermore, a significant level of uncertainty exists in these measurements 
especially for stresses below 0.8 MPa.  Below this stress level, the standard deviation 
in the 1 Hz and 2 Hz data was 0.040% while the standard deviation in the data sets 
above 0.8 MPa was 0.030%.   Below 0.8 MPa a 0.040% standard deviation 
constitutes a significant variation in the data.  The source of this uncertainty however, 
was most likely not related to the actual material behavior but rather a result of the 
testing environment.  The magnitude of this parameter translates into a measurement 
of no more than 0.17 mm. This is close to the precision of the test equipment and 
therefore very sensitive to experimental error.  As a result, a significant level of 
variation was expected.  As in the case of the peak saturation strain parameter, since 
only two excitation frequencies were observed, a meaningful trend between remnant 
strain parameter and excitation frequency could not be determined.  Therefore, the 
data sets for the 1 Hz excitation frequency were averaged with the data sets of the 2 
Hz excitation frequency to determine a relationship between remnant strain and 
recovery stress.  The following third order polynomial was used to predict the 
remnant strain for 1 Hz and 2 Hz excitation frequencies: 
             ( ) 81.005.431.644.20, 23 +−+−= σσσσε R                             (5.48) 
where σ is the magnitude of constant stress. 
Figure 5.17 shows the relationship between KεB and stress.  Just as in the case of 
the peak saturation strain parameter, KεB appeared to have a strong dependence on 
stress and was relatively independent of excitation frequency.  Similarly, the largest 




MPa.  However, despite the level of variation, the data suggested a clear trend.  To 
model this parameter, the following third order polynomial was implemented:   
( ) 25.152.400.2092.80, 23 +−+−= σσσσεBK                          (5.49) 
where σ is the magnitude of constant stress. 
The zero-strain field, BC, is shown in Figure 5.18.  Although the data for the 1 Hz 
excitation appears to suggest a dependence on stress, this conclusion would be 
inaccurate.  It was observed that the data for this parameter showed a pronounced 
level of variation, as much as 0.07 T for some data points.  This was especially true of 
the 1 Hz case.  The average value of the 1 Hz case was 0.584 T with a standard 
deviation of 0.062 T.  The average value of the 2 Hz excitation case was 0.643 T with 
a standard deviation of 0.026 T.  Although the level of precision in the 2 Hz data was 
clearly higher than that of the 1 Hz data, it was decided that the level of variation 
between the data points was small enough to allow both sets of data to be represented 
as constants equal to the average value of the data set.  In other words, it was assumed 
that the value of BC was independent of stress.  This supposition qualitatively 
appeared to be the case in the 2 Hz data whose relatively flat curve clearly suggested 
that BC was independent of stress.  Furthermore, because of the limited range of 
frequencies investigated, it could not be concluded that this parameter had a 
pronounced dependence on excitation frequency.  Additional tests including a larger 
range of excitation frequencies may establish a relationship between excitation 
frequency and the BC parameter but in context with the current work, the value of this 
parameter was assumed to be constant.  The average value of the combined data sets 




Therefore, the activation field parameter BC was represented as a constant according 
to eq. (5.51). 
623.0=CB                                                (5.50) 
 Parameter identification yielded an unexpected result.  Although the model 
was formulated with two independent variables in mind (excitation frequency and 
recovery stress) each of the four parameters was determined to be a function of 
recovery stress only.  However, it cannot be concluded that excitation frequency does 
not have any effect on the material strain response because the range of frequencies 
tested was small.   Based on the experimental data, it can only be concluded that for 
low frequencies (< 2 Hz) the strain response is a function of recovery stress only.   
5.6 Dynamic Model Validation 
Once the model parameters were identified, the dynamic model was implemented 
and compared to experimental data.  For a given level of constant stress and 
excitation frequency, the four model parameters were calculated.  Based on these 
values, the points B1, B2, and B3 were determined from linear functions. Constant 
recovery stresses ranging from 0.33 MPa to 1.5 MPa were examined.  To highlight 
the performance of the analytical model, three levels of constant stress, 0.42, 1.0, and 
1.5 MPa were considered. 
In Figure 5.19, the analytical model was compared to the experimental data for 
the case of 0.42 MPa constant stress at 1 Hz excitation in 5.19(a) and 2 Hz excitation 
in 5.19(b).  Considering Figure 5.19(a), it was concluded that the model showed good 
correlation with the data as the magnetic field increases in magnitude.  Furthermore, 




saturation strain function was shown to be precise for stresses below 0.8 MPa, this 
result was expected.  However, the correlation between the analysis and the data 
began to degrade when the magnetic field began decreasing in magnitude.  The 
assumption of a constant KεB also did not appear to apply in this instance, therefore 
the point B3 was not correctly predicted. As a result, the model over-predicted the 
hysteresis in the strain-magnetic field loop.  Figure 5.19(b) shows similar trends at 2 
Hz excitation.  In this case, two sets of data are presented in order to show the 
variation in material behavior for the same testing conditions.  Although there was a 
slight variation in the peak saturation strain between the two data sets, the analytical 
model still appeared to be a good prediction of material behavior.  Generally, the 
analytical model seemed to capture the form of the dynamic behavior of the material 
for stresses below 0.8 MPa. 
Figure 5.20 compares the model to the experimental data for the case of a 1.0 
MPa constant stress and 1 Hz excitation in 5.20(a) and 2 Hz excitation in 5.20(b).  In 
contrast to the data shown in Figure 5.19, the accuracy of the model varies 
significantly between the 1 Hz and 2 Hz cases.  The model in Figure 5.20(a) under-
predicts the strain-magnetic field response for an increasing field and over-predicts 
the strain-magnetic field response for a decreasing magnetic field magnitude.  
Although the model accurately predicts the remnant strain in this case, the amplitude 
of the strain response is not well modeled.  Once again, these discrepancies are traced 
to the behavior of the model parameters.  For 1.0 MPa, there are large variations in 
the peak saturation strain which act as a significant source of error in the model.  




excitation case shown in Figure 5.20(b), the analysis showed a good correlation 
between the experimental data for an increasing magnitude of field and a reasonably 
accurate prediction of the peak saturation strain, εsat.  However, just as in the case of 
0.42 MPa constant stress, the data were not well modeled for a decreasing field 
magnitude.  The reason for this discrepancy was traced to the assumption of constant 
KεB.  While in the 1 Hz excitation case, this assumption appeared valid, it did not 
seem to apply to the case of the 2 Hz excitation.  This dissimilarity in the predicted 
slope caused significant over-prediction in the hysteresis of the response.  
Finally, Figure 5.21 provides a comparison between the proposed model and the 
experimental data for the case of a 1.5 MPa constant stress.  The predictions for both 
1 Hz excitation (Figure 5.21(a)) and 2 Hz excitation (Figure 5.21(b)) correlate with 
the test data.  In Figure 5.21(a), even though the analysis continues to under-predict 
the material behavior for an increasing magnetic field magnitude and over-predict the 
material behavior for decreasing magnetic field magnitude, the error is significantly 
smaller than the two previous cases presented in Figures 5.20(a) and 5.19(a).  In 
addition, the amplitude of the strain response was reasonably estimated and the 
analysis seemed to yield an accurate estimation of the remnant strain.  Furthermore, 
the assumption of a constant KεB for field both increasing and decreasing in 
magnitude appeared to be valid.  The case of 2 Hz excitation depicted in Figure 
5.21(b) also shows encouraging results.  Peak saturation strain and remnant strain 
parameters follow the experimental data.  Although the actual material behavior was 
still over-predicted for a decreasing magnetic field magnitude, the analysis and 




magnitudes.  Similar to the case of 1 Hz excitation, the data presented in Figure 
5.21(b) also appeared to support the validity of a constant KεB assumption. 
In summary, the model provided good predictions for very low (σ < 0.6) and very 
high (σ >1.33 MPa) levels of constant stress.  This result was expected because the 
individual model parameters show the least uncertainty in these stress regions.  One 
of the key issues to resolve is the over-prediction of material behavior for a 
decreasing magnetic field.  This problem can be traced back to the assumption of a 
constant KεB for both increasing and decreasing magnetic field magnitudes.  Although 
this assumption appeared to be valid at high levels of constant stress, at low levels, 
the slope for the increasing field was always greater than the slope of the decreasing 
magnetic field magnitude.  As a result, the hysteresis predicted in the induced strain-
magnetic field curves was much larger than the actual material behavior. 
5.6.1 Low Frequency Model Evaluation 
Although the model clearly requires further refinement to improve its accuracy, it 
does provide a reasonable prediction of material behavior while retaining the quality 
of straightforward implementation in addition providing physical insight into the 
actual material behavior.  Even at it’s least accurate (for the stress region 0.7 MPa > σ 
> 1.33 MPa), the model is still able to track the material behavior, indicating its 
viability as a potential analytical approach. 
Discrepancies between the dynamic model and experimental data for intermediate 
levels of stress arise from scatter in the measured behavior of the model parameters.  
It was concluded that further investigation into the behavior of the material 




improve the accuracy of the analysis.  Although the model is currently constrained to 
low frequencies, the results are encouraging, and suggest further consideration as a 
potential approach for dynamic modeling of FSMA. 
5.6.2 Low Frequency Model Limitations 
Despite that a reasonable correlation exists between the calculated results and the 
test data, there are several issues that must be addressed in order to further improve 
the accuracy of the dynamic model.  First, the accuracy of the model was highly 
sensitive to the measurement of the model parameters.  Error in these measurements 
was directly transferred into the model.  For moderate levels of stress, where the most 
experimental error was apparent, the model clearly demonstrates this supposition.  
Great consideration must be directed to ensuring, reliable measurements of the 
material constants in order to maintain a reasonable level of accuracy in the analytical 
results.  Second, the apparent slope assumption for increasing and decreasing 
magnetic fields was not always correct.  For example, the slope of the strain response 
at low stresses for an increasing magnetic field was generally much greater than the 
slope for a decreasing field.  The current model assumes that the apparent slopes for 
increasing and decreasing magnetic fields are equal.  For these stress levels, this 
assumption can lead to large over-predictions of strain when the field decreases in 
magnitude over the magnetic excitation.   Next, dynamic tests were limited to low 
excitation frequencies.  A full characterization of the material behavior over a more 
useful range of excitation frequencies (DC to 200 Hz for example) is necessary in 
order to improve the viability of the model.  Because of the limited sample size, few 




Finally, the model in its current form does not include recovery stresses above 1.5 
MPa.  As a result, the model suggests that the induced strain always increases with 
recovery stress.  The preliminary dynamic tests described in section 4.1 showed that 
beyond a certain optimum recovery stress, the induced strain began to actually 
decrease as recovery stress was increased.  If the model in its current form were to 
attempt to predict the strain response for recovery stresses beyond 1.5 MPa, it would 
yield an inaccurate result.  What is required are tests involving stress levels beyond 
1.5 MPa in order to capture the behavior of the material when the influence of 






a) Young’s Moduli for 6 kOe applied field 
 
b) Young’s Moduli for various applied magnetic field 
Figure 5.1. Measurements of the field preferred (EH) and stress preferred (EF) 
















Figure 5.3 Measurement of the stress influence coefficients Cs and Cf from the critical 








Figure 5.4 Measurement of the fundamental critical stresses Fcr,s and Fcr,f from the 











Figure 5.5 Measurement of the fundamental threshold fields Hs and Hf from the 























Hs 1.0 - kOe 
Hf 3.5 - kOe 
σcr,s 0.284 0.092 MPa 
σcr,f 0.902 0.291 MPa 
Cs 0.452 0.023 MPa/kOe 
Cf 0.488 0.029 MPa/kOe 
Eσ 820 16.59 MPa 
EH 450 17.01 MPa 
εL 5.8 0.04 % 
 

























Figure 5.6 Comparison between analytical model and experiment for 0 kOe applied 








Figure 5.7 Comparison between analytical model and experiment for 5 kOe applied 









Figure 5.8 Comparison between analytical model and experiment for 2 kOe applied 







Figure 5.9 Comparison between analytical model and experiment for 6 kOe applied 









Figure 5.10 Effect of linearized model parameters on comparison between analytical 


















Figure 5.12 Comparison between experimental data and revised quasi-static model 







Figure 5.13 Typical strain dynamic strain response for 2Hz excitation and 1.42 MPa 



















































































b) 2 Hz excitation 
 
Figure 5.19 Comparison between low frequency model and experimental data for 











b) 2 Hz Excitation 
 
Figure 5.20 Comparison between low frequency model and experimental data for 1.0 












b) 2 Hz Excitation 
 
Figure 5.21 Comparison between low frequency model and experimental data for 1.5 





Chapter 6: Design of NiMnGa TEF Actuators 
 
The design of NiMnGa actuators for use on a trailing edge flap system for 
rotorcraft is the focus of this chapter.  While previous chapters have been directed 
towards exploring the capabilities of the material itself, this chapter looks at the 
combination of the NiMnGa material and the magnetic circuit.  One of the main 
themes of this chapter is the importance of the magnetic circuit.  Most of the chapter 
is devoted towards developing an understanding of the phenomenon of magnetism in 
order to arrange the underlying principles into a set of actuator design tools.   
In a practical sense, the majority of design effort will be directed towards the 
development of a compact, magnetic circuit capable of delivering the appropriate 
magnetic conditions to activate the NiMnGa element.  The analysis presented here is 
intended to provide an acceptable estimate for parameters of a FSMA trailing edge 
flap actuator at the conceptual stage.  A more detailed approach involving a higher 
level of analytical rigor, especially on the optimization of the magnetic circuit, is 
required to move from the conceptual to prototype stage.  The main goal was to 
highlight the major design issues and to provide an understanding of the difficulties 
and trends associated with this particular actuator design problem. 
The first section is primarily concerned with the development of the concept of 
magnetic circuits, discussing fundamental coil design principles and power 
requirements.  A review of the basic concepts of magnetism useful for the design of 




constitutive relations is defined for the purpose of providing an estimate of the 
transduction efficiency of NiMnGa.  Section three provides a description of the step-
by-step actuator design approach.  In this section a conceptual, NiMnGa actuator is 
designed and optimized.  The chapter concludes with a brief discussion on the 
performance of the conceptual actuator.  A comparison of NiMnGa to Terfenol and 
piezoceramic materials and actuators is also included. 
6.1 Magnetic Circuits 
High permeability materials such as iron can be utilized to guide substantial 
amounts of magnetic flux through well-defined, geometrical paths.   Networks 
accomplishing this aspect are known as magnetic circuits [254].  Magnetic circuits 
are utilized in a wide variety of applications including transformers, motors, 
loudspeakers and relays.  In practice, these magnetic fields are generated by a 
network composed of a current carrying conductor wound around a high permeability 
core material of a specified geometry.  The combination of the field inducing coil and 
high permeability core focuses magnetic flux on a region of interest, typically an air 
gap or some other material volume somewhere along the flux path.  As mentioned 
earlier, magnetic and electrical circuits are closely related and therefore it is 
convenient to analyze magnetic circuits by considering an equivalent electrical 
circuit.  The following sections provide information regarding this process.   
The proceeding analysis focuses on the following magnetic circuit.  Consider the 
simple magnetic circuit shown in Figure 6.1.  The circuit consists of a coil of N turns, 
carrying a current I, wound over a core.  The core serves as the circuit’s flux return 




effect of the corners is neglected in this simplified example.  At a point along the flux 
path a small air gap of length lg has been cut.  The primary goal of this simple 
magnetic circuit is to produce a desired flux density across the air gap.  To further 
simplify the analysis, the effects of magnetic ‘fringing’ are neglected also. 
6.1.1 Magnetomotive Force and Reluctance 
Just as electric circuits rely on electric potential, or V, to generate current, 
magnetic circuits rely on magnetomotive force (mmf) to generate flux.  Essentially, 
magnetomotive force is the quantity of magnetic field force or “push” and is 
analogous to voltage in electrical circuits.  MMF is dependant on both coil geometry 
and magnitude of current within the conductor.  The following equation can be used 
to quantify mmf (Vm): 
NiVm =                                                   (6.1) 
where N is the number of turns in the coil and i is the magnitude of current flowing 
through the coil.  The units of mmf are Ampere-turns or Amp-turns. 
The magnetic circuit can be analyzed by implementing a form of Ampere’s law 
which states: 
ggffm lHlHNiV +==                                      (6.2) 
where the subscripts ‘f’ and ‘g’ refer to the flux return path and air gap respectively.  
Realizing that magnetic flux Ф, is analogous to electric current, it follows that the 
magnetic flux is conserved throughout the magnetic circuit and therefore constant at 
any cross section.  Or in other words: 




Furthermore, since the flux path maintains a constant cross-sectional area: 
BBB gf ==                                              (6.4) 
Substitution of eq A.23 into eq 6.2 for the air gap and flux return allows the 




















=                                         (6.6) 
Φℜ+Φℜ= gf                                          (6.7) 
where ℜ is defined as the material reluctance.  Reluctance is the quantitative measure 
of opposition to magnetic field through a given volume of space or material.  It is 
analogous to resistance in electrical circuits and has the units of Amp-turns/Wb.  It 
must be noted that reluctance is not a constant value.  Due to the dependence of 
magnetic permeability on the external field intensity, reluctance varies accordingly.  




=ℜ                                                      (6.8) 
where L is the length of the volume, A is the cross sectional area and µ is the 
volume’s magnetic permeability.  
6.1.2 Ohm’s Law for Magnetism 
It has been stated that there exists an analogy between electrical and magnetic 
quantities.  As long as magnetic flux is confined to a flow within a well-defined path, 




that is required is to identify the sources of mmf and determine the reluctances of the 
flux path.   
An equivalent Ohm’s law for magnetism may be defined.  The sum of all mmf 
drops across the reluctances of the entire path is zero.  Based on this magnetic 
equivalent to Ohm’s law, the magnetomotive force (mmf) in a well-defined path can 
be expressed as: 
Φℜ=mV                                                         (6.9) 
In Figure 6.2, the equivalent magnetic circuit is shown.  If the core material was 
composed out of low carbon steel, then µf is approximately 1000 times greater than 
µg.  This means that almost all of the mmf is dropped across the air gap. 
There are a few limitations about the magnetic equivalent of Ohm’s law that 
should be noted.  In eq. 6.9, the permeability of the core material is assumed to be 
constant.  In reality, the permeability of the core changes depending on the level of 
flux passing through the cross-sectional area.  These changes can be compensated for 
if the B-H curve of the material is known.  However, if a non constant µf is assumed, 
then the magnetic equivalent of Ohm’s law is nonlinear. 
6.1.3 Power Consumption and Eddy Current losses 
To determine the power consumption of a NiMnGa based actuator, the effective 
impedance of the system must be determined.  This impedance of the system consists 
of an electrical impedance of the coils and the mechanical impedance of the actuator 
and load.  The mechanical impedance is associated with the output work of the 




the magnetic excitation field.  As the case with most smart actuators, the requirements 
of the power supply are determined by the electrical impedance of the coil.   
Ideally, the electrical impedance of the coil consists of two parts.  The first part of 
the impedance represents the finite resistance of the wire used in the windings of the 
coil.  The second part of the impedance arises from the inductance of the coil.  This 
component of the impedance is frequency dependent.  Because large magnetic fields 
are required to actuate the NiMnGa element, the current within the coil must also 
necessarily be large.  It is not uncommon for an actuator to require a coil current on 
the order of 2 to 3 amperes in order to maintain the necessary level of field across the 
FSMA element.  One way to reduce the current requirement for the coil is to increase 
the number of turns in the coil.  However, using this approach increases the 
inductance related impedance of the coil which dominates at high operating 
frequencies.  Since the inductance of most FSMA based actuators is large, the power 
supply must be able to deliver high voltages, especially at high actuation frequencies. 
The electrical impedance of the a coil, Z, at an excitation frequency ω, can be 
expressed by the following relation: 
LjRZ l ϖ+=                                          (6.10) 
where Rl is the resistance of the coil windings and L is the inductance of the coil.   
The resistance of the coil windings results in ohmic heating losses and is given by the 
following equation: 
lcheat RiP
2=                                                 (6.11) 
where ic is the total current passing through the coil.  The voltage required for a given 





LRiV lcl ϖ+=                                            (6.12) 
Clearly, eq 6.12 shows the frequency dependent nature of the required voltage.  
For a constant voltage (supplied by the power supply), as the operating frequency is 
increased, the effect of the inductance is to reduce the level of current within the 
coils.  Therefore, if the voltage supplied by the power supply is not increased along 
with operating frequency, the level of magnetic field generated by the coil will drop.  
The inductance of the field generator is a major limiting factor in NiMnGa actuator 
design.  In order to design an actuator capable of operating at a useful operating 
frequency, the requirements of the power supply are often quite high.  Although the 
FSMA material may be capable of high-frequency operation, the power requirements 
required to generate a sufficient magnetic field at that operating frequency are 
difficult to achieve. 
In addition to ohmic losses in the coil, another major source of power loss is due 
to eddy currents. Eddy currents arise from the effect of an alternating magnetic 
induction within a conductive medium, like iron.  The time varying flux, generates an 
electromotive force (emf) around the cross section of the core as per Faraday’s law.  
The magnetic fields generated by these currents oppose the change in flux density.  In 
general, eddy currents are undesirable in FSMA actuator design because they produce 
additional ohmic (I
2
R) losses.  Because of their high conductivity, ferromagnetic 
materials are especially susceptible to eddy current losses.  Figure 6.3(a), shows a 
schematic representation of eddy currents in a solid core. 
One way to reduce the effect of eddy currents is to manufacture the core out of a 




separates each lamina, the effect of eddy currents is significantly attenuated.  Because 
of the layer of insulation, eddy currents are allowed to flow within the lamina but not 
between them.  Since the induced emf in each lamination is proportional to the cross-
sectional area and the resistance is proportional to the perimeter, the dissipated power 
is reduced.  For a thin lamination, halving the width doubles the resistance and halves 
the current without altering the length of the current path.  Figure 6.3b illustrates the 
phenomena of eddy currents in a laminated core.  In general, eddy current losses are 
inversely proportional to the square of the number of laminations.  In iron, eddy 
current losses are generally between 1 and 8 Watts per kilogram at 50 Hz and 1.5 T 
for good transformer steel.  One minor drawback to using a laminated core is that the 
permeability of the core is slightly reduced. However, the reduction of magnetic 
permeability does not overshadow the significant reduction in eddy current losses. 
As an example, consider Figure 6.4 which depicts a lamina if thickness h, width b, 
and length l [253].  The lamina is placed in a sinusoidally varying magnetic inductive 
field B, aligned perpendicular to the x-y plane.  It is assumed in this analysis that 
eddy currents do not affect the level of flux density and the magnetic permeability of 
the lamina material is constant.  The magnitude of the inductive field is expressed as: 
tBB ωsin0=                                                (6.13) 
where B0 is the amplitude and ω is the circular frequency (rad/s).  The changing 
magnetic induction produces a voltage in the laminate that results in a flow of current.  
Consider an elemental piece of the lamina of thickness h, width dz and length dx.  A 




loop extending across the entire cross-section of the lamina depicted in Figure 6.4.  






==                                        (6.14) 







cos2 0−=−=                                (6.15) 
Therefore, the power dissipated in the element as a function of time is given by: 












==                          (6.16) 















=                                            (6.18) 
The power dissipation per unit volume is determined by dividing the preceding 
equation by the volume of the element, h dx dy.  The result indicates the eddy current 





0 hBPd =                                                 (6.19) 
Based on the result in eq (6.19), it is clear that the eddy current losses are also 
inversely proportional resistivity of the lamina material and directly proportional to 




eddy current losses is to design a flux return patch consisting of many thin lamina of 
high resistivity. 
6.2 Constitutive Relations and Coupling Coefficient, k 
FSMA materials, like all active materials, are essentially energy conversion 
devices.  NiMnGa actuators convert magnetic energy into mechanical energy.  The 
coupling coefficient, k is a measure of the efficiency of this energy conversion.  This 
section focuses on defining and measuring k for NiMnGa FSMA. 
6.2.1 Constitutive Relations and the Calculation of k  
In Chapter 2, it was shown that the mechanism of field induced strain in NiMnGa 
is a non-linear function of the applied magnetic B-field.  In fact, the relationship 
between the B-field and the induced strain can be expressed as a quadratic function.  
If the FSMA material is operated about a bias point, the induced strain can be 
assumed to vary linearly with the applied field.  In this region, a set of linear 
constitutive relations can be written to model the behavior of the material.  These 
relations are similar to those for piezoelectric materials [114, 214].  The linear 
coupled magneto-mechanical constitutive relations for a one dimensional FSMA 
material are: 
dHs
H += σε                                                 (6.20) 
HdB σµσ +=                                                (6.21) 
where d (m/A) is the magneto-mechanical coupling coefficient corresponding to the 
slope of the linear region of the ε-H curve, and µ
F
 is the magnetic permeability of the 
material at constant stress, corresponding to the slope of the B-H curve, s
H




compliance of the material along the direction of strain at a constant field intensity 
[222, 257].  There are three fundamental assumptions ascribed to these equations.  
The first, which has already been stated, assumes that the operation of the transducer 
is linear.  Despite the fact that magnetic shape memory induced strains are non-linear 
in nature, it can be assumed that for small signal levels, approximately one third the 
maximum strain capability of the NiMnGa, eq (6.20) and eq (6.21) provide 
reasonable, linear approximations.  The second assumption equates the magneto-
mechanical coupling term ‘d’ in eq (6.20) to the magneto-mechanical coupling term 
‘d’ in eq (6.21).  Strictly speaking, these quantities are not equal.  One represents the 
derivative of B with respect to stress at constant field strength (H), while the other 
represents the derivative of the strain, ε, with respect to the field strength (H) with the 
stress held constant.  Although this assumption simplifies the coupled equations, it is 
often a poor approximation of the coupling term.  Nevertheless, this approach 
provides a reasonable starting point to the analysis of a NiMnGa actuator.  Finally, it 
is assumed that the quantities F (stress), ε (strain), H and B are uniform throughout 
the NiMnGa element.  
To determine the coupling coefficient, consider eq (6.20) and eq (6.21).  H may 
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H +−= 21                                    (6.25) 





2 =                                                        (6.26) 
Alternatively, coupling coefficient can be estimated by the ratio of strain and 












                                                (6.27) 
As a consequence of eq (6.27), the magneto-mechanical coupling coefficient is 
basically an estimate of the energy conversion efficiency (transduction efficiency) of 
the material.  This value places an upper bound on the magnitude of the mechanical 
power output of an NiMnGa actuator for a given magnetic input. 
6.2.2 Measuring the Coupling Coefficient, k, in NiMnGa  
In section 6.3.1, the coupling coefficient for NiMnGa was defined.  Not only does 
the coupling coefficient provide an estimate of the efficiency of the actuator material, 
but it can also provide a means with which to compare NiMnGa with other active 
materials.  This section focuses on measuring the coupling coefficient of NiMnGa 
from experimental data.  Three quantities must be determined in order to calculate the 
value of k:  the magneto-mechanical coupling term, d, the material compliance for 
constant field intensity, s
H






The material compliance was determined from data obtained from the quasi-static 
constant drive current testing detailed in section 3.5.  For each applied field, the 
Young’s modulus of material was measured.  As an example, consider the stress-
strain curve for a constant applied field of 8 kOe shown in Figure 6.6. The 
compliance of interest occurs over the transition region representing the twin 
boundary motion and subsequent induced strain of the FSMA.  The modulus in this 
transition region, Et, was measured for all applied fields.  In Figure 6.7, the transition 
modulus as a function of the applied field intensity is shown.   For applied fields 
below 2 kOe, the transition modulus appeared to be linearly related to the applied 
field.  Beyond 2 kOe, this modulus was assumed to have a constant value.  In order to 
best represent the capabilities of the FSMA material, the transition modulus, Et, was 
estimated to be the average value between 2 kOe and 9 kOe.  However, it was noted 
that since the standard deviation of the transition modulus in this region was 
significant (on the order of 2.45 MPa), implying that there exists a degree of 
uncertainty in this measurement.  But in the context of this first order approximation, 
this level of uncertainty was deemed acceptable.  The experimentally determined 
value for Et was: 
MPaEt 97.26=                                            (6.28) 









=                                                    (6.29) 
The magneto-mechanical coupling term was determined from the dynamic 
constant load tests detailed in section 4.3.2.  First, the strain response had to be 




magnitude of the coil current for each case of constant stress testing was measured 
and multiplied by the number of turns in the coil and divided by the coil length as per 
eq. (A.14).  This was done in order to determine the actual field intensity generated 
by the coil thereby directly relating the strain response to the magnetic energy 
delivered to the NiMnGa material.  Figure 6.8 shows the strain response as a function 
of the applied field intensity for varying levels of constant stress and 1 Hz excitation 
frequency.  To measure the magneto-mechanical coupling coefficient, the slope of the 
strain response was measured and is denoted on Figure 6.8 as ‘d1’.  However, it was 
noted that according to the data presented in Figure 6.8, the value of ‘d1’ is not 
constant for all stress levels.  In fact, below 0.917 MPa, the value of ‘d1’ appeared to 
vary according to the level of applied stress.  Figure 6.9 shows ‘d1’ as a function of 
applied stress.  Based on this data, ‘d1’ appears to be quadratically related to the 
constant recovery stress below 0.917 MPa and constant above 0.917 MPa.  For the 
purposes of estimating the magneto-mechanical coupling, the value of ‘d1’ above 
0.917 MPa was used.  
( )AmEdd 07703.11 −==                                 (6.30) 
The final term required for calculating the coupling coefficient is the magnetic 
permeability for constant stress, or µ
F
.  Because it was not possible to directly 
determine this value from experiment, the permeability was obtained from the 
manufacturer, Adaptamat [135].  The manufacturer lists the relative permeability (µr 
value) as ranging from 1.5 to 40.  The relation of B to H in a magnetic circuit and its 
components is not constant, therefore the magnetic permeability of the FSMA 




result, both cases were included in the calculation of the coupling coefficient in order 
to illustrate the impact of magnetic permeability on the calculation.  Furthermore, this 
approach will serve a means to provide an upper and lower boundary for the value of 
the coupling coefficient. 
To quantify the coupling coefficient for NiMnGa, the experimentally determined 
parameters were substituted in eq (6.26) and solved for k.  In Figure 6.10, the 
magnitude of k is shown as a function of the constant recovery stress.  Two cases, one 
associated with a relative permeability of 1.5 and one associated with a relative 
permeability of 40 are shown.  As expected, the behavior of k shares the same 
characteristic behavior of the magneto-mechanical coupling term d.  The maximum 
value of k for both values of permeability occurs for recovery stresses above 0.917 
MPa.  Furthermore, as the magnetic permeability increases, the magnitude of the 
coupling coefficient decreases.  Assuming that k is measured for a constant recovery 
stress greater than or equal to a 0.917 MPa, the range of the coupling coefficient is as 
follows: 
( ) ( )5.140 644.0125.0 == >> σσ µµ k                                   (6.31) 
One of the reoccurring themes evident in the behavior of NiMnGa is that many of 
its properties are dependent on the level of recovery stress.  The coupling coefficient 
was also shown to be a strong function of the recovery stress.  This result further 
highlights the importance of being aware of the recovery forces acting on the FSMA 
element when designing actuators.  Furthermore, it was interesting to note that 
increasing the relative magnetic permeability of the material effectively decreases the 





6.2.3 Coupling Coefficient, Permeability and NiMnGa Magnetic Circuits.  
One of the main disadvantages of NiMnGa is associated with the large magnetic 
fields (B-field) required to induce twin boundary motion.  As a result, when designing 
FSMA actuators, it is necessary to optimize the magnetic circuit for flux generation.  
Consider a magnetic circuit (shown in Figure 6.11) containing a flux return path, air 
gap, and NiMnGa element each associated with a reluctance fℜ , gℜ , and fsmaℜ  
respectively.  To activate twin boundary motion, the FSMA element requires a flux 
density Bact.  In order to examine the effect of permeability on efficiency and required 
power, two magnetic permeabilities will be considered σµhigh and 
σµ low  where 
σσ µµ lowhigh >> . 





=Φ                                        (6.32)  
To simplify the analysis, it is assumed that the air gap is very small.  Since the 
relative permeability of air is much smaller than iron, (typically µr = 1000-3000 for 
iron and µr = 1 for air) the reluctance of a large air gap will potentially be three orders 
of magnitude larger than the reluctance of the iron core.  In order to compensate for 
this difference in relative permeability, the length of the air gap must be at least 5-6 
orders of magnitude smaller than the length of the flux return path.   This will be 
necessary in order to ensure that the reluctance of the air gap is several orders of 




reasonable to assume that the reluctance of the air gap in eq (6.55) becomes 
negligible when compared to the reluctance of the flux return path and the FSMA 




=Φ                                            (6. 33) 
Substituting eq (A.24) and the required flux for twin boundary activation of the 







=                                             (6.34) 
where ireq represents the magnitude of required coil current and N the number of turns 
in the coil (a fixed parameter).  Solving eq (6.34) for i allows the required coil current 







i ℜ+ℜ=                               (6.35) 
where N, i, Afsma, and Bact are constants. 
 
1)  Case 1 σσ µµ high=  
In this case, the permeability of the FSMA is large.  According to eq (6.8), a 
high magnetic permeability has the effect of reducing the reluctance of the 
FSMA.  Therefore, the required coil current, ireq, is small. 
 




In this case the permeability of the FSMA is small.  According to eq (6.8) a 
small magnetic permeability has the effect of increasing the reluctance of the 
FSMA.  Therefore, the required coil current, ireq, is large. 
  
So, for a small magnetic permeability, the required coil current to induce twin 
boundary motion is larger than the required current for a large magnetic permeability. 
Consequently, the required coil power for the small permeability case is larger than 
the case where magnetic permeability is large.  Intuitively, this result makes sense.  A 
larger magnetic permeability means that the material accepts more magnetic flux 
which in turn means that a smaller mmf is required to induce twin boundary motion.  
However this result seems to be at odds with the result determined in eq (6.31) where 
a small magnetic permeability produces higher transduction efficiency.  Based on the 
available evidence, it was concluded that although a high material permeability is 
desirable to minimize the required coil power, it also decreases the transduction 
efficiency of the energy conversion.  In other words, the design of the magnetic 
circuit for FSMA actuators may require a trade off between required power and 
efficiency.  
In practice, in order to avoid magnetic saturation in the flux path, the generation 
of large flux densities often requires the flux return paths to have sizeable cross-
sectional areas and subsequently large volumes of high permeability materials.  Given 
that high permeability materials are typically very heavy, NiMnGa based actuators 
also tend to be very heavy devices with the majority of the mass concentrated on the 




6.3 FSMA Actuator Design 
This section focuses on the design of a conceptual NiMnGa actuator for driving 
trailing edge flaps on the rotor blade of a model MD 900 Explorer helicopter.  First, a 
set of actuator requirements specific to the MD 900 rotor system are defined.  Then 
the algorithm for the coil design is outlined.  Once a conceptual design is determined, 
it will be compared to other active materials in order to assess the capabilities of an 
NiMnGa based actuator. 
6.3.1 Sizing NiMnGa Element for Trailing Edge Flap Actuator 
Based on the aeromechanics analysis presented by Shen and Chopra [136, 137] 
the following set of actuator requirements were determined. 
 
R1.  Actuator force requirement: 40-60 N 
R2.  Actuator stroke requirement:  0.5 - 2.0 mm 
R3.  Actuator size constraint:  5 cm maximum height 
R4.  Actuator bandwidth:  maximum operating frequency:  50 Hz 
 
It is important to point out the R3 exists as a physical constraint of the D-spar of 
the helicopter blade.  In the development of the conceptual NiMnGa actuator it was 
assumed that the actuator was imbedded within the D-spar.  If the actuator was 
located aft of the D-spar than the maximum height requirement may be reduced. 
The requirements R1 and R2 are used to determine the physical dimensions of 
the NiMnGa element.  To determine the cross-sectional area of the FSMA material, it 










σ                                                   (6.36) 
The force requirement defined by R1 was then substituted into eq (6.36) and 
then solved for the cross-sectional area.  The cross-sectional area was determined by 








R1                                                 (6.37) 
Once the cross-sectional area had been determined, the length and height of the 
FSMA element were determined.  It should be noted that this method of sizing the 
FSMA element was meant only as a first order approximation.  Eq (6.37) was 
developed from a linearized equation and is valid only for low signal levels 
(approximately one third the maximum strain capability.  In practice, a more rigorous 
method of sizing must be implemented in order to precisely size the NiMnGa 
element.  This first order analysis was meant to find the minimum requirements for a 
conceptual NiMnGa based actuator.   Although all of the assumptions in sizing may 
not be valid in practice, they nevertheless provide a reasonable starting point for 
actuator design. 
To calculate the length of the FSMA element, a desired induced strain of 1.7% 
was chosen.  Although the NiMnGa material was capable of 5% strain, the maximum 
induced strain could not be used in this case.  The derivation of eq (6.20) assumes that 
the FSMA element was operating in a linear region.  Because the FSMA strain 
response is nonlinear, the underlying assumption was that a linear or near-linear 
response could be achieved at low signal levels.  The linear region in this case was 




no more than one third the maximum induced strain capability. In the case of 
magnetostrictive transducers, another non-linear material, this approach yields a good 
first approximation [222].  Since R2 called for a maximum stroke of 2 mm, a total 
length of approximately 118 mm was required in order for the NiMnGa element to 
achieve the required stroke for 1.7% induced strain. 
The remaining two requirements R3 and R4 are utilized to size the entire 
actuator and calculate the required power respectively.  In Table 6.1, the NiMnGa 
element dimensions and sizing constants for the conceptual actuator are shown. 
6.3.2 Designing NiMnGa TEF Actuators 
Once the FSMA element was sized, a magnetic circuit was designed.  Using a 
spread sheet, a series of circuit configurations were calculated and then evaluated 
based on mass and power consumption.  The core of the magnetic circuit consists of a 
laminated E-frame shape of transformer grade steel.  The dimensions of the actuator 
are depicted in Figure 6.12(a) and Figure 6.12(b).  Since the core was a laminated 
structure, the eddy current losses were assumed to be small and neglected for this first 
order analysis. 
The algorithm for designing the coil and actuator dimensions consists of nine 
basic steps.  
 
1.) Calculate the cross sectional area of the flux return path.  The parameters t1 
and lc should match the corresponding dimensions of the active material plus 
an additional 10-20% to account for fringing in the air gap.  This can be 




length of the active material.  Including the fringing factor ensures that the 
field across the poles of the field generator is close to uniform.  For an FSMA 
bar of width ws and length ls: 
( ) 2/11 Fwt s +=                                       (6.38) 
( )Fll sc += 1                                             (6.39) 
 
2.) Determine the length of the solenoid lo.  The length of the solenoid is based on 
the dimension l1, which can be chosen based on other specifications such as 
overall actuator dimensions. 
( )2/11 tlklo −=                                         (6.40) 
Assume that k is between 0.6 and 0.9 to account for the gap between the poles 
or tapering of the central arms.  The gap between the faces of the middle arms 
of the E-frame is fixed by the thickness of the FSMA element, ts, with as little 
air gap as possible. 
 
3.) Estimate the required mmf.  Because the geometry of the flux return path is 
not known at this point, in this initial calculation it is assumed that the mmf 
required is dependent only upon the reluctances of the air gap and FSMA 
sample.  The effect of the flux return path is neglected for now but will be 
added in a later step to serve as a check on the initial estimate.  This 
assumption is only valid if the permeability of the flux return is large, and its 





( )saca ABmmf ℜ+ℜ=                                   (6.41) 
where Ba is the required magnetic flux density, Ac is the core cross-section 
(given by lc x 2t1) and aℜ and sℜ are the reluctances of the air gap and the 
FSMA sample respectively. 
 
4.) Assume the coil geometry.  Choose the total number of turns, Ntot, and a wire 
gauge.  From these parameters, the number of turns per layer Nt, and the 
number of layers in the coil Nl can be determined.  The remaining calculations 
are performed for several values of Ntot so that the optimum value can be 
identified.  This procedure is much simpler to implement than finding a closed 


















==                                      (6.43) 
In eq (6.42) and eq (6.43), any imperfections in winding the wire are 
neglected.  This assumption becomes more accurate as the wire diameter 
decreases. 
 
5.) Find the remaining dimensions of the flux return path.  To minimize the mass 
of the flux return, it is assumed that the coil will fill all the empty space in the 
E-frame.  Using the value of Nl, the remaining dimensions of the E-frame, t2 




12 tdNt wl +=                                         (6.44) 
wl dNtl 23 12 +=                                      (6.45) 
 
6.) Determine the electrical properties of the circuit.  Now that the geometry of 
the E-frame has been determined, the length of the wire in the coil, lw, and the 
resistance of the coil can be calculated.  In addition, since the geometry of 
both the coil and the E-frame are now known, the inductance of the coil can 
also be calculated.  The length of the wire is given by: 
  ( )242 tlNl ctotw +=                                  (6.46) 
For a wire of cross-sectional area Aw, with a resistivity ρw, and a flux return 



















                                         (6.48) 
 
7.) Determine the magnitude of the power required by the coil.  The current 
flowing in the coil iw, is determined by dividing the mmf by the assumed 





i =                                                (6.49)  
From the required current and the calculated coil impedance, the power 





wwww LRiP +=                                        (6.50) 
Note that the heat produced by the coil, Pd, is purely due to ohmic heating and 
is given by: 
wwd RiP
2=                                              (6.51) 
 
8.) Determine the mass of the magnetic field generator.  Provided that the 
densities of the material used in the flux return and in the wire are known, the 
mass of the magnetic field generator can be calculated.  The mass of the flux 



















ltlM cca ρ                           (6.52) 
wwwc AlM ρ=                                               (6.53) 
where ρc is the density of the material of the flux return and ρw is the density 
of the material of the wire.  The total mass of the magnetic field generator is: 
wctot MMM +=                                            (6.54) 
 
9.) Determine the actual mmf produced.  Now that all the parameters are known, 
the reluctance of the flux return path can be determined and included into the 
mmf calculation.  If it is small then the initial assumption is valid and the 
reluctance of the flux return can be neglected.  If the reluctance is large then it 
must be included into the calculation of mmf. Comparing the predicted mmf to 
the required mmf, in this manner gives an indication of the accuracy of the 




in the coil must be increased to compensate for the increase in mmf.  Once the 
true current in the coil is known it can be substituted into the power equation 
and the actual required power of the coil can be determined. 
 
10.) The coil impedance, required power and total mass is calculated for each 
assumed value of Ntot.  From these calculations, based on important 
requirements such as maximum driving frequency (minimum Lw), minimum 
total power, minimum heating of the coil (minimum Rw), and minimum total 
mass, the optimum coil geometry can be chosen. 
 
The following section details the choices made to select the optimum magnetic 
circuit for the NiMnGa actuator. 
6.3.3 A Conceptual NiMnGa actuator  
Once the NiMnGa element was sized, the next task was to design a magnetic 
circuit capable of meeting the actuator requirements discussed in section 6.4.1.  The 
design algorithm outlined in the previous section was used to generate coil designs.  
In order to find an optimum design, hundreds of conceptual actuators and their 
associated parameters were calculated via a spreadsheet.  The independent parameters 
of the actuator design were associated with coil geometry, i.e. the number of turns in 
the coil, N, and the wire gauge of the coil windings.  By varying both N, and the wire 
gauge, a wide range of actuator parameters could be calculated. Each actuator 
configuration was forced to conform to the R3 and R4 requirements discussed in 




meeting all the trailing edge flap system design requirements.  As a result, an 
optimum configuration could be identified by plotting specific quantities as functions 
of the wire gauge and number of turns. 
The two main considerations for the design of a conceptual NiMnGa actuator 
were required power and mass.  Both of these qualities should be made as low as 
possible for the final actuator design to maximize the performance.  Coil heating 
arising from ohmic losses should also be minimized.  As a practical consideration, 
cooling an on-blade TEF actuator would be a difficult task.  Water cooled coils are 
out of the question and forced convection within an aerodynamic surface (rotor blade) 
would be problematic.  Coil heating is not desirable for two main reasons.  First, if 
the coil generates too much heat, it can potentially damage the FSMA element by 
causing a phase transition from martensite to austenite therefore eliminating the 
magnetic shape memory properties of the material.  Second, if the coil becomes too 
hot, the insulation on the copper windings could potentially burn resulting in a short-
circuit condition, and causing coil failure.  Both problems lead to a potentially 
catastrophic failure of the actuator, therefore it was necessary to minimize ohmic 
losses. 
In Figure 6.13, the required current for achieving a 1 T inductive field was plotted 
against the wire gauge.  Based on this information, increasing the number of turns, N, 
decreases the required current in the coil.  In fact, according to Figure 6.13, doubling 
the number of turns reduces the required current by half.  This result was intuitive 
given that the mmf required to generate the desired inductive field depends on the 




configurations with the maximum number of turns should receive the most 
consideration. 
In Figure 6.14, the heat generated as a function of wire gauge and coil turns is 
shown.  For each value of N, the heat generated by the coil tends to increase as the 
wire gauge becomes smaller (increasing wire gauge).  Furthermore, for a constant 
wire gauge, coil heat increases as the number of turns decreases.  From a heat 
generation perspective, it appeared that a coil with a small wire gauge (larger wire 
diameter) and large number of turns was desired.  This supposition did not hold true 
when the actuator mass was taken into consideration.  In Figure 6.15, the total 
actuator mass as a function of the wire gauge and number of turns is shown.  As the 
wire gauge was increased, the total mass of the actuator decreased.  It was also noted 
that mass increased as the number of coil turns increased.  Therefore, in terms of 
mass, it was observed that the lightest coils were those with small wire diameter (high 
wire gauge) and low number of turns.  Clearly, there exists a trade off between heat 
generation and actuator mass.  From a practical application perspective, it was 
decided that optimizing for heat generation should take slight precedence over 
actuator mass.  Heat dissipation from a source consisting of tightly wound coils in the 
confined allowable space within a rotor blade presents a difficult technical barrier.  In 
order to ensure that the active material element does not lose its actuation capabilities 
as a result these thermal conditions, a cooling system would be required.  It was 
reasoned that any mass savings gained from sacrificing minimum heat generation 




The total power consumption of the actuator as a function of wire gauge and 
number of turns is shown in Figure 6.16.  Based on this information, power 
consumption was minimized for large number of turns and large wire diameters 
(small wire gauge). 
Since power generation and coil heating are minimized for a large number of 
turns only cases where N = 1000 were considered for the final design.  Table 6.2 
shows the relevant actuator parameters for each design configuration.  The final 
configuration was determined by evaluating the configurations as a function of wire 
diameter.  Configurations that exceeded the height constraint of 5 cm defined in R3 
were rejected.  It was decided that a wire gauge of 20 provided the best trade between 
coil heating, total mass, and required power.  The finalized actuator parameters and 
actuator specifications are shown in Table 6.3 and Table 6.4 respectively.   
 
6.4 FSMA Conceptual  Actuator Performance 
Once the conceptual actuator was designed, an approximation of the general 
performance parameters was performed.  Quantities such as power density and 
efficiency were estimated so that the actuator could be compared to other, similar 
actuator systems.   
6.4.1 Estimation and Evaluation of Performance Parameters 
The power density of the conceptual actuator was calculated.  First, the total 
power output Po, was determined from the trailing edge flap requirements (section 
6.4.1) and the following equation: 




where F was the peak value of force as prescribed by R1, D was the maximum stroke 
as prescribed in R2, and f was the operating frequency stipulated by R4.  Once the 
power was calculated, the power densities by weight (Q
w
) and by volume (Q
v
) were 
calculated by the following equations: 
aMPQ
w
/0=                                                 (6.56) 
aVPQ
v /0=                                                   (6.57) 
where Ma was the total mass of the actuator and Va was the total volume of the 
actuator. 
The overall efficiency of the actuator was also determined.  Overall efficiency 
was defined as the total output power divided by the required electrical power.  The 
equation for overall efficiency was: 
woeff PPQ /=                                                    (6.58) 
where P0 was the power output of the actuator and Pw was the total required electrical 
power to drive the magnetic circuit. 
In Table 6.5, the performance parameters of the conceptual actuator are shown.  
The power density of the actuator by volume Q
v
, was determined to be 625 kW/m
3
.  
This value was several orders of magnitude less than the power density calculated for 
the NiMnGa element (section 4.4.2).  Clearly, the power density determined for the 
actuator reflects the influence of the large magnetic circuit volume.  In general, 
FSMA actuators require relatively large magnetic circuit volumes in order to operate.  
In fact, the volume of the NiMnGa element accounted for only 4.16% of the total 
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twin boundary motion significantly diminishes its attractiveness for use in this 
particular application.  The overall efficiency of 1.89% seemed to be quite low.  In 
section 6.3.2, the maximum transduction efficiency estimate (k) of the material was 
determined to by 0.7 or 70%, nearly 35 times higher than the overall efficiency of the 
actuator.  The low value of overall efficiency was indicative of the large power 
requirements of the coil.  Because the magnetic requirements of the material are 
large, the coil geometry must include a large number of windings (maximum N).  
Unfortunately, this increases the inductance of the electrical circuit which results in a 
substantially larger electrical impedance, especially at high frequencies.  Effectively, 
the optimum coil geometry for a field generation perspective was not favorable in 
terms of power minimization.  As a result, the efficiency of the actuator was expected 
to be very low.  Furthermore, because of the simplifying assumptions in the design 
process, the power requirements for the conceptual actuator were under-predicted.  
Effects such as eddy current and mechanical losses were not included.   Therefore, the 
actual overall efficiency of a prototype NiMnGa actuator may actually be less than 
what was determined from the present analysis. 
6.4.2 Comparison of NiMnGa to Other Active Materials 
The performance of the conceptual NiMnGa actuator and the material 
characteristics of the NiMnGa element were compared to piezo-electric and 
magnetostrictive materials.    The parameters for the magnetostrictive material were 
obtained from measurements performed by Calkins and Flatau [222, 258], Butler 




experiments performed by Near [261] and from the Mide technology corporation 
[262].  
In Table 6.6, the material properties of Terfenol-D are compared to the 
experimentally determined material properties of NiMnGa.  It was noted that Terfenol 
was about three orders of magnitude stiffer than NiMnGa.  Although NiMnGa 
seemed to be a softer material, its magneto-mechanical coupling factor of the FSMA 
was much larger than that of Terfenol.   The difference in magneto-mechanical (‘d’) 
coupling factor was expected due to the large potential magnitude of induced strain 
capable of being generated by NiMnGa.  Both materials show similar coupling 
coefficients indicating that the level of transduction efficiency in NiMnGa is 
comparable to Terfenol.  Basically, terfenol is a large force, small strain producing 
material while NiMnGa is a small force, large strain producing material.  
Furthermore, both materials require large magnetic circuits for actuation.  Many of 
the same design challenges inherent to NiMnGa actuators are also shared by 
magnetostrictive materials like Terfenol. 
Typical values of the coupling coefficients of piezoceramics and NiMnGa are 
shown in Table 6.7.  Qualitatively, based on the data presented in Table 6.7, 
piezoceramics and NiMnGa materials share comparable values of the coupling 
coefficient.  This indicated that the transduction efficiency of piezoceramics was very 
close to that of the NiMnGa alloy.   
In Table 6.8, properties of various piezoceramic actuators are compared to the 
properties of the NiMnGa conceptual actuator.  Information on the piezoelectric 




Table 6.8, the NiMnGa actuator outperformed piezoelectric actuators on only one 
category:  displacement.  The NiMnGa consumed 150% of the power of the 
multilayer actuator but produced approximately 800 times the displacement.  
Furthermore, the NiMnGa actuator produced the least force and was attributed with 
the lowest overall efficiency.  Similar to the case when NiMnGa is compared to 
Terfenol, the NiMnGa was a high stroke, low force device while the piezoelectric 
devices tended to be high force, low stroke devices.  Clearly, if an application 
requires a large amount of strain, then NiMnGa actuators may be most appropriate.  
However, the cost of this strain generating capability of NiMnGa based actuators 
included substantially higher power requirements and very low overall efficiencies 





































b) Eddy currents in a laminated core 
 

























































































CONSTANT VALUE UNIT 
Length 118 mm 
Width 2 mm 
Height 9.3 mm 
Mass 18.3 g 
Et 26.97 MPa 
H 800 kA/m 
ε 0.05  
d 1.703E-07 m/A 
Force req. 60 N 
 





































b) Conceptual NiMnGa based actuator: front view 
 






























































CONSTANT VALUE UNIT 
Max. Stroke 2 mm 
Max Force 60 N 
Operating f 50 Hz 
Peak Field 1.0 Tesla 
Length 142 mm 
Width 85.6 mm 
Height 41.6 mm 
Mass 2.764 kg 
Req. Power 317 Watts 
Ohmic Losses 0.82 Watts 
 








CONSTANT VALUE UNIT 
Po 6 Watts 
Pw 317 Watts 
Q
w





Qeff 1.89 % 
 




























H GPa 50-60 25-30 60 0.027 
Permeability, 
µ






(m/A) 4.5 e-9 15 e-9 4.5 e-9 1.7 e-7 
Coupling 
Coefficient, k 


















 k33 0.7-0.73 
 k31 0.3-0.4 
NiMnGa  
 k 0.13-0.64 
 































N µm Watts % 
Bimorph 90 500 0.75 7.9 
Rainbow 500 1000 1.75 5.4 
Patch 
Actuator 
100 10 0.25 7.1 
Tubular 
Actuator 
1000 10 0.55 10.5 
Multilayer 
Actuator 
35000 25 205 21.1 
NiMnGa 
Actuator 
60 20000 317 1.89 
 





Chapter 7: Summary and Conclusions 
 
The properties of NiMnGa magnetic shape memory alloy were investigated for 
the purpose of developing a NiMnGa based actuator to drive trailing edge flaps on 
rotorcraft.  The trailing edge flap (TEF) system is a component of a smart rotor, and 
its inherent multi-functionality allows it to be used for both primary rotor control and 
vibration suppression; and quite capable of replacing the conventional swashplate.  
Aeromechanics analyses of the system have shown that the TEF system requires 
compact, moderate-force, high stroke actuators in order to achieve adequate control 
authority.  These requirements make for the presentation of a strong case for the 
incorporation of active materials into TEF actuator concepts.  In chapter 1, details of 
the technical issues involved with the incorporation of several active material based 
systems in rotorcraft are discussed.  Ideally, successfully integrating trailing edge 
flaps on a smart rotor concept will require active materials which are capable of 
delivering relatively high levels of dynamic stroke.  Because of the unique 
characteristics of the FSMA material (i.e. high dynamic stroke, wide operating 
bandwidth), NiMnGa based actuators have several advantages over other active 
material based actuators in that they have the potential to be used in compact actuator 
concepts without requiring heavy, mechanically complex, stroke amplification 
mechanisms.   
The first aspect of the current research (Chapters 3 & 4) was focused on the 
characterization of NiMnGa specimens.  Fundamentally, the goal was to observe the 




Testing was divided into two major categories: quasi-static and dynamic.  Both 
categories involved extensive testing the samples in a wide range of operating 
environments including constant strain, constant stress, constant recovery spring 
stiffness, and constant applied magnetic field.  As a result of these tests, basic 
properties such as block force, free strain, damping, and magneto-mechanical 
coupling were determined and an understanding of the underlying physics behind the 
material response for both quasi-static and dynamic excitation was also developed.   
The second aspect of the research (Chapter 5) focused on the modeling of 
NiMnGa behavior.  A quasi-static model utilizing the same basic principles as the 
Brinson model for thermal SMA was proposed to predict the stress-strain response of 
NiMnGa elements as a function of applied stress and magnetic field.  When compared 
to experimental data, the analysis correlated with all of the main strain recovery 
mechanisms (magnetic shape memory effect, magnetic pseudoelasticity), and was 
capable of accommodating the effects of magnetic saturation.  Additionally a low-
frequency dynamic model was proposed to predict the strain response of a NiMnGa 
element in a time varying magnetic field was proposed.  This model was based upon a 
set of experimentally measured parameters and was designed to predict the strain 
response as a function of recovery stress, magnetic field, and excitation frequency.  
This model showed good correlation with most of the data, but had difficulty 
accurately predicting material behavior for moderate stress levels.  
The third and final aspect was focused on the design of a conceptual NiMnGa 
actuator for use on a TEF system (Chapter 6).  Methodologies for both FSMA 




on these methods, a series of conceptual actuators were designed and then down-
selected to determine an optimum configuration.  Once selected, the performance 
properties of the actuator were estimated and then compared to other active material 
based actuators to evaluate the quality of the concept. 
7.1 Key Points 
Over the course of this study, several key elements regarding NiMnGa materials 
and actuators became evident.  The following list highlights the key findings in this 
work: 
i. NiMnGa Behavior:  There were several recurring themes that presented 
themselves over the course of the material characterization.  First, and 
foremost, the driving force behind the magnetic shape memory alloy strain 
mechanism is the interaction between the external magnetic field and the 
microstructure of the material itself.  While the magnetic field induces 
twin boundary motion in the material, this effect only occurs because of 
the magnetocrystalline anisotropy of the material.  Clearly, the 
fundamental behavior of the bulk specimen is largely dependent on the 
quality of the microstructure of the specimen.  Chemical composition, 
method of crystal growth, sample purity, and post production treatments 
(cutting, polishing, etc.), and temperature are just a few of the factors that 
exert a major influence on the behavior of this material.  Consequently, 
designers of applications for NiMnGa cannot ignore the quality and 
composition of the microstructure of the material and expect to utilize its 




effect of the magnetic field.  As a result, applied magnetic fields raise the 
threshold for mechanically induced twin boundary motion and vice versa. 
Furthermore, many of the properties of the material are dependent upon 
the level of recovery stress acting on the sample.  Peak strain, residual 
strain, power density and damping capability are just some of the material 
parameters that are directly related to the level of recovery stress.  Clearly, 
NiMnGa applications must include a careful consideration of recovery 
force in order to maximize the material performance. 
ii. NiMnGa Modeling:  In general, modeling techniques for NiMnGa and 
other similar FSMA materials can take advantage of the large body of 
work devoted to the modeling of conventional thermal SMA materials.  It 
was shown in this work that by using a parallel approach, and drawing 
direct analogies between magnetic and thermal specific quantities, the 
behavior of NiMnGa could be effectively modeled by adapting an 
accepted SMA model.  However, certain exceptions must be made to 
accommodate specific effects, like magnetic saturation and strain recovery 
through twin boundary motion rather than temperature induced phase 
transformation.  
iii. NiMnGa Performance:  Dynamic tests and the observation of the effects 
of strain rate suggest that the FSMA material responds quickly to changes 
in the magnetic field environment.  This statement is supported in the 
literature which reports NiMnGa actuation at frequencies in the kHz range 




determined to be a material limitation but rather a limit of the magnetic 
circuit.  One of the major points to understand about NiMnGa is that its 
performance is directly coupled to the quality of the driving magnetic 
circuit.  Furthermore, measurements of the energy density of NiMnGa 
showed that it was comparable to piezoelectrics.  The difference between 
the two materials is that while piezos are a high force, low stroke material, 
NiMnGa is a low force, high stroke material.  In other words, NiMnGa 
trades force for strain generation capability. 
iv. Actuator Design:  Applications utilizing NiMnGa require a carefully 
designed magnetic circuit.  To make the material practical for use on 
rotorcraft, the power requirements should be reduced by at least a factor of 
10.  However, it is unlikely that a magnetic circuit optimized for minimum 
power consumption could realistically reduce the required power by such 
a significant level.  Nevertheless, the material performance is directly 
linked to the quality of the magnetic circuit.   This aspect of the material is 
also a source of other disadvantages.  First, because of the orientation of 
the magnetic field in relation to direction of strain, it is difficult to measure 
the magnetic environment inside the material.  Second, the required 
magnetic circuit accounts for 99.35% of the mass of the actuator (total 
actuator mass 2.764 kg vs. NiMnGa mass of 0.018 kg).  This can 
potentially negate any weight savings gains this material may provide.  
Furthermore, the requirement of the magnetic circuit makes it difficult to 




actuator is largely dependent on the ability to design a compact magnetic 
circuit.  However, it must be stated that it is likely that designing a 
lightweight, compact actuator with low electrical power requirements 
which delivers a 6 to 10 kOe field over frequency bandwidth suitable for 
providing sufficient flap control authority is not physically possible. 
v. Role of FSMA:  In general, NiMnGa can be characterized as a low-force, 
high stroke, dynamic material.  Compared to other active materials like 
piezoelectrics and magnetostrictives, FSMA trade force generation 
capability for strain generation.  Similarly, NiMnGa provides the strain 
producing capability of a thermal SMA like NiTi, with the operating 
bandwidth of a magnetostrictive.  However, these qualities have several 
associated drawbacks.  Because of the substantial field requirement for 
inducing twin boundary motion, these materials require substantial 
amounts of electrical power to operate.  The coil design process presented 
in this work was intended to show the ideal minimum power requirements 
of a conceptual actuator.  Even with these simplifying assumptions, it is 
evident that FSMA are power intensive materials.  In most cases, limits in 
the material performance are determined by the limitations associated with 
either the magnetic circuit or the supporting electronics. 
7.2 Feasibility of NiMnGa Actuators on the Smart Rotor 
It has been shown in the current work that the NiMnGa ferromagnetic shape 
memory alloy is capable of fulfilling the performance requirements (discussed in 




whether or not FSMA are better suited for this application than other active materials 
is difficult to answer at this point.  Magnetic shape memory alloys offer many 
advantages over other active materials.  However these advantages can be less 
worthwhile, especially in an application that imposes strict volumetric, weight, and 
power constraints, such as those inherent to driving a TEF system.  To answer the 
question of the feasibility of NiMnGa for trailing edge flap actuation, it is important 
to consider the advantages and disadvantages of the material. 
7.2.1 Advantages of NiMnGa Based Actuators 
The main advantage of NiMnGa is its ability to deliver large levels of dynamic 
stroke over a wide range of excitation frequencies.  This single advantage is the main 
reason for arguing that NiMnGa is better suited for TEF actuation than other active 
materials.  One of the main assumptions associated with choosing an active material 
for TEF actuation is that it has a high energy density.  Although, NiMnGa, 
piezoceramics, and magnetostrictive materials have similar energy densities it is 
difficult to state that these materials would be equally suited for the application.  In 
fact, it is not enough that the active material has a high energy density.   The ability to 
produce the required amount of stroke without the aid of amplification takes 
precedence.  Otherwise, a high force, low stroke material based design (piezoelectrics 
for instance) is burdened with the additional requirement of a stroke amplification 
mechanism.  If the goal is to develop a mechanically simple, compact actuator design, 
then it is important to choose materials that have superior stroke generating 




7.2.2 Limitations of NiMnGa Actuators 
The ability of the NiMnGa alloy to produce relatively large levels of dynamic 
stroke, as compared to other active materials, is balanced by several inherent 
limitations.  In general, these limitations are connected to the large field requirements 
necessary to induce the twin boundary motion and the subsequent induced strain.  
Completely inducing twin boundary motion in the entire specimen typically requires 
a magnetic field on the order of 1 Tesla, a significant magnetic requirement.  To 
generate this level of magnetic field, a large coil is often required.  For an application 
requiring a compact actuator design, like driving TEFs on rotorcraft, a heavy, bulky 
coil is potentially as large a problem as requiring a stroke amplification mechanism.  
For a practical application, it must be determined whether or not it is better to have a 
heavy coil embedded in a rotor blade or a heavy, complex stroke amplification 
mechanism.   
Another limitation associated with the field requirement is the level of electrical 
power required to energize the coil.  The required magnetic field depends on the 
current supplied to the coil.  Consequently, the ohmic power requirements alone tend 
to be quite high.  Furthermore, for dynamic applications, the inductance of the coil 
begins to dominate the coil impedance, which further increases the electrical 
requirements.  To reduce the magnitude of the required current necessary to generate 
the magnetic field, coil geometries often include a large number of turns.  Although 
this strategy can reduce the required current, it also increases the inductance of the 




A final limitation associated with NiMnGa driven TEFs is associated with the 
method of power delivery.  The current requirements for energizing the drive coil 
can, in general, be expected to be quite high.  Therefore, the rotor system must be 
equipped with an electrical slip-ring, large enough to be able to deliver sufficient 
power to the actuator.  This requirement incurs additional weight penalties. 
7.2.3 Overcoming Challenges Associated with NiMnGa 
Considering both the advantages and disadvantages of using FSMA materials for 
trailing edge flap actuation, two fundamental conclusions can be drawn regarding the 
results of the current research.  First, it can be stated that the FSMA material itself 
does indeed possess all of the necessary attributes for trailing edge flap actuation and 
is capable of meeting the force, stroke, and frequency requirements.  However, when 
one considers the influence of the magnetic field generator, the system becomes less 
practical.  The operation of the material requires a level of magnetic field which 
demands relatively high mass magnetic circuits and substantial electrical power 
requirements.  As a result, it can be stated that secondly, the implementation of an 
FSMA system on an integrated smart rotor system is not practical at this time.   This 
system will become feasible only if certain technical issues can be resolved.  
One of the main technical challenges associated with NiMnGa materials and 
actuators is associated with the high magnetic field requirement.  Short of altering the 
fundamental chemical composition of the material itself, it is difficult to reduce this 
requirement.  However, there are two strategies that could be implemented to 




1. Permanent Magnets:  The incorporation of permanent magnets within 
the driving magnetic circuit provides an effective way of introducing a 
bias field into the system.  Through the use of bias fields, not only can the 
material be configured for bi-directional actuation but, the magnitude of 
the time-varying field can be substantially reduced.  Reducing the required 
current for the time-varying field by half reduces the electrical power 
(ohmic) by a factor of four.  However, it must be noted that the effective 
use of permanent magnets within the magnetic circuit requires a clever 
design.  Integration of permanent magnets into the magnetic circuit is not 
a trivial matter.  The difficulty associated with this approach arises from 
the necessity to place the magnets in such a manner as to overall gain the 
benefits of the bias field without causing substantial increases in the 
reluctance of the magnetic circuit. 
2. Optimized LRC Circuit:  Fundamentally, the magnetic coil responsible 
for energizing the alloy is an LRC circuit.  If this circuit is designed for a 
resonance condition, then not only can the required power for the coil be 
reduced, but the size of the support electronics can also be minimized.  
However, there are several practical problems associated with this 
approach.  First, the process of tuning of the circuit for specific resonance 
frequency may yield non-physical values for the LRC components, thus 
limiting the practicality of the approach.  Although there are several 
techniques involving op-amp networks that can address this situation, they 




optimization approach assumes that the system is tuned to one specific 
operating condition and therefore, is likely to perform poorly at operating 
frequencies which are outside of a narrow frequency bandwidth.  In such 
cases, this approach would not be practical for a vibration control 
application which requires effective operation over a range of operating 
frequencies.  
7.3 Future Research Directions 
There are several avenues of interest that provide impetus for further research in 
the area of utilizing magnetic shape memory alloys in actuators for driving trailing 
edge flaps on a smart rotor concept.  The following is a list of suggested topics for 
future research. 
i. Extend Dynamic Testing:  In the context of the current research, 
limitations in the test equipment prevented testing at excitation 
frequencies above 5 Hz and constant recovery stresses above 1.5 MPa.  
Both of these limitations were associated with the inability of the test rig’s 
PID controller to compensate for the change in material stiffness near the 
end of the region of twin boundary motion.  Tests involving higher 
excitation frequencies and stresses should be performed in order to 
observe the dynamic behavior of NiMnGa in the case where the recovery 
stress begins to overcome the magnetic anisotropy of the material.    
Furthermore, a key limitation in the current work was that because an 
inexpensive and reliable source of NiMnGa was lacking, it was only 




of the material increases, tests aimed at determining the consistency of the 
material response over a large sample population should be conducted. 
ii. Modeling:  In the context of the current work, many of the governing 
equations were linearized.  As a result, material behavior near the onset of 
conclusion of twin boundary motion was not well modeled.  The smooth 
transitions of the actual material behavior are not reflected in the analysis.  
One possible avenue of further study would be to carefully observe what is 
happening near the transition regions and then develop an improved set of 
relationships to model the data.  Furthermore, effects such as magnetic 
saturation were incorporated into the model by performing many tests on a 
few samples of FSMA material, then through regression, determining a 
suitable function to reflect that behavior.  The weakness inherent to this 
approach is that the model is determined from a small sampling of the 
material population and may only be applicable to that population.  A 
better approach would be to conduct tests on a broader sample size, 
including samples of various geometries. Unfortunately, due to the recent 
discovery of the material, the availability of NiMnGa at this time is neither 
reliable nor economically conducive to this approach.   In the future, if the 
material becomes easier to acquire, a broader testing approach would be 
required. 
iii. Bias Fields:  Actuator configurations utilizing permanent magnets for the 
generation of a bias field must be explored.  Permanent magnets offer a 




requirements of the magnetic circuit.  Work directed at determining clever, 
and effective magnetic circuits incorporating permanent magnets should 
be a major issue.  
iv. Actuator Design and Testing:  The current study was limited to 
determining conceptual NiMnGa based actuators.  The next step involves 
the design and fabrication of a prototype actuator to test on a model rotor 
in the vacuum chamber and wind tunnel.  Substantial effort should be 
placed on the design of the next generation magnetic circuit.  The analysis 
presented here was meant to be a first approximation of the minimum 
requirements of the drive coil.  An analysis involving a more detailed 
approach (magnetic FEM, etc.) in the design of the magnetic circuit and 
more rigorous optimization procedure is required to produce magnetic 






Appendix A : Overview of Basic concepts in Magnetism 
 
Magnetism is a well know branch of science that has it’s origins in ancient 
Greece.  As early as 600 B.C., Greek philosophers were aware of the magnetic 
properties of natural ferric ferrite (Fe3O4) stones, more commonly called lodestones.  
Through the centuries, the phenomenon of magnetism has been well-documented and 
remains one of the cornerstones of modern science.  As such, it is impossible to 
provide a comprehensive background of magnetism in this current work without 
filling several volumes.  Details on all of the topics discussed in this section may be 
found in virtually any basic physics textbook or similar resource [253, 254, 255, 256].  
This brief overview will be directed at describing the aspects of magnetic theory that 
are useful for designing electromagnetic circuits for FSMA actuators. 
A.1 Magnetic Flux, Induction and the Biot-Savart law 
Magnetic flux, typically represented by the symbol Φ, represents the total quantity 
of field effects or ‘substance’ of the field.  When relating magnetic quantities to 
electrical quantities, flux and current are analogous.  In other words, flux is the rate in 
which a charged particle crosses a surface perpendicular to the ‘flow’.  Often, flux is 




).  One weber is the flux 
induced by a current varying at a uniform rate of one amp per second (A/s). Flux 
changing uniformly at a rate of 1 Wb/s induces 1 volt of electric potential.   The 
vector quantity B, magnetic flux density, represents the amount of field flux 









of 1 N on a charge of 1 Coulomb moving at a velocity of 1 m/sec.  Physically, the 
magnitude of a one Tesla, inductive field can be obtained by noting the magnetic field 
of the earth near the surface is approximately 0.5 x 10
-4
 T [253].  Typical laboratory 
magnets can produce fields of up to 2.5 T. 
The magnetic flux, Ф for a given surface is defined as: 
 ∫=Φ
A
dAB                                                    (A.1) 
with units in webers.  For a given region, eq (A.1) provides the total amount of 
magnetic flux. 
For a given current distribution, the Biot-Savart law allows for the direct 
calculation of the B-fields generated.  Although the Biot-Savart law may be derived 
from Maxwell’s relations, it is most convenient to derive it from the concept of 
magnetic vector potential.   
Fundamentally, magnetic fields are produced as a result of the motion of electric 
charges. The Biot-Savart law is a fundamental relation of electromagnetism and can 
be used to calculate the magnetic induction around a current carrying conductor of 
any given geometry.  Consider Figure A.1.  At a point P, a conductor element of 
length ds carrying a steady current i generates a magnetic induction given by the 














                                                         (A.2) 
where r is the distance of the point P from the conductor, and r̂ is the unit vector 
pointing from the element to P.  The quantity 0µ  is known as the permeability of free 






−×= πµ  Tm/A or N/A2                           (A.3)  
The result of the vector cross product in eq. (A.2), dB, lies in a plane 
perpendicular to the ds axis.  On the axis of the differential element of the conductor, 
dB, becomes zero.  The maximum magnetic induction always occurs in the plane 
perpendicular to the differential conductor element axis.  Qualitatively, the sense of 
the quantity B, in response to a current in a conductor, is governed by the right hand 
rule. 
The Biot-Savart law allows the magnetic flux density or induction to be calculated 
for a uniform current carrying filament or conductor.  In this work, three geometries 
of current carrying conductors will be examined.  Since theses geometries are 
commonly used in practice, they will provide useful insight into the design of 
magnetic circuits, a necessary step for FSMA actuator development.  A review of an 
infinite uniform conductor, a single circular coil, and a solenoid is provided.  In 
practice, the solenoid is the most common configuration used to generate inductive 
fields. 
First, consider a uniform, straight conductor of infinite length coincident with the 
x-axis.  A current i is allowed to pass through this conductor.  Figure A.2 illustrates 
this geometry.   At a point P a distance ‘a’ from the x-axis, the differential magnetic 







































B                                   (A.6) 
In this case, the flux lines, or lines of induction, are concentric circles set in a 
plane perpendicular to the axis of the conductor.  The directional ‘sense’ of these 
lines is governed by the right hand rule. 
Next, the case of the single, circular coil is considered.  In Figure A.3, a single 
turn circular coil of radius R, carrying a current i, lying in the x-z plane is shown.  At 
a point P on the coil’s y-axis and distance l, from the center, the magnetic induction is 
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0µ=                                                           (A.10) 
Close to the center of the loop, the lines of constant magnetic induction are nearly 
parallel.  A uniform flux density along the central axis can be created by taking 
advantage of this phenomenon and stacking a large number of tightly packed loops 




The final and most useful geometry from an FSMA actuator perspective is the 
solenoid.  Technically, a solenoid is constructed by winding insulated wire around a 
straight, central axis many times, thereby creating a large number of helical turns.  
For a number of turns, N, wound in an air-core solenoid of length L, it can be shown 




B 00 µµ ==                                            (A.11) 
where the quantity n represents the number of turns per unit length.  It is important to 
point out that the flux density is independent of the solenoid radius.  The result in eq 
(A.11) is meant for a thin solenoid of finite length.  The flux density of a thick, 
solenoid requires a more detailed treatment of the Biot-Savart law and associated 
constraints.  In practice, eq (A.11) works well for an initial estimation of the flux 
density in a solenoid. 
One important property of the solenoid is that as the length increases, the 
inductive field at the center becomes more and more uniform.  Consider the solenoid 
in Figure A.4.  Typically, near the lengthwise center of the solenoid, the flux density 
is assumed to be uniform.  However, near the ends of the solenoid, this assumption is 
often not valid.  A ‘fringing’ effect occurs near the ends of the solenoid that has the 
effect of reducing the flux density at these points.  In practice an empirical, ‘fringing’ 
factor can be utilized in order to quantify the fractional length over which the flux 
density is not uniform. As a rule of thumb, a fringing factor of 10% is adequate for 
most solenoid applications.  Physically, this means that the magnetic field within a 
solenoid can be assumed constant everywhere except within a distance  from the edge 




Sometimes a coil is wrapped around a core material such as iron to take advantage 
of its higher permeability.  This is a standard method for increasing the flux 
generation capability of the solenoid.  However, core materials such as iron saturate 
at some finite level of field (~1.6 T for iron) while air cores do not.  Magnetic 
saturation is a limitation occurring in inductors having a ferromagnetic (or 
ferrimagnetic) core.  Basically a ferromagnetic material is said to be saturated when 
an increases in the field intensity, H, produce progressively smaller increases in the 
flux density B.  To account for a core material in eq (A.11), substitute µc for  µ0.  In 
this event, µc represents the permeability of the core material.  An important property 
of the solenoid is the inductance, Ls.  For a solenoid with N turns, of length L, cross-





2µ=                                                      (A.12) 
 
A.2 Field Intensity and the B-H Curve 
From eq. (A.11) it is shown that the magnitude of the flux density is also a 
function of the permeability of the core material.  However, it is possible to define a 
quantity called the magnetic field intensity, H, that is independent of the core material 
and depends linearly on the magnitude of current alone.  Typically, it is convenient to 
express the strength of the magnetic field in terms of H instead of B.  In free space, 
the relationship of B and H is defined by: 




where B0 is the flux density in free space and µ0 is the permeability of free space.  
The units of H are amps per meter (A/m) or sometimes written as Henries (H).  A 
straight conductor of length 1 m, carrying a current of 1 amp generates a tangential 
magnetic field of strength π41  A/m at a distance of 1 m. 
In practical applications, the required field intensity is generated by means of a 
series of tightly packed, current carrying loops, or in other words, a coil.  The shape 
of the coils is dictated by the geometry of the required field, but is normally designed 
to produce a uniform field over the region of interest.  The magnitude of field 
intensity inside a solenoid having ‘n’ turns per meter and carrying a current of i amps 
is given by: 
niH =                                                    (A.14) 
From eq (A.14) it follows that the units of H are Amp-turns per meter 
(A.turns/m). 
One other important effect related to current carrying conductors is described by 
Faraday’s law.  Faraday’s laws states that a varying magnetic field produces a voltage 






−=''                                         (A.15) 
No matter how the magnetic field is changed, Faraday’s law states that this voltage 
will be generated.  When an emf is generated by a change in magnetic flux according 
to Faraday’s law, the polarity of the induced emf is such that it produces a current 
whose magnetic field opposes the change which produces it. The induced magnetic 




constant.  The ‘minus’ sign in Faraday’s law denotes the effect of Lenz’s law.  
Fundamentally, Lenz’s Law is based on the principle of conservation of energy. 
The relationship between B and H can be examined by consulting a B-H curve.  
The B-H curve in Figure A.5 describes the behavior of a material in a cyclically 
varying magnetic field.  Qualitatively, the hysteresis in Figure A.5 is common to 
ferromagnetic materials.  When the field intensity is zero, the magnetic induction 
does not also go to zero.  The level of persistent magnetic induction remaining in the 
material when the field intensity is brought to zero is known as the ‘remnant 
induction’, or Br.  Furthermore, the magnetic flux density saturates at the point Bs.  At 
this point, all the magnetic moments in the material are aligned with the direction of 
the field intensity and no further rearrangement is possible.  In practice, saturation 
occurs over the region of the B-H curve where the magnitude of B begins to ‘level 
off’ for an increasing field intensity, H.  As more flux is forced into the same cross-
sectional area of a ferromagnetic material, fewer atoms are available within that 
material to align their electrons with the additional field intensity.  It is important to 
note that saturation only occurs in ferromagnetic core electromagnets.  Air core 
electromagnets do not saturate.  For pure iron, Br is 2 T and Bs is 2.15 T.  The area 
enclosed by the B-H curve is equivalent to the work done in magnetizing the material.  
In other words, the area is the stored magnetic energy per unit volume, Vm.  This 
quantity is expressed as: 
              ∫= BdHVm 2
1




The permeability of a material can be measured from the B-H curve.  The 
magnetic permeability, µ, is a specific measure of a material’s acceptance of magnetic 
flux.  Magnetic permeability is the slope of the B-H curve and is defined as follows: 
dH
dB=µ                                                    (A.17) 
where the units of µ are Wb/A.m or H/m. 
Based on the value of µ, a material may be classified as diamagnetic (µ < µ0), 
paramagnetic (µ > µ0), or ferromagnetic (µ >> µ0).  In the case of ferromagnetic 
materials, the value of µ is not constant but depends on the magnitude of the applied 
field intensity. 
A.3 Magnetism in Matter 
The magnetic flux density inside a given material originates from a collection of 
small current loops or magnetic dipole moments.  The magnetization vector, M, is 
defined as the net dipole moment per unit volume at each point throughout the 
magnetic material.  The units of magnetization are the same as field intensity (H), and 
are typically listed as A/m.  For any material, on the atomic level, the magnetic 
dipoles are randomly oriented and in the absence of an external field, the 
magnetization of that material is zero.  This concept is illustrated in Figure A.6.  
When the material is placed in an inductive field, the magnetic moments in the 
material reorient themselves preferentially along the direction of the applied field.  
This phenomenon results in a net internal magnetic induction or magnetization, M.  A 
material in this state is magnetized.  A region in which the magnetic dipoles are 
oriented in the same direction is known as a magnetic domain.  Ferromagnetic 




unmagnetized sample.  These domains are easily aligned by external magnetic fields 
resulting in a net magnetization.  However, this magnetization is partly retained upon 
removal of the magnetic field.  This phenomenon is identified by the level of 
hysteresis on the B-H curve of the material. 
The net magnetic induction in a material is the vector sum of the externally 
applied magnetic field intensity and the magnetization (H and M).   This phenomenon 
is represented by the following equation: 
MBB 00 µ+=                                                  (6.18) 
where µ0M is the contribution of the internal magnetization and B0 is the flux density 
in free space.  In linearly isotropic materials, M is proportional to the applied field H 
by a factor know as susceptibility, mχ .  Magnetic susceptibility is a dimensionless 
parameter and is defined by the following equation: 
H
M
=mχ                                                         (6.19) 
Substituting eq A.13 and eq. A.19 into eq A.18 results in: 
MHB 00 µµ +=                                         (A.20) 
( )Hmχµ += 10                                        (A.21) 
Hrµµ0=                                                 (A.22) 
Hcµ=                                                     (A.23) 
where mr χµ += 1  is the relative permeability of the material and µc is the magnetic 
permeability of the material.  For pure iron, the relative permeability, µr is as high as 





For a material exposed to an external magnetic field, the magnetic dipoles of that 
material rotate to align with the direction of that field.  This gives rise to a net 
magnetization vector M inside the material.  In response to this magnetization, the 
material creates poles within itself which in turn generates a magnetic field intensity.  
This field intensity is in opposition to the external field and is known as the 
demagnetization field or Hd.  The effect of the demagnetization field is to reduce the 
field intensity inside the material.  Figure A.7 shows the demagnetization field for a 
material exposed to an external magnetic field.  In practice, the magnitude of the 
demagnetization field is quantified by the following equation: 
  MNH dd =                                                   (A.24) 
where Nd is an empirical factor determined by the geometry of the specimen (i.e. 
sphere, ellipsoid, long slender rod, etc.).  In practice, a general rule of thumb is that 
the higher the aspect ratio of the specimen, the lower the demagnetization field tends 
to be.  For very high aspect ratio specimens, the demagnetization field is often 
neglected.  However, in the case of NiMnGa FSMA, due to the orthogonal orientation 
of the excitation field and direction of strain, the apparent aspect ratio of the specimen 















































b) Direction of magnetic induction 
 
Figure A.2 Magnetic induction due to a uniform, straight, current carrying conductor 










b) Direction of magnetic induction 
 



















b) Solenoid (front view) 
 

































































b) Reorientation of magnetic moments with applied field 
 


























b) Effect of introducing a ferromagnetic material between two poles 
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