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Abstract
We prove that the Kazhdan–Lusztig polynomials are combinatorial invariants for intervals up to length
8 in Coxeter groups of type A and up to length 6 in Coxeter groups of type B and D. As a consequence of
our methods, we also obtain a complete classification, up to isomorphism, of Bruhat intervals of length 7 in
type A and of length 5 in types B and D, which are not lattices.
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1. Introduction
In [12] Kazhdan and Lusztig defined, for every Coxeter group W , a family of polynomials,
indexed by pairs of elements of W , which have become known as the Kazhdan–Lusztig polyno-
mials of W . They are related to the algebraic geometry and topology of Schubert varieties, and
also play a crucial role in representation theory (see, e.g., [7, Chapter 7], [1, Chapter 5]). In order
to prove the existence of these polynomials, Kazhdan and Lusztig used another family of poly-
nomials which arise from the multiplicative structure of the Hecke algebra associated with W .
These are known as the R-polynomials of W . Lusztig’s and Dyer’s combinatorial invariance
conjecture states that the Kazhdan–Lusztig polynomial associated with a pair (x, y) supposedly
depends only on the poset structure of the Bruhat interval [x, y]. The conjecture is equivalent to
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In [10] we proved that the conjecture is true for intervals of length 5 and 6 in Coxeter groups of
type A.
In this paper, we establish the conjecture for intervals of length 7 and 8 in Coxeter groups of
type A and for those of length 5 and 6 in Coxeter groups of type B and D. We use the combinato-
rial descriptions of such groups in terms of (signed) permutations (see, e.g., [1, Chapter 8]). The
main idea behind the proof is that of determining certain subsets of pairs of (signed) permuta-
tions, which somehow “summarize” the behavior of all the pairs. The combinatorial invariance is
then proved by constructing all the pairs in these sets, with the assistance of Maple computation,
and for each of them determining the poset structure of the associated interval and computing
the corresponding R-polynomial. As a consequence of our methods, we also obtain a complete
classification, up to isomorphism, of Bruhat intervals of length 7 in type A and of length 5 in
types B and D, which are not lattices (see [2,3,6,10] for previous classification results).
2. Preliminaries
Let N = {1,2, . . .} and Z be the set of integers. For n,m ∈ Z, with nm, let [n,m] = {n,n+
1, . . . ,m}. For n ∈ N, let [n] = [1, n], [−n] = [−n,−1] and [±n] = [n] ∪ [−n]. We refer to [13]
for general poset theory. Given a poset P , we denote by  the covering relation. Given x, y ∈ P ,
with x < y, we set [x, y] = {z ∈ P : x  z  y}, and call it an interval of P . We denote by −P
the poset dual to P , that is the poset having the same elements of P and such that x < y in −P
if and only if y < x in P .
We refer to [1] for basic notions about Coxeter groups. Given a Coxeter group W , with set of
generators S, the set of reflections of W is T = {wsw−1: w ∈ W, s ∈ S}. Given x ∈ W , the length
of x, denoted by (x), is the minimal k such that x is the product of k generators. The Bruhat
graph of W , denoted by BG(W), is the directed graph having W as vertex set and such that there
is an edge x → y if and only if y = xt , with t ∈ T , and (x) < (y). If this happens, we label the
edge (x, y) by the reflection t and write x t→ y. A Bruhat path is a (directed) path in the Bruhat
graph of W . The Bruhat order of W is the partial order induced by BG(W): given x, y ∈ W ,
x  y in the Bruhat order if and only if there is a Bruhat path from x to y. Given x, y ∈ W , with
x < y, we set (x, y) = (y)− (x) (the distance from x to y in the Hasse diagram of [x, y]) and
call it the length of the pair (x, y). In [9] we introduced the absolute length of the pair (x, y),
denoted by a(x, y), which is the (directed) distance from x to y in BG(W). If (x, y) = 3, then
it is known that x t→ y if and only if the interval [x, y] is isomorphic to the 2-crown, that is the
poset whose Hasse diagram is the following:
Finally, if W is finite then it has a maximum, denoted by w0. The maps x → x−1 and x →
w0xw0 are automorphisms of the Bruhat order, whereas the maps x → xw0 and x → w0x are
antiautomorphisms.
We refer to [1, Chapter 4] for the geometric representation of a Coxeter group and to [1, §5.2]
for basic notions about reflection orderings. There is a canonical bijection between the set Φ+
F. Incitti / Journal of Combinatorial Theory, Series A 114 (2007) 461–482 463of positive roots associated with W and the set T of reflections. If we denote by tα the reflection
associated with the positive root α, then a total ordering ≺ on T is a reflection ordering if for all
α,β ∈ Φ+, with tα ≺ tβ , and λ,μ ∈ R>0 such that λα + μβ ∈ Φ+, we have tα ≺ tλα+μβ ≺ tβ .
Reflection orderings always exist (see [1, Proposition 5.2.1]). If W is finite and s1s2 . . . sm is a
reduced decomposition of w0, then a possible reflection ordering is t1 ≺ t2 ≺ · · · ≺ tm, where
ti = sm . . . si+1sisi+1 . . . sm, for all i ∈ [m]. Moreover, all reflection orderings are obtained in this
way (see [1, Exercise 5.20]).
We follow [1, Chapter 5] for the definition of R-polynomials and Kazhdan–Lusztig polyno-
mials of W . There exists a unique family of polynomials {Rx,y(q)}x,y∈W ⊆ Z[q] satisfying the
following conditions:
(1) Rx,y(q) = 0, if x  y;
(2) Rx,y(q) = 1, if x = y;
(3) if x < y and s ∈ S is such that ys  y then
Rx,y(q) =
{
Rxs,ys(q), if xs  x,
qRxs,ys(q) + (q − 1)Rx,ys(q), if xs  x.
These are known as the R-polynomials of W . The existence of such a family is a consequence
of the invertibility of certain basis elements of the Hecke algebra H of W and is proved in [7,
§§7.4, 7.5]. Then, there exists a unique family of polynomials {Px,y(q)}x,y∈W ⊆ Z[q] satisfying
the following conditions:
(1) Px,y(q) = 0, if x  y;
(2) Px,y(q) = 1, if x = y;
(3) if x < y then deg(Px,y(q)) < (x, y)/2 and
q(x,y)Px,y
(
q−1
)− Px,y(q) = ∑
x<zy
Rx,z(q)Pz,y(q).
These are known as the Kazhdan–Lusztig polynomials of W . The existence of such a family is
proved in [7, §§7.9, 7.10, 7.11]. We also need the following property of the R-polynomials (see
[1, Exercise 5.11]):∑
xzy
(−1)(x,z)Rx,z(q)Rz,y(q) = 0. (1)
Finally, there exists a unique family of polynomials {R˜x,y(q)}x,y∈W ∈ Z0[q] such that
Rx,y(q) = q(x,y)/2R˜x,y
(
q1/2 − q−1/2)
for all x, y ∈ W . These are known as the R˜-polynomials of W and their coefficients have a nice
combinatorial interpretation in terms of reflection orderings. Given x, y ∈ W , with x < y, we
denote by BP(x, y) the set of all Bruhat paths from x to y. The length of Δ = (x0, x1, . . . , xk) ∈
BP(x, y), denoted by |Δ|, is the number k of its edges. Let ≺ be a fixed reflection ordering on
the set T of reflections. A path Δ = (x0, x1, . . . , xk) ∈ BP(x, y), with
x0
t1−→ x1 t2−→ · · · tk−→ xk,
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all paths in BP(x, y) which are increasing with respect to ≺. Then, we have the following (see
[1, Theorem 5.3.4]):
R˜x,y(q) =
∑
Δ∈BP≺(x,y)
q |Δ|. (2)
More precisely, set  = (x, y) and a = a(x, y), the following holds (see [4] and [9, Corol-
lary 2.6]):
R˜x,y(q) = q + c−2 q−2 + · · · + ca+2 qa+2 + ca qa, (3)
where ck = |{Δ ∈ BP≺(x, y): |Δ| = k}| 1, for all k ∈ [a,  − 2], with k ≡  (mod 2). Finally,
by results in [3,5], we have that the absolute length of a pair is a combinatorial invariant, that is,
a(x, y) only depends on the poset structure of the interval [x, y].
We now briefly recall some basic facts about Bruhat order in classical Weyl groups, that is
Coxeter groups of type A, B and D, following [1, Chapter 8]. We denote by Sn the symmetric
group over n elements. To denote a permutation x ∈ Sn we use the one-line notation: we write
x = x1x2 . . . xn to mean that x(i) = xi for all i ∈ [n]. The symmetric group Sn is a Coxeter group
of type An−1, with generators given by the simple transpositions (i, i + 1), for i ∈ [n − 1]. We
recall that, given x ∈ Sn, a free rise of x is a pair (i, j) ∈ N2, with i < j and x(i) < x(j), such
that there is no k ∈ N, with i < k < j and x(i) < x(k) < x(j). Given x, y ∈ Sn, then x  y in
the Bruhat order if and only if y = x(i, j), where (i, j) is a free rise of x. Following [8], if this
happens we write y = ct(i,j)(x) and x = ict(i,j)(y), where ct stands for covering transformation
and ict for inverse covering transformation.
We denote by Bn the hyperoctahedral group, defined by
Bn =
{
x : [±n] → [±n]: x is a bijection, x(−i) = −x(i) for all i ∈ [n]}
and call its elements signed permutations. To denote a signed permutation x ∈ Bn we use the
window notation: we write x = [x1, x2, . . . , xn], to mean that x(i) = xi for all i ∈ [n] (the im-
ages of the negative entries are then uniquely determined). We also denote x by the sequence
|x1||x2| . . . |xn|, with the negative entries underlined. For example, 321 denotes the signed per-
mutation [−3,−2,1]. As a set of generators for Bn, we take S = {s0, s1, . . . , sn−1}, where
s0 = (1,−1) and si = (i, i + 1)(−i,−i − 1) for all i ∈ [n − 1]. The hyperoctahedral group Bn,
with this set of generators, is a Coxeter group of type Bn. Let x ∈ Bn. A rise (i, j) of x is central
if (0,0) ∈ [i, j ] × [x(i), x(j)]. A central rise (i, j) of x is symmetric if j = −i. Then, we have
the following characterization of the covering relation in the Bruhat order of Bn (see [8, Theo-
rem 5.5]). Let x, y ∈ Bn. Then x  y if and only if either (1) y = x(i, j)(−i,−j), where (i, j) is
a noncentral free rise of x, or (2) y = x(i, j), where (i, j) is a central symmetric free rise of x.
In both cases we write y = ct(i,j)(x) and x = ict(i,j)(y). The maximum of Bn is w0 = 12 . . . n.
We denote by Dn the even-signed permutation group, defined by
Dn =
{
x ∈ Bn: neg(x) is even
}
,
where, for x ∈ Bn, neg(x) = |{i ∈ [n]: x(i) < 0}|. Notation and terminology are inherited from
the hyperoctahedral group. As a set of generators for Dn, we take S = {s0, s1, . . . , sn−1}, where
s0 = (1,−2)(−1,2) and si = (i, i + 1)(−i,−i − 1) for all i ∈ [n− 1]. The even-signed permuta-
tion group Dn, with this set of generators, is a Coxeter group of type Dn. Let x ∈ Dn. A central
rise (i, j) of x is semifree if {k ∈ [i, j ]: x(k) ∈ [x(i), x(j)]} = {i,−j, j}. Then, for x, y ∈ Dn, we
have xy if and only if y = x(i, j)(−i,−j), where (i, j) is (1) a noncentral free rise of x, or (2)
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In all cases we write y = ct(i,j)(x) and x = ict(i,j)(y). The maximum of Dn is w0 = 12 . . . n if n
is even, 12 . . . n if n is odd.
3. Main tools
3.1. Diagram of a pair of (signed) permutations
The notion of diagram of a pair of permutations was introduced by Kassel et al. in [11] and
developed in [9]. Our purpose here is to extend it to the groups of signed permutations. In order
to do this, we will give a unified description. Let W ∈ {Sn,Bn,Dn}. For convenience, we set
〈n〉 = [n] if W = Sn and 〈n〉 = [±n] if W ∈ {Bn,Dn}. The diagram of a (signed) permutation
x ∈ W is the subset of Z2 defined by
Diag(x) = {(i, x(i)): i ∈ 〈n〉}.
For x ∈ W and (h, k) ∈ 〈n〉2, we set
x[h, k] = ∣∣{i ∈ 〈n〉: i  h, x(i) k}∣∣ (4)
and given x, y ∈ W and (h, k) ∈ 〈n〉2, we set
(x, y)[h, k] = y(h, k) − x(h, k). (5)
There are well-known characterizations of the Bruhat order in Sn and Bn (see [1, Theorems 2.1.5,
8.1.8]), which can be stated as follows: if W ∈ {Sn,Bn} and x, y ∈ W then
x  y ⇔ (x, y)[h, k] 0, for all (h, k) ∈ 〈n〉2.
See [1, Theorem 8.2.8] for a combinatorial characterization of the Bruhat order in Dn. Here we
only recall that if x, y ∈ Dn then only one implication is true:
x  y ⇒ (x, y)[h, k] 0, for all (h, k) ∈ 〈n〉2.
For our purposes, it is convenient to extend the definitions given in (4) and (5) to every
(h, k) ∈ R2. We call the mapping
(h, k) ∈ R2 → (x, y)[h, k] ∈ Z
the multiplicity mapping of the pair (x, y). Then, the diagram of the pair (x, y) is the collec-
tion of: (1) the diagram of x, (2) the diagram of y and (3) the multiplicity mapping of (x, y).
From the preceding considerations, we have that if x  y then the values of this mapping are
always nonnegative. In this case, we pictorially represent the diagram of (x, y) with the follow-
ing convention: the diagrams of x and y are denoted respectively by black and white dots and
the mapping (h, k) → (x, y)[h, k] is represented by coloring the preimages of different positive
integers with different shades of grey, with the rule that a lighter grey corresponds to a lower
integer.
Several examples for the symmetric group can be found in [9]. In Fig. 1, the diagram of (x, y),
where x = 2341 and y = 3421 ∈ B4, is illustrated. Note that, although x, y ∈ D4, we have x  y
in D4, since condition (ii) of [1, Theorem 8.2.8] fails for (a, b) = (2,1). Figure 2 shows the
diagram of (x, y), where x = 1342 and y = 3412 ∈ D4. Now, x  y in D4.
The support of (x, y) is
Ω(x,y) = {(h, k) ∈ R2: (x, y)[h, k] > 0}
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and the support index set of (x, y) is
IΩ(x, y) =
{
i ∈ 〈n〉: (i, x(i)) ∈ Ω(x,y)},
where Ω(x,y) denotes the (topological) closure of the set Ω(x,y). A pair (x, y) ∈ W 2, with
x < y, is said to have full support if IΩ(x, y) = 〈n〉. For instance, both the pairs in Figs. 1 and 2
have full support.
3.2. Computing R˜-polynomials
In [9] we described an algorithm for computing R˜-polynomials in the symmetric group, start-
ing from the fact that a possible reflection ordering in Sn is the lexicographic ordering of pairs.
Following a similar strategy, R˜-polynomials can be efficiently computed in the groups of types
B and D using formula (2), by choosing convenient reflection orderings.
For a general Coxeter group W , given x, y ∈ W with x < y, and t ∈ T we define
R˜x,y;t (q) =
∑
Δ∈BP≺(x,y;t)
q |Δ|,
where BP≺(x, y; t) denotes the set of all increasing Bruhat paths from x to y whose first label
is greater than t in the ordering ≺. We also set R˜x,y;t (q) = 0 if x  y, and R˜x,x;t (q) = 1 for any
t ∈ T . Then we have the following, which is an immediate consequence of Eq. (2).
Proposition 3.1. Let x, y ∈ W , with x < y. Then
R˜x,y(q) =
∑
t∈T : x<xty
R˜xt,y;t (q). (6)
Equation (6) gives a recursive algorithm for the computation of the R˜-polynomial, whose
efficiency depends on whether one has an explicit description of the reflection ordering and an
easy way of deciding when x < xt  y. In what follows we settle these questions for the groups
of signed permutations.
We recall that, if we set T1 = {(i, j)(−i,−j): i ∈ [−n], j ∈ [±(−i − 1)]} and T2 =
{(i,−i): i ∈ [−n]}, then the set of reflections in Dn is T1 (see [1, Proposition 8.1.5]) and the
set of reflections in Bn is T1 ∪ T2 (see [1, Proposition 8.2.5]). In both Bn and Dn we identify the
reflection (i, j)(−i,−j) ∈ T1, where i ∈ [−n] and j ∈ [±(−i − 1)], with the pair (i, j). Then,
we have the following.
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A possible reflection ordering in Bn is the same as in Dn, with the reflection (i,−i) inserted
between (i,−1) and (i,1), for all i ∈ [−n,−2], and the reflection (−1,1) as the last one.
For example, a reflection ordering in D4 is
(−4,−3) ≺ (−4,−2) ≺ (−4,−1) ≺ (−4,1) ≺ (−4,2) ≺ (−4,3)
≺ (−3,−2) ≺ (−3,−1) ≺ (−3,1) ≺ (−3,2)
≺ (−2,−1) ≺ (−2,1),
and a reflection ordering in B4 is
(−4,−3) ≺ (−4,−2) ≺ (−4,−1) ≺ (−4,4) ≺ (−4,1) ≺ (−4,2) ≺ (−4,3)
≺ (−3,−2) ≺ (−3,−1) ≺ (−3,3) ≺ (−3,1) ≺ (−3,2)
≺ (−2,−1) ≺ (−2,2) ≺ (−2,1)
≺ (−1,1).
Proof. It follows from the result in [1, Exercise 5.20], mentioned in the previous section, con-
sidering the following reduced decomposition of w0 in Bn
w0 = (sn−1 . . . s1s0s1 . . . sn−1) . . . (s2s1s0s1s2)(s1s0s1)s0
and the following reduced decomposition of w0 in Dn
w0 =
(
sn−1 . . . s2(s0s1)±1s2 . . . sn−1
)
. . .
(
s3s2(s1s0)s2s3
)(
s2(s0s1)s2
)
(s1s0),
where the factors s0s1 and s1s0 in the subwords alternate. 
As one can easily check, for x ∈ Sn and t = (i, j) ∈ T , we have x < xt if and only if x(i) <
x(j). Similarly, for W ∈ {Bn,Dn}, x ∈ W and t ∈ T , if t = (−i, i), i > 0, then x < xt if and only
if x(i) > 0, and if t = (i, j)(−i,−j), i < j then x < xt if and only if x(i) < x(j).
In order to describe the action of the reflections on the signed permutations, it is convenient
to introduce the following notation: for a, b, c, d ∈ Z, with a < b and c < d , we set
Rect(a, b, c, d) = {(h, k) ∈ R2: a  h < b, c k < d}.
Let W ∈ {Sn,Bn,Dn}. Given x ∈ W and i, j ∈ 〈n〉, with i < j , we set
Recti,j (x) = Rect
(
i, j, x(i), x(j)
)
.
Then, we have the following.
Lemma 3.3. Let W ∈ {Bn,Dn}, x, y ∈ W , with x < y, and t ∈ T be such that x < xt . If t =
(−i, i), with i > 0, then
(xt, y)[h, k] =
{
(x, y)[h, k] − 1, if (h, k) ∈ Rect−i,i (x),
(x, y)[h, k], otherwise,
and if t = (i, j)(−i,−j), with i < j , then
(xt, y)[h, k] =
⎧⎨
⎩
(x, y)[h, k] − 2, if (h, k) ∈ Recti,j (x) ∩ Rect−j,−i (x),
(x, y)[h, k] − 1, if (h, k) ∈ Recti,j (x)  Rect−j,−i (x),
(x, y)[h, k], otherwise,
where  denotes the symmetric difference of sets.
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by replacing the two dots in the SW and NE corners of Rect−i,i (x) with two dots in the NW and SE
corners of the same rectangle. For the second part, the reasoning is similar, but now the rectangles
involved in the replacements are both Recti,j (x) and Rect−j,−i (x). Thus, in their intersection (if
nonempty) the multiplicity mapping will decrease by 2 going from (x, y) to (xt, y). 
We can now describe precisely when xt  y in the groups of type B.
Proposition 3.4. Let x, y ∈ Bn, with x < y, and t ∈ T be such that x < xt . If t = (−i, i), i > 0,
then
xt  y ⇔ Rect−i,i (x) ⊆ Ω(x,y).
If t = (i, j)(−i,−j), i < j , then
xt  y ⇔
{Recti,j (x) ∪ Rect−j,−i (x) ⊆ Ω(x,y),
Recti,j (x) ∩ Rect−j,−i (x) ⊆ Ω2(x, y), (7)
where Ω2(x, y) = {(h, k) ∈ R2: (x, y)[h, k] 2}.
Proof. We have that xt  y if and only if (xt, y)[h, k] 0 for all (h, k) ∈ [±n]2. Since x < y, we
already know that (x, y)[h, k] 0 for all (h, k) ∈ [±n]2. Then, by Lemma 3.3, in case t = (−i, i)
we have xt  y if and only if
(x, y)[h, k] 1 ∀[h, k] ∈ Rect−i,i (x),
and in case t = (i, j)(−i,−j) we have xt  y if and only if
(x, y)[h, k] 1 ∀[h, k] ∈ Recti,j (x) ∪ Rect−j,−i (x),
(x, y)[h, k] 2 ∀[h, k] ∈ Recti,j (x) ∩ Rect−j,−i (x). 
Note that for x, y ∈ Dn, with x < y, and t = (i, j)(−i,−j) ∈ T , then the condition given in
(7) is only necessary. In order to decide whether xt  y, one has to use also the condition (ii) of
[1, Theorem 8.2.8].
3.3. Symmetries
Let W be any finite Coxeter group and let w0 be its maximum. We define the following
relations between pairs (x, y) ∈ W 2, with x < y:
(x1, y1) ∼+ (x, y) ⇔ (x1, y1) ∈
{
(x, y),
(
x−1, y−1
)
,
(w0xw0,w0yw0),
(
w0x
−1w0,w0y−1w0
)}
,
(x1, y1) ∼− (x, y) ⇔ (x1, y1) ∈
{
(yw0, xw0), (w0y,w0x),(
y−1w0, x−1w0
)
,
(
w0y
−1,w0x−1
)}
,
and
(x1, y1) ∼ (x, y) ⇔ (x1, y1) ∼+ (x, y) or (x1, y1) ∼− (x, y).
The relations ∼+ and ∼ are equivalence relations and it is known that
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(x1, y1) ∼− (x, y) ⇒ [x1, y1] ∼= −[x, y].
Moreover (see, e.g., [1, Exercise 4.10]) we have
(x1, y1) ∼ (x, y) ⇒ R˜x1,y1(q) = R˜x,y(q).
In classical Weyl groups, if (x1, y1) ∼ (x, y) then the diagram of (x1, y1) is obtained from that
of (x, y) by a certain reflection, as described for the symmetric group in [10, Fig. 2]. The only
exception is the case W = Dn and n odd when, for example, xw0 = [x(1),−x(2), . . . ,−x(n)].
Then, in order to generate all possible intervals and R˜-polynomials, we will consider diagrams
up to these symmetries.
3.4. Odd signed permutation poset
In the remainder of the paper we will act on diagrams by “deleting” or “inserting” dots. In the
groups of type D, this would not always be allowed, because of the restriction on the parity of
the number of negative entries. In this subsection we present a way of bypassing this problem.
The odd-signed permutation set is the coset of Dn in Bn:
Doddn =
{
x ∈ Bn: neg(x) is odd
}
.
Although Doddn is not a group, we can still define on it the Bruhat order as in Dn, giving the
same characterization of the covering relation (see the end of Section 2). More precisely, given
x, y ∈ Doddn , we say that x  y in the Bruhat order if and only if y = x(i, j)(−i,−j), where
(i, j) is (1) a noncentral free rise of x, or (2) a central nonsymmetric free rise of x, or (3) a
central semifree rise of x.
Proposition 3.5. The map ϕ :Dn → Doddn defined by
[x1, x2, . . . , xn] ϕ−→ [−x1, x2, . . . , xn]
is an isomorphism of posets.
Proof. Given x = [x1, x2, . . . , xn] ∈ Bn and k ∈ {n + 1,−n − 1}, we denote by x(k) the signed
permutation [x1, x2, . . . , xn, k] ∈ Bn+1. Note that if x ∈ Dn, then x(n+1) ∈ Dn+1 and x(−n−1) ∈
Doddn+1. Also note that
x  y in Dn ⇔ x(n+1)  y(n+1) in Dn+1
⇔ x(−n−1)  y(−n−1) in Doddn+1.
Now, consider the map ψ :Dn → Dn+1 defined by
ψ(x) = (xwDn0 )(n+1)wDn+10 ,
where wW0 denotes the maximum of W . As can be easily checked, we have
[x1, x2, . . . , xn] ψ−→ [−x1, x2, . . . , xn,−n − 1],
so that ψ(x) = ϕ(x)(−n−1) for every x ∈ Dn. Then,
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⇔ (ywDn0 )(n+1)  (xwDn0 )(n+1) in Dn+1
⇔ (xwDn0 )(n+1)wDn+10  (ywDn0 )(n+1)wDn+10 in Dn+1
⇔ ψ(x)ψ(y) in Dn+1
⇔ ϕ(x) ϕ(y) in Doddn . 
By Proposition 3.5, working with the posets Dn and Doddn is somehow the same thing.
From now on, we will denote the even-signed permutation group by Devenn and we will write
x, y ∈ Dn to mean either x, y ∈ Devenn or x, y ∈ Doddn , with the only requirement that neg(x) ≡
neg(y) (mod 2).
3.5. Simplifications
In order to determine the poset structure of an interval [x, y] and to compute the associated R˜-
polynomial, there are some simplifications that can be easily described in terms of the diagram of
(x, y). Let W ∈ {Sn,Bn,Dn}. An index set is a subset I ⊆ 〈n〉, such that I = −I if W ∈ {Bn,Dn}.
Definition 3.6. Let x ∈ W and I be an index set. We denote by x|I the (signed) permutation
whose diagram is obtained from that of x, by considering only the dots corresponding to the
indices in I , removing the others, and renumbering the remaining indices and values. We call
x|I the subpermutation of x induced by I .
We start with noting that all the information about the poset structure of [x, y] and about the
R˜-polynomial associated is contained in the support of (x, y).
Proposition 3.7. Let x, y ∈ W , with x < y. Set xΩ = x|IΩ(x,y) and yΩ = y|IΩ(x,y). Then
(1) [x, y] ∼= [xΩ,yΩ ];
(2) R˜x,y(q) = R˜xΩ,yΩ (q).
Proof. For the symmetric group, it has been proved in [9, Proposition 5.2] and [10, Proposi-
tion 3.1]. For the groups of signed permutations, the characterization of the covering relation in
terms of rises (see Section 2) and Lemma 3.3 ensure that the interval [x, y] reflects a process of
“unmounting” the diagram of (x, y) similar to that described in [9] for the symmetric group and
(1) follows. The same consideration, together with Proposition 3.1, implies (2). 
It is useful to introduce the following notion of Ω-equivalence between pairs:
(x′, y′) ∼Ω (x, y) ⇔
(
x′Ω,y′Ω
)= (xΩ,yΩ).
According to Proposition 3.7, the same interval (up to isomorphism) and the same R˜-polynomial
are associated with all the pairs in an Ω-equivalence class.
We now consider another kind of simplification. Let x ∈ W and I be an index set. For
(h, k) ∈ R2, we set
x[h, k]|I =
∣∣{i ∈ I : i  h, x(i) k}∣∣.
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(x, y)[h, k]|I = y(h, k)|I − x(h, k)|I .
Then, we set
Ω(x,y)|I =
{
(h, k) ∈ R2: (x, y)[h, k]|I > 0
}
.
Definition 3.8. Let x, y ∈ W , with x < y. Let I1 and I2 be two index sets, with IΩ(x, y) = I1 ∪I2
and I1 ∩ I2 = ∅, such that x(I1) = y(I1) and x(I2) = y(I2). Set xr = x|Ir , yr = y|Ir and Ωr =
Ω(x,y)|Ir , for r = 1,2. (Note that, necessarily, x1 < y1 and x2 < y2.) We say that the pair (x, y)
is trivially decomposable into the two pairs (x1, y1) and (x2, y2) if Ω1 and Ω2 are either disjoint
or if they intersect in a region whose closure does not contain any of the dots of x and y.
For example, the pair (x, y) ∈ B24 , whose diagram is shown in Fig. 1, is trivially decomposable
into the two pairs (123,231) ∈ B23 and (1,1) ∈ B21 . Then, we have the following general result.
Proposition 3.9. Let x, y ∈ W , with x < y, be trivially decomposable into (x1, y1) and (x2, y2).
Then
(1) [x, y] ∼= [x1, y1] × [x2, y2];
(2) R˜x,y(q) = R˜x1,y1(q) · R˜x2,y2(q).
Proof. For Sn, it has been proved in [9, Proposition 2.16] and [10, Propositions 3.2, 3.4, 3.5].
For Bn and Dn the proof is similar, since under the hypotheses of Definition 3.8, the process
of “unmounting” the diagram of (x, y), that the interval [x, y] reflects, is completely indepen-
dent for Ω1 and Ω2 and (1) follows. A similar consideration, together with Proposition 3.1,
implies (2). 
3.6. Enlarging an interval
In this subsection we show how it is possible, given an interval [x, y], to obtain all intervals
of length (x, y) + 1 containing [x, y] as subinterval, in terms of the diagram of (x, y). We start
with introducing a notion of “insertion” of a dot in a diagram. In the following, we generalize a
notation introduced in the proof of Proposition 3.5.
Definition 3.10. Let x ∈ Sn and h, k ∈ [n+ 1]. The permutation obtained from x by inserting the
dot (h, k), denoted by x(h,k), is the only permutation xˆ ∈ Sn+1 satisfying
(1) xˆ(h) = k;
(2) xˆ|[n+1]\{h} = x.
Similarly, for x ∈ Bn (respectively Dn), h ∈ [n + 1] and k ∈ [±(n + 1)], the signed permutation
obtained from x by inserting the dot (h, k), denoted by x(h,k), is the only permutation xˆ ∈ Bn+1
(respectively Dn+1 or Doddn+1, depending on whether k > 0 or k < 0) satisfying
(1) xˆ(h) = k (thus xˆ(−h) = −k);
(2) xˆ|[±(n+1)]\{h,−h} = x.
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If we consider the pairs (x, y) whose diagrams are shown in Figs. 1 and 2, then the diagrams
of the pairs (x(3,−3), y(3,−3)) are illustrated in Figs. 3 and 4, respectively. Note that the signed
permutations x(3,−3), y(3,−3) shown in Fig. 4 belong to Dodd5 and, according to the considerations
following Proposition 3.5, we still write (x(3,−3), y(3,−3)) ∈ D5.
In particular, we are interested in inserting dots out of the support, as it happens in the dia-
grams in Figs. 3 and 4. In this case we obtain a pair which is in the same Ω-equivalence class as
the original pair. Then, as already observed, we have the following result, which is an immediate
consequence of Proposition 3.7.
Corollary 3.11. Let x, y ∈ W , with x < y, and let h ∈ [n + 1] and k ∈ 〈n + 1〉 be such that
(h, k) /∈ Ω(x(h,k), y(h,k)). Then
(1) [x, y] ∼= [x(h,k), y(h,k)];
(2) R˜x,y(q) = R˜x(h,k),y(h,k) (q).
Let x, y ∈ W , with x < y. The intervals of length (x, y) + 1 containing [x, y] are exactly
those of the form [x, z] (if y = w0), with z = ct(i,j)(y) and those of the form [w,y] (if x = id),
with w = ict(i,j)(x) (see Section 2 for the notation). In both cases we say that the new pair, (x, z)
or (w,y), is obtained from (x, y) by
(1) an external move, if {i, j} ⊆ 〈n〉\IΩ(x, y);
(2) an internal move, if {i, j} ⊆ IΩ(x, y);
(3) an enlarging move, if |{i, j} ∩ IΩ(x, y)| = 1.
In case (3), if {i, j}\IΩ(x, y) = {h}, then we also say that the enlarging move uses the dot
(h, x(h)). Also, if (x, y) is a pair with full support, (x′, y′) is any pair Ω-equivalent to (x, y)
and (w, z) is obtained from (x′, y′) by one of the three kinds of moves described, then we say
that (w, z) is obtained from (x, y) as well.
External moves can be easily managed by the following result.
Proposition 3.12. Let x, y ∈ W , with x < y. Let (w, z) be obtained from (x, y) by an external
move and suppose both (x, y) and (w, z) have full support. Then (w, z) is trivially decomposable
into (x, y) and a pair (a, b), with a  b. In particular,
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(2) R˜w,z(q) = qR˜x,y(q).
Proof. If W = Bn, then we may have w = x′ and z = ct(−i,i)(y′) (or w = ict(−i,i)(x′) and
z = y′), where x′ = x(i,k) and y′ = y(i,k) for some i (> 0) and k. In this case, w and z satisfy
the hypotheses of Definition 3.8, with Ω1 = Ω(x′, y′) and Ω2 = Rect−i,i (x′). In all other cases,
we have w = x′ and z = ct(i,j)(y′) (or w = ict(i,j)(x′) and z = y′), where x′ = (x(i,k))(j,l) and
y′ = (y(i,k))(j,l) for some i, j (i < j ) and k, l. Again, w and z satisfy the hypotheses of Defini-
tion 3.8, with Ω1 = Ω(x′, y′) and Ω2 = Recti,j (x′) ∪ Rect−j,−i (x′).
The second part follows from Proposition 3.9. 
We need one last definition.
Definition 3.13. Let W ∈ {Sn,Bn,Dn} and x, y ∈ W , with x < y, be such that (x, y) has full
support. The enlarging set of (x, y), denoted by Enl(x, y), is the union of all the pairs with full
support obtained from (x, y) by internal moves and enlarging moves.
Note that, more precisely, the enlarging set Enl(x, y) is the union of the set of pairs obtained
from (x, y) by internal moves and the set of pairs obtained from (x(h,k), y(h,k)), for all (h, k) ∈
[n + 1] × 〈n + 1〉 such that (h, k) /∈ Ω(x(h,k), y(h,k)), by enlarging moves (that necessarily use
the dot (h, k)).
4. Main result
The combinatorial invariance of Kazhdan–Lusztig polynomials for intervals up to a certain
length is equivalent to that of the R-polynomials (or their counterpart, the R˜-polynomials) for
the same intervals. We will prove our main result by showing that the R˜-polynomials are combi-
natorial invariants.
By Eq. (3), we have that R˜x,y(q) = q(x,y) if and only if a(x, y) = (x, y), and this happens
exactly when there are no Bruhat paths from x to y of length (x, y)−2, that is, when the interval
[x, y] does not contain any 2-crown as a subposet. Thus, we only need to consider intervals
containing 2-crowns.
Let FA = {Sn: n 2}, FB = {Bn: n 1} and FD = {Dn: n 2}.
Definition 4.1. Let F ∈ {FA,FB,FD}. The essential sets of F are recursively defined by
ES3(F ) =
{
(x, y) ∈ W 2: W ∈F , [x, y] is a 2-crown, (x, y) has full support}/∼
(where ∼ is the equivalence relation introduced in Section 3.3) and, for k  4
ESk(F ) =
[⋃{
Enl(x, y):
[
(x, y)
]
∼ ∈ ESk−1(F )
}]/∼.
The sets ES3(F ) can be easily determined and they are as follows:
ES3(FA) =
{
(123,321)
}
,
ES3(FB) = X ∪
{
(12,12), (12,21)
}
,
ES3(FD) = X ∪
{
(123,321), (213,312), (312,213)
}
,
474 F. Incitti / Journal of Combinatorial Theory, Series A 114 (2007) 461–482where
X = {(123,321), (213,312), (312,213), (321,123)}
(for simplicity, we have identified every equivalence class with one of its elements).
In the following we give a characterization of the pairs belonging to the essential sets, which
will be crucial in the proof of the main result.
Theorem 4.2. Let F ∈ {FA,FB,FD} and k  3. The essential set ESk(F ) contains, up to ∼, all
possible pairs of length k, in Coxeter groups in F , which have full support and are not trivially
decomposable, whose corresponding interval [x, y] contains a 2-crown.
Proof. We proceed by induction on k. For k = 3, the result is true by definition. Assume k  4.
Clearly, all the pairs in ESk(F ) have the required properties. Now, let (x, y) be a pair of length
k which has full support and is not trivially decomposable, with [x, y] containing a 2-crown. We
want to show that [(x, y)]∼ ∈ ESk(F ). As one can easily check, it is always possible to find an
atom z (or a coatom w) of [x, y] such that (z, y) (or (x,w)) is still not trivially decomposable
and [z, y] (or [x,w]) still contains a 2-crown. Let z be an atom of [x, y] with these properties
(the case of a coatom w is similar). Now, let zΩ = z|IΩ(z,y) and yΩ = y|IΩ(z,y). Then, the pair
(zΩ, yΩ) has length k − 1, has full support, is not trivially decomposable and [zΩ,yΩ ] contains
a 2-crown. By the induction hypothesis, this implies [(zΩ, yΩ)]∼ ∈ ESk−1(F ). Also, note that
(x, y) is necessarily obtained from (zΩ, yΩ) by either an internal move or an enlarging move.
Thus, by definition, (x, y) ∈ Enl(zΩ, yΩ) and [(x, y)]∼ ∈ ESk(F ). 
We can now state and prove the main result of this work.
Theorem 4.3. The Kazhdan–Lusztig polynomials are combinatorial invariants for intervals up
to length 6 in Coxeter groups of type B and D and for intervals up to length 8 in Coxeter groups
of type A.
Proof. The combinatorial invariance is known to hold for intervals up to length 4 in all Cox-
eter groups and in [10] it has been established for intervals of length 5 and 6 in the symmetric
group. Moreover, by Eq. (1), if the combinatorial invariance is true for intervals up to a given odd
length , then it is also true for intervals of length +1. So we only need to prove the combinator-
ial invariance of the R˜-polynomials for intervals of length 5 in the groups of signed permutations
and for those of length 7 in the symmetric group. As already observed, we only need to consider
intervals containing 2-crowns. By Proposition 3.7, we may only consider pairs which have full
support. Pairs which are trivially decomposable can be managed by Proposition 3.9. Then, by
Theorem 4.2, we only need to consider the pairs in the sets ESk(F ).
For the remainder of the proof, we need the assistance of Maple computation. In fact, the
essential sets have been generated, according to Definition 4.1, by a Maple program. For the
symmetric group it has been done up to length 7 and for the groups of signed permutations up to
length 5. The cardinalities of the essential sets are as follows:
k |ESk(FA)| |ESk(FB)| |ESk(FD)|
3 1 6 7
4 4 209 158
5 47 9543 3942
6 913
7 22400
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Isomorphism types of pairs in ES5(FD)
Type (x, y) f -vector s.d. red. R˜x,y(q)
1. (123,132) (3,5,6,4) q5 + 2q3 + q
2. (123,213) (3,5,5,3)
√
q5 + 2q3
3. (1234,2413) (4,7,7,4)
√ √
4. (1234,1243) (4,8,9,5)
√
5. (1234,1432) (4,9,10,5)
6. (2134,4321) (4,10,12,6)
7. (1234,3421) (5,10,10,5) q5 + q3
8. (1234,1432) (5,10,11,6)
9. (1234,1243) (5,11,14,8)
10. (1234,1432) (5,12,13,6)
11. (1324,1423) (5,12,14,7)
12. (1423,1243) (7,15,16,8)
Fig. 5. Representative diagrams of pairs in ES5(FD).
For each pair (x, y) in the essential sets ES7(FA), ES5(FB) and ES5(FD), the poset structure
of the interval [x, y] has been determined, and the corresponding R˜-polynomial has been com-
puted, by our own Maple programs, based on the considerations in Section 3.2. Then, the pairs
have been grouped in isomorphism classes, with the help of Stembridge’s Maple package for
posets [14], which includes a fast algorithm for isomorphism testing. Finally, the combinatorial
invariance of the R˜-polynomials for these pairs has been checked. The results of the computation
are summarized in Tables 1–3, that we are going to describe in detail. 
In Tables 1–3, all isomorphism types of intervals associated with pairs in the essential sets
ES5(FD), ES5(FB) and ES7(FA) are, respectively, listed. They are grouped by the value of the
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Isomorphism types of pairs in ES5(FB)
Type (x, y) f -vector s.d. red. R˜x,y (q)
1. (123,321) (3,5,6,4)
2. (123,123) (3,6,7,4) q5 + 2q3 + q
3. (213,213) (4,7,7,4)
√
4. (312,132) (3,4,4,3)
√ √
5. (123,231) (3,5,5,3)
√
6. (123,321) (3,5,6,4)
7. (132,123) (3,5,6,4) q5 + 2q3
8. (123,321) (3,6,6,3)
√
9. (123,231) (3,6,7,4)
10. (132,132) (4,7,7,4)
√
11. (213,132) (4,7,7,4)
12. (213,213) (4,7,7,4)
√ √
13. (1234,4213) (4,8,9,5)
√
14. (1234,3412) (4,9,10,5)
15. (1243,4231) (4,10,12,6)
16. (2134,4213) (5,10,10,5)
√ √
17. (2134,4231) (5,10,10,5)
18. (1234,1423) (5,10,10,5)
√
19. (2134,4312) (5,10,11,6)
20. (1324,1432) (5,10,11,6)
21. (3124,4312) (5,11,12,6)
22. (3124,4312) (5,11,12,6)
23. (4231,3214) (5,11,12,6)
24. (2134,3421) (5,11,12,6)
25. (1324,1432) (5,11,12,6)
26. (1234,4321) (5,11,13,7)
27. (1234,1243) (5,11,14,8)
28. (1234,1432) (5,12,13,6)
29. (4132,3124) (5,12,13,6) q5 + q3
30. (2413,2341) (5,12,13,6)
31. (2413,2341) (5,12,14,7)
32. (1324,1423) (5,12,14,7)
33. (3124,4321) (6,12,12,6)
√
34. (1324,4312) (6,12,12,6)
35. (2413,3421) (6,13,13,6)
√
36. (1243,3421) (6,13,13,6)
37. (4321,3214) (6,13,13,6)
38. (2314,2431) (6,13,13,6)
39. (2143,4132) (6,13,13,6)
40. (3214,3421) (6,13,13,6)
41. (4312,1243) (6,13,14,7)
42. (1423,1342) (6,13,14,7)
43. (3124,4321) (6,13,14,7)
44. (3214,4321) (6,14,15,7)
45. (1432,1243) (6,14,15,7)
46. (1423,1243) (7,15,16,8)
R˜-polynomial and, within each group, they are listed for lexicographically nondecreasing f -
vector (the f -vectors are chosen in such a way that, if they are not palindromes, then they are
lexicographically smaller than their reverse word). For each isomorphism type a representative
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Isomorphism types of pairs in ES7(FA)
Type (x, y) f -vector s.d. red. R˜x,y(q)
1. (12345,52341) (4,9,15,18,14,6)
q7 + 3q5 + 3q3 + q2. (13425,53421) (5,12,18,18,12,5)
3. (12345,35241) (4,9,14,15,11,5)
4. (12354,52431) (4,9,15,17,12,5) q7 + 3q5 + 2q3
5. (12435,45231) (5,12,18,19,14,6)
6. (12345,25431) (4,8,11,11,8,4)
√ √
7. (12345,34521) (4,9,13,13,9,4)
8. (12345,35412) (4,9,14,15,11,5)
q7 + 3q5 + q39. (12354,53241) (4,9,14,15,11,5)
10. (12354,45231) (4,9,14,16,13,6)
11. (21354,53421) (4,10,16,17,12,5)
12. (123456,243651) (5,12,18,18,12,5)
√ √
13. (123456,236451) (5,12,19,21,15,6)
√
14. (123456,325614) (5,13,21,22,15,6)
√
15. (123456,246153) (5,13,22,24,16,6)
√
16. (123465,263451) (5,13,23,27,19,7)
√
17. (123465,426153) (5,14,24,25,16,6)
18. (123456,351624) (5,14,25,28,19,7)
19. (123654,623541) (5,14,26,30,20,7)
20. (123465,361452) (5,14,26,30,20,7)
21. (213465,623451) (5,14,28,35,24,8)
22. (213564,623541) (5,15,28,31,20,7)
23. (123546,246513) (6,16,25,25,16,6)
√
24. (134526,436512) (6,16,26,27,17,6)
25. (124536,264513) (6,16,26,28,19,7)
√
26. (123546,523614) (6,16,27,30,20,7)
27. (123546,425613) (6,16,27,30,20,7)
28. (134526,364512) (6,16,27,31,22,8)
29. (123546,351642) (6,17,28,28,17,6)
30. (231564,632541) (6,17,28,28,17,6)
31. (124536,425631) (6,17,28,28,17,6) q7 + 2q5 + q3
32. (124536,426513) (6,17,28,28,17,6)
√
33. (124536,346512) (6,17,28,29,19,7)
34. (124356,346152) (6,17,29,31,20,7)
35. (124536,524613) (6,17,29,31,20,7)
36. (124356,356124) (6,17,29,32,22,8)
37. (145236,456231) (6,17,29,32,22,8)
38. (124536,461523) (6,17,30,33,21,7)
39. (124635,624513) (6,17,30,34,23,8)
40. (134625,634512) (6,17,31,37,26,9)
41. (132465,362451) (6,18,31,32,20,7)
42. (251364,652341) (6,18,32,34,21,7)
43. (132546,264513) (7,19,29,29,19,7)
√ √
44. (124365,426351) (7,19,30,31,20,7)
45. (124365,364152) (7,20,32,32,20,7)
46. (231654,634521) (7,20,32,32,20,7)
47. (231654,635241) (7,20,32,32,20,7)
48. (134265,536142) (7,20,33,34,21,7)
49. (124365,356142) (7,20,33,34,21,7)
50. (134265,634152) (7,20,34,37,24,8)
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51. (135264,456231) (7,21,34,34,22,8)
52. (241635,642531) (7,21,35,35,21,7)
53. (135426,536412) (7,21,35,35,21,7)
54. (134265,364512) (7,21,35,36,23,8) q7 + 2q5 + q3
55. (153426,563412) (7,21,36,38,24,8)
56. (214635,634512) (7,21,37,41,27,9)
57. (132654,562341) (8,23,37,38,24,8)
58. (13425,54231) (5,12,18,18,12,5)
√ √
59. (123465,246351) (5,13,21,22,15,6)
√
60. (123456,245613) (5,13,22,25,18,7)
√
61. (123654,362541) (5,14,23,24,16,6)
62. (132465,263541) (5,14,24,25,16,6)
√
63. (123654,364512) (5,14,24,27,19,7)
64. (123465,346152) (5,14,25,29,20,7)
65. (213564,526341) (5,15,28,33,23,8)
66. (213654,632541) (5,16,28,28,17,6)
67. (213654,624531) (5,16,29,31,20,7)
68. (123546,254613) (6,16,25,25,16,6)
√ √
69. (123546,352614) (6,16,25,25,16,6)
70. (136524,645312) (6,16,26,26,16,6)
√
71. (134526,356412) (6,16,26,27,17,6)
72. (124635,465123) (6,16,26,27,18,7)
73. (124356,345612) (6,16,27,30,21,8) q7 + 2q5
74. (123546,345612) (6,16,27,30,21,8)
75. (124536,435612) (6,17,28,29,19,7)
76. (134265,465123) (6,17,29,30,19,7)
77. (124635,462513) (6,17,29,31,20,7)
78. (124536,452613) (6,17,29,31,20,7)
79. (123546,356124) (6,17,29,32,22,8)
80. (251364,562431) (6,17,30,32,20,7)
81. (124536,456123) (6,17,30,34,24,9)
82. (132465,364152) (6,18,31,32,20,7)
83. (231564,562341) (6,18,33,39,27,9)
84. (124365,346512) (7,19,30,30,19,7)
√
85. (231654,642531) (7,20,32,32,20,7)
86. (231654,652341) (7,20,32,32,20,7)
87. (134265,456132) (7,20,33,33,20,7)
88. (124365,456123) (7,20,33,35,23,8)
89. (132546,456123) (8,23,37,38,25,9)
90. (123546,246351) (6,16,25,25,16,6)
√ √
91. (123546,263451) (6,17,29,31,20,7)
√
92. (123546,361452) (6,18,32,34,21,7)
√
93. (1234765,2471653) (6,19,34,35,21,7)
√
94. (132465,623451) (6,19,36,40,25,8)
√
95. (1237654,3716542) (6,20,35,35,21,7)
96. (1324765,2734651) (6,21,41,44,26,8)
√
q7 + q5
97. (2137654,7236541) (6,23,44,45,26,8)
98. (3214765,7324651) (6,24,47,48,27,8)
99. (124365,362451) (7,20,32,32,20,7)
√ √
100. (125436,462513) (7,21,35,35,21,7)
√
101. (1235647,3256714) (7,21,35,36,23,8)
√
102. (125436,364512) (7,21,36,38,24,8)
√
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103. (1245637,2457613) (7,21,36,38,24,8)
√
104. (1345627,3457612) (7,21,36,39,26,9)
105. (124365,623451) (7,21,37,40,25,8)
√
106. (125436,526341) (7,22,39,41,25,8)
√
107. (1235647,2536714) (7,22,39,41,25,8)
√
108. (1256347,2567143) (7,22,39,41,25,8)
√
109. (1235647,2456713) (7,22,39,42,27,9)
√
110. (1235746,2571634) (7,22,40,43,26,8)
√
111. (135264,562341) (7,22,40,44,28,9)
√
112. (1245637,4256713) (7,22,40,44,28,9)
113. (1456237,4567132) (7,22,40,44,28,9)
114. (1245637,3456712) (7,22,40,44,29,10)
115. (1456237,4576123) (7,22,40,45,30,10)
116. (1245637,4516723) (7,22,41,47,31,10)
117. (1243576,2471563) (7,23,42,44,26,8)
√
118. (1236547,3615724) (7,23,42,44,26,8)
119. (1247635,4716523) (7,23,43,45,26,8)
120. (1235647,3516724) (7,23,43,47,29,9)
121. (1256374,3567142) (7,23,43,48,30,9)
122. (1246537,4615723) (7,23,44,49,30,9)
123. (1256347,5267134) (7,23,44,50,32,10)
124. (1256347,3567124) (7,23,44,51,34,11)
125. (1362475,2673451) (7,23,45,52,33,10)
√
126. (1342576,3471562) (7,24,47,52,31,9)
127. (2561374,5672341) (7,24,48,58,39,12)
128. (1435726,3745612) (7,24,49,58,37,11)
q7 + q5129. (1324765,3714652) (7,25,47,48,27,8)
130. (1432576,3741562) (7,25,49,53,31,9)
131. (2613754,6723541) (7,25,52,59,35,10)
132. (1235476,2457163) (8,25,43,44,26,8)
√
133. (1345276,3547162) (8,25,43,44,26,8)
134. (1235476,3517264) (8,25,43,44,26,8)
135. (1245376,2467153) (8,26,45,45,26,8)
√ √
136. (1245376,2475163) (8,26,45,45,26,8)
√
137. (1245376,4257163) (8,26,45,45,26,8)
138. (1342765,4713652) (8,26,45,45,26,8)
139. (1325764,3715642) (8,26,45,45,26,8)
140. (1243657,2456713) (8,26,45,46,28,9)
√
141. (1346257,4367125) (8,26,45,46,28,9)
142. (1345276,3457612) (8,26,46,47,28,9)
143. (1246357,4267135) (8,26,46,48,29,9)
144. (1356247,3576124) (8,26,46,48,29,9)
145. (1236547,2567134) (8,26,46,49,31,10)
√
146. (1246357,2567134) (8,26,46,49,31,10)
√
147. (1247365,4716253) (8,26,47,48,27,8)
148. (1325746,2735614) (8,26,47,50,30,9)
√
149. (1245376,4517263) (8,26,47,50,30,9)
150. (1345276,3467152) (8,26,47,50,30,9)
151. (1345276,3475162) (8,26,47,50,30,9)
152. (1246357,3467125) (8,26,47,51,32,10)
153. (2361754,6372541) (8,27,48,48,27,8)
154. (3417625,7436512) (8,27,48,48,27,8)
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155. (1245376,3457162) (8,27,48,50,30,9)
156. (1364257,3674125) (8,27,49,50,28,8)
157. (1465237,4675123) (8,27,49,50,28,8)
158. (1324657,3461725) (8,27,49,51,30,9)
159. (1346257,3647125) (8,27,49,51,30,9)
160. (1346275,3567142) (8,27,49,51,30,9)
161. (1346257,3467152) (8,27,49,51,30,9)
162. (1356247,3567142) (8,27,49,51,30,9)
163. (1254376,5267134) (8,27,49,51,30,9)
164. (1325647,3456712) (8,27,49,51,31,10)
165. (1246375,3467152) (8,27,49,52,31,9)
166. (1346275,3647152) (8,27,50,53,31,9)
167. (1246375,4617253) (8,27,50,53,31,9)
168. (1347265,3746152) (8,27,50,53,31,9)
169. (1264735,4671523) (8,27,50,54,32,9)
170. (1246357,4617235) (8,27,50,54,33,10)
171. (1325647,5612734) (8,27,50,54,33,10)
172. (1356247,5367124) (8,27,50,54,33,10)
173. (1346257,3567124) (8,27,50,55,35,11)
174. (1254637,4561723) (8,27,50,55,35,11)
175. (1256437,4567123) (8,27,50,55,36,12)
176. (1356247,4567123) (8,27,50,55,36,12)
177. (1432576,4571263) (8,27,51,57,35,10)
178. (1362475,4671253) (8,27,51,57,35,10)
179. (1452736,4572613) (8,28,52,54,31,9)
180. (1452376,4571362) (8,28,52,54,31,9)
q7 + q5181. (1452736,4576123) (8,28,52,54,32,10)
182. (2156374,5267341) (8,28,52,56,34,10)
183. (1452736,4751623) (8,28,53,57,34,10)
184. (1452376,4571623) (8,28,53,57,34,10)
185. (2147635,7246513) (8,28,54,57,32,9)
186. (1435276,3745162) (8,28,54,59,35,10)
187. (1362475,3671452) (8,28,54,59,35,10)
188. (2461375,4672351) (8,28,54,61,38,11)
189. (2415736,4725613) (8,28,55,61,36,10)
190. (2513764,5723641) (8,28,56,62,36,10)
191. (3614725,6734512) (8,28,56,66,42,12)
192. (143265,562341) (9,29,49,49,29,9)
√ √
193. (1243657,3461725) (9,29,50,51,30,9)
194. (1325746,3715624) (9,30,53,54,31,9)
195. (2317654,6723541) (9,30,54,55,31,9)
196. (1325746,3571624) (9,30,54,56,32,9)
197. (2147365,7246153) (9,30,55,57,32,9)
198. (1342765,3475612) (9,31,54,54,31,9)
199. (1352647,3571624) (9,31,55,55,31,9)
200. (1352476,3571624) (9,31,55,55,31,9)
201. (1325647,4516723) (9,31,55,56,33,10)
202. (1342765,3671452) (9,31,56,57,32,9)
203. (1325647,3561724) (9,31,56,58,34,10)
204. (1254736,4571623) (9,31,56,59,35,10)
205. (1352476,4571263) (9,31,56,59,35,10)
206. (2514763,5724631) (9,32,58,58,32,9)
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207. (3251764,7352641) (9,32,58,58,32,9)
208. (1453276,4576123) (9,32,58,58,33,10)
209. (1352746,4571623) (9,32,58,60,35,10)
210. (1352647,3567124) (9,32,58,60,36,11)
211. (2416375,4627351) (9,32,59,62,36,10)
212. (1362547,5671234) (9,32,59,62,38,12) q7 + q5
213. (2531764,5672341) (9,32,60,65,39,11)
214. (1254376,4571263) (10,34,59,60,35,10)
215. (1437265,4756123) (10,35,61,61,35,10)
216. (1326547,3567124) (10,36,64,64,37,11)
217. (2514736,5724613) (10,37,67,67,37,10)
√
Fig. 6. Representative diagrams of pairs in ES5(FB).
pair (x, y) is indicated. Self-dual intervals and reducible intervals are marked (a poset is reducible
if it is the direct product of smaller posets).
Note that some of the reducible intervals associated with trivially decomposable pairs might
not have been considered. Nevertheless, this is not the case, since, by Maple computation, it
has also been checked that all possible intervals containing 2-crowns that are direct products
of smaller intervals belong to one of the isomorphism classes listed in the tables. Moreover, by
an unpublished result of Dyer, we have that a Bruhat interval is a lattice if and only if it does
not contain a 2-crown. We can conclude that Tables 1–3 contain a complete classification, up to
isomorphism, of Bruhat intervals which are not lattices, by the respective lengths and types. The
diagrams of the representative pairs listed in the tables are also depicted in Figs. 5–7.
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