We observed the young planetary nebula NGC 7027 with the HST Imaging Spectrograph (STIS) in long-slit mode at five slit positions along the major axis of the nebula, over the wavelength range from 3000 to $10,000 8. We used dereddened line ratios to determine line-of-sight average values for (1) h i¼ 13;800 AE 2000 K within the uncertainties, except for $2% of measured pixels where T e > 18;000 K. The variations of density along the slits are not obviously correlated with variations in extinction. The ionization structure of the nebula varies on both large and small scales. [O i] k6300, H, and He ii k4686 intensity profiles along each slit appear to trace ionization gradients at H peaks, with the highest ionization on the side toward the central star and lowest ionization on the far side. These structures may result from effects of stellar radiation, shocks from a fast stellar wind, or some combination of the two processes. Subject headingg s: atomic processes -planetary nebulae: general -planetary nebulae: individual ( NGC 7027) 
INTRODUCTION
The complex structure of planetary nebulae (PNe) was revealed with striking clarity by the Hubble Space Telescope (HST ), both in optical images of the ionized gas (e.g., Sahai & Trauger 1998; Ciardullo et al. 1999; Sahai 2003) and in near-infrared images of the ionized-neutral interface or photodissociation region (PDR; e.g., Latter et al. 2000) in young PNe. Despite this wealth of evidence for small-scale structure in the density of the ionized gas, there is a continuing debate over the temperature structure in the gas. This debate is motivated largely by the long-standing discrepancy between the ionic abundances derived from collisionally excited forbidden lines on the one hand, and ionic recombination lines on the other (see reviews by Mathis 1995; Peimbert 1995; Liu 2003 Liu , 2006 Torres-Peimbert & Peimbert 2003; Peimbert & Peimbert 2006) . Peimbert (1967) first proposed that small-scale spatial variations in temperature integrated along sight lines or over whole nebulae would yield discrepant abundances as a result of the very different temperature dependences of the volume emissivities of forbidden lines compared with recombination lines. An alternative explanation has been proposed more recently (see Liu 2003) where PNe are postulated to contain small-scale inclusions comprising a small fraction of the nebular mass, which are enhanced in metals or deficient in hydrogen. Strong cooling in these inclusions results in greatly decreased temperatures (T e $ 10 3 K) with consequently enhanced recombination line emission but decreased forbidden line emission relative to the bulk of the nebula. Detailed models with such inclusions (e.g., Liu et al. 2000; Pequignot et al. 2003) have been presented to account for several PNe with highly discrepant abundance determinations.
Several studies have attempted to measure spatial variations of temperature in PNe. Observational techniques used include imaging through narrowband filters centered at the relevant optical emission lines (e.g., [ O iii] kk4363 and 5007 8 from Rubin et al. [2002] and Wesson & Liu [2004] and [ N ii] from Lame & Pogge [1994] ) and long-slit spectroscopy (e.g., Liu et al. 2000; Garnett & Dinerstein 2001; Rubin et al. 2002; Monteiro et al. 2004 ). Both techniques have been applied to well-resolved nebulae in order to achieve good spatial discrimination of temperature differences. These studies have not shown large temperature variations either on small spatial scales or systematically over the nebulae, in any of the objects studied to date. A fundamental limitation to such studies is, of course, that the observed light is integrated along the line of sight through the nebula, so that any temperature or density structure in that direction may be masked by the radiative transfer. Small-scale temperature variations, as proposed by Peimbert (1967) , could therefore be present but washed out in the observed spectra. This effect would be most severe for low spatial resolution ground-based spectra taken in moderate seeing. With the high angular resolution achievable in space with HST, spatial variations in nebular temperature and density might be more readily discernible provided that the spatial scale and filling factor of the variations had suitable values.
The subject of the present study, NGC 7027, is a very young PN with a dynamical age of $600 yr obtained by Masson (1989) for his derived distance of 900 pc (although Bains et al. [2003] find a lower distance, 650 pc, based on a revised kinematic model). The central star has a Zanstra temperature of $200,000 K (Jacoby 1988; Robberto et al. 1993; Latter et al. 2000) and inferred progenitor mass of 4 M , so it is observed at close to the maximum temperature on theoretical evolutionary tracks for PNe central stars with such initial masses (Blöcker 1995) . The PN was discovered to be an X-ray source by Kastner et al. (2001) , who attributed the X-ray emission to shock heating by a fast wind from the central star impacting the slow wind which the progenitor star ejected while on the asymptotic giant branch (AGB). The existence of a slow progenitor AGB wind is unequivocal from observations of a massive ($3 M ), roughly spherical expanding envelope mapped in emission lines of CO and other molecules Jaminet et al. 1991) , as well as infrared images of vibrationally excited H 2 from a PDR between the neutral molecular envelope and the ionized zone of the PN ( Latter et al. 2000; Graham et al. 1993 ). The nebula also shows a bipolar jetlike feature in the near-IR (Latter et al. 2000; Cox et al. 2002) , which may be a further manifestation of a fast collimated outflow from the central star (or from an undetected binary companion).
Seen in its entirety then, NGC 7027 exhibits an extraordinary range of physical conditions and phenomena, centered on an extremely hot central star and its surrounding photoionized nebula (T e % 10 4 K, but with some component of X-ray emitting gas at temperatures of $8 ; 10 6 K; Maness et al. 2003) . This ionized zone is embedded in a massive neutral envelope on which the hot central star may be exerting a dynamical force via a fast stellar wind, in addition to the effect of photoionization. Within this complex structure, one might well expect to find evidence for a nonuniform temperature distribution in the ionized gas. In this paper we present observations of NGC 7027 made with the HST Imaging Spectrograph (STIS). We have applied standard nebular density and temperature diagnostics from optical emission lines to examine the spatial structure of the ionized gas, taking advantage of the high angular resolution ($0.1 00 ) afforded by the long-slit spectroscopic mode of STIS.
OBSERVATIONS AND DATA ANALYSIS
NGC 7027 was observed on 2000 January 22 with STIS in its highest spatial resolution mode, with the 52 00 ; 0:1 00 slit. Exposures were taken with the slit aligned approximately along the major axis of the nebula at five positions equispaced to sample the nebula from the edge of the ionized zone /PDR interface (slit position 1) to the brightest parts of the visible nebula ( position 5). The locations of the slits are shown in Figure 1 , overlaid on an HST optical image from the program of Bond et al. (HST proposal 6119; see Ciardullo et al. 1999) . Throughout this paper, coordinates for positions along each slit are referenced to the fiducial marks shown in Figure 1 .
Each slit position was observed with three gratings selected to cover the entire visible spectrum in two segments (2850Y5750 8 and 5250Y10,200 8) at low resolution, and one segment (6295 Y 6865 8) at medium resolution (1.1 8). The grating settings, resolutions, and exposure times per slit are summarized in Table 1 . All calibrations were done using standard procedures for flatfielding (from contemporaneous flats) and calibration of wavelength and intensity. The data products from the reduction pipeline were delivered by the Space Telescope Science Institute for further analysis. The two-dimensional spectra as delivered had been rectified so that the dispersion and spatial axes were orthogonal, with the wavelength scale referred to vacuum. The spatial dimension had pixels of 0.05 00 width, thus providing Nyquist sampling of the nominal HST point-spread function. The intensity scale was calibrated in standard cgs units. The flux calibration takes into account the variation of the point-spread function with wavelength along the dispersion axis. The accuracy of the rectification is 0.2 pixels in the wavelength axis, and between 0.2 and 0.5 pixels in the spatial axis, with the lower value typical of the central portion ($20%) of the slit which NGC 7027 covers. Since the data were binned along the spatial axis by 11 pixels (or 21 pixels in some cases) and the spectral line apertures were typically about 8 pixels (4 resolution elements) wide, the rectification accuracy should not be a significant source of uncertainty in deriving line ratios.
Examples of the resultant spectra are in Figure 2 , which shows spectra for the three gratings integrated over AE8 00 along slit 4 in Figure 1 . In the expanded-scale plots (lower half of each panel), some sharp positive or negative features are visible that are effects of cosmic rays not removed by the data processing pipeline. These artifacts were removed from the spatial intensity profiles of individual spectral lines by the method described below.
Spatial profiles of spectral lines for the five slit positions were made by integrating the intensity along the dispersion axis at each pixel along the position axis using the IRAF task sbands. Spectral apertures for the integration along the dispersion axis were selected by plotting the spatially integrated intensity as a function of wavelength and choosing limits that included the entire width of the spectral line, but as little continuum as possible. Apertures for lines of interest are given in Table 2 . Apertures for determining the continuum were selected from adjacent line-free regions of the spectrum, with bandwidths taken as large as possible to reduce noise but avoid contamination by other spectral lines. Absence of strong contaminating line emission is confirmed by the deep spatially integrated spectrum of Zhang et al. (2005) . The resulting intensity profiles as a function of spatial location along the slit were then used in all subsequent calculations.
Prior to combining any spectral line intensity profiles, boxcar smoothing in the spatial coordinate was applied to reduce random variations due to noise. We typically used a width of 11 pixels, corresponding to a spatial smoothing of 0.55 00 . Although the observations were made in the ''accumulate'' mode and cosmic-ray rejection was applied to the target exposures, we found that the data were still significantly contaminated by cosmic rays (CRs). The CRs exhibited several properties which aided in their identification and removal. For a given spectral line, CRs almost always occurred at the same spatial pixel across all five slits, a characteristic that implies these are artifacts in the calibration exposures which were applied in common to all of the five exposures at the different slit positions. The CR features are always very sharp, typically confined to one or two pixels. The algorithm used for CR identification exploited these traits. Pixels with large spatial first derivatives (several times the rms noise) in several slits (typically three or more) were flagged as CRs. Once a CR had been identified by the algorithm, it was corrected for by linearly interpolating a new intensity value from neighboring, unaffected pixels in the intensity spatial profile.
Dereddening was done on a per-pixel basis using a standard extinction law. The observed intensity I(k) at a wavelength k is related to the unextincted intensity I 0 (k) by
where we used the standard (R ¼ 3:1) reddening curve f (k) from Table 7 .1 in Osterbrock & Ferland (2006) . The dereddening parameter c was determined from the observed H/H intensity ratio and varies substantially with position across the nebula. The intrinsic ratio of the H/H intensities varies with temperature, but was taken to be a constant value of 2.80, calculated for a temperature of 13,000 K and n e of 60,000 cm À3 by interpolation in Table 4 .4 in Osterbrock & Ferland (2006) . These values for temperature and density are consistent with those derived by Zhang et al. (2005) from their sensitive, high-resolution nebular-averaged spectrum. The uncertainty in c was calculated using standard error propagation formulae. The standard deviation for each spectral line profile was determined by computing the rms for a few hundred pixels located off the nebular emission. Spatial and spectral smoothing reduce the photon counting noise sufficiently to be omitted in the uncertainty calculation.
The reddening correction factor c together with 1 error bars is shown for each of the five slit locations in Figure 3 . Values of c vary significantly across the nebula. The largest reddening occurs in slits 1 and 2, which lie closest to the edge of the visible ionized region. Our dereddening prescription assumes, essentially, a foreground screen model with spatial variations. NGC 7027 shows much structure in its optical appearance (Ciardullo et al. 1999) , which may indicate that some of the reddening is internal to the nebula. The trend in Figure 3 of increased reddening toward the edge of the nebula ( i.e., slit positions 1 and 2) is consistent with significant internal reddening. If so, the assumption of a standard interstellar reddening law may be incorrect since this object is very carbon-rich and its associated dust may have different extinction properties than silicate-rich interstellar grains. Seaton (1979) found, however, that the standard interstellar extinction law gives an excellent fit to the nebular-averaged reddening from H to 1640 8, and Osterbrock (1974) estimated that no more than 0.6 mag of extinction at H is produced by internal dust, out of a total of 3.6 mag. Atherton et al. (1979) derived a relative extinction map which resembled the symmetry of the 5 GHz radio continuum. They argued, therefore, that the bulk of the absorbing material was close but external to the ionized gas. Woodward et al. (1992) compared H, 5 GHz radio, and IR images to derive a relative (HÀK ) color excess map. The morphology of their map agreed with that of Atherton et al. (1979) , showing a U-shaped maximum of extinction with a minimum in a trough along the symmetry axis of, and centered on, the radio continuum. Woodward et al. (1992) suggested that the obscuring dust lies in a shell or disk exterior to the ionized gas, possibly a part of the neutral molecular envelope that surrounds the nebula. Walton et al. (1988) derived a quantitative extinction map of E(B À V ) by comparing H and 15 GHz radio continuum images. They also assumed a foreground screen model, concluding that the dust is predominantly associated with the nebula, but has a higher density in the outer parts, although some extinction is probably internal to the ionized nebula. We have extracted linear cuts from the E(B À V ) contour map of Walton et al. (1988) , corresponding to slits 2Y5 (slit 1 lies at the edge of their map), and converted to c(H ) using their factor of 1.46. Figure 4 compares our values of c(H ) with those from Walton et al. (1988) . Note that the spatial sampling differs between these data sets. The extinction map of Walton et al. (1988) has a 1.3 00 ( FWHM ) circular Gaussian PSF, while our c(H ) displayed in Figure 4 is boxcar smoothed by 21 pixels, or 1.05 00 along the 0.1 00 wide slits. The shapes of the two curves are similar for each slit, with the best agreement in slits 4 and 5, where the gradient in the Walton et al. E(B À V ) map perpendicular to the slits is small. For slit 2, E(B À V ) varies significantly within $1 00 perpendicular to the slit, which probably explains the discrepancy in absolute level of c(H ). Given the differences in spatial sampling, there is good agreement in the magnitude and spatial variation of our derived reddening parameter and that of Walton et al. (1988) .
To derive the temperature and density as a function of position along each slit, we developed a custom software package which applied the smoothing and dereddening, summed lines together as necessary, subtracted continua or other contaminant lines, and formed the relevant line intensity ratios for temperature and density diagnostics. This software propagates all uncertainties due to rms noise, dereddening, smoothing, and continuum subtraction, according to standard error propagation formulae. The final output is a file containing the line ratio and its uncertainty across the five spatial profiles.
Temperatures and densities were determined using the IRAF task temden for standard diagnostic line ratios (Shaw & Dufour 1995) . Tables of temden output were created, giving the temperature as a function of intensity ratio and density, and density as a function of line ratio and temperature. Temperatures and densities as a function of slit position were then calculated by bilinear interpolation from these tables.
RESULTS

H and He Recombination Lines
Spatial profiles of the observed H flux, F obs (H), unsmoothed and uncorrected for extinction, along each of the five slit positions are shown in Figure 5 . The relatively weak emission in slit 1 results from the location tangent to the ionized zone /PDR interface and correspondingly high extinction. Consequently, many of the standard nebular diagnostic lines are too weak to give accurate temperatures or densities for slit 1. Slits 2, 3, and 4 all have comparable mean observed H fluxes but there are significant variations over small angular scales in these profiles, by factors up to 2Y3 within 0.3 00 along the slit, notably for slit 2. Slit 5 crosses one of the brightest parts of the optical nebula with correspondingly high values of F obs (H). The variation in F obs (H) may result from structure in the foreground dust produced by stellar mass loss when the central star was on the AGB, and possibly from small-scale structure in the density of the ionized gas itself. Fig. 1 ), with cuts through the E(B À V ) map by Walton et al. (1988) . The H and H intensity profiles were boxcar smoothed by 21 pixels (1.05 00 ) along each slit before computing c from the standard reddening curve (see text), so the effective aperture for which the solid curves are derived is 0:1 00 ; 1:05 00 , while the resolution of the Walton et al. extinction map is a circular Gaussian with FWHM $ 1:3 00 . The thin solid horizontal line shows the nebular average value of 1.37 derived by Zhang et al. (2005) . Before applying extinction corrections it was necessary to smooth the emission line profiles in the spatial coordinate to avoid increasing the noise level excessively, mainly due to the large extinction at H which is used to derive c. The H intensity corrected for extinction, I(H), is shown in Figure 6 . The H data have been boxcar smoothed by 11 pixels (0.55 00 ) and corrected by the attenuation factor, 10 cf (k) , which is plotted in Figure 6 as a dashed line. The dereddened I(H) profiles are more symmetric about the center of the nebula than the observed profiles, consistent with the morphology of the ionized gas at radio and IR wavelengths.
We can also compare the I(H) spatial profiles directly with the emission measure derived by Bains et al. (2003) from highresolution radio continuum maps, which are unaffected by dust extinction. Assuming T e ¼ 13;000 K and n e ¼ 60;000 cm À3 , the surface brightness of H should scale with emission measure, EM, as
where EM is in cm À6 pc and the coefficient was derived by interpolation from the emissivity tables of Storey & Hummer (1995) . The resulting spatial profiles for linear cuts through the Bains et al. (2003) EM map are shown as dotted lines in Figure 6 . It is important to note that the radio-derived EM map has a circular Gaussian beam with a FWHM of 0.4 00 , while the I(H) profiles have an effective spatial aperture of 0:1 00 ; 0:55 00 . The best agreement between I(H) and scaled EM in Figure 6 is for regions where the EM map does not vary greatly perpendicular to the slit long axis. There is good agreement for slits 3, 4, and 5, especially in the central $6 00 , where the EM gradient is small. For slits 1 and 2, the EM changes rapidly perpendicular to the slit axis, so the radio EM map samples a significantly different range of values than the optical spectra, and the agreement with I(H) is relatively poorer. Along slit 4 in the range À2 00 to +6 00 , the EM varies only slightly perpendicular to the slit and over this region the agreement between our dereddened I(H) and the scaled radio EM is excellent.
The He ii k4686 recombination line is prominent in the spectrum of NGC 7027, as expected for a central star with a Zanstra temperature of 200,000 K. The k5876 recombination line of He i is also well detected in our spectra. Figure 7 shows the dereddened spatial profiles of I(He ii k4686) and I(He i k5876), compared with I(H) for the five slit positions. These three lines have generally very similar profiles, but there are differences in detail. We have calculated the line-of-sight averaged ionic abundance ratios He Extinction-corrected H intensity after spatial smoothing by 11 pixels (0.55 00 ); dashed line: extinction attenuation factor at H; dotted line: radio-derived emission measure scaled by a factor of 1:58 ; 10 À18 , which is the predicted H intensity for T e ¼ 13;000 K. Emission measures are taken from cuts along the five slit positions extracted from the map of Bains et al. (2003) . 2Y5, some 10%Y15% of the pixels shown in Figure 8 have a total helium ratio (He ++ + He + )/H + more than 20% higher than the nebular average of 0.10. These positions are mostly at offsets more negative than À3.5 00 in slits 3, 4, and 5, and show increased He i k5876 emission relative to positions at more positive offsets (see Fig. 7 ). The largest discrepancy occurs in slit 5 at À4.0 00 , where (He ++ + He + )/ H + reaches 0.16, or 60% higher than the nebular average value. From the published instrument specifications, it is unlikely that this discrepancy is due to flux calibration errors along the G750L slit, but we cannot rule out this possibility. In subsequent discussion, we will therefore regard with caution line fluxes from the G750L grating over these limited portions of the slits.
Density Indicators
We attempted to use the [S ii] doublet ratio of k6716 to k6731 intensities to derive a line-of-sight average electron density n e at each pixel for the five slit positions. The density was calculated using the IRAF task temden (Shaw & Dufour 1995) , which is based on the formalism of de Robertis et al. (1987) . The measured intensities were boxcar smoothed by 11 pixels (0.55 00 ) before subtracting the continuum and computing the line ratios. The resulting dereddened and continuum-corrected line intensity profiles and ratio are shown in Figure 9 . We assumed a temperature of 13,000 K but the densities derived from the [S ii] doublet are quite insensitive to temperature, especially toward the high-density limit for this line ratio (log n e > 4). The [S ii] doublet ratios, I(k6716 )/I(k6731), were 0.5 at essentially all pixels with sufficiently small uncertainties (<10% in the ratio) to be useful as density indicators. A line ratio of 0.5 corresponds to log n e ¼ 4:1; a 10% increase in the ratio corresponds to a factor of 2 decrease in n e , while a 10% decrease in the ratio gives only a lower limit to n e . The [S ii] lines are so close in wavelength that errors in the doublet ratio due to the reddening correction and flux calibration should be negligible, but the derived densities are very sensitive for ratios <0.5 so we regard the values of n e inferred from [S ii] only as lower limits with n e > 10 4 cm
À3
. Other observations of the [S ii] doublet ratio, made with large apertures, also found essentially saturated values giving lower limits to the average density. Keyes et al. (1990) found a [S ii] ratio of 0.435 over the brightest region of the nebula and inferred a density n e $ 30; 000 cm À3 from this diagnostic. Zhang et al. (2005) found a ratio of 0.444 and quote only a lower limit of 10 5 cm À3 for spectra integrated over the whole nebula. They suggested that the [S ii] doublet is not very suitable for density determination in NGC 7027. ( In contrast, however, Bains et al. [2003] found from their velocityresolved long-slit spectra that the region they identified as the interior of the ionized shell had n e $ 6 ; 10 3 cm À3 and found the [S ii] doublet was not saturated everywhere.)
We therefore used a second density indicator, the [Ar iv] k4711/ k4740 doublet ratio, which saturates at densities of $10 6 cm À3 . These [Ar iv] lines are detected in our G430L grating exposures, albeit with modest signal-to-noise ratios, but by applying some pixel averaging we did obtain useful densities at many pixels.
With our spectral extraction aperture width of 20 8, the [Ar iv] k4711 line is blended with a He i recombination line at 4713 8, and with two [Ne iv] lines at 4714 and 4716 8 (Zhang et al. 2005) . These lines contribute about 45% of the total flux within our spectral aperture for [Ar iv] k4711. (The k4740 line has no significant contamination at this aperture width.) To correct for the contribution of these He i and [ Ne iv] lines, we estimate the He i k4713 line intensity at each pixel by scaling our dereddened He i k5876 intensity profiles by the ratio of I(He i k4713)/I(He i k5876) from the nebular-averaged spectrum of Zhang et al. (2005) . Similarly, we estimate the sum of the [Ne iv] kk4714, 4716 lines at each pixel by scaling our dereddened I(He ii k4686) with line ratios of Zhang et al. (2005) . Since Ne ++ and He + are ions with roughly comparable ionization potentials (63.5 and 54.4 eV, respectively), the [Ne iv] line intensities should track He ii k4686 reasonably well across the nebula, and better than [Ne iv] tracks H. These estimates of the He i and [Ne iv] contributions were subtracted from the dereddened [Ar iv] k4711 profile.
We estimated the continuum at kk4711, 4740 by scaling to the dereddened spatial intensity profiles of: (1) H for free-free (f-f ) and bound-free ( b-f ) emission of ( H + , e À ) as well as the twophoton continuum; (2) He ii k4686 spatial profiles for f-f and b-f processes of (He ++ , e À ); and (3) He i k5876 spatial profiles for f-f and b-f processes of (He + , e À ). Scaling factors were derived from the tables of line and continuum emissivities in Osterbrock & Ferland (2006) , by interpolating to an assumed T e ¼ 13;000 K and adopting the nebular-averaged ionic abundances from Zhang et al. (2005) . The total continuum summed over these three processes was subtracted at each pixel from both I(Ar iv k4711) and I(Ar iv k4740). The corrected [Ar iv] k4711 intensity was ratioed with [Ar iv] k4740. The corrected line intensity profiles and resulting line ratios are shown in Figure 10 . Most of the slit positions have line ratios around 0.2Y0.4, consistent with the global average ratio of Zhang et al. (2005) , who found I(k4711)/I(k4740) ¼ 0:273. There are isolated regions, however, which show line ratios significantly larger than the average, notably slit 3 near +2.7 00 and (4 00 to + 5.3 00 ); slit 4 near 0 00 and (+3.5 00 to 4 00 ); and slit 5 from 0 00 to +0.5 00 . Density profiles were derived from this ratio using the IRAF temden task, as for the [S ii] doublet. Figure 11 shows the resulting line-of-sight average densities for slits 2Y5 from the [Ar iv] doublet. Useful mean density values were obtained for a fraction of the measured pixels on slits 2Y5. The weak [Ar iv] lines and the additional correction for the He i and [ Ne iv] lines result in relatively large uncertainties for the densities, except in the brighter parts of the nebula sampled by the slits. The densities are distributed about the nebular average (log n e ¼ 4:77; Zhang et al. 2005) . Where the line ratio is small and the lines are weak, the densities are not well determined, giving log n e $ 5. Isolated sections show densities over regions $1 00 in size (comparable to the smoothing length) with log n e $ 4, corresponding to the slit locations with larger than average line ratios noted above.
Temperature Indicators
We determined line-of-sight mean electron temperatures, Fig. 1 . Density was taken as fixed at 60,000 cm À3 . Data were boxcar averaged over 11 pixels (0.55 00 ) along the slit before calculating temperature. Error bars are 1 . Horizontal lines show the average values derived by Keyes et al. (1990) for the optically brightest part of the nebula, and by Zhang et al. (2005) for the whole nebula. The overall mean of the plotted points is 13,850 K, i.e., very close to the Keyes et al. value of 14,000 K.
This intensity cutoff restricts the plotted points to pixels with formal errors in T e less than $2000 K. We also omit $1 00 along slit 2 where errors in T e exceed 3000 K.
The Keyes et al. (1990) for the brightest part of the nebula, and by Zhang et al. (2005) for the entire nebula, are shown as horizontal lines in Figure 12. There are deviations from a constant T e by >1 for some ranges of positions along the slits, suggesting that spatial variations in T e may be present in the nebula. Locations which show excursions from the mean that appear to be statistically significant (>2 ) are in slit 3 at À3.4 00 and slit 5 at À2.2 00 . The distribution of T e values from the [O iii] lines is shown in Figure 13 as a histogram. Two samples (not independent) are plotted: all pixels for which the formal uncertainty in T e is < 1000 K, and all pixels in Figure 12 regardless of formal uncertainty. The more restricted sample (dotted line) has a mean T e h i ¼ 13;850 K with a standard deviation (T e ) ¼ 1520 K, slightly larger than the selection criterion on the formal error. Taking the difference in quadrature between the observed standard deviation and the sample selection limit would imply an intrinsic spread in T e for those pixels of about intr (T e ) ¼ 1140 K. The unrestricted sample (solid line) has T e h i13;800 K and (T e ) ¼ 1710 K, consistent with the larger spread in uncertainties of individual T e values. There appears to be a non-Gaussian wing extending to higher T e values in both samples, but this wing contains a small fraction of the unrestricted distribution; 2% of the included points have T e > 18;000 K.
The [S iii] lines at 9069 and 9531 8 were detected in the long wavelength end of the G750L grating spectra. Together with the [S iii] 6312 8 line extracted from the G750M grating spectra, these form another diagnostic for nebular temperature. We calculated T e from the [S iii] lines as for [O iii], but found that the results had a mean T e h ithat was 1500 K higher than for [O iii] for the same pixels as in Figure 12 , and the dispersion of values for an unrestricted sample was 40% higher than for the [ One of the objectives of this study was to look for evidence of spatial variations of T e and n e within the ionized gas of NGC 7027. The plots of T e ½O iii versus slit position (Fig. 12) show only a few positions at which T e differs from the mean by more than twice the formal measurement uncertainties, suggesting that deviations from an isothermal nebula are limited in extent. From the histograms in Figure 13 , we found (see x 3.3) that the intrinsic rms scatter in the derived temperatures which have formal uncertainties <1000 K due to photon noise statistics was $1140 K for T e ½O iii, with a mean value of 13,850 K. This excess in the rms amounts to only about 8% of the mean T e , however, which may be attributable principally to a combination of residual calibration errors and errors in the reddening corrections. The histogram bins in Figure 13 with T e ! 18;000 K correspond to one or two ''hot spots'' in slits 3 and 5, but these comprise only about 2% of the total pixels included.
We can also consider the observed temperature variations in terms of Peimbert's t 2 formalism, following Liu's (1998) suggestion that a ''surface temperature variance'' parameter, t 2 s , should be a lower limit to the three-dimensional t 2 defined by Peimbert (1967) . We calculated
i.e., the variance of the observationally derived T e ½O iii weighted by the H intensity, where the summations are over pixels, i. Here, T o is the mean value of T e ½O iii weighted by I(H). ( We used I(H) rather than I(H ) because of smaller reddening and the superior signal-to-noise ratio.) We derived t 2 s ¼ 0:011 averaging over all pixels for slits 2Y5 shown in Figure 12 . Liu (1998) argues that this observable quantity, t 2 s , is a lower limit to t 2 , which Peimbert (1967) defined by weighting T e by n 2 e at each point in the nebula. In a theoretical study, Capetti (2006) showed that for spherical models, the t 2 s for T ½O iii was only $25% of the true three-dimensional t 2 parameter. Without a priori knowledge of the actual temperature and density distributions, it is impossible to say how t 2 s and t 2 are related, except that our observed t 2 s is a firm lower limit to t 2 , but by an unknown factor. The existing abundance data for NGC 7027 do not indicate that large temperature variations need to be invoked. Bernard Salas et al. (2001) , using data from Keyes et al. (1990) , found that C ++ , N ++ , and O ++ abundance discrepancy factors (ADFs) were between 1.1 and 2.4 from recombination lines compared to collisionally excited lines, but they dismissed the differences as insignificant. From their sensitive high-resolution nebular-averaged spectrum, Zhang et al. (2005) The density profiles derived from the [Ar iv] diagnostic (Figs. 10 and 11) do show evidence for variations in the line-of-sight averaged densities within small spatial scales. Changes by factors of $5Y7 within $1 00 along a slit are evident at several locations. Our data do not appear to be consistent with a uniform density nebula, such as the Masson (1989) model based on radio continuum data assumed. Other observations at radio and IR wavelengths, i.e., with little or no effect of extinction, also indicate that the density of the ionized gas is not uniform. The velocity resolved Br images of Cox et al. (2002) show that numerous small-scale highdensity clumps must be present in a uniform shell-like structure. The subarcsecond resolution radio continuum images by Bryce et al. (1997) and Bains et al. (2003) also show small-scale structure in the radio brightness temperature, which these authors argue implies the existence of high-density clumps.
Density variations within the ionized gas may reflect density structure that was present within the neutral stellar wind material ejected while the central star was on the AGB. Both CO and scattered light observations of AGB and post-AGB objects reveal considerable structure in the ejecta from late-type stars. The shell structures found around, e.g., AFGL 2688 ) and IRC+10216 ( Mauron & Huggins 1999) indicate that the outflow has quasi-periodic oscillations, with density contrast corresponding to factors of 100Y1000 (Schöier et al. 2005; Decin et al. 2006 ). These mass-loss modulations on a timescale of a few hundred years may result from a complex feedback between hydrodynamics, gas/dust drift, and gas-solid chemistry and so might be a common aspect of AGB winds (Simis et al. 2001) . Alternatively, variations in the ionized gas of NGC 7027 could result from the interaction of the fast, hot, tenuous wind with the previously ejected slow, cold, dense AGB wind. This situation would be expected to produce Rayleigh-Taylor instabilities at the interface, which could generate clumps of high density within the more diffuse shell. The X-ray data (Kastner et al. 2001; Maness et al. 2003) attest to the possible importance of this interaction in NGC 7027.
Ionization Inhomogeneities
There is evidence in our data for spatial variations in the ionization state of the gas, which is hardly surprising given the complex nature of this object. The ratio of He (Fig. 7) and [O i] (Fig. 14) lines are coextensive with H, but with small-scale variations in relative intensity. Most of the distinct H peaks have counterparts in both He ii and [O i]. In several positions we see a pattern of displacement of the emission peaks in the sense that He ii tends to lie either coincident with or interior to the peak of H, i.e., closer to the central star as projected on the plane of the sky. In contrast, [O i] k6300 features tend to lie to the exterior of the H peaks, i.e., farther from the central star in projected distance on the plane of the sky. Examples include: slit 2, H peaks at +4.9 00 ; slit 3, at +5.3 00 ; slit 4, at À3.6 00 ; and slit 5, at À3.1 00 , +3.8 00 , and +5.8 00 . The spatial displacements of high and low ionization energy tracers in these features suggest that there are ionization gradients within the gas traced in H, with the highest ionization on the side toward the central star. One interpretation could be that the peaks in [O i] k6300 represent ''ionization shadows'' and the peaks in He ii k4686 trace the inward side of clumps directly exposed to the 200,000 K central star radiation field.
Shock excitation may also play a role, however. The intensity of [O i] k6300 in NGC 7027 is typically $15% of H [see Fig. 14 , with I(H)/I(H ) % 3], a value at the upper end of the range for planetary nebulae in the compilation of Phillips & Guzman (1998) for objects of comparable physical dimensions (and therefore, presumably, evolutionary state). Phillips & Guzman argue that strong [O i] k6300 emission must arise from dense gas in the precursor AGB star wind being shocked by a fast wind from the central star. NGC 7027 has formed and is evolving within a massive neutral molecular envelope ejected by the star Jaminet et al. 1991) , so the ionization structure is probably developing under the combined effects of stellar radiation and shocks from a fast stellar wind.
A physically realistic model for the ionization structure of NGC 7027 presents a formidable challenge. The central star has an effective temperature of 200,000 K, but the extended X-ray emission (Kastner et al. 2001) should be considered as an additional diffuse source of ionizing photons. The presence of collimated fast outflows or jets seems well established observationally ( Latter et al. 2000; Cox et al. 2002) , and a fast isotropic ($1000 km s À1 ) wind from the central star may be present as well. The interaction of such jets or stellar wind with the slowly expanding stellar envelope would be expected to produce collisionally ionized gas by shocks. Optical and near-IR images in both continuum and emission lines show that the ionized shell of the PN is clumpy, not smooth. Our results for the line-of-sight average density distribution along each slit position also suggest that the ionized shell contains a range of densities, which vary over small spatial scales (comparable to the binned resolution of 1.05 00 or $10 16 cm). Such inhomogeneities in the presence of a dynamically evolving nebula could be expected to produce spatial variations in the ionization state of the gas, as suggested by the spatial distribution of He ii k4686 and [O i] k6300 relative to H.
SUMMARY
We observed the young planetary nebula NGC 7027 with the HST Imaging Spectrograph (STIS) in long-slit mode at five slit positions oriented parallel to the major axis of the nebula and spaced at regular intervals from the edge to the brightest part of the ionized gas. The slit width was 0.1 00 with spatial sampling of 0.05 00 . Three grating settings covered the wavelength range from 3000 to $10,000 8 in low-resolution mode (Ák $ 5Y10 8) and from 6300 to 6850 8 at medium resolution (Ák $ 1 8).
We used dereddened line ratios to determine line-of-sight average values for (1) He ++ and He + ionization fraction from He ii k4686 and He i k5876; (2) electron density from both [S ii] (k6716/ k6731) and [Ar iv] (k4711/k4740); and (3) temperature from [O iii] (k4959 + k5007)/k4363. Generally we used spatial smoothing along the slit to reduce the noise, so typical resolutions along each slit were 0.55 00 . The [S ii] doublet is saturated where it can be measured sufficiently well, so yields lower limits of n e > 10 4 cm
À3
. The [Ar iv] doublet ratio, which saturates at $10 6 cm
, gives well-determined (factor of 2 uncertainty) line-of-sight averaged densities ranging from 10,000 to $100,000 cm
. Higher values are indicated along many sight lines, but have large uncertainties because the doublet ratio approaches saturation. The [Ar iv] line intensities show variations which imply mean density variations by factors of $5 down to the smallest angular scales set by the spatial smoothing ($1 00 ). The line-of-sight averaged electron temperatures at positions along the slits using the [O iii] (k4959 + k5007)/k4353 diagnostic are generally consistent with an overall T e h i ¼ 13;000 K. At one or two locations T e exceeds 18,000 K but these comprise only $2% of all pixels with formal errors (T e ) < 2000 K. A histogram of T e (½O iii) values with 1 uncertainties <1000 K has a mean of 13,850 K and a standard deviation of 1520 K. The residual scatter in excess of the formal error due to photon noise is $8% of the mean T e , and may be attributed largely to residual errors in calibration and reddening corrections.
Our spatial sampling of the nebula is limited to the five slit positions, so it is difficult to make strong conclusions about correlations of the temperature and density variations with the extinction features which are so evident in the HST optical images (e.g., Fig. 1 ). However, there is no indication that the variations of temperature and density along the slits are correlated with variations in extinction.
The ionization structure of the nebula varies on both large and small scales. The average He ++ /H + ratio is in the range 0.04Y0.06 for positions within 4 00 of the central star, and drops to 0.02Y0.03 at slit positions !5 00 from the center. Comparison of [O i] k6300, H, and He ii k4686 intensity profiles along each slit provides further evidence for small-scale ionization structures. Several distinct H emission peaks appear to have ionization gradients, with the highest ionization on the side toward the central star and lowest ionization on the far side.
We suggest that the observed variations in the ionization structure (and to the extent they are present, in electron temperature) can be interpreted in terms of density-driven variations in a nebula photoionized by the central star, possibly assisted by the diffuse X-ray emission from the shocked stellar wind. Alternatively, shocks driven into this inhomogeneous environment by the observed stellar jets may produce temperature fluctuations as well. Detailed modeling is required to fully understand the physical conditions, structure, and evolution of such a dynamically evolving nebula and is imperative to derive accurate elemental abundances. A more complete picture of these structural details awaits further highsensitivity observations with both high spatial and spectral resolution, such as will be feasible with adaptive optics and imaging spectrographs on ground-based telescopes at near-IR and optical wavelengths.
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