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Abstract
In this dissertation, we study two areas of interest in knot theory: Random knots
in the unit cube, and the Yang-Baxter solutions constructed from Frobenius algebras.
The study of random knots can be thought of as a model of DNA strings situated
in confinement. A random knot with n vertices is a polygonal loop formed by selecting
n distinct points in the unit cube, for a positive integer n, and connecting these points
by straight line segments successively, such that the last point selected is joined with
the first one. We present a step by step description of our algorithm and Maple codes
for generating random knots in the unit cube, with a given vertex number n. To
detect non-trivial knots, we use a knot invariant called the determinant. We present
an algorithm and its Maple code for computing the determinant for random knots.
For each vertex number n, we generate large number of random knots and form data
sets of values of the determinant. Then we analyze our data sets in various ways. For
instance, for each vertex number n, we form data sets of the number of p-colorable
random knots by finding the set of prime divisors of each determinant output. We
define the stick number for p-colorability to be the minimum number of line segments
required to form a p-colorable knot. We use our data sets to find upper bounds for
stick numbers for p-colorability, for primes p ≤ 191. We also find distributions of
p-colorable knots and small determinant values.
The second topic on random knots is the linking number of random links. A
random link is a collection of disjoint random knots produced simultaneously. We
present descriptions of our algorithm and itsMaple code for constructing random links
of two components, and calculating their linking numbers in detail. By running the
code for 1000 times, for the vertex number n less than or equal to 30, we obtain data
vi
sets of linking numbers for two-component random links such that each component is
a random knot with n vertices. Then we find the distribution of linking numbers and
calculate upper bounds for the stick number for the linking numbers ` ≤ 15.
The second area we investigate is applications of Fobenius algebras to knot the-
ory. Chain complexes and Yang-Baxter solutions (R-matrices) are constructed by the
skein theoretic approach using Frobenius algebras, and deformed R-matrices are con-
structed by using 2-cocyles. We compute cohomology groups, Yang-Baxter solutions
and their cocycle deformations for group algebras, polynomial algebras and complex
numbers. We construct knot and link invariants using these R-matrices from Frobe-
nius algebras via Turaev’s criteria. Then a series of skein relations of the invariant
are introduced for oriented knot or link diagrams. We also present calculations of the
Frobenius skein invariant for various knots and links.
vii
1 Introduction
Knot theory, first introduced in late 19th century, is a field of topology in which
knots, links and their properties are studied. A knot is a circle embedded into the
3-dimensional space, and a link is a collection of disjoint knots. A knot invariant
is a function defined on the set of equivalence classes of knots taking values in an
algebraic set, such as a set of integers or polynomials. A knot invariant that takes
values in polynomials is called a polynomial invariant. The first polynomial invariant
discovered is the Alexander polynomial, introduced by J. Alexander in early 20th
century. More recently, the Jones and the HOMFLY polynomials were discovered in
1980’s. See, for example, [1] for more information on knot invaiants. Defining new
knot invariants and finding their applications have been one of the important areas in
knot theory. Today applications of knot theory are found in biology, chemistry and
physics.
In this dissertation, we focus on two areas of interest in knot theory: Random knots
and knot invariants constructed from Frobenius algebras. For random knots, our goals
are to generate random knots in the unit cube and calculate their determinant using
Maple, forming sufficiently large sample sets of determinant values for random knots.
Then we analyze these sets of data in various different ways, such as finding fitting
curves for distributions of some determinant values. For random links, we introduce
an algorithm that produces random links in the unit cube, and effectively calculates
their linking number. Then sample sets of linking numbers of random links are formed.
We analyze these sets to study the relationship between the lengths of random links
and their linking numbers.
For Frobenius algebras, our goals are to calculate cohomology groups of some
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known Frobenius algebras, to find their Yang-Baxter solutions, and R-matrices de-
formed by 2-cocyles. Then we define knot invariants using Frobenius algebras and
their Yang-Baxter solutions.
This dissertation is organized as follows: In Chapter 2, we study random knots,
followed by random links in Chapter 3. Then we turn to a more theoretical subject
of Frobenius algebras in Chapter 4 and study their Yang-Baxter solutions. In the
remaining part of this chapter, we give an overview, motivations and summary of our
work for Chapters 2, 3 and 4, respectively.
How DNA is knotted in confinement is an important, yet not fully determined
subject. For instance, as described in [3], a certain type of virus (a bacteriophage P4
treated by a protein denaturing agent) releases a genome of circular form. These cir-
cles, according to [4], can be very complex and highly knotted. Classifying these knots
based on their knot type would help to better understand DNA in such organisms.
By creating random knots in the unit cube by a computer simulation, and by using
knot invariants to distinguish these knots, we will be one step closer to understanding
such DNA circles.
There are several ways to model such complex molecules by creating random knots,
such as equilateral random walks, Gaussian random walks and self-avoiding walks on
the simple cubic lattice. Different models are used for different situations in biology
and chemistry (see, for example, [8], and references therein). In this work, we study
random knots in a conflicted space created by the uniform random polygon (URP)
model. First introduced by Millet in [16], this model is based on selecting n distinct
points for a positive integer n, called vertices, in the unit cube and connecting them
by polygonal segments. Even though this method is successful in modeling complex
random knots in confined space, due to the complexity of computing knot invariants
by recursive formulas, and the limitations of computers such as insufficient memory
and speed, it becomes challenging to classify random knots for large vertex number n.
This is due in part because many known knot invariants require computing recursively
at each crossing of a knot diagram, and the computational complexity grows exponen-
tially as the number of crossings increases. To overcome this difficulty, we focus our
2
attention to the knot invariant called the determinant in Chapter 2. The determinant
is relatively easy to compute by a computer, particularly by Maple. Another advan-
tage of the determinant, through the Fox Theorem [11], is that the p-colorability for
an odd prime p can be determined directly from the determinant by simply finding all
its prime divisors. This gives us an opportunity to analyze p-colorability of random
knots.
More specifically, in Chapter 2, our algorithm of creating a random knot and
calculating its determinant are explained step by step. We run this algorithm using
Maple as many as 1000 in simulations for each vertex number n and form a sample set
of determinant values. Then we analyze the data in various ways. It was interesting
to see, for example, random knots generated are almost always knotted after vertex
number 40. For each vertex number n, we form a sample set of random p-colorable
knots by finding the set of prime divisors of each determinant output. We also find
fitting curves for the distributions of small determinant values and p-colorable random
knots. In the final section, we compute upper bounds for the stick number for p-
colorability, the minimum number of line segments required to form a polygonal p-
colorable knot, for all odd primes p ≤ 191.
In Chapter 3, random links of two components of the same length are studied.
Long molecules such as biopolymers, in laboratory conditions, can be linked with other
molecules forming multi-component links. These link types may affect recombination,
segregation and chromosome organization [5, 10, 19]. In trypanosome mitochondria,
linked DNA molecules can be found in massive quantities [2]. To model DNA strings
linked in confinement, we investigate how the distributions of linking numbers vary
as the lengths of random links increase. We give algorithms and Maple codes for
generating random links in the unit cube, and for computing their linking numbers.
We run this code 1000 times to form sample sets of linking numbers, for vertex number
of each component n ≤ 30. Then we find fitting curves of the distribution of outputs
of the linking numbers. It is interesting, for example, to see that the linking numbers
fall into the range of [−(bn/2c+ 2]), (bn/2c+ 2)], for each vertex number n ≤ 30 for
each component. We also analyze the data by taking the absolute value of the linking
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numbers in each sample sets of linking numbers. It is observed that the absolute
values of the linking numbers increase linearly with a slope of .011 as n increases.
Finally, for an integer ` ≤ 15, we compute upper bounds for the stick number for the
linking number, which is the minimum number of polygonal curves required to form
a link with linking number `.
In Chapter 4, we study cohomology theory of Fobenius algebras, and define a
knot invariant defined from Frobenius algebras. A Frobenius algebra is an algebra
with multiplication and unit, defined over a field, with a nondegenerate associative
pairing. Applications of Frobenius algebras have been found in areas such as topo-
logical quantum field theories (TQFT), computer science, and physics. Examples of
Frobenius algebras [14] include complex numbers with trigonemetric comultiplication,
polynomial algebras and group algebras. In [6], cohomology theories defined in [7] are
extended to Frobenius algebras. Chain complexes and Yang-Baxter solutions (R-
matrices) are constructed using the skein theoretic approach for Frobenius algebras,
and deformed R-matrices are constructed by 2-cocyles. In this work, our interest is
in using the theories and methods described in [6], to compute cohomology groups,
R-matrices and cocycle deformations for selected Frobenius algebras and to make a
step further in defining and developing related knot invariants.
For these goals, in Chapter 4, we compute cohomology groups of Frobenius alge-
bras for group algebras, polynomial algebras and complex numbers. Then we find
their Yang-Baxter solutions (R-matrices) and cocycle deformations. By using these
solutions, we define knot (link) invariant called a Frobenius skein invariant from the
Frobenius skein relations and Turaev’s criteria. We conclude our work with calcula-
tions of Frobenius skein invariant for various knots and links.
In Chapter 5, we give a summary and directions for future developments of our
work.
4
2 Random Knots
In this chapter, we investigate random knots in the unit cube. This study can be
thought of as a model of DNA strings situated in confinement. We create random
knots by selecting random points in the unit cube, and joining them with straight
line segments successively. This approach, first introduced by Millett [3, 16], is an
effective way of creating random knots in a confined space. Difficulties of classifying
such random knots increase as the number of random points increases. Most of the
existing knot invariants are computed recursively by smoothing or changing crossings
one at a time. Using such knot invariants is very time consuming and extremely
difficult to compute for complex knots, since the computations increase exponentially
as the crossing number increases. It becomes difficult to analyze large numbers of
samples of random knots as well. In this work, we use a knot invariant called the
determinant. The determinant of knots is much simpler to compute, and reduces the
complexity of distinguishing random knots significantly. Another advantage of the
determinant is that the determinant of a given knot is an integer so that the output
data sets are simpler, and easier to analyze.
This chapter is organized as follows. In Section 2.1, we review key definitions and
state Fox’s theorem. Then in Section 2.2, we introduce a six step algorithm and its
Maple code which covers from creating a random knot with a given vertex number n
to calculating the determinant of a created random knot in detail, where n ≤ 60 is
a positive integer. This Maple code is included in Appendix 1. By running the code
for a sufficient number of times for each n = 1, 2, . . . , 60, we obtain output sets of
determinants. The output sets are included in Appendix 2. In Section 2.3, we use the
determinant output sets to make a table a of the number of p-colorable knots with
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vertex number n ≤ 30, where p is a prime. These tables are included in Appendix
3. We also analyze the data in various ways and summarize our observations. In
Section 2.4, we approximate the distributions of random knots with small determinant
values by fitting curves. In Section 2.5, a sensitivity testing is performed to our
random point selection process in the unit cube. Finally, in Section 2.6, we use our
p-colorable output sets in Appendix 3 to obtain upper bounds for the stick number
for p-colorability. We also compare our results with known upper bounds for the stick
number for small p-values.
2.1 Definitions
Key definitions and theorems are presented in this section. A knot is an embedded
polygonal, or smooth, circle in the 3-dimensional space R3. A knot K is said to
be equivalent to a knot K ′, if there exists a homeomorphism h : R3 → R3 such
that h(K) = K ′. For a knot K, a regular projection of K, denoted by Kˆ, is a
projection of K into a plane, such that there are only finitely many double points,
where two line segments intersect transversely. A regular diagram D of a knot K is
a regular projection of K into the plane with the following information specified at
each intersection point. At each point of intersection of two line segments, one line
segment (called the over-arc) lies above the other (called the under-arc) in space.
The over- and under-arcs are specified by breaking the under-arc around the point
of intersection. Each such point in D is called a crossing of D. We assume that
all diagrams are regular, and omit the word regular. For more information see, for
example, [17].
A planar isotopy is a continuous deformation of the plane. A knot diagram D is
said to be planar isotopic to another diagram D′ if there is planar isotopy that takes
D to D′.
Three well-known moves of knot diagrams, called Reidemeister moves R1, R2 and
R3, are defined as follows.
• In the type I move R1, a small loop is canceled (created) as depicted in Figure 2.1.
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Figure 2.1: Reidemeister type I move R1
• In the type II move R2, a loop formed by two line segments is canceled or created
as depicted in Figure 2.2.
Figure 2.2: Reidemeister type II move R2
• In the type III move R3, a line segment from the top of a crossing is moved to
its bottom as depicted in Figure 2.3.
Figure 2.3: Reidemeister type III move R3
Next we review well known definitions and the Reidemeister Theorem from [1, 17].
Theorem 2.1.1 (Reidemeister Theorem) Two knots K and K ′ are equivalent if
and only if a regular diagram D of K can be transformed into a regular diagram D′
of K ′ by applying a finite number of Reidemeister moves and plane isotopies.
A choice of direction to travel around a knot K is called an orientation of K. Let D
be a diagram of K. An orientation of a knot is identified by placing arrows on D such
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that the arrows point to the direction of the orientation. A knot with an orientation
is called an oriented knot.
Definition 2.1.2 Let D be an oriented diagram of a knot K and let c be a crossing
point of D. Then c is said to be a positive crossing if it is of the form (1) and is said
to be a negative crossing if it is of the form (2) in Figure 2.4.
Figure 2.4: Positive and negative crossings
Definition 2.1.3 LetD be a diagram of a knot or linkK withm crossing points, for a
positive integer m. Let A = {A1, . . . , Am} be the set of over-arcs. An n-coloring (or a
Fox coloring) is a map Col : A → Zn for a positive integer n such that at every crossing
the following condition is satisfied: If Ar and As are under-arcs and Au is the over-arc
for r, s, u = 1, 2 . . . ,m, as shown in Figure 2.5, then Col(Ar) + Col(As) ≡ 2 Col(Au)
mod n. The image Col(Au) is called a color of the arc Au, or assigned to the arc
Au. A diagram colored by Zn is a diagram D and a coloring Col : A → Zn specified,
and in figures, we represent it by a diagram and Col(Ai) ∈ Zn placed next to each
over-arc Ai ∈ A of D, for i = 1, 2, . . . ,m. The elements of the set Zn is represented
by {0, 1, . . . , n− 1}. A coloring is called trivial if it assigns a single color to all of the
arcs.
Definition 2.1.4 A diagram D is said to be n-colorable if there exists a non-trivial
n-coloring of D.
Definition 2.1.5 A knot K is said to be n-colorable if there exists a diagram D of
K such that D is n-colorable.
8
Figure 2.5: A crossing with variable assignments
It is known that the n-colorability of a knot K, the property that K is n-colorable,
does not depend on the choice of a diagram D of K. The proof is done by checking
the colorability under Reidemeister moves (see, for example [17]).
Example 2.1.6 A 3-colorable diagram of the trefoil knot is given in Figure 2.6. In
the figure, the diagram is colored by Z3.
Figure 2.6: A colored trefoil knot diagram
Example 2.1.7 In Figure 2.7, a diagram of the figure-eight knot is colored by Z5.
Definition 2.1.8 Let D be a diagram of a knot or a link K. Regard A as a set of
variables, where A = {A1, . . . , Am} is the set of over-arcs of D. Let {c1, c2, . . . , cm} be
the set of crossings of D. Let Au(k) be the over-arc at the crossing ck, and Ar(k) and
As(k) be the under-arcs at the crossing ck, for k = 1, 2, . . . ,m. Let E be the system
of linear equations with variables A, consisting of Ar(k) +As(k) − 2Au(k) = 0, for each
9
Figure 2.7: A colored figure-eight knot diagram
crossing ck of D. Let Mi,j be the (i, j)-minor of the coefficient matrix of the system
E , for i, j = 1, 2, . . . ,m. Then it is known [17] that the absolute value |Mi,j| does not
depend on choices of (i, j) or a diagram, and is a well-defined knot invariant called
the determinant of K, denoted by Det(K).
Theorem 2.1.9 [11] For any prime p > 2, a knot K is p-colorable if Det(K) is
divisible by p.
Example 2.1.10 Consider a diagram of the figure-eight knot with the set of over-
arcs, A1, A2, A3, A4, as shown in Figure 2.8.
Figure 2.8: A figure-eight knot diagram
From Definition 2.1.8, we form a system of four linear equations, corresponding to
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crossings 1 through 4, respectively,
A1 + A2 − 2A4 = 0,
A2 + A3 − 2A1 = 0,
A3 + A4 − 2A2 = 0,
A4 + A1 − 2A3 = 0.
A resulting coefficient matrix is
D =

1 1 0 −2
−2 1 1 0
0 −2 1 1
1 0 −2 1
 .
The (1, 1)-minor of D is
M =
∣∣∣∣∣∣∣∣∣
1 1 0
−2 1 1
0 −2 1
∣∣∣∣∣∣∣∣∣ .
Hence Det(K) = |M | = 5. By Theorem 2.1.9, the figure-eight knot is 5-colorable, as
was observed in Example 2.1.7.
2.2 Generating random knots and computing their determinants by
using Maple
In this section we present an algorithm to generate a random knot and compute
its determinant, step by step. Let n > 2 be a positive integer. We use the following
notations. For i = 1, 2, . . . , n, let Ui = (ui1, ui2, ui3) be a point in the unit cube, [0, 1]
3,
such that for every k (k = 1, 2, 3), the coordinate uik is randomly selected using the
uniform distribution on [0, 1] such that Ui and Uj are distinct whenever i 6= j. We
also use the notation (ui1, ui2, ui3) = (xi, yi, zi) to reduce subscripts. Let ei (called the
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i-th edge) be the line segment joining Ui and Ui+1, then the edges e1, e2, . . . , en define
a uniform random polygon in the unit cube, where en is the line segment joining Un
and U1. We used Maple to generate random knots and calculate their determinant. A
random polygon, produced by using 30 random points in the unit cube, is exhibited
in Figure 2.9. Our algorithm is presented in six key steps, and each step is explained
below in detail. We also include examples in the steps to illustrate calculations.
Step (1) We generate random points as follows. For the coordinates uik, k = 1, 2, 3
and i = 1, . . . , n, random numbers u′ik are generated from the integers between 0 and
106 byMaple, and we set uik = u
′
ik/(10
6). Our choice of 106 appears to be large enough
to regard uik’s continuously random. This issue will be discussed in Section 2.5. The
list of random points, called a random points list, is created in this step. The list
consists of ordered (n + 1) points, its last element being identical to the first one.
Then the random points are connected by line segments to form a polygon, called a
random knot of vertex number n.
Figure 2.9: A randomly generated knot in the unit cube
Example 2.2.1 The following random points list was generated in Step (1), for ver-
12
tex number n = 10.
([.318552, .547009, .282216], [.492196, .161529, .325942], [.792104, .710097, 0.079286],
[.768864, .508895, .25787], [.935699, .883955, .491205], [.377776, .209447, .157767],
[.294911, 0.074804, .347525], [.512607, .608765, 0.039298], [.723474, .327133, .377285],
[.812372, 0.087437, 0.004414], [.318552, .547009, .282216]).
Let R10 be the random knot formed by connecting the elements of the above random
points list as described in Step (1). By plotting R10, we find that it is the figure-eight
knot. The random knot R10 will be used below to explain the steps.
Step (2) The random knot formed by {Ui : i = 1, . . . , n} in Step (1) is projected
into the xy-plane, called a projection of random knot, so that the projected points U¯i
have coordinates (ui1, ui2) = (xi, yi).
Definition 2.2.2 The list of ordered points [(x1, y2), . . . , (xn, yn)] is called the pro-
jected points of the random knot.
Example 2.2.3 The projection of the random knot R10 in Example 2.2.1 is shown
in Fig 2.10.
Step (3) Crossings of a random knot are located, their coordinates are computed,
and recorded as follows. Let ei be the edge joining points U¯i = (xi, yi) and U¯i+1 =
(xi+1, yi+1). The equation of ei is written as (y− yi)−Ai(x−xi) = 0 for x ∈ [xi, xi+1]
and y ∈ [yi, yi+1], where the slope Ai is computed by
Ai = (yi+1 − yi)/(xi+1 − xi).
The two edges ei and ej intersect if and only if U¯j = (xj, yj) and U¯j+1 = (xj+1, yj+1)
lie on the opposite sides of the line containing ei, and U¯i and U¯i+1 lie on the opposite
sides of the line containing ej. Therefore, we search for points such that
[(yj − yi)− Ai(xj − xi)][(yj+1 − yi)− Ai(xj+1 − xi)] < 0,
13
Figure 2.10: A randomly produced figure-eight knot
[(yi − yj)− Aj(xi − xj)][(yi+1 − yj)− Aj(xi+1 − xj)] < 0.
When ei and ej intersect, we compute the coordinates of the unique intersection point
between them, and it is labeled by [i, j].
By solving the linear equations, the x, y-coordinates of the crossings between ei and
ej are found, if any. Then by using the equations of lines in space (x−xi)/(xi+1−xi) =
(z−zi)/(zi+1−zi) = (x−xj)/(xj+1−xj), we obtain zi and zj that are the z-coordinates
of the pre-images of the crossing point [i, j] on the arcs ei and ej, respectively.
By comparing zi and zj, we find the over/under relation of ei and ej. If ei is over,
we represent the corresponding crossing on ei by [i, j], otherwise we represent it by
[i,−j].
At this point, the output is a sequence of pairs of symbols [i,±j], arranged in the
lexicographic order. This output is called a crossing list.
Example 2.2.4 In Figure 2.11, we summarize Step (3) for the random knot obtained
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in Example 2.2.1. In the figure, labels Ui and ei are placed in appropriate positions to
identify vertices and edges they represent, respectively. In the figure, we also identify
the crossing points with their labels, [i, j]. In the crossing list of this random knot,
crossings [i,±j] appear in ascending order with respect to first i then j. For example
the edge e1 intersects with e7 first and then e5, resulting in crossings [1, 7] and [1, 5],
respectively. These two crossings appear in the crossing list in the order of [1, 5] and
[1, 7]. The crossing list of this knot is as follows:
([1, 5], [1, 7], [2,−8], [2, 10], [5,−1], [5, 8], [5, 10], [7,−1], [7,−10], [8, 2],
[8,−5], [10,−2], [10,−5], [10, 7]).
Figure 2.11: A random figure-eight knot diagram with variable assignments
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Step (4) Our next step is to put the crossing points in the order such that they
appear as one traces the knot from U1, through consecutive edges and vertices e1, U2,
e2, . . . , Un, en, back to U1.
We use the x-coordinates ui1, u(i+1)1 of Ui and Ui+1, respectively, to sort the
crossings on an arc ei. If ui1 < u(i+1)1 (resp. ui1 > u(i+1)1), then we sort the crossings
in ascending (resp. descending) order with respect to their x-coordinates. At the end
of this procedure, we obtain a sequence of pairs of symbols [i,±j], i, j = 1, . . . , n, in
the order such that they appear as one traces the knot, as desired. We call such a
sequence an ordered crossing list.
Definition 2.2.5 An element of an ordered crossing list, [i, j], is called an over-
crossing and [i,−j] is called an under-crossing, for i, j > 0.
Example 2.2.6 In Table 2.1, the x-coordinates of crossings of the knot in Exam-
ple 2.2.4 are exhibited.
Table 2.1: The x−coordinates of the crossing points in Figure 2.10
x−coordinate Crossing
0.438 [1, 5]
0.407 [1, 7]
0.640 [2,−8]
0.570 [2, 10]
0.605 [5, 8]
0.510 [5, 10]
0.440 [7,−10]
Since u11(= .318552) < u21(= .492196), the crossings on e1 are sorted in ascending
order with respect to their x−coordinates, [1, 7] followed by [1, 5]. At the end of this
procedure, the resulting ordered crossing list is:
([1, 7], [1, 5], [2, 10], [2,−8], [5, 8], [5, 10], [5,−1], [7,−1], [7,−10], [8,−5],
[8, 2], [10,−2], [10,−5], [10, 7]).
Step (5) Let L be an ordered crossing list of a random knot K. In this step we
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calculate the determinant ofK by using the information given in L. For Fox colorings,
a knot is partitioned into disjoint line segments such that each line begins at an under
crossing and ends at the next under-crossing. Let s be the number of under-crossings
in L. Let f1, f2, . . . , fs be the list of under-crossings of L. Starting from fs, the last
under-crossing in L, we assign a variable x[1] to all crossings of L until f1 is reached.
This assignment corresponds to assigning x[i] to the over-arc before the i-th under
crossing. A variable x[2] is assigned to f1 and all crossings of L preceding f2. We
repeat this procedure until the last variable, x[n] is assigned to all crossings preceding
fs−1. In this way we form a sequence of variables x[1], x[2], . . . , x[s]. If [a,−b] is the
under-crossing with label x[i + 1], then there is a unique k ∈ {1, 2, . . . , s} such that
x[k] is the label of the over-crossing [b, a]. Subsequently, by Fox theorem, we form a
system of equations x[i] + x[i+ 1]− 2x[k] = 0. For example, for the figure-eight knot
in Figure 2.10, we obtain x[1] + x[2] − 2x[6] = 0 since the crossing [2,−8] is labeled
by x[2] and the label of [8, 2] is x[6]. Table 2.2 exhibits the label assignments of the
crossings of the figure-eight knot in Figure 2.10.
Table 2.2: The correspondence between labels and crossings for a figure-eight knot diagram
Label Crossing
x[1] [10,−5], [10, 7], [1, 7], [1, 5], [2, 10]
x[2] [2,−8], [5, 8], [5, 10]
x[3] [5,−1]
x[4] [7,−1]
x[5] [7,−10]
x[6] [8,−5], [8, 2]
x[7] [10,−2]
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The resulting system of equation is
x[1] + x[2]− 2x[6] = 0
x[2] + x[3]− 2x[1] = 0
x[3] + x[4]− 2x[1] = 0
x[4] + x[5]− 2x[1] = 0
x[5] + x[6]− 2x[2] = 0
x[6] + x[7]− 2x[1] = 0
x[7] + x[1]− 2x[4] = 0.
Let A be the coefficient matrix of the produced system andM11(A) be the (1, 1)-minor
of A. The absolute value |M11(A)| is calculated by using Maple, which gives us the
determinant of the random knot.
For example, the resulting coefficient matrix A for the figure-eight knot in Fig-
ure 2.10 is
A =

1 1 0 0 0 −2 0
−2 1 1 0 0 0 0
−2 0 1 1 0 0 0
−2 0 0 1 1 0 0
0 −2 0 0 1 1 0
−2 0 0 0 0 1 1
1 0 0 −2 0 0 1

.
Then Maple calculates the absolute value of the (1, 1)-minor M11(A) of A, giving
Det(K) = 5 as found in Example 2.1.10.
We created a Maple code by using the algorithm explained in steps (1)− (5). This
code is included in Appendix 1.
Step (6) We repeated the procedure explained in Steps (1)− (5). For each range
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of n, the following numbers of trials are made:
3 ≤ n ≤ 30, 1000
31 ≤ n ≤ 39, 500
40 ≤ n ≤ 50, 200
51 ≤ n ≤ 60, 50.
The smaller numbers of trial for the larger values of n are due to slow run time
for large n values. Output sets up to n = 30 are included in Appendix 2.
2.3 Distributions of p-colorable random knots
In this section, we analyze the data collected in Step (6) of Section 2.2. Let n be the
number of vertices of a random knot. Let DET(n,m) be the list of pairs [k, `], where
k is a positive integer that appears as the determinant of m random knots in the unit
cube with n vertices, and ` is the number of times k accurs. We use the notation
DET(n,m) for the particular data sets we obtained and included in Appendix 2. If
` = 0, then [k, `] is not listed. For example, from our output we obtain
DET(6, 1000) = {[1, 994], [3, 6]}.
This means that among 1000 random knots with 6 vertices that our code produced,
994 have the determinant 1, and 6 have the determinant 3. Another example is
DET(10, 1000) = {[1, 914], [3, 67], [5, 18], [9, 1]}.
In this example, the largest determinant value is 9 with an occurrence 1.
Let COL(n,m) be the list of pairs [p, `], where p > 2 is a prime that divides the
determinant of m random knots in the unit cube with n vertices, and ` is the number
of random knots whose determinant is divisible by p. For example,
COL(10, 1000) = {[3, 68], [5, 18]}.
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This means that among 1000 random knots with 10 vertices, 68 of them have deter-
minant dividable by 3, and 18 of them have determinant dividable by 5. Then we
applied Theorem 2.1.9 to conclude that 68 of them are 3−colorable and 18 of them
are 5−colorable. The sample of determinant outputs for n = 6, 12, 15 and 25 are
listed below for our observations, as well as the occurrences of p-colorable random
knots for the corresponding sets. The complete list is included in Appendix 2.
DET(5, 1000) = {[1, 1000]}
DET(6, 1000) = {[1, 994], [3, 6]}
DET(12, 1000) = {[1, 851], [3, 109], [5, 26], [7, 10], [13, 1], [21, 2], [23, 1]}
DET(15, 1000) = {[1, 739], [3, 154], [5, 50], [7, 29], [9, 6], [11, 11], [13, 8],
[15, 1], [17, 2]}
DET(17, 1000) = {[1, 632], [3, 168], [5, 72], [7, 45], [9, 28], [11, 12], [13, 15],
[15, 7], [17, 5], [19, 1], [21, 1], [23, 1], [25, 2], [27, 5], [29, 2],
[31, 1], [37, 1], [49, 1], [53, 1]}
DET(25, 1000) = {[1, 303], [3, 156], [5, 93], [7, 63], [9, 55], [11, 42], [13, 27],
[15, 22], [17, 17], [19, 22], [21, 14], [23, 10], [25, 8], [27, 21],
[29, 10], [31, 7], [33, 3], [35, 4], [37, 3], [39, 2], [41, 4],
[43, 8], [45, 10], [49, 6], [51, 2], [53, 3], [55, 2], [57, 2],
[59, 4], [61, 1], [63, 5], [65, 4], [67, 2], [69, 1], [71, 5],
[73, 3], [75, 2], [81, 3], [85, 1], [89, 2], [91, 2], [93, 3],
[99, 2], [101, 1], [105, 1], [107, 1], [109, 2], [111, 2],
[115, 1], [117, 2], [119, 1], [121, 1], [125, 1], [127, 2],
[131, 1], [133, 1], [143, 1], [151, 1], [153, 1], [163, 1],
[165, 1], [167, 2], [175, 1], [205, 1], [221, 1], [245, 1],
[249, 1], [257, 1], [261, 1], [287, 1], [295, 1], [313, 1],
[431, 1], [447, 1], [479, 1], [495, 1], [499, 1], [535, 1], [873, 1]}
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COL(6, 1000) = {[3, 6]}
COL(12, 1000) = {[3, 111], [5, 26], [7, 12], [13, 1], [23, 1]}
COL(15, 1000) = {[3, 161], [5, 51], [7, 29], [11, 11], [13, 8], [17, 2]}
COL(17, 1000) = {[3, 209], [5, 81], [7, 47], [11, 12], [13, 15], [17, 5], [19, 1],
[23, 1], [29, 2], [31, 1], [37, 1], [41, 0], [43, 0], [47, 0], [53, 1]}
COL(25, 1000) = {[3, 315], [5, 156], [7, 100], [11, 53], [13, 39], [17, 23], [19, 25],
[23, 12], [29, 11], [31, 10], [37, 5], [41, 6], [43, 8], [53, 3], [59, 5],
[61, 1], [67, 2], [71, 5], [73, 3], [83, 1], [89, 2], [97, 1], [101, 1],
[107, 2], [109, 2], [127, 2], [131, 1], [149, 1], [151, 1], [163, 1],
[167, 2], [257, 1], [313, 1], [431, 1], [479, 1], [499, 1]}
For the rest of the section, we analyze the data from various perspectives, and
make observations.
Definition 2.3.1 For a vertex number n and a positive integer m, let |DET(n,m)|
and |COL(n,m)| be the number of pairs [k, `], contained in DET(n,m) and COL(n,m),
respectively.
For example, |DET(15, 1000)| = 9 and |COL(15, 1000)| = 6, from the data listed
above.
Definition 2.3.2 Consider a set DET(n,m) = {[ki, `i]}, for i = 1, . . . , |DET(n,m)|.
The average of DET(n,m), AVdet(n,m), is defined by
AVdet(n,m) =
1
m
|DET(n,m)|∑
i=1
ki`i.
Definition 2.3.3 Consider a set COL(n,m) = {[pi, qi]}, for i = 1, . . . , |COL(n,m)|.
The average of COL(n,m), AVcol(n,m), is defined by
AVcol(n,m) =
∑|COL(n,m)|
i=1 piqi∑|COL(n,m)|
i=1 qi
.
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Example 2.3.4 For the set DET(15, 1000), AVdet(15, 1000) is computed as
1× 739 + 3× 154 + 5× 50 + 7× 29 + 9× 6 + 11× 11 + 13× 8 + 15× 1 + 17× 2
1000
= 1.982.
Example 2.3.5 For the set COL(15, 1000),
AVcol(15, 1000) =
3× 161 + 5× 51 + 7× 29 + 11× 11 + 13× 8 + 17× 2
161 + 51 + 29 + 11 + 8 + 2
= 4.580.
Remark 2.3.6 We make the following observations for the outputs.
(1) As we increase the number of vertices n, we obtain more diverse sets of determinant
values. If we look at the determinant outputs for n = 6, 12, 15 and 25, the observed
probabilities of the determinant 1 is 0.99, 0.85, 0.74 and 0.3, respectively. For larger
vertex numbers such as n = 30, the probability of determinant 1 is as low as 0.13.
The first n value not having determinant 1 in its output set is 45. The n value
45 is expected to increase if the number of samples are increased. The impact of
increasing vertex number n on occurrence of determinant 1 is represented by the
graph in Figure 2.12. In the figure, the x-axis represents the vertex number n for
n = 1, . . . , 60 and the y-axis represents the occurrence of the determinant 1 in each
set DET(n, 1000).
(2) The list of AVdet(n, 1000) for n = 1, 2, . . . , 30 is as follows:
(1, 1, 1, 1, 1, 1.012, 1.028, 1.084, 1.102, 1.214, 1.354, 1.456, 1.706,
1.738, 1.982, 2.38, 3.056, 3.946, 5.200, 6.228, 7.350, 9.778, 11.474,
15.236, 20.31, 30.246, 40.66, 91.278, 98.498, 125.370).
It is observed from the data above that the average of the determinants,
AVdet(n, 1000), remains constant for n ≤ 5 then starts increasing exponentially. We
focus on finding a function that fits our data. Define the function g : N → R by
g(n) =
√
log(AVdet(n, 1000)) for n = 1, 2, . . . , 30. The following set, G30(n), contains
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Figure 2.12: The occurrence of the determinant 1 for n from 1 to 60.
values of the function g calculated for n = 6, 7, . . . , 30.
G30(n) = (0.0720, 0.1095, 0.1872, 0.2054, 0.2902, 0.3628, 0.4039, 0.4816, 0.4899,
0.5451, 0.6137, 0.6965, 0.7721, 0.8462, 0.8913, 0.9307, 0.9951, 1.0294,
1.0876, 1.1436, 1.2168, 1.2685, 1.4001, 1.4119, 1.4485).
We plotted G30(n) on the xy-coordinate plane in Figure 2.13. In this figure, the
graph of y = g(x+5) is plotted for integer values of x = n. The value 1 on the x-axis
corresponds to the first element of the set, 0.0720, on the y-axis and the value 2 on the
x-axis corresponds to the second element of the set, 0.1095, on the y-axis. Then the
points are approximated by the line y = 0.0565x. We selected the coefficient 0.0565
by observing the outcome for the best fit.
(3) We calculated AVcol(n, 1000) of each set COL(n, 1000) for n = 6, 7, . . . , 30, in-
cluded in Appendix 2. The outcome is as follows:
(3, 3.15, 3.50, 3.37, 3.42, 3.87, 3.86, 3.96, 4.18, 4.58, 4.85, 8.45, 5.66,
6.68, 7.96, 8.22, 9.90, 10.15, 11.19, 14.10, 16.87, 19.82, 39.26, 47.69).
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Figure 2.13: Fitted log transformed average determinants.
Following similar steps given in Remark 2.3.6 (2), we selected a fitting curve for the
function h : N → R, defined by h(n) = √log(AVcol(n, 1000)). For this purpose,
we computed h(n) =
√
log(AVcol(n, 1000)), for n = 6, 7, . . . , 30, and obtained the
following results:
(.6907, .7059, .7376, .7264, .7308, .7666, .7659, .7731, .7881, .8129, .8281,
.9627, .8676, .9082, .9492, .9565, .9978, 1.003, 1.024, 1.0720, 1.1078,
1.1389, 1.2625, 1.2955).
The curve y = 0.00075(x+2)2+ .69 is chosen as a fitting line for h(n) which is shown
in Figure 2.14. In the figure, the x-axis represents n and the y-axis represents h(n).
It is observed from Figure 2.14 that AVcol(n, 1000) increases significantly slower
than AVdet(n, 1000). The selected fitting curve for AVcol(n, 1000) works well for n ≤
28. For n ≥ 29 there is a noticeable jump on AVcol(n, 1000). The fitting curve can be
improved by adding more experiments for higher values of n in COL(n, 1000).
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Figure 2.14: Fitted h(n) =
√
log(AVcol(n, 1000)).
2.4 Distributions of small determinant values
In this section our goal is to approximate the distributions of selected small deter-
minant values such as 3, 5 and 7. We used the determinant outputs included in
Appendix 2 to find the probabilities of determinant being 3, 5 and 7. For every
vertex number n, recall that |DET(n,m)| is the number of pairs [k, `], where k is a
non-negative integer and ` is the number of randomly generated knots with n ver-
tices having the determinant k. The probability of a random knot with n vertices
having the determinant d is defined as Pn(d) = l/m, where m is the number of tri-
als for the vertex number n. For a determinant value d, we introduce an ordered
set Dd = (Pn(d)) where n = 1, 2, . . . , 40. For example, the tenth element of D3 is
P10(3) = 0.067. The sets D3, D5 and D7 are listed below, respectively. If we look at
the set D3, it starts with 5 zeros, since Pi(3) = 0 for i = 1, 2, . . . , 5, followed by the
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next element of P6(3) = 67/1000 = 0.067.
D3 = (0, 0, 0, 0, 0, 0.006, 0.012, 0.028, 0.037, 0.067, 0.086, 0.109, 0.137, 0.138,
0.154, 0.170, 0.168, 0.195, 0.185, 0.207, 0.184, 0.196, 0.186, 0.186, 0.156,
0.152, 0.124, 0.131, 0.126, 0.102, 0.0510, 0.039, 0.032, 0.032, 0.019, 0.018,
0.024, 0.01, 0.005, 0.004)
D5 = (0, 0, 0, 0, 0, 0, 0.001, 0.004, 0.004, 0.018, 0.021, 0.026, 0.038, 0.042,
0.050, 0.058, 0.072, 0.092, 0.087, 0.107, 0.107, 0.109, 0.108, 0.091, 0.093,
0.085, 0.080, 0.088, 0.072, 0.060, 0.030, 0.031, 0.025, 0.025, 0.019, 0.021,
0.024, 0.014, 0.008, 0.009)
D7 = (0, 0, 0, 0, 0, 0, 0, 0, 0.002, 0, 0.008, 0.010, 0.015, 0.021, 0.029, 0.026,
0.045, 0.037, 0.048, 0.049, 0.054, 0.061, 0.058, 0.058, 0.063, 0.060, 0.068,
0.056, 0.059, 0.048, 0.026, 0.023, 0.024, 0.015, 0.019, 0.018, 0.010, 0.010,
0.004, 0.003)
The smoothed graphs of the data sets D3, D5 and D7 are included in Figure 2.15.
The lowest curve (in red) belongs to D7, the middle curve (in green) belongs to D5
and the top curve (in blue) belongs to D3. It is observed from Figure 2.15 that the
graphs of all D3, D5 and D7 have bell shapes.
The data sets D3, D5 and D7 are fitted to the normal distribution
N(µ, σ, α) = α · e−(x−µ)2/(2·σ2)/(σ ·
√
2pi),
where µ is the mean, σ is the standard deviation and α is the magnetite. In Fig-
ure 2.16, fitted distributions are visualized. The x-axis represents the number of
vertices n for values n = 1, 2, . . . , 40 and the y-axis represents the distribution of the
corresponding n in Dd, for d values 3, 5 and 7. It is observed that N(20.94, 6.48, 3.48),
N(23.10, 6.43, 1.72) and N(24.31, 6.15, 1.03) are good fits for D3, D5 and D7, respec-
tively.
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Figure 2.15: Smoothed graphs of D3, D5 and D7.
2.5 Sensitivity analysis
When random knots are generated, we partitioned the unit interval into 106 pieces,
and those points are randomly selected as random points in the unit cube. A natural
question is whether the determinant outputs would be affected if we select another
number instead of 106. We used a higher value, 108, being a hundred times more
sensitive selection. The following two lists contain outcomes of determinant 1 out of
1000 repeats of our algorithm for vertex number n, ranging between 6 to 30 in this
order for selections 106 and 108, respectively. For the first set, the mean is µ1 = 594
and for the second one the mean is µ2 = 584.
(994, 987, 967, 957, 914, 882, 851, 793, 786, 739, 697, 632, 569, 536, 498, 458, 440,
399, 349, 336, 303, 244, 201, 174, 155)
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Figure 2.16: Fitting curves of D3, D5 and D7.
and
(999, 991, 969, 947, 925, 885, 863, 804, 774, 757, 698, 635, 580, 506, 498, 447, 411,
371, 324, 270, 225, 236, 179, 178, 140).
In Figure 2.17, a visual comparison is presented for the number of random knots
with determinant 1 between 106 and 108. The x-axis represents the number of vertices
n and the y-axis represents the number of generated random knots with determinant
1 out of 1000 repeats of our algorithm.
The outcomes for selections, 106 and 108, appear to be very close to each other,
in particular for n ≤ 15. The discrepancy, however, becomes larger for n > 20. Over
all, based on proximity of µ1 and µ2, it is concluded that choosing 10
8 over 106 would
not greatly affect our outcome.
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Figure 2.17: A comparison for occurrence of determinant 1.
2.6 Stick numbers for p-colorability
A straight line segment is called a stick.
Definition 2.6.1 For a knot K, the stick number of K, denoted by St(K), is the
minimum number of sticks required to form the knot K.
See, for example, [1, 18] for more information on stick numbers. Let n be a positive
integer. In Section 2.2, we randomly select n number of points in the unit cube and
connect these points with straight line segments to form a knot. This process produces
a random knot with n sticks. The fact that there is no non-trivial knot that could
be formed by five sticks or less is stated and proved in [1]. Indeed, in our outputs,
this fact is reflected by outputs DET(n,m) = {[1,m]} for all n < 6. The trefoil knot,
which has the minimum crossing number among all non-trivial knots, has the stick
number 6 [1]. It is also a 3-colorable knot as shown in Example 2.1.6. Our output
set COL(6, 1000) = {[3, 6]} in Section 2.3 implies that out of 1000 random knots
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generated in the unit cube, 6 of them are the trefoil knot. In the rest of the section,
for a given prime p ≤ 191, we find an upper bound for the number of sticks required
to from a p-colorable knot. Our goal is not to determine the stick number of a given
knot, but is rather to find upper bounds for the numbers of sticks required to form a
p-colorable knot by analyzing our computer calculations. For this purpose, we define
the following.
Definition 2.6.2 Let p > 2 be a prime number. The stick number for p-colorability,
denoted Stcol(p), is the minimum number of straight line segments required to form a
p-colorable knot.
Lemma 2.6.3 The stick number for 3-colorability is 6: Stcol(3) = 6.
Proof. It is provided in [1] that any knot formed with less than 6 sticks is equivalent
to the unknot, and the trefoil has a stick number 6. Since the unknot can only be
colored by using only one color and trefoil is 3-colorable (Example 2.1.6), the result
follows. 2
Lemma 2.6.4 The stick number for 5-colorability is 7: Stcol(5) = 7.
Proof. It is known that the figure-eight knot is 5-colorable (Example 2.1.7) and has
the stick number 7 [1]. Hence Stcol(5) ≤ 7. Any knot formed with less than 7 sticks
is equivalent to either the unknot or the trefoil [1], which are not 5-colorable. Thus
Stcol(5) = 7. 2
Lemma 2.6.5 The stick number for p-colorability is the minimum of the stick number
of all p-colorable knots.
Lemma 2.6.5 directly follows from Definition 2.6.2.
Lemma 2.6.6 The stick number for 7-colorability is 8: Stcol(7) = 8.
Proof. The unknot, the trefoil and the figure-eight knot are the only knots with the
stick number less than 7 [1] and none of them is 7-colorable. Thus Stcol(7) ≥ 8.
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Consider the 52 knot in Figure 2.18. It is proved in [18] that St(52) = 8. The
determinant of 52 is 7 [9]. This proves the existence of 7-colorable knot with a stick
number 8. Thus Stcol(7) ≤ 8. Therefore the result follows. 2
Figure 2.18: A diagram of the 52 knot
We estimate upper bounds of Stcol(p) by using particular output sets of p-colorable
knots, COL(n, 1000) for n = 6, 7, . . . , 30, in Appendix 3. For this purpose, we define
an upper bound for Stcol(p), U(Stcol(p)) by
U(Stcol(p)) = min{2n | [p, `] ∈ COL(n, 1000), for ` > 0}.
For each random knot that is generated by our algorithm in Section 2.2, the number of
vertices n is equal to the number of sticks used to form it. Hence the set COL(n, 1000)
could be viewed as a list of pairs [p, `], where p > 2 is a prime that divides the
determinants of m random knots in the unit cube formed by n sticks, and ` is the
number of random knots whose determinant is divisible by p.
Our approach of obtaining an upper bound for Stcol(p) is as follows: We scan
through each set COL(n, 1000) for n = 6, 7, 8, . . . , 30, and record the minimum number
n for which a prime p appears. This n provides an upper-bound for the stick number
for p-colorability. For example, for the set COL(6, 1000) = {[3, 6]}, 6 is an upper-
bound for the stick number for 3-colorability. Then the next set COL(7, 1000) =
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{[3, 12], [5, 1]} is analyzed. Since 5 appears for the first time, n = 7 is an upper-bound
for the stick number for 5-colorability. By this procedure Table 2.3 is obtained.
Table 2.3: Upper bounds of the stick numbers for the p-colorable knots
p U(Stcol(p)) p U(Stcol(p))
3 6 89 21
5 7 97 24
7 9 103 23
11 13 107 21
13 8 109 19
17 14 113 20
19 11 127 25
23 12 131 24
29 16 137 27
31 16 139 22
37 17 149 25
41 18 151 25
47 21 157 29
53 17 163 21
59 18 167 23
61 20 173 23
71 20 179 26
73 19 181 29
79 22 191 22
83 20
The values of U(Stcol(p)), for prime p ≤ 191, is listed in Table 2.3 and plotted
in Figure 2.19. In the figure, the x-axis represents p values and the y-axis their
corresponding U(Stcol(p)).
Finally, we compare U(Stcol(p)) with Stcol(p) for knots in the knot table (see, for
example, [17]), with less than 9 crossings, and observe how accurate our upper bounds
are. All of the stick numbers St(K) of prime knots K with less than eight crossings
are listed in Table 2.4. These are summarized from [18].
The determinant of each knot given in [18] up to eight crossings is summarized from
[9]. From the determinant, we obtain p-colorability for each knot K. The results are
listed in Table 2.5. The stick number, St(K), column from Table 2.4 is also included
for easier visual comparison. We limited the data provided in Table 2.5 up to knots
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Figure 2.19: Upper bounds of the stick number for p-colorability
Table 2.4: Stick numbers of known knots up to eight crossings
St(K) K
6 31
7 41
8 51, 52, 61, 62, 63, 819, 820.
9 71, 72, 73, 74, 75, 76, 77, 816, 817, 818, 821.
with St(K) ≤ 9.
We formed Table 2.6 as follows: First two columns of the table are summarized
from Table 2.5 such that the smallest stick number is selected for each p-colorable
output and the third column is our corresponding U(Stcol(p)) from Table 2.3. In [17],
there are 7 knots with St(K) = 8 among those crossing number less than 11, and
these are listed in Table 2.5. Therefore it is likely that Stcol(17) = Stcol(19) = 9.
Based on Table 2.6, for p = 3, 5 and 13, our U(Stcol(p)) are equivalent to their
corresponding Stcol(p).
Conjecture 2.6.7 If p1 < p2, then Stcol(p1) ≤ Stcol(p2).
We apply Conjecture 2.6.7 to Table 2.6 and compute U ′(Stcol(p)) =
min{U(Stcol(p′)) | p′ > p}.
33
Table 2.5: Stick numbers of p-colorability of knots up to eight crossings
K St(K) p-colorable K St(K) p-colorable
31 6 3 72 9 11
41 7 5 73 9 13
51 8 5 74 9 3,5
52 8 7 75 9 17
61 8 3 76 9 19
62 8 11 77 9 3, 7
63 8 13 816 9 5, 7
819 8 3 817 9 3, 7
820 8 3 818 9 3, 5
71 9 7 821 9 3, 5
Table 2.6: Comparison of Table 2.5 to our estimations
p-colorable Stcol(p) U(Stcol(p))
3 6 6
5 7 7
7 8 9
11 8 13
13 8 8
17 8 or 9 14
19 8 or 9 11
Table 2.7 is produced as follows: For each prime p in the first column of Table 2.6,
we scanned every row of the table and whenever p < p′, for some p′ in Table 2.6,
with U(Stcol(p
′)) < U(Stcol(p)), we set U ′(Stcol(p)) = U(Stcol(p′)). If there is no
such p′ in Table 2.6, we set U ′(Stcol(p)) = U(Stcol(p)). For example, for p = 7,
since U(Stcol(13)) < U(Stcol(7)), we have U
′(Stcol(7)) = U(Stcol(13)) = 8. As it is
observed from Table 2.7, U ′(Stcol(p)) coincides with Stcol(p) = 8 for p = 7, 11, 13.
Also U(Stcol(17)) improves.
We applied Conjecture 2.6.7 to Table 2.3 by using the method described above for
Table 2.7. The results are listed in Table 2.8.
A visual comparison of our original estimates for the upper bound U(Stcol(p)) in
Table 2.3 and U ′(Stcol(p)) in Table 2.8 is given in Fig 2.20. In the figure, the x-axis
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Table 2.7: Conjecture 2.6.7 applied to Table 2.6
p-colorable Stcol(p) U ′(Stcol(p))
3 6 6
5 7 7
7 8 8
11 8 8
13 8 8
17 8 or 9 11
19 8 or 9 11
Table 2.8: Conjectural upper bounds for Stcol(p)
p U ′(Stcol(p)) p U ′(Stcol(p))
3 6 37–53 17
5 7 59 18
7–13 8 61–109 19
17, 19 11 113 20
23 12 127–163 21
29, 31 16 167–191 22
represents p values and the y-axis represents their corresponding upper bounds. The
graph in red (the upper curve) represents U(Stcol(p)) in Table 2.3 and the graph in
blue (the lower curve) represents U ′(Stcol(p)) in Table 2.8. It is interesting to see
p-colorability of large prime can be realized with relatively small number of sticks.
For example, based on our output sets, there exists a 191-colorable knot that can be
formed with 22 or fewer sticks.
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Figure 2.20: The impact of Conjecture 2.6.7 to the upper bounds
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3 Random Links
A link is an embedding of two or more circles in 3-dimensional space. Each connected
component is called a component of a link. The crossings of a link can be classified
into two different categories depending on whether the two line segments at a crossing
belong to the same component or two different components. A link invariant, called
the linking number, is defined based on crossings between two different components.
In this chapter, we analyze the linking numbers of randomly generated two component
links in the unit cube.
Sections are organized as follows. In Section 3.1, key definitions for links are
presented. In Section 3.2, we find the probability for two randomly generated line
segments in the unit cube to form a crossing. In Section 3.3, we introduce an algorithm
for creating two-component random links and calculating their linking numbers, by
extending the process of generating random knots introduced in Section 2.2. Our
Maple code for this algorithm is included in Appendix 4. For each vertex number
n = 1, 2, . . . , 30, we run this code 1000 times by using Maple to form an output set
of linking numbers. These outputs are included in Appendix 5. In Section 3.4, we
analyze the outputs from various points of view and derive conclusions. Finally in
Section 3.5, for l ≤ 15, we obtain upper bounds of the stick number for two component
links with the linking number `. We also compare our results with the known upper
bounds.
37
3.1 Definitions
A link is oriented if each component is oriented. There are several definitions of the
linking number, see [17] for example. We use the following definition.
Definition 3.1.1 Let D be a diagram of an oriented link L = K1 ∪ K2. Let C =
{c1, c2, . . . , cm} be the set of crossings between two components, K1 and K2. Define a
function sign : C → {+1,−1} by sign(c) = +1 for a positive crossing c and sign(c) =
−1 for a negative crossing c, as depicted in Figure 2.4. The linking number of L,
denoted by lk(L), is defined by
lk(L) =
1
2
m∑
i=1
sign(ci).
It is known that lk(L) takes values in integers.
Example 3.1.2 Consider a diagram of the Hopf link in Figure 3.1 with crossings c1
and c2.
Figure 3.1: Hopf Link
The linking number of this Hopf link is −1 since both sign(c1) and sign(c2) are
−1.
Definition 3.1.3 The absolute linking number of L, denoted by |lk|(L), is defined by
|lk|(L) = |lk(L)|.
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3.2 Crossings of two random segments
Before we study links, we analyze randomly generated two line segments in [0, 1]3. We
generate two line segments in the following way: For the coordinates uik, k = 1, 2, 3
and i = 1, 2, 3, 4, numbers u′ik are randomly selected from the integers between 0 and
106 by Maple, and set uik = u
′
ik/(10
6). We also use the notation Ui = (ui1, ui2, ui3) =
(xi, yi, zi) to reduce subscripts. Then the generated points are projected into the
xy-plane such that U¯i = (xi, yi) for i = 1, 2, 3, 4. The line segments e1 and e3 are
formed by connecting the first two points, U¯1 and U¯2, and the last two points, U¯3 and
U¯4, respectively. The orientations of the line segments follow the order of the points
selected. If the points U¯3 and U¯4 lie on the opposite sides of the edge e1 then there is
a unique crossing between e1 and e3. We obtain z1 and z3 which are the z-coordinates
of the pre-images of the crossing point [1, 3] on the arcs e1 and e3, respectively. If
z1 < z3 (respectively, z1 > z3) then e1 is an over (respectively, under) arc and the
crossing is represented by [1, 3] (respectively, [1,−3]). Then we compute the signs of
crossings as follows. Consider U¯i = (xi, yi), for i = 1, 2, 3, 4. Let
f = (x2 − x1) · (y4 − y3).
Lemma 3.2.1 A crossing c = [1,±3] is positive (negative, respectively) if and only if
f and 3 in c have the same sign (opposite sign, respectively).
Proof. The proof directly follows from Figure 3.2. 2
We wrote a Maple code for the algorithm described above. In the code, in the case
of a crossing, we determine its sign by using Lemma 3.3.1. Otherwise, when there
is no crossing between two line segments e1 and e3, zero is recorded. This process
is repeated 105 times. The results are as follows, where in the notation [`, n], ` = 0
indicates no crossing, ` = 1,−1 indicate positive and negative crossings, respectively,
and n is the number of occurrence of `:
[−1, 11587], [0, 76931], [1, 11482].
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Figure 3.2: Proof of Lemma 3.3.1
It is observed that the occurrence of positive crossings and that of negative crossings
are approximately the same. The result shows that, if x is the random variable
representing the sign of a crossing, then the expectation, E, for x = 1,−1, we have
E(x = 1) = E(x = −1) = 0.115 with the standard deviation σ = 0.002.
3.3 Linking numbers of random links
In this section we discuss the generating random links with two equal length com-
ponents by Maple and the calculation of their linking numbers. Let n > 2 be a
positive integer. We use the same notations we used in Chapter 2 for consistency.
For i = 1, 2, . . . , 2n + 2, we select a random point Ui = (xi, yi, zi) in the unit cube
as described in the Step (1) of Section 2.2 such that Un+1 = U1 and U2n+2 = Un+2.
For i = 1, 2, . . . , n, n + 2, n + 3, . . . , 2n + 1, let ei be the line segment joining Ui and
Ui+1, then the edges e1, e2, . . . , en and en+2, en+3, . . . , e2n+1 define two disjoint random
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knots of vertex number n in the unit cube, called a random link. For a random link,
only the crossings between two components and their orientations play a role in the
calculation of the linking number. Hence only those crossings are recorded in the
form [i,±j], in the same way as described in Step (2) and Step (3) of Section 2.2, for
i = 1, 2, . . . , n and j = n+ 2, . . . , 2n+ 1.
Consider the points U¯i = (xi, yi) and U¯i = (xj, yj) forming the crossing [i,±j], for
i = 1, 2, . . . , n and j = n+ 2, . . . , 2n+ 1. We compute
f = (xi+1 − xi) · (yj+1 − yj).
Note that f = 0 only when xi+1 = xi or yj+1 = yj. Hence the probability of having
f = 0 is 5 · 10−5, which can be considered 0.
Lemma 3.3.1 A crossing c = [i,±j] is positive (negative, respectively) if and only if
f and j have the same sign (opposite sign, respectively).
Proof. The proof directly follows from the proof of Lemma 3.3.1 by replacing U¯1 and
U¯3 with U¯i and U¯j, respectively. 2
For each random link L = K1 ∪ K2, Lemma 3.3.1 is used for finding the sign of
each crossing between two components and the linking number lk(L) is calculated.
Then for each vertex number n, we form an output set of linking numbers, lk(n,m),
by recording the linking numbers of such m randomly generated link L = K1 ∪K2.
Elements of lk(n,m) are pairs of the form [`, b], where ` is a linking number outcome
and b is the occurrence of `.
For example, a particular data set lk(3, 1000) = {[−1, 68], [0, 855], [1, 77]} means
that among 1000 random two component links with each component consisting of 3
edges, 855 have the linking number 0, 68 have the linking number −1 and 77 have
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the linking number 1. Samples of the outputs are listed below.
lk(5, 1000) = {[−3, 1], [−2, 11], [−1, 161], [0, 655], [1, 162], [2, 10]}
lk(10, 1000) = {[−5, 1], [−4, 4], [−3, 21], [−2, 98], [−1, 204], [0, 339], [1, 224], [2, 83],
[3, 21], [4, 3], [5, 2]}
lk(15, 1000) = {[−6, 2], [−5, 8], [−4, 13], [−3, 74], [−2, 126], [−1, 189], [0, 203], [1, 184],
[2, 103], [3, 67], [4, 21], [5, 9], [6, 1]}
lk(20, 1000) = {[−9, 1], [−8, 3], [−7, 3], [−6, 4], [−5, 27], [−4, 47], [−3, 69], [−2, 133],
[−1, 131], [0, 170], [1, 132], [2, 113], [3, 72], [4, 48], [5, 22], [6, 15], [7, 5],
[8, 2], [9, 2], [12, 1]}
lk(25, 1000) = {[−12, 1], [−11, 1], [−10, 2], [−9, 2], [−8, 3], [−7, 5], [−6, 28], [−5, 36],
[−4, 51], [−3, 66], [−2, 104], [−1, 121], [0, 128], [1, 118], [2, 99], [3, 89],
[4, 60], [5, 28], [6, 28], [7, 9], [8, 14], [9, 4], [10, 2], [13, 1]}
lk(30, 1000) = {[−15, 1], [−12, 3], [−11, 2], [−10, 3], [−9, 11], [−8, 10], [−7, 20],
[−6, 32], [−5, 41], [−4, 51], [−3, 64], [−2, 84], [−1, 102], [0, 124],
[1, 107], [2, 95], [3, 83], [4, 58], [5, 37], [6, 32], [7, 13], [8, 10], [9, 9],
[10, 4], [11, 2], [12, 1], [14, 1]}
In Appendix 5, we included lk(n, 1000) for n = 3, 4, . . . , 30. In the next section we
analyze the output data.
3.4 Analysis of random linking numbers
In this section our goal is to approximate distributions of the linking numbers in our
output sets, lk(n, 1000), for n = 10, 20 and 30 by using the normal distribution. We
also approximate distributions of the average of absolute linking numbers.
The probability of a random link having the linking number ` is Pn(`) = b/m
where b is the occurrence of ` in lk(n, 1000). For a vertex number n, we introduce a
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set of linking probabilities L(n) = {[l, Pn(l)]} where n = 1, 2, . . . , 30.
L(10) = {[−5, 0.001], [−4, 0.004], [−3, 0.021], [−2, 0.098], [−1, 0.204],
[0, 0.339], [1, 0.224], [2, 0.083], [3, 0.021], [4, 0.003], [5, 0.002]}
L(20) = {[−9, 0.001], [−8, 0.003], [−7, 0.003], [−6, 0.004], [−5, 0.027],
[−4, 0.047], [−3, 0.069], [−2, 0.133], [−1, 0.131], [0, 0.170], [1, 0.132],
[2, 0.113], [3, 0.072], [4, 0.048], [5, 0.022], [6, 0.015], [7, 0.005],
[8, 0.002], [9, 0.002], [12, 0.001]}
L(30) = {[−15, 0.001], [−12, 0.003], [−11, 0.002], [−10, 0.003], [−9, 0.011],
[−8, 0.010], [−7, 0.020], [−6, 0.032], [−5, 0.041], [−4, 0.051], [−3, 0.064],
[−2, 0.084], [−1, 0.102], [0, 0.124], [1, 0.107], [2, 0.095], [3, 0.083],
[4, 0.058], [5, 0.037], [6, 0.032], [7, 0.013], [8, 0.010], [9, 0.009],
[10, 0.004], [11, 0.002], [12, 0.001], [14, 0.001]}
Fitting L(10), L(20) and L(30) to normal distribution
The points listed in the sets: L(10), L(20) and L(30) are plotted in the xy-plane,
where the x-axis represents ` and the y-axis represents Pn(`).
Then the points are fitted to the normal distribution
N(µ, σ, α) = α · e−(x−µ)2/(2·σ2)/(σ ·
√
2pi),
where µ is the mean, σ is the standard deviation and α is the magnetite. Fitting
curves are depicted in Figure 3.3. The graphs with the lowest to the highest peaks
belong to L(30), L(20) and L(10), respectively. It is observed that N(0, 1.3, 1.0),
N(0, 2.7, 1) and N(0, 3.9, 1) are good fits for L(10), L(20) and L(30), respectively.
As it could be observed from the approximated distribution graphs in the Fig-
ure 3.3, the results are very symmetrical.
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Figure 3.3: Fitting curves of L(10), L(20) and L(30).
Analyzing absolute linking numbers
For every vertex number n, we define a set of absolute linking numbers, |lk|(n,m) =
{[|a|, b]} where [a, b] is an element of lk(n,m). For example,
|lk|(10, 1000) = {[0, 339], [1, 428], [2, 181], [3, 42], [4, 7], [5, 3]}.
Definition 3.4.1 For a vertex number n and a positive integer m, let ||lk|(n,m)| be
the number of pairs [|a|, b], contained in |lk|(n,m).
Definition 3.4.2 Consider the set |lk|(n,m) = {[|ai|, bi]}, for i = 1, . . . , ||lk|(n,m)|.
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The average of |lk|(n,m), denoted by AV|lk|(n,m), is defined as
AV|lk|(n,m) =
1
m
||lk|(n,m)|∑
i=1
|ai|bi.
Example 3.4.3 For the set |lk|(10, 1000), ||lk|(10, 1000)| = 6 and AV|lk|(10, 1000) is
computed as
AV|lk|(10, 1000) =
(0× 339) + (1× 428) + (2× 181) + (3× 42) + (4× 7) + (5× 3)
1000
= 0.959
For each set lk(n, 1000), AV|lk|(n, 1000) is calculated for n = 3, 4, . . . , 30 and is
listed in the set Labs in the same order. The result is as follows:
Labs = (0.145, 0.252, 0.368, 0.480, 0.631, 0.690, 0.840, 0.959, 1.043, 1.148, 1.361, 1.308,
1.493, 1.557, 1.741, 1.919, 1.926, 2.052, 2.126, 2.286, 2.354, 2.485, 2.574, 2.619,
2.896, 2.800, 2.979, 2.980).
It is observed from the data above that the average absolute linking numbers appear
to increase linearly as n increases and the line y = 0.011x is the best fitting line
for h(n) = AV|lk|(n, 1000). Both the graph of y = 0.011x and the graph of h(n) =
AV|lk|(n, 1000) are depicted in Figure 3.4.
Definition 3.4.4 We define the maximum absolute linking number Mn by Mn =
max{|lk(Ln)|}, where Ln is the set of all two component links of equal length n for
each component.
Lemma 3.4.5 We have M3 = 1 and M4 ≥ 2.
Proof. The smallest knot, the unknot, has the stick number of 3 (it is equivalent
to a triangle in space). Hence the smallest link is formed by two triangles. If two
triangles in space intersect, they intersect along a line segment. There are essentially
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Figure 3.4: Fitted average absolute linking numbers .
two possibilities of how they intersect as depicted in Figure 3.5 (a) and (b). These
possibilities form either the unknot (with the linking number zero) or the Hoph link
(with the linking number ±1), hence M3 = 1. For our particular data set lk(4) in
Appendix 5, we have [±2, b] ∈ lk(4), for some b > 0, proving the existence of a two
component link of equal length 4 with linking number 2. Therefore, M4 ≥ 2. 2
Figure 3.5: Intersection of two triangles in space
Definition 3.4.6 For each n = 1, 2, . . . , 30, define max{|lk|(n)} by the maximum of
|ai| in |lk|(n,m) = {[|ai|, bi] | for i = 1, . . . , ||lk|(n,m)|}, for the particular data sets
|lk|(n) we obtained.
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Example 3.4.7 For the set
|lk|(10) = {[0, 339], [1, 428], [2, 181], [3, 42], [4, 7], [5, 3]},
max{|lk|(10)} = 5.
Lemma 3.4.8 For a given integer n ≥ 3, max{|lk|(n)} is a lower bound of Mn.
Proof. The proof follows from the definition of max{|lk|(n)}. The set |lk|(n) contains
linking numbers of 1000 randomly generated two component links such that each
component has a vertex number n. Hence the existence of aj = max{|lk|(n)} in
|lk|(n,m) = {[|ai|, bi] | for i = 1, . . . , ||lk|(n,m)|} proves that the linking number of
max{|lk|(n)} can be achieved for two component links of equal length n. 2
From Appendix 5, we obtain max{|lk|(n)} for 3, 4, . . . , 30, in this order, are
(1, 2, 3, 3, 4, 5, 4, 5, 5, 5, 6, 8, 6, 8, 8, 9, 11, 12, 10, 11, 10, 11, 13, 13, 12, 12, 14, 15).
Lemma 3.4.9 If n1 < n2, then max{|lk|(n1)} ≤ Mn2 .
Proof. If max{|lk|(n1)} = k then there is a link L with n1 vertices for each component
with linking number k. We construct a link L′ with vertex number n2 with linking
number k by adding (n2 − n1) number of short non-intersecting line segments to L.
Hence k ≤Mn2 . 2
By using Lemma 3.4.9, we obtain improved lover bounds ofMn, for n = 3, 4, . . . , 30
as follows
(1, 2, 3, 3, 4, 5, 5, 5, 5, 5, 6, 8, 8, 8, 8, 9, 11, 12, 12, 12, 12, 12, 13, 13, 13, 13, 14, 15).
Remark 3.4.10 The inequality bn/2c−1 ≤ max{|lk|(n)} ≤ bn/2c+2 is satisfied for
each n = 3, 4, . . . , 30.
It holds that bn/2c ≤ max{|lk|(n)} except for n = 12, 28. Thus we make the
following conjecture.
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Conjecture 3.4.11 bn/2c ≤Mn ≤ bn/2c+ 2.
3.5 Stick numbers for linking numbers
The minimum number of sticks required to form a diagram of a link L is called the
stick number of L, and is denoted by St(L). In this section, for a positive integer `, we
use our output sets of linking numbers in Appendix 5 to compute an upper bound for
the stick number of a two component link with linking number `. For this purpose,
we define the following:
Definition 3.5.1 Let ` be an integer. The stick number for the linking number for `,
denoted by Stlk(`), is the minimum number of sticks required to form a two component
link L = K1 ∪K2 of equal vertex number for each component such that lk(L) = `.
The following is well known.
Lemma 3.5.2 Let L = K1 ∪ K2 be an oriented link. (1) Let L′ be an oriented link
obtained from L by reversing the orientation of K1. Then lk(L
′) = −lk(L).
(2) Let L′′ be an oriented link obtained from L by reversing the orientation of both
components, K1 and K2. Then lk(L
′′) = lk(L).
Proof. (1) Let c1, c2, . . . , ck be the crossings of L. Let sign(c1), sign(c2), . . . , sign(ck)
be the sign of crossings of L, between K1 and K2. For each crossing c
′
i of L
′, for
i = 1, 2, . . . , k, direct calculations prove that sign(c′i) = −sign(ci). Thus
lk(L′) =
1
2
k∑
i=1
sign(c′i) = −
1
2
k∑
i=1
sign(ci) = −lk(L).
(2) An oriented link L′′ can be obtained from L′ by reversing the orientation of K2.
By Lemma 3.5.2 (1), we have lk(L′′) = −lk(L′) = lk(L). 2
Lemma 3.5.3 For any integer `, it holds that Stlk(`) = Stlk(−`).
Proof. Let ` be an integer. By Definition 3.5.1, there exists a polygonal two component
link L of equal length for each component such that lk(L) = ` and the stick number of
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L is Stlk(`). A link, L
′, generated by reversing the orientation of only one component
of L has a linking number −`. Hence Stlk(`) = Stlk(−`) by Lemma 3.5.2. 2
We define an upper bound U(Stlk(`)) for Stlk(`) by
U(Stlk(`)) = min{2n | [`, b] ∈ |lk|(n), for b > 0},
using our particular output sets of linking numbers lk(n), for n = 3, 4, . . . , 30, in
Appendix 5.
Our selection process of U(Stlk(`)) is as follows: For a given integer 0 ≤ ` ≤ 15,
we scan through each set |lk|(n), for n = 3, 4, 5, . . . , 30, and for the minimum number
n for which a linking number ` appears, we set U(Stlk(`)) = 2n. For example, for
the set |lk|(4) = {[0, 755], [1, 238], [2, 7]}, U(Stlk(2)) = 8. Then the next set |lk|(5) =
{[0, 655], [1, 323], [2, 21], [3, 1]} is analyzed. Since 3 appears for the first time in |lk|(5),
U(Stlk(3)) = 10. Table 3.1 is obtained by this procedure.
Table 3.1: Upper bounds of the stick number for the linking number `
` U(Stlk(`)) ` U(Stlk(`))
0 6 8 28
1 6 9 36
2 8 10 42
3 10 11 38
4 14 12 40
5 16 13 50
6 26 14 58
7 28 15 60
We calculated the linking numbers of two component links in the table given in
[18], up to eight crossings. For every link L in the table, we calculate lk(L) by
assigning an orientation to each of its components. Then we take the absolute value
of the outcome, |lk|(L). By Lemma 3.5.2, for two component links, a choice of the
orientation of each component does not affect |lk|(L). In [18], upper bounds for St(L)
are given for links in the table. For each link L in the table, we calculated and are
listed |lk|(L) in Table 3.2 together with the upper bounds of St(L) given in [18].
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Table 3.2: Stick numbers for the linking number of links up to eight crossings
L St(L) |lk|(L) L St(L) |lk|(L)
021 6 0 8
2
2 10 4
221 6 1 8
2
3 12 3
421 7 2 8
2
4 11 4
521 8 0 8
2
5 10 2
621 8 3 8
2
6 13 2
622 8 3 8
2
7 10 1
623 8 2 8
2
8 12 0
721 10 1 8
2
9 12 2
722 10 1 8
2
10 10 0
723 11 0 8
2
11 12 2
724 11 0 8
2
12 13 0
725 11 2 8
2
13 11 0
726 9 0 8
2
14 11 2
727 9 2 8
2
15 11 0
728 9 0 8
2
16 10 2
821 11 4
We summarized the comparizon of Table 3.2 and Table 3.1 in Table 3.3. First
two columns of the table are summarized from Table 3.2 such that for each linking
number `, the smallest stick number of the link L selected with |lk|(L) = ` and the
third column is our corresponding U(Stlk(`)) from Table 3.1.
Table 3.3: Comparison of Table 3.2 to our estimations
` Stick number U(Stlk(`))
0 6 6
1 6 6
2 7 8
3 8 10
4 11 14
Conjecture 3.5.4 If `1 < `2, then U(Stlk(`1)) ≤ U(Stlk(`2)).
Conjectural upper bounds can be obtained by applying Conjecture 3.5.4 to U(Stlk(`)).
In Table 3.1, however, only U(Stlk(10)) is improved from 42 to 38.
50
Remark 3.5.5 A relation between stick number and Mn in the preceding section is
stated as follows. Let m = Mn, for some positive integer n, then Stlk(m) ≤ n.
The upper bounds listed in Table 3.1 can be improved by increasing the sample
sets by adding more experiments for each vertex number n. It is also interesting to
see how the stick number for the linking number is affected if one of the components
is kept with a constant length and that of the other is increased.
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4 Frobenius algebras and knot invariants
In this chapter we turn to more theoretical studies of knot invariants constructed from
algebraic structures. We apply methods and theories of cohomology groups, Yang-
Baxter equation (YBE) and deformed R-matrices in [6] to a selection of Frobenius
algebras. We define a knot invariant derived from Frobenius algebras, and introduce
skein relations of the invariant for oriented knot and link diagrams.
In Section 4.1, we summarize necessary materials from [6, 14]. In Section 4.2, we
compute some cohomology groups of Frobenius algebras for the cohomology theories
introduced in [6]. Then in Section 4.3, we use the skein theoretic methods introduced
in [6] to solve Yang-Baxter equations and find their deformations for a selection of
Frobenius algebras. In Section 4.4, we define a knot invariant from the Frobenius
skein relations and Turaev’s criteria. The chapter concludes with computations of
Frobenius skein invariants for various knots and links.
4.1 Definitions
The following set of definitions and examples are reviewed from [6, 14]. The examples
included here are intended to familiarize the reader about known Frobenius algebras
which, in the later sections, will be used to compute their cohomology groups as well
as their solutions to the YBE.
Definition 4.1.1 Let k be a field. An associative k-algebra A is defined to be a
k-vector space A with k-linear maps
µ : A⊗ A→ A, η : k → A
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such that the diagrams in Figure 4.1 commute, where idA : A → A is the identity
map. The diagonal maps in the bottom of the right figure with no labels are scalar
multiplications. The condition in the left (respectively, right) of Figure 4.1 is called
associativity condition (respectively, unit condition). The maps µ and η are called
multiplication and unit, respectively.
Figure 4.1: Diagrams for algebra maps
The associativity condition (Figure 4.1, left) is written as
µ((µ(x⊗ y))⊗ z) = µ(x⊗ (µ(y ⊗ z))),
for any x, y, z ∈ A. We also write µ(x ⊗ y) = xy for simplicity. In this notation the
associativity condition is written as (xy)z = x(yz), for x, y, z ∈ A. Let 1k be the
multiplicative identity of k. Let η(1k) = 1A. Then the unity condition (Figure 4.1,
right) is written as 1A x = x = x 1A, for any x ∈ A.
Definition 4.1.2 A coassociative coalgebra A is a k-vector space A with k-linear
maps
∆ : A→ A⊗ A,  : A→ k
such that the diagrams in Figure 4.2 commute. The condition in the left (respectively,
right) of Figure 4.2 is called coassociativity condition (respectively, counit condition).
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The maps ∆ and  are called comultiplication and counit, respectively. The diagonal
maps in the bottom of the right figure with no labels take a ∈ A to 1k⊗a (or a⊗ 1k).
Figure 4.2: Diagrams for coalgebra maps
We use the Sweedler’s notation ∆(x) = x(1) ⊗ x(2) where, in fact, ∆(x) is written
as a sum of tensors. Maps between algebras are represented by diagrams (vertices
and edges) as in Figure 4.3. An edge represents a tensor factor of an algebra A, and
a vertex represent a map. Each diagram is read from bottom to top. For example,
the left-most diagram with three edges represents multiplication µ(x ⊗ y) = xy, for
x, y ∈ A. The second diagram from the left, a small triangle connected with an edge,
both pointing upward, represents η.
Figure 4.3: Frobenius algebra maps
For the rest of the chapter, all algebras and coalgebras are assumed to be finite
dimensional unless otherwise stated. The following set of definitions gives the prelim-
inaries needed for Fobenius algebras and are reviewed from [6].
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Definition 4.1.3 (1) Let A be an algebra and IdA be the identity mapping of A.
A pairing is a linear map β : A ⊗ A → k. For x, y ∈ A, a pairing β is sometimes
expressed by β(x ⊗ y) = 〈x|y〉. A pairing β is associative if 〈xy|z〉 = 〈x|yz〉, for any
x, y, z ∈ A. A pairing β : A ⊗ A → k is said to be non-degenerate if there exist a
linear map γ : k → A⊗ A, called copairing, such that
(β ⊗ idA)(idA ⊗ γ) = idA = (idA ⊗ β)(γ ⊗ idA).
This equation is called the cancelation of β and γ, and is diagrammatically repre-
sented in Figure 4.4, bottom middle.
(2) A Frobenius algebra is an associative algebra with multiplication µ : A⊗A→ A and
unit η : k → A over a field k with a nondegenerate associative pairing, β : A⊗A→ k.
(3) A Frobenius algebra A determines a coalgebra structure. The coassociative co-
multiplication ∆ : A→ A⊗ A is defined by
∆ = (µ⊗ idA)(idA ⊗ γ) = (idA ⊗ µ)(γ ⊗ idA).
The second equality is called the conversion of µ, and γ, and is diagrammatically
represented in Figure 4.4, last diagram on bottom. The counit,  : A→ k, is defined by
(x) = β(x⊗idA) for x ∈ A. The map  is called a Frobenius form, and β(x⊗y) = (xy)
holds for any x, y ∈ A. Diagrams for β and  are given in Figure 4.3, the third and
the fourth diagrams from the left.
In Figure 4.4, equalities among the maps between the algebras are represented by
diagrams with vertices and edges as in Figure 4.3. For example, the left-most diagram
on top with four edges represents associativity condition (xy)z = x(yz). In the figure,
diagrammatic representations of the unit condition (the left-most diagram on bottom)
and coassociativity condition (middle-top diagram on top) are also given.
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Figure 4.4: Equalities among Frobenius algebra maps
The multiplication and comultiplication satisfy the equalities
(µ⊗ idA)(idA ⊗∆) = ∆µ = (idA ⊗ µ)(∆⊗ idA)
that are called the Frobenius compatibility condition. A diagrammatic representation
of Frobenius compatibility condition is shown in Figure 4.4, the last diagram on
top. The map µ∆ of a Frobenius algebra is called the handle operator, and is a
multiplication of a central element, called the handle element, δh = µγ(idA) ([14],
page 128).
The names are motivated from the point of view of Topological Quantum Field
Theories (TQFT), see, for example, [14]. The value η(1) corresponds to the sphere,
δ0 = βγ(1) to the torus, µ∆ to adding an extra 1-handle to a tube. These values and
maps are computed in [6], and will be used in this chapter.
An algebra A is said to be commutative if µ(x ⊗ y) = µ(y ⊗ x), for any x, y ∈
A. A coalgebra A is said to be cocommutative if τ∆ = ∆. If a Frobenius algebra
A is commutative as an algebra, then it is called commutative. It is known ([14]
Prop. 2.3.29) that a Frobeius algebra is commutative if and only if it is cocommutative
(see, for example, [14] 121− 122) as a coalgebra. A Frobenius algebra is symmetric if
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the pairing is symmetric, β(x⊗ y) = β(y ⊗ x) for any x, y ∈ A.
The following examples are reviewed from [6].
Example 4.1.4 Complex numbers with trigonometric comultiplication. Let
A = C over field k = R and the basis 1 and i =
√−1, then the Frobenius form 
defined by (1) = 1 and (i) = 0 give rise to the comultiplication ∆. This coalgebra
structure is called Sweedler’s trigonometric colagebra:
∆(1) = 1⊗ 1− i⊗ i,
∆(i) = i⊗ 1 + 1⊗ i.
As it is computed in [6], η(1) = 1, and µ∆(1) = 2η(1), µ∆(i) = 2iη(1) so that µ∆ is
a multiplication by 2, which is the handle element δh and δ0 = 2.
Example 4.1.5 Polynomial algebras. For a positive inter n, polynomial rings
k[x]/(xn) over k are Frobenius. In particular, for n = 2, the algebra A = k[x]/(x2)
was used in the Khovanov homology of knots [13]. For A = k[x]/(x2), the Frobenius
form  : A → k is defined by (x) = 1 and (1) = 0 gives rise to the comultiplication
∆ : A→ A⊗ A determined by
∆(1) = 1⊗ x+ x⊗ 1,
∆(x) = x⊗ x.
The handle element is δh = 2x.
Example 4.1.6 Group algebras. For a finite group G over a field k, the group
algebra A = kG is Frobenius with Frobenius form (x) = 0 for any G 3 x 6= 1
and (1) = 1, where 1 is identified with the identity element of G. The induced
comultiplication is ∆(x) =
∑
yz=x y ⊗ z.
As it is computed in [6], η(1) = 1 and µ∆(x) = |G|x, where |G| is the order of G.
In particular note that µ∆ = δ11 for δ1 = |G|, and (µ∆)n = δn1 1 for any n ∈ N, the
handle element is δh = δ1 = |G|, and δ0 = |G|.
57
Definition 4.1.7 [6] For a Fobenius algebra A, chain groups are defined as follows.
Cn,if (A;A) = Hom(A
⊗(n+1−i), A⊗i),
Cnf (A;A) = ⊕0<i≤n Cn,if (A;A).
Specifically, chain groups in low dimensions are:
C1f (A;A) = Hom(A,A),
C2f (A;A) = Hom(A
⊗2, A)⊕ Hom(A,A⊗2),
C3f (A;A) = Hom(A
⊗3, A)⊕ Hom(A⊗2, A⊗2)⊕ Hom(A,A⊗3).
Definition 4.1.8 [6] Differentials are homomorphisms between the chain groups:
dn,if = d
n,i : Cnf (A;A)→ Cn+1,if (A;A)(= Hom(A⊗(n+2−i), A⊗i))
that are defined individually for n = 1, 2, 3 and for i with 0 ≤ i ≤ n, and
D1 = d
1,1 − d1,2 : C1f (A;A)→ C2f (A;A),
D2 = d
2,1 + d2,2 + d2,3 : C2f (A;A)→ C3f (A;A),
D3 = d
3,1 + d3,2 + d3,3 + d3,4 : C3f (A;A)→ C4f (A;A).
Define C0f (A;A) = 0 as convention.
Definition 4.1.9 [6] The first differentials d1,1 : C1,1f (A;A) → C2,1f (A;A) and d1,2 :
C1,1f (A;A)→ C2,1f(A;A) are defined, respectively, by
d1,1(h) = µ(h⊗ 1) + µ(1⊗ h)− hµ,
d1,2(h) = ∆(h⊗ 1) + ∆(1⊗ h)− h∆,
for a map h ∈ C1,1f (A;A). Then define D1 : C1f (A;A)→ C2f (A;A) by D1 = d1,1− d1,2.
Diagrammatic representations of d1,i, i = 1, 2 are depicted in Figure 4.5. In the
figure, the map h ∈ C1,1f (A;A) is represented by a white circle on a vertical string,
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the multiplication and comultiplication are represented by trivalent vertices.
( ) d 1,2 ( )d 1,1
Figure 4.5: First differentials
Definition 4.1.10 [6] The second differentials are defined, respectively, by:
d2,1(φ1, φ2) = µ(φ1 ⊗ 1) + φ1(µ⊗ 1)− µ(1⊗ φ1)− φ1(1⊗ µ),
d2,2(1)(φ1, φ2) = ∆φ1 + φ2µ− (φ1 ⊗ 1)(1⊗∆)− (µ⊗ 1)(1⊗ φ2),
d2,2(2)(φ1, φ2) = ∆φ1 + φ2µ− (1⊗ φ1)(∆⊗ 1)− (1⊗ µ)(φ2 ⊗ 1),
d2,3(φ1, φ2) = (φ2 ⊗ 1)∆ + (∆⊗ 1)φ2 − (1⊗ φ2)∆− (1⊗∆)φ2,
for maps φ1 ∈ C2,1f (A;A) and φ2 ∈ C1,2f (A;A). Diagrams for 2-cochains and 2-
differentials are depicted in Figure 4.6 for d2,1 and Figure 4.7 for d2,2(1), d
2,2
(2), respectively.
In the figures, maps φ1 ∈ C2,1f (A;A) and φ2 ∈ C1,2f (A;A) are represented by small
dark triangles on the intersections of trivalent vertex representations of multiplication
and comultiplication, respectively. The diagrams for d2,3 are upside-down pictures of
Figure 4.6.
2,1d ,
Figure 4.6: A 2-differential d2,1
Then define D2 : C
2
f (A;A)→ C2f (A;A) by D2 = D(i)2 = d2,1 + d2,2(i) + d2,3 for either
i = 1 or 2. To avoid duplication in exposition, we choose i = 1. The case for i = 2
will be clear, as all the maps corresponding to (µ ⊗ 1)(1 ⊗ ∆) in the case i = 1 is
simply replaced by those corresponding to (1 ⊗ µ)(∆ ⊗ 1) in the case i = 2, and
diagrammatically they are mirror images. It looks like the letter “N” in the case i = 1
and its mirror in the case i = 2.
59
(2)
,
d 2,2 ,(1) d
2,2
,
Figure 4.7: Next 2-differentials d2,2(1) and d
2,2
(2)
Definition 4.1.11 [6] Define C0f (A;A) = 0 and D0 = 0 : C
0
f (A;A)→ C1f (A;A).
Theorem 4.1.12 [6] C = (Cn, Dn)n=0,1,2,3,4 is a chain complex.
The Frobenius n-coboundary, cocycle and cohomology groups are defined by
Bnf (A;A) = Image(Dn−1),
Znf (A;A) = Ker(Dn),
Hnf (A;A) = Z
n
f (A;A)/B
n
f (A;A)
for n = 1, 2, 3, 4.
Lemma 4.1.13 [6] Let A be a Frobeinius algebra. Then:
(i) d1,1(h)(1⊗ 1) = h(1), and
(ii) d1,1(h)(1⊗ x) = d1,1(h)(x⊗ 1) = 0 for any x ∈ A.
(iii) If γ(1) = 1⊗ x+ x⊗ 1 for some x ∈ A, and h ∈ Z1f (A;A), then h(x) = α · 1 for
some constant α such that 2α = 0 ∈ k. In particular, h(x) = 0 if char(k) 6= 2.
We conclude this section by presenting key definitions and a theorem of braids
that are used in Section 4.4. We summarize the following standard definitions in knot
theory (see, for example, [1, 17], for details).
For a positive integer n, consider two set of n distinct points A1, A2, . . . , An and
A¯1, A¯2, . . . , A¯n defined as
Ai = (
1
2
,
i
n+ 1
, 1) and A¯i = (
1
2
,
i
n+ 1
, 0),
for i = 1, 2, . . . , n, as shown in Figure 4.8.
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Definition 4.1.14 An n-braid is a set of n mutually disjoint polygonal or smooth
curves such that, each curve connects Ai and A¯j for some i, j ∈ {1, 2, . . . , n}, and
monotone in the sense that each curve intersects with any horizontal plane exactly
once transversely, as shown in Figure 4.8.
Figure 4.8: An example of an n-braid
Two n-braids b1 and b2 are said to be equivalent if there exists a homeomorphism
h : [0, 1]3 → [0, 1]3 that fixes the boundary pointwise such that h(b1) = b2. A trivial
n-braid, denoted by 1n, is an n-braid equivalent to n straight line segments joining Ai
and A¯i, for i = 1, 2, . . . , n.
For an n-braid b, points A1, A2, . . . , An and A¯1, A¯2, . . . , A¯n are called the starting
points and the ending points of b, respectively. Let Bn be the set of all the equivalence
classes of n-braids. For a, b ∈ Bn, the product for a and b, denoted by ab, is defined to
be a braid obtained by gluing b under a such that the ending points of a are identified
with the starting points of b in the same order, and rescaled to the unit cube. The
resulting braid obtained by this process is called the product of a and b. In Figure 4.9,
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the product aa is given, where a is the n-braid depicted in Figure 4.8. For each
b ∈ Bn, the element of Bn obtained by taking the mirror image of b with respect
to the bottom square gives the inverse of b. The set Bn with the product and the
identity element 1n form a group called n-braid group.
Figure 4.9: The product of two n-braids
Consider the map
p : [0, 1]3 → [0, 1]3
(x, y, z) → (1
2
, y, z).
For a braid b, p(b) is called the projection of b. By giving crossing information to p(b)
as in knot diagrams, we obtain a diagram of a braid and is diagrammatically repre-
sented by collapsing the unit cube to the plane with crossing information specified,
as depicted in Figure 4.10.
Let A1, A2, . . . , An be the starting points and A¯1, A¯2, . . . , A¯n be the ending points
of 1n. The n-braid σi (respectively, σ
−1
i ) is formed by connecting Ai to A¯i+1 and Ai+1
to A¯i such that the resulting crossing is positive (respectively, negative) as depicted
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Figure 4.10: The projection of an n-braid
in Figure 4.11.
Figure 4.11: Diagrammatic representations of σi and σ−1i
The braids σ1, σ2, . . . , σn−1 are called standard generators of Bn. Each braid b ∈ Bn
can be expressed as a finite product of σi and σ
−1
i , for i = 1, 2, . . . , (n − 1), called a
braid word of b.
Definition 4.1.15 A knot (or link) bˆ formed by joining the starting points Ai and
the ending points A¯i of a braid b to each other, by nested half circles as in Figure 4.12
(in the right), for i = 1, 2, . . . , n, is called a closed braid of b, or the closure of b.
For a positive integer n, the closed braid bˆ of b = σn1 ∈ B2 (respectively, b = σ−n1 ) is
called the torus knot (or link) of type (2, n) (respectively, (2,−n)), and is denoted by
T (2, n) (respectively, T (2,−n)).
63
Theorem 4.1.16 Alexander’s Theorem. For every knot (or link) K, there exists
a closed braid bˆ such that K is equivalent to bˆ.
Definition 4.1.17 When a knot K is equivalent to a closed braid bˆ, bˆ is called a
closed braid representation of knot (or link) K.
Figure 4.12: Example 4.1.18.
Example 4.1.18 A closed braid representation of a Hopf link is shown in the right
of Figure 4.12.
Definition 4.1.19 Let D be a diagram of a knot (or link) K. Let c1, c2, . . . , cn be
the set of crossings of D. Then the writhe of D, denoted by w(D), is defined as
w(D) =
n∑
i=1
sign(ci).
4.2 Computing cohomology groups
In this section, our interest is to compute the cohomology groups of some Frobenius
algebras. The original contributions by the author of determining cohomology groups
of the Example 4.1.4, 4.1.5, 4.1.6 are included here. In Section 4.3, these results will be
used for constructing the Yang-Baxter equation (YBE) solutions. All maps between
vector spaces are linear for the remaining of the chapter.
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Lemma 4.2.1 If a Frobenius algebra A is commutative and d2,1(φ1) = 0, then for
any x ∈ A, the following hold.
xφ1(1⊗ 1) = φ1(1⊗ x) = φ1(x⊗ 1),
φ1(x
2 ⊗ x) = φ1(x⊗ x2), φ1(1⊗ x2) = xφ1(1⊗ x).
Proof. For a 2-cocycle φ1 ∈ C2,1f (A;A), one computes d2,1(φ1)(a ⊗ b ⊗ c) for
(a⊗ b⊗ c) = (1⊗ 1⊗x) and (x⊗ 1⊗ 1), for the first set of equations, and (1⊗x⊗x),
(x⊗ x⊗ x) for the second set, respectively. For example,
d2,1(φ1)(1⊗ 1⊗ x) = φ1(1⊗ 1) + φ1(1⊗ x)− φ1(1⊗ x)− φ1(1⊗ x).
Then the condition d2,1(1⊗ 1⊗ x) = 0 gives φ1(1⊗ 1) = φ1(1⊗ x). The other choices
using two elements {1, x} do not give additional conditions. 2
For the rest of this section we choose d2,2(1), instead of d
2,2
(2), for the chain complex to
compute, so that our second differential is D2 = D
(1)
2 = d
2,1 + d2,2(1) + d
2,3.
Proposition 4.2.2 For the example of complex numbers in Example 4.1.4, we have
H1f (C;C) = 0, Z2f (C;C) = R6, H2f (C;C) = R2.
Proof. For h ∈ Z1f (C;C), by Lemma 4.1.13 (i), h(1) = 0, and from d1,1(h)(i⊗ i) = 0,
we obtain h(i) = 0. Thus we obtain Z1f (C;C) = 0 = H1f (C;C). This also implies that
B2f (C;C) ∼= R4.
For basis elements a, b, c ∈ {1, i} and for λca,b, γb,ca ∈ K, we represent 2-cocycles φ1 ∈
C2,1f (A;A) and φ2 ∈ C1,2f (A;A) by φ1(a⊗ b) =
∑
c λ
c
a,b(c) and φ2(a) =
∑
b,c γ
b,c
a (b⊗ c).
By Lemma 4.2.1, we have
iφ1(1⊗ 1) = φ1(1⊗ i) = φ1(i⊗ 1)
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from d2,1(φ1) = 0. Hence we write
φ1(1⊗ i) = φ1(i⊗ 1) = λ1 + λ′i
for some λ, λ′ ∈ R, and φ1(1⊗ 1) = λ′1− λi.
By setting φ2(a) =
∑
b,c γ
b,c
a (b⊗ c) for basis elements a, b, c ∈ {1, i}, direct calcula-
tions for d2,3(φ1, φ2) = d
2,3(φ2(i)) = 0 give rise to the equations included in Table 4.1.
For example, we obtain the second entry in the table from
d2,3(φ1, φ2)(i) = d
2,3(φ2(i)) = 0
by grouping the coefficients of each tensor together, giving (γ1,ii − γ1,11 )(1⊗ 1⊗ i) = 0.
Table 4.1: Direct calculations for d2,3(φ1, φ2) = d2,3(φ2(i)) = 0
a Tensor Equations
i 1⊗ 1⊗ 1 None
1⊗ 1⊗ i γ1,ii − γ1,11 = 0
1⊗ i⊗ 1 None
1⊗ i⊗ i −γ1,1i − γ1,i1 = 0
i⊗ 1⊗ 1 γ1,11 − γi,1i = 0
i⊗ 1⊗ i γ1,i1 − γi,11 = 0
i⊗ i⊗ 1 γi,11 + γ1,1i = 0
i⊗ i⊗ i None
The condition d2,3(φ2(1)) = 0 does not give any additional condition. Hence
d2,3(φ2) = 0 implies
γ1,11 = γ
1,i
i = γ
i,1
i , (4.2.1)
−γ1,1i = γ1,i1 = γi,11 , (4.2.2)
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leaving free variables γ1,11 , γ
i,i
1 , γ
1,1
i and γ
i,i
i . Hence we can write
φ2(1) = γ
1,1
1 (1⊗ 1) + γ1,1i (1⊗ i+ i⊗ 1) + γi,i1 (i⊗ i),
φ2(i) = γ
1,1
i (1⊗ 1)− γ1,11 (1⊗ i+ i⊗ 1) + γi,ii (i⊗ i).
The calculations for conditions d2,2(1)(φ1, φ2)(i ⊗ 1) = 0 and d2,2(1)(φ1, φ2)(i ⊗ i) = 0
give the following equations in Table 4.2.
Table 4.2: Direct calculation of d2,2(1)(φ1, φ2)(i⊗ 1) = 0 and d2,2(1)(φ1, φ2)(i⊗ i) = 0
a b c d Equations
i 1 1 1 γ1,1i + γ
i,1
1 = 0
1 i λ′ + γ1,ii + λ
1
i,i + γ
i,i
1 = 0
i 1 γi,1i − γ1,11 = 0
i i −λ+ γ1,ii + λii,i − γ1,i1 = 0
i i 1 1 γ1,11 − γ1,11 = 0
1 i −λ− γ1,i1 + λii,i + γi,ii = 0
i 1 −γi,11 − γ1,1i = 0
i i λ′ + γ1,ii + λ
1
i,i − γi,i1 = 0
The equations d2,2(1)(φ1, φ2)(1 ⊗ 1) = 0 and d2,2(1)(φ1, φ2)(1 ⊗ i) = 0 do not give
additional conditions. Two new equations in Table 4.2 that appeared for the first
time:
−λ+ λii,i + γi,ii − γ1,i1 = 0, λ′ + λ1i,i + γi,i1 + γ1,ii = 0.
These are rewritten with Equations (4.2.1) and (4.2.2) as
−λ+ λii,i + γi,ii + γ1,1i = 0, (4.2.3)
λ′ + λ1i,i + γ
i,i
1 + γ
1,1
1 = 0. (4.2.4)
An eight-dimensional solution set parammeterized by (λ, λ′, λ1i,i, λ
i
i,i, γ
1,1
1 , γ
i,i
1 , γ
1,1
i , γ
i,i
i ).
Since dim(Z2f (A;A)) is equal to the number of variables minus the number of equations
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((4.2.3) and (4.2.4)), we obtain dim(Z2f (A;A)) = 6. Hence, together with B
2
f (C;C) ∼=
R4, we have the stated results. 2
Proposition 4.2.3 For the example A = k[x]/(x2) in Example 4.1.5, we have
H1f (A;A) =
 0 if char(k) 6= 2k if char(k) = 2 ,
Z2f (A;A) = k
6,
H2f (A;A) =
 k2 if char(k) 6= 2k3 if char(k) = 2 .
Proof. From the proof of Lemma 4.1.13, the condition h ∈ Z1f (A;A) is equivalent to
h(1) = 0, for α ∈ k, h(x) = α · 1 with 2α = 0. The following additional conditions
were not used in the proof:
d1,1(h)(x⊗ x) = h(x) · x+ x · h(x)− h(0) = 2xh(x) = 0,
d1,2(h)(x) = h(x)⊗ x+ x⊗ h(x)−∆(h(x)) = 0,
both of which follow from the conditions already stated in the lemma. Hence we obtain
H1f (A;A) as stated. We also have B
2(A;A) ∼= k4 if char(k) 6= 2 and B2(A;A) ∼= k3 if
char(k) = 2.
For 2-cocycles φ1 ∈ C2,1(A;A) and φ2 ∈ C2,2(A;A), Lemma 4.2.1 implies that
there is λ ∈ k such that
φ1(1⊗ x) = φ1(x⊗ 1) = λx
and φ1(1⊗ 1) = λ1 + λ′x for another λ′ ∈ k.
For 2-cocycle φ2 ∈ C2,2(A;A), assume φ2(a) =
∑
b,c γ
b,c
a (b ⊗ c), for a, b, c ∈ {1, x}
and γb,ca ∈ k. Direct calculations for d2,3(φ1, φ2) = d2,3(φ2(1)) = 0 is included in
Table 4.3.
Calculations of d2,3(φ1, φ2) = d
2,3(φ2(x)) = 0 does not give any new condition.
68
Table 4.3: Direct calculations for d2,3(φ1, φ2) = d2,3(φ2(1)) = 0.
a Tensor Equations
1 1⊗ 1⊗ 1 None
1⊗ 1⊗ x γ1,xx = 0
1⊗ x⊗ 1 γ1,xx − γx,1x = 0
1⊗ x⊗ x γx,xx − γ1,x1 = 0
x⊗ 1⊗ 1 γx,1x = 0
x⊗ 1⊗ x γx,11 = γ1,x1
x⊗ x⊗ 1 γx,xx − γx,11 = 0
x⊗ x⊗ x None
The following is the summarized results from Table 4.3.
γ1,xx = γ
x,1
x = 0, γ
1,x
1 = γ
x,1
1 = γ
x,x
x .
The condition d2,2(1)(φ1, φ2) = 0 give rise to the following equations in Table 4.4.
Table 4.4: Direct calculations of d2,2(1)(φ1, φ2)(x⊗ 1) = 0. and d2,2(1)(φ1, φ2)(x⊗ x) = 0
a b c d Equations
x 1 1 1 γ1,1x + λ1x,x
1 x γ1,xx = 0
x 1 λ1x,1 + γ
x,1
x − λxx,x − γ1,11 = 0
x x γx,xx = γ
1,x
x
x x 1 1 γ1,1x + λ1x,x
1 x γ1,xx = 0
x 1 λ1x,1 + γ
x,1
x − λxx,x − γ1,11 = 0
x x γx,xx = γ
1,x
x
Now let φ1(x⊗ x) = α1 + βx, for α, β ∈ k. The equation d2,2(1)(φ1, φ2) = 0 implies
φ1(x ⊗ x) = γ1,x1 1 − γ1,11 x, (the evaluation at other tensors doesn’t give any extra
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conditions). In summary we obtain
φ2(1) = γ
1,1
1 (1⊗ 1) + γ1,x1 (1⊗ x+ x⊗ 1) + γx,x1 (x⊗ x),
φ2(x) = γ
1,1
x (1⊗ 1) + γ1,x1 (x⊗ x).
This is a six-dimensional solution set parameterized by (λ, λ′, γ1,11 , γ
1,1
x , γ
1,x
1 , γ
x,x
1 ). The
result follows. 2
Proposition 4.2.4 For a group algebra A = kG in Example 4.1.6, we consider the
case G = Z2. Then we have
H1f (A;A) =
 0 if char(k) 6= 2k if char(k) = 2 ,
Z2f (A;A) = k
6,
H2f (A;A) =
 k2 if char(k) 6= 2k3 if char(k) = 2 .
Proof. Assuming d1,1(h) = 0 for h ∈ C1f (A;A), Lemma 4.1.13 implies that h(1) = 0.
The condition d1,1(h)(x⊗x) = 0 implies 2xh(x) = 0, which is equivalent to 2h(x) = 0.
The same condition follows from d1,2(h)(1) = 0, and the last condition d1,2(h)(x) = 0
implies that h(x) = αx for some α ∈ k. Thus we obtain H1 as stated.
Lemma 4.2.1 implies that φ1 is written as
φ1(1⊗ x) = φ1(x⊗ 1) = λ1 + λ′x
for some λ, λ′ ∈ k, and φ1(1⊗ 1) = λ′1 + λx.
For a 2-cocycle φ2 ∈ C2,2(A;A), assume φ2(a) =
∑
b,c γ
b,c
a (b⊗ c) for a, b, c ∈ {1, x}
and γb,ca ∈ k. From d2,3(φ1, φ2) = d2,3(φ2(1)) = 0, the list of equations in Table 4.5
are computed.
The direct calculations for d2,3(φ2(1)) = 0 do not give any new conditions. In
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Table 4.5: Direct calculations for d2,3(φ1, φ2) = d2,3(φ2(x)) = 0.
a Tensor Equations
x 1⊗ 1⊗ 1 None
1⊗ 1⊗ x γ1,11 − γ1,xx = 0
1⊗ x⊗ 1 None
1⊗ x⊗ x γ1,1x − γ1,x1 = 0
x⊗ 1⊗ 1 γx,1x − γ1,11 = 0
x⊗ 1⊗ x None
x⊗ x⊗ 1 γx,11 − γ1,1x = 0
x⊗ x⊗ x γ1,xx − γx,1x = 0
summary, we obtain the following,
γ1,11 = γ
1,x
x = γ
x,1
x , γ
1,1
x = γ
1,x
1 = γ
x,1
1 .
Hence we can write
φ2(1) = γ
1,1
1 (1⊗ 1) + γ1,x1 (1⊗ x+ x⊗ 1) + γx,x1 (x⊗ x),
φ2(x) = γ
1,x
1 (1⊗ 1) + γ1,11 (1⊗ x+ x⊗ 1) + γx,xx (x⊗ x).
For d2,2(φ1, φ2)(a⊗ b) = 0 with respect to the basis c⊗ d for the choice of (1, x, x, x)
we obtain λ = λ′. Similarly for (a, b, c, d) = (x, 1, 1, x) and (x, 1, x, x), we obtain
γx,x1 + λ
1
x,x = γ
1,1
1 + λ
′, (4.2.5)
γx,xx − λxx,x = γ1,x1 − λ. (4.2.6)
Since dim(Z2f (A;A)) is equal to the number of variables
(γ1,11 , γ
1,x
1 , λ, λ
′, γx,x1 , γ
x,x
x , λ
1
x,x, λ
x
x,x)
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minus the number of equations (the above two), we obtain dim(Z2f (A;A)) = 6. Thus
we obtain the result. 2
4.3 Solutions to the Yang-Baxter Equations from Frobenius algebras
and their deformations
Initially the Yang-Baxter equation appeared in statistical mechanics and quantum
field theory. Later, in the 1980’s, the equation was studied for finding new deforma-
tions of groups and Lie algebras [15]. In the same time interval, after its relation
to the braid groups was discovered, the Yang-Baxter equation found applications in
knot theory, and was extensively used for constructing knot and link invariants, see,
for example, [12, 15, 22].
In this section, we construct solutions of the Yang-Baxter equation (YBE), also
called R-matrices, from skein theoretic methods, using maps in Frobenius algebras.
Let V be a Frobenius algebra, as described in [22], the Yang-Baxter equation (YBE)
is defined as
(R⊗ idV )(idV ⊗R)(R⊗ idV ) = (idV ⊗R)(R⊗ idV )(idV ⊗R)
for R ∈ Hom(V ⊗ V, V ⊗ V ) where idV is the identity map on V . In this work, R is
not required to be invertible, unless explicitly mentioned. In this section, the original
contributions of the author to obtaining the R-matrices for the Examples 4.1.4, 4.1.5,
4.1.6 are presented.
The following are reviewed from [6] to give a background prior to calculating
solutions of YBE for some Frobenius algebras.
Lemma 4.3.1 [6] For any Frobenius algebra X, R = ∆µ is a solution to the Yang-
Baxter equation. We call this solution an R-matrix of type ∆µ.
Definition 4.3.2 [6] R-matrices R and R′ are defined by a relation as depicted in
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Figure 4.13: A skein relation
Figure 4.13, which is called the Frobenius skein relation, written as follows.
R = A (idX ⊗ idX) +B (γβ) + C (∆µ) + T (τ), (4.3.7)
R′ = A′ (idX ⊗ idX) +B′ (γβ) + C ′ (∆µ) + T ′ (τ). (4.3.8)
Proposition 4.3.3 [6] Suppose that the Frobenius algebra X over a field k satisfies
µ∆ = δ1idX for some δ1 ∈ k. Then the R-matrix defined by the Frobenius skein
relation (4.3.7) gives a solution to the YBE if the following equations hold:
(i) C = T = 0, C ′ = T ′ = 0, A2 + B2 + δ0AB = 0, A′2 + B′2 + δ0A′B′ = 0 and
AB′ + A′B + δ0BB′ = 0.
(ii) X is commutative, A = B = 0, A′ = B′ = 0, TT ′ = 1k and CT ′ + C ′T +
δ1CC
′ = 0.
For the rest of the chapter, we use 1 for 1k. A method of using 2-cocycles to construct
new R-matrices from an old one by deformation is described in [6] in the following
way. Let X be a Frobenius algebra over k. Suppose R is defined by the Frobenius
skein relation that satisfies the conditions in Proposition 4.3.3, so that R is a solution
to the YBE on X. Let Xˆ = X⊗k[[t]]/(t2). Then Xˆ is regarded as (k[t]/(t2))-module.
Theorem 4.3.4 [6] Suppose φi ∈ C2(X;X), i = 1, 2, satisfy all the 2-cocycle condi-
tions d2,1 = d2,2(1) = d
2,2
(2) = d
2,3 = 0. Define Rφ1,φ2 : Xˆ ⊗ Xˆ → Xˆ ⊗ Xˆ by
Rφ1,φ2 = C((∆ + tφ2)(µ+ tφ1)) + T (τ).
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Then Rφ1,φ2 is a solution to the YBE if the following conditions are satisfied:
(µ+ tφ1)(∆ + tφ2) = δ11 on Xˆ for some δ1 ∈ k[t]/(t2), φ1τ = φ1 and τφ2 = φ2.
Definition 4.3.5 [6] The R-matrix, R = ∆µ, deformed by 2-cocycles,
Rˆ = (∆ + tφ2)(µ+ tφ1)
is called the deformed R-matrix constructed from R.
Proposition 4.3.6 For X = C in Example 4.1.4, deformed R-matrix has 5 free
variables with δ1 = 2[1− t(λ1i,i + γi,i1 )].
Proof. The general solutions for the 2-cocycles φ1 and φ2 with d
2,1 = d2,2(1) =
d2,2(2) = d
2,3 = 0 found in Proposition 4.2.2 satisfy the condition (ii) in Theorem 4.3.4:
φ1τ = φ1, τφ2 = φ2. We check the condition (µ+ tφ1)(∆ + tφ2) = δ11 on Xˆ for some
δ1 ∈ k[t]/(t2). One computes:
(µ+ tφ1)(∆ + tφ2)(1) = µ∆(1) + t [ µφ2(1) + φ1∆(1) ]
= 2 + t [ (γ1,11 − γi,i1 + λ′ − λ1i,i) + (γ1,i1 + γi,11 − λ− λii,i)i ],
(µ+ tφ1)(∆ + tφ2)(i) = µ∆(i) + t [ µφ2(i) + φ1∆(i) ]
= 2i+ t [ (γ1,1i − γi,ii + 2λ) + (γ1,ii + γi,1i + 2λ′)i ].
Thus the general 2-cocycles satisfy (µ+ tφ1)(∆ + tφ2) = δ11 if and only if the above
two values are multiples of i and 1, respectively by the same element δ1 ∈ k[t]/(t2).
This condition is written as
γ1,i1 + γ
i,1
1 − λ− λii,i = 0, (4.3.9)
γ1,1i − γi,ii + 2λ = 0, (4.3.10)
γ1,11 − γi,i1 + λ′ − λ1i,i = γ1,ii + γi,1i + 2λ′. (4.3.11)
For the Equation (4.3.11), Equations (4.2.1) and (4.2.4) imply
γ1,11 − γi,i1 + λ′ − λ1i,i = −2(γi,i1 + λ1i,i) = γ1,ii + γi,1i + 2λ′,
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so that Equation (4.3.11) is redundant and we obtain δ1 = 2[1− t(λ1i,i + γi,i1 )].
Thus, from the computation in Example 4.2.2, the general 2-cocycle satisfying the
conditions in Theorem 4.3.4 Case (ii) has variables (λ, λ′, λ1i,i, λ
i
i,i, γ
1,1
1 , γ
i,i
1 , γ
1,1
i , γ
i,i
i ),
with equations (4.2.3), (4.2.4), (4.3.9), (4.3.10). Equations (4.3.9) and (4.3.10) reduce
with Equation (4.2.3) to the same equation
3γ1,1i + 2λ
i
i,i + γ
i,i
i = 0, (4.3.12)
so the deformed R-matrix in this case has 5 free variables. 2
Proposition 4.3.7 Let A = k[x]/(x2) be the Frobenius algebra in Example 4.2.3.
Suppose that char(k) 6= 2, then the deformed R-matrix has 3 free variables with
δ1 = 2[1 + t(γ
1,x
1 + λ)].
Proof. The general solutions for the 2-cocycles φ1 and φ2 with d
2,1 = d2,2(1) =
d2,2(2) = d
2,3 = 0 found in Proposition 4.1.5 satisfy the condition (ii) in Theorem 4.3.4:
φ1τ = φ1, τφ2 = φ2. We check the condition (µ+ tφ1)(∆ + tφ2) = δ11 on Xˆ for some
δ1 ∈ k[t]/(t2). One computes:
(µ+ tφ1)(∆ + tφ2)(1) = 2x+ t [ (γ
1,1
1 + γ
x,x
1 ) + (2γ
1,x
1 + 2λ)x ],
(µ+ tφ1)(∆ + tφ2)(x) = 1 + t [ (γ
1,x
1 + γ
1,1
x + γ
1,1
x )− γ1,11 x ].
Thus the general 2-cocycles satisfy (µ+ tφ1)(∆ + tφ2) = δ11 if and only if the above
two values are multiples of x and 2, respectively by the same element δ1 ∈ k[t]/(t2).
Thus we have the following set of equations:
λ = 2γ1,1x ,
−2γ1,11 = 0,
γ1,11 + γ
x,x
1 = 0.
Hence γ1,11 = 0 and γ
x,x
1 = 0. Therefore, the deformed R-matrix has 3 free variables
and one can compute δ1 = 2[1 + t(γ
1,x
1 + λ)]. 2
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Proposition 4.3.8 For X = kZ2 in Example 4.2.4, the deformed R-matrix has 5
free variables and δ1 = 2[1 + t(γ
x,x
1 + λ
1
x,x)].
Proof. The general solutions for the 2-cocycles φ1 and φ2 with d
2,1 = d2,2(1) =
d2,2(2) = d
2,3 = 0 found in Proposition 4.2.2 satisfy the condition (ii) in Theorem 4.3.4:
φ1τ = φ1, τφ2 = φ2. We check the condition (µ+ tφ1)(∆ + tφ2) = δ11 on Xˆ for some
δ1 ∈ k[t]/(t2). One computes:
(µ+ tφ1)(∆ + tφ2)(1) = 2 + t [(γ
1,1
1 + γ
x,x
1 + λ
′ + λ1x,x) + (γ
1,x
1 + γ
x,1
1 + λ+ λ
x
x,x)x],
(µ+ tφ1)(∆ + tφ2)(x) = 2x+ t [ (γ
1,1
x + γ
x,x
x + 2λ) + (γ
1,x
x + γ
x,1
x + 2λ
′)x ].
Thus the general 2-cocycles satisfy (µ+ tφ1)(∆ + tφ2) = δ11, if and only if the above
two values are multiples of 1 and x, respectively by the same element δ1 ∈ k[t]/(t2).
This condition is written as
2γ1,x1 + λ+ λ
x
x,x = 0,
γ1,1x + γ
x,x
x + 2λ = 0,
γ1,11 + γ
x,x
1 + λ
′ + λ1x,x = γ
1,x
x + γ
x,1
x + 2λ
′.
Using the Equations (4.2.5) and (4.2.6), one obtains λx,xx = 3λ+2γ
x,x
x and one can
compute δ1 = 2[1+ t(γ
x,x
1 +λ
1
x,x)]. Since the equations listed for Proposition 4.2.3 are
the only equations we have with a new one that we just found the deformed R-matrix
has 5 free variables. 2
4.4 Knot invariants from Frobenius R-matrices and their deformations
In this section we construct knot invariants from R-matrix R obtained using Frobenius
algebras, following Turaev’s criteria [21]. Let v1, v2, . . . , vm be the basis elements of
V . For a map f : V ⊗ V → V ⊗ V , let f j1,j2i1,i2 be the matrix of f with respect to
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vj1 ⊗ vj2 , for i1, i2 = 1, 2, . . . ,m, so that f is written as
f(vi1 ⊗ vi2) =
∑
1≤j1,j2≤m
f j1,j2i1,i2 vj1 ⊗ vj2 .
Let Tr2(f) : V → V , denote the map obtained from f by taking the trace on the
second tensor factor of V and is defined by
Tr2(f)(vi) =
∑
1≤j1,j≤m
f j1,ji,j vj1 .
Diagrammatically, f is represented by a box with two strings at the top and the
bottom, and Tr2(f) is represented by the diagram of f with its right top and right
bottom strings connected by a small loop at its right. A diagrammatical representation
of Tr2(f) is depicted in Figure 4.14.
Figure 4.14: Diagrammatical representation of Tr2(f).
Theorem 4.4.1 (Turaev[21]) Let R : V⊗V → V⊗V be an invertible solution to the
YBE on a vector space V over a field k. Suppose ν : V → V and α, β ∈ k satisfy (1)
R◦(ν⊗ν) = (ν⊗ν)◦R, (2) Tr2(R◦(ν⊗ν)) = αβν, and (3) Tr2(R−1◦(ν⊗ν)) = α−1βν.
Then these maps define a link invariant TR via closed braid bˆ of an n-braid word b by
TR(bˆ) = α
−w(b)β−nTr(ν⊗n ◦R(b)),
where w(b) denotes the writhe, Tr denotes the trace, and R(b) denotes the braid group
representation induced from the R-matrix R on V ⊗n.
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The conditions are diagrammatically depicted in Figure 4.15. The map ν is repre-
sented by a small white rhombus.
!"
(2)
1
(1) (3)
!"
Figure 4.15: Turaev’s conditions
Lemma 4.4.2 Suppose X is a Frobenius algebra over a field k. Suppose that δ2 idX =
Tr2(∆µ) (as depicted in Figure 4.16) for some δ2 ∈ k. Let R be an R-matrix defined
by the Frobenius skein relation in Definition 4.3.2 and we assume that R is invertible
with R−1 satisfying Frobenius skein relation in Figure 4.13. For ν = idX and α, β ∈ k,
the Turaev’s conditions are formulated by
αβ = (dimX)A+B + δ2C + T,
α−1β = (dimX)A′ +B′ + δ2C ′ + T ′.
Proof. After applying the Frobeinius skein relation to R and R−1, conditions (2) and
(3) of Theorem 4.4.2 transform to
αβ idX = A Tr2((idX ⊗ idX)) +B Tr2(γβ) + C Tr2(∆µ) + T Tr2(τ),
α−1β idX = A′ Tr2((idX ⊗ idX)) +B′ Tr2(γβ) + C ′ Tr2(∆µ) + T ′ Tr2(τ),
respectively.
Note that after computing Tr2((idX ⊗ idX)), we obtain idX and a small circle.
This circle is not βγ, but the trace of the identity map, which is dimX. Since
Tr2(γβ),Tr2(τ) = idX and Tr2(∆µ) = δ2.idX by assumption. Hence we obtain the
result. 2
Proposition 4.4.3 In Lemma 4.4.2, assume that X is commutative and A = B = 0,
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Figure 4.16: Diagrammatical representation of Tr2(∆µ).
as in Proposition 4.3.3 (ii), and assume further that δ1 = δ2. Then
Fr(bˆ) = α−w(b)β−nTr(ν⊗n ◦R(b)),
with (α, β) = (δ1C + T, 1), ν = idX defines a knot invariant.
Proof. In the case A = B = 0, from Lemma 4.4.2, we have αβ = δ2C+T and α
−1β =
δ2C
′ + T ′, where TT ′ = 1 and CT ′ + C ′T + δ1CC ′ = 0 by (ii) of Proposition 4.3.3.
Thus we obtain
α2 = T (δ1C + T )(δ2C + T )[(δ1 − δ2)C + T ]−1,
β2 = 1− δ2(δ2 − δ1)C2T−1(δ1C + T )−1.
If δ1 = δ2, the above conditions simplify to α
2 = (δ1C + T )
2 and β2 = 1, so that we
can take α = (δ1C + T ) and β = 1. 2
In the rest of this section, we compute this invariant for some knots and links. We
list some known relations of maps of Frobenius algebras in Lemma 4.4.4, which are
used for computing Frobenius skein invariant Fr.
Lemma 4.4.4 Let X be a Frobenius algebra and let idX be the identity map of X
then
(i) ∆µτ = ∆µ = τ∆µ.
(ii) τ 2 = (idX ⊗ idX) and Tr2(τ) = idX.
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A diagrammatic representation of equalities in Frobenius algebras given in
Lemma 4.4.4 are depicted in Figure 4.3. In the figure, transposition is represented by
two intersecting line segments.
Figure 4.17: Formulas for some basic maps
From this point on, for a knot or a link K, we will use the skein relations of Frobenius
algebras to derive properties of the Frobenius skein invariant Fr(K). In order to sim-
plify the representation of ∆µ, we will start using the notation shown in Figure 4.18.
Figure 4.18: A diagrammatic convention of ∆µ.
Lemma 4.4.5 For a Frobenius algebra X, the following identities hold.
(i) Tr(idX) = dimX.
(ii) Tr(τ(∆µ)) = Fr((∆µ)τ) = dimX δ1.
(iii) Tr(τ 2) = (dimX)2.
(iv) Tr(∆µ∆µ) = δFr(∆µ) = dimX δ21.
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Proof. The statements (i) − (iv) directly follow from the definition of Fr(K) and
Lemma 4.4.4. 2
Diagrammatic representations of (i)− (iv) are given in Figure 4.19.
Figure 4.19: Some Frobenius invariant values
Lemma 4.4.6 For the Hopf link L = T (2, 2),
Fr(L) = (dimX)[ 1 + (T (δ1C + T )
−1)2 (dimX − 1) ].
Proof. We apply the Frobenius skein relations to the crossings of L. By using the
properties (i)− (iv) in Lemma 4.4.5, Fr(L) is computed as
Tr(R2) = C{C(dimX)δ21 + T (dimX)δ1}
81
+T{C(dimX)δ1 + T (dimX)2}
= C(dimX)δ1(δ1C + T ) + CT (dimX)δ1 + T
2 (dimX)2
= T 2(dimX)2 + C(dimX)δ1(δ1C + 2T ).
Then since w(T (2, 2)) = 2 by Proposition 4.4.3 we have
Fr(T (2, 2)) = (δ1C + T )
−2Tr(R2)
= (δ1C + T )
−2 [T 2(dimX)2 + C(dimX)δ1(δ1C + 2T )],
Fr(T (2, 2))− (dimX) = (T (δ1C + T )−1)2 [ (dimX)2 − (dimX) ],
Fr(T (2, 2)) = (dimX)[ 1 + (T (δ1C + T )
−1)2 (dimX − 1) ]. 2
Proposition 4.4.7 Let X be a Frobenius algebra. Then we have
Tr((∆µ)Rn) = (dimX)δ1(δ1C + T )
n.
Proof. For n = 1, the Frobenius skein relation applied to ∆µR gives
Tr(∆µR) = C Tr(∆µ) + T Tr(∆µτ).
By Lemma 4.4.5 (ii) and (iv), we have
Tr(∆µR) = dimX δ21 C + dimX δ1 T
= dimX δ1(δ1C + T ) = (δ1C + T )Tr(∆µ).
Diagrammatic representations of the process of applying the Frobenius skein relation
to ∆µR is depicted in Figure 4.20.
Assume that Tr((∆µ)R(n−1)) = (dimX)δ1(δ1C + T )(n−1) holds. As shown in Fig-
ure 4.20, when the Frobenius skein relation is applied to the left hand side, the number
of crossings decreases by one and a factor of (δ1C + T ) appears on the left hand side.
Hence the result follows by induction. 2
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Figure 4.20: Proposition 4.4.7 when n = 1.
Proposition 4.4.8 Let X be a Frobenius algebra. Then we have
Tr((∆µ)R−n) = (dimX)δ1(δ1C ′ + T ′)−n.
Proof. The statement can be proved by replacing C, T, n and (n−1) with C ′, T ′, (−n)
and (−n+ 1), respectively, in the proof of Proposition 4.4.7. 2
Proposition 4.4.9 Let Fr be the knot invariant defined in Proposition 4.4.3 from a
Frobenius algebra X. Let T (2, n) be the (2, n)-torus knot or link for a positive integer
n. Then
Fr(T (2, n)) =
 (dimX) [ 1 + (T (δ1C + T )−1)n (dimX − 1) ] if n is even,(dimX) if n is odd.
Proof. For any positive integer n, the torus knot of type (2, n), T (2, n) is the closure
of the 2-braid b = σn1 for the standard braid generator σ1, so that
Fr(T (2, n)) = (δ1C + T )
−nTr(Rn),
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where R is the R-matrix defined by the Frobenius skein relation with A = B = 0.
By induction and skein relation we obtain Tr((∆µ)Rn) = (dimX)δ1(δ1C +T )
n. Then
one computes,
Tr(Rn) = C Tr((∆µ)Rn−1) + T Tr(τRn−1)
= C(dimX)δ1(δ1C + T )
n−1 + T Tr(τRn−1)
= C(dimX)δ1(δ1C + T )
n−1 + CT (dimX)δ1(δ1C + T )n−2
+ T 2 Tr(τ 2Rn−2),
Fr(T (2, n)) = (δ1C + T )
−2 [T 2 Fr(T (2, n− 2))
+C(dimX)δ1(δ1C + 2T )],
Fr(T (2, n))− (dimX) = (T (δ1C + T )−1)2 [ Fr(T (2, n− 2))− (dimX) ].
The initial conditions for the induction are Fr(T (2, 0)) = (dimX)2 for the unlink
of two component and Fr(T (2, 1)) = dimX for the unknot. The result follows by
induction. 2
Proposition 4.4.10 Let Fr be the knot invariant defined in Proposition 4.4.3 from
a Frobenius algebra X. Let T (2,−n) be the (2,−n)-torus knot or link for a positive
integer n. Then
Fr(T (2,−n)) =
 (dimX) [ 1 + (T−1(δ1C + T ))n (dimX − 1) ] if n is even,(dimX) if n is odd.
Proof. For a positive integer n, the torus knot of type (2,−n), T (2,−n), is the closure
of the 2-braid b = σ−n1 for the standard braid generator σ1, so that
Fr(T (2,−n)) = (δ1C + T )nTr(R−n),
where R is the R-matrix defined by the Frobenius skein relation with A = B = 0. By
induction and skein relation we obtain Tr((∆µ)R−n) = (dimX)δ1(δ1C ′ + T ′)n. Then
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one computes,
Tr(R−n) = C ′ Tr((∆µ)R−n+1) + T ′ Tr(τR−n+1)
= C ′(dimX)δ1(δ1C ′ + T ′)−n+1 + T ′ Tr(τR−n+1)
= C ′(dimX)δ1(δ1C ′ + T ′)−n+1
+C ′T ′(dimX)δ1(δ1C ′ + T ′)−n+2 + (T ′)2 Tr(τ 2R−n+2),
Fr(T (2,−n)) = (δ1C + T )2 [(T ′)2 Fr(T (2,−n+ 2))
+C ′(dimX)δ1(δ1C ′ + 2T ′)],
Fr(T (2,−n))− (dimX) = (T−1(δ1C + T ))2 [ Fr(T (2,−n+ 2))− (dimX) ].
Note that (δ1C
′ + T ′)n = (δ1C + T )−n by Proposition 4.3.3 (ii). The initial con-
ditions for the induction are Fr(T (2, 0)) = (dimX)2 for the unlink of two component
and Fr(T (2,−1)) = (dimX) for the unknot. The result follows by induction. 2
For R-matrices deformed by 2-cocycles constructed in Theorem 4.3.4, we can de-
fine knot invariants in a similar manner. In this case, a given Frobenius algebra
X is replaced by Xˆ = X ⊗ k[[t]]/(t2), regarded as a module over k[t]/(t2), and
the requirement δ2idX = Tr2(∆µ) for some δ2 ∈ k in Lemma 4.4.2 is replaced by
δ2idX = Tr2( (∆ + tφ2)(µ + tφ1) ) for some δ2 ∈ k[t]/(t2) where φ1 and φ2 are
2-cocyles. We examine their invariants for R-matrices obtained in Proposition 4.3.6.
Example 4.4.11 For Proposition 4.3.6, one computes
Tr2((∆ + tφ2)(µ+ tφ1))(1)
= 2 + t[ (γ1,11 + γ
1,i
i + 2λ
′) + (γi,11 + γ
i,i
i − 2λ)i ]
= 2(1− t(λ1i,i + γi,i1 )) + (3γ1,1i + 2λii,i + γi,ii )i,
T r2((∆ + tφ2)(µ+ tφ1))(i)
= 2i+ t[ (λ+ λii,i + γ
1,1
i − γ1,i1 ) + (λ′ − λ1i,i + γi,1i − γi,i1 )i ]
= 2i(1− t(λ1i,i + γi,i1 )) + (3γ1,1i + 2λii,i + γi,ii ),
where the Equations (4.2.1), (4.2.2), (4.2.3), (4.2.4) were used. Then the condi-
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tion δ2idX = Tr2( (∆ + tφ2)(µ + tφ1) ) for some δ2 ∈ k[t]/(t2) is equivalent to
Equation (4.3.12), and if it is satisfied, we have δ2 = 2(1 − t(λ1i,i + γi,i1 )). From
Proposition 4.3.6, we have δ1 = δ2, and the condition for Proposition 4.4.3 is satis-
fied. In summary, the conditions in Proposition 4.3.6 imply the conditions δ2idX =
Tr2( (∆+ tφ2)(µ+ tφ1) ) and δ1 = δ2, and enable one to apply Proposition 4.4.3 and
Proposition 4.4.9. In particular, for a positive integer n, the invariant values for the
torus knots and links are
Fr(T (2, n)) =
 2 [ 1 + (T (δ1C + T )−1)n ] if n is even,2 if n is odd.
and
Fr(T (2,−n)) =
 2 [ 1 + (T−1(δ1C + T ))n ] if n is even,2 if n is odd.
with δ1 = 2(1− t(λ1i,i + γi,i1 )).
Example 4.4.12 For Proposition 4.3.8, one computes
Tr2((∆ + tφ2)(µ+ tφ1))(1)
= 2 + t[ (γ1,11 + γ
1,x
x + 2λ
′) + (γx,11 + γ
x,x
x + 2λ)x ],
T r2((∆ + tφ2)(µ+ tφ1))(x)
= 2x+ t[ (λ+ λxx,x + γ
1,1
x − γ1,x1 ) + (λ′ + λ1x,x + γx,11 + γx,x1 )x ].
Thus the general 2-cocycles satisfy (∆+tφ2)(µ+tφ1)) = δ2idX , if and only if the above
two values are multiples of 1 and x, respectively by the same element δ2 ∈ k[t]/(t2).
This condition is written as
γx,11 + γ
x,x
x + 2λ = 0, (4.4.13)
γ1,1x + λ+ γ
1,x
1 + λ
x
x,x = 0, (4.4.14)
γ1,11 − γ1,xx + 2λ′ = γx,1x + γx,x1 + λ′ + λ1x,x. (4.4.15)
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For the Equation (4.4.13) and the Equation (4.4.14), Equations (4.2.5) and (4.2.6)
imply
λxx,x = −λ− 2γ1,x1 ,
γx,xx = −2λ− γ1,x1 .
The dimension of the deformed R-matrix is equal to the number of variables
(γ1,11 , γ
1,x
1 , λ, λ
1
x,x, λ
x
x,x, γ
x,x
1 , γ
x,x
x ), minus the number of equations ( two above and two
older ones), which is 3. Then the condition δ21 = Tr2( (∆ + tφ2)(µ+ tφ1) ) for some
δ2 ∈ k[t]/(t2) implies δ2 = 2(1 + t(λ + a)). From Proposition 4.3.8, we have δ1 = δ2,
and the condition for Proposition 4.4.3 is satisfied. This enables one to apply Propo-
sition 4.4.3 and Proposition 4.4.9. In particular, for a positive integer n, the invariant
values for the torus knots and links are
Fr(T (2, n)) =
 2 [ 1 + (T (δ1C + T )−1)n ] if n is even,2 if n is odd.
and
Fr(T (2,−n)) =
 2 [ 1 + (T−1(δ1C + T ))n ] if n is even,2 if n is odd.
with δ1 = 2(1 + t(λ+ γ
1,1
1 )).
We note that for these examples, only the values of δ1 change by cocycle deformation.
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5 Conclusion
In this chapter we describe key achievements of this work, how they can be applied
and possibilities for future research directions.
For random knots, we introduced an algorithm that can be used for generating
a random knot and calculating its determinant. Our algorithm and its Maple code
were successful in forming large polygonal random knots in an effective way. We were
able to generate large sample sets of determinant values of random knots to analyze.
In the future, it is hoped that the same algorithm can be utilized to generate sample
sets of determinants with larger vertex numbers n by using more effective codes,
software and faster computers. A potential improvement to our algorithm could be
applying the Reidemeister moves to the ordered crossing list constructed in Chapter 2,
Section 2.2, Step (4), to find a knot with fewer number of crossings, that is equivalent
to a generated random knot. The effects of the Reindemester moves to the list is as
follows: We consider the type of crossings shown in Figure 5.1, where the three dots
represent series of edges without crossings (if any) between U(i+1) and U(j−1). The
small square in the figure enables one to perform a Reidemeister type I move. Such a
crossing appears in the ordered crossing list as
. . . , [i, j], [j,−i], . . .
or
. . . , [i,−j], [j, i], . . ..
Applying the Reidemeister type I move to a random knot means deleting both of the
crossings [i, j] and [j,−i], or [i,−j] [j, i], respectively, from the list. This operation
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Figure 5.1: Applying R1 move to an ordered crossing list
results in drop of the length of the list by two. For type II move, we consider a pair
of crossings as in the Figure 5.2, where three dots represent series of edges without
crossings (if any) between U(i+1) and U(i+k), and, U(j+1) and U(i+l), for i, j, l, and k are
positive integers. Such a pair appears (if any) in the ordered crossing list as follows:
Figure 5.2: Applying R2 move to an ordered crossing list
. . . , [i, j], [i+ k, j + l], . . . , [j,−i], [j + l,−(i+ k)], . . .
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or
. . . , [i,−j], [i+ k,−(j + l)], . . . , [j, i], [j + l, i+ k], . . ..
Once the Reidemeister type II move is applied, four of the listed members of the
ordered crossing list are eliminated. The computational cost of applying these ad-
ditional processes are O(n) and O(n2), respectively. We need to determine if these
steps would be effective to shorten the computational time.
We calculated upper bounds for the stick numbers for p-colorability for odd primes
p ≤ 191. Being able to generate large quantities of random knots with larger vertex
number n, will enable one to extend the calculations of the upper bounds for higher
values of p, improving the upper bounds we obtained. In Section 2.3, we find fitting
curves for h(n) =
√
log(AVcol(n,m)), where AVcol(n,m) denotes the weighted average
outcomes of p-colorable random knots in our particular output sets of COL(n,m), for
a vertex number n ≤ 30, and for the number of trial m = 1000. Our model works
well for n ≤ 28. It is desirable to find a fitting curve for h(n) for larger n > 30, by
using such data sets of determinants for larger values of m and n.
The Alexander polynomial ∆K(t) is defined in a manner similar to the determinant
as follows. Let D be a projection of a knot K with s crossing points. Let A =
{A1, . . . , As} be the set of over-arcs. Assign variables x1, . . . , xs to A1, . . . , As in
this order, respectively. Assign an equation at each crossing as follows. Suppose, at a
crossing, that Ai and Aj are under-arcs and Ak is the over-arc such that the orientation
normal vector of Ak points from Ai and Aj, then the equation txi + (1− t)xk = xj is
assigned to the crossing, where i, j, k ∈ {1, 2, . . . , s}. The system of linear equations
thus defined determines a square matrix E of size s that describes the system by
Ex = 0, where x is the transpose of (x1, . . . , xs). Let M be the (1, 1)-minor of the
matrix E. Then it is known that the determinant Det(M) ∈ Z[t, t−1] is a well-defined
knot invariant up to multiple of units ±1±1, regardless of choices made for a diagram
and assignments, and is called the Alexander polynomial ∆K(t) of K. Since it is
well-defined up to units, we normalize it by requiring that ∆K(t) has a constant as
the lowest degree term (with respect to t) and the coefficient of the highest degree
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term is positive.
In Section 2.2, we introduced a way of representing a knot diagram with s number
of crossings using 2s pairs [i,±j]. Then we gave an algorithm of applying the Fox
theorem to a knot diagram represented with such series of pairs [i,±j] by using
variables x[i], for i = 1, 2, . . . , s. Subsequently, we formed a system of equations
x[i]+x[i+1]−2x[k] = 0, for i, k = 1, 2, . . . , s and x[s+1] = x[1]. At this stage, making
a small change to our algorithm and replacing each equation x[i]+x[i+1]−2x[k] = 0
by tx[i] − x[i + 1] − (1 − t)x[k] = 0 will give the system of linear equations that
define ∆K(t). Let n be the number of vertices of a random polygonal knot. Let
∆(n,m) be a list of pairs [f(t), `], where f(t) is a polynomial that appears as the
Alexander polynomial ∆K(t) of m random knots in the unit cube with n vertices,
and ` is the number of its occurrence. Then the data sets ∆(n,m) can be used to
compute the upper bounds of stick number for Alexander polynomial f(t), which is
defined to be the minimum number of straight line segments required to form a knot
with the Alexander polynomial f(t). Distributions of f(t) in random knots would be
of interest in relation to the vertex numbers.
For random links, we observed that the linking numbers fall into the range of
[−(bn/2c+ 2]), (bn/2c+ 2)], and the absolute values of the linking number increases
linearly with a slope of .011 as the integer n increases. Also, in Section 3.5, we
computed an upper bound for the stick number for the linking number l = 1, 2, . . . , 15.
These upper bounds can be extended for larger linking numbers. It is also interesting
to see how the stick number of the linking number will be affected if one of the
components of a two-component random link is kept with a constant vertex number
and that of the other one is increased. Our algorithm introduced in Chapter 3,
Section 3.2, can be modified to form links with more than two components. The
outcome would help one better understand the linking numbers of complex, multiple
component links, such as DNA molecules in certain organisms.
We determined 1− and 2−dimensional cohomology groups of Frobenius algebras
for complex numbers, group algebras and polynomial algebras. Let A denote one of
the Frobenius algebras we studied, over a field k. Then our results for n = 1, 2 of
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Bnf (A;A), Z
n
f (A;A) and H
n
f (A;A) were all identical as follows:
H1f (A;A) = 0 = Z
1
f (C;C), B2f (A;A) = k 4, Z2f (A;A) = k 6, H2f (A;A) = k 2,
for complex numbers A = C over k = R and for char(k) 6= 2, group algebras A = kZ2
and polynomial algebras A = k[x]/(x2). For the case when char(k) = 2 for group
algebras A = kZ2 and polynomial algebras A = k[x]/(x
2), we computed
H1f (A;A) = k = Z
1
f (C;C), B2f (A;A) = k 3, Z2f (A;A) = k 6, H2f (A;A) = k 3.
It is particularly desirable to see if the cohomology groups of these examples
are distinct for higher dimensions. Also it would be interesting to see whether all
2−dimensional Frobenius algebras have the same cohomology groups.
We found Yang-Baxter solutions (R-matrices) and cocycle deformations for com-
plex numbers, group algebras and polynomial algebras. For char(k) 6= 2, the deformed
R-matrices for complex numbers and group algebras have 5 free variables, and for
polynomial algebras, 3 free variables. It is hoped that a similar approach can be used
for analogs of the YBE in higher dimensions, and deformations are obtained by higher
dimensional cohomology groups.
Our final work on this subject was to introduce a knot and link invariant called
the Frobenius skein invariant using R-matrices from Frobenius algebras via Turaev’s
criteria. Then a series of skein relations of the invariant were introduced for oriented
knot or link diagrams. It is desirable to investigate properties of this invariant further.
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Appendix 1 - Maple code for random knots
In this section, we present our Maple code that generates random knots in the unit
cube and calculates their determinant. In order to make it easier to follow, the code is
broken into several pieces, and right before each piece, the key variables and codes are
explained briefly. In these explanatory paragraphs, the variables are typed in italic
in order to make it easier to distinguish them from the rest of the text.
restart;
with(plottools):
with(plots):
with(LinearAlgebra):
with(ListTools):
The procedure randknottype:=proc(n), for a selected positive integer n, forms a ran-
dom knot with the vertex number n, then calculates its determinant. The list ranseq
is a list of 3-dimensional random points in the unit cube.
randknottype:=proc(n):
ranseq:=[]:
The following loop is for creating a list of random points, ranseq. Then f is formed
from ranseq by adding its first element to its end.
for i from 1 to n do
k:=rand(0 .. 1000000): v:=evalf((1/1000000)*k()):
y:=evalf((1/1000000)*k()): z:=evalf((1/1000000)*k()):
a:=[v, y, z]:
ranseq:=[op(ranseq),a]: end do:
f:=[op(ranseq), ranseq[1]]:
At this point, f is a list of (n+ 1) points in the unit cube such that the first and the
last points are the same. Then we take the projection of f into the plane, forming
the list projs. For example if [v, y, z] ∈ f , then [v, y] ∈ projs.
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projs := []:
for j from 1 to n+1 do
projs:=[op(projs), [f[j][1], f[j][2]]]
end do:
We form a random knot by connecting elements of projs with polygonal curves in the
order they appear in projs . Then we find the crossings of a random knot as explained
in Chapter 2, Section 2.2. We represent each element of projs by natural numbers
1, . . . , n, where the first element is assigned 1, second element is assigned 2 and so
on. A line segment in the plane, called arc i, connects i-th and (i + 1)-th points of
projs, for i = 1, . . . , n. In order to find crossing points on arc i, we compute g and
h, as shown below, for every j = i + 2, . . . , n. For i = 1, . . . , n and j = i + 2, . . . , n,
the variable g (respectively, h) is calculated by entering the j-th and (j+1)-th points
(respectively, i-th and (i+1)-th points) of projs to the equation of arc i (respectively,
arc j). Having both g and h negative indicates that there is a crossing between arc i
and arc j. When a crossing is found, we represent it by [i, j] and add it into the list
cross.
cross:=[]: count:=0: temp:=[0]:
for i from 1 to n-2 do
for j from i+2 to n do
g:=((projs[j][2]-projs[i][2])-((projs[j][1]-projs[i][1])/(projs[i+1][1]-
projs[i][1]))*(projs[i+1][2]-projs[i][2]))*((projs[j+1][2]-projs[i][2])-((projs[j+1][1]-
projs[i][1])/(projs[i+1][1]-projs[i][1]))*(projs[i+1][2]-projs[i][2]));
h:=((projs[i][2]-projs[j][2])-((projs[i][1]-projs[j][1])/(projs[j+1][1]-
projs[j][1]))*(projs[j+1][2]-projs[j][2]))*((projs[i+1][2]-projs[j][2])-((projs[i+1][1]-
projs[j][1])/(projs[j+1][1]-projs[j][1]))*(projs[j+1][2]-projs[j][2]));
if (g < 0) and (h < 0) then
cross:=[op(cross),[i,j]]; count:=count+1: end if:
end do: temp:=[op(temp), count]: end do:
The procedure intersecpointcoor finds the (x, y)-coordinates of every crossing in cross.
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intersecpointcoor:=proc(i,j)
poly11:=(q-projs[i][2])*(projs[i+1][1]-projs[i][1])-(r-projs[i][1])*(projs[i+1][2]-
projs[i][2]);
poly22:=(q-projs[j][2])*(projs[j+1][1]-projs[j][1])-(r-projs[j][1])*(projs[j+1][2]-
projs[j][2]);
soll:=solve(poly11=0,poly22=0,[r,q]):
return ([subs(soll[1][1],r), subs(soll[1][2],q)]): end proc:
The (x, y)-coordinates of each crossing is calculated and listed in intersecpointcoorof-
proj.
intersecpointcoorofproj:=[]:
for e from 1 to nops(cross) do
intersecpointcoorofproj:=[op(intersecpointcoorofproj),
intersecpointcoor(cross[e][1],cross[e][2])]:
end do:intersecpointcoorofproj:
For each crossing [i, j], the code below is used to calculate the z-coordinate of arc i
and arc j at the crossing point. Later, this information will be used to decide the
over-under relations of the crossings. Lists intersecpointloci and intersecpointlocj con-
tain (x, y, z)-coordinates of crossings on arc i and arc j, respectively.
intersecpointloci:=[]:
for e from 1 to nops(cross) do
wqa:=f[cross[e][1]+1][1]-f[cross[e][1]][1];
wqz:=f[cross[e][1]+1][3]-f[cross[e][1]][3];
aa:=intersecpointcoor(cross[e][1],cross[e][2])[1]:
bb:=intersecpointcoor(cross[e][1],cross[e][2])[2]:
cc:=wqz/wqa: zz:=f[cross[e][1]][3]+(cc)*(aa-f[cross[e][1]][1]):
intersecpointloci:=[op(intersecpointloci), [aa,bb,zz]]: end do:
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intersecpointlocj:=[]:
for e from 1 to nops(cross) do
wqa:=f[cross[e][2]+1][1]-f[cross[e][2]][1];
wqz:=f[cross[e][2]+1][3]-f[cross[e][2]][3];
aa:=intersecpointcoor(cross[e][1],cross[e][2])[1]:
bb:=intersecpointcoor(cross[e][1],cross[e][2])[2]:
cc:=wqz/wqa: zz:=f[cross[e][2]][3]+(cc)*(aa-f[cross[e][2]][1]):
intersecpointlocj:=[op(intersecpointlocj), [aa,bb,zz]]:
end do:
Each crossing in cross is added into sortedlist and +/− signs are assigned in front of
j, based on z-coordinates. If the arc i is over-arc (respectively, under-arc) then the
sign of j is positive (respectively, negative). In order to decide which arc is over or
under, we compare z coordinates at the crossing point for arc i and arc j.
sortedlist:=[]:
for i from 1 to nops(cross) do
if intersecpointloci[i][3]> intersecpointlocj[i][3] then
sortedlist:=[op(sortedlist), [cross[i][1],cross[i][2]]];
else
sortedlist:=[op(sortedlist), [cross[i][1],-cross[i][2]]];
end if;
end do:
The list zaq contains elements of the form [i, j, x], where [i, j] is a crossing and x is
its x-coordinate.
for i from 1 to nops(temp)-1 do
for j from 1 to nops(listt[i]) do
zaq[i][j]:=[];
end do: end do:
The crossings in cross are sorted in the order of random points selected. There are
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several variables used in this process. A brief explanation of each key variable is given
below.
• listt[i]: A list of crossings on arc i with arc j, in the form [i, j], if any (one for
each crossing).
• Zaqqa[i]: A list formed by adding the x-coordinate of each crossing in listt.
Elements of Zaqqa[i] are of the form [i, j, x], where [i, j] is a crossing and x is
the x-coordinate at the crossing point.
• Zaqqtemp[i]: A list formed from Zaqqa[i] by including only the x-coordinate of
each crossing.
• sortedzaqqtemp[i]: The list containing x-coordinates of crossings sorted with
respect to the orientation of a knot.
• So[i]: Formed from Zaqqa[i], where each crossing is represented twice. If a
crossing [i, j, x] is in zaqqa[i] then it is also in So[i] and therefore So[j] contains
[j,−i, x].
• Finalist[i]: A list of crossings on arc i (if any) in the order they appear on the
random knot.
• Finallis: The list of all crossings of a random knot sorted with respect to the
selection order of the random points, created by appending Finalist[i], for each
i = 1, . . . , n.
for i from 1 to n do
listt[i]:=[]; tempseq[i]:=[]; zaqqa[i]:=[]; zaqinter[i]:=[];
zaqqtemp[i]:=[]; so[i]:=[]; finallist[i]:=[]: finallis:=[]:
end do:
for i from 1 to nops(temp)-1 do
listt[i]:= [op(sortedlist[(temp[i]+1)..temp[i+1]])];
end do:
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for i from 1 to nops(temp)-1 do
for j from 1 to nops(listt[i]) do
zaq[i][j]:=[op(listt[i][j]),intersecpointloci[i][1]];
zaqqa[i]:=[op(zaqqa[i]),zaq[i][j]]; end do; end do:
for i from 1 to n do
for j from 1 to nops(listt[i]) do
if listt[i][j][2]<0 then
tempent:=[-listt[i][j][2],listt[i][j][1], zaqqa[i][j][3]]
else
tempent:=[listt[i][j][2],-listt[i][j][1], zaqqa[i][j][3]];
end if:
tempseq[tempent[1]]:=[op(tempseq[tempent[1]]),tempent];
end do: end do:
for i from 1 to n do
so[i]:=[op(zaqqa[i]), op(tempseq[i])]; end do:
The list zaqqtemp is formed by appending zaqqtemp[i], for i = 1, . . . , n.
for i from 1 to n do
for j from 1 to nops(so[i]) do
zaqqtemp[i]:=[op(zaqqtemp[i]), so[i][j][3]]:end do: end do:
for i from 1 to n do
sortedzaqqtemp[i]:=[];
if f[i][1]<f[i+1][1] then
sortedzaqqtemp[i]:=sort(zaqqtemp[i]);
else
sortedzaqqtemp[i]:=sort(zaqqtemp[i], ‘>‘);
end if: end do:
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for i from 1 to n do
for j from 1 to nops(sortedzaqqtemp[i]) do
cor:=Search(sortedzaqqtemp[i][j],zaqqtemp[i]);
finallist[i]:=[op(finallist[i]),[so[i][cor][1],so[i][cor][2]]];
end do:end do:
for i from 1 to n do
finallis:=[op(finallis),op(finallist[i])];
end do:
At this point, under-crossings in the finallis are represented by [i,−j] for positive
integers i, j ≤ n. We travel along the projection of a random knot and assign labels,
x[1], x[2], . . . , x[n], as explained in Chapter 2, Section 2.2, Step 5.
count:=1:
for i from 1 to nops(finallis) do
if (finallis[i][2]¡0) then
flabel(finallis[i][1],finallis[i][2]):=x[count];
count:=count+1: end if: end do: x[count]:=x[1]:
The procedure cvq finds the location, loc, of the crossing [i,−j] that represents the
same crossing as [j, i] in finallis.
cvq:=proc(xc)
flistup:=[];
for k from -xc+1 to -1 do
flistup:=[op(flistup), finallis[-k]]; end do:
for k from xc to nops(finallis) do
flistup:=[op(flistup), finallis[nops(finallis)+xc-k]]; end do:
for m from 1 to nops(flistup) do
if flistup[m][2]<0 then
return flistup[m] end if: end do:
end proc:
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The following loop finds a positive integer k such that the label of over-arc correspond-
ing to [i, j] is x[k]. We repeat this process for each pair [i,−j] in finallis, resulting in
a system of equations x[i] + x[i+ 1]− 2x[k] = 0. These equations are stored in a list
called sett.
count:=1: sett:=[]:
for i from 1 to 2*nops(cross) do
if finallis[i][2]<0 then
for j from 1 to nops(finallis) do
if flabel(finallis[j][1], finallis[j][2])=x[count+1] then
zxc:=[-finallis[j][2], finallis[j][1]];
loc:=Search(zxc, finallis);
uy:=cvq(loc); end if: end do:
sett:=[op(sett), x[count]+x[count+1]-2*flabel(uy[1],uy[2])=0];
count:=count+1; end if: end do:
Let A be the coefficient matrix of the system of equations x[i] + x[i+ 1]− 2x[k] = 0,
for i, j = 1, 2, . . . n. The following code calculates the determinant of the (1, 1)-minor
of A. If sett is empty the determinant is set to be 1.
varseq:=[]:
for i from 1 to count-1 do
varseq:=[op(varseq), x[i]]: end do:
sys := sett:
if nops(sys)=0 then return 1;
else
var := varseq;
(A, b):= GenerateMatrix( sys, var ):
theone:=abs(Minor(A,1,1));
return theone:
end if: end proc:
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Appendix 2 - Determinant of random knots
In this section, we provide a collection of specific data sets DET(n,m) we obtained,
for n = 1, 2, . . . , 30. As described in Section 2.3, DET(n,m) is a list of pairs [k, `],
where k is a positive integer that appears as the determinant of m random knots in
the unit cube with n vertices, and ` is the number of its occurrence. For example, our
output was
DET(6, 1000) = {[1, 994], [3, 6]}.
This means that among 1000 random knots with 6 vertices, 994 have the determinant
value 1 and 6 have the determinant value 3.
DET(1, 1000) = {[1, 1000]}
DET(2, 1000) = {[1, 1000]}
DET(3, 1000) = {[1, 1000]}
DET(4, 1000) = {[1, 1000]}
DET(5, 1000) = {[1, 1000]}
DET(6, 1000) = {[1, 994], [3, 6]}
DET(7, 1000) = {[1, 987], [3, 12], [5, 1]}
DET(8, 1000) = {[1, 967], [3, 28], [5, 4], [13, 1]}
DET(9, 1000) = {[1, 957], [3, 37], [5, 4], [7, 2]}
DET(10, 1000) = {[1, 914], [3, 67], [5, 18], [9, 1]}
DET(11, 1000) = {[1, 882], [3, 86], [5, 21], [7, 8], [13, 1], [19, 1], [21, 1]}
DET(12, 1000) = {[1, 851], [3, 109], [5, 26], [7, 10], [13, 1], [21, 2], [23, 1]}
DET(13, 1000) = {[1, 793], [3, 137], [5, 38], [7, 15], [9, 9], [11, 3], [13, 2], [19, 1],
[21, 1], [27, 1]}
DET(14, 1000) = {[1, 786], [3, 138], [5, 42], [7, 21], [9, 5], [11, 4], [13, 1], [15, 1],
[21, 1], [43, 1]}
DET(15, 1000) = {[1, 739], [3, 154], [5, 50], [7, 29], [9, 6], [11, 11], [13, 8],
[15, 1], [17, 2]}
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DET(16, 1000) = {[1, 697], [3, 170], [5, 58], [7, 26], [9, 17], [11, 15], [13, 4], [15, 2],
[19, 3], [21, 4], [29, 1], [31, 1], [33, 1], [67, 1]}
DET(17, 1000) = {[1, 632], [3, 168], [5, 72], [7, 45], [9, 28], [11, 12], [13, 15],
[15, 7], [17, 5], [19, 1], [21, 1], [23, 1], [25, 2], [27, 5], [29, 2],
[31, 1], [37, 1], [49, 1], [53, 1]}
DET(18, 1000) = {[1, 569], [3, 195], [5, 92], [7, 37], [9, 30], [11, 15], [13, 11], [15, 4],
[17, 9], [19, 7], [21, 7], [23, 3], [25, 3], [27, 6], [31, 1], [33, 1],
[35, 2], [37, 2], [39, 1], [41, 1], [51, 1], [53, 1], [59, 1], [245, 1]}
DET(19, 1000) = {[1, 536], [3, 185], [5, 87], [7, 48], [9, 30], [11, 27], [13, 21], [15, 13],
[17, 7], [19, 8], [21, 4], [23, 3], [25, 2], [27, 4], [29, 5], [31, 3],
[33, 2], [35, 1], [39, 2], [41, 1], [51, 1], [53, 1], [55, 2], [67, 1],
[73, 1], [77, 2], [91, 1], [109, 1], [555, 1]}
DET(20, 1000) = {[1, 458], [3, 207], [5, 107], [7, 49], [9, 33], [11, 24], [13, 23], [15, 16],
[17, 12], [19, 15], [21, 4], [23, 7], [25, 5], [27, 4], [29, 7], [31, 5],
[33, 2], [35, 2], [37, 2], [39, 1], [41, 2], [43, 3], [49, 1], [55, 1],
[61, 1], [65, 1], [71, 1], [83, 1], [95, 1], [113, 1], [121, 1], [125, 1],
[147, 1], [401, 1]}
DET(21, 1000) = {[1, 440], [3, 184], [5, 107], [7, 54], [9, 42], [11, 28], [13, 27], [15, 18],
[17, 16], [19, 10], [21, 10], [23, 7], [25, 2], [27, 14], [29, 4], [31, 1],
[33, 4], [35, 2], [37, 2], [41, 2], [43, 3], [45, 2], [47, 1], [51, 5],
[55, 1], [57, 2], [59, 1], [61, 2], [65, 2], [69, 1], [89, 1], [107, 1],
[143, 1], [163, 1], [369, 1], [431, 1]}
DET(22, 1000) = {[1, 399], [3, 196], [5, 109], [7, 61], [9, 47], [11, 18], [13, 22], [15, 21],
[17, 15], [19, 16], [21, 5], [23, 8], [25, 10], [27, 4], [29, 7], [31, 6],
[33, 3], [35, 6], [37, 2], [39, 3], [41, 4], [43, 1], [45, 3], [47, 3],
[49, 1], [51, 1], [53, 1], [55, 1], [57, 3], [59, 1], [61, 2], [63, 1],
[67, 1], [71, 1], [79, 1], [83, 1], [91, 1], [93, 1], [95, 2], [105, 1],
[115, 1], [129, 1], [139, 1], [177, 1], [191, 1], [193, 1], [253, 1],
[261, 1], [337, 1], [343, 1], [479, 1]}
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DET(23, 1000) = {[1, 348], [3, 186], [5, 108], [7, 58], [9, 40], [11, 37], [13, 19], [15, 30],
[17, 16], [19, 14], [21, 11], [23, 8], [25, 17], [27, 11], [29, 10],
[31, 9], [33, 3], [35, 5], [37, 2], [39, 7], [41, 2], [43, 2], [45, 4],
[47, 3], [51, 2], [53, 3], [55, 3], [57, 4], [59, 1], [61, 3], [63, 2],
[65, 2], [67, 2], [69, 1], [73, 2], [75, 1], [79, 2], [83, 1], [85, 2],
[87, 2], [91, 1], [93, 1], [99, 1], [103, 1], [105, 2], [107, 1], [109, 1],
[111, 1], [133, 1], [139, 1], [159, 1], [167, 1], [173, 1], [227, 1],
[271, 1], [451, 1]}
DET(24, 1000) = {[1, 336], [3, 186], [5, 91], [7, 58], [9, 55], [11, 34], [13, 25], [15, 27],
[17, 14], [19, 16], [21, 7], [23, 10], [25, 6], [27, 15], [29, 8], [31, 3],
[33, 9], [35, 4], [37, 6], [39, 6], [41, 4], [43, 4], [45, 3], [47, 2],
[49, 3], [51, 4], [53, 4], [55, 2], [59, 1], [61, 2], [63, 2], [69, 1],
[73, 2], [79, 1], [81, 4], [85, 2], [87, 2], [89, 4], [91, 5], [93, 1],
[97, 1], [99, 2], [101, 1], [111, 1], [117, 2], [123, 2], [129, 1],
[131, 2], [133, 1], [135, 1], [139, 1], [159, 1], [163, 1], [171, 1],
[173, 1], [187, 1], [189, 1], [195, 1], [199, 1], [211, 1], [245, 1],
[261, 1], [267, 1], [279, 1], [399, 1], [435, 1], [461, 1]}
DET(25, 1000) = {[1, 303], [3, 156], [5, 93], [7, 63], [9, 55], [11, 42], [13, 27],
[15, 22], [17, 17], [19, 22], [21, 14], [23, 10], [25, 8], [27, 21],
[29, 10], [31, 7], [33, 3], [35, 4], [37, 3], [39, 2], [41, 4],
[43, 8], [45, 10], [49, 6], [51, 2], [53, 3], [55, 2], [57, 2],
[59, 4], [61, 1], [63, 5], [65, 4], [67, 2], [69, 1], [71, 5],
[73, 3], [75, 2], [81, 3], [85, 1], [89, 2], [91, 2], [93, 3],
[99, 2], [101, 1], [105, 1], [107, 1], [109, 2], [111, 2],
[115, 1], [117, 2], [119, 1], [121, 1], [125, 1], [127, 2],
[131, 1], [133, 1], [143, 1], [151, 1], [153, 1], [163, 1],
[165, 1], [167, 2], [175, 1], [205, 1], [221, 1], [245, 1],
[249, 1], [257, 1], [261, 1], [287, 1], [295, 1], [313, 1],
[431, 1], [447, 1], [479, 1], [495, 1], [499, 1], [535, 1], [873, 1]}
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DET(26, 1000) = {[1, 244], [3, 152], [5, 85], [7, 60], [9, 49], [11, 36], [13, 37], [15, 29],
[17, 20], [19, 25], [21, 27], [23, 13], [25, 14], [27, 13], [29, 12],
[31, 13], [33, 10], [35, 6], [37, 6], [39, 8], [41, 5], [43, 1], [45, 7],
[47, 4], [49, 5], [51, 5], [53, 3], [55, 2], [57, 3], [59, 4], [61, 2],
[63, 3], [65, 1], [67, 3], [69, 4], [71, 2], [75, 2], [77, 1], [79, 3],
[81, 3], [83, 2], [85, 2], [87, 1], [89, 1], [91, 1], [93, 2], [95, 1],
[97, 1], [99, 1], [101, 1], [103, 5], [105, 1], [107, 3], [109, 1],
[111, 1], [113, 1], [115, 1], [117, 1], [119, 1], [121, 1], [123, 3],
[125, 1], [127, 1], [131, 1], [133, 2], [135, 1], [139, 1], [141, 1],
[143, 1], [149, 1], [153, 1], [163, 1], [165, 1], [171, 1], [177, 1],
[179, 1], [189, 1], [191, 2], [197, 1], [199, 1]}
The remaining 24 outcomes in DET(26, 1000), which are not listed above, consists of
the elements of the form [k, 1] where k ∈ {215, . . . , 2201}.
DET(27, 1000) = {[1, 201], [3, 124], [5, 80], [7, 68], [9, 38], [11, 47], [13, 37], [15, 25],
[17, 24], [19, 15], [21, 18], [23, 19], [25, 14], [27, 20], [29, 8],
[31, 9], [33, 13], [35, 8], [37, 14], [39, 9], [41, 7], [43, 9], [45, 10],
[47, 8], [49, 8], [51, 7], [53, 9], [55, 6], [57, 4], [59, 3], [61, 3],
[63, 5], [65, 4], [67, 6], [69, 3], [71, 3], [73, 2], [75, 1], [77, 3],
[79, 5], [81, 2], [83, 2], [85, 2], [87, 2], [89, 1], [91, 2], [93, 4],
[95, 3], [97, 1], [99, 3], [101, 4], [105, 3], [107, 1], [109, 2], [111, 3],
[113, 2], [115, 3], [117, 3], [119, 1], [125, 2], [127, 1], [135, 2],
[137, 1], [139, 1], [143, 1], [145, 1], [147, 1], [149, 1], [151, 1],
[159, 1], [161, 1], [163, 1], [169, 1], [177, 1], [179, 1], [183, 1],
[185, 2], [187, 1], [193, 2], [197, 1], [201, 2], [207, 1], [223, 1]}
The remaining 27 outcomes in DET(27, 1000), which are not listed above, consists of
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the elements of the form [k, 1] where k ∈ {227, . . . , 2025}.
DET(28, 1000) = {[1, 174], [3, 131], [5, 88], [7, 56], [9, 62], [11, 33], [13, 28], [15, 33],
[17, 21], [19, 23], [21, 13], [23, 12], [25, 17], [27, 15], [29, 6],
[31, 12], [33, 16], [35, 8], [37, 11], [39, 6], [41, 5], [43, 8], [45, 7],
[47, 4], [49, 9], [51, 4], [53, 9], [55, 4], [57, 3], [59, 6], [61, 8],
[63, 3], [65, 3], [67, 2], [69, 2], [71, 3], [73, 3], [75, 5], [77, 1],
[79, 6], [81, 7], [83, 1], [85, 5], [87, 4], [89, 4], [91, 1], [95, 3],
[97, 3], [99, 4], [101, 3], [103, 1], [105, 4], [109, 4], [113, 2],
[115, 2], [117, 1], [119, 1], [121, 1], [123, 3], [125, 2], [127, 2],
[129, 2], [131, 1], [135, 2], [139, 3], [141, 1], [143, 1], [147, 2],
[149, 2], [151, 1], [155, 3], [159, 1], [161, 1], [169, 1], [171, 1],
[177, 2], [189, 1], [197, 2], [207, 2], [219, 2], [223, 2], [233, 1]}
The remaining 43 outcomes in DET(28, 1000), which are not listed above, consists of
the elements of the form [k, 1] where k ∈ {235, . . . , 29357}.
DET(29, 1000) = {[1, 155], [3, 126], [5, 72], [7, 59], [9, 48], [11, 31], [13, 33], [15, 30],
[17, 16], [19, 22], [21, 21], [23, 13], [25, 22], [27, 16], [29, 15],
[31, 7], [33, 12], [35, 11], [37, 15], [39, 12], [41, 8], [43, 14],
[45, 11], [47, 5], [49, 10], [51, 7], [53, 5], [55, 3], [57, 2], [59, 2],
[61, 3], [63, 5], [65, 4], [67, 2], [69, 1], [71, 4], [73, 6], [75, 7],
[77, 5], [79, 4], [81, 3], [83, 2], [85, 2], [87, 2], [89, 2], [91, 3],
[97, 2], [99, 3], [103, 1], [105, 1], [107, 1], [111, 2], [113, 1],
[115, 2], [117, 5], [119, 3], [121, 2], [125, 2], [127, 2], [129, 2],
[133, 2], [139, 2], [145, 3], [153, 2], [155, 1], [157, 1], [163, 1],
[165, 1], [169, 1], [171, 3], [179, 1], [181, 3], [187, 1], [191, 1],
[193, 2], [203, 2], [205, 1], [209, 1], [213, 1], [221, 1], [225, 2],
[243, 1], [245, 1], [249, 1], [251, 1], [255, 1], [257, 4], [259, 2]}
The remaining 67 outcomes in DET(29, 1000), which are not listed above, consists of
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the elements of the form [k, 1] where k ∈ {277, . . . , 8641}.
DET(30, 1000) = {[1, 138], [3, 102], [5, 60], [7, 48], [9, 59], [11, 34], [13, 21], [15, 26],
[17, 22], [19, 22], [21, 16], [23, 16], [25, 15], [27, 23], [29, 16],
[31, 16], [33, 12], [35, 13], [37, 3], [39, 11], [41, 5], [43, 6], [45, 12],
[47, 5], [49, 5], [51, 9], [53, 4], [55, 4], [57, 6], [59, 4], [61, 5],
[63, 3], [65, 4], [67, 4], [69, 8], [71, 3], [73, 3], [75, 3], [77, 3],
[79, 4], [81, 7], [83, 4], [85, 3], [87, 3], [89, 2], [91, 3], [93, 5],
[95, 3], [97, 1], [99, 6], [101, 4], [103, 2], [105, 3], [107, 1], [109, 3],
[111, 5], [113, 3], [115, 1], [117, 2], [119, 3], [121, 1], [123, 7],
[125, 3], [127, 1], [131, 3], [133, 2], [137, 2], [139, 3], [141, 1],
[143, 2], [145, 2], [151, 2], [153, 4], [155, 1], [157, 1], [159, 1],
[163, 2], [167, 1], [169, 1], [171, 1], [173, 3], [177, 3], [179, 1],
[181, 2], [187, 1], [189, 2], [191, 2], [209, 2], [211, 1], [213, 3],
[215, 1], [219, 3], [221, 1], [223, 2], [225, 2], [229, 1], [231, 1],
[233, 1], [235, 1], [239, 1], [243, 2], [245, 3], [247, 1], [253, 1],
[257, 1], [265, 1], [269, 2], [273, 1], [279, 1], [285, 1], [291, 1],
[299, 2], [301, 1], [305, 2], [307, 1], [317, 1], [325, 1], [333, 1]}
The remaining 71 outcomes in DET(30, 1000), which are not listed above, consists of
the elements of the form [k, 1] where k ∈ {299, . . . , 6645}.
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Appendix 3 - Output sets of p-colorable knots
In this section, we provide a collection of COL(n,m), for n = 6, 7, . . . , 30 and for
m = 1000, which are derived from our specific data sets DET(n,m) given in Appendix
2. As defined in Section 2.3, COL(n,m) is a list of pairs [p, `], where p > 2 is a prime
that divides the determinant of m random knots in the unit cube with n vertices,
and ` is the number of the random knots whose determinant is divisible by p. For
example, from
DET(6, 1000) = {[1, 994], [3, 6]},
we optain
COL(10, 1000) = {[1, 914], [3, 68], [5, 18]}.
This means that among 1000 random knots with 10 vertices, 914 have the trivial
coloring, 68 of them are 3-colorable and 18 of them are 5-colorable, for a prime
number p, and none was p-colorable for prime p > 5.
COL(6, 1000) = {[3, 6]}
COL(7, 1000) = {[3, 12], [5, 1]}
COL(8, 1000) = {[3, 28], [5, 4], [13, 1]}
COL(9, 1000) = {[3, 37], [5, 4], [7, 2]}
COL(10, 1000) = {[3, 68], [5, 18]}
COL(11, 1000) = {[3, 87], [5, 21], [7, 9], [13, 1], [19, 1]}
COL(12, 1000) = {[3, 111], [5, 26], [7, 12], [13, 1], [23, 1]}
COL(13, 1000) = {[3, 148], [5, 38], [7, 16], [11, 3], [13, 2], [19, 1]}
COL(14, 1000) = {[3, 145], [5, 43], [7, 22], [11, 4], [13, 1], [43, 1]}
COL(15, 1000) = {[3, 161], [5, 51], [7, 29], [11, 11], [13, 8], [17, 2]}
COL(16, 1000) = {[3, 194], [5, 60], [7, 30], [11, 16], [13, 4], [19, 3],
[29, 1], [31, 1], [67, 1]}
COL(17, 1000) = {[3, 209], [5, 81], [7, 47], [11, 12], [13, 15], [17, 5], [19, 1],
[23, 1], [29, 2], [31, 1], [37, 1], [41, 0], [43, 0], [47, 0], [53, 1]}
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COL(18, 1000) = {[3, 245], [5, 102], [7, 47], [11, 16], [13, 12], [17, 10],
[19, 7], [23, 3], [31, 1], [37, 2], [41, 1], [53, 1], [59, 1]}
COL(19, 1000) = {[3, 242], [5, 106], [7, 56], [11, 33], [13, 24], [17, 8], [19, 8],
[23, 3], [29, 5], [31, 3], [37, 1], [41, 1], [53, 1], [67, 1], [73, 1], [109, 1]}
COL(20, 1000) = {[3, 268], [5, 134], [7, 57], [11, 28], [13, 25], [17, 12],
[19, 16], [23, 7], [29, 7], [31, 5], [37, 2], [41, 2], [43, 3], [61, 1], [71, 1],
[83, 1], [113, 1], [401, 1]}
COL(21, 1000) = {[3, 283], [5, 134], [7, 66], [11, 34], [13, 30], [17, 21],
[19, 12], [23, 8], [29, 4], [31, 1], [37, 2], [41, 3], [43, 3], [47, 1], [59, 1],
[61, 2], [89, 1], [107, 1], [163, 1], [431, 1]}
COL(22, 1000) = {[3, 292], [5, 154], [7, 77], [11, 23], [13, 26], [17, 16],
[19, 21], [23, 10], [29, 8], [31, 7], [37, 2], [41, 4], [43, 2], [47, 3], [53, 1],
[59, 2], [61, 2], [67, 1], [71, 1], [79, 1], [83, 1], [139, 1], [191, 1],
[193, 1], [337, 1], [479, 1]}
COL(23, 1000) = {[3, 310], [5, 174], [7, 80], [11, 45], [13, 29], [17, 20],
[19, 19], [23, 9], [29, 12], [31, 10], [37, 3], [41, 3], [43, 2], [47, 3], [53, 4],
[59, 1], [61, 3], [67, 2], [73, 2], [79, 2], [83, 1], [103, 1], [107, 1], [109, 1],
[139, 1], [167, 1], [173, 1], [227, 1], [271, 1]}
COL(24, 1000) = {[3, 340], [5, 139], [7, 83], [11, 48], [13, 39], [17, 21],
[19, 19], [23, 11], [29, 12], [31, 5], [37, 7], [41, 6], [43, 5], [47, 2], [53, 5],
[59, 1], [61, 2], [73, 2], [79, 1], [89, 5], [97, 1], [101, 1], [131, 2], [139, 1],
[163, 1], [173, 1], [199, 1], [211, 1], [461, 1]}
COL(25, 1000) = {[3, 315], [5, 156], [7, 100], [11, 53], [13, 39], [17, 23], [19, 25],
[23, 12], [29, 11], [31, 10], [37, 5], [41, 6], [43, 8], [53, 3], [59, 5],
[61, 1], [67, 2], [71, 5], [73, 3], [83, 1], [89, 2], [97, 1], [101, 1],
[107, 2], [109, 2], [127, 2], [131, 1], [149, 1], [151, 1], [163, 1],
[167, 2], [257, 1], [313, 1], [431, 1], [479, 1], [499, 1]}
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COL(26, 1000) = {[3, 341], [5, 157], [7, 111], [11, 56], [13, 54], [17, 30], [19, 33],
[23, 18], [29, 13], [31, 18], [37, 7], [41, 8], [43, 2], [47, 6], [53, 3],
[59, 5], [61, 2], [67, 3], [71, 3], [79, 4], [83, 2], [89, 1], [97, 1], [101, 1],
[103, 5], [107, 4], [109, 1], [113, 2], [127, 1], [131, 1], [139, 1], [149, 1],
[163, 1], [179, 1], [191, 2], [197, 1], [199, 1], [211, 1], [233, 1], [241, 2],
[281, 1], [313, 1], [353, 1], [383, 1], [431, 1], [631, 1]}
COL(27, 1000) = {[3, 321], [5, 170], [7, 122], [11, 78], [13, 60], [17, 37],
[19, 23], [23, 29], [29, 13], [31, 13], [37, 20], [41, 8], [43, 9],
[47, 8], [53, 10], [59, 5], [61, 5], [67, 8], [71, 4], [73, 2], [79, 5],
[83, 2], [89, 2], [97, 1], [101, 4], [107, 1], [109, 2], [113, 2], [127, 1],
[137, 1], [139, 1], [149, 1], [151, 1], [163, 1], [167, 1], [179, 1],
[191, 2], [193, 2], [197, 1], [223, 1], [227, 1], [251, 1], [269, 1],
[293, 1], [389, 1], [401, 2], [443, 1], [941, 1], [1033, 1]}
COL(28, 1000) = {[3, 359], [5, 196], [7, 109], [11, 64], [13, 45], [17, 39],
[19, 35], [23, 20], [29, 10], [31, 18], [37, 13], [41, 10], [43, 13],
[47, 6], [53, 14], [59, 8], [61, 10], [67, 2], [71, 3], [73, 5], [79, 6],
[83, 2], [89, 4], [97, 3], [101, 4], [103, 1], [107, 2], [109, 4], [113, 2],
[127, 2], [131, 1], [137, 1], [139, 3], [149, 2], [151, 1], [191, 1],
[197, 2], [211, 1], [223, 2], [233, 1], [239, 1], [281, 1], [317, 1],
[353, 1], [379, 1], [431, 2], [487, 1], [617, 1], [947, 1], [2917, 1]}
COL(29, 1000) = {[3, 356], [5, 191], [7, 136], [11, 66], [13, 63], [17, 35],
[19, 35], [23, 21], [29, 24], [31, 11], [37, 19], [41, 13], [43, 20],
[47, 5], [53, 7], [59, 3], [61, 4], [67, 4], [71, 5], [73, 7], [79, 4],
[83, 4], [89, 2], [97, 4], [103, 2], [107, 1], [113, 1], [127, 2],
[139, 3], [149, 1], [151, 1], [157, 3], [163, 1], [179, 1], [181, 3],
[191, 1], [193, 3], [251, 2], [257, 4], [271, 1], [277, 1], [281, 1],
[307, 1], [337, 1], [373, 1], [383, 1], [457, 1], [503, 1], [509, 1],
[569, 1], [587, 1], [683, 1], [727, 1], [761, 1], [859, 1], [877, 1],
[1091, 1], [1103, 2], [1583, 1], [2729, 1], [8641, 1]}
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COL(30, 1000) = {[3, 381], [5, 180], [7, 110], [11, 73], [13, 55], [17, 45],
[19, 44], [23, 28], [29, 23], [31, 26], [37, 11], [41, 12], [43, 10],
[47, 8], [53, 6], [59, 8], [61, 10], [67, 4], [71, 6], [73, 7], [79, 5],
[83, 4], [89, 2], [97, 3], [101, 4], [103, 2], [107, 2], [109, 3],
[113, 3], [127, 1], [131, 3], [137, 3], [139, 3], [151, 3], [157, 2],
[163, 2], [167, 1], [173, 3], [179, 1], [181, 4], [191, 2], [197, 1],
[199, 1], [211, 1], [223, 2], [227, 1], [229, 1], [233, 1], [239, 2],
[241, 1], [257, 1], [269, 2], [281, 2], [307, 1], [317, 1], [347, 1],
[379, 1], [443, 1], [479, 1], [491, 2], [587, 1], [607, 1], [613, 1],
[619, 1], [659, 1], [739, 1], [773, 1], [823, 1], [977, 1], [1021, 2],
[1201, 1], [1231, 1], [1291, 1], [1889, 1], [2251, 1],
[3001, 1], [3343, 1], [5479, 1]}
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Appendix 4 - Maple code for linking numbers
In this section, we provide our Maple code that creates random links in the unit cube
and calculates their linking numbers. In order to make it easier to follow, the code is
broken into several pieces, and key variables and codes are explained briefly. In these
explanatory paragraphs, variable names are typed in italic in order to make it easier
to distinguish them from rest of the text.
restart;
with(plottools):
with(plots):
with(LinearAlgebra):
with(ListTools):
A procedure link:=proc(n,m) forms an m component link, each component having the
vertex number n, then calculates its linking number. The lists ranseq and ranse are
two separate lists of n 3-dimensional random points in the unit cube. Then the lists
knot1 and knot2 are formed by adding these lists first element to their end, respec-
tively.
link:=proc(n,m)
ranseq:=[]:
ranse:=[]:
For i from 1 to n do
k:=rand(0 .. 1000000);
v:=evalf((1/1000000)*k());
y:=evalf((1/1000000)*k());
z:=evalf((1/1000000)*k());
a:=[v, y, z];
ranseq:=[op(ranseq), a];
end do:
knot1:=[op(ranseq), ranseq[1]]:
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For j from 1 to m do
k:=rand(0 .. 1000000); v:=evalf((1/1000000)*k());
y:=evalf((1/1000000)*k()); z:=evalf((1/1000000)*k());
a:=[v, y, z];
ranse:=[op(ranse), a]; end do:
knot2:=[op(ranse), ranse[1]]:
We form a 2-component link by connecting the elements of knot1 with polygonal lines
in the order they appear in the list such that arc i connects points at i-th and (i+1)-th
position of knot1 and then by repeating the same process for knot2. Lists proj1 and
proj2 are created by taking the projections of knot1 and knot2 into the plane. For
example if, [v, y, z] ∈ knot1 then [v, y] ∈ proj1. We combined both proj1 and proj1
into projs.
proj1:=[]:
proj2:=[]:
projs:= []:
f:=[]:
f:=[op(knot1), op(knot2)];
for j from 1 to n+1 do
proj1:=[op(proj1), [knot1[j][1], knot1[j][2]]]:
end do:
for j from 1 to m+1 do
proj2:=[op(proj2), [knot2[j][1], knot2[j][2]]]:
end do:
projs:=[op(proj1), op(proj2)];
Crossings between the two link components are calculated as described in Chapter 3,
Section 3.3 and stored into a list called cross. In cross, each crossing is represented
by a pair [i, j], meaning arc i and arc j form a crossing where arc i belongs to knot1
and arc j belongs to knot2. A variable count is for calculating the cardinality of cross.
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cross:=[]: count:=0: temp:=[0]:
for i from 1 to n do
for j from n+2 to m+n+1 do
g:=((projs[j][2]-projs[i][2])-((projs[j][1]-projs[i][1])/(projs[i+1][1]-
projs[i][1]))*(projs[i+1][2]-projs[i][2]))*
((projs[j+1][2]-projs[i][2])-((projs[j+1][1]-projs[i][1])/(projs[i+1][1]-
projs[i][1]))*(projs[i+1][2]-projs[i][2]));
((projs[i][1]-projs[j][1])/(projs[j+1][1]-projs[j][1]))*(projs[j+1][2]-projs[j][2]))*
((projs[i+1][2]-projs[j][2])-((projs[i+1][1]-projs[j][1])/(projs[j+1][1]-
projs[j][1]))*(projs[j+1][2]-projs[j][2]));
if (g < 0) and (h < 0) then
cross:= [op(cross),[i,j]]; count := count+1:
end if:
end do:
temp:=[op(temp), count]:
end do:
We find the (x, y)-coordinates of every crossing in cross. Then the coordinates are
stored into a list called intersecpointcoorofproj.
intersecpointcoor:=proc(i,j)
poly11:=(q-projs[i][2])*(projs[i+1][1]-projs[i][1])-(r-projs[i][1])*
(projs[i+1][2]-projs[i][2]);
poly22:=(q-projs[j][2])*(projs[j+1][1]-projs[j][1])-(r-projs[j][1])*
(projs[j+1][2]-projs[j][2]);
soll:=solve(poly11=0, poly22=0, [r,q]):
return ([subs(soll[1][1], r), subs(soll[1][2], q)]):
end proc:
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intersecpointcoorofproj:=[]:
for e from 1 to nops(cross) do
intersecpointcoorofproj:=[op(intersecpointcoorofproj),
intersecpointcoor(cross[e][1],cross[e][2])]:
end do:
The following two loops are used for calculating the z-coordinates of crossings, [i, j]
and [j, i], on arc i and arc j, respectively. Later, this information will be used for
deciding the over/under relations of crossing arcs. Lists intersecpointloci and inter-
secpointlocj contain (x, y, z)-coordinates of crossings on arc i and arc j, respectively.
intersecpointloci:=[]:
for e from 1 to nops(cross) do
wqa:=f[cross[e][1]+1][1]-f[cross[e][1]][1];
wqz:=f[cross[e][1]+1][3]-f[cross[e][1]][3];
aa:=intersecpointcoor(cross[e][1], cross[e][2])[1]:
bb:=intersecpointcoor(cross[e][1], cross[e][2])[2]:
cc:=wqz/wqa: zz:=f[cross[e][1]][3]+(cc)*(aa-f[cross[e][1]][1]):
intersecpointloci:=[op(intersecpointloci), [aa,bb,zz]]:
end do: intersecpointlocj:=[]:
for e from 1 to nops(cross) do
wqa:=f[cross[e][2]+1][1]-f[cross[e][2]][1];
wqz:=f[cross[e][2]+1][3]-f[cross[e][2]][3];
aa:=intersecpointcoor(cross[e][1], cross[e][2])[1]:
bb:=intersecpointcoor(cross[e][1], cross[e][2])[2]:
cc:=wqz/wqa: zz:=f[cross[e][2]][3]+(cc)*(aa-f[cross[e][2]][1]):
intersecpointlocj:=[op(intersecpointlocj), [aa,bb,zz]]:
end do:
Each crossing [i, j] in cross is added into sortedlist and +/− signs are assigned in front
of j. If arc i is over-arc (respectively, under-arc) then the sign of j is positive (respec-
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tively, negative). In order to decide which arc is over-arc, we compare z-coordinates
of [i, j] and [j, i] at the point of intersection. Then the linking number, linkno, is
calculated by dividing the number of positive crossings minus the number of negative
crossings in sortedlist by two.
sortedlist:=[]:
for i from 1 to nops(cross) do
if intersecpointloci[i][3] > intersecpointlocj[i][3] then
sortedlist:=[op(sortedlist),[cross[i][1], cross[i][2]]];
else
sortedlist:=[op(sortedlist),[cross[i][1], -cross[i][2]]];
end if; end do:
count:=0;
for i from 1 to nops(cross) do
xa:=projs[cross[i][1]]; xb:=projs[cross[i][1]+1];
ya:=projs[cross[i][2]]; yb:=projs[cross[i][2]+1];
k:=(xb[1]-xa[1])*(yb[2]-ya[2])-(xb[2]-xa[2])*(yb[1]-ya[1]);
if sortedlist[i][2]>0 then
if k>0 then count:=count+1; end if;
if k<0 then count:=count-1; end if:
end if:
if sortedlist[i][2]<0 then
if k>0 then count:=count-1: end if:
if k<0 then count:=count+1; end if:
end if: end do:
linkno:=count/2; return linkno;
end proc:
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Appendix 5 - Linking number of random links
In this section, we provide a collection of specific data sets of linking numbers lk(n,m)
we obtained, for links with two oriented random knot components each with n vertices,
for 1000 repetition and up to n = 30. Elements of lk(n) are pairs [a, b] where a is an
integer and b is the number of randomly generated two component link each with n
vertices having the linking number a. For example, lk(3) = {[−1, 68], [0, 855], [1, 77]}
means that among 1000 random two component links each component with 3 edges,
855 are with linking number 0, 68 are with linking number −1 and 77 are with linking
number 1.
lk(3) = {[−1, 68], [0, 855], [1, 77]}
lk(4) = {[−2, 4], [−1, 114], [0, 755], [1, 124], [2, 3]}
lk(5) = {[−3, 1], [−2, 11], [−1, 161], [0, 655], [1, 162], [2, 10]}
lk(6) = {[−3, 1], [−2, 18], [−1, 188], [0, 567], [1, 200], [2, 25], [3, 1]}
lk(7) = {[−4, 3], [−3, 3], [−2, 44], [−1, 195], [0, 479], [1, 229], [2, 43], [3, 4]}
lk(8) = {[−3, 10], [−2, 50], [−1, 219], [0, 452], [1, 210], [2, 50], [3, 6],
[4, 2], [5, 1]}
lk(9) = {[−4, 1], [−3, 14], [−2, 91], [−1, 225], [0, 375], [1, 211], [2, 74],
[3, 8], [4, 1]}
lk(10) = {[−5, 1], [−4, 4], [−3, 21], [−2, 98], [−1, 204], [0, 339], [1, 224], [2, 83],
[3, 21], [4, 3], [5, 2]}
lk(11) = {[−4, 5], [−3, 32], [−2, 77], [−1, 202], [0, 319], [1, 224], [2, 89], [3, 40],
[4, 11], [5, 1]}
lk(12) = {[−5, 2], [−4, 12], [−3, 26], [−2, 107], [−1, 216], [0, 269], [1, 209],
[2, 115], [3, 35], [4, 7], [5, 2]}
lk(13) = {[−6, 2], [−5, 3], [−4, 11], [−3, 58], [−2, 113], [−1, 185], [0, 231], [1, 206],
[2, 106], [3, 60], [4, 18], [5, 7]}
lk(14) = {[−7, 1], [−5, 3], [−4, 14], [−3, 58], [−2, 100], [−1, 187], [0, 270], [1, 181],
[2, 111], [3, 47], [4, 19], [5, 7], [6, 1], [8, 1]}
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lk(15) = {[−6, 2], [−5, 8], [−4, 13], [−3, 74], [−2, 126], [−1, 189], [0, 203], [1, 184],
[2, 103], [3, 67], [4, 21], [5, 9], [6, 1]}
lk(16) = {[−7, 2], [−6, 5], [−5, 9], [−4, 29], [−3, 62], [−2, 115], [−1, 185], [0, 202],
[1, 188], [2, 116], [3, 43], [4, 25], [5, 14], [6, 4], [8, 1]}
lk(17) = {[−8, 2], [−7, 1], [−6, 7], [−5, 15], [−4, 33], [−3, 74], [−2, 109], [−1, 158],
[0, 180], [1, 166], [2, 136], [3, 72], [4, 28], [5, 12], [6, 4], [7, 3]}
lk(18) = {[−7, 5], [−6, 7], [−5, 18], [−4, 43], [−3, 76], [−2, 114], [−1, 157], [0, 154],
[1, 161], [2, 118], [3, 79], [4, 34], [5, 19], [6, 7], [7, 5], [8, 2], [9, 1]}
lk(19) = {[−8, 1], [−7, 1], [−6, 8], [−5, 24], [−4, 29], [−3, 80], [−2, 126], [−1, 141],
[0, 157], [1, 155], [2, 125], [3, 79], [4, 40], [5, 22], [6, 7],
[7, 3], [8, 1], [11, 1]}
lk(20) = {[−9, 1], [−8, 3], [−7, 3], [−6, 4], [−5, 27], [−4, 47], [−3, 69], [−2, 133],
[−1, 131], [0, 170], [1, 132], [2, 113], [3, 72], [4, 48], [5, 22], [6, 15], [7, 5],
[8, 2], [9, 2], [12, 1]}
lk(21) = {[−9, 2], [−8, 2], [−7, 2], [−6, 12], [−5, 23], [−4, 49], [−3, 68], [−2, 111],
[−1, 146], [0, 169], [1, 134], [2, 107], [3, 81], [4, 44], [5, 26], [6, 15],
[7, 4], [8, 2], [9, 2], [10, 1]}
lk(22) = {[−9, 2], [−8, 3], [−7, 12], [−6, 14], [−5, 28], [−4, 50], [−3, 73], [−2, 120],
[−1, 154], [0, 138], [1, 116], [2, 95], [3, 82], [4, 55], [5, 26], [6, 20],
[7, 3], [8, 3], [9, 5], [11, 1]}
lk(23) = {[−10, 1], [−9, 3], [−8, 1], [−7, 7], [−6, 28], [−5, 31], [−4, 56], [−3, 80],
[−2, 115], [−1, 115], [0, 138], [1, 128], [2, 108], [3, 70], [4, 59],
[5, 39], [6, 11], [7, 6], [8, 1], [9, 3]}
lk(24) = {[−11, 1], [−10, 1], [−9, 5], [−8, 3], [−7, 12], [−6, 20], [−5, 37], [−4, 60],
[−3, 65], [−2, 91], [−1, 116], [0, 128], [1, 133], [2, 119], [3, 80],
[4, 57], [5, 38], [6, 16], [7, 7], [8, 3], [9, 5], [10, 3]}
lk(25) = {[−12, 1], [−11, 1], [−10, 2], [−9, 2], [−8, 3], [−7, 5], [−6, 28], [−5, 36],
[−4, 51], [−3, 66], [−2, 104], [−1, 121], [0, 128], [1, 118], [2, 99], [3, 89],
[4, 60], [5, 28], [6, 28], [7, 9], [8, 14], [9, 4], [10, 2], [13, 1]}
120
lk(26) = {[−13, 1], [−11, 1], [−9, 3], [−8, 9], [−7, 19], [−6, 18], [−5, 42], [−4, 65],
[−3, 75], [−2, 80], [−1, 119], [0, 123], [1, 143], [2, 91], [3, 79], [4, 45],
[5, 36], [6, 22], [7, 15], [8, 7], [9, 4], [10, 3]}
lk(27) = {[−12, 1], [−11, 2], [−10, 5], [−9, 3], [−8, 8], [−7, 20], [−6, 42], [−5, 39],
[−4, 74], [−3, 85], [−2, 84], [−1, 125], [0, 106], [1, 114], [2, 79], [3, 62],
[4, 58], [5, 33], [6, 25], [7, 15], [8, 9], [9, 6], [10, 1], [11, 4]}
lk(28) = {[−12, 4], [−11, 1], [−10, 1], [−9, 8], [−8, 9], [−7, 22], [−6, 21], [−5, 34],
[3, 74], [−3, 73], [−2, 85], [−1, 119], [0, 121], [1, 111], [2, 100], [−4, 53],
[4, 59], [5, 48], [6, 23], [7, 19], [8, 5], [9, 4], [10, 5], [11, 1]}
lk(29) = {[−14, 1], [−13, 1], [−12, 1], [−11, 1], [−10, 3], [−9, 5], [−8, 14],
[−7, 10], [−6, 24], [−5, 46], [−4, 63], [−3, 75], [−2, 85], [−1, 108],
[0, 104], [1, 98], [2, 97], [3, 77], [4, 65], [5, 48], [6, 37], [7, 15],
[8, 10], [9, 10], [11, 1], [12, 1]}
lk(30) = {[−15, 1], [−12, 3], [−11, 2], [−10, 3], [−9, 11], [−8, 10], [−7, 20],
[−6, 32], [−5, 41], [−4, 51], [−3, 64], [−2, 84], [−1, 102], [0, 124],
[1, 107], [2, 95], [3, 83], [4, 58], [5, 37], [6, 32], [7, 13], [8, 10], [9, 9],
[10, 4], [11, 2], [12, 1], [14, 1]}
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