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I. Introduction 
An extensive literature in finance documenting 
univariate time-series properties of stock returns 
has developed over the past 5 years.1 Most atten- 
tion has been drawn toward the question of 
whether stock prices deviate from a random 
walk. In addressing this issue, researchers have 
employed an assortment of methods-many of 
which lead to different conclusions. Given the 
importance of this research, surprisingly little 
space in the literature has been devoted to ex- 
plaining these differences. Part of the problem is 
that it is unclear how to compare the various 
methods, leading to ad hoc rules for choosing 
one statistic over another one. 
* We would like to thank seminar participants at Duke 
University and Princeton University. We are also grateful 
to the Wharton Finance Lunch Group, Doug Diamond (the 
editor), Jon Faust, Chris Kirby, Craig MacKinlay, Rob Stam- 
baugh, and an anonymous referee for many helpful comments 
and suggestions. Research support received from the Gee- 
wax-Terker Research Fund (Richardson), the University of 
Pennsylvania Research Foundation (Richardson), and the 
Business Associates' Fund (Smith) is gratefully acknowl- 
edged. This article is based on chapters in our dissertations 
entitled "Tests with Overlapping Data" and "On Tests for 
Serial Correlation." 
1. An extensive, but not complete, list of these articles is 
Huizinga (1983, 1987), Conrad and Kaul (1988), Fama and 
French (1988), Jacquier and Nanda (1988), Lo and MacKin- 
lay (1988), Poterba and Summers (1988), Richardson and 
Stock (1989), McQueen (1990), Daniels and Torous (1991), 
Goetzmann (1991), Jegadeesh (1991), Kim, Nelson, and 
Startz (1991), and Richardson (1993). 
(Journal of Business, 1994, vol. 67, no. 3) 
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This article provides a 
unified approach for 
testing serial correla- 
tion in stock returns. 
We describe a general 
class of statistics which 
are linear combinations 
of consistent estimators 
of autocorrelations. As 
special cases, we show 
that this class captures 
many of the statistics 
studied in the recent fi- 
nance and macroeco- 
nomics literature. Us- 
ing this result, we then 
provide a common per- 
spective on the asymp- 
totic distribution and 
power of these statis- 
tics. 
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In this article, we provide a unified approach to testing for serial 
correlation in stock returns. In particular, we derive a class of test 
statistics which can be written as linear combinations of consistent 
estimators of j-order autocorrelations (under the null). The relevant 
asymptotic distributions are derived and are simple to calculate among 
this class. This method captures almost all the test statistics currently 
used in finance, allowing us to directly compare each statistic. As an 
example, we comment on Jegadeesh's (1991) reinvestigation of the 
mean-reversion evidence in Fama and French (1988). In contrast with 
existing views, we find that, under the null hypothesis of a random 
walk, these new statistics are consistent with the hypothesis of no 
mean reversion. Of course, as Jegadeesh (1991) shows, these statistics 
can have quite different properties under alternative hypotheses. 
Therefore, a related issue concerns the power of the various test 
procedures. Given the plethora of research investigating serial correla- 
tion in stock returns, it is surprising that little attention has been de- 
voted to formal analysis of power issues. Part of the problem is that 
the small sample properties of the statistics remain largely unknown 
under both the random walk null and alternative models of stock 
prices. An exception to this literature is Faust (1992), who derives 
small sample power results for the class of filtered variance-ratio statis- 
tics under the assumption of normally distributed stock returns. How- 
ever, the importance of the normality assumption makes the results 
difficult to interpret outside that context. Further, his class of statistics 
is a special case of the class studied in this article. In addition, Lo and 
MacKinlay (1989) and Poterba and Summers (1988) provide a Monte 
Carlo analysis of the small sample power of several statistics; however, 
beyond the power calculations in their article (under the assumption 
of normally distributed returns), there is little analysis or intuition for 
general power properties of tests for serial dependence. 
An alternative approach is to study the asymptotic power implica- 
tions of the test statistics. Asymptotic power comparisons across sta- 
tistics can be performed by using the approximate slope procedure of 
Bahadur (1960) and Geweke (1981). Both Jegadeesh (1991) and Rich- 
ardson and Smith (1991) use this method to provide a detailed analysis 
of a particular statistic for tests of serial correlation, and their analyses 
are special cases of the more general approach adopted here. Within 
this asymptotic setting, we provide several contributions to the ex- 
isting literature. 
1. First, under a given alternative model to the random walk, we 
provide the "asymptotically most powerful" statistic for the class of 
statistics which are linear combinations of j-order autocorrelations. 
This statistic serves as a benchmark that allows us to judge the relative 
efficiency of all test statistics among a general class of statistics. Spe- 
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cifically, we are able to comment on the power of test statistics cur- 
rently used in practice. 
2. Second, we provide intuition for why one statistic achieves higher 
power than another statistic. Specifically, we can explain why, for 
example, test statistics proposed in Jegadeesh (1991) and Lo and Mac- 
Kinlay (1988) achieve similar power under interesting alternatives even 
though their properties are seemingly different. These results should 
prove helpful for choosing statistics in future applications of random 
walk testing. 
3. Third, since the method we employ is strictly valid only asymp- 
totically, we provide simulation evidence in support of our claims. 
Ultimately, whether the asymptotic justification works well in small 
samples is an empirical question. We find that the intuition provided 
by the large sample analysis carries through to small samples. 
The article is organized as follows. Section II derives the asymptotic 
distribution of a broad class of test statistics for testing the random 
walk null. This class includes most of the recently employed statistics 
in the literature. As an example, a relevant application from this litera- 
ture is discussed. In Section III, we compare the power properties of 
various test statistics currently used in the literature. Of some interest, 
under a given alternative, we derive the "most powerful" statistic 
among its class and use it as a benchmark to provide intuition for the 
power comparison among the more commonly used test statistics. This 
analysis is performed in a framework of particular interest to financial 
economists, namely, slow mean reversion in stock prices. Section IV 
concludes the article. 
II. Unified Approach to Testing the Random Walk Model 
The random walk theory of stock prices has a long history in finance. 
More recently, the literature explores random walk deviations in terms 
of time-varying equilibrium returns (see, e.g., Fama and French 1988; 
and Poterba and Summers 1988). Of a controversial nature, some test 
statistics reject the random walk, whereas others find evidence consis- 
tent with the model. Much of this controversy seems to be due to the 
particular choice of test statistic, leaving conclusions regarding mean 
reversion in some doubt (e.g., compare and contrast Fama and French 
[1988] to Richardson [1993]). Nevertheless, outside of this debate, sev- 
eral recent papers further explore the time-varying properties of stock 
returns by appealing to alternative tests for serial correlation (e.g., 
Daniels and Torous 1991; Jegadeesh 1991; and McQueen 1992, among 
others). It seems appropriate therefore to develop a framework by 
which we can compare the properties of these statistics. 
Note that all of these tests are based on the random walk restriction 
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that the covariance between stock returns at time t and at time t - k 
is zero. Let Pt be the logarithm of the stock price at time t. The random 
walk restrictions can be derived by noting that if changes in the series 
Pt are uncorrelated, then the following conditions must hold: 
i X 
var( Rt+i) = j x var(Rt), 
and 
cov(Rt, Rtk) = 0 V k # 0, 
where 
Rt = Pt -Pt-1, 
These restrictions can be thought of as a set of orthogonality conditions 
on the population autocovariance moments for stock returns, R t. In 
large samples, under the assumption that Rt (i) are stationary and er- 
godic, (ii) are uncorrelated, and (iii) satisfy some homoscedasticity 
restrictions, it is possible to derive the asymptotic distribution of the 
vector of ith-order autocorrelations:2 
a VT A(j) - T[P i A A .p( j)] ' N(O, I),(1 
where 
(t_ - A)(Rt-i A) 
^ .(J) t=l(E Rt+i-i 
and 
lT 
a= ZRt. 
t=1 
The result in (1) should be familiar, as it is just the standard result for 
the distribution of autocorrelation estimators (see Kendall and Stuart 
1973).3 
2. The interested reader will note that our estimator of the ith-order autocorrelation 
is unconventional. In particular, we weight the autocovariance by a j-period variance 
estimator rather than the more standard single-period variance estimator. This transfor- 
mation has no effect on the asymptotic distribution under the random walk null, but 
can have profound effects under alternative specifications. Nevertheless, we use this 
unconventional estimator because (as we shall see) many of the existing procedures 
implicitly use this estimator. 
3. Note that this derivation required some restrictions on conditional heteroscedastic- 
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Note that, since any linear combination of normals is normal, a more 
general result for r (j) is available: 
VTY(j) - N( 0 , 1) 
Nx1 NXN 
NvVT D p(j) - N( 0 ,DD') (2) 
MxN Nx I MX I MXM 
( TT[D p(j)] ' (DD ') I[D (j)] ~X 
IXM MXM MXI 
Equation (2) represents a general class of statistics for testing the null 
hypothesis of no serial correlation-namely, particular linear combina- 
tions of sample autocovariances, cov(R,, Rt-k), weighted by some 
measure of the variance of Rt. Under the null hypothesis, this class 
contains all linear combinations of consistent estimators of the auto- 
correlations of Rt. 
A. Existing Test Statistics and Corresponding 
Asymptotic Distributions 
While existing work relates variance ratios to linear combinations of 
autocorrelations (see, in particular, Cochrane 1988; and Poterba and 
Summers 1988), equation (2) shows that this extends to a broad class 
of statistics. For example, the multiperiod sample autocorrelation, the 
commonly used variance-ratio statistic, and the J-statistic, among oth- 
ers, fall into this class.4 Table 1 provides the weights for these more 
popular univariate test statistics. 
For expositional purposes, we demonstrate the relation explicitly 
ity of the series R.. In particular, we assumed that E[(Rt - pt)2(Rt-k - -2] = [var(R,)] 2 
and E[(Rt - )2(Rt-j - p.)(Rt-k - pA)] = 0 for j # k > 0. It is possible, however, to 
derive the asymptotic distribution of 0(j) with the first assumption relaxed. Under this 
scenario, the asymptotic distribution for typical elements Pk(i) and 0l(j) is 
V;T NO) a N(O, I + C), 
where 
cov(Rt, Rtk) 0 
[var(Rt)]2 
ckl = o 
~~cov(Rt, t,2ld 
[var(Rt)]2 
That is, the variance of the autocorrelation (under heteroscedasticity) is equal to the 
variance under no heteroscedasticity, plus an adjustment factor which represents the 
persistence in the conditional variance. 
4. The J-statistic is defined as the regression of 1-period returns on the past J-period 
return (see Jegadeesh 1991). 
This content downloaded from 130.102.82.120 on Thu, 15 Oct 2015 07:05:46 UTC
All use subject to JSTOR Terms and Conditions
376 Journal of Business 
0 
'0L 
I H i 
*a ; I 
cn > 
Ca < 
_ I T< 
'a 
X C .1 H.v: 1 V1
2 H 
i r 
This content downloaded from 130.102.82.120 on Thu, 15 Oct 2015 07:05:46 UTC
All use subject to JSTOR Terms and Conditions
Serial Correlation 377 
M 
0 
M u 0 
<CL 
00 
40. 
4-4 
0 
En 
4-4 
0 
Z O 
This content downloaded from 130.102.82.120 on Thu, 15 Oct 2015 07:05:46 UTC
All use subject to JSTOR Terms and Conditions
378 Journal of Business 
for one particular statistic, namely, the multiperiod autocorrelation 
looked at by Fama and French (1988), among others: 
1 E [ (R -)(XR -j) 
A 
To see the breakdown of the above estimator in terms of consistent 
autocorrelation estimators, T4j), consider the following reasoning. 
Suppose e = 1; then the numerator of (1) estimates cov(R, Rit1), 
implying one i51(1). Now suppose I = 2; then the numerator of ~(j) 
estimates cov(Ro+1, R s1), cov(R1, Rcs2), cov(Rt, Rto 1), and cov(Rn, 
Rt_2), implying one p1(2), two p2(2), and one p3(2), and so forth. In 
general, supposed = J; then the numerator of e(j) estimates the first- 
order covariance once, second-order covariance twice, ... ., Jth-order 
covariance J times, (J + 1)th-order covariance n - 1 times, . . (2J - 1)th-order covariance twice, and 2Jth-order covariance once. 
The result that (j) is approximately a linear combination of pk(J) for 
different k then follows. In general, 
2j-1 
j) min(i, 2j - i)15i(j)Ij 
i=l1 
More generally, note than of the single restriction test statistics 
can be written as linear combinations of the wi(j)'s. Let D = 
(. . . Dj. . . Dk . . *) be the weights placed on each autocorrelation. 
Calculating the asymptotic variance of any of the single restriction 
statistics then involves simply adding up the squared weights of the 
elements of D. Let Y(j) be the appropriate test statistic. Then 
Aj 1 
Y(j)A- ) Ai(j) 
iE(j...k) 
=4 var[IY(j)] = E D. 
iE(j. ..k) 
For example, with respect to the multiperiod autocorrelation estima- 
tor, r(j), 
var[(j)] 2- 1 mini, 2j - i)p()I] 
= the a ptoi2 varpian(j)] + a (2] - i)2 var eii(J)]t 
A A~l i=j+1 
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I (i + 1)(21 + 1) (j+ 1)1(21 - 1)} 
j2 6 6 
2j2 + 1 
3] 
This is the same result derived by Richardson and Smith (1991) in a 
much different setting. Richardson and Smith (1991) look at a more 
complicated problem by estimating multiperiod autocorrelations in the 
context of overlapping data, which requires calculation of the asymp- 
totic distribution via the method of Hansen and Hodrick (1980). 
As a final comment, note that it has become fairly common to con- 
sider the joint properties of multiple horizon test statistics as in Rich- 
ardson and Smith (1991) and Richardson (1993).5 In previous applica- 
tions, however, the calculation of the asymptotic distributions of these 
joint test statistics has been nontrivial. Normally, the problem is un- 
wieldy, requiring the calculation of numerous cross- and autocovari- 
ances of multiperiod returns at different horizons. Here, all that is 
required are counting the autocorrelations in common for each statistic 
(at a given horizon) and then mutiplying their respective weights. As 
an aside, it also becomes apparent why these statistics are so highly 
correlated at similar horizons. Each statistic is simply a linear combi- 
nation of autocorrelation estimators (albeit with slightly different 
weights). 
B. Application: Reinterpreting the Mean-Reversion Evidence 
After Fama and French (1988) and Poterba and Summers (1988), a 
flurry of research has reevaluated the apparent evidence of mean rever- 
sion in stock prices reported in those articles. Much of the debate has 
centered around the distributional properties of the statistics employed 
by Fama and French (1988) and Poterba and Summers (1988). While 
most researchers now agree that the mean-reversion evidence is statis- 
tically quite weak, there are empirical applications in the literature 
which tend to confirm the mean-reversion evidence (e.g., see Jacquier 
and Nanda 1988; Daniels and Torous 1991; and Jegadeesh 1991, among 
others). 
Of course, all these papers implicitly condition on the results and 
statistics first reported by Fama and French (1988). Therefore, under 
the null hypothesis of a random walk, the interpretation of these trans- 
formed statistics needs to take into account each statistic's own distri- 
butional properties with Fama and French's (1988) multiperiod auto- 
correlation estimators. To understand this, note that, under the null, 
5. See also Daniels and Torous (1991), Jegadeesh (1991), and McQueen (1992), among 
others. 
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all deviations from the random walk are sampling error. Thus, it is 
necessary to understand how much of the variation in the sampling 
error of the multiperiod autocorrelation estimators can be explained 
by the transformed statistics. It is important, therefore, to understand 
the relation between the various test procedures under the random 
walk null. 
As an illustration, consider one of the more heavily cited articles 
in this literature, notably Jegadeesh (1991). Jegadeesh (1991) uses an 
asymptotic power argument to provide an alternative statistic (i.e., 
the aforementioned J-statistic) based on a regression of single-period 
returns on past J-period returns. He finds that this transformed regres- 
sion leads to statistically significant results in favor of mean reversion. 
However, under the null hypothesis of a random walk, what is the 
relation between the J-statistic and the ones employed by Fama and 
French (1988)? 
Using their representations as linear combinations of autocorrela- 
tions (in table 1), we can write down the weights that the multiperiod 
autocorrelation (a(j)), the variance ratio (V(2j)), and the J-statistic 
(P(1, 2j)) place on the autocorrelations: 
Autocorrelations: Pi P2 *-- Pj-I Pi Pi+ *-- P2j-2 P2j-I 
P(j)weights: 1 2 J I 2 1 
2J - j -2 j I 2 I 
V(2j)weights: 2 2J-2 J+1 J-1 2 1| 
P(1, 2]) weights: > > > 2 2X 2 > 2~~~~~~~~~~ 
Using this information, we can then calculate the covariance be- 
tween P(j), V(2j), and P(1, 2j), yielding their joint asymptotic distribu- 
tion :6 
2V2 + 1 1 
7_ r~(j) N 0 3j 2(4j - 1)(2j - 1) ___-__ (3 
2j 
2j 
/ \r(19 2j) 0 12j - I' 
6. Three aforementioned results concerning the asymptotic distribution of Pi(j) are 
of particular importance. First, the asymptotic variance of Pi(j) equals one for all i and j. Second, any two estimators, e.g., Pi(j) and p1(j) for i $ 1, are asymptotically uncorre- 
lated. Third, any two ith-order autocorrelation estimators, e.g., Pi(j) and p,(k) for all 
i, are asymptotically perfectly correlated. These three results make joint distribution 
calculations extremely easy. 
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From (3), the multiperiod autocorrelation, variance ratio, and J- 
statistic are all highly correlated. For instance, their respective correla- 
tions (with large j) range from 75% to 88%. This result is important 
because it suggests that, under the null hypothesis of a random walk, 
sampling error picked up by Fama and French's (1988) PA(j) will also 
be captured by the other estimators, P(1, 2j) and V(2j). To the extent 
that the Fama and French (1988) evidence is spurious (as many authors 
have claimed, e.g., see Richardson [1993]), this casts doubt on the 
significance of these alternative estimators. 
In terms of the actual evidence, Fama and French (1988) report 
their largest multiperiod autocorrelations over 36-48-month horizons 
(-.32- -.36), Poterba and Summers (1988) report their largest vari- 
ance ratios between 72 and 96 months (.522-.353), and Jegadeesh esti- 
mates the largest J-statistics between 72 and 96 months (-.016- 
-.009). Of course, given equation (3), this is precisely the type of 
pattern across statistics we would expect under sampling error. That 
is, the largest estimates for variance ratios and J-statistics should be 
at approximately twice the horizon length of the multiperiod autocorre- 
lation. 
The above correlations are justified asymptotically. It seems worth- 
while therefore to check whether this analysis carries through to small 
samples. To do this, we simulated 756 observations from data gener- 
ated under the random walk null (using normally distributed data and 
5,000 replications). For each replication, we estimated the multiperiod 
autocorrelation and J-statistic for various j. We then calculated the 
cross correlations between these estimators and compared them to 
their analytical counterparts. Table 2 reports the small sample joint 
distributional properties between Fama and French's (1988) P(j) and 
Jegadeesh's (1991) 0(1, 2j) estimator. As an example, consider the 
horizons j equal to 36 and 48. For these values of j, the small sample 
correlation between P(j) and P(1, 2j) is .81 and .79, respectively, 
which is close to the asymptotic value of .87. Clearly, since the simula- 
tion is performed under a random walk null, and these estimators are 
highly correlated, sampling error appears common to both estimators. 
Thus, spurious deviations from the null are produced by both esti- 
mators. 
To understand the practical implications of this result, suppose that 
stock prices actually follow a random walk. Under the random walk 
null, as Richardson (1993) shows, researchers should expect large devi- 
ations from this null when calculating P(j) estimators over differentj. 
If the pattern in these P(j) are U-shaped (as Fama and French 1988 
found), what is the corresponding small sample distribution of the P(1, 
2j) estimators under the null? 
Using the above simulation method, consider simulating P(j) and 
P(1, 2j) over the range of j looked at by Fama and French (1988) and 
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TABLE 2 Small Sample Correlations of Test Statistics 
P(1, 48) P(1, 60) P(1, 72) P (1, 84) P (1, 96) P (1, 108) P (1, 240) 
a 12 .59 .53 .49 .45 .42 .39 .29 
f24 .83 .73 .67 .61 .57 .53 .36 
f36 .77 .84 .81 .73 .68 .63 .40 
f48 .55 .72 .80 .82 .79 .73 .44 
P 60 .37 .53 .66 .75 .80 .80 .47 
f72 .26 .37 .49 .61 .70 .75 .49 
f84 .19 .27 .35 .46 .57 .65 .51 
f96 .15 .21 .27 .34 .43 .52 .54 
P 108 .12 .16 .20 .25 .31 .39 .57 
P 120 .09 .13 .16 .19 .23 .28 .61 
NOTE.-Table 2 presents small sample correlations between the multiperiod autocorrelation esti- 
mator (j) (e.g., Fama and French 1988) and the J-statistic (which is defined as the coefficient from 
the regression of 1-period returns on the past J-period returns, e.g., Jegadeesh [1991]) f(1, 2j) over 
different values ofj. The correlations are calculated from a simulation of 756 observations generated 
under the random walk null, using normally distributed data and 5,000 replications. 
Jegadeesh (1991). To coincide with existing evidence, however, we 
calculate the small sample distributions of these statistics under a ran- 
dom walk null which produces U-shaped patterns in the P(j). Table 3 
reports the empirical distribution of the average P(1, 2j) under this 
scenario, as well as the corresponding unconditional distribution of 
this multiple horizon statistic.7 As an illustration, for the equal- 
weighted index of stock returns, Jegadeesh (1991) reports an estimate 
of - .009. As Jegadeesh (1991) finds, and the unconditional distribution 
in table 3 confirms, this is significant at the 10% level. However, when 
we use the conditional distribution in table 3, the p-value is only .31, 
which suggests that the average A3(1, 2j) statistic does not reject the 
random walk null at conventional levels.8 
Why the different conclusions? Note that we have conditioned on 
the Fama and French (1988) evidence and the random walk being true. 
Common sampling error occurs because, under the random walk null, 
the J-statistic (as we have shown) is highly correlated with the Fama 
and French (1988) statistic. This is one way to view the evidence, 
that is, from the random walk perspective. An alternative viewpoint 
is expressed by Jegadeesh (1991), who is primarily concerned with 
the alternative hypothesis of mean reversion. In that framework, the 
J-statistic has greater power, and thus its rejection of the random walk 
null is consistent with this higher power. Which conclusion is correct 
depends on the researcher's priors regarding the random walk null. 
7. To coincide with Jegadeesh (1991), we calculate the average P(1, 2j) overj equal 
to 48, 60, 72, 84, 96, 108, and 240. 
8. It should be pointed out, however, that this analysis is outside the framework of 
potential seasonals in mean reversion. Specifically, neither the Fama and French (1988) 
results nor the simulation evidence here can address the January seasonality documented 
by Jegadeesh (1991). 
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Below, we turn our attention to the power of the random walk test 
statistics and, in particular, to their relative standing among the general 
class described by equation (2). 
III. Power of Tests for Serial Correlation in Stock Returns 
The difficulty with analyzing the power of tests for serial correlation 
in stock returns is that the power functions of the statistics are un- 
known. Faust (1992) manages to comment on the small sample power 
of a particular class of statistics, namely, filtered variance ratios (see, 
e.g., Durbin and Watson 1950). However, this class is limited in size, 
as well as having to require normally distributed random variables. 
The most common approach for evaluating the power of these statistics 
is to perform a Monte Carlo simulation under a specific distributional 
assumption and evaluate power that way (see, e.g., Poterba and Sum- 
mers 1988; and Lo and MacKinlay 1989). Monte Carlo analysis, how- 
ever, also requires specification of the random variables' distributions. 
Further, while the results may have practical value, little intuition is 
gained from the exercise. Thus, at least with respect to these ap- 
proaches, there is some need to understand why different decision 
rules (i.e., rejection or no rejection of the random walk) are reached 
by different tests. 
Our approach is to use a procedure developed by Bahadur (1960) 
and Geweke (1981) for making asymptotic power comparisons across 
a set of test statistics. Using this method, both Jegadeesh (1991) and 
Richardson and Smith (1991) have had some success at analyzing the 
power of particular statistics, with emphasis on developing intuition. 
In this section, we provide a common perspective on the asymptotic 
power of the more commonly used test statistics and comparison 
thereof of their small sample properties. 
Statisticians have come up with a number of yardsticks for compar- 
ing tests when their exact powers are difficult to compute. One such 
is the comparison of Bahadur approximate slopes. While no one has 
adopted that criterion as the criterion to use, because of a number of 
caveats listed below, we feel that the application of that criterion here 
can provide some intuition about the relative behavior of the more 
commonly used test statistics. Indeed, by so doing we are not advocat- 
ing this criterion over other criteria in the statistics literature. 
With respect to the approximate slope procedure, Bahadur (1960) 
defines the approximate slope of a test i (denote ci) to be the rate at 
which the logarithm of the asymptotic marginal significance level of 
the test decreases as sample size increases, under a given alternative. 
Hence, it provides a measure of how incredible the null hypothesis 
becomes as sample size increases. Geweke (1981) shows that if the 
test statistic's limiting distribution under the null hypothesis is x2, then 
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c equals the probability limit (i.e., plim) of the statistic divided by T. 
Of special interest, Geweke (1981) also provides formal justification 
for comparing the approximate slopes of different tests, subscripted 
by i and j. Specifically, let A* equal the largest nonrejection region 
possible in a sample size of T given that the probability of not rejecting 
the null hypothesis is not to exceed a value y E [0, 1]. Similarly, define 
T, equal to the minimum number of observations required to insure 
that the probability that the statistic exceeds the nonrejection region 
A is 1 - y. Then for any ith andjth test statistic with the same limiting 
X2 distribution, the following two results hold. 
Result 1. 
Elim - 
- i'(4) 
A--ocT ( C) 
Result 2. 
Ai Ci 
lim-= . (5) 
T 
->ocA4 C 
Either of the above results may be interpreted in the following way. 
A test with greater approximate slope may be expected to reject the 
null hypothesis more frequently under that alternative than one with 
smaller approximate slope. That is, for a given power, fewer observa- 
tions are needed to reject (see result 1, eq. [4]) or a larger nonrejection 
region is allowable (see result 2, eq. [5]). 
Bahadur (1967) and Geweke (1981), however, point out several cave- 
ats with respect to this procedure. First, Bahadur (1967) describes how 
the approximate slope may be a poor measure of the exact slope in 
various contexts. Second, and related, the approximate slope compari- 
sons are only strictly valid asymptotically. It may, therefore, be inap- 
propriate in small samples. In defense of the approximate slope, how- 
ever, this is true of all asymptotic theory. Nevertheless, in this context, 
Geweke (1981) states that the criterion of approximate slope cannot 
be used by itself to compare the merits of tests. Third, comparisons 
are made using the same critical points for both tests, which are known 
only asymptotically. For example, in the present article, all the test 
statistics have asymptotic x2 representations. In small samples, how- 
ever, their distributions may look quite different (see Richardson and 
Stock 1989). In terms of applications, therefore, we view the approxi- 
mate slope procedure as a way to gain intuition concerning the power 
of the tests and as a way to design experiments (possibly Monte Carlo) 
to investigate the relative power of the tests (see Geweke 1981, p. 
1434). Ultimately, however, how well the approximate slope captures 
the true power properties of these statistics remains a small sample 
question. Various simulations are provided to address this issue. 
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A. The Test with the Largest Approximate Slope 
Equation (2) is a formula for a general class of test statistics which 
place different weights on consistent autocorrelation estimators over 
various multiperiod sums. As a special case, it captures many of the 
recent statistics employed in the finance and macroeconomics litera- 
ture. Under a particular alternative, which statistic is the most power- 
ful, and what is the relative power of the more commonly used sta- 
tistics? 
Given that they all admit asymptotic x2 distributions, one way of 
answering this question is to compare the asymptotic power of these 
statistics. As a benchmark against other statistics, under a particular 
alternative, we can calculate the asymptotically most powerful test 
among the class of statistics described in equation (2). All we need do 
is choose the D and j in order to maximize the approximate slope 
of the statistic. Under a given alternative and for a fixed number of 
restrictions M in equation (2), it is straightforward to apply Geweke's 
(1981) approximate slope procedure. In this case, choose D and j to 
maximize 
jD =D{D[plim(p(j))]}' {DD'}- 1 {D[plim(p(j))]}. (6) 
In order to solve the maximization of (6), all we need are the proba- 
bility limits of the autocorrelation estimators p(j). Given a particular 
alternative, these can be readily calculated. As an example, consider 
fixing the number of restrictions M equal to one. Also, ignore for the 
moment the choice of j (note that this will be discussed later in this 
section). Define the true ith-order autocorrelation of stock returns un- 
der the alternative as pi. Then solving the maximization problem in (6) 
gives us the optimal weights (in the sense of maximizing the approxi- 
mate slope): 
D = kpi, (7) 
where k is some constant. 
Equation (7) gives the most powerful test among its class. Against 
a given alternative, the optimal test places its relative weight Di on the 
pi(j) in a one-for-one correspondence with the magnitude of the true 
pi. This condition holds for all alternative models and thus represents a 
general formula for the maximal asymptotic power attainable. Several 
additional important observations regarding equation (7) are in order. 
1. The derivation of equation (7) did not require the distribution of 
the random variables to be specified. For example, normality of stock 
returns is not a necessary condition. This result implies that the intu- 
ition developed from equation (7) will not depend on the underlying 
distribution, which is in contrast to Faust (1992). 
2. There is in general no uniformly, asymptotically most powerful 
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test of the random walk model. In particular, the power of the test 
depends explicitly on the relative magnitude of all the ith-order auto- 
correlations under the alternative. Thus, the most powerful test against 
some alternative (e.g., one with emphasis on lower-order autocorrela- 
tions) may have low power against other models (e.g., one with empha- 
sis on higher-order autocorrelations). This explains why the most pow- 
erful test is difficult to implement in practice, since its application 
requires knowledge of the alternative model. Thus, in terms of devel- 
oping powerful tests, researchers need to pay special attention to what 
they believe are the reasonable alternatives. 
3. For a given alternative, however, the asymptotically most power- 
ful test in (7) provides a useful benchmark by which to gauge the more 
commonly used statistics. That is, it is possible to determine how close 
a particular statistic (like the variance ratio or J-statistic) is to the 
optimal one. For example, if the alternative model suggests mean re- 
version in either stock prices (e.g., Fama and French 1988; and Poterba 
and Summers 1988) or stock returns (e.g., Conrad and Kaul 1988; and 
Lo and MacKinlay 1988), then the optimal test will impose declining 
weights on the autocorrelation estimators. From table 1, this suggests 
that a variance-ratio-based statistic will have favorable properties, as 
it too implies descending weights (albeit not optimal ones). In contrast, 
for diffuse priors, a more reasonable statistic may be the J-statistic 
(e.g., Jegadeesh 1991) since it places equal weight on each autocorrela- 
tion. Therefore, the J-statistic will have some power against alterna- 
tives which emphasize both lower-order and higher-order serial depen- 
dence. 
4. It is also clear why the test statistics are so similar under the null 
hypothesis (see Sec. IIB) yet can have such different properties under 
alternative models. The key intuition is that all these statistics are 
linear combinations of consistent estimators of autocorrelations, albeit 
with different weights on these autocorrelations. Under the null, the 
true autocorrelations are all zero so that there is little difference be- 
tween weighting one autocorrelation more than another one. Under 
the alternative, the choice of weights is crucial to the power of the 
test because some autocorrelations contain much more information 
regarding the alternative. 
5. With respect to the choice of j, this too depends on the alterna- 
tive.9 For mean reversion in levels (i.e., stock prices), largej will tend 
9. Note that, in practice, the econometrician also chooses a method for calculating 
the asymptotic variance-covariance matrix of the autocorrelation estimators. Here, we 
have employed the analytical variance (i.e., the identity matrix), which is standard in 
the statistics literature. Researchers, in finance, sometimes employ data-driven proce- 
dures such as those proposed by Hansen and Hodrick (1980), Hansen and Singleton 
(1982), and Newey and West (1987), among others. While the small sample properties 
of these statistics are in serious doubt in the presence of overlapping observations (e.g., 
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to increase the approximate slope. This is because the j-period vari- 
ance estimator increases at a slower rate than j. In contrast, for mean 
reversion in growth rates (i.e., returns), the exact opposite occurs, and 
j = 1 is optimal. Nevertheless, the main point is that j = 1 is not 
necessarily always optimal, so that statistics like the J-statistic or 
multiperiod autocorrelation may be preferred to variance-ratio-based 
statistics. 
B. Example: Mean Reversion in Stock Prices 
One particular model which has received considerable attention in the 
recent literature is the mixture of permanent and stationary compo- 
nents of stock prices proposed by Fama and French (1988) and Poterba 
and Summers (1988): 
Pt = L + qt + zt, (8) 
where 
qt = qt-I + Et, E[Et] = E[EtEt-j] = 0, 
and 
Zt = Xzt-1 + I E[rjt] = E[jtjtj] = 0, lXI &lt; 1.
This model contains a stationary component, zt, and a permanent com- 
ponent, qt. In this system, prices mean-revert, and the speed of this 
reversion depends on the size of the autocorrelation parameter, X, 
and the share of the variance captured by the stationary component 
(denote u)2 
Under the assumptions of the model, the probability limit of pk(J) 
can be written as 
plim[p1k(j)] = (1 - 
2(1 -y)(1-X) + 2y 1 ) 
where 
-y = share of variance captured by 
mean-reverting component zt 
2) 2 
(1+ A) (T2 + 2(T2 
see Richardson and Smith 1991), their power properties can be quite different from the 
statistic given in (2). As with the choice of j, the preferred choice depends on the 
alternative and, in particular, on whether stock prices or stock returns mean-revert. 
To further understand how asymptotic power is impacted via one's estimate of the 
variance-covariance matrix, see Richardson and Smith (1987) for a complete analysis in 
a different framework to random walk testing. 
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In terms of the approximate slope analysis above, recall that 
plim[pk(j)] represents the optimal test's relative weight placed on the 
autocorrelation estimators pk(J). Below, we provide a more detailed 
analysis of this particular example. 
1. Comparison of tests. Much of the focus on the power of random 
walk tests has centered around the stock price model in (8). Most of 
the research is concerned with the question of what is the optimal 
horizon for testing the random walk. For example, Poterba and Sum- 
mers (1988) provide a Monte Carlo analysis of various statistics under 
model (8) for normally distributed returns and find long horizon tests 
are optimal. Both Jegadeesh (1991) and Richardson and Smith (1991) 
use this model to illustrate the asymptotic power properties of some 
popular tests for serial correlation in stock returns and reach similar 
conclusions. This model, therefore, is of some interest to the random 
walk testing literature. 
For our analysis, consider fixing the number of restrictions, M, equal 
to one, and consider model (8) for a given X and y. Substituting the 
formula for plim[pk(j)] into equation (6), we can then maximize over 
D andj, given values for X and y. Specifically, for the single restriction 
case (i.e., M = 1), we want to find the test with maximal approximate 
slope to use as a benchmark against existing tests: 
-2 
Diki-' 
max y(1 - -)2 -iE(Dk...Dz) max . (9) 
(k...o), 2(1 - y)(1 - A) + 2^y 
- ) D] 
J - iE(Dk...DZ) 
A B 
This maximization problem involves two separate parts. First, which 
value of j maximizes A? It is clear from the above equation that A 
reaches its maximum as j gets large. The intuition for this result is 
straightforward. Since pk(j) converges in probability to cov(Rt, Rt_k)/ 
[var(EI=i Rt+i)/j], and all the covariances are negative under this alter- 
native, it is apparent that as j - oo the variance measure var(E_i 
Rt+i)/j approaches a2 from above. The null theory above holds for j 
fixed and letting T -> oo; hence, the choice of j cannot approach in- 
finity.10 
However, the fixed value of j should be "large." The question of 
how large is "large" presents a potential problem. The difficulty arises 
because once we have fixed a j, say j*, we could always achieve 
greater asymptotic power by choosing j* + 1. With respect to this 
10. To see this, consider the Richardson and Stock (1989) methodology in which j/T 
approaches a constant as T gets large. In their framework, the distribution of the statis- 
tics breaks down, and the estimators are no longer consistent. 
389 
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particular mean-reversion example, it turns out that, although we in- 
crease the approximate slope as we increase j, the marginal gain to 
increasingj declines. Therefore, at some value of j, the efficiency gain 
is essentially zero. Moreover, how quickly this occurs depends only 
on two parameters governing the stationary component, that is, y and X. 
With respect to part B, the maximization problem can be reduced 
to choosing the elements of D which maximize the sum of the covari- 
ances, or in this particular case, 
3 DiXj-1 
iE (Dk. 
.DI) 
max . (10) 
(Dk... DI) 
iE (Dk. 
.DI) 
Our choice of D depends only on X, the mean-reversion parameter. It 
does not depend on any parameters governing the distribution of Et or 
m. This is because X fully explains the autocorrelation structure of 
returns under the alternative (see eq. [7] in Sec. IIIA). 
The effect on the approximate slope as we add additional weights 
Di E D is ambiguous. The reason for this is straightforward: as we 
add elements to D, we apparently pick up more mean reversion in 
the series (i.e., the numerator in [10]) but also more variation due to 
estimation of additional parameters (i.e., the denominator in [10]). The 
choice of D, therefore, is a trade-off between gaining more information 
at the cost of that information being noisy. The exact choice of D 
will depend on the magnitude of X-that is, on how quickly prices 
mean-revert. For a given value of X, it is possible to solve the maximi- 
zation problem (10) to find the optimal number and values of the ele- 
ments Di in D. After we work through the maximization problem, the 
solution is 
Di = Xi-' Vi. 
The intuition behind this result is that, although there is useful informa- 
tion in each autocorrelation, the econometrician needs to put less 
weight on the longer autocorrelations, as they contain less information. 
The values of these weights are determined by how fast the autocorre- 
lations approach zero, that is, by i-1 . 
Consider values of X = (.90, .95, .98) and y = .5. These values are 
in the neighborhood of those considered interesting by Poterba and 
Summers (1988) and others. For these values, there are corresponding 
weights implied by the multiperiod autocorrelation (f3(j)), the variance 
ratio (V(2j)), and the J-statistic (f3(1, 2j)). Figures 1-3 provide the 
weights for the maximal approximate slope statistic, as well as the 
optimal f3(j), V(2j), and f3(1, 2j) (optimal in the sense of searching for 
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FIG. 1.-Normalized optimal weights provided on the ith-order autocorrela- 
tion estimators for the asymptotically most powerful test, the optimal variance 
ratio, the optimal J-statistic, and the optimal multiperiod autocorrelation, 
where A = .90. The alternative is one in which stock prices have a permanent 
and a temporary AR(1) component with autocorrelation parameter A = .90 
and share of variance equal to 1/2. Specifically, the statistics are defined as 
follows: (i) the optimal test is the statistic with the maximal approximate slope, 
and it places normalized weights on the ith-order autocorrelation of Xi-'1( - 
A); (ii) the optimal multiperiod autocorrelation is just the J*-period autocorrela- 
tion; (iii) the regression coefficient is defined as the coefficient from a regres- 
sion of 1-period returns on K*-period returns; and (iv) the variance ratio is 
the ratio of the L*-period variance of returns to the single-period variance. 
Note that an asterisk denotes the horizon that maximizes the approximate 
slope of the statistic. 
the j which gives greatest approximate slope for each statistic). Note 
that the weights have all been normalized to add up to one for each 
statistic. 
As seen from figures 1-3, the optimal weights for the test with largest 
approximate slope are geometrically declining as a function of the mag- 
nitude of the ith-order autocorrelations. Thus, the decline is much 
steeper for X = .90 versus X = .98. In terms of the more commonly 
used statistics, the variance-ratio statistic most closely resembles the 
optimal test in that its weights also decline (albeit linearly). In contrast, 
the J-statistic places too much weight on higher-order autocorrelations 
relative to lower-order ones. For example, for X = .95, the J-statistic 
places equal weights on 2.5% on P40 and pi, even though there is 
relatively little information content in the 40th-order autocovariance. 
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FIG. 2.-Normalized optimal weights provided on the ith-order autocorrela- 
tion estimators for the asymptotically most powerful test, the optimal variance 
ratio, the optimal J-statistic, and the optimal multiperiod autocorrelation, 
where X = .95. The alternative is one in which stock prices have a permanent 
and a temporary AR(1) component with autocorrelation parameter X = .95 
and share of variance equal to 1/2. Specifically, the statistics are defined as 
follows: (i) the optimal test is the statistic with the maximal approximate slope, 
and it places normalized weights on the ith-order autocorrelation of Xi- I( - 
X); (ii) the optimal multiperiod autocorrelation is just the J*-period autocorrela- 
tion; (iii) the regression coefficient is defined as the coefficient from a regres- 
sion of 1-period returns on K*-period returns; and (iv) the variance ratio is 
the ratio of the L*-period variance of returns to the single-period variance. 
Note that an asterisk denotes the horizon that maximizes the approximate 
slope of the statistic. 
The multiperiod autocorrelation fares even worse by placing relatively 
little weight on the informative lower-order autocorrelations. For ex- 
ample, for X = .95, it places over 7% weight on P14 and only .5% 
weight on Pi. For comparison purposes, note that the optimal statistic 
implies approximately 5% weight on Pi, 2.5% weight on P14, and .5% 
weight on P14* 
Of course, in practice, the test statistic with maximal approximate 
slope, as well as the optimal ,8(j), V(2j), and P(1, 2j), are unknown. 
These tests depend explicitly on the unknown parameter X, that is, on 
how quickly the autocorrelations decline. A comparison of figures 1-3 
shows that, although optimality differs over X, the basic idea underly- 
ing each statistic remains. Specifically, for the stock price model in 
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FIG. 3. -Normalized optimal weights provided on the ith-order autocorrela- 
tion estimators for the asymptotically most powerful test, the optimal variance 
ratio, the optimal J-statistic, and the optimal multiperiod autocorrelation, 
where X = .98. The alternative is one in which stock prices have a permanent 
and a temporary AR(1) component with autocorrelation parameter X = .98 
and share of variance equal to 1/2. Specifically, the statistics are defined as 
follows: (i) the optimal test is the statistic with the maximal approximate slope, 
and it places normalized weights on the ith-order autocorrelation of Xi- 1(1 - 
X); (ii) the optimal multiperiod autocorrelation is just the J*\period autocorrela- 
tion; (iii) the regression coefficient is defined as the coefficient from a regres- 
sion of 1-period returns on K*-period returns; and (iv) the variance ratio is 
the ratio of the L*-period variance of returns to the single-period variance. 
Note that an asterisk denotes the horizon that maximizes the approximate 
slope of the statistic. 
(8), test statistics which impose geometrically declining weights are 
the preferred choice. 
2. Approximate slope calculations. Section IIIB 1 provided a com- 
parison of existing test statistics with the asymptotically most powerful 
statistic of its class. In this subsection, we expand the discussion to 
include explicit approximate slope calculations of the statistics under 
the alternative stock price model given in (8). We use the above values 
of X and also consider values foriy of( t14, /2,x/4)1 These values suggest 
a large, but relatively slow, mean-reverting component to stock prices. 
The practical implications of such a model are that these low frequen- 
11. These values coincide with those given in Poterba and Summers (1988) and im- 
plied in the Fama and French (1988) analysis. 
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cies can be picked up only by multiperiod data-for example, by look- 
ing at sums of autocorrelations. 
Table 4 compares the approximate slope of the asymptotically most 
powerful test to the most powerful versions of existing tests in the 
literature."2 For low values of y (i.e., for alternatives close to the ran- 
dom walk), the J-statistic and the variance-ratio statistic achieve over 
50% of the maximal power. The interpretation, therefore, is that about 
twice as many observations are needed by these statistics to achieve 
maximal power. Consistent with our intuition in Section IIIB 1, how- 
ever, the single-period and multiperiod autocorrelation estimators fare 
less well. For high values of y (in which mean reversion plays a domi- 
nant role), most of the statistics have low power relative to the optimal 
statistic's power. The exception is the J-statistic; however, even this 
statistic requires over six times as many observations to achieve the 
same power. 
Of some interest, as we vary X over the possible alternative models, 
the ordering across the power of the test statistics remains relatively 
constant. For example, for X = (.90, .95, .98), the relative power of 
the variance ratio is the same. That is, the statistic achieves 54%, 24%, 
or 6% of maximal power, depending on the magnitude of y. Note that 
My depends explicitly on the ratio of the variance of the innovations of 
the stationary component to the random walk component, a 2/(&2).13 
This suggests that the persistence of the stationary component may 
not be the most important factor with respect to comparisons of the 
test statistics' power. Just as important is the stationary component's 
contribution to overall stock return variability. 
This explains why the approximate slope results in table 4 do not 
correspond exactly with the optimal weights given in figures 1-3. For 
example, in contrast to conclusions drawn from figures 1-3, table 4 
shows that the variance-ratio statistic has less asymptotic power than 
the J-statistic. The reason for this result is that the approximate slope 
in (9) has two terms, A and B. While the variance-ratio statistic's 
weights are declining and therefore close to optimal with respect to 
term B, the choice of j = 1 in term A is far from optimal. In contrast, 
the J-statistic chooses large j but fails to capture the declining weights 
required by optimization of B. As an illustration, for X = .95 and y = 
1/2, about 3/4 of the loss in efficiency for the variance ratio comes from 
component A, while only about 1/2 comes from component A for the 
J-statistic. 
This analysis also helps explain why seemingly different tests may 
12. For example, we chose the optimal variance ratio (i.e., the j-period variance ratio 
with maximum approximate slope over all j) for comparison with the most powerful 
test. As an illustration, for X = .95 and -y = 1/2, j = 42. 
13. One must recognize, however, that -y itself depends on X. Thus, the ratio or'Iar- 
does not remain constant as we vary X. 
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TABLE 4 Approximate Slope Calculations 
Relative % of Optimal Test 
Slope 
Parameters (Optimal) V(j) i() (1, i) 
X = 
.90: 
-y= 1/4 .00146 54.5 39.5 57.8 10.7 
y = 1/2 .01316 24.2 20.0 35.4 4.7 
y = 3/4 .11842 6.1 5.9 15.3 1.2 
X = .95: 
-= 1/4 .00071 54.6 38.3 58.3 5.5 
y = 1/2 .00641 24.2 19.5 35.9 2.4 
y = 3/4 .05769 6.1 5.8 15.7 .6 
x = .98: 
-= 1/4 .00028 54.6 37.5 58.5 2.2 
-y= 1/2 .00253 24.2 19.2 36.2 1.0 
y = 3/4 .02273 6.1 5.8 15.9 .2 
NOTE.-Table 4 presents approximate slope calculations for various statistics under the null hy- 
pothesis that stock prices have a slowly mean-reverting component. Specifically, the null and alterna- 
tive hypotheses are given by 
null: P, = p. + q,, 
and 
alternative: P. = pL + q, + z,, 
where 
qt = qt- + c,, E[E,] = E[,EE] = 0, 
and 
z, = Xz,_l + X,, E[n,] = _= 0, X &lt; 1. 
The approximate slope measures the relative asymptotic power of the statistics when testing the null 
(under a particular alternative). The table provides calculations for different values of X and y, where 
y measures the share of the variance captured by the mean-reverting component z,. Note that the 
optimal test is the test statistic with the highest approximate slope, V(j) is the optimal variance ratio, 
P(j) is the optimal multiperiod autocorrelation, (1, j) is the optimal coefficient from a regression of 
1-period on past j-period values, and 11 is the single-period autocorrelation. 
give similar conclusions under the alternative model specification. For 
example, consider the J-statistic and the variance-ratio statistic (see, 
e.g., Lo and MacKinlay 1988; and Jegadeesh 1991). The somewhat 
similar power of these tests is due to different reasons, namely, either 
the optimal declining weights in A (i.e., as with the variance-ratio 
statistic) or the large j multiperiod variance divisor in B (i.e., as with 
the J-statistic). 
3. Simulation results. Since the approximate slope is a large sam- 
ple theory, the results in table 4 are valid only asymptotically. It is of 
some interest, therefore, to study the small sample behavior of the 
statistics via simulation. The simulation consists of 5,000 replications 
with X = .95 and y = 1/2. We draw E, and q, from independently and 
identically distributed normal distributions. 
Table 5 reports the small sample power of the statistics given in 
figure 2 and the size of the nonrejection region A* (under fixed 90% 
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TABLE 5 Small Sample Power Calculations 
No. of Observations Optimal Test V(j) (j) 0(1, j) I1 
T= 360: 
Empirical power (%) 28.26 5.82 11.50 13.30 6.28 
Ai Aj* = .16 .438 .188 .430 .125 
T = 720: 
Empirical power (%) 34.26 14.72 17.66 23.34 6.14 
Ai Aj* = .27 .481 .185 .519 .074 
T = 1,440: 
Empirical power (%) 58.16 31.94 26.96 45.56 6.90 
Ai Aj* = 1.12 .473 .134 .438 .018 
Aj 
T = 2,880: 
Empirical power (%) 84.64 65.02 48.38 71.94 9.40 
Ai Aj* = 3.69 .455 .176 .455 .005 
Aj 
T = 5,760: 
Empirical power (%) 98.68 94.48 79.40 94.76 16.82 
A* Aj* = 11.24 .426 .228 .495 .003 
Aj 
NOTE.-Table 5 compares the small sample power of the statistics in table 4 under table 4's 
alternative with X = .95, y = 1/2, and E, and l, drawn from normal distributions. The statistics have 
the following form: 
JTT[ iE D) ipi(j)] 
iE(Dk ... Df) 
JT Ts 
LD2 
iC-(Dk. .. .De) 
By using empirical 5% cut-off levels, power is evaluated for different values of T. In addition, for a 
fixed power of 90% and given T, the size of the nonrejection region A* over 5,000 replications is 
calculated. Note that the optimal test is the test statistic with the highest approximate slope, V(j) 
is the optimal variance ratio, P (j) is the optimal multiperiod autocorrelation, P(1, j) is the optimal 
coefficient from a regression of 1 period on pastj-period values, and A is the single-period autocorre- 
lation. 
power) for values of T = 360, 720, 1,440, 2,880, and 5,760.14 The idea 
behind this simulation is to check the convergence of the limit results 
in equations (4) and (5). 
14. With respect to the optimal test statistic, we let j = 120 and let the last weight 
equal D120. While these values were chosen somewhat arbitrarily, they should capture 
most of the optimal statistic's implied power. However, since we limit j = 120, we 
should not expect the ratio of the nonrejection region A* to exactly equal the ratio of 
approximate slopes. 
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As the approximate slope theory suggests, the asymptotically most 
powerful test among its class has higher power than the other statistics. 
The most comparable statistic in terms of power is the J-statistic, 
which, interestingly enough, is also the most comparable in terms of 
approximate slope. Of particular interest, the ratio of the nonrejection 
regions A* are of similar magnitude to the ratio of approximate slopes. 
For example, at T = 1,440, the ratio of the J-statistic's A* to the 
optimal statistic's A* is .438, while the ratio of the approximate slope 
in table 4 is .359. As we increase T to 2,880, 5,760, and 10,000, the 
ratio of the A*s is .455, .495, and .488, respectively. At first glance, 
these simulation values seem too large. However, note that, for our 
simulations, the appropriate comparison of approximate slopes in- 
volves j = 120 and not the optimal j and weights of table 4 (see n. 14). 
For this case, the corresponding ratio of approximate slopes is .489, 
which is consistent with the simulation results in table 5.15 Hence, even 
in light of the well-documented small sample problems of multiperiod 
autocorrelation statistics, the approximate slope results provide a 
fairly accurate assessment of the relative power of these statistics. 
To further understand the intuition underlying these results, recall 
that the maximal power of the test is due to two distinct features (i.e., 
components A and B in eq. [9]). The first feature reflects the declining 
weights placed on the higher-order autocovariance of returns, while 
the second uses a j-period variance estimator with a large j. In order 
to check how well these features carry through in practice, we calcu- 
late A* for different values of T by using a statistic which has optimal 
weights, but only the single-period variance estimator (i.e., j = 1 in 
[9]). Specifically, for T = 360, 720, 1,440, 2,880, and 5,760, the relative 
percent of the statistic's nonrejection region to the optimal A* is 50%, 
48%, 56%, 53%, and 45%, respectively. This suggests that approxi- 
mately half of the optimal test's strength comes from the optimal 
weights, and the other half from the choice of the j-period variance 
estimator, which accords with the approximate slope analysis above 
in Section IIIB2. 
In terms of the power of the optimal weights' statistic for j = 1, 
with the number of observations T = 360, 720, 1,440, 2,880, and 5,760, 
the power of the test is 27%, 30%, 45%, 74%, and 96%, respectively. 
As clear from table 5, while the power of this statistic is always less 
than the optimal test, it does have higher power than the more com- 
monly used statistics. It is interesting to note, however, that its power 
is remarkably similar to the J-statistic. These statistics are individually 
15. Note that, although the relative power of the variance ratio and J-statistic is 
consistent with table 4, convergence to the approximate slope limit for variance ratios 
appears slow. For example, the ratio should equal .33, yet at T = (720, 2,440, 2,880, 
5,760, 10,000, 20,000) the simulated ratio is (.481, .473, .455, .426, .405, .385), respec- 
tively. 
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optimal with respect to only one of the components of the optimal 
test, either A or B in expression (9). Since each component contributes 
roughly 50% to the overall power of the test, it is not surprising that 
these statistics have similar power, albeit for quite different reasons. 
IV. Conclusion 
The purpose of this article has been to provide a unified approach to 
testing for serial correlation in stock returns. The topic is important 
because different test methodologies are used in the finance literature 
with little discussion on how these methods compare. In this article, 
we derive the direct relation between the most commonly used test 
statistics. Thus, we are able to comment on when these tests lead to 
either similar or different conclusions under both the random walk null 
and interesting mean-reversion alternatives. 
Within this context, several applications are discussed in the article. 
Examples of some of these applications are as follows. 
1. We show that many of the test statistics for serial correlation are 
highly correlated under the null of a random walk. From the random 
walk perspective, therefore, we show that much of the evidence across 
these statistics is consistent with sampling error (as is the case with 
the original Fama and French [1988] article). 
2. We also provide a comparison of the power properties of cur- 
rently used test statistics. As a gauge of their potential against mean- 
reversion alternatives, these statistics are compared to the asymp- 
totically most powerful test in their class. For mean-reversion 
alternatives, among the class of linear combinations ofj-order autocor- 
relations, our results suggest that the more powerful tests place declin- 
ing weights on the j-order autocorrelations. 
As a general comment, the class of statistics studied in this article 
is especially suited to testing no serial correlation against vague alter- 
natives. To the extent that researchers are interested in the predictabil- 
ity of asset returns, serial correlation tests provide an objective view 
of the data (i.e., without having to subjectively choose, some call 
"snooping," other predictive variables). Thus, the results in this arti- 
cle should have applications elsewhere in the literature. 
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