Motivation: An important area of research in the postgenomics era is to relate high-dimensional genetic or genomic data to various clinical phenotypes of patients. Due to large variability in time to certain clinical events among patients, studying possibly censored survival phenotypes can be more informative than treating the phenotypes as categorical variables. Due to high dimensionality and censoring, building a predictive model for time to event is more difficult than the classification/linear regression problem. We propose to develop a boosting procedure using smoothing splines for estimating the general proportional hazards models. Such a procedure can potentially be used for identifying non-linear effects of genes on the risk of developing an event. Results: Our empirical simulation studies showed that the procedure can indeed recover the true functional forms of the covariates and can identify important variables that are related to the risk of an event.
INTRODUCTION
With the completion of sequencing the human genome and with the development of high-throughput technologies, we are now able to obtain information about an individual's entire genome or the entire genomic profile of a tumor. Very high-dimensional genetic and genomic data are being generated in pharmaceutical industries and in biomedical and clinical research. Examples of high-throughput data include the genome-wide SNP data, microarray-based gene-expression data and proteomic data. It is believed that understanding an individual's genetic makeup or individual tumor's genomic profile would provide the key for explaining many clinical variations. For example, with the DNA microarray technology, one can simultaneously measure expression levels for thousands of genes in cancer tissues, which offers the possibility of a powerful, genome-wide approach to study the genetic basis of different types of tumors. Several studies (Golub, 1999; Rosenwald et al., 2002 ) * To whom correspondence should be addressed.
have demonstrated great success in predicting cancer class using the gene-expression data. Different classes of cancer may correspond to different clinical outcomes of a given treatment. In addition, studies also demonstrated that additional predictive power can be obtained by incorporating genomic information in addition to the traditional predictive factors such as tumor grades, sizes and stages (Rosenwald et al., 2000) .
Due to large variability in time to a clinical event such as cancer recurrence among cancer patients, studying possibly censored survival phenotypes can be more informative than treating the phenotypes as binary or categorical variables. Since the follow-up time is limited, some patients' exact survival time cannot be measured. For these patients, we only have their right censored survival time. The emphasis of this paper is to develop methods for predicting patient's time to clinical events using high-dimensional genetic or genomic data and to identify important genes and their effects on the risk of the event. The most popular method in regression analysis for censored survival data is the Cox regression model (Cox, 1972) . However, due to the very high dimensional space of the predictors, e.g., the genes with expression levels measured by microarray experiments, the standard maximum Cox partial likelihood method cannot be applied directly to obtain parameter estimates. There are two main solutions in the literature so far. One approach is based on dimension reduction such as singular value decomposition or the partial Cox regression (Bair and Tibshirani, 2004; Li and Gui, 2004 , http://repositories.cdlib.org/cbmb/L1Cox). The other approach is to use the penalized partial likelihood, including both the L 2 and the L 1 penalization and threshold gradient descent methods (Li and Luan, 2003; Li, 2004, 2005) . Many of these procedures have been demonstrated to work well in building predictive models for survival of a future patient. However, it should be pointed out that all the methods listed here assume a simple linear risk score function for the predictive variables in the Cox proportional hazards model. Simple linearity assumption in the model may not fit the gene-expression data well and such an assumption is very hard to verify in the high-dimensional settings. Although methods are available in the biostatistics literature for estimating the score function non-parametrically (Hastie and Tibshirani, 1990; Gentleman and Crowley, 1991; O'Sullivan, 1988; Fan et al., 1997) , these methods only apply in the very low-dimensional covariate space.
Boosting is one of the most successful and practical methods in the machine learning field (Schapire, 1990; Freund, 1995; Freund and Schapire, 1997) for building predictive models and has gained a great popularity in the area of bioinformatics (Dettling and Bühlmann, 2003) . Boosting was originally proposed as a multiple prediction and aggregation method for classification: a fitting method, called the base learner, is fitted multiple times on reweighted data and the final boosting estimator is then constructed via a linear combination of such multiple estimates (Schapire, 1990; Bühlmann, 2003) . Friedman et al. (2000) showed that the boosting procedure is an optimization method for finding a classifier minimizing a particular exponential loss function, and Friedman (2001) proposed a general boosting framework for regression settings. Such an insight opens the door for many possible extensions of the boosting method. Bühlmann and Yu (2003) proposed a novel componentwise boosting procedure based on cubic smoothing splines for linear regression and logistic regression models and L 2 loss functions and demonstrated that the boosting procedure works well in very high-dimensional settings (Bühlmann, 2003 (Bühlmann, , 2004 . Most of these new developments in boosting methods are for the classification and linear regression problems and therefore censoring is not an issue. In this paper, we propose to develop a boosting procedure with cubic smoothing splines for building a potentially non-linear predictive Cox proportional hazards model and for identifying potentially non-linear functional forms for the predictive variables. We apply the general gradient boosting procedure of Friedman (2001) particularly to the general Cox proportional hazards models and provide a specific algorithm for fitting such models.
The rest of the paper is organized as follows. We first present the general Cox proportional hazards model and the gradient boosting algorithm using smoothing splines for estimating the predictive function non-parametrically. We then present simulation results and results of the application to a real microarray gene-expression data. We finally give a brief discussion of the methods and results.
STATISTICAL MODELS AND METHODS

Cox proportional hazards model
Let us suppose that we have a sample size of n from which to estimate the relationship between the survival time and the genetic/genomic profiles such as the gene-expression levels X 1 , . . . , X p of p genes. Owing to censoring, for i = 1, . . . , n, the i-th datum in the sample is denoted by
, where δ i is the censoring indicator, t i is the survival time if δ i = 1 or censoring time if δ i = 0, and x i = {x i1 , x i2 , . . . , x ip } is the vector of the genetic/genomic profiles of p genes for the i-th sample. Our aim is to build the following Cox regression model for the hazard of cancer recurrence or death at time t,
where λ 0 (t) is the unspecified baseline hazard function, F (X) called the risk score function, is an unknown p-dimensional smooth function of the geneexpression levels X = (X 1 , . . . , X p ), satisfying condition F (0) = 0 which makes the model (1) identifiable. In practice, it often assumes a particular functional form for function F (X). For example, F (X) = ψ(β )X, in which case the hazard function becomes
where ψ(·) is a one-dimensional link function. The standard Cox model corresponds to the case that the link function is identity in model (2). When ψ(·) is known, model (2) can be treated as parametric and β can be estimated by maximizing the likelihood function or partial likelihood function (Cox, 1972) . However, one should note that in the high-dimensional space, it is very difficult to specify the functional form in ψ(·) in model (2).
The main goal of this paper is to extend the boosting procedure of Friedman (2001) to the censored data regression model (1) in order to estimate the function F (X) non-parametrically. Such a procedure is important in the highdimensional data regression settings, providing a flexible way to model the covariate effects.
The smoothing spline based boosting algorithm
We propose to use the boosting procedure for estimating the function F (X) in model (1) non-parametrically. Boosting essentially is an iterative procedure to update function estimators successively. Friedman (2001) developed a novel general framework, called Gradient Boosting Machine, to obtain additive expansions adapted to any fitting criterion. The framework is quite general and works for various models. The algorithm involves the initiation, projecting gradient to learner, line search and iteration steps. For the general Cox model we considered, we use the negative of the log-partial likelihood as a loss function. Therefore, minimizing the loss function is equivalent to maximizing the partial likelihood. By using the partial likelihood, we separate the problem of estimating F (x) from estimating the baseline hazard function λ 0 (t) in model (1). Following Bühlmann and Yu (2003) , we use componentwise cubic smoothing splines as base learner in the projection step. In the following, we provide some details of the boosting algorithm for the Cox model using cubic splines.
Suppose we have collected samples
, 1} and p ≥ 1 is the dimension of predictors. To estimate the function, F (x) : R p → R 1 , treating the negative of the Cox's log-partial likelihood
as the loss function over F (·), the gradient boosting procedure involves the following steps:
The algorithm
Initialization. Set F (0) (x) = 0, k = 0, and pre-choose a small positive number ρ, called 'learning rate '. Usually ρ = 0.05 or 0.01.
Step 1: Calculating the gradient. Compute {Y
. . , n}, the negative gradient directions of loss (3) at samples with respect to the current estimator,
Step 2: Fitting the gradient using univariate splines. Select an index, l k ∈ {1, . . . , p}, such that the l k -th component of predictors most explains the directions {Y
More specifically, l k is chosen by the following equation:
where g (k) l (·) is the conventional one-dimension cubic smooth spline fit to the responses {Y
Step 3: Line search. Fit a linear proportional hazards model to the response
Step 4: Updating the function. Set k = k+1, and update the boosted estimator of the score function:
where
and x l k denotes the l
Boosting proportional hazards models
Step 5: Iteration. Go to Step 1.
In the function updating step, a learning rate parameter ρ is introduced to regularize the resulting function estimate through shrinkage. At the k-th step, we obtain the estimate of the function, F (k) (X) , which is a non-parametric additive function of each component of X, some of which are identically zero. It should be noted that when the iteration k increases by 1, one more term is added to the fitted procedure; however, this term may have already been in the model. Due to the dependence of this new term on the previous terms, the complexity of the fitted model is not increased by a constant amount.
The stopping rule
Based on the samples, we could get a series of boosted estimators {F (k) (x):k = 1, 2, . . .} by implementing the above algorithm. To choose a suitable k, F (k) (X) is treated as the boosted estimation of the score function F (X). So it is necessary to stop the boosting procedure at a suitable step to avoid over-fitting. Here the number of boosting iterations k works as the smoothing or regularization parameter. Ideally, one should select the best step k and the optimal learning rate ρ using cross-validation. Such a crossvalidation procedure can be computationally quite intensive since it requires running the boosting procedure many times. In our analysis, we fix ρ at a smaller value and determine k. As pointed out by Friedman (2001) , the predictive performance is usually not too sensitive to the choice of ρ, although the number of iterations is affected. Decreasing the value of ρ increases the best value for k. Based on our simulations, we found that the log-likelihood profile versus boosting steps first increases rapidly and flattens to the maximum point, and then decreases afterwards. This may be due to the fact that when the estimator approaches the best, i.e., the maximized point for Equation (4), the gradient becomes near null. The update of the gradient direction based only at samples (finite dimension) approximates the theoretical gradient (infinite dimension). At or near the maximum point, the theoretical gradient is almost null; consequently the approximations often likely 'point' to the wrong direction which results in the decrease of the partial likelihood function. Based on this observation, we use an alternative procedure for stopping the boosting iteration and choose the boosting step when the loss function becomes flat dramatically or starts to level. This is done by examining the plot of the likelihood function against the number of iterations. Our empirical studies show that this procedure almost gives the same performance as the cross-validation.
SIMULATIONS
In this section, we present simulation studies to demonstrate the effectiveness of the boosting algorithm in estimating the functional forms, in selecting important predictors and in building predictive models. In all the examples, the learning rate ρ is fixed at ρ = 0.05.
We simulated survival time based on model (1) assuming the following risk score function:
We generated the survival time T from an exponential distribution with parameter exp(F (X)) given X. The censoring variable C is generated from an exponential distribution with parameter 0.4. A sample size of 200 is generated with about 50% censoring. In addition, we generated 46 additional variables which are not related to the hazard function, for a total of 50 predictors. We simulated the predictors X from uniform [−0.5, 0.5] 50 . Under this model, the function f 4 (X) has the smallest signal-to-noise ratio and is harder to be selected by any procedure.
Estimating the true functional forms
We first examine how well the boosting procedure can recover the true functional forms f i (X), i = 1, . . . , 4 for variables X 1 -X 4 . Figure 1 shows the estimates of the functional f (X 1 )-f (X 4 ) for 50 replications. Note that the estimates are biased; which is expected since the boosting procedure is a regularized procedure. In general, we see that the estimates tend to be shrunk towards zero, as commonly observed in shrinkage estimates. However, the estimated curves indeed capture the true non-linear functional forms of the variables quite well. As a comparison, we also present in this figure the estimates of f (X 5 ) and f (X 6 ) which have true values of zero. For these functions, the estimated functions are also close to zero.
Predictive performance
In order to assess the predictive performance of the boosting procedure, for each simulated training dataset of size 200, we also generated a testing set of the size of 100. We built the model with the training datasets and estimated the risk scores for the testing datasets. The p-values for testing, whether or not the estimated score is related to survival for the testing datasets, range from 10 −13 to 0.02 with a median value of 10 −7 , indicating that the predicted scores are highly predictive of the survival times in the testing datasets. Figure 2a shows the Kaplan-Meier curves for 10 randomly selected testing data where each testing dataset was divided into high-and low-risk groups using the median of the estimated scores by the boosting procedure. Clear differences in survival can be observed.
As a comparison, for each training dataset, we built a linear predictive model using the four variables X 1 -X 4 , which are known to be related to the risk of event. We similarly estimated the risk scores for individuals in the testing dataset based on the predictive model derived from the training dataset. Note that this is the best linear model one can build since only relevant variables are used. The p-values for testing, whether or not the estimated score is related to survival for the testing datasets, range from 10 −9 to 0.29 with a median value of 0.0002, indicating that the predicted scores are less predictive of the survival times than the scores predicted by the boosting procedure. Figure 2b shows the Kaplan-Meier curves for 10 randomly selected testing data where the testing datasets were divided into high-and low-risk groups using the median of the estimated scores by the linear Cox model. Again the difference in survival curves are not as large as those shown in Figure 2a . This comparison clearly demonstrates that the Cox model with a linear risk score function may not work well where there is non-linearity and the smoothing spline based boosting procedure can capture this non-linearity and therefore improve the predictive performance.
Selection of important variables
We finally investigate how the boosting procedure performs in selecting important variables from among a large number of predictors. Suppose the predictor X is p-dimensional, X = (X 1 , . . . , X p ) ∈ R p , the approximation or estimator isF (X). Following Friedman (2001), we define the relative influence of input variable X j as
where E X is understood as the sample average. In the current example, at a chosen step k, we can compute quantities {I j , j = 1, . . . , 50}. The larger the quantity I j , the more important the individual variable X j is. We can also sort the input variables based on their relative influence measurements.
In order to examine whether the boosting procedure and the measurement (I ) can be used to select the relevant variables that are related to survival risk, we generated 100 independent replicates based on the model described above with a sample size of 200, and for each replicate, we sorted the variables based on their influences scores I j . Figure 3 (a-d) shows the frequencies of over 100 replications when each gene appears among the top 3, 5, 7 and 10 genes with the highest influence scores. For example, with a probability over 70%, three out of four variables are among the top seven individual influence scores, two of them with a probability >0.98 (Fig. 3c) . However, note that the fourth predictor, X 4 , was hardly selected. This is due to the fact that the signal-to-noise ratio of this particular variable is relatively low as compared with the other three variables. From Figure 1 see that the true function of f 4 (X 4 ) looks more like function f 5 (X 5 ) or f 6 (X 6 ) than the first three functions [ Fig. 1(a-c) ].
APPLICATION TO DLBCL DATASET
We applied the boosting procedure to a microarray gene-expression data reported in Rosenwald et al. (2002) to assess the performance of our procedure in real data analysis. The dataset contains a total of 240 patients with diffuse large B-cell lymphoma (DLBCL), including 138 deaths during the follow-ups. The geneexpression measurements of 7399 features are available for each patient. Among the 7399 genes, only 434 ones have no missing values across the 240 patients. We used the same nearest neighbor method as in Li and Gui (2004) and Gui and Li (2005) to fill the missing expression levels.
Feature pre-selection
In order to assess the predictive performance of the method, we randomly split the 240 patients into a training set of 160 patients and a testing set of 80 patients, where the training data set is used for building the predictive model and the testing data is used to evaluate the model. Since only a small set of genes are related to certain clinical phenotypes, one should expect that the original gene-expression data has a much lower inherent dimension and therefore dimension reduction prior to fitting the regression models is necessary. Since the boosting procedure for the Cox model incorporates multivariate feature selection, it does not critically depend on preliminary gene filtering or selecting by univariate methods. Based on the training set, we calculated the partial score statistic for each of the 7399 features and chose genes with the top scores as potential predictors in the prediction. The number of genes to be used for building the model can be chosen using cross-validated partial likelihood. We have tried various numbers of genes, including 25, 50 and 75 genes and observed quite similar predictive results. In the following subsection, we give a detailed analysis for using 50 genes with the highest Cox scores.
Selection of genes related to risk of death
Using 50 genes, the partial likelihood for the training dataset obtained its maximum at the 1145th boosting step. From the 24 genes selected by the boosting procedure, 12 genes showed clear non-linear functional forms (Fig. 4 shows the plots of the functional forms for these 12 genes). Table 1 presents the descriptions of these 24 genes, which have the highest influence scores. Among these genes, LC_25054 and LC_24432 increase the risk of death only when the genes are over-expressed. As a comparison, other genes such as LC_26146, AA748786, AA769543 and AA824616 increased the risk when the genes are either upregulated or downregulated. Such 'bellshaped' functional forms cannot be modeled by simple linear risk score functions and in turn they can potentially provide insights into the mechanisms that are related to death from DLBCL. This may suggest that changes of expressions in either direction among these genes can result in disturbance of the underlying signaling pathways and subsequently increase the risk of death. Finally, it is worth noting that the influence scores do not correspond to the Cox partial scores indicating the importance of studying the genetic effects in a multivariate model rather than in a marginal model.
Prediction on testing dataset
Based on the predictive model built with the training set, we calculate the risk scores for the 80 patients in the testing dataset based on their expression levels. These predictive scores are highly predictive of the observed times at death after treatment (p = 0.002). If we divide the 80 patients into two groups by the median of the predicted risk scores, we observe that the death-free survival curves are significantly different between the two groups (p = 0.002, Fig. 5) , 
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Years after treatment survival probability Years after treatment survival probability p=0.002 indicating that the clinically relevant groups of patients can indeed be identified by the proposed model. These results indicate that the model built by the boosting procedure can be used for predicting the risk of developing an event in future patients.
DISCUSSION
We have presented a componentwise smoothing spline based boosting procedure for estimating the Cox proportional hazards models with the aim of building a potentially non-linear predictive model for future prediction and for studying the effects of gene expression on the risk of a clinical event. Such a method does both variable selection and shrinkage, a property that is very useful in analysis of high-dimensional data. The procedure is related to the LARS-Cox of Gui and Li (2004) and the threshold gradient descent procedure of Gui and Li (2005) , but they are not the same because no linearity is assumed for the predictive variables. We have demonstrated that the procedure can indeed recover the underlining non-linear structures, even in a high-dimensional predictor space. In addition, the procedure can potentially be used for identifying important genes whose expressions are related to the risk of developing an event. Although some available methods can predict the future survival well, it is important to emphasize that the procedure presented in this paper provides a way to detect potentially non-linear relationships between the gene expressions and the risk of an event. Our simulation results indicate that when there is true non-linearity for some predictors on the hazard function, the boosting procedure can be more predictive than the Cox model with a simple linear risk score.
Owing to the high-dimensionality and low inherent dimensionality of the microarray gene-expression data, some kind of pre-selection of genes is necessary in order to reduce the computational demand of the proposed procedure and to reduce noises. In our analysis of the lymphoma dataset of Rosenwald et al. (2002) , we first screen the genes based on univariate Cox scores, and then use the boosting procedure to further select important genes and their functional forms in building the predictive model. While gene pre-selection based on univariate analysis is commonly used in relating the geneexpression data to various clinical phenotypes, such a procedure may not be optimal since some genes may not be significant in marginal univariate analysis but can be significant in combination with other genes. Other procedures for gene pre-selection might be used to obtain better predictive performance. In addition, we only consider the additive components in the risk score function by using componentwise smoothing splines. The methods can be extended to include two-way or even higher-order interactions between genes by using
