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Abstract
A conditional term rewriting system is called logical if it has the same logical strength as
the underlying conditional equational system. In this paper we summarize known logicality re-
sults and we present new sucient conditions for logicality of the important class of oriented
conditional term rewriting systems. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Conditional term rewriting ([3, 7, 13]) provides a useful framework for the study of
a wide range of problems in computation and programming. In this paper we investi-
gate the logical strength of conditional rewrite systems. A conditional rewrite system is
called logical if it has the same logical strength as the underlying conditional equational
system. Logicality is important because it implies that an equation s t is provable by
rewriting (s$ t) if and only if it is valid in all models of the underlying conditional
equational system. Hence, provability of a ground equation by rewriting coincides with
the validity of the equation in the initial model. Consequently, logicality is a minimum
requirement for equational theorem provers and declarative programming languages
based on conditional rewriting. Moreover, logicality acts as a bridge between the op-
erational, proof-theoretical, and algebraic semantics of functional-logic programming
languages (Hamana [11]).
Three main types of conditional rewriting are considered in the literature. In a semi-
equational system the conditions in the conditional rewrite rules are checked by allow-
ing rewriting in both directions. This is very close to equational reasoning in the
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underlying conditional equational system and hence it is not surprising that semi-
equational systems are logical. However, from a rewriting point of view, semi-
equational systems are unnatural because the bidirectional use of rewrite rules in the
conditions goes against the spirit of rewriting. In a join system the applicability of
conditional rewrite rules is determined by joinability of the conditions. Most of the lit-
erature on conditional rewriting addresses join systems. Kaplan [13] showed that join
systems are logical, provided they are conuent. Recently, oriented systems emerged
as the most natural type of conditional rewriting when modeling logic and functional
programming, especially when allowing extra variables in the conditions and right-hand
sides of rewrite rules (e.g. [2, 12, 19]). In contrast to join systems, conuence is in-
sucient for ensuring logicality of oriented systems. In this paper we show that under
suitable additional conditions logicality is recovered and we argue that these conditions
are not too restrictive.
The remainder of this paper is organized as follows. In the next section we briey
recall conditional equational reasoning and we present the basic denitions and prop-
erties of conditional term rewriting systems. In Section 3 we give simple proofs of
logicality for semi-equational and for conuent join systems. In Section 4 we present
two new sucient conditions for logicality of oriented systems. In Section 5 we give
sucient conditions for logicality of join and oriented systems by imposing restrictions
on the corresponding semi-equational systems. The usefulness of the logicality results
in Section 4 is shown in Section 6, where we show that our results cover the classes of
conditional rewrite systems considered by Avenhaus and Lora-Saenz [2] and Suzuki
et al. [19].
2. Preliminaries
We start with a brief introduction to conditional equational logic and conditional
term rewriting. We refer to [5, 14] for extensive surveys.
A signature is a set F of function symbols where every f2F is associated with a
natural number denoting its arity. A function symbol of arity 0 is called a constant. Let
V be a countably innite set of variables satisfying F \V= ;. The set T(F;V) of
terms built from F and V is the smallest set such that VT(F;V) and if f2F
has arity n and t1; : : : ; tn 2T(F;V) then f(t1; : : : ; tn)2T(F;V). We write c instead
of c() for every constant c. The set of variables contained in a term t is denoted by
Var(t). We also dene Var(t; u)=Var(t)[Var(u). A term is called linear if it does
not contain multiple occurrences of the same variable and called ground if it contains
no variables. The root symbol of a term t is dened as follows: root(t)= t if t 2V
and root(t)=f if t=f(t1; : : : ; tn).
A position is a sequence of positive integers identifying a subterm in a term. The
empty sequence is denoted by  and called the root position. Integers in a sequence
are separated by \  ". The set Pos(t) of positions in term t is inductively dened
as follows: Pos(t)= fg if t 2V and Pos(t)= fg[ fip j 16i6n; p2Pos(ti)g if
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Table 1
Inference system for equational consequences of CESs
Reexivity
t t Congruence
s1 t1; : : : ; sn tn
f(s1; : : : ; sn)f(t1; : : : ; tn)
if f2F is n-ary
Symmetry
s t
t s Application
s1 t1; : : : ; sn tn
l r
if l r ( s1 t1; : : : ; sn tn 2E
Transitivity
s  t; t  u
s  u
t=f(t1; : : : ; tn). If p2Pos(t) then the subterm tjp of t at position p is dened in-
ductively: tjp= t if p=  and tjp= tijq if p= iq and t=f(t1; : : : ; tn). If p2Pos(t)
then t[u]p denotes the term that is obtained from t by replacing the subterm at posi-
tion p by the term u. Formally, t[u]p= u if p=  and t[u]p=f(t1; : : : ; ti[u]q; : : : ; tn) if
p= iq and t=f(t1; : : : ; tn). The set Pos(t) is partitioned into PosV(t) and PosF(t)
as follows: PosV(t)= fp2Pos(t) j tjp 2Vg and PosF(t)=Pos(t)nPosV(t).
Let be a fresh constant, called hole. A context is a term in T(F[f g;V) con-
taining precisely one hole. If C is a context and t is a term then C[t] denotes the term
which is obtained from C by replacing the hole with t. A substitution  is a map-
ping from V to T(F;V) such that its domain fx2V j (x) 6= xg is nite. If  is a
substitution and t is a term then t denotes the term obtained by applying  to t, i.e.,
t= (t) if t 2V and t=f(t1; : : : ; tn) if t=f(t1; : : : ; tn). We call t an instance
of t. The composition  of two substitutions  and  is dened by x()= (x)
for all x2V. A substitution  is a variable substitution if (x)2V for all x2V. A
variable renaming is a bijective variable substitution. A term s encompasses a term t
if s=C[t] for some context C and substitution . Two terms s and t are uniable if
there exists a substitution  such that s= t.
An equation is a pair (s; t) of terms, written as s t. A conditional equation
is a pair (l r; c) consisting of an equation l r and a possibly empty sequence
c= s1 t1; : : : ; sn tn of equations. We write l r ( c instead of (l r; c). If the
conditional part c is empty we simply write l r. A conditional equational system
(CES for short) over a signature F is a set E of conditional equations over terms in
T(F;V). We write s =E t if the equation s t can be deduced from the inference
rules of Table 1.
Let F be a signature. An F-algebra A=(A; ffAgf2F) consists of a set A, the
carrier of A, and operations fA :An!A for every n-ary function symbol f2F. An
assignment  is a mapping from V to A. A conditional equation l r ( c is valid
in A if [](l)= [](r) for every assignment  that satises [](s)= [](t) for all s t
in c. Here [] denotes the unique homomorphism from T(F;V) to A that extends
, i.e., [](t)= (t) if t 2V and [](t)=fA([](t1); : : : ; [](tn)) if t=f(t1; : : : ; tn). In
particular, an unconditional equation l r is valid in A if [](l)= [](r) for every
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assignment . An algebra A is a model of a CES E if every conditional equation in E
is valid in A. Birkho’s theorem states that s =E t if and only if the equation s t is
valid in every model of E. (Usually, Birkho’s theorem is stated for CESs that consist
of unconditional equations only. See e.g. [16] for a proof in this case. The extension to
arbitrary CESs is well-known and straightforward.) In other words, the inference rules
of Table 1 are sound and complete for CESs. Note that with these inference rules we
can only deduce unconditional equations. The reader is referred to Selman [17] for a
sound and complete inference system for conditional consequences of CESs.
Let ! be a binary relation on terms. We say that ! is closed under contexts if s! t
implies C[s]!C[t] for all contexts C. The relation ! is closed under substitutions if
s! t implies s! t for all substitutions . A relation that is closed under contexts
and substitutions is called a rewrite relation. The reexive transitive closure of ! is
denoted by !. If s! t we say that s reduces to t. A term s is irreducible if there
is no term t with s! t. We write s !! t if s ! t with t irreducible. A substitution
 is irreducible if (x) is irreducible for all x2V. The equivalence closure of ! is
denoted by $ and called convertibility. We write s  t if t! s. We write s # t if
there exists a term u such that s ! u  t. Such an element u is called a common
reduct of s and t. The relation # is called joinability.
Conditional rewrite rules are conditional equations l r ( c that are used to rewrite
terms by replacing an instance of the left-hand side l with the corresponding instance
of the right-hand side r provided the corresponding instance of the conditional part c
is satised. To express this directed use of conditional equations we denote conditional
rewrite rules by l! r ( c and CESs consisting of conditional rewrite rules are called
conditional term rewriting systems (CTRSs for short). Note that we do not put any
restrictions on the distribution of variables among the dierent parts of conditional
rewrite rules. In particular, we allow extra variables in the right-hand sides as well as
in the conditions of conditional rewrite rules. Here an extra variable in a conditional
rewrite rule l! r ( c is a variable in Var(r; c) which does not occur in l.
Depending on the interpretation of the equality sign  in the conditional part of
conditional rewrite rules, dierent rewrite relations can be associated with a given
CTRS. The most common interpretations are convertibility ($), joinability (#), and
reduction (!).
The rewrite relation !R of a semi-equational CTRS R is dened as follows: s!R t
if and only if s !Rn t for some n>0. The minimum such n is called the depth of
s!R t. Here the relations !Rn are inductively dened as follows:
!R0 = ;;
!Rn+1 = f(C[l]; C[r]) j l! r ( c2R with c$Rng:
Here c denotes the set f(s; t) j s t belongs to cg, so c$Rn with c= s1 t1; : : : ;
sn tn is a shorthand for s1 $Rn t1; : : : ; sn $Rn tn. If we replace c$Rn by
c#Rn we obtain the rewrite relation of a join CTRS and if we replace c$Rn
by c!Rn we obtain the rewrite relation of an oriented CTRS. This classication
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of CTRSs goes back to Bergstra and Klop [3] who use the terminology type I, II, and
III. Semi-equational CTRSs are also called natural in the literature and join CTRSs
are sometimes called standard. The subterm l in the denition of !Rn+1 is called a
redex. We write s
p!R t if we want to make the position p of the redex in s explicit.
The following well-known result provides a useful characterization of the relation
!R associated with a semi-equational CTRS R. A similar statement holds for join
(oriented) CTRSs by replacing $R by #R (!R).
Lemma 1. Let R be a semi-equational CTRS. The relation !R is the smallest
rewrite relation with the property that l !R r for all l! r ( c2R and  such
that c$R.
Proof. One easily shows by induction on the depth of s!R t that C[s]!R C[t] for
all contexts C and substitutions . Hence !R is a rewrite relation. Let l! r ( c2R
and  a substitution such that c$R. Because c is nite this implies that c$Rn
for some n>0. Hence l !Rn+1 r and thus l !R r. It remains to show that !R
is the smallest such relation. So suppose  is a rewrite relation such that l  r
for all l! r ( c2R and  with c!. We show that !Rn  by induction
on n. The case n=0 is trivial. Suppose n>1 and let s !Rn t. By denition there
exists a conditional rewrite rule l! r ( c2R, a context C, a substitution  such
that s=C[l], t=C[r], and c$Rn−1 . From the induction hypothesis we infer
$Rn−1 ! and thus c!. By assumption l  r. Since  is closed under
contexts, we obtain s t.
Due to the above lemma we can avoid proofs by induction on the depth of con-
ditional rewrite steps in the sequel. In the following we frequently compare dierent
types of CTRSs associated with the same CES. Hence it is convenient to make the
explicit notational convention of writing Rs (R j;Ro) if the R is considered as a semi-
equational (join, oriented) CTRS. Furthermore we abbreviate !Rs to !s (#Ro to #o,
$
R j
to $j , etc.). We write R and !R if something applies to all three kinds of
CTRSs (e.g., when dening properties of CTRSs).
The following lemmata are easy consequences of Lemma 1.
Lemma 2. For every CTRS R we have !o!j!s.
Proof. We prove the inclusion !o!j by using (the oriented version of) Lemma 1.
Since !j is a rewrite relation (by the join version of Lemma 1) it suces to show
that l !j r for all l! r ( c2R and  with c !j . Since !j #j, c!j
implies c#j. Hence we obtain l !j r from (the join version of) Lemma 1. The
proof of the inclusion !j!s is similar. 
Lemma 3. Let Rs be a semi-equational CTRS and  an equivalence relation that
is also a rewrite relation. If l  r for all l! r ( c2R and  with c then
$s .
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Proof. The relation  satises the two properties expressed in Lemma 1 because the
equivalence closure of  (i.e., convertibility with respect to ) is  itself. Hence
!s and thus also $s , again because the equivalence closure of  is .
The above lemma also holds for join and oriented CTRSs, with a small change in
the proof.
We conclude this preliminary section with denitions of a few basic properties of
CTRSs. A CTRS R is conuent if t #R u for all terms s; t; u with t R s !R u.
Conuence is equivalent to the property that every pair of convertible terms has a
common reduct and implies the property that no term reduces to dierent irreducible
terms. A CTRS is weakly normalizing if every term reduces to an irreducible term.
A CTRS is strongly normalizing or terminating if there are no innite reduction se-
quences. Strong normalization implies weak normalization. Every term in a conuent
weakly normalizing CTRS reduces to a unique irreducible term. If a term t reduces to
a unique irreducible term then we denote this irreducible term by t#.
3. Logicality
Denition 4. A CTRS R is called logical if the relations =R and $R coincide. Here
=R denotes the relation dened via the inference system of Table 1 for the underlying
CES R.
The terminology logicality stems from Bertling and Ganzinger [4] although the study
of the concept dates back to Kaplan [13]. Logicality is an important property because
it entails that (bidirectional) rewriting is sound and complete with respect to the un-
derlying equational logic.
Theorem 5 (Kaplan [13]). Every semi-equational CTRS is logical.
Proof. Let Rs be a semi-equational CTRS. We have to show that =s and $s coincide.
The inclusion =s$s is easily proved by induction on the structure of proofs of
equations in the inference system of Table 1, using closure under contexts of $s
if the last step of the proof is an application of the congruence rule. According to
Lemma 3, for the reverse inclusion $s =s it is sucient to show that
(1) =s is an equivalence relation,
(2) =s is a rewrite relation, and
(3) l=s r for all l! r( c2Rs and  with c=s.
Property (1) is obvious due to the presence of the reexivity, symmetry, and transi-
tivity inference rules in the inference system of Table 1. Closure under contexts is
easily proved by induction on the structure of contexts, using the congruence and re-
exivity inference rules. Closure under substitutions is easily proved by induction on
the structure of proof trees. Finally, property (3) is an immediate consequence of the
application inference rule.
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An immediate consequence of Theorem 5 is that a join (oriented) CTRS R j (Ro)
is logical if and only if the relations $j ($o) and $s coincide.
Join CTRSs need not be logical, as shown in the following example.
Example 6. Consider the CTRS
R=
8<
:
a! b
a! c
d! e( b c
9=
; :
We have d!s e since b s a!s c. However, d !j e does not hold because the
condition b #j c is not satised. Hence d$j e does not hold either.
Note that the above R j lacks conuence. Kaplan [13] observed that this is essential.
Lemma 7. Let R be a CTRS. If R j is conuent then !j =!s.
Proof. We already know that !j!s. For the reverse inclusion we employ Lemma 1.
Since !j is a rewrite relation by the join version of Lemma 1 we only need to
show that l !j r for all l! r( c2R and  with c$j . This is easy be-
cause $j #j by conuence and thus l !j r follows from the join version of
Lemma 1.
Corollary 8 (Kaplan [13]). Every conuent join CTRS is logical.
4. Oriented CTRSs
For oriented CTRSs conuence is not sucient for ensuring logicality, as shown by
the following example.
Example 9. Consider the CTRS
R=

a! c
b! c( c a

:
We have b!s c since c s a. However, b!o c does not hold because the condition
c!o a is not satised. Hence b$o c does not hold either. Note that Ro is conuent.
The CTRS R in the above example is not a so-called normal CTRS.
Denition 10. Let R be a CTRS. A term t is called normal if it is ground and does
not encompass the left-hand side l of a conditional rewrite rule l! r( c in R. The
latter requirement means that t is irreducible with respect to the unconditional TRS
obtained from R by dropping all conditions. We say that R is normal if every right-
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hand side t of an equation s t in the conditional part c of a conditional rewrite rule
l! r( c in R is normal.
Note that normality is a decidable property of nite CTRSs.
Lemma 11. Let R be a normal CTRS. If Ro is conuent then !o =!s.
Proof. According to Lemma 2 we have !o!j. The reverse inclusion !j!o is
an easy consequence of the join version of Lemma 1 and the normality assumption, cf.
the proof of Lemma 7. Hence !o =!j and thus R j is also conuent. From Lemma 7
we obtain !j =!s. Hence !o =!s.
Corollary 12. Every conuent normal CTRS is logical.
In the presence of extra variables in the right-hand sides of the conditional rewrite
rules, normality is too strong a requirement. Such extra variables appear naturally
in applications of conditional rewriting (e.g. [2, 4, 12, 19]). Below we present other,
more useful, sucient conditions for the logicality of oriented CTRSs. These sucient
conditions are derived from the following key lemma.
Lemma 13. Let Ro be a conuent oriented CTRS. If for every l! r( c2Ro and
every substitution  with c#o there exists a substitution  such that
(1) (x)!o (x) for all x2V; and
(2) c!o
then Ro is logical.
Proof. The inclusion $o $s follows from Lemma 2. For the reverse inclusion we
use Lemma 3 with =$o . So suppose that l! r( c2R with c$o . We have
to show that l$o r. Conuence of Ro yields c#o. By assumption there exists a
substitution  such that (x)$o (x) for all x2V and c!o . The latter statement
implies l !o r. The rst statement implies l !o l and r !o r. Therefore
l$o r.
Denition 14. Let R be a CTRS. A term t is called strongly irreducible if t is
irreducible for every irreducible substitution . We say that R is strongly irreducible
if every right-hand side t of an equation s t in the conditional part c of a conditional
rewrite rule l! r( c in R is strongly irreducible.
Normal CTRSs are clearly strongly irreducible. Note that irreducibility depends on
the rewrite relation associated with R, so it is possible that an oriented CTRS Ro
is strongly irreducible whereas the corresponding join CTRS R j is not. Because it is
undecidable whether a term is irreducible with respect to a CTRS (Kaplan [13]) strong
irreducibility is undecidable in general. A decidable sucient condition is presented in
Denition 17 below.
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Theorem 15. Every strongly irreducible weakly normalizing conuent oriented CTRS
is logical. 1
Proof. Let Ro be a strongly irreducible weakly normalizing conuent oriented CTRS.
We use Lemma 13. So let l! r( c be a conditional rewrite rule of Ro and  a
substitution with c#o. We have to dene a substitution  such that
(1) (x)!o (x) for all x2V, and
(2) c!o .
Because Ro is conuent and weakly normalizing, every term t reduces to a unique
irreducible term t#o and hence we can dene  as (x)= (x)#o for all x2V. Property
(1) is clearly satised. Let s t be an equation in c. We have s #o t. From (1) we
infer that s !o s and t !o t and thus s $o t. Since  is irreducible by
construction, t is irreducible by the strong irreducibility assumption. Conuence of
Ro yields s!o t. We conclude that property (2) holds.
Example 9 shows that Theorem 15 cannot be strengthened by dropping the strong
irreducibility requirement. The following example shows the necessity of weak nor-
malization.
Example 16. Consider the CTRS
R=
8<
:
a ! a
f(a) ! a
g(x) ! b( af(x)
9=
; :
We have a s f(a) and thus g(a)!s b. However, since there is no term t such
that a !o f(t), the relation !o coincides with the rewrite relation induced by the
unconditional TRS S= fa! a; f(a)! ag. Hence g(a)$o b does not hold and hence
Ro is not logical. Clearly the TRS S and thus Ro is conuent. Furthermore, Ro is
strongly irreducible because there is no irreducible term t such that f(t) is reducible.
Denition 17. Let R be a CTRS. A term t is called absolutely irreducible if no non-
variable subterm of t unies (after variable renaming) with the left-hand side l of a
conditional rewrite rule l! r( c in R. We say that R is absolutely irreducible if
every right-hand side t of an equation s t in the conditional part c of a conditional
rewrite rule l! r( c in R is absolutely irreducible.
Unlike strong irreducibility, absolute irreducibility does not depend on the rewrite
relation associated with R. (That is to say, absolute irreducibility is a property of
CESs.) Note that every normal CTRS is absolutely irreducible but not vice-versa.
The CTRS Ro of Example 16 is not absolutely irreducible since the right-hand side
f(x) of the condition af(x) in the rule g(x)! b( af(x) is uniable with the
left-hand side f(a) of the rule f(a)! a. Nevertheless, even if we strengthen strong
1 This result originates from Avenhaus and Lora-Saenz [1].
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irreducibility to absolute irreducibility, we cannot dispense with weak normalization in
Theorem 15 as shown by the following example.
Example 18. Consider the CTRS 2
R=
8>><
>>:
a ! b
b ! a
f(a; b) ! c
g(x) ! d( cf(x; x)
9>>=
>>; :
We have c s f(a; b) s f(a; a) and thus g(a)!s d. However, since there is no term
t such that c !o f(t; t), the relation !o coincides with the rewrite relation induced
by the unconditional TRS S= fa! b; b! a; f(a; b)! cg. Clearly g(a)$S d does not
hold. Hence Ro is not logical. Note that S and thus Ro is conuent. Furthermore, Ro
is absolutely irreducible because the term f(x; x) does not unify with f(a; b).
The non-linearity of the term f(x; x) in the above example is essential, as we will
see below.
Since in applications of conditional rewriting weak normalization is often a severe
restriction, e.g. CTRSs that model (lazy) functional programs are not weakly normal-
izing in general, we are especially interested in a sucient condition for logicality of
oriented CTRSs that does not rely on weak normalization. The above examples show
that the problem with strong and absolute irreducibility is that the structure of the right-
hand sides of equations in the conditional parts are not preserved under reduction. For
instance, in Example 16 we have f(a) !o a destroying the structure f(). Absolute
irreducibility guarantees that the structure of the right-hand sides of equations in the
conditional parts is preserved by one-step reduction but not by many-step reduction:
in Example 18 we have f(a; a)!o f(a; b)!o c destroying f( ; ).
The condition dened below guarantees that the structure of the right-hand sides of
equations in the conditional parts is preserved by many-step reduction.
Denition 19. Let R be a CTRS. A term s is called stable if p =2 PosF(s) whenever
s!R t
p!R u, for all substitutions , terms t and u, and positions p. We say that R
is stable if every right-hand side t of an equation s t in the conditional part c of a
conditional rewrite rule l! r( c in R is stable.
The structure preservation of stable terms is formally expressed in the following
lemma.
Lemma 20. Let R be a CTRS. If s is a stable term and s!R t then
(1) root(sjp)= root(tjp) for all p2PosF(s); and
(2) sjp !R tjp for all p2PosV(s).
2 This example refutes [1, Theorem 5:2].
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Proof. Both properties are easily proved by induction on the length of the reduction
s!R t.
The next lemma expresses the fact that for conuent CTRSs the substitution part of
an instance of a stable term can be consistently reduced. This property plays a crucial
role in the proof of our main result (Theorem 24 below).
Lemma 21. Let R be a conuent CTRS. If s is a stable term and s !R t then
there exists a substitution  such that
(1) (x)!R (x) for all x2V; and
(2) t !R s.
Proof. If s is a ground term then it must be irreducible and hence any substitution 
satises both requirements. Suppose s is not ground. Let x be an arbitrary variable in s
and dene Ax = ftjp j sjp= xg. Since (x)!R u for every u2Ax by part (2) of Lemma
20, the set Ax consists of pairwise convertible terms. Since it is nite and non-empty,
conuence yields a term ux such that u!R ux for all u2Ax. Now dene  as follows:
(x)=

ux if x2Var(s);
(x) otherwise:
It is easy to see that this  satises both requirements.
Stability alone is not enough for ensuring the logicality of conuent, not necessarily
weakly normalizing, oriented CTRSs. This is shown in the next example.
Example 22. Consider the CTRS
R=

a ! f(a)
g(x) ! b( f(x) x

:
We have g(a)!s b since f(a) s a. Since there is no term t such that f(t)!o t,
the relation !o coincides with the rewrite relation induced by the single rewrite rule
a! f(a). Hence Ro is conuent and g(a)$o b does not hold. Note that Ro is stable
since variables are trivially stable.
Denition 23. A CTRS R is well-directed if every conditional rewrite rule l! r(
s1 t1; : : : ; sn tn of R satises Var(sj)\Var(ti)= ; for all 16j6i6n.
All example CTRSs introduced above except the one of Example 22 are well-
directed. Normal CTRSs are trivially well-directed. We are now ready for the main
theorem of the paper.
Theorem 24. Every stable well-directed conuent oriented CTRS is logical.
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Fig. 1. The proof of Theorem 24.
Proof. Let Ro be a stable well-directed conuent oriented CTRS. We use Lemma 13.
So let l! r( c be a conditional rewrite rule of Ro and  a substitution with c#o.
Let c= s1 t1; : : : ; sn tn. We have to dene a substitution  such that
(1) (x)!o (x) for all x2V, and
(2) c !o .
To this end we inductively dene substitutions 0; : : : ; n such that for all 06i6n
(3) (x)!o i(x) for all x2V, and
(4) sji!o tji for all 16j6i.
Letting 0 = , properties (3) and (4) are trivially satised for i=0. Let i>1. From
the induction hypothesis, conuence and stability of Ro, and Lemma 21 we infer the
existence of a substitution i such that sii−1!o tii and (x)!o i(x) for all x2V,
see Fig. 1. From the induction hypothesis we obtain (x)!o i−1(x) for all x2V.
Hence conuence yields terms ux for x2V such that i−1(x)!o ux o i(x). Partition
the set of variables V into V1 =Var(ti)\
S
16j<iVar(tj), V2 =Var(ti)n
S
16j<iVar(tj),
and V3 =VnVar(ti). Now dene i as follows:
i(x)=
8<
:
ux if x2V1;
i(x) if x2V2;
i−1(x) if x2V3:
We claim that i has properties (3) and (4). For property (3) we distinguish three cases.
If x2V1 then (x)!o i−1(x) by the induction hypothesis, i−1(x)!o ux by construc-
tion of ux, and ux = i(x) by denition of i. If x2V2 then (x)!o i(x) by construction
of i and i(x)= i(x) by denition of i. If x2V3 then (x)!o i−1(x) by the induc-
tion hypothesis and i−1(x)= i(x) by denition of i. Hence in all cases we obtain the
desired (x)!o i(x). For property (4) we reason as follows. Let 16j6i. By well-
directedness Var(sj)\Var(ti)= ; and thus Var(sj)V3. Consequently, sji= sji−1 by
denition of i. So it remains to show that sji−1!o tji. We distinguish two cases.
If 16j<i then sji−1!o tji−1 by the induction hypothesis and tji−1!o tji because
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Var(tj)V1 [V3, i−1(x)!o ux = i(x) for x2V1, and i−1(x)= i(x) for x2V3. If
j= i then sji−1!o tji by construction of i and tji!o tji becauseVar(tj)V1 [V2,
i(x)!o ux = i(x) for x2V1, and i(x)= i(x) for x2V2. This concludes the induction
step.
Now we dene = n. Since properties (3) and (4) for i= n are equivalent to prop-
erties (1) and (2), we are done.
In the remainder of this section we present sucient syntactic criteria for stability.
Denition 25. Let R be a CTRS over a signature F. A function symbol f2F is
called a constructor if for every conditional rewrite rule l! r( c2R neither l2V
nor root(l)=f. A constructor term is built from constructors and variables.
Denition 26. A term s is called a linearization of t if s is linear and s= t for some
variable substitution . Let R be a CTRS. A term t is called strongly stable if every
linearization of t is absolutely irreducible.
Note that it is sucient to test one (arbitrary) linearization for absolute irreducibility
when checking strong stability. Note also that every linear absolutely irreducible term
is strongly stable, hence stable according to the following lemma. Since the CTRS R
in Example 18 is well-directed, this shows that the non-linearity of f(x; x) is essential
for the non-logicality of R.
Lemma 27. Let R be a CTRS.
(1) Every strongly stable term is stable.
(2) Every constructor term is stable.
(3) Every normal term is stable.
Proof. The proof of statement (1) is routine. Statements (2) and (3) follow from (1)
because constructor and normal terms are always strongly stable.
Since normal CTRSs are trivially well-directed, Theorem 12 is a special case of
Theorem 24.
5. Equivalence of dierent types of CTRSs
In Sections 3 and 4 we presented restrictions on join and oriented CTRSs which
ensure logicality. In this section we present sucient conditions for logicality of join
and oriented CTRSs by imposing conditions on semi-equational CTRSs.
Lemmata 7 and 11 state that !j =!s for all conuent join CTRSs and !o =!s
for all conuent normal CTRSs. Hence conuent join and normal CTRSs are not only
logical but satisfy all properties of the corresponding semi-equational CTRSs. We de-
velop criteria for semi-equational CTRSs which ensure that !j =!s and !o =!s.
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The results obtained in this section will provide solutions to the following open prob-
lem by Toyama [6, Problem 16]: Under what conditions does conuence of a normal
oriented CTRS follow from conuence of the corresponding semi-equational CTRS?
In the rst part of this section we present conditions on semi-equational CTRSs
which ensure that !j =!s. The following example shows that, unlike the situation
for join CTRSs, conuence of semi-equational CTRSs is not sucient for this equality.
Example 28. Consider the CTRS
R=
8<
:
a! b
a! c
b! c( b c
9=
; :
We have b!s c since b $s c. However, b !j c does not hold because the condition
b #j c is not satised. Note that Rs is conuent but R j is not.
Although the above R j is logical, adding the rewrite rule d! e( b c to R reveals
that conuence of Rs is not sucient for logicality. One way to recover the equality
of !j and !s, and hence logicality of R j, is to impose on semi-equational systems,
in addition to conuence, the property dened below.
Denition 29 (Dershowitz et al. [8]). A CTRS R is decreasing if there exists a well-
founded order  with the subterm property that extends !R such that l  s and
l t for all l! r( c2R, s t in c, and substitutions .
Decreasing CTRSs are terminating and, when there are nitely many rewrite rules,
have a decidable rewrite relation. Note that the CTRS in the above example is termi-
nating but not decreasing.
Theorem 30. Let R be a CTRS. If Rs is conuent and decreasing then !j =!s.
Proof. From Lemma 2 we know that !j!s. For the reverse inclusion we show
s !j t whenever s!s t by well-founded induction on s with respect to the order 
which shows that Rs is decreasing. By denition s=C[l] and t=C[r] for some
rewrite rule l ! r( c2R, context C, and substitution  with c$s . Conuence
of Rs yields c#s. We have s=C[l]< l and l u; v for all u v in c by
decreasingness. Because  contains !s it follows that, for all u v in c, all terms in
u #s v are smaller than s. Hence, repeated application of the induction hypothesis
yields c#j and therefore s!j t.
Dershowitz and Okada [7, Theorem 2.3] showed that #j = #s for every decreasing
semi-equational CTRS. A related result by Dershowitz et al. [8, Theorem 3] states that
if a semi-equational CTRS Rs is decreasing then conuence of Rs implies conuence
of the corresponding join CTRS R j. Theorem 30 generalizes these two results because
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if Rs is conuent and decreasing then !j =!s and thus #j = #s and R j inherits
conuence from Rs.
The proof of Theorem 30 employs induction on the well-founded order that shows
decreasingness. Induction on the depth of rewrite steps is also possible, provided we
strengthen the conuence requirement.
Denition 31 (Giovannetti and Moiso [10]). A CTRS R is level-conuent if the rela-
tions !Rn for n>0 are conuent.
Level-conuence is a fundamental property for ensuring the completeness of condi-
tional narrowing in the presence of extra variables [10, 15].
Theorem 32. Let R be a CTRS. If Rs is level-conuent then !j =!s.
Proof. From Lemma 2 we know that !j!s . For the reverse inclusion we show
!sn !jn by induction on n>0. The base case is trivial. Let n>1 and s!sn t. By
denition there exists a rewrite rule l! r( c2R, a substitution , and a context C
such that s=C[l], t=C[r], and c$sn−1 . Since Rs is level-conuent we obtain
c#sn−1 and thus c#jn−1 with help of the induction hypothesis. Hence s!j t.
In the second part of this section we present conditions on semi-equational CTRSs
which ensure that !o =!s. The following example shows that the conditions in the
preceding two theorems are insucient for ensuring this equality.
Example 33. Consider the CTRS
R=
8<
:
a! d
b! d
c! d( a b
9=
; :
We have c!s d since a!s d s b. However, c!o d does not hold because the con-
dition a!o b is not satised. Note that Rs is level-conuent and decreasing.
The decreasingness assumption is rather severe because it excludes extra variables
in conditional rewrite rules. For the purpose of allowing extra variables, we introduce
a much weaker restriction.
Denition 34. A CTRS R is semi-decreasing if there exists a well-founded order 
with the subterm property that extends !R such that if l! r( c2R and s< t for
all s t in c then l  s for all s t in c.
Note that every decreasing CTRS is semi-decreasing, but not vice-versa.
For the equality !o =!s we need to restrict the reducibility of instances of the
right-hand sides of conditions in conditional rewrite rules.
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Denition 35. A CTRS R is right-independent if Var(t)\Var(l; r)= ; for every l! r
( c2R and s t in c.
It is easy to see that every normal CTRS is right-independent.
Theorem 36. Let R be a CTRS. If Rs is conuent; semi-decreasing; strongly
irreducible; and right-independent then !o =!s.
Proof. From Lemma 2 we know that !o!s. For the reverse inclusion we show
s!o t whenever s!s t by well-founded induction on s with respect to the order 
which shows that Rs is semi-decreasing. By denition s=C[l] and t=C[r] for
some rewrite rule l! r( c2R, context C, and substitution  with c$s . Dene
a substitution  as follows:
(x)=

(x) if x2Var(l; r);
(x)#s otherwise:
Note that (x)#s is well-dened because Rs is conuent and terminating (by semi-
decreasingness). We have c$s , l= l, and r= r. Because Rs is conuent,
strongly irreducible, and right-independent, we obtain c!s . Since s=C[l]<l 
u for all u v in c by semi-decreasingness, we obtain c!o as in the proof of
Theorem 30. Therefore s!o t.
The strong irreducibility requirement is essential because the semi-equational CTRS
of Example 33 is conuent, semi-decreasing, and right-independent. The following ex-
ample shows that we cannot dispense with right-independence in the preceding theorem.
Example 37. Consider the CTRS
R=

a ! b
f(x) ! b( b x

:
We have f(a)!s b but not f(a)!o b. It is not dicult to show that Rs is (semi-)
decreasing, conuent, and strongly irreducible. Right-independence is not satised
though.
Note that the CTRS in the above example is logical. It turns out that every oriented
CTRS for which the corresponding semi-equational CTRS is conuent, semi-decreasing,
and strongly irreducible is logical. In other words, right-independence is not essential
for logicality. The proof of this result is an easy consequence of the following theorem,
which states that Ro and Rs have the same computational power.
Theorem 38. Let R be a CTRS. If Rs is conuent; semi-decreasing; and strongly
irreducible then !!o =!!s.
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Proof. We show that t!o t#s for all terms t, from which the equality of !!o and
!!s is easily derived. We use well-founded induction on t with respect to the order 
which shows that Rs is semi-decreasing. If t is irreducible we have nothing to prove.
Suppose t is reducible. We distinguish two cases.
(1) Suppose a proper subterm s of t is reducible. So t=C[s] for some non-empty
context C. We have t  s by the subterm property and hence s!+o s#s by the
induction hypothesis and the fact that s 6= s#s. Closure under contexts of !o yields
t=C[s]!+o C[s#s]. Because  contains !o, we have tC[s#s] and thus C[s#s]
!o C[s#s]#s by the induction hypothesis. Conuence of Rs yields C[s#s]#s = t#s.
Therefore t!+o t#s.
(2) If no proper subterm of t is reducible then there must be a rewrite rule
l! r( c2R and a substitution  such that t= l and c$s . Dene the sub-
stitution  by (x)= (x)#s for all variables x. Clearly c$s . Let u v be an
arbitrary equation in c. Conuence and strong irreducibility of Rs yields u!s v
and thus u< v. Because Rs is semi-decreasing we obtain l u. Since t!s l,
we have t< l and thus t u. Hence we are in a position to apply the induction
hypothesis, which yields u!o u#s = v. We conclude that c!o and there-
fore l!o r. This implies that l cannot be a variable, for otherwise (l) would
be reducible. Because proper subterms of t are irreducible, we obtain t= l= l
and consequently t  r. Another application of the induction hypothesis yields
r!o r#s. Hence t!+o r#s = t#s by conuence.
Corollary 39. Let R be a CTRS. If Rs is conuent; semi-decreasing; and strongly
irreducible then Ro is complete and logical.
Employing induction on the depth of rewrite steps rather than on the order which
comes with semi-decreasingness enables us to weaken the semi-decreasingness require-
ment in Theorems 36 and 38 to strong normalization provided we strengthen conuence
to level-conuence and strong irreducibility to level-strong irreducibility.
Denition 40. A CTRS R is level-weakly normalizing if the relations !Rn for n>0
are weakly normalizing. We say that R is level-strongly normalizing or level-
terminating if the relations !Rn for n>0 are terminating.
It is easy to see that strong normalization implies level-strong normalization and
level-strong normalization implies level-weak normalization.
Denition 41. Let R be a CTRS. A term t is called level-strongly irreducible if t is
irreducible with respect to !Rn for every !Rn -irreducible substitution  and n>0. We
say that R is level-strongly irreducible if every right-hand side t of an equation s t
in the conditional part c of a conditional rewrite rule l! r( c in R is level-strongly
irreducible.
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Note that every level-strongly irreducible term is strongly irreducible but not vice-
versa.
Theorem 42. Let R be a CTRS. If Rs is level-conuent; level-weakly normalizing;
level-strongly irreducible; and right-independent then !o =!s.
Proof. From Lemma 2 we know that !o!s. For the reverse inclusion we show
!sn !on by induction on n>0. The base case is trivial. Let n>1 and s !sn t. By
denition there exist a rewrite rule l ! r( c2R, a substitution , and a context C
such that s=C[l], t=C[r], and c $sn−1 . Dene a substitution  as follows:
(x)=

(x) if x2Var(l; r);
(x)#sn−1 otherwise:
Note that (x)#sn−1 is well-dened because Rs is level-conuent and level-weakly
normalizing. We have c$sn−1 , l= l, and r= r. Because Rs is level-conuent,
level-strongly irreducible, and right-independent, we obtain c!sn−1 . An application
of induction hypothesis yields that c!on−1 . Therefore s!on t.
Note the similarity between the proofs of Theorems 36 and 42. The next result is
the level-version of Theorem 38.
Theorem 43. Let R be a CTRS. If Rs is level-conuent; level-strongly normalizing;
and level-strongly irreducible then !!o = !!s.
Proof. We show that t!on t#sn for all terms t and n>0. This implies !!on = !!sn .
From the latter equality the equality of !!o and !!s is easily derived. We use induction
on n. If n=0 then t= t #sn . Suppose n>0. We use a second induction on t with respect
to the well-founded order =(!sn[ .)+. Here . denotes the proper subterm order. If
t is !sn -irreducible then t= t#sn as before. Suppose t is !sn -reducible. We distinguish
two cases.
(1) Suppose a proper subterm s of t is !sn -reducible. So t=C[s] for some non-
empty context C. We have t  s by denition of  and hence s!+on s#sn by
the second induction hypothesis and the fact that s 6= s#sn . Closure under contexts
of !sn yields t=C[s]!+sn C[s#sn ]. We have C[s#sn ]!on C[s #sn ] #sn by the second
induction hypothesis. Level-conuence of Rs yields C[s#sn ]#sn = t#sn . Therefore
t!+on t#sn .
(2) If no proper subterm of t is !sn -reducible then there must be a rewrite rule
l! r ( c2R and a substitution  such that t= l and c$sn−1 . Dene the
substitution  by (x)= (x)#sn−1 for all variables x. Clearly c$sn−1 . Let u v
be an arbitrary equation in c. Level-conuence and level-strong irreducibility of
Rs yields u!!sn−1 v. The rst induction hypothesis yields u!on−1 (u)#sn−1 = v.
Hence l!on r. This implies that l cannot be a variable, for otherwise (l) would
be !on -reducible. Because proper subterms of t are !sn -irreducible, we obtain
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t= l= l and consequently t  r. An application of the second induction hy-
pothesis yields r!on r #sn . Hence t!on r#sn = t#sn .
Corollary 44. Let R be a CTRS. If Rs is level-conuent; level-strongly normalizing;
and level-strongly irreducible then Ro is (level-)complete and logical.
We cannot weaken the level-strong normalization requirement in Theorem 43 and
Corollary 44 to level-weak normalization. This is shown in the following example.
Example 45. Consider the CTRS
R=
8>>>>>>><
>>>>>>>:
a ! b
e ! f
a ! d ( ef
c ! b ( ef
b ! x ( c x
g ! h ( bd
9>>>>>>>=
>>>>>>>;
:
We have g!s h but not g$o h. It is not dicult to show that Rs is level-conuent,
level-strongly irreducible, and (level-)weakly normalizing. Note that Rs is not level-
strongly normalizing as b!s2 b.
The nal result of this section, which does not rely on any normalization requirement,
is also proved by induction on the depth of rewrite steps.
Theorem 46. Let R be a CTRS. If Rs is level-conuent; stable; well-directed; and
right-independent then !o =!s.
Proof. From Lemma 2 we know that !o!s. For the reverse inclusion we show
!sn !on by induction on n>0. The base case is trivial. Let n>1 and s!sn t. By
denition there exists a rewrite rule l! r ( c2R, a substitution , and a context C
such that s=C[l], t=C[r], and c $sn−1 . We are going to dene a substitution
 such that
(1) l= l, r= r, and
(2) c!sn−1 .
Let c= s1 t1; : : : ; sm tm. We will inductively dene substitutions 0; : : : ; m such that
for all 06i6m
(3) (x)!sn−1 i(x) for all x2V,
(4) l= li, r= ri, and
(5) sji!sn−1 tji for all 16j6i.
Then by dening = m we obtain properties (1) and (2). From the induction hy-
pothesis and property (2) we know c!on−1 . Therefore s=C[l]!on C[r] = t by
property (1). Letting 0 = , properties (3){(5) are trivially satised for i=0. Let
i>1. From the induction hypothesis, level-conuence and stability of Rs, and Lemma
21 we infer, similar to the proof of Theorem 24, the existence of a substitution i
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such that sii−1!sn−1 tii and (x)!sn−1 i(x) for all x2V. From the induction hy-
pothesis we obtain (x)!sn−1 i−1(x) for all x2V. Hence level-conuence yields
for every x2V a common !sn−1 -reduct ux of i−1(x) and i(x). Partition the set
of variables V into V1 =Var(ti)\
S
16j<iVar(tj), V2 =Var(ti)n
S
16j<iVar(tj), and
V3 =VnVar(ti). Now dene i as follows: i(x)= ux if x2V1, i(x)= i(x) if x2V2,
and i(x)= i−1(x) if x2V3. We claim that i has properties (3){(5). For property
(3) we distinguish three cases. If x2V1 then (x)!sn−1 i−1(x) by the induction hy-
pothesis, i−1(x)!sn−1 ux by construction of ux, and ux = i(x) by denition of i. If
x2V2 then (x)!sn−1 i(x) by construction of i and i(x)= i(x) by denition of
i. If x2V3 then (x)!sn−1 i−1(x) by the induction hypothesis and i−1(x)= i(x)
by denition of i. Hence in all cases we obtain the desired (x)!sn−1 i(x). Next
we show property (4). By right-independence neither l nor r contains variables oc-
curring in ti and hence we have Var(l; r)V3. From the induction hypothesis and
denition of i we obtain l= li and r= ri. For property (5) we reason as follows.
Let 16j6i. By well-directedness Var(sj)\Var(ti)= ; and thus Var(sj)V3. Conse-
quently, sji= sji−1 by denition of i. So it remains to show that sji−1!sn−1 tji.
We distinguish two cases. If 16j<i then sji−1!sn−1 tji−1 by the induction hypoth-
esis and tji−1!sn−1 tji because Var(tj)V1 [V3; i−1(x)!sn−1 ux = i(x) for x2V1,
and i−1(x)= i(x) for x2V3. If j= i then sji−1!sn−1 tji by construction of i and
tji!sn−1 tji because Var(tj)V1 [V2; i(x)!sn−1 ux = i(x) for x2V1, and i(x)=
i(x) for x2V2. This concludes the induction step.
Theorem 46 does not hold if we drop the right-independence requirement. Even
stronger, in contrast to the situation in Corollary 39, without right-independence we
lose logicality. This follows from Example 45 since Rs is level-conuent, stable, and
well-directed.
Special cases of Theorems 36 and 46 provide solutions to the above-mentioned open
problem [6, Problem 16]. Let R be a normal and thus right-independent CTRS. From
Theorem 36 we know that Ro is conuent if Rs is conuent and semi-decreasing. As
discussed in Section 4, normal CTRSs are stable and well-directed. Thus Theorem 46
shows that Ro is conuent if Rs is level-conuent.
6. Concluding remarks
In this paper we studied logicality of CTRSs. The main results are summarized
in Table 2. Here we use the following abbreviations: C (conuence), LC (level-
conuence), D (decreasingness), SD (semi-decreasingness), WN (weak normalization),
LSN (level-strong normalization), LWN (level-weak normalization), SI (strong irre-
ducibility), LSI (level-strong irreducibility), S (stability), WD (well-directedness), and
RI (right-independence). Fig. 2 summarizes the relationships between these properties
and normality (N), strong stability (SS), absolute irreducibility (AI), strong normaliza-
tion (SN).
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Table 2
Summary of logicality results
Type Requirements Theorem=Corollary
Semi-equational 5
Join R j : C 8
Rs :

C + D
LC
30
32
Oriented Ro :C +

WN + SI
S +WD
15
24
Rs :
8><
>:
C + SD + SI
LC +
(
LWN + LSI + RI
LSN + LSI
S +WD + RI
39
42
44
46
Fig. 2. Relationships between various properties of terms and CTRSs.
We illustrate the usefulness of one of the new logicality results, Theorem 24, by
showing that the class of CTRSs proposed by Suzuki et al. [19] falls within its scope.
This class can be viewed as a computational model for functional logic programming
languages with local denitions such as let-expressions and where-constructs.
Denition 47. An oriented CTRS is called properly oriented if every conditional re-
write rule l! r ( s1 t1; : : : ; sn tn with Var(r) 6Var(l) satises
Var(si)Var(l)[
i−1S
j=1
Var(sj  tj)
for all 16i6n. An oriented CTRS is called right-stable if every conditional rewrite
rule l! r ( s1 t1; : : : ; sn tn satises 
Var(l)[
i−1S
j=1
Var(sj  tj)[Var(si)
!
\Var(ti)= ;
and ti is either a linear constructor term or a normal term; for all 16i6n.
In [19] it is shown that orthogonal properly oriented right-stable CTRSs are level-
conuent.
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Theorem 48. Every orthogonal properly oriented right-stable CTRS is logical.
Proof. The rst requirement of right-stability implies well-directedness, the second re-
quirement implies stability due to Lemma 27. Since level-conuence implies conuence,
logicality follows from Theorem 24.
Suzuki [18] employs the above theorem in his proof of the completeness of narrowing
for the class of orthogonal properly oriented right-stable CTRSs.
Theorem 15, the other new sucient condition for the logicality of oriented TRSs,
covers the class of quasi-reductive strongly deterministic conuent CTRSs studied by
Avenhaus and Lora-Saenz [2]. This class is useful for studying the (unique) termina-
tion behaviour of well-moded Horn clause programs. Strong determinism and quasi-
reductivity are dened as follows.
Denition 49. An oriented CTRS is called deterministic if every conditional rewrite
rule l! r ( s1 t1; : : : ; sn tn satises l =2V,
Var(r)Var(l)[
nS
i=1
Var(si ti);
and, for all 16i6n,
Var(si)Var(l)[
i−1S
j=1
Var(sj  tj):
A deterministic and strongly irreducible CTRS is called strongly deterministic.
Denition 50. An oriented CTRS R is called quasi-reductive if there exists a reduction
order  such that
(1) l ([ .)+ si+1 for all 16i6n such that sj< tj for all 16j6i,
(2) l  r if si< ti for all 16i6n
for every l! r ( s1 t1; : : : ; sn tn 2R and substitution . Here < denotes the re-
exive closure of .
In [2, 9] it is shown that quasi-reductive CTRSs are terminating and, when there
are nitely many rewrite rules, have a decidable rewrite relation. In [2] a critical pair
criterion is presented for proving conuence of quasi-reductive strongly deterministic
CTRSs.
Theorem 51. Every quasi-reductive strongly deterministic conuent CTRS is logical.
Proof. Quasi-reductivity implies termination hence weak normalization and strong de-
terminism implies strong irreducibility. Hence the conditions of Theorem 15 are
fullled.
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We conclude this paper by making a comparison between the logicality results for
join and for oriented systems. With every join CTRS R we can associate a CTRS
O(R) as follows:
l! r ( s1 t1; : : : ; sn tn 2R
if and only if
l! r ( s1 x1; t1 x1; : : : ; sn xn; tn xn 2O(R);
where x1; : : : ; xn are fresh and pairwise distinct variables. One easily proves that !R j =
!O(R)o . Hence, using this transformation, every conuent join CTRS is transformed
into a conuent stable well-directed oriented CTRS. Consequently, Theorem 24 can be
considered as a generalization of Theorem 8. In the same fashion, Theorems 36 and
46 generalize Theorems 30 and 32.
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