Circle graphs are the intersection graphs of chords of a circle. In this paper we show that the problems of finding a minimum dominating set, a minimum connected dominating set and a minimum total dominating set are NP-complete for circle graphs. We also present a polynomial time algorithm for finding a minimum cardinality dominating clique in a circle graph.
Introduction
For a graph G = (V, E), a set S r I/ is a dominating set if every vertex in I/-S is adjacent to some vertex in S. A dominating set S is independent if the vertices of S are pairwise nonadjacent, total if the subgraph induced by S has no isolated vertices, connected if the vertices of S induce a connected subgraph and a dominating clique if the subgraph induced by S is completely connected.
The problems of finding the minimum cardinality dominating set, independent dominating set, total dominating set, connected dominating set and dominating clique have been much studied [4,6-g] . All of the above mentioned problems are NP-complete on general graphs and all but independent domination are NP-complete even for chordal graphs [2, 7, 11, 17, 19, 20] .
For cographs, Corneil and Per1 [7] were able to provide polynomial time algorithms for the problems of finding a minimum dominating set, a minimum connected dominating set, and a minimum total dominating set. It then became interesting to see how general a class of graphs, that includes cographs, admits polynomial time algorithms for these domination problems. The first generalization made was to permutation graphs. The domination problems on permutation graphs have received a considerable amount of attention and polynomial time algorithms have been developed for all five domination problems mentioned above [I , [3] [4] [5] 121 . This then raises the question of how far permutation graphs can be generalized before the domination problems become NP-complete. There are several well-known classes of graphs which contain the class of permutation graphs. If we generalize to comparability graphs we immediately encounter NP-completeness. All of the above mentioned domination problems, except dominating clique, have been shown to be NP-complete on comparability graphs [7, 9, 22] . Brandtstadt and Kratsch provide a polynomial time algorithm for finding the minimum dominating clique [4] in a comparability graph. Another possible generalization is to cocomparability graphs. For these graphs, Kratsch and Stewart [18] were recently able to provide polynomial time algorithms for all of the above mentioned domination problems, except dominating clique. They showed that the problem of finding a minimum dominating clique in a cocomparability graph is NP-complete.
The generalization we consider in this paper is to circle graphs. A graph G = (V,E), 1 VI = n, (El = m, is called a circle graph if there is a one-to-one correspondence between V and a set, C, of chords of a circle such that two vertices are adjacent if and only if the corresponding chords intersect. C is called the chord intersection model for G. Gabor, Hsu and Supowit [ 131 have an O(nm) time algorithm which given a graph will determine whether or not it is a circle graph and if it will produce an intersection model for it. Circle graphs are equivalent to the overlap graphs of intervals [ 151. An interval model of a circle graph is a set of n closed intervals in the real line such that interval i overlaps intervalj (interval i intersects interval j but neither contains the other) if and only if vertex i is adjacent to vertexj. Without loss of generality, we may assume that the endpoints of the intervals are distinct. Given a chord intersection model for a circle graph, an interval model can be obtained in linear time [15] . In the following we will make use of the interval model and interchangeably refer to the ith vertex or the ith interval as being adjacent to or overlapping with vertex j or interval j. The problem of determining the complexity of the domination problem on circle graphs was first mentioned as open in [16] . Little progress was made towards resolving this question until Elmallah, Stewart and Culberson defined the class of kpolygon graphs [lo] . These are the intersection graphs of straight-line chords inside a convex k-sided polygon. Permutation graphs form a proper subclass of 3-polygon graphs and circle graphs = lJ,"=, of k-polygon graphs. Elmallah et al. [lo] were able to provide a polynomial time algorithm for the dominating set problem on kpolygon graphs as long as k is a constant.
In Section 2 we show that the problem of finding a minimum dominating set, a minimum connected dominating set and a minimum total dominating set are NP-complete on circle graphs. These results in turn imply that, unless P=NP, no polynomial time algorithm exists for the dominating set problem on k-polygon graphs when k is arbitrary. In this sense, the result of Elmallah et al. [lo] is the best possible.
In Section 3 we present a polynomial time algorithm for finding a minimum cardinality dominating clique in a circle graph.
NP-completeness
The decision problem formulation of the domination problem on circle graphs is as follows: given a circle graph G= (V,E) and a positive integer k, is there a dominating set of size k or less for G, i.e., a subset I/' c I/ with / V'I s k such that for all u E I/-I/' there is a u E I" for which {u, u} E E? Theorem 2.1. The dominating set problem on circle graphs is NP-complete.
Proof. It is not hard to see that the problem is in NP. To show that the problem is NP-hard we construct a polynomially computable reduction from the problem SATISFIABILITY [14] . The approach we use for the reduction is similar to that used by Maass in reducing 3SAT to the one-dimensional ring cover problem [21] .
Let F be an arbitrary instance of the SATISFIABILITY problem. Let X= {x1,x2, . ..) x,} be the set of Boolean variables and C = {c,, c2, . . . , c,} be the set of clauses in F. We set will correspond to setting the variable to false. We will also create C type intervals to represent the clauses. To represent an unnegated literal we will use a sequence of intervals, w, d, f, and g and to represent a negated literal we will use a sequence of intervals u, e, f and g.
Let us now begin the construction in detail. First we construct one interval in I associated with each clause in C. The interval C, corresponding to the clause cj is
where q=(n+1)(20m).
We use q as an offset so the clause intervals do not intersect certain variable intervals we will be constructing.
Note that the interior of Cj contains n integers which will allow each variable to be associated with an interval which intersects Cj in a unique integer if necessary. Dominating (overlapping) C, with an interval associated with variable x, will correspond to satisfying Cj with a literal involving x,. Next we construct truth setting subsets of I associated with each variable xi in X. Refer to Figs. 1 and 2. There are several types of intervals associated with a variable xi. We first describe the three types of intervals which we will call Base, Upper and Lower. We will construct these intervals so that the Upper intervals dominate the Base intervals and likewise the Lower intervals dominate the Base intervals.
For each variable xi we construct a Base interval associated with each clause Cj of If ,Fj appears in Cj we add the intervals ui, eJ, J', and gJ where uj.
Here note that uj, e;, f,', gj, Cj forms a simple induced path in G and that there exists an L' interval that overlaps with u:, but no Upper interval overlaps with u;.
If neither x, nor .F; appear in Cj we do not add any more intervals to I here. Note the following adjacency relationships that have been created in the overlap graph G corresponding to I. The only intervals overlapping with c, are the gj such that either x, or X; occurs in Cj. The only intervals overlapping with interval J;' are the associated gi and either dy or e:. The only intervals overlapping a Base interval B' are an Upper interval U', a Lower interval L' and possibly either a ui or w' interval.
In order to establish the correspondence between a satisfying truth assignment and a dominating set we will want to be able to treat the Upper, Lower, d, e and g type intervals as if they need not be dominated.
In order to do this we add a number of p type intervals to I. We need only add two of these intervals to be able to treat all the g type intervals as dominated.
Note that the integer q -1 = (n + 1)(2Onz) -1 is contained in all the g type intervals but in no other interval to a clause which contains X, as a literal. Similarly if x, is false in A we include all the Lower intervals associated with xi in the dominating set. We also include g; for each clause j in which x, appears negated and <: for each clause j in which x, appears unnegated.
As before this ensures that all the intervals associated with x, are dominated.
Also all the clause intervals in which X, appears will be dominated.
Repeating this for each variable will ensure that all intervals associated with the variables are dominated.
Since A is a satisfying truth assignment the clause intervals will also be dominated. contain all the d' intervals, cannot contain any gi interval for which x, occurs unnegated in Cj, and can contain all the gJ intervals for which xi occurs negated in c,.
We may now construct a satisfying truth assignment A for Fas follows. If D contains the Upper (Lower) intervals associated with a variable X, then set x, to true (false) in A. It remains to show that A satisfies F. Assume to the contrary that there exists a clause cJ not satisfied by A. Since D is a dominating set for G (and D contains no clause intervals), D must contain some interval g:. But g: may only occur in D if x, occurs unnegated in cJ and x, is set to true in A, or if xi occurs negated in cJ and X, is set to false in A. Thus A does in fact satisfy cJ contradicting our assumption to the contrary. We may thus conclude that A satisfies F as required. 0
We now use the ideas in the above proof to show other variants of the dominating set problem on circle graphs are NP-complete.
Theorem 2.3. The connected dominating set problem on circle graphs is NPcomplete.
Proof. Here we may use the proof of the previous theorem with some simple modifications.
In the previous proof we showed that a dominating set D for the constructed overlap graph G could be assumed to contain only p, Upper, Lower, d, e and g type intervals. By the construction there exists a primed p type interval in D adjacent to any Upper, Lower, d, e or g type interval in D. Thus to ensure D is connected we need only ensure that the primed p type intervals are connected. To do this we add a pair of intervals, Tand T'so that T'is adjacent to Tand all the primed p type intervals. We also ensure that T overlaps with no other interval in I so that T' must occur in any dominating set for G. Letting T= t-6, -41 and T'= [-5, l] completes the proof. 0 Theorem 2.4. The total dominating set problem on circle graphs is NP-complete.
Proof. Recall that a dominating set is total if it contains no isolated vertex. We may thus use the proof used to show the connected dominating set on circle graphs is NP-complete. 0
Minimum dominating clique algorithm
In this section we again assume the overlapping interval representation I of a circle graph G. We label the intervals from 1 to n according to their ascending left endpoint order. Let 1; (ri) be the left (right) endpoint of the ith interval. In this representation, if the intervals corresponding to a clique C in G are ordered by ascending left endpoint they will also be ordered by ascending right endpoint. We say two intervals i and j, i<j, corresponding to vertices in a clique C of G are consecutive in C if they occur consecutively in the ascending endpoint ordering of the intervals corresponding to vertices in C. A clique C in G will be a dominating clique only if every vertex in V-C is adjacent to a vertex in C. The ordering property of the intervals corresponding to the vertices in C therefore implies the following lemma. l Any intervals a such that I, < I/, < r, < rP have been dominated by p but cannot be added to C. These intervals can thus be ignored in the further construction of C.
l Any intervals a for which I,< Ip< r,< r, cannot be added to C but have not been dominated. When such an interval is encountered we place it in a set U (for Undominated). l Any interval a for which lp < I, < r,, < r, is dominated by p and can be potentially added to C. When such an interval is encountered we place it in a set D (for Dominated) ordered by ascending left endpoint.
l Any interval a for which rP<lu lies to the right of p and is thus neither dominated by p nor a potential member of C. When such an interval is encountered we place it in a set OUT (for OUTside of p). Once the algorithm completes the above classification it remains to construct C from the members of D so that the intervals in U, IN and OUT are dominated. We will proceed from left to right and stop when the rightmost intervals are dominated. We thus let the interval from U with the rightmost right endpoint be URIGHT. We also let the intervals from IN and OUT with the rightmost left endpoints be IN-RIGHT and OUTRIGHT respectively. The algorithm uses a dynamic programming routine which computes the value DOMSIZE(q), which is the minimum size of a clique with leftmost interval p and rightmost interval q which dominates all intervals a in IN such that I, < I4 and all intervals b in OUT such that lb < r4. Let Di, D, 
