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Summary
The origins of spread spectmm are in navigation and military systems. Techniques originally 
developed to reduce the effects of the intentional jamming also proved suitable for 
communications through dispersive channels in cellular applications. In 1949 the first time hoping 
spread spectmm multiple access system has been introduced by John Pierce. A direct-sequence 
spread spectmm system has been proposed by De Rosa-Rogoff later in 1950. He has also 
introduced the concept of processing gain. However the commercialisation of cellular direct- 
sequence code division multiple access (DS-CDMA) systems became possible only during the 
1980's and 1990’s. In 2000 and beyond we will be witness to the standardisation and 
commercialisation of wide band CDMA system with a bandwidth of 5 MHz or more. While 
CDMA presents a number of advantages for cellular mobile communications, it has its own 
drawbacks. Good air interface designs provide efficient solutions for the terrestrial cellular 
system. We first take a look at the problem of narrow-band and partial band interference 
suppression in a CDMA system. By using Poor’s model for partial-band interference, some 
interference suppression techniques are analysed. Then the concept of hybrid genetic prediction is 
introduced which outperforms the nonlinear techniques in terms of SNR improvements. The 
performance of a CDMA system can be degraded by Multiple Access Interference (MAI) due to 
the presence of many users in the same bandwidth. After analysing the structure and performance 
of existing multi user detection techniques, a low complexity bit level detector is proposed to 
reduce MAI in synchronous CDMA (S-CDMA) system for an AWGN channel. It is shown how it 
is possible to reach almost the single user bound by combining detection theory and the 
fundamentals laws of evolution found in nature. Nonlinear mappings are added to the proposed 
detector to increase detector’s performance by reducing the misleading effect of noise on the 
detection process. Then for Asynchronous CDMA (A-CDMA), a novel packet level genetic 
detector is proposed. The near-far resistance feature of the proposed detector is studied. The effect 
of different parameters of genetic engine i.e. chromosome length, gene’s value or mutation and 
crossover probabilities on its performance are characterised. Different initialisation methods are 
introduced. For high bit rate CDMA system in multimedia applications in a dispersive CDMA 
channel. Inter Symbol Interference (ISI) becomes another highly important factor that degrades 
system performance. It is shown how it is possible to use a signal sub-space based detector as a 
core detector for a hybrid genetic Multi user detector.
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Chapter 1
1 Introduction
1.1 Background
Claude Shannon and Robert Pierce have described the basic idea of Code Division Multiple 
Access (CDMA) in 1950 [Scholtz-95]. They patented the anti-multipath “RAKE” receiver in 
1956 [Scholtz-95],Wide-band spread spectrum signals arrive over different propagation paths in 
the receiver. RAKE receiver combines these signals. In 1961 Magnuski mentioned the existence 
of a high interference overwhelming a weaker spread spectmm signal or near-far problem 
[Scholtz-95].
In 1978 Cooper and Nettleton suggested the idea of applying spread-spectmm to a Cellular 
system [Cooper-78]. During the 1980’s, Qualcomm investigated DS-CDMA techniques, which 
finally led to the commercialisation of cellular spread spectmm communications in the form of 
the narrowband CDMA IS-95 standard in July 1993 [Van Nee-2000]. Several groups have studied 
wideband CDMA techniques with a bandwidth of 5 MHz or more intensively during the last 
decade. Several trial systems have been built and tested [Ojanpera-97]. FRAMES FMA2 
(FRAMES Multiple Access) has been built in Europe while the European/Japanese harmonised 
WCDMA scheme Core-A has been built in Japan. The cdma2000 trial system has been proposed 
in the United States. The schemes TTA I and TTA H (Telecommunications Technology 
Association) have been tried in Korea. More recently, the standardisation for Universal Mobile 
Telecommunications Systems (UMTS) has produced a large interest in CDMA techniques 
[Dahlman-98], [Ojanpera-98]. From the early days of appearance of spread spectrum systems, 
naiTowband interference suppression techniques have attracted a great deal of interest. Techniques 
for filtering of the narrowband interference suppression have been studied since 1980. Multi user 
detection (MUD) has been subject to extensive research since 1986 when Verdu proposed an 
optimal MUD (OMD) for the Additive White Gaussian Noise (AWGN) channel based on the 
maximum likelihood sequence estimation (MLSE).
1.2 Motivation Behind the Current Work
The growing demand for mobile and personal communication services created much more 
concern in the communication industry to the increasingly overcrowded frequency spectmm.
1
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Spread Spectrum (SS) communication offers a solution to the huge demand for frequency 
spectrum and growing demand for mobile and personal communications services. The demand for 
new allocations can be satisfied by means of overlaying mobile users on top of existing wideband 
occupants. The proposed overlay systems of narrowband or partial-band users impose a large 
interference for CDMA systems. Although the CDMA system has inherent immunity to 
narrowband interference, the system performance can be improved further by filtering 
narrowband interference prior to signal spreading. Fixed, adaptive linear and nonlinear prediction 
filters have been used to suppress portions of interference. In this study the possibility of having 
an entirely new generation of prediction filters is investigated. The hybrid genetic predictor 
(HGP) is created based on the principles of evolution or natural selection introduced by Darwin.
For low bit rate CDMA systems several users transmit through a shared multiple access channel. 
Each user is allocated a pre-assigned signature waveform. In the presence of AWGN the signals 
of all users are added together and then demodulated in the receiver. MAI between data symbols 
of different users arise in synchronous CDMA (S-CDMA) because of the non-peifect cross­
correlation between the signature waveforms. Since the relative delays or arrival times are not 
same for different users in asynchronous CDMA (A-CDMA), the level of MAI even is higher. 
The complexity of OMD increases exponentially with the number of users. The other proposed 
sub-optimum techniques, either have too much complexity or do not show satisfying performance 
in terms of BER. One of the most important drawbacks of the existing techniques is their 
sensitivity to near-far effect. The performance of most existing MUD techniques are degraded 
when they face the near-far condition. Designing a low complexity MUD with robustness to the 
near-far effect and channel variations is a challenging task. Several existing MUD techniques are 
studied. The achievements from interference suppression using HGP are combined with MUD 
theory to propose a novel Genetic Multi user Detector (GMD) for S-CDMA. Different aspects of 
detection process including the effects of genetic operators such as mutation, crossover and 
selection operators on CDMA system performance are studied. It has been tried to have the most 
effective and simple structure with the best possible performance. The packet level genetic multi 
user detector is the genetic realisation of OMD for A-CDMA. A novel operator called circular 
injection is introduced to promote the knowledge of genes about the channel in each generation 
while increasing the stability of the detector. It has been tried to keep the complexity low while 
the performance tends to that of the OMD.
The third generation of mobile communication systems includes multimedia applications for 
which the bit rate is usually higher than that of the voice applications. While for the low bit rate 
CDMA systems the presence of ISI can be neglected, for high bit rates both ISI and MAI should 
be taken into account. Existence of ISI alongside with MAI in a dispersive A-CDMA channel
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makes the problem of MUD even more difficult. The existing MUD techniques are either too 
complicated or not robust enough to the channel variations.
After looking at different MUD techniques in dispersive CDMA channels. Minimum Mean 
Square Error (MMSE) detector as a closed form signal sub-space based technique is chosen as a 
base detector for a novel Hybrid Genetic Multi User Detector (HGMD). The huge gap between 
the performance of the proposed HGMD and the core signal sub-spaced based MMSE detector in 
terms of BER proves the possibility of having a more efficient parallel genetic solution from an 
original closed form signal sub-space based method.
1.3 Organisation of the Thesis
Figure I-I presents the organisation of this thesis.
C h a p te r  2
S u p p rc u io n
C h a p te r  J
C h a p te r  4
Figure 1-1 Thesis organisation
Chapter 2 describes the structure of a CDMA system. By studying the CDMA air interface, the 
problems are highlighted and the advantages are mentioned. The possibility of having overlay in a 
CDMA system and the benefits behind narrow and partial band interference suppression are 
mentioned. After describing the CDMA channel, the RAKE receiver is considered. The 
drawbacks of using RAKE in a dispersive CDMA channels are discussed. Then MUD as a 
powerful alternative solution is taken into account.
In Chapter 3, after looking at the existing narrowband interference suppression techniques in a 
CDMA system, their drawbacks are mentioned. The existing adaptive interference suppression 
techniques suffer from three important effects: their sensitivity to the learning parameter, the 
possible divergence and low convergence rate. Genetic algorithms are considered as an interesting 
solution. First a test bed is created. It is shown how it is possible to combine the classic learning
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of the adaptive linear predictor with a genetic engine to create a highly stable HGP with a faster 
convergence time. The performance of the proposed predictor is compared to some existing 
techniques in terms of SNR improvements.
In Chapter 4, after analysing MAI for both S-CDMA and A-CDMA different MUD techniques 
are studied. The drawbacks and advantages of each technique are mentioned. Then the concept of 
dynamic genetic multi user detection is introduced. By mapping the problem of OMD to a 
chromosome structure, a bit level detection for S-CDMA and a chip level detector for A-CDMA 
are created.
In Chapter 5, first a pure genetic solution for calculation of the inverse of the cross-correlation 
matrix of the signatures of a CDMA system is presented. Then a more complicated and improved 
version of the genetic detector is proposed for A-CDMA by introducing the concept of circular 
injection. The packet level GMD is a static detection technique. Its robustness to error estimation 
in channel parameters, the effect of number of generations on its performance and the behaviour 
of system are investigated under AWGN.
Finally Chapter 6 looks at high bit rate CDMA for multimedia applications. A multiple input 
multiple output (MIMO) channel model is chosen to study the dispersive asynchronous CDMA 
slowly varying fading channels. After analysing ISI and studying the structure of a signal sub­
spaced based detector, the novel structure of HGMD is introduced. It is compared to the original 
core detector in terms of complexity and performance.
Summarisation of the main findings of the thesis, conclusions and the areas in which further 
research could be carried out are all presented in Chapter 7.
1.4 Achievements
The list of original work presented in this thesis is;
1. Proposing a hybrid genetic predictor for narrowband and partial band interference
suppression in a spread spectrum system.
2. Introducing the new concept for learning and more reliable filter based on the selection of 
best creature in a generation of creatures
3. Achieving a high convergence rate for the proposed interference suppression techniques.
4. Proving the possibility of mapping classic adaptive linear filters to a chromosome
structure and achieving better performance than the original filter in terms of Signal to
Noise Ratio (SNR) improvements.
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5. The genetic implementation of OMD and introducing the concept of bit-level dynamic 
detection for the first time.
6. Reaching an extremely high convergence rate, high robustness to near-far effect and 
reaching almost single user bound with much less complexity than OMD.
7. A new objection function is proposed based on the availability of knowledge of 
transmitted signal in the receiver that led to implementing a new chip level GMD for A- 
CDMA in AWGN.
8. The concept of circular injection that led to proposing the new static packet level GMD 
for A-CDMA in AWGN channels.
9. Introducing a genetic replacement for decorrelating detector and avoiding the direct 
determination of inverse of cross-correlation matrix of users
10. A new closed-form mathematical objective function for detection in dispersive CDMA 
channels based on reconstruction of the signal in the receiver.
11. The advanced HGMD for multi user detection in dispersive A-CDMA channels. For 
slowly varying Rayleigh fading channels HGMD outperforms the signal sub-space based 
detector proposed by Wang and Poor [Wang-98] with a huge gap.
12. The concept of multi-level mutation process for genes in the proposed HGMD and adding 
the knowledge about the maximum range of mutation to the individuals.
13. Studying the possibility of adding more knowledge to the genes about the environment 
(Channel variations). This is very useful for detection in fast fading channels.
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Chapter 2
2 Code Division Multiple Access Systems for 
Personal Communications
2.1 Introduction
The continuous growth in traffic volume and emergence of new services have begun to change the 
stmcture of wireless communications and networking. Future mobile communications systems 
will be characterized by integration of different services and flexibility. Spread spectmm CDMA 
approaches have been proposed for a variety of digital cellular mobile and wireless personal 
communications systems. Cellular CDMA systems offer the potential of high spectmm efficiency. 
This capacity advantage together with other features such as multipath resistance, interference 
rejection, and the potential use of advanced antenna and receiver stmctures, have contributed to 
growing interest in this technology for proposed second- and third-generation cellular mobile 
systems [Dinan-98]. The North American CDMA system based on IS-95 brought many practical 
technical achievements as well as several lessons learned and has paved the way for possible 
future deployment of a more refined system operating at higher chip rate based on Wideband 
CDMA (W-CDMA). Wide-band DS-CDMA is emerging as the predominant radio access 
technology for the next generation and global wireless standard [Jabbari-98].
2.2 CDMA Systems for Terrestrial Environments
The explosive growth of the Internet and multimedia applications and the continued dramatic 
increase in demand for all types of wireless services (voice and data) are creating the demand for 
increasing capacity, data rates, and supported services. Basic and enhanced voice services 
including applications such as audio conferencing or voice mail, low-data-rate services supporting 
messaging, email and facsimile, medium-data-rate services for file transfer and Internet access 
and finally high rate services to support high speed packet and circuit-based network access are 
some of the identified applications. Alongside these applications, the multimedia services should 
provide concurrent video, and data services to support advanced multimedia applications [Nanda- 
2000].
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The second-generation CDMA IS-95 was adopted as the U.S. digital cellular standard. The IS-95 
conceived and promoted by Qualcomm, Inc., is an example of a commercial application of a SS 
system, which has opened a new era of spread spectrum wireless communications in non-military 
applications. The near-orthogonality of the signals on any user channels, the system’s exploitation 
of the fractional duty cycle of human speech voice activity, as well as the employment of three or 
more directional sector antennas are the main reasons behind the high capacity of IS-95 system. In 
the IS-95 CDMA system, each user is given one out of a set of orthogonal codes with which the 
data is spread, yielding code orthogonality. The orthogonality property allows the multiple users 
to be distinguished from one another. Although users operate on the same frequency at the same 
time, the spreading of the base-band signal spectrum allows interference from other users to be 
suppressed, which increases the capacity of the CDMA system [LEE-1998].
In IS-95 higher data rates are provided through code aggregation: up to eight codes may be 
assigned to a high-speed packet-data-capable mobile for duration of a burst. An active high-speed 
packet data mobile always has di fundamental code channel (FCH) at 9.6 kb/s. When higher data 
rates are needed, the mobile could be assigned up to seven channels called supplemental code 
channel (SCH) on the forward or reverse links. Data rates are controlled by the base station and 
assigned to the mobile station through the supplemental channel assignment message (SCAM). 
Channel quality feedback is indicated to the transmitter through pilot strength measurement 
provided by the mobile in pilot strength measurement messages. When there is no data transfer a 
mobile station goes to a dormant state to minimise or eliminate the use of air interface resources 
when there is no data transfer. [Nanda-2000].
The W-CDMA standard is being specified in Europe and Japan. W-CDMA has a bandwidth of 
5MHz or more. The nominal bandwidth for all third-generation proposals is 5 MHz. It supports 
data rates up to 2.048 Mb/s in 5 MHz through variable spreading and code punctuating from a rate 
1/3 base channel code. There are several reasons for choosing the bandwidth of 5 MHz. First, data 
rates of 144 and 384 Kbps, the main targets of third-generation systems, are achievable within the 
5 MHz bandwidth with a reasonable capacity. Even a 2 Mbps peak rate can be provided under 
limited conditions. Second, lack of spectrum calls for reasonably small minimum spectmm 
allocation, especially if the system has to be deployed within the existing frequency bands 
occupied already by second-generation systems. Third, the 5 MHz bandwidth can resolve more 
multipaths than narrower bandwidths, increasing diversity and thus improving performance. 
Larger bandwidths of 10, 15 and 20 MHz have been proposed to support higher data rates more 
effectively [Nee-2000].
Supporting higher data rates is possible through variable spreading. A range of data rates is 
achieved by using rate matching. That is, repetition or puncturing is used to match the coded bit 
rates to one of a limited set of rates on the physical channel. The medium access control (MAC)
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operation can be described using two modes: connected and idle. After powering on, the terminal 
stays in idle mode to optimise packet data operation. If the terminal is in active data transfer 
mode, it is assigned to a state in which dedicated channels are assigned. Mobiles that are not in 
active data transfer mode go to a state in which they listen to the broadcast of paging channels and 
update the network on its mobility when it moves to a different cell or registration area
The W-CDMA standard also includes options for a network to obtain different kinds of 
measurements from the mobile. These measurements are intended to be used by the network for 
resource allocation and handoff management. The metrics specified include pilot strength 
measurement, bit and block error rates, and path loss and SNR measurements. The standard also 
specifies a set of measurement reporting criteria and events that trigger the mobile to send a 
measurement report to network. The network uses the measurement control messages to specify 
to the mobile what events should report and also the measurement metrics that are to be included 
in the measurement report [Nanda-2000].
A complex spreading circuit is employed to reduce peak-to-average power and thus improve 
power efficiency. The spreading modulation can be rather balanced or dual-channel quadrature 
phase shift keying (QPSK). In the balanced QPSK spreading the same data signal is split into I 
and Q channels. In Dual-channel QPSK spreading, the symbol streams in I and Q channels are 
independent of each other. Unlike the second generation CDMA system, W-CDMA employs 
coherent detection that improves the performance of uplink. To facilitate coherent detection a 
pilot signal is required. To improve downlink performance fast power control is used. Power 
control improves the performance of downlink in a fading multipath channel. Furthermore an 
additional pilot channel is used to facilitate deployment of adaptive antennas for beam-forming 
since the pilot signal used for channel estimation needs to go through the same path as data. 
Therefore, a pilot signal transmitted through an omni-cell antenna cannot be used for channel 
estimation of a data signal transmitted through an adaptive antenna.
For third-generation systems hierarchical cell structures consisting of overlaying macro-cells on 
top of smaller micro- or pico-cells have been proposed to achieve high capacity. The cells 
belonging to different cell layers will be in different frequencies; thus, an inter-frequency 
handover is required. A key requirement for support of this sort of inter-frequency handover is the 
ability of the mobile station to cany out a cell search on a carrier frequency different from the 
current one, without affecting the ordinary data flow. Different methods have been proposed to 
obtain multiple carrier measurements. For mobile stations with receiver diversity, there is a 
possibility of one of the receiver branches to temporarily be reallocated from diversity reception 
and instead cairy on reception on a different caiTier.
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Proposing the most efficient MUD for third-generation systems has been subject to extensive 
research in recent years. In general, it is easier to apply MUD into a system with short spreading 
codes since cross-correlation does not change every symbol as with long spreading codes. One of 
the options for proposed systems is a long code. Therefore, the most feasible approach with long 
codes seems to be one that carries out interference cancellation at the chip level, thereby avoiding 
explicit calculation of the cross-correlation between spreading codes from different users. Due to 
complexity reasons, MUD cannot be used in the downlink in a similar way as to the uplink. In 
addition, the mobile station is interested only in demodulating its own signal in contrast to the 
base station, which needs to demodulate the signal of all users. Therefore, a simpler interference 
suppression scheme could be applied in the mobile station. Furthermore, if short spreading codes 
are used, the receiver could exploit the periodic properties or the cyclostationary properties of the 
signal to suppress interference without knowing the interfering codes. However in some cases 
short codes may lead to bad correlation properties, especially with small spreading factors. 
However if MUD were not used, adaptive codes could be used to change the spreading codes so 
that sufficiently good correlation properties are restored [Ojanpera-98].
The third-generation North American CDMA standard (cdma2000) provides several medium 
MAC layer enhancements. To minimise access and set-up delays, a 5ms framing structure is 
defined for the dedicated control channel (DCCH). In addition to the active and dormant states 
defined in IS-95, two additional MAC layer states are defined for fast access and set-ups with 
efficient air interface usage. The control hold state includes an assigned DCCH with 
discontinuous transmission permitted on the DCCH. This DCCH facilitates quick access to the 
traffic channels and faster activation. In the suspended state, no air interface channels are 
assigned, but the Radio Link Protocol (RLP) is deployed to avoid delays during initialisation.
In cdma2000, the SCH data rate is assigned to the mobile can be indicated to the mobile through 
an explicit SCAM message as in IS-95. Blind rate detection is also being considered in cdma2000 
for the forward link; that is, the mobile receiver attempts to decode the received frame assuming 
that the frame belongs to one of small set of formats. The base station can use any of these 
formats for data transmission without sending a SCAM to mobile.
The cdma2000 physical layer provides a single SCH with variable spreading gain, instead of the 
multiple code channel in IS-95. Supplemental channels in cdma2000 use variable spreading 
factors with affixed 20 ms frame size. The lowest spreading factor is two, resulting in a peak data 
rate of 307.2 kb/s in 1.25 MHz bandwidth, or a peak rate of 614.4 kb/s in 5 MHz bandwidth. 
Other physical layer enhancements include turbo coding, a reverse link pilot for coherent 
detection, fast forward link power control, and forward link dedicated pilots for operation with 
narrow-beam antennas [Nanda-2000].
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2.3 Classifîcation of CDMA Systems
Figure 2-1 shows the general classification of CDMA showing pure and hybrid CDMA.
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Figure 2-1 Classification of CDMA system
Pure CDMA: There are three modulation techniques that generate SS signals, known as pure 
CDMA. These three techniques are as follows:
DS-CDMA: The infoiTnation bearing signal is multiplied directly by a high-chip-rate spreading 
code.
Frequency-hopping (FH) CDMA: The earner frequency at which the information bearing signal is 
transmitted is rapidly changed according to the spreading code.
Time Hopping (TH) CDMA: The information-bearing signal is not transmitted continuously. 
Instead the signal is transmitted in short bursts where the times of the bursts are decided by the 
spreading code.
Hybrid CDMA: Two or more of the pure CDMA techniques can be used together (known as 
hybrid pure CDMA) to combine the advantages and it is hoped, to combat their disadvantages. 
Further it is possible to combine CDMA with other multiple access methods: Contention less 
(scheduling) access (FDMA, TDMA), known as hybrid contentionless CDMA (e.g., 
TDMA/CDMA), contention (random) access scheme (ISMA), known as hybrid contention 
CDMA (e.g., CDMA/ISMA), and orthogonal frequency division multiplexing (OFDM), known as 
hybrid OFDM/CDMA (e.g., MC-CDMA).
2.4 CDMA Concepts
In CDMA, each user is assigned a unique code sequence (Spreading code) that it uses to encode 
its information-bearing signal. The receiver, knowing the code sequences of the user decodes a 
received signal after reception and recovers the original data. This is possible because the cross­
correlation between the code of the desired user and the codes of the other users are small. The
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base-band model of a DS-CDMA transmitter is depicted in Figure 2-2. Because the bandwidth of 
the code signal is chosen to be much larger than the bandwidth of the information-bearing signal, 
the encoding process enlarges the spread spectrum of the signal.
V V
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► DataLPF
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Interleaving
Encoding
Figure 2-2 Base-band model of a DS-CDMA transceiver
A SS modulation technique should fulfil two criteria. First the transmission bandwidth must be 
much larger than the information bandwidth. Second the resulting radio frequency bandwidth is 
determined by a function other than the information being sent. So the bandwidth is statistically 
independent of the information signal. This excludes modulation techniques like frequency 
modulation (FM) and phase modulation (PM). The ratio of transmitted bandwidth to information 
bandwidth is called the processing gain. The receiver correlates the received signal with a 
synchronously generated replica of the spreading code to recover the original information-bearing 
signal. This implies that the receiver must know the code used to modulate the data.
If multiple users transmit a SS signal at the same time, the receiver will still be able to distinguish 
among the users, provided each user has a sufficiently low cross-correlation with the other codes. 
Correlating the received signal, from a certain user will only then despread the signal of this user. 
Thus, within the information bandwidth the power of the desired user will be larger than the 
interfering power providing there are not too many interferers, and the desired signal can be 
extracted.
The principle of spread spectrum multiple access is depicted in Figure 2-3. In Figure 2-3(a) users 
generate a spread spectrum signal from their nanowband data signals. In Figure 2-3(b) both users 
transmit the SS signal at the same time. At receiver 1, only the signal of user 1 is coherently 
summed by user 1 despreader and the user 1 data recovered.
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1& 2
(a) (b)
Figure 2-3 Principle of spread spectrum multiple access
In the presence of narrowband signal cross correlating of the code signal with a narrowband signal 
spreads the power of the narrowband signal, thereby reducing the interfering bandwidth. This is 
illustrated in Figure 2-4.
Figure 2-4 Interference rejection
The receiver observes spreading spectrum signal S summed with the narrowband interference i. 
At the receiver, the SS signal is despread while the interference signal is spread, making it appear 
as background noise compared with the despread signal. Demodulation will be successful if the 
resulting background is of sufficiently weak energy in the despread information bandwidth. This 
property gives an anti-jamming capability to CDMA especially against narrowband jamming. 
Because of its low power density the spread spectrum signal is difficult to detect and intercept by 
a hostile listener [Nee-2000].
2.5 CDMA Elements
In this section, fundamental elements for understanding DS-CDMA and its application to third 
generation systems; namely RAKE receiver and power control are reviewed.
12
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2.5.1 Protection Against Multipath Interference, RAKE Receiver !
In a real radio channel there is not just one path between a transmitter and receiver. The signals of j
the different paths are all copies of the same transmitted signal but with different amplitudes, 
phases, delays and arrival angles. For most practical channels, where signal propagation takes 
place in the atmosphere and near the ground, the free-space propagation model is inadequate to 
describe the channel and predict system performance. In wireless mobile communication systems, 
a signal can travel from transmitter to receiver over multiple reflective paths; this phenomenon is 
referred as multipath propagation. The effect can cause fluctuations in the received signal’s 
amplitude, phase and angle of anival, giving rise to the terminology multipath fading. The end-to- 
end modelling and design of CDMA systems that mitigate the effects of fading are usually more 
challenging than those whose sole source of performance degradation is AWGN. Two types of 
fading characterize mobile communications: large scale and small scale fading.
Large scale fading represents the average signal power attenuation or path loss due to motion over 
large areas. This phenomenon is affected by prominent terrain contours (hills, forests, billboards, 
clamps of buildings, etc.) between the transmitter and the receiver. The statistics of large-scale 
fading provide a way of computing an estimation of path loss as a function of distance. The 
receiver is often represented as being “shadowed” by such prominences. Small scale fading refers 
to dramatic changes in signal amplitude and phase that can be experienced as a result of small 
changes. For mobile radio application, the channel is time-variant because motion between 
transmitter and receiver results in propagation path changes. The rate of change of these 
propagation conditions accounts for the fading rapidity or rate of change of fading impairments.
Small scale fading is also called Rayleigh fading because if the multiple reflective paths are large 
in number and there is no line-of-sight signal component, the envelope of received signal is 
stationary described by a Rayleigh PDF. When there is a dominant non-fading signal component 
present, such as a line-of-sight propagating path, the small scale fading envelope is described by a 
Rician PDF.
There are three basic mechanisms that impact signal propagation in a mobile communication 
system. They are reflection, diffraction and scattering:
-Reflection: Occurs when a propagating electromagnetic wave impinges on a smooth surface with 
very large dimension compared to the RF signal wavelength.
-Diffraction: Occurs when a radio path between the transmitter and receiver is obstructed by a 
dense body with large dimensions compared to wavelength, causing secondary waves to be 
formed behind the obstructing body.
13
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-Scattering: Occurs when a radio wave impinges either a large rough surface or any surface whose 
dimensions are on the order of wavelength or less, causing the reflected energy to spread out in all 
directions [Sklar-97]. If the signals in a CDMA receiver, arrive more than one chip apart from 
each other, the receiver can resolve them. Actually, from each multipath signal’s point of view, 
other multipath signals can be regarded as interference. A further benefit is obtained, however if 
the resolved multipath signals are combined using a RAKE receiver. Thus, the signal waveform 
of CDMA signal facilitates use of multipath diversity. Expressing the same phenomenon in the 
frequency domain means that the bandwidth of the transmitted signal is larger than the coherence 
bandwidth of the channel and the channel is frequency selective that means only a part of signal is 
affected by fading. A rake receiver consists of correlators, each receiving a multipath signal. After 
despreading by correlators, the signals are combined using for example maximum ratio 
combining. Because the received multipath signals are fading independently diversity order and 
thus performance are improved. Figure 2-4 illustrates the principle of a RAKE receiver. In Figure 
2-4 three multipath components with different delays (T,,^ 2 ,^ 3 ) and attenuation factors
(a, , « 2  ><^ 3 ) are shown. The RAKE receiver has a receiver finger for each multipath component.
De-
Mxbilator
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Generator
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Figure 2-5 Principle of RAKE receiver
In each finger, the received signal is correlated by the spreading code, which is time-aligned with 
the delay of multipath signal. After despreading, the signals are weighted and combined using 
techniques like maximum ratio combining or equal gain combining. In Figure 2-5, maximal ratio 
combining is used; that is, each signal by the path attenuation factor. Because of transmitter or 
receiver movements, the scattering environment will change, and thus, the delays and attenuation 
factors change as well. Therefore, it is necessary to measure the tapped-delay-line profile and 
reallocate RAKE fingers whenever the delays have changed by a significant amount. Small-scale 
changes, less than one chip, are taken care of by code tracking loop, which tracks the time delay 
of each multipath signal.
14
______________ Chapter 2. Code Division Multiple Access Systems fo r  Personal Communications
2.5.2 Power Control
In the uplink of a DS-CDMA system, the requirement of power control is the most serious 
negative point. The need for power control arises because of the MAI. Because of the propagation 
mechanism, the signal received by the base station from a user terminal close to the base station is 
stronger than the signal received from another terminal located at the cell boundary. Hence the 
close user dominates the distant users. To achieve a considerable capacity in this near-far 
situation, all signals irrespective of distance, should arrive at the base station with the same mean 
power. A solution to this problem is power control, which attempts to achieve a constant received 
mean power for each user. Therefore, the performance of the transmitter power control (TPC) is 
one of the several dependent factors when deciding on the capacity of a DS-CDMA system.
In contrast to the uplink, in the downlink all the signals propagate through the same channel and 
thus are received by a mobile station with equal power. Therefore, no power control is required to 
eliminate the near-far problem. Power control is still desirable, however, to minimise the 
interference to other cells. Ideally, you want to transmit just enough power to each user so that all 
users experience the same signal-to-interference ratio at the minimum required level. 
Unfortunately, power control in the DS-CDMA downlink actually creates a near-far problem. 
Therefore, the power for all users cannot be much smaller than the remote user, resulting in more 
interference to other cells than in case of ideal power control. In addition to being useful against 
interfering users, power control improves the performance of DS-CDMA against fading channel 
by compensating the fading dips. If it followed the channel fading perfectly, power control would 
turn a fading channel into an AWGN channel by eliminating the fading dips completely.
Two types of power control principles exist: open loop and closed loop. In open loop power 
control, the transmitter measures the interference conditions from the channel and adjusts the 
transmission power accordingly to meet the desired frame error rate (FER) target. Because the fast 
fading does not correlate between uplink and downlink, however, open loop power control will 
achieve the right power target only on average. Therefore, closed loop power control is required. 
In closed loop power control, the receiver measures the signal-to-interference ratio (SIR) and 
sends commands to the transmitter on the other end to adjust the transmitter power.
2.5.3 Soft Handover
In soft handover, a mobile station is connected to more than one base station simultaneously. Soft 
handover is used in CDMA to reduce the interference into other cells and to improve performance 
through macro-diversity. Softer handover is a soft handover between two sectors of a cell. 
Because in soft handover the mobile station is connected to either two or more base stations, its 
transmission power can be controlled according to a cell, which the mobile station receives the
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highest signal strength. A mobile station enters the soft handover state when the signal strength of 
a neighbouring cell exceeds a certain threshold but is still below the current base station’s signal 
strength.
Fortunately, the signal structure of CDMA is well suited for the implementation of soft handover. 
This is because in the uplink, two or more base stations can receive the same signal strength 
because of the reuse factor of one; and in the downlink, the mobile station can coherently combine 
the signals from the different base stations since it sees them as just additional multipath 
components, provided that the base stations are time synchronised to within a few chip intervals. 
This provides an additional benefit called macro diversity. The diversity gain is provided by the 
reception of one or more additional signals.
2.5.4 Interfrequency Handover
The third generation CDMA networks will have multiple frequency carriers in each cell, and a 
hot-spot cell could have a larger number of frequencies than neighbouring cells. Further, in 
hierarchical cell stractures, microcells will have a different frequency than the macrocell 
overlaying the microcells. Therefore, an efficient procedure is needed for handover between 
different frequencies. A blind handover used by second generation does not result in an adequate 
call quality. Instead, the mobile station has to be able to measure the signal strength and quality of 
another carrier frequency, while still maintaining the connection in the current carrier frequency. 
Because a CDMA transmission is continuous, there are not idle slots for the interfrequency 
measurement as in TDMA systems. Therefore, compressed mode and dual receiver have been 
proposed as a solution to inter-frequency handover. In the compressed mode, measurement slots 
are created by transmitting data of a frame, for example, with a lower spreading ratio during a 
shorter period, and the rest of the frame used for measurements on other carriers. The dual 
receiver can measure other frequencies without affecting the reception of the current frequency 
[Nee-2000].
2.6 Challenges in the design of CDMA Systems
Features of CDMA system have been discussed in previous section. In this section some 
challenges of CDMA will be mentioned.
2.6.1 Sensitivity to Narrowband Interference
An interesting question concerns the relative sensitivity of TDMA and CDMA to narrowband 
interference. The impact of narrowband interference is the same for all users in both TDMA and
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CDMA with PN sequences. All users suffer from SNR degradation that grows with the 
interference power, and the channel becomes unusable beyond some threshold value of the 
interference power. Since CDMA is based on DS-SS techniques, it is commonly perceived as 
more robust than TDMA. To the question of which of these two techniques is more robust to 
narrowband interference, it is quite unlikely that someone would answer either that TDMA is 
more robust or that the two systems are equivalent. One possible reason for this perception is that 
the CDMA vs. TDMA issue is erroneously assimilated into DS-SS vs. narrowband transmission. 
Yet, using continuous-wave (CW) interference, it is clearly demonstrated in [Moeneclaey-98] that 
for a given interference power, the SIR at the threshold detector input is identical in TDMA and 
CDMA. It is also shown that in terms of the resulting BER degradation, TDMA is in fact slightly 
superior to CDMA. These results may seem counterintuitive, but they are hardly surprising and 
are easily explained as follows.
It is true that CDMA benefits from a factor of A  , in the despreading process, but the same factor 
is also valid for TDMA since only ( 1 / N  )th of the interference energy affects a given user. In 
other words, the performance of TDMA is determined by the ratio of the interference power to the 
power of the multiplexed signal with N  users rather than to the power of the individual signals. 
Once it becomes clear that TDMA and CDMA are equivalent in terms of SIR at the threshold 
detector input, it is easily shown that CDMA suffers a higher BER degradation. Since there is no 
special processing of the received signal in TDMA, the interference at the threshold detector input 
has a fixed amplitude and uniform phase. In contrast, the interference at the correlator output in a 
CDMA receiver is a linear combination of segments from the original interference which is 
closely approximated by a Gaussian process. Recognising that for a given noise (or interference) 
power, the Gaussian process leads to a higher BER than does a constant-amplitude process, one 
realizes that the impact of narrowband interference on the BER is stronger in CDMA. The 
performance of third generation wideband CDMA systems in the presence of narrowband CW 
interference can be improved by employing the narrowband interference suppression techniques 
before despreading the signal in the receiver [Sari-2000].
2,6,2 Interference-Limited Capacity
The capacity of a DS-CDMA system using RAKE receiver is interference limited. In practice this 
means when a new user, or interférer, enters the network, other users’ service quality degrades. 
The more the network can resist interference the more users can be served. MAI that disturbs a 
base or mobile station is a sum of both intra- and intercell interference. The current CDMA 
receivers are based on the RAKE receiver principle, which considers other users’ signal as 
interference. In an optimal receiver, however, all signals would be detected jointly or interference 
from other signals would be removed by subtracting them from the desired signal.
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MUD also called joint detection and interference cancellation (IC), can reduce the effect of MAI, 
and hence increases the system capacity. In the first place, MUD is considered to cancel only the 
intra-cell interference, meaning that in a practical system the capacity will be limited by the 
efficiency of the algorithm and the inter-cell interference. In addition to capacity improvement, 
MUD alleviates the near-far problem typical to DS-CDMA systems. A mobile station close to a 
base station may block the whole cell traffic by using too high a transmission power. If this user is 
detected first and subtracted from the input signal, the other users do not see the interference.
Because OMD is very complex and difficult to implement in practice for any reasonable number 
of users, a number of sub-optimal multi user and interference cancellation receivers have been 
developed. The sub-optimal receivers can be divided into two main categories; linear detectors 
and interference cancellation. Linear detectors apply a linear transform to the output of the 
matched filters that are trying to remove MAI (i.e. the interference due to correlation among 
codes. In interference cancellation, MAI is first estimated and then subtracted from the received 
signal.
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Chapter 3
3 An Evolutionary Hybrid Filter for 
Narrowband Interference Suppression in 
CDMA
3.1 Introduction
The inherent immunity of CDMA systems to narrowband CW interference does not give them a 
satisfying performance in the presence of strong interference. It is shown that in terms of the 
resulting BER degradation, TDMA is in fact slightly better than CDMA in the presence of 
narrowband CW interference [Moeneclaey-98]. In this chapter first a comparison of multiple 
access techniques in the presence of narrowband interference is given. Then different narrowband 
interference suppression techniques are studied. It is well known that system performance in a 
CDMA receiver is greatly enhanced if the receiver employs some means of suppressing 
narrowband interference prior to signal despreading. Furthermore one of the most interesting 
features of spread spectmm is the possibility of overlaying low level DS waveforms on top of the 
existing users. In this way spread spectrum allows additional users to use the same band as other 
existing users. Hence the overall capacity can be increased even more than just through the use of 
the CDMA network. However, such a procedure should be done more carefully so as not to cause 
intolerable interference for either existing nairowband users or the wideband users. Despite the 
inherent interference suppression capability of CDMA to enhance the system performance further, 
narrowband interference suppression techniques should be used. This will not only reduce the 
interference level that the DS spread spectrum should live with but also it will help narrowband 
users by decreasing the power levels of the CDMA users since they do not compete with other 
pre-existing signals. Different techniques have been proposed to suppress narrowband 
interference. A filtering process can be mapped into a search problem. These means the intelligent 
searcher is looking for the optimum set of filter parameters. We have tried to show the feasibility 
of combining genetic algorithms and conventional interference suppression techniques. The least 
mean squared (LMS) algorithm and nonlinear adaptive filter have been successfully mapped into
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a hybrid genetic structure. The performance of the resultant hybrid structure has been shown to be 
better than the original filters.
3.2 A Comparison of Multiple Access Techniques in the Presence of 
Narrowband Interference
In a number of communication systems, the channel is affected by narrowband interference which 
severely degrades the signal quality and limits the number of users that can be accommodated. A 
good example of this is the return channel which conveys upstream information from subscriber 
premises to the head-end in cable TV (CATV) networks. To increase the robustness to 
narrowband interference, orthogonal frequency-division multiple access (OFDMA) was proposed 
for this application [Sari-96], but current industry standards are based on TDMA and CDMA.
TDMA consists of sharing a data stream between different users by assigning to them different 
time slots. In what follows, a simple TDMA scheme in which one time slot per frame is assigned 
to each user is considered. It is assumed that the number of users is V  . A frequency bandwidth 
N W  is required to accommodate N  users if W  designates the bandwidth required in a single 
user system. Clearly, since the user signal energy in the TDMA scheme considered in 
concentrated in one time slot, the transmit power during that time slot must be N  times larger 
than the transmit power in a single user system employing the same modulation scheme, to keep 
the energy per transmitted bit constant, and BER performance in the presence of AWGN 
unchanged.
Two different CDMA schemes have been considered. The first is orthogonal CDMA (OCDMA) 
which employs orthogonal spreading sequences, e.g., the Walsh-Hadamard (WH) sequences. 
There are exactly N  orthogonal sequences of length N , and therefore, N  users can be 
accommodated in OCDMA when the channel bandwidth is N  times that required by a single 
user, and the spectrum efficiency of this technique is identical to that of TDMA.
The second form of CDMA employs PN sequences with low cross-correlation. This multiple 
access technique, which is referred to as PN-CDMA, has very different properties from OCDMA. 
Indeed PN-CDMA involves multi user interference which grows linearly with the number of 
users.
3.2.1 System Description
In the presence of a CW interférer (Jammer), the complex envelope r{t) of the received signal in 
a general multiple access scheme can be written as
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(3-1)+00 N
A'=—00 ;|=1
where denotes the k  th symbol transmitted by the n th user, is the energy per symbol for 
the n  th user and „ (t) denotes the pulse that carries the symbol „. The functions if/f. „ {t) 
form an orthonormal set, i.e.,
(3-2)
where
f <5,. = 1 , i =  0
\ S j  = 0 , f #  0
and the CW interférer is given by
7(0 = 7 ^ exp(j2;rF/ + jOj ),
(3-3)
(3-4)
where Pj , Fj and 6j are the power, the frequency, and the phase of the jammer. It is assumed 
that Oj is uniformly distributed over (0 ,2 ;r ) . Detection of the symbol a, is accomplished as 
indicated in Figure 3-1. This correlating receiver is equivalent to a receiver with a matched filter 
(of impulse response î7 / * , „ ( ~ 0  ), sampled at f = 0 .
+ 0 0
r{t) Z(t)
*
Figure 3-1 Receiver structure 
The signal Z{^ ,„ at the input of the decision device can be written as
= I ' ' ( O w lA O d t
(3-5)
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where is the Fourier transform of ,„(0 . The function is defined for TDMA,
OCDMA and PN-CDMA in terms of unit-energy pulse p{t) which is a square root Nyquist pulse 
with respect to the interval T I N  so that
J  p ( t )p ' , ~ i L
V N
i t  =  S:
(3-6)
In (3-6) \ / T  denotes the symbol rate per user, and N  is the maximum number of users can be 
allowed. The pulse p(t)  could be a rectangular pulse of duration T I N ,  but in many practical
applications p{t)  is a square root raised cosine pulse. Its Fourier transform is given by ■\jG{f) 
with
C (/)  =
T
N
2 N 1 - s i n
/  /  
7T JT
N
0
0 < | / T / i V |< ( l - ; 5 ) / 2  
{ l - f i ) / 2 ^ \ f T / N \ < a  + j3 ) /2
(3-7)
otherwise.
It can be seen for the square root raised cosine pulse the one-sided bandwidth of the pulse p{t)  
equals (l -f- P )N !{2 T ) ,  with p  denoting the roll-off factor. In TDMA, y i^ ,„{t) is given by
(  / \ T  ^ (3-8)
where q { l ,m ) T I N  denotes the transmission instant of the /th  symbol from the m th  user. It 
follows that
(3-9)
which indicates that the magnitude of the jammer term for TDMA is only a function of jammer 
frequency F j , whereas its angle is a function of the jammer frequency and of the symbol and user 
indices I and m .
In a OCDMA system with a spreading factor of N  , y/i „,{t) is given by
J N - \ f  'r \
t — k  ITN
(3-10)
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where e  {—l,+ l}  is the k  th chip of the WH sequence allocated given by to user m  . The 
Fourier transform of this waveform is
= P ‘(fy)expÜ2;rfvZr)C-(F„m), (3-1D
where
1 (id ('3-1211 - j 2 n k f T I N  ^ /
N  k=o
is proportional to the DPT of the WH sequence of user m . It follows that the jammer term in the 
OCMDA case has a magnitude that is a function of the jammer frequency F j , and on the user
index m , whereas its phase is a function of the jammer frequency Fj and the user and symbol 
indices m  and I , Finally in a PN-CDMA scheme in which the spreading sequence period K  is 
much larger than the number N  of chips per symbol, successive symbols are multiplied with 
different segments of size N  of the chip sequence. In this case is given by
r Tt - k - — IT  N
(3-13)
where denotes the modulo K  reduction of x . The segments of the chip sequences from 
different users are no longer orthogonal. Hence, the quantity at the input of the decision 
device becomes
n^ in
where M U l{ l,m ,n )  is the multi user interference from the nth  user when detecting the /th  
symbol from the m th user
M U l{ l ,m ,n )  = „ a , „ J „ (<)
- y j F , , n  Û / . , ,  ■
t=0
and with
(3-15)
N - \
- j l j d c J T I N (3-16)
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As the PN-sequence period is much larger than the number of chips per symbol, the segment 
\p^ [iN+k]k I ^ =  O '"  — 1 } can be modelled as a sequence of N  statistically independent chips that
takes on the values +1 and -1 with equal probability. The Sum of all terms of MUI terms and 
jammer term can be approximated by Gaussian random variables for large N  and replaced by a 
single complex-valued zero-mean Gaussian random variable with
(3-17)
3.2.2 Performance Analysis, Average Jammer Power at Input Decision 
Device
The power of jammer terms, averaged over all the symbol indices I and the user indices m  is
+L N-{. 2 (3-18)
It turns out that in TDMA, the jammer power at the input of the decision device is independent of 
both the user all the symbol indices I and the user indices m ,  because • This
yields
P j „ , = P j \ P { F j f .  (3-19)
From (3-7) \p{Fj )\ magnitude of jammer is upper bounded as ^ 4 T I N  therefore
(3-20)
Since the WH sequences of users in OCDMA are orthogonal, the average jammer power becomes
,„ = 0
,„=0
/  N-\ Y  Af-1 \
k=0 A k=0 yJ
In the case of PN-CDMA with long PN sequences, the jammer power is the same for all the users. 
Using (3-17) with —0  for n ^ m ,  the average power is
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It is concluded that the average jammer power is the same in TDMA, OCDMA and PN-CDMA.
3.2.3 Bit Error Rate Performance
A QPSK modulation is considered. It is assumed that for m=0- * -A^—1. The resulting
BER for TDMA for the user with index m  is given by
1 (  j— (3-23)
= — arccos K 2PJ , a v g
or
CJR
(3-24)
where CJJH^E^ denotes the canter-to-jammer ratio for the mth  user. Since in TDMA all
users have the same magnitude of the jammer term, they all have the same BER performance.
Using the upper bound \P{Fj J < 4 T I N  the TDMA user’s BER becomes
BER  = — arccosK ^ C J R
(3-25)
y
As compared to single user transmission A^=l, TDMA benefits from a spreading gain of 
10 lo g  { N  ) dB. In the case of PN-CDMA, the sum of MUI and jammer interference can be 
considered as a Gaussian random variable whose statistics do not depends on the user index rn. It 
is assumed that number M  of active users is less than N, and that for all M  users,
The resulting BER is the same for all users, and can be expressed as
r ^ (3-26)
NBER = Q
1
where the upper bound jP(ly| ^ 4 T I N  is used and
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Q{x ) = - j=  fexp  V2/r ;
u2 N (3-27)
d u .
In TDMA and PN-CDMA, the BER is independent of the user index. For a given carrier-to- 
jammer ratio, the BER in TDMA depends neither on the jammer frequency nor on the maximum 
number of users, whereas the BER in PN-CDMA is independent of the jammer frequency, but
increases with the number of interfering users and the spreading factor (M—l)/ N, Even in the 
absence of the interfering users, PN-CDMA is worse than TDMA, because of the different 
statistics of the jammer term at the input of the decision device [Moeneclaey-98]. The 
performance of PN-CDMA as a spread spectrum system can be improved by employing the 
narrowband interference suppression techniques before spreading process. The narrowband 
interference suppression techniques have been subject to extensive research work in recent years.
3.3 Narrowband Interference Suppression Techniques
Narrowband interference suppression techniques have been successfully applied to a wide range 
of applications including radar, sonar, communications, noise cancellation. They include the class 
of linear predictors that is originally proposed by Wiener [Wiener-49]. In 1975 Bernard Widrow 
described the concept of adaptive noise cancellation, an alternative method of estimating signals 
corrupted by additive noise or interference. This avoids direct involvement with Wiener equations 
[Widrow-75]. The steady state behaviour of the adaptive linear enhancer (ALE) an adaptive linear 
prediction filter, has been proposed and analysed for a stationary input consisting of multiple 
sinusoids in white noise by Zeidler [Z^idler-78]. Ketchum and Proakis have introduced adaptive 
algorithms for estimation and suppressing narrow-band interference in PN spread spectrum 
systems in 1982. In their paper the error rate performance of a SS receiver that employs the 
interference suppression filter followed by a PN correlator is determined based on the assumption 
that the combined noise and residual interference at the output of the PN correlator is Gaussian 
distributed [Ketchum-82]. The performance of direct sequence QPSK spread-spectrum systems 
using complex adaptive filters in the presence of pulsed CD interference by considering both 
adaptive prediction error filters and adaptive two-sided taps is measured. It shown that the 
performance of the two-sided transversal filter is better than that of the prediction error filter [Li- 
83]. The performance of adaptive linear prediction filters are generally bounded by that of the 
ideal Wiener filter, but the magnitude of the implementation errors is dependent on fixed adaptive 
filter parameters such as the adaptive time constant, the filter order. Zeidler specified the 
conditions required to implement real-time adaptive prediction filters that provide nearly optimal 
performance in realistic input conditions. The effects of signal bandwidth, input SNR and noise 
correlation are considered in [Zeidler-90]. Guilford and Das have considered the adaptive lattice
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filters [Guilford-85]. Wang and Milstein have used transversal filters to suppress narrowband 
interference in a CDMA system considering the effects of the multipath fading, as well as both 
inracell and intercell interference [Wang-92]. Vijayan, Rusch, and Poor have studied Nonlinear 
techniques for interference suppression in CDMA spread spectmm communications [Vijayan-91]- 
[Rusch-94].
In this chapter the possibility of mapping the problem of narrowband interference suppression to |
an evolutionary stmcture is investigated. A generation of creatures is created that has j
chromosome structures built from the basic elements called genes. Genes are indeed consists of !
the basic elements of chromosomes. These creatures are involved in a race for suppressing the 
narrowband interference with the maximum possible performance. Each creature is credited in 
accordance to a fitness function that is related to the output performance. Then through the j
process of selection, mutation and crossover the best individuals are survived. The survived 
creatures are the parents of the next generations. The final outcome of the process of evolution is i
a more effective narrow interference suppression in terms of SNR improvements and BER j
degradation. The simulation environment is created employing the interference and system model j
introduced in the article by Rusch and Poor [Rusch-94] and confirming their original results for 
their filtering techniques. During the detailed simulation studies it is shown that using an ideal 
fitness functions for individuals, the new evolutionary predictor outperforms the filtering 
techniques proposed by Rusch and Poor in terms of SNR improvements.
3.4 System Model
The low-pass equivalent of a DS-CDMA waveform is given by
, , ^  (3-28)
k= 0
where L  is the number of PN chips per message bit, is the chip interval, Cf. is the k  th chip of 
the PN sequence, and q(t)  is a rectangular pulse of duration . The total transmitted signal can 
be expressed as
^  ^  \ (3-29)•s( 0  =  X  X A ^ m ( /-y T )
t= l  7=-<>o
where {bf.} is the binary information sequence and T  =  L t^ is the bit duration, k is the index of
the user, and j  is the index of the transmitted DS-CDMA waveform. Assuming that the channel is 
Gaussian, the model of the received signal is depicted in Figure 3-2.
27
Chapters. An Evolutionary Hybrid Filter fo r  Narrowband Interference Suppression in CDMA
( k  +  1 )T( k + l)T
C k q i t - k Z c )  ^ ( 0
Figure 3-2. Model of received signal
To analyse the narrowband interference, it is assumed that the CDMA signal is passed through a 
chip matched filter. The received signal sampled once during each chip interval. The components 
due to the spread spectmm signal include the spread spectmm signal , the narrow-band
interference and additive white AWGN N ^ . The system model is depicted in Figure 3-2. Here 
the received signal is:
z{t)  = s{t) + i(t) + n { t ) . (3-30)
Signal after sampling is then given by
(3-31)
where the discrete sequences {S,^}, and are due to {5 '( / ) | ,  [n{t)] and {/(/)},
respectively. It is assumed that these discrete sequences are mutually independent.
The AWGN sequence } has a variance of . The signal is the output of a uniform
random generator. It is bipolar with amplitude ±  1. The Gaussian Autoregressive (AR) process 
model of Rusch and Poor [Rusch-94] is chosen for interference. In fact this model is an HR filter 
with a white noise process as an input. The interference is
^  (3-32)
7=1
where ■>^p ^^e the coefficients of the IIR filter and is a white Gaussian noise
process. The state space representation of the system is given by
Xj (3-33)
z, =HXj H- Vi ,  (3-34)
where
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h-i ,
0  ••• O f ,
(3-35)
(3-36)
(3-37)
(3-38)
H = [ l  0  ••• O f , (3-39)
and
'(4 A  ••• A x  A (3-40)
1 0 - 0  0
0 = 0  1 - 0  0
0  0  0  1  0
The observation noise in this system, is a sum of the white Gaussian measurement noise nj. 
and spread spectrum signal Sf^. Since the observation noise is a random process, its distribution
will be the convolution of the distribution of spread spectrum and distribution of Gaussian noise. 
For the observation noise the assumption of a Gaussian distribution does not hold. The larger the 
measurement noise power in relation to the SS signal, the more the distribution of the observation 
noise tends to the Gaussian distribution. Poor in [Poor-8 8 ] has shown that the Kalman filter is the 
optimal linear predictor for this signal space, when the observation noise is Gaussian. However, 
when the power of narrowband interference is significant, Vijayan and Poor [Vijayan-91] have 
proposed the use of nonlinear filtering.
3.4.1 Known Autoregressive Interference Parameters and Known 
Interference Statistics
It has been shown when 0 ,, ^ 2  ^  ^re known to the receiver the Approximate Conditional
filter (ACM) proposed by Masreliez [Masreliez] is capable of suppressing AR interference with 
an acceptable performance [Vijayan-90], [Rusch-94]. In fact ACM filter is an improved version of 
the Kalman-Bucy [Kalman-60] filter, in which a linear predicted value is replaced by a nonlinear 
predictor. It has been shown when , ^ 2  > ’ ’ ' » ^re known to the receiver the ACM proposed by
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Masreliez is capable of suppressing AR interference with an acceptable performance [Vijayan- 
90], [Rusch-94].
3.4.1.1 Approximate Conditional Mean Filter
Considering the state Gaussian noise and non-Gaussian measurement noise, Masreliez has 
developed an ACM filter to estimate the state of a linear system [Masreliez-75]. The nonlinear 
filter derived from the ACM filter has the following recursive updates. The time updates are
= 4 > p < i> ,+ e ,.
The measurement updates are
X, = x ,
P , = M , - M , H " G , ( z , ) H M , .
(3-41)
(3-42)
(3-43)
(3-44)
The detailed derivation of these equations is mentioned in [Masreliez-75]. Here is the 
covariance matrix of the state input, the AR process and defined as
G ^ = f {w ^w [} . (3-45)
Assuming that denotes the set of observations recorded up to time ^  — 1, the predicted
estimate is the mean of x,  ^ conditional on the previous observations, E{x^  I ) ,  and 
is its covariance. It can be seen that the filter estimate and its covariance matrix P^ are 
obtained recursively through the update equations. The terms Gj. and denote nonlinearities 
arising from the (non-Gaussian) distribution of the observation noise and are given as follows
(3-46)
g k ( ^ k ) - ~ T £f. — tanh ——
G,.(z,.) = 1-----
ct:  (7?
(3-47)
where e^ . is defined as the residual signal and C7^  as its variance; that is
= z ,  - H x , (3-48)
(3-49)
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The ACM filter provides decision feedback in the tanh term. It is assumed that the power of the 
SS signal is unity. When the power of the SS signal is not known at the receiver the tanh term 
must be multiplied by an estimate of the amplitude. An adaptive algorithm can be proposed to 
perform this estimate.
3.4.1.2 Kalman Filter
As it was mentioned before the Kalman filter is the optimal filter, when the observation noise is 
Gaussian. The time updates of the Kalman filter are similar to those of the ACM filter. In fact, 
without the nonlinear terms the ACM recursions reduce to the Kalman recursions. Hence for 
Kalman weights and g  ^  can be expressed as
(3-50)
„  1 (3-51)
3.4.2 Adaptive Filters for Unknown Autoregressive Interference Parameters 
and Unknown Statistics
In practical situations the parameters of the AR process are unknown to the receiver and they also 
vary with time. The interference suppressing technique should be able to adapt itself in 
accordance with this situation.
3.4.2.1 Adaptive Filtering Based on the Least Mean Squares Algorithm
An adaptive filter is used to suppress the interference when the parameters of the AR process are 
unknown. The taps of this filter is adapted based on LMS algorithm [Rusch-94]. N is the number 
of tap weights. The residual of prediction is . This filter is illustrated in Figure 3-3. At each 
time the tap weights Wj f. are updated by
= w ,,_, +  M, (Z , -  y, )Z ,..,, i = \ - L ,  (3-52)
where
(3-53)
(=1
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and is the normalisation step factor. The step factor increases the independence of the steps of
the process on the signal amplitude and also makes the convergence faster [Rusch-94]. This 
normalisation factor is given by
a
where signal power estimate Ôj. is updated by
= ^ k - \  +  -  ^ k - i h
The parameter G is defined as
G  = t z V , - .
/ = 1
(3-54)
(3-55)
(3-56)
N , k
A daptive
A lgorithm
Figure 3-3 Linear predictor, LMS algorithm
Parameter a  has a small value, which affects the stability and convergence of the filter, while fS 
must be large enough to ensure the convergence of adaptation.
3.4.2.2 Nonlinear Adaptive Algorithm
In addition to improve the performance of the linear predictor, nonlinearity was added to the 
linear predictor in [Rusch-94]. Figure 3-4 represents this nonlinear filter.
32
Chapters. An Evolutionary Hybrid Filter fo r  Narrowband Interference Suppression in CDMA
N , k
A d a p tiv e
A lg o rith m
Figure 3-4 Nonlinear adaptive filter
Assuming that the variance of the innovation is cr^jt, the nonlinear operator p (*) that 
represents a soft decision is given by
(3-57)p(a) = a -  tanh J
Signal is given by
where is
^4 = 4 + p k ) .
The filter coefficients are updated by
(3-58)
(3-59)
(3-60)
The convergence rate, BER degradation and SNR improvement of both linear and nonlinear 
prediction techniques all is affected by the value of the parameters a  and j5 . When the system 
conditions including the noise power or power of interference are dramatically changed, these 
parameters may be updated to prevent the performance degradation. This is a drawback for both 
techniques. Another drawback is the use of nonlinear operator that increases the complexity of the 
nonlinear interference suppression technique.
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3.4.3 Evolutionary Computation, Why Genetic Algorithms?
The principle of evolution is the primary unifying concept of biology, linking every organism 
together in a historical chain of events. Every creature in the chain is a product of series of 
“accidents” that have been sorted out thoroughly under selective pressure from the environment. 
While evolution has no intrinsic purpose (it is merely the effect of physical laws acting on and 
within populations and species), it is capable of engineering solutions to the problems of survival 
that are unique to each individual’s circumstances. Taking a page from Darwin’s “On the Origin 
of the Species”, scientists have found ways to evolve solutions to complex problems [Fogel- 
2000]. John Holland invented GA as one of the most powerful members of the class of stochastic 
search techniques in 1975 [Holland-75]. The mechanics of natural selection and genetics are used 
to create evolutionary optimisation. The best individuals from a generation are combined with a 
randomised exchange of information to create as stronger as next generation [Goldberg-89]. Each 
generation includes a population of individuals. Each of these individuals is defined as a string 
that is known also as a chromosome. A string includes smaller units called genes. For each 
individual a unique fitness value is assigned. The parents of the next generation are selected. Then 
these parents are mated under a process called crossover. To create the new search paths every 
gene may have a random change with a probability called the probability of mutation. So the three 
major operators of GA are selection, crossover and mutation. In each generation the fitness value 
becomes better and better.
To be useful, traditional algorithms for discovering the most appropriate solutions require that 
many assumptions made about how to evaluate the fitness of a solution. These traditional means 
of evaluation go by many names: the fitness or cost function, the response surface, or performance 
index [Fogel-2000]. Both linear and nonlinear techniques of the previous section can be seen as a 
search or optimisation problem that searches for the best possible set of coefficients. The best set 
of coefficients is the best possible solution that gives the performance to the filter in terms of SNR 
improvements, BER degradation or convergence time. The assumptions that are made include the 
value of parameters of a  and P  . These parameters directly affect the convergence rate. Another 
assumption is the number of taps. Adaptive linear and nonlinear and techniques are indeed 
replacements for another traditional approach such as gradient-based search. Gradient-based 
search in which, the point of zero gradient hopefully, the global maxima or minima, is sought, 
requires a smooth, differentiable cost function. The algorithm is unable to deal with sudden, 
discontinuous changes.
By contrast the evolutionary computations require no such assumptions. Fundamentally, the 
fitness value must be able to determine that one solution is, in some way better than another. For 
both linear and nonlinear filters, this means finding a fitness that distinguishes one set of filter
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coefficients from the other possible sets. This malces a broad range of problems that are outside 
the range of conventional engineering amendable to the evolutionary approach. In short, 
evolutionary algorithms can often resolve problems that do not yield to common numerical 
techniques.
In the real world, an evolutionary approach to solving engineering problems offers considerable 
advantages. One such advantage is adaptability to changing situations. Unfortunately, in many 
traditional optimisation procedures, the calculation must be restarted from beginning, if any 
variable in the problem or system changes. For example, assume that after convergence of the 
filter coefficients in the presence of interference, the source of interference is turned off for a 
while. Then the system will adapt itself to the zero interference condition. This means new 
parameters a  and jS , and a new learning rate for both linear and nonlinear system. Now, if for 
example the narrowband interference is activated again, the calculation must be restarted from the 
beginning. This is computationally expensive. If the interference source switches itself on and off 
in a shorter time, then the convergence time of both linear and nonlinear algorithms will be 
degraded.
With an evolutionary algorithm, on the other hand, the current population serves a survivor and 
reservoir of sorted knowledge that can be applied on the fly to a dynamic environment. Another 
advantage of an evolutionary approach to problem solving comes in being able to generate good 
enough solutions quickly enough for them to be of use. As it will be seen later, the special 
mappings used in this work enable the proposed novel genetic engine to have an extremely fast 
convergence. Both these advantages of evolutionary computing make it unnecessary to start 
everything from scratch. Consider an evolutionary approach to find an optimum solution for a 
problem. These approaches have four pre-requisite steps:
1. Choosing the solution representation
2. Devising a random variation operator
3. Determining a rule for solution survival
4. Initialising the population
Once these steps are taken, the evolutionary algorithm will start to generate solutions, and will 
continue to generate better ones, as time passes. To represent any possible solution within the 
confines of the evolutionary mechanism or genetic engine, a structure must be defined the data for 
that will encode every possible solution that might be desirable to evaluate. There is no single best 
choice for the representation. Then the cost function, that is, the means to evaluate any candidate 
solution, must also be determined. The level of complexity of the cost function is related to the 
amount of knowledge involved. In terms of complexity of the application of an evolutionary
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algorithm is more attractive, because it reduces the complexity of most traditional optimisation 
techniques.
The second step is to devise a random variation operator (or operators) that can be used to 
generate offspring solutions from parent solutions. Many options exist. In nature, these are two 
general forms of reproductions: sexual and asexual. In sexual reproduction, two parents within a 
species exchange genetic material that is recombined to form an offspring. Asexual reproduction 
is essentially cloning, but mutations of various forms can creep into the genetic information 
passed along from parent to offspring. These operators are worth modelling in an evolutionary 
algorithm.
Thinking even more broadly, why not devise variation schemes not found in nature? As will be 
shown, a deterministic variation technique can be combined with a complete by random one. 
Other examples include recombining genetic material from three or more parents and allowing a 
democratic vote between the involved in reproduction. There is virtually no limit to the types of 
variation operators can be devised, nor any reason to be constrained by nature for inspiration. The 
ultimate success of an evolutionary algorithm depends strongly on how well the variation 
operators, the representation and the fitness function are matched. Different operators will vary in 
usefulness with the situation. Just as with the representation, there is no single best variation 
operator for all problems. This is provable mathematically [Fogel-2000]. The third step is 
determining a rule for selecting which solutions will survive to become the parents of the next 
generation. This is also known as the selection operator. As with variation, many forms of 
selection can be considered.
One simple mle is the survival of the fittest: Only a handful of the very best solutions in the 
population is retained, while all the others are killed off. An alternative is to use a sort of 
tournament approach, where randomly paired solutions compete for survival. Just as in a 
tournament, where weaker players sometimes win because they get a lucky draw in the 
tournament, weaker solutions in a population sometimes survive a few generations under this 
format. This can be an advantage in complex problems, where it may be easier to find new 
improved solutions by making variations of weaker ones than to do so by relying only on the very 
best. The possibilities are plentiful, but any rule that generally favours better solutions over 
weaker solutions for survival is reasonable.
The final step is selecting or creating the initial population. If nothing is known about how to 
solve the problem, then solutions can be chosen completely random from the space of all the 
possible solutions. However if there is extra knowledge available, it can be used in creating the 
initial population. The key point is that, while it is possible to incorporate any problem-specific 
knowledge available and thereby take advantage of it when using evolutionary algorithms, it is
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not inherently necessary to the application of the techniques. This is why evolutionary algorithms 
can tackle an enormously broad range of problems.
3.4.3.1 Hybrid Genetic Predictor
The general idea of hybrid genetic predictor is illustrated in Figure 3-5. Specifically the LMS 
predictor is mapped into a hybrid genetic engine.
Individual N
Individual 3
Individual 2
Individual 1
F itness
F unc tion
Figure 3-5 Hybrid genetic predictor
Different filter parameters are shown as a string or chromosome. Each pair of chromosomes has 
the chance to be selected and mutated together. Comparing both the LMS and nonlinear filters, 
the structure of the hybrid genetic predictor is more adaptive and dynamic. LMS and nonlinear 
filters are static in a way. In each adaptation only the filter taps are changed, but in HGP even the 
connections and paths from input to the output of the filter might be changed. This means that 
unlike in the conventional structures, the signal is not passed through a defined fixed path. This 
process is described in detail later. The proposed HGP, works based on the competition and 
evolution of a group of parallel predictors. A generation can be shown as a set of individuals H . 
Each generation can be presented as a group of individuals
(3-61)
where f ly^ is an individual, M  is the population size and k  is the generation or the current
sample number. Since it is assumed that each sample is equivalent to a generation, k  is also the 
index of the current sample. Assuming that the taps associated with individual j  are
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^i.j.k  =  ^ i.k  > / =  1 • • • L . (3-62)
where L  is the number of taps. For each individual the estimate of interference (y*)y is defined.
Each individual also carries the string of genes or chromosome as
}y » i =  1 • • • L (3-63)
Assuming that a filter configuration is given, each string shows a different configuration for
predictor. Each string consists of different parameters in the filter. A real number is assigned to 
each gene. Adding more information about filter into chromosome means more genes and 
consequently more complexity. So the structure of each individual is expressed as
(3-64)
For each individual the interference estimate Yjj, can be determined as
J'y.» =  . (3-65)
where
X»=[Z^_.  .. .  Z ^ .J .  (3-66)
For each individual, fitness value should be measured. It is assumed this fitness value is a function 
of distance between the desired filter response and the current output of the filter. The fitness of 
each individual is measured as
r 1 (3-67)
i + i 4 - z , . , r
This fitness value however is not realistic. It has only been used to show the feasibility of HGP. 
For the perfect interference suppression, the interference estimate is matched to the
narrowband interference term and the fitness value is maximum or /y  %=1.  For a realistic
predictor this metric should be improved. The objective function can use all the knowledge about 
the signal, interference and environment to come up with a way of ranking all the individuals 
based on their fitness. Before starting the main process of suppression, the first group of 
individuals or initial population should be created. This can be done using total random 
initialisation or a deterministic one. The process is run first for conventional linear filter. The state 
parameters of LMS filter including its current fitness value and other parameters are transferred to 
initialise the first generation of individuals. This kind of initialisation means equal fitness for
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individuals of the first generation. Also it may mean starting with a fitter group of individuals than 
the random initialisation.
After finding an initial configuration of chromosomes for each configuration, a selection 
probability is calculated. This value is related to the distance of the filter output from a desired 
response. The reproduction here means going toward better new configurations. It has assumed 
that signal to noise ratio is fixed during the transmission. The individuals suitable for reproduction 
are selected among the actual population by means of a biased roulette wheel slot sized in 
proportion to its current distance from desired response or fitness value. Two parents are chosen 
with probabilities proportional to their relative position in the current population. Both strong and 
weak individuals have the possibility of selection. Parents of generation k  of individuals are 
selected form the individuals of the previous generation k  — 1
P j = S ( n , . , ) ,  (3-68)
where S(.) is the selection process and is expressed as
P i = { ( n j_ , ,n ;_ ,) j} ,  j  = \ - M  e =  l - A f  /  =  1 - M .  (3-69)
Here e and /  are the specified index for the parents of selected parents. The selection procedure 
gives better survival probability to the fitter individuals than their weaker counterparts. The 
probability of any individual to be selected from the population may be defined as
su m  '  k - \
w heref(.(y) is the probability of the selection of individual j  of the previous generation and 
is the sum of fitnesses. The individual with the index j  is selected, if
^  (3-71)
,=l
where ^ is a real random number between zero and one. For parents the set of coefficients are 
adapted in accordance to the rule
p. 1-4 W,,,. =P , k>W ,,,,,.,H -;/*[Z,-X[(P, ^ ^ W , , 7  = 1 - M , (3-72)
where t-> W- represents the field W. of the parent P^ . Here is the normalisation
step factor previously defined in (3-54). After this stage for each pair of selected parents the 
crossover sites are defined. The crossover sites are chosen based on a crossover probability. These 
sites define the amount of the genetic material from two parents that should be recombined and
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transferred into their children. A two points crossover is used to select the positions to cut the 
chromosomes. The crossover operator selects positions to cut the chromosomes. The genetic 
material between the two parents is exchanged between these crossover points. The crossover 
point X  is calculated as
{ X  -  int(z.f) i f  coin{p  ) =  T (3-73)
[X  = i i f c o in ip f)  =  F
Here int(.) calculates the integer part, z is a real random number between 0 and 1, coin{p^) is 
the process of the dropping of a biased unfair coin with the crossover probability or p^ and l is
the chromosome length. The decision is made based on dropping a biased unfair coin based on the 
mutation probability. After applying selection and crossover operators the genes value is changed 
based on a mutation process. The genes of the children are determined based on the following 
mle:
C , =  P .
C , =  P .
=  P .
1 < / < X ,
X . < i < X j  ,
(3-74)
and
a,\ , j+ \ .k = P. 1<f <x,[
C , «,l , j + l k = P, h~> < / < X,
a, = P* t-> X, < i < L
(3-75)
where e and f  are two selected parents, represents the new generation, X, and X j  are the 
crossover sites and two newborn children have the indexes j  and y + 1 . It can be seen whole the 
genes between the two crossover sites change. However the genes outside the crossover sites are 
transferred from parents without any change. The conventional mutation is a random process 
[Goldberg-89]. Part of mutation process in this evolutionary structure is deterministic and not a 
random process. The fitness of all individuals of the new generation is calculated at this stage. 
From (3-65) and (3-67) the fitness of each new individual is determined as
f  j.k -
1 (3-76)
1 -h -  X [ .(Cjt t-> t )| 
The final output of HGP is defined as
(3-77)
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where belongs to the individual with maximum fitness and
max j  = \ - M . 0 -78)
Before moving for next sample or generation the genes and chromosomes of the children or 
current generation are transferred to the next generation 1 1  ^ or
(Cjt a,, y  ^ (11^ , f-» a,, y J ,  i =  \ ' " L  y = 1 -M , (3-79)
and
( Q . l - > W , y , J ^ ( n , f - > W , . , )  / =  1 - L  y = l . . .M ,  (3-80)
where —> is the transferring operation. is used to select the parents of the next generation or 
. The regeneration process will create better output per generation or sample. Due to the high
complexity of HGP, it is difficult to obtain a closed form analytical performance. In next section, 
the performance of HGP will be measured and compared to other techniques through the 
simulations.
3.5 Simulations
A simulation package based on the AR interference model has been created in C under the UNIX 
system. The AR process is of second order and its parameters are = 1 .98  and =  -0 .9801 . 
The power of the spread spectrum signal is unity. The noise power was held constant at 
<7^ n =  0.01. The total of noise plus interference power was varied from -20 dB to -5 dB. The 
ratio of the SNR at the output of the filtering to the SNR at the input is defined as the figure of 
merit. The various signal-to-noise ratios are defined as follows:
SNR at the filter input = E (S ^)  (3 -8 ')
SNR at the filter output = , . ,
£ ( K - s , r >
where is the output of the filter. Therefore
£ ( |Z , - S , f ) ’
E (S j)  (3-82)
E(\Z —S  P) (3-83)SNR improvement =  —  .
£ ( k - 5 j  )
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The upper bound performance in associated with a perfect filter, which can predict and suppress 
all the predictable part or . This is illustrated in Figure 3-6. The upper bound of SNR 
improvement is defined as
E(\Z  - 5  1^ ') (3-84)SNR Upper Bound = — — ---- ^ —
£ ( |v , |  )
As it can be seen Nj. or unpredictable part of the interference remains unchanged.
Ideal
Filterw Upper Bound ' ► 5;.+ Nk
Figure 3-6 Ideal filter, upper bound
The filter was run for 3000 samples. It was assumed that it takes 2500 samples for the filer to be 
stable. The SNR improvement was calculated for the last 500 samples.
3.5.1 Simulation Results, Known Statistics
It is assumed that both the Kalman and ACM filters have perfect knowledge of the interference 
statistics. Therefore the parameters 0, and 0 2  are estimated without error in the receiver. The 
results for the Kalman and ACM predictor are given in Figure 3-7. To stress the effectiveness 
against the narrowband interférer, the solid line in Fig;ure 3-7 gives the upper bound of the SNR 
improvement, that is the performance of the ideal filter.
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Figure 3-7 Performance Comparison, ACM Filter, Kalman Filter
The results are in agreement with the original results published by Rush and Poor [Rusch-94].
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3.5.2 Simulation Results, Adaptive Filtering, Unknown Statistics
To compare the performance of the LMS filter, nonlinear predictor and HGP simulations were run 
for all three models. The parameters of the AR model were the same for all the filters. The 
number of individuals or population size for the HGP during transmission remains unchanged. 
The mutation and crossover probabilities are also fixed to the known values of 0.01 and 0 .6 . Just 
one user is present. Figure 3-8 depicts the SNR improvement for three filters. The population 
number of HGP for this simulation is 60.
35
— H Upper Bound
X -- HGP
 O—  Nonlinear
— A—  Linear
o 20
-20 -10
Input SNR(dB)
Figure 3-8 SNR improvement due to Adaptive filtering
As it can be seen, HGP has almost reached the upper bound. In fact the performance of the HGP 
is 3 dB better than the performance of the nonlinear predictor of Figure 3-4. Of course this 
performance has been obtained under the assumption that the desired responses are perfectly 
known for filter, which is not a realistic assumption. Figure 3-9 represents the SNR improvement 
versus the population size.
oc 26 
œ  24 
22
-20 15 -10 5
 1- —  Upper Bound
— X —  Population 100 
- - - X - - Popuation 60 
— <y—  Population 20
Input SNR (dB)
Figure 3-9 SNR improvement vs. population size for the HGP
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As it can be seen, it is possible to achieve a better performance by increasing the number of 
individuals in each generation. The most important achievement is the feasibility of implementing 
effective hybrid structures or the combination of evolutionary structrues and conventional 
predictors, like the LMS based algorithms. Poor [Rusch-94] has obtained almost the same 
performance using a nonlinear element and interpolation (ACM interpolator). However, we have 
reached this performance without introducing any nonlinear element and interpolation. Although
this is an advantage for HGP, it is difficult to compare the complexity of the two algorithms,
namely that of linear or nonlinear predictors at this stage. Typical input and output waveforms are 
depicted in Figure 3-10 showing the corrupted signal and the output of the HGP for the last 500 
samples. The population size is 100.
1 51 101 151 201 251 301 351 401 451
Î
S am p les
Figure 3-10 The input waveform of HGP (bottom), and the output waveform of HGP (top)
It is important to look at the variations of fitness values. The variation of maximum fitness during 
the process of filtering is illustrated in Figure 3-11.
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Figure 3-11 Variations of fitness value
Simulations show that although the severe local interference variations affect the growth of fitness 
value, the fitness value shows a better convergence in a high number of generations.
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3.6 Conclusions
By combining the linear LMS predictor with an evolutionary structure without using any 
nonlinear operator, a new hybrid genetic predictor is created. The proposed genetic predictor 
outperforms Poor’s nonlinear predictor in terms of SNR improvement without using a nonlinear 
operator. Since in HGP the final output of the filter belongs to the individual with the best fitness, 
it shows faster convergence than the core LMS detector and nonlinear predictor. As was 
previously mentioned, the current objective function assumes that the receiver knows the 
information of the ideal response. So far a realistic objective function has not been found for 
HGP. It is explained that the objective function needs just to distinguish between each two 
individuals. So any metric that can tell us which individual is performing better in terms of 
reduction power of narrowband interference at the output of the filter can give the same 
performance as the ideal metric.
Ansari and Viswanathan examined the usefulness of SNR as a figure of merit to quantify the 
narrowband rejection capability of a DS receiver. The same peaked AR Gaussian process is 
considered as the interference model. The probability of error and SNR estimates of a Kalman, a 
modified Kalman and the nonlinear filter proposed in [Rusch-94] are obtained by simulation. 
They concluded that when the processing gain, PG, is small, such as 7, and if thermal noise is 
negligible compared to the signal, the SNR improvement is not a reliable measure of performance 
[Ansari-95]. It seems BER, is a more reliable measure of performance. A CDMA transmitter- 
receiver model should be simulated. The BER for each of the above mentioned filters should be 
measured and compared. More effective genetic hybrid structures should be studied for unknown 
statistics. Our studies show that it is possible to have even better and much more efficient 
predictors. The quality of genetic operators including selection, crossover highly affects the 
performance of the predictor. Better structures to be found. Each individual can carry his own 
learning parameter a  as part of chromosome. This may lead to higher robustness to the variation 
in environment and also higher convergence rate. This possibility should be investigated.
One of the reasons that the ideal objective function performs so well is that the noise is not 
involved directly in calculating the fitness. Involving AWGN in fitness function can degrade the 
performance of HGP. Noise can mislead the evolutionary process. Each new generation is carried 
out in chip level. Since the noise level is changed chip by chip, the overall determined fitness for 
all individuals is vulnerable to the presence of noise in the objective function. While the overall 
performance might be better for the ideal objective function from one generation to another, it can 
falsely show worse in a noise involved objective function. So the future metric is better to exclude 
AWGN from fitness.
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Chapter 4
4 Genetic Multi User Detectors for Code 
Division Multiple Access
4.1 Introduction
In this chapter some of the existing multi user detection techniques will be studied. Then a new 
multi user receiver for demodulation in both synchronous and asynchronous code-division 
multiple access based on genetic algorithms is proposed. First the genetic algorithm based 
implementation of the optimal CDMA multi user detector is studied. Using a perfect metric 
between the desired signal of each user and the output of multi user detector for each user as an 
energy function, it is shown that it is possible to have an efficient real time implementation with 
an acceptable computational complexity. The problem of reducing multi user interference in 
CDMA is NP-complete problem [Verdu-86], Genetic algorithms as a parallel search method have 
advantages over one directional search algorithms like neural networks or other techniques like 
multistage detectors. There is no fixed or variable detection delay for this approach. Because of its 
parallel nature it has the chance to find better solutions and better bit error rates for each user. The 
complexity of receiver is related to the number of population of each generation. A realistic 
objective function is used to measure the fitness of each individual.
4.2 Multi User Detection, Background
In a CDMA system, several users transmit through a shared Gaussian multiple access channel 
using pre-assigned signature waveforms [Peterson-95]. So each user modu]ates a pre-assigned 
signature waveform. The receiver is equipped with the knowledge of signatures of some or all of 
the users. The information symbol sequences of these users should be demodulated, upon 
reception of the sum of the transmitted signals of all the users in the presence of the additive 
noise. MAI between data symbols of different users arises in S-CDMA because of the poor cross 
correlation between signatures of different users. In A-CDMA the users transmit the signal 
independently. Therefore the arrival times of the transmitted signals of different users are 
different at the receiver. Because of their relative time delay the cross-correlation between the
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signals of different users is not zero. This increases the level of MAI in A-CDMA. The basic 
philosophy of multi user detectors is;
Judicious use of signal processing techniques can increase the performance of the transmission 
process and reduce the complexity of the transmitter. There is a huge gap between the 
performance of optimum and conventional detectors. Analysis and design of multi user detectors 
that could achieve significant performance gains over the conventional detector without incurring 
in the exponential complexity of the optimum multi user detector has been the subject to extensive 
research in recent years. The ultimate goal is to propose adaptive detectors, which self-tune the 
detector parameters from the observation of the received waveforms and have a low complexity 
and blindness of conventional detector (CD) while deliver almost the same performance as OMD.
4.2.1 Conventional Detector
The conventional detector [Proakis-95] consists of a bank of matched filters considering each user 
as if each were the only one present, which is often inefficient. When the signatures of different 
users are orthogonal, then each user’s information can be recovered perfectly. Assume that K 
active users are assigned a finite energy waveform or signature Sf.{t), where t& [0 ,T ]. They 
transmit a string of bits by modulating the orthogonal waveforms. In a general CDMA system, 
assuming that the channel is Gaussian the received signal at receiver can be given as
KO = X - ^ T - r ^ )  + n{t) ,
i  k = i
where n{t) is an additive white Gaussian noise process and e  {— 1,4-1} is the i th bit of k  th 
user and e  [0,T] represent the relative time delays between the users. If the users maintain 
symbol synchronisation then T,. = 0 ,k  = 1, • • • ,K  . The stmcture of the conventional detector
is illustrated in Figure 4-1. The outputs of the bank of matched filters for synchronous 
transmission can be expressed as
3’f  =  (' -  'T
The output bit of the h^t ~  hr ~  estimate of the / th bit of k  th user. The
outputs of the matched filters can be expressed as
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y(') = R b ^ '^ + n ,(') (4-3)
where R  represents the cross-correlation of the signatures of the users with elements
3 2^  ^ =  ••• , n  is
a zero-mean. The output of the conventional detector is
bco =^fgn(y(')). (4-4)
The conventional single-user detection is one of the simplest ways to make decisions based on the 
output of the matched filters. As it can be seen, the CD completely ignores the presence of multi 
user interference. In fact it assumes that the signature waveforms are perfectly orthogonal. When 
the signature waveforms are not orthogonal CD fails to give an acceptable performance. The near- 
far problem is not a flaw of CDMA but of the inability of the conventional detector to exploit the 
structure of the multiple access interference. It will be shown that in A-CDMA system, the 
conventional detector is even more vulnerable to the interference from the other users. It is not 
possible to design signature sequences for any pair of users that orthogonal for all time offsets.
Matched
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Filter 
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Figure 4-1 Conventional Detector
If one or more of the users’ signatures are not perfectly orthogonal, the interference from the other 
users can become excessive in particular if the power levels of the other users is significantly 
higher than the power level of the desired user. Particular solution requires a power adjustment 
method that is controlled by the receiver via a separate communication channel. Another option is
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multi user detection. The CD suggests a decentralised structure for the receiver which just 
demodulates one of the transmitters.
It has three important features which also can be seen as its advantages. First the received 
amplitudes need not need to be known or estimated to CD. Second it only needs the signature of 
the desired user. And finally just the timing of the desired user is required. Because of these three 
features CD has the lowest complexity among all the receivers. CD has also its own big 
disadvantages. In extreme conditions it shows much worse performance than OMD. Furthermore 
CD has a poor near-far resistance and as it is mentioned neglects the presence of multiple access 
interference. In a way CD treats other contribution of the users as AWGN which is not a right 
assumption. This assumption means throwing away a lot of useful information which can improve 
the performance of the detector.
4.2.2 Optimum Multi User Detector
For S-CDMA, the optimum multi user detector works based on the log-likelihood function 
defined as:
rT ^  I A „ (4-5)K {b) = l [ r ( t ) - ' ^ 4 T X s , { t ) f d t ,
lt =  l
where is the gain of each user. It tries to find the best possible detected information
sequence
b  = { ^ ; ,i< /c < /i :}  (4-6)
that minimises the distance in (4-5). The distance can be written as
^  r, _  (4-7)A(b) = r^(t)dt -  bl r(t)Sf^{t)dt
k—\
+ Z  X  -y/ j^ (t)s J (t)dt
or
A(b)= rr"(f)dï-C(R,b),JO
where R  is the cross-correlation matrix of the signatures of all present. The elements of this 
matrix are denoted by Pji  ^(0 ). Since the first term in (4-8) is positive, minimising A (b) is
equivalent to maximising C (R ,b )  which can be expressed as
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/ \  I I /V , (4—9)
c ( R ,b ) = 2 X V ë 7 * l> - .
k = l  j = ]  k = l
or
C(R,b) = 2 y ’' b - b ’'Rb. (4-10)
In fact the optimum multi user detector is looking for the most likely hypothesis bg^g , which 
corresponds to selecting the minimum energy for noise [Verdu-90], i.e.
boLo^arg max c(R,b) (4-1 •)b6{-l,-hl}‘
= arg max 2y^b-b^Rib.be{-l.+iy
Verdu has shown that the computational complexity of the OMD increases exponentially, when 
the number of users is increased [Verdu-86], [Verdu-90]. Therefore in the synchronous and the A- 
CDMA, optimum multi user detection is a non-deterministic polynomial (NP)-complete problem 
and the implementation of OMD is not realistic for present for a high number of users. In the 
asynchronous case the receiver consists of a matched filter front end followed by the Viterbi 
algorithm. For S-CDMA and for example for 30 users OMD should check 2^ ® possible points in 
the search space. So far research efforts have been concentrated on solving this search problem in 
polynomial time. This is difficult because of the NP-completeness of OMD. Assuming that each 
user transmits N  bits, the CDMA signal can be written as
= S  ~ ) + « (0  .
1 = 1 k - \
In asynchronous CDMA the output of the k  th matched filter at the end of the i th interval can be 
obtained as
Assume that the delay of user 2 is more than that of user 1 and the delay of user 3 is more than 
that of user 2 and so on. Then (4-13) can be written as
k - \X111=1 111=1 111= 14-1
where
(4-14)
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'’k'nO) =  -  n  K„(f +  j T  -  %n)dt ■
In vector notion we have
(4-15)
(4-16)
A block-tridiagonal, block-Tepolitz [Verdu-90] cross-correlation matrix T , which is of 
dimension N K  by N K  can be defined as
T =
R(0) R (- l)  0
R(l) R(0) R (- l)
0 R(l) R(0)
0 • • •  0
For asynchronous CDMA the OMD can be expressed as
^OMD — ^^8
. . .  0
0
R (-l)  
R (l) R(0)
(4-17)
max { 2 y ^ b - b ^ b } . (4-18)
Here the vectors b  and y are of the dimension N K  and because of the higher number of 
possible combinations of bits, the search space is much larger than the synchronous case. 
Optimum multi user detectors obtains a notable performance at the expense of:
- The signatures of all users must be known.
- The received amplitudes of all users must be known
- The timing of all the users must be acquired
-. Exponential complexity in the number of the users
- A centralised structure which demodulates all the transmitted signals
As it is mentioned before, the implementation of OMD for high number of users is not possible at 
present due to its huge complexity. Other sub-optimum techniques have been proposed to fill the 
performance gap between CD and OMD at an acceptable complexity.
4.2.3 Decorrelating Detector
The decorrelating detector is a typical sub-optimum technique that has a better performance, than 
the conventional detector of Figure 4.1 and has a lower computational complexity than the 
optimum multi user detector of Section 4.2.1. It takes the sign of the vector
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R -'y ( ')  =  A b ( ') + R - 'n ,  (4-19)
where A is the vector of the gains of the different users. Then the output bits are
b '^  ^ =  rfg rt(R “‘y^'^) (4-20)
The structure of decorrelating detector is depicted in Figure 4-2.
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Figure 4-2 Decorrelating detector
In the hypothetical absence of background noise, the decorrelating linear transformation recovers 
the transmitted bits without multiple user interference. In the asynchronous case, the decorrelating 
detector generalises to an infinite impulse response. The decorrelating detector is the maximum 
likelihood solution in the absence of any loiowledge about the received amplitudes. Lupas and 
Verdu [Lupas-89],[Lupas-90] have shown that the decorrelating detector achieves optimum near- 
far resistance. The bit error rate of the decorrelating detector is independent of the interfering 
amplitudes. This is because the decorrelating linear transformation projects the received 
waveform on a subspace which is orthogonal to the space spanned by the interfering signature 
waveform. The decorrelating detector has the following features:
- The signature waveforms of all users must be known.
- The received amplitudes need not be known or estimated.
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- The timing of all users must be acquired.
- The matrix R  must be computed.
- It lends itself to decentralised implementation, demodulating only the desired user.
The near-far resistance of the decorrelating detector in combination with a DPSK modulator has 
been established by Mitra and Poor [Mitra-96]. They advocate detecting the presence and identity 
of a new transmitter by processing the residual signal that results by subtracting the multi user 
signal modulated by the detector decisions from the received signal. The decorrelating detector 
has also been used in the conjunction with DPSK and individual rake matched filters for each user 
to combat multipath.
The main disadvantages of the decorrelator are:
- The computation required to obtain the decorrelating coefficients is high
- It is not an adaptive algorithm, hence when the number of users and channel is changed, the 
dynamic updating of the decorrelating detector should be investigated in response to the variations 
in the cross correlations.
- It may have worse bit error rate than the conventional detector when all the interferers are weak.
4.2.4 Minimum Mean Square Error Multi User Detector
Minimum mean squares error (MMSE) receivers constitute another favoured stmcture [Madhow- 
94]. In [Madhow-94] the central metric is the minimum mean squared error. The MMSE receiver 
can be implemented adaptively, e.g., by using a training sequence of symbols for the desired 
transmission for initial adaptation followed by decision-directed adaptation. The MMSE receiver 
has been originally designed to combat the third disadvantage of decorrelator detector. It should 
indeed be possible to incorporate exact or approximate knowledge of the received amplitudes in 
order to obtain a linear multi user detector that outperforms the decorrelating detector. The 
MMSE receiver tries to find a matrix M  that achieves
My' (4-21)
where the expectation is with respect to the vector of transmitted bits which belong to all 
user. Thus the MMSE receiver has the aforementioned features of the decorrelating detector, 
except that it requires the knowledge of the received amplitudes. It can be shown that the MMSE 
detector replaces the inverse cross correlation matrix R  of the signature sequences by the 
matrix
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(R ')" ' =  [R  +  <T^  A '^  ]■'. (4-22)
The contribution of the k  th user to the penalty function is equal to
/  = £ [ ( 6 , - c ’' y ) f ,  <"‘-23)
where c is the set of coefficients to be found and y is the output vector of the matched filters in 
Figure 4-1. The results in [Gyofri-84] show that the gradient descent algorithm
c[j] =  c[j  - l]~ jU (<  c[ j - 1], y[j] > -b^  [ ;])y [7 ] (4-24)
will converge to the argument that minimises the cost function /  . However, there has to be a 
known desired user or training sequence to find this c[j].  (^^.[7 ] must be known for receiver). 
The adaptive MMSE recever based on the above adaptation has the following features:
-The data stream of the desired user must be known.
- The received amplitudes need not be known or estimated.
- The signature waveform of the interferers needs does not have to be known.
- The timing of the desired user must be acquired.
- The timing of the interfering users does not have to be acquired.
- Knowledge of the signature waveform of the desired user is not necessary, but it facilitates the 
initialisation of the algorithm.
- It can be implemented in an asynchronous detector, with the only requirement that the timing of 
the desired user be acquired. The longer the allowed impulse response, the better the performance 
will be, with a judicious truncation achieving almost the same performance as a doubly infinite 
filter response. There are other faster adaptation algorithms than the one mentioned above, like 
least-squares or lattice structures. The MMSE receiver has the following drawbacks:
-If either the background noise level or the A: th user’s received energy dominates, then the 
MMSE detector in [Gyrofi-84] approaches that of the conventional single user matched filter.
-It requires training sequences which are rather cumbersome in multi user communications.
4.2.5 Tentative Decision Based Mnlti User Detector
It detects the data of the strongest user with a conventional detector and then subtracts the signal 
due to that user from the received waveform. The process is repeated with the resulting waveform 
which contains no trace of the signal due to the strongest user assuming no error was made in its 
demodulation. This technique has the disadvantage that it requires extremely accurate estimation
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of the received amplitudes, and unless the user can be ordered so that the received amplitudes 
satisfy:
A, > ^2 > A3---> A ,. (4-25)
Also its performance is actually worse than that of the decorrelating detector which requires no 
knowledge of the received amplitudes but needs training sequences.
4.2.6 Multistage Detector
Multistage detector (MSD) for A-CDMA has been proposed by Varanasi and Aazhang [Varnasi- 
90]. Multistage detector includes a number of stages. The MAI is calculated for all the previous 
stages of all users. The estimate of each stage is improved by reducing the MAI calculated from 
previous stages. Further an exact expression for the probability of error is obtained for the two- 
stage detector. Increasing the number of stages increases the performance but at the same time 
increases the comlexity of receiver. One stage MSD is equivalent to CD. The output of the first 
stage drives the second stage and the output of the second stage is used to calculate the output of 
the third stage. In this way the output of stage m  is used to calculate the output of the stage 
m H-1. The detection process for MSD in synchronous CDMA can be expressed as
(wî-H1) = sign[y^'^ -  (R  - diag{BS)h^MSD("*)] • (4-26)
MSD with lower complexity than OMD has better performance than CD. The output of MSD for 
the asynchronous case is an estimation of transmitted bit based on the following formula:
H wsd) (m + 1) =  (m)) (4-27)
where
t-i "(/-I)PÏUm(«î) = Æz»(0)- X h„.i- iR"" -  X -  X'-wOA (4-28)
/«= ! »i=I m = k+ \nv^ k
and (0) is the output of the k  th matched filter at the end of the i th interval. A realisable
implementation of the multistage algorithm should never need a symbol estimate that has either 
not yet been made or was obtained but not stored long enough. An efficient implementation which 
stores symbol estimates at various stages only so long as they are needed and avoid repetition of 
any processing, is given in [Varnasi-90]. This suggested structure of MSD is illustrated in Figure 
4-3.The suggested implementation structure in [Varnasi-90] is used to build the asynchronous 
MSD in present work. To calculate the output bits of one stage of one user, the MAI should be 
calculated for all the previous stages of all the other users. MSD has the following features:
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The timing of the all users must be acquired.
The received amplitudes of all users should be estimated. 
The signature waveforms of all users are required.
Training sequences are not required for any of present users.
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Figure 4-3 Multistage Detector for asynchronous CDMA, detailed implementation
Multistage detector has the following drawbacks:
-When the power difference between the poor users and strong user is too high it can have worse 
bit error rate than conventional detector.
- The second stage assumes that the previous decisions are correct, cancels the corresponding 
signals from the received waveform, thereby resulting in a clear single user channel in the event 
that previous decisions are indeed correct. However under multipath fading or high noise this 
assumption is not correct and error from first stages propagates to the next stages.
4.2.7 Bopefîeîd Neeral Network Based Multi User Detection
Hopfield neural network implementation of the optimal CDMA multi user detector has been 
proposed by Kechriotis and Manolakos [Kecheriotis-96a], They have also suggested a hybrid 
algorithm [Kecheriotis-96b]. This hybrid structure is a combination of a reduced detector and a 
Hopfield Neural Network (HNN). When the initial search space is too large, the reduced detector 
reduces step by step the size of the search space over which the optimisation problem needs to be
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solved [Kecheriotis-96b]. The NP-complete problem of minimising the function of the optimum 
multi user detector can be translated into an HNN energy function. The HNN receiver is a 
generalisation of the multi-stage detector. A simple HNN is illustrated in Figure 4-4.
r L
V V V
Figure 4-4 Simple HNN
Each small box models a synaptic conductance. Each conductance T^ j transforms the voltage 
outputs of amplifier j  to a current input for amplifier i . Externally supplied bias currents /, are 
also present in every processor j . Each neuron i receives a weighted sum of the activations of 
other neurons in the network, and updates its activation according to the rule
, , (4-29)
V" ,
The function g{U^ ) can be any monotonically increasing nonlinear function. An example of such 
a nonlinear function often used is the sigmoid function, defined by
(4-30)
1 + ^ +aU. '
where Of is a positive constant that controls the slope of the nonlinearity. The structure of this 
multi user detector is depicted in Figure 4-5. It has been shown that in the case of symmetric 
connections {T- = T- ), the equations of motion for the activation of the neurons of a HNN
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always lead to convergence to a stable state, in which the output voltages of all the amplifiers 
remain constant.
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Figure 4-5 HNN-based multi user detector
Also, when the diagonal elements 7]. are zero and the width of the amplifier gain curve is narrow, 
the stable states of a network of N neuron units are the local minima of the energy function
(4-31)
/=!
1 N N
2  , = | y=l
The equations of motion or adaptation for the / th neuron may be described in terms of the energy 
function as follows
dU
~ d t
(4-32)
where T = RC  is the time constant of the RC  circuit connected to neuron / .  The HNN is 
initialised to an initial configuration. After some steps it finds the sub-optimum solution (Steady 
state).
To have a unique energy function the energy function of optimum multi user detector can be 
directly translated to the above mentioned energy function by choosing [Kecheriotis-96a]
T = - ( R - E ) (4-33)
and
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I  =  y ( ' \  (4-34)
where R  is the cross conelation matrix, E  = d iag(K )  and is the output vector of matched
filters. Then the output bits of the detector is given by
b ^= s ig n iy .) .  (4-35)
HNN based multi user neural network has the following features:
- It is a powerful generalisation of a well-known sub-optimal scheme namely multistage detector.
- Needs the signature of all users.
- The structure of receiver is centralised which demodulates all the transmitters.
- The received amplitudes of all users should be estimated.
- The timing of all users must be acquired.
- HNN has the ability to perform fast gradient descent algorithm in analogue hardware.
HNN based multi user detector has the following drawbacks:
- In asynchronous case its performance is almost same as multistage detector which is not 
satisfying.
- When the number of users is high, it needs a supporting reduced initial detector to decrease the 
initial search space.
- It has the probability of being trapped in local minimum points.
4.2.8 Adaptive Blind Multi User Detection for CDMA
Blind detection is interested in the following problem: Given the composite multiuser received 
signal, how does the receiver reliably demodulate a particular user o f interest? Let r. be the N-
dimensional vector containing samples at the output of a chip-matched filter during the /th  
transmitted symbol, assuming that the receiver is synchronised to the desired user. Letting the 
user to be detected correspond to k = \ , and ignoring multipath propagation the output of the 
matched filter can be written as
K (4-36)
A=2
where s, is the spreading sequence associated with the user k — \ ,  and are the N  - 
vectors obtained at the output of the chip-matched filter in response to user /c’s shifted
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waveforms (f 4-T — ) and — respectively and is the vector of noise samples,
assumed to be white with covariance . The receiver is assumed to be a tapped-delay line with 
weights represented with the vector c ., which is used to compute the estimated bit at time i as
= sign{c'iri), (4-37)
The vectors c,. of the filter coefficients, is defined as
c'i = [c* [l] c ; [2 ] • • • cj [N ]] (4-38)
where N  is the length of the spreading waveform and the vector l*. at the output of the matched 
filter is defined as
[oW  n[2] ••• (4-39)
4.2.8.1 Toward Blind Detection, Computation of the MMSE Solution
The MMSE algorithm tries to choose c.  to minimise the mean squared eiTor (MSB) cost function
/  =  4 , ' '> - c ; r , r J ,  (4-40)
where £ ’(») denotes the statistical expectation operator. Assuming that
yf'> =c[r. =^cj[n]r j [n] (4-41)
« = 1
and by assuming that the error term is 
the cost function becomes
, ' l
(4-43)
The problem is therefore to determine the operating conditions for which J  attains its minimas 
[Haykin-91]. For complex input data, the filter coefficients are in general complex, too. The Mth 
filter coefficient c[n] may be denoted in terms of its real and imaginary parts as follows
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c[ri\ = 9î[c[rt]] + 7*3 [c[«]], n = 1 • • • TV, (4-44)
where 9t(.) is the real part, 3 ( .)  is the imaginary parts. Correspondingly, the gradient operator 
V , the n th element of which is written in terms of the first-order partial derivatives with respect 
to the real part 9î[c[w]] and the imaginary part 3[c[w]], for the n th filter coefficient, as
^  ^____________ 3 _  (4-45)
3(9l[c[«]]) 3 (3[c[«]])’
Thus, for the situation at hand, applying the operator V to the cost function J , a 
multidimensional complex gradient vector V7 is defined, the n th  element of which is
a ;  , , ay  (4-46)
3(9t[c[n]]) 3 (3[c[n]])’
This equation represents a natural extension of the customary definition of a gradient for a 
function of real coefficients to the more general case of a function of complex coefficients. To 
have a valid definition of the complex gradient, it is essential that J  be valid. For the cost 
function J  to attain its minimum value, all the elements of the gradient vector V7 must be 
simultaneously equal to zero,
V „ 7 = 0 ,  n = l ’" N . (4-47)
Under this set of conditions, the filter is said to be optimum in the mean-squared-error sense. 
Since the cost function 7 is a scalar, independent of time i , we have;
V . 7 = E
(4-48)
Substituting the partial derivatives
a k " ')  _  (4-49)
a(%[cM D
3(9î[c[«]])
in V,, J  and then cancelling the common terms, the following result is obtained
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V  J  =  -2£:[r[«](ef'^)'J. ^4-50)
Let denote the special value of the estimation error that results when the filter operates in its 
optimum setting. Then the conditions to obtain the minimum value for J  can be expressed as
e[K«](«io)‘ J= 0 , n = \ - N . (4-51)
The necessary and sufficient condition for the cost function J  to attain its minimum value is that i
the corresponding value of the estimation error jg orthogonal to each sample of received
signal that enters into the estimation of the desired response. Indeed this statement constitutes the 
principle of orthogonality; it represents one of the most elegant theorems in the subject of linear 
optimum filtering. It also provides the mathematical basis of a procedure for testing that the linear 
filter in operating in its optimum. The necessary and sufficient condition for optimality may be 
formulated by substituting (4-41) and (4-42) in (4-51) as follows
Ej r[«1 -  ^ c\m\r*\m\1 m=\ yj
or
= 0 , n = \ ‘" N ,
(4-52)
(4-53)^  c\rn\E(r'' [m]r[w]) =  £'[6, '^V[«]], « =  1 • • • .
H/=l
Assuming that
R, = £(r,.r;) (4-54)
and
p  = ) (4-55)
the set of equations in (4-53) can be expressed as
C ;= R 7 'p .  (4-56)
The closed form of R . is
R , =S |« ;
(4-57)
The matrix R  - can also be calculated from the following average assuming that the statistics of 
the received signal is unknown
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where R. is an estimate of R,. .The estimate R,. which will be used in implementation of Least
Squares (LS) algorithm does not require any knowledge regarding either the desired or interfering 
users. Thus a total blind adaptive implementation of the MSE receiver only requires that an
estimate of the vector p . When the sequences of symbols are uncorrelated, vector p  can be
expressed as
p  = s, (4-59)
In the presence of time-varying interference R . ,  C- is also time varying. Every update of c,. 
demands determination of the inverse of R -, which means high complexity for the receiver 
[Honig-98]. To avoid the process of determination of the inverse of R . other algorithms have 
been proposed.
4.2.S.2 Stochastic Gradient Based Multi User Detection
The simplest adaptive algorithm for cancellation of MAI in DS-CDMA is LMS algorithm or the 
stochastic gradient. LMS algorithm was already used in previous chapter for narrowband 
interference suppression in DS-CDMA. With some modifications, the LMS algorithm can be used 
for cancellation of MAI. The coefficients of the filter are determined as
C;+, = c .  +  . (4-60)
Here the step size f l  is defined as
A (4-61)
where A is a constant and
0 < A < 1 .0 , (4-62)
£, is the estimate of the received signal energy and is defined as
Ê ,= ( 1 - m ) Ê , _ , + 4 4 \  (4-63)
The error term e . is defined as
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e. =  — c 'r ,  . (4-64)
Employing a training sequence can improve the performance of the detector. The training 
sequence is a sequence b^' ^  which is known to the receiver. After initial adaptation with the aid 
of a training sequence, the algorithm can switch to the decision-directed mode. The convergence 
speed of the algorithm is not fast enough for a DS-CDMA system. Simulation results show that, 
in fact, the LMS algorithm is unable to track the MAI interference environment, and performs 
much worse than the matched filter receiver [Haykin-94], [Honig-85], [Honig-98]
4.2.S.3 Least Squares Cost Function Based Multi User Detection
An alternative to stochastic gradient algorithms is to select c t o  minimise the least squares (LS) 
cost function [Honig-98]
l = i - M  +1
P , =  %
l — i—M +1
Recursive LS (RLS) [Honig-98] means that M  = i , and the solution c i s  computed for each 
i . Exponential weighting in a time varying environment is needed to discount past data. The 
matrix R  can be updated rather than re-computed as a function of time via the matrix inversion 
lemma [Haykin-94]. To avoid problems of numerical instability, the algorithm can be periodically 
reinitialised by directly inverting R  As with the stochastic gradient algorithm, the RLS 
algorithm can be initially mn with a training sequence and can subsequently switch to decision- 
directed mode. Block LS (BLS) means that c is computed for each successive block of M
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where the limits of the sum represents the window of interest, M  is the block size and w  is the |
exponential weighting factor. The c which minimises C ^  at time i is j
c ' =  R : ' p ,. (4-66) I
I
!
where i
R , =  ± w ' - ‘r,r!,  '
l = i~  M +1
and
(4-68)
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received vectors. In this case discount factor w = 1 . A decision-directed BLS algorithm requires 
the symbol estimates h ^ ' \ l  = i — B + 1, ••• , This is a problem since a change in the set of 
interferers which occurs during a block, may cause a substantial change in the optimal filter c 
from one block to the next. In this case, decisions based on the vector c from the preceding 
block are likely to be unreliable. In contrast to the RLS algorithm where the LS solution does not 
change significantly form one symbol to the next one, in BLS there might be a significant change
from one block to the next. An iterative approach for obtaining the estimates is given in 
[Talwar-94]. This approach is depicted in Figure 4-6.
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Figure 4-6 Block algorithm
At low to modest error rates, this algorithm requires a low number of iterations to converge. At 
high error rates the algorithm does not always converge, so that an upper limit on the number of
operations is imposed. It is interesting to see that the matrix R “ ' needs to be calculated once. A
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drawback of decision-directed is that they can become unstable in the presence of large transients. 
For example after appearance of a new strong user, the decisions may be unreliable, which cause 
the algorithm to lose the track of the desired signal. When this problem occurs, either a new 
training sequence must be transmitted, or the algorithm must switch to a blind mode, which does 
not explicitly use the estimated symbols [Honig-98].
4.2.S.4 Blind Algorithms, Blind Estimation of the MMSE Filter
Recently Madhow has studied a blind adaptive interference suppression technique [Madhow-94]. 
The basic idea is to have a suppression technique in which the only knowledge required is that of 
the desired transmission’s signature sequence. Any linear multi user detector c. can be written in 
a canonical orthogonal decomposition
Cy = s, -h Xy , (4-69)
where s, is the signature of the desired user and
s,x ' =  0 . (4-70)
Also s, and Cf, should be different,
s,Cy #  1. (4-71)
A sensible strategy is to choose x,. that minimises the output energy;
Xy = m in £ ’(cyFy Y  (4-72)
X;
A translated version of the mean square error is
Xy = min -  c'ry f  +  A^i, (4-73)
which is the metric used by MMSE. The difference is that this metric is blind and does not need 
more knowledge than conventional detector. Furthermore, it does not need the training sequence. 
The simple method of projected gradient decent is adopted in [Honig-94] to show the following 
blind adaptation rule, which is guaranteed to converge globally
a:, [/] =  [/ - 1 ]  -  f l Z U t m  -  [,]j, (0) , (4-74)
where
X, = k  [ll 4  U],-",4 K]} (4-'75)
and [i] is the output of the conventional detector,
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=< '•[«■],-y, M >
while Z[/] is the output of the proposed linear transformation so that
Z[/] =< r[i],s^ [/] + [ / - 1] > .
The block diagram of blind multi user detector is depicted in Figure 4-7.
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Figure 4-7 Blind multi user detector
The blind multi user detector of Figure 4-7 has the following features:
- Knowledge of the signature waveform of the desired user is required.
- The timing of the desired user must be acquired.
- The received amplitudes need not be known or estimated.
- The signature waveform of the interferers need not be known.
- The timing of interfering users need not be acquired.
- Training sequences are not required for any users.
Blind multi user detector has the following drawbacks:
-It is at least interference limited as the conventional demodulation methods.
- It suffers from near-far problem.
- It assumes that some form of timing information regarding the desired transmission is available. 
Demodulation of a CDMA signal must be preceded by acquisition in which the receiver acquires 
the timing of a transmission that is starting up or has lost synchronisation.
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4.2.S.5 Blind Algorithms, LS Cost Function
As it was mentioned before, selecting X- to minimise the variance of the output E{c\y.Y  also 
minimises the MSE. An LS algorithm based on this approach selects x. to minimise the cost 
function
(4-78)
l = i~ M +1
Similar to general solution for MMSE obtained before it can be shown that the solution is
c ,  = r R : ' s | ,  (4-79)
where R  is given by (4-67) and
1 (4-80)K — j .
( s ; r : ‘s , )
This algorithm can be implemented recursively with exponential, or block-by-block weighting 
[Honig-98]. It was observed in [Honig-95] that if the received signal vector corresponding to the 
desired user is different from s , due to multipath or timing offset, then minimizing the cost 
function C suppresses the desired user signal as well as the interference from the other users. 
In that case, it is necessary to constrain the norm of the coefficient vector C- . This can be 
accomplished by adding a diagonal matrix to the estimate R  , so that
R , = ^  w ' - 'r ,r ; -K n ,
I = i — M +1
where ^  is a small constant, which determines an upper bound on the norm of c .
4.2.8.6 Reduced Rank LS
A Reduced-Rank LS (RRLS) algorithm first projects each received vector r . onto a lower­
dimensional sub space before further processing. The primary motivation for this projection is that 
tracking and convergence performance of an adaptive algorithm degrade as the number of 
coefficients increases [Haykin-94], [Honig-27]. By reducing the number of coefficients and 
consequently the dimension of c , an adaptive algorithm is better able to track interference 
transients. This especially true when the channels or interference vary rapidly, and short data 
blocks are needed to estimate the filter coefficients. The disadvantage in projecting onto a lower 
dimension is that MMSE generally increases as the dimension D decreases. Reduced-rank
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techniques have been extensively studied in other signal processing applications [Haimovich-91], 
[Johnson-93], The typical object is to project the received data onto the signal subspace. In this 
way, no useful information is lost by the projection. In other words, the MMSE associated with 
the reduced-rank solution is no longer greater than for the full rank solution.
Let S Q be the N  X  D  matrix with column vectors which are an orthonormal basis for a D -
Dimensional subspace, where D < N  . The projected received vector corresponding to symbol 
i is given by
r. =8^^",. &L82)
In what follows, all the projected variables are denoted with a “tilde”. The sequence of projected 
received vectors r. is the input to the tapped-delay line filter, presented by the D-dimensional
vector C- for symbol i . The filter output corresponding to the ith  transmitted symbol is
y, == c/.;: . (4-83)
The vector Cy which minimizes the MSE E  — c/.r,. J is
= R - ' p .  (4-84)
where
R  = £ ( ? ,? , / ) =  S ; R , S „  (4-85)
and
p  = 8 'yj £■ )  = S o s  J . (4-86)
The Cj which minimises the LS cost function in (4-78) is defined as
c, = (4-87)
where
R ,  =  I ,  ( r , i f / ) = s ; R , S o
(4-88)
l = i — M  -t-1
and
ê ,  = É S o p , .
l =^ i ~  M  -t-1
Since R  given by (4-67) is symmetric and positive semi-definite, it can be seen that
(4-89)
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R  ,. =  <DA #  % (4-90)
where the columns of #  are the orthonormal eigenvectors of R  y , and A  is the diagonal 
matrix of eigenvalues. Choosing c y to minimise the LS cost function C ^  gives
C u  = 1 -  p ;R  ,P,  = 1 -  q ' A  ' q ,  = 1 -  ||A“'q,.
where
q  y =  0  P y (4-92)
It can be concluded that the subspace, which minimises the cost function C ^  , assuming an
RRLS solution of dimension D  ,  has basis vectors which are the eigenvectors of R  y associated
I |2with the D  largest values of |^y^ /  A  ^ . , where q y  ^ is the k  th component of q . That
is, the optimal projection matrix S ^ has columns consisting of this set of eigenvectors 
[Golstein-94].
Determination of the optimal subspace (specially, q  ■ ) for the RRLS solution depends on the
decisions on previous bits = i — M  +  I,--- . This presents a problem, analogous to
generating decision for the decision directed BLS algorithm. An alternative is to choose as a basis 
for the subspace the D  eigenvectors of R  y corresponding to the D  largest eigenvalues. The
projection in that case in that case is onto the subspace spanned by the strongest signal 
components. These components also referred as the “principle components”. The motivation for 
the projection is that the MMSE filter c y lies within the signal subspace. Projecting c o n t o  the
signal subspace therefore incurs no loss in performance. Although sub-optimal in the LS sense, 
the principal components projection avoids the problem of having to first estimate the symbols 
over the block of interest in order to choose the subspace. A reduced rank filtering for interference 
suppression, timing and channel estimation is proposed in [Wang-98],[Honig-98].
4.2.9 Polynomial Expansion Detector
The Polynomial Expansion (PE) detector avoids the direct determination of the inverse of the 
cross-correlation matrix and replaces it by a polynomial approximation. So it has a lower 
complexity, than the decorrelating and non-adaptive MMSE detectors, which both requires 
inverting a matrix. Its complexity can be less than that of the adaptive MMSE, since it does not 
need a training sequence. The PE can behave approximately like the decorrelator in (4-19) and the
(4-91)
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MMSE receiver. It does not require the estimation of the received amplitudes and it is applicable 
of both short and long codes. Its drawback is its problem in updating the coefficients.
4.2.10 Successive Interference Cancellation
Successive Interference Cancellation (SIC) exploit the structured nature of the MAI, an thus 
offers gains in capacity over the conventional DS-CDMA receiver. Due to their lower complexity, 
SIC approaches are attractive for the practical implementation of multi user detection. SIC uses 
serial stages to reduce the level of MAI. The estimated interference form previous stages are 
subtracted from signal of the desired user to clear the signal from interference. One stage SIC is 
equivalent to CD. It is not a complex structure and an implementation by digital signal processor 
(DSP) is reported recently. Due to its nature, it needs one additional bit delay per stage. This 
means higher the number of stages, higher the performance and consequently higher the delay. 
When the power of the users becomes more diverse, it shows better performance. The signals of 
different users should be reordered when the powers change. If the initial data estimate is not 
correct the performance degrades and it is significantly worse than the decorrelator, MMSE, 
parallel interference cancellation (PIC) in perfect power control.
4.2.11 Parallel Interference Cancellation
In a Parallel Interference Cancellation (PIC) detector, to minimize the structure of the receiver, a 
matched filter bank is commonly used at each stage for estimation of the transmitted bits and 
received signal energies. PIC uses a parallel structure to reduce the power of the interference. 
Regeneration and complete subtraction of the estimated MAI is then performed to reduce the 
interference affecting each user. The block diagram of the coherent parallel interference 
cancellation receiver and the differentially coherent parallel partial interference cancellation 
receivers are shown in Figure 4-8. In a parallel interference cancellation receiver, it is practical to 
use the soft outputs a matched filter bank for amplitude estimation. Straightforward 
implementation of parallel interference cancellation results in biased decision statistics due to 
imperfect estimation and interference cancellation. In [Correal-99] the source of the bias is 
explained and a simple structure is introduced for mitigating the effects of the bias and increasing 
performance. Also the real-time processing algorithm is tested via implementation in software on 
a floating-point general purpose DSP. While typical developments of multi user algorithms 
assume code-on-pulse spreading so that the code period equals symbol period, interference 
cancellation does not require it since, for each symbol, interference can be directly implemented 
in chip level. While this can be seen as an advantage, it means higher complexity for the receiver. 
Furthermore PIC is not very robust for high power interference and is highly sensitive to the delay 
estimate error. Both receivers work based on the processing of the outputs of the matched filters
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and regenerating the related waveforms of all the users. In reconstruction stage a gain is 
associated with each one of the users.
H I )
M alrtied  
F itte r 
U ser 1
M alctied 
F ille r 
l lse r  1
R egenera te  
U ser I Re
R egenera te  
U ser 2 ReU ser 2 U ser 2
ReF ilter
U ser 3
M atched  
F ilte r 
U ser K
M atched
F ilterR egenera te  U ser K
C onven tional
R eceiver
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Figure 4-8 Parallel Interference Cancellation
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Coherent detection is suggested to be used when phase estimation and tracking can be performed 
accurately. This is may be accomplished through the use of an uncorrelated auxiliary pilot signal 
for channel estimation. The approach of the noncoherent detection is similar to that of the 
coherent approach. The noncoherent implementation that does not require a coherent phase 
reference, has employed differentially encoded BPSK [Correal-99]. Comparing to the blind 
detection techniques PIC is a centralised technique. It exploits the information of all users and 
uses them to come up with the desired user’s information sequence.
4.3 Genetic Multi User Detector for CDMA
In the previous chapter the feasibility of having a Hybrid Genetic Predictor (HOP) for narrowband 
interference suppression in CDMA has been studied. As it is mentioned before, the problem of 
multi user detection in CDMA is an NP-complete problem. Several other studies show that 
genetic algorithms can be used to solve NP-complete search problems. Based on our 
achievements from the previous chapter a novel Genetic Multi User Detection (GMD) is 
proposed.
For the linear multi user detector set-up, a filter is defined by a number of taps, which help to 
estimate the transmitted information symbols. GA is used to optimise these tap coefficients 
through a number of iterations (Generations). As GA requires initialisation, the first estimation of 
the tap coefficients performed by multiuser detection, is used as an initial configuration that forms 
the first generation of GA. During the subsequent generations these initial set of coefficients are 
optimised based on a defined objective function. In a way the multiuser detector structure called 
here base-detector is wrapped in the GA structure. The conventional detector is chosen as the base 
or core detector where the GA optimises with the aid of evolutionary process the coefficients of 
the detectors. However, the GA operators need to be specifically re-defined to suit the mobile 
radio specific characteristics, such as time variations. These are further explained in the following 
sections. Through detailed simulations after confirming the original results for MSD proposed by 
Varnasi and Ashang in [Varnasi-90], it was shown that the proposed detector outperforms both 
synchronous and asynchronous MSD. The multi user detection problem in CDMA can be realised 
as a search problem in a noisy space of possible solutions. We are not just looking for the best 
combination of bits at the output of the matched filters. The aim is to find an optimum population 
of configurations that yield the best output. For current detector a new generation is created per 
bit. So each generation is equivalent to bit.
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4.3.1 Structure of Individuals
Each member is equivalent to an individual and each set is a generation of individuals.
Different parts of an individual are illustrated in Figure 4-9.
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Figure 4-9 Structure of an individual
Like HGP each individual is made of different parts. The layout of genetic detector for S-CDMA 
is illustrated in Figure 4-10.
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Figure 4-10 The outline of genetic engine
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In fact the multi user detection problem in CDMA can be realised as a search problem in a noisy 
space of possible solutions. The aim is to find an optimum population of configurations that yield 
the best output. Each individual carries the specification of a detector inside its chromosome. The 
most important part is a gene. A gene is equivalent to a real coefficient of the parallel detectors 
(individuals) that process the output of matched filters. A chromosome is a string of genes. 
Another part of each individual that is a part of its identification is the fitness value. During the 
evolution process some individuals of each generation are selected to be the parents of the next 
generation. This process is called selection. The selection process chooses the parents based on 
their fitness values. The individuals with higher fitness values have more chance of selection. 
These parents become part of identification of each individual. Selected parents are directed 
toward the mutation and crossover operations. Unlike in the HGP, the chromosome is subjected to 
a random mutation process. Within these operations the children are created. It is assumed that the 
generation process happens per each bit. This means that the number of transmitted bits is 
equivalent to the number of generations. For each generation the group of individuals is called the 
population. The population number is denoted by M .
4.3.2 Initialisation
During the initialisation process, the chromosome is initialised to the conventional detector, 
therefore
, j  = \ - M , l  = \ - K \  (4-93)
where I  e  9Î identy matrix, M  is the population size and I is the chromosome length.
So the structure of the chromosomes of the initial population is shown in Figure 4-11. Only one 
specification is included in the genes of the chromosome.
 i------------ i------------ 1----------- i---------<^1=1 1 ••• I = 0  %+| = 0  = 1 I________  I________ I________ I______ — 1
Figure 4-11 The initial structure of a chromosome, initialisation to conventional detector
4.3.3 Objective Function
A measure of the relative fitness of each individual is provided by the objective function. The 
survival of each individual depends on this value. Assume that each chromosome processes the 
output of the matched filters. As it is depicted in Figure 4-12, the output of the process for each of 
the individuals is defined as a matrix multiplication operator so that
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= y p * matrix  ({ « V  ) , (4-94)
G e n e tic  E n g in e
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t, J " - r
». T - i
-t» J
Figure 4-12 Genetic Multi User Detector for S-CDMA
where is the output of the matched filters, p  is the generation index , j  is the index or 
identification of each individual and matrix{.) is an operator that maps the chromosome back to 
a matrix of . Based on a hard decision for each individual the set of received bits is detected
as
b ;  =5/gAz({uo }-(./)). (4-95)
The functions in (4-94) and (4-95) are the main elements of the core detection process mentioned 
in the outline of the genetic detector. The energy or fitness value of each individual in the current 
generation is calculated using the quadratic term associated with the optimum metric of Verdu 
[Verdu-86] as:
-  ( b { ) '  RbP  P (4-96)
The fitness value of each individual in each generation should be recalculated for each bit. 
However, looking at (4-96) it can be seen that this quadratic term is affected by the variation of 
the average power of noise per bit and the gain variations. The reason behind this is the 
involvement of both the noise and gain terms in the output of the matched filters y ^ . The 
variations of the energy by unwanted propagation environment parameters may highly affect the
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performance of the selection process in the genetic engine. In fact, in a noisy environment the 
fitter individuals of the current generation may be given worse fitness than the previous 
generation wrongly. Furthermore the random selection is used in genetic engine does not accept 
the negative fitness values. So a mapping function is needed to make the negative values positive. 
Two different mapping functions are introduced:
1. The mapping function ;/(•) is defined as
2 (4-97)r l  = 1 + tanh(( j  + a )  f b )
where a and b are the internal linear transform elements, which should be chosen in a way that 
prevents the value of the argument of the tanh(®) to become a large negative value and 
consequently the value of 7/(*) to become infinity. Using the appropriate parameters for linear 
mapping, the boundaries can be written as
1 < y j  < a , (4-98)
where a  is a positive value larger than 1. The second mapping operator v(®) which creates the 
final energy value of the individuals is
The genetic algorithm will try to reach the maximum energy value which, equals 0.5.
2. For the second objective function, the mapping function t7(®) is chosen to be a linear scaling 
factor as
^  j (4-100)
a
where the scaling value a  prevents two individual from having the same fitness value which as 
mentioned before, may cause problems for the selection operator. The second mapping operator 
v(*) that creates the final energy value of the individuals is
Assuming that — ©«> < Û J, < -fo® we have
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0 < 77 (27 j  ) < 1 . (4-102)
So the maximum possible value of energy of each individual is 1.0. After creating the objective 
values for individuals of one generation, these individuals are directed toward the selection, 
crossover and mutation processes. The selection operator is called for each pair of the children of 
the next generation once. It selects two parents. These parents are directed toward the mutation 
and crossover operators. By combining (4-94), (4-95), (4-96) and (4-101) for each generation the 
best individual is chosen in accordance to its fitness value
la  j}'”* e arg m p  f  { j )
I /y  _ IV c  %  .  r
(4-103)
= arg max
14- exp(( ly'^pSign {matrix  ^) -
sign {matrix
l^sign {matrix { { o c p ) )  !{-a))
4.3.4 Selection
The selection procedure gives better survival probability to the fitter individuals than their weaker 
counterparts. For each generation the final detected output bits can be expressed as
(4-104)
Assume that the current generation of individuals is p . The probability of any individual to be 
selected from the population may be defined as
L - A j )  (4-105)P,(J) = M
E 4 - , ( c )c=i
where M  is the population size and i is the index of the individual. Based on a random roulette 
wheel, the concept of selection can be implemented. The algorithm first calculated the sum of 
fitness values of all the existing individuals,
M
The following procedure shows the steps of the selection process.
(4-106)
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{
A ccum ulated _  Energy  =  0;
( = 0 ;
= z * where z is a random  value between 0 and 1 
while ( {A ccum ulated_ Energy < ô) and {i ^  M )  )
{
/ = / + 1  ;
A ccum ulated_  Energy = Accumulated__Energy + E nergyp, where Energy^ is 
the fitness value of the i th  individual.
}
The selected individual is the i ’th  individual.
}
E. Crossover
The crossover operator selects positions to cut the chromosomes. The genetic material between 
two parents is exchanged accordance to the crossover marks. A two-point crossover is used. The 
key parameter in the crossover process is the crossover probability, . First a biased unfair coin 
is dropped. This coin is biased with the crossover probability. Based on the true or false result of 
this process, the crossover sites will be decided. The following procedure shows the mechanism 
of the crossover process:
Drop a biased unfair coin (Biased with the probability of crossover p^).
If (the result is True)(
C rossover_S ite l = int(z, * z);
C rossover_Site2  — int(z2 * ^^ bere z, and are random values between 0 and 1 and
int(®) yields the integer part of the input parameter and t is the chromosome length. 
}else{
Crossover S itel =  i
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C rossover Site2  =  i
4.3.5 Mutation
Unlike the mutation operator used for HGP, the mutation operator here is completely random. A 
graphic description of the joint mutation and crossover process is illustrated in Figure 4-13. It can 
be seen that the chromosomes of parents are cut.
QossoverSite 1 Gcs90ÆrSite2
«6
«6
Figure 4-13 Joint crossover and mutation, some of the genes are randomly exchanged and varied
The genetic material between crossover sites is exchanged and mutated. The decision is made 
based on tossing a biased unfair coin based on the mutation probability. Two different kinds of 
mutation operators have been used. The first mutation operator is called one-sided mutation. One­
sided mutation can be expressed as:
Mutation 1, Changing the gene value by adding a random real number:
Drop a biased unfair coin (Biased with the probability of mutation ),
If (the result is True){
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Child_Gene = Parent_Gene + z*JU where z is a random value between 0 and 1, and 
is a small real value.
}else{
Do not mutate.
}
The second mutation operator changes the genetic material by a random positive or negative 
value.
M utation 2, Changing the gene value by adding a random negative or positive real number:
Drop a biased unfair coin (Biased with the probability of mutation ),
If (the result is True){
Child_Gene = Parent_Gene + z *// where z is a random value between -1 and 1, and 
p  is a small real value.
}else{
Do not mutate.
}
Mutation operators directly affect the performance of the genetic engine. Better performance can 
be achieved by employing more efficient mutation operators.
4.3.6 Synchronous Genetic Multi User Detection, Simulation Results
To test the proposed genetic detector, a simulator was developed in ANSI C under the UNIX 
system. For S-CDMA CD, single user (SU), MSD and GMD are simulated as modules. It will be 
assumed that the users are bit synchronous.
Experiment 7. To compare the performances of MSD and GMD in the first simulations K  — S 
synchronous users employed poorly designed spreading codes of length L — 1 ,  The power of one 
of users was 10 times higher than that of other users. The mutation probability was 0.01 and the 
crossover probability was 0.6. The number of transmitted bits was N  — 1000000. The results for 
CD, 10-stage GMD and MSD are depicted in Figure 4-14. Looking at these results it can be seen 
that for poor codes the GMD outperforms the MSD in terms of BER. However, in this case the 
performance of all three detectors is low compared to the single user case. As it will be seen, the 
GMD has the possibility of having better BER by increasing the population size.
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Figure 4-14 Cumulative BER versus SNR, Synchronous CDMA, Poorly designed code of length L=7,
Five Users Transmitted
Experiment 2: In this simulation ten synchronous users employed m-sequences. The spreading 
codes of the users were of length L = 15. Nine users transmitted with same power.
SNR(dB)
- A — CD 
—0— SU 
—)K — GMD
Figure 4-15 Cumulative BER versus SNR, 10 Synchronous Users Transmitted in Perfect Power
Control Situation, Code Length L=/5
The power of the 10th user is 10 dB more than other users. The mutation probability was 0.01 and 
probability of crossover was 0.6. N  = 1000000 bits were transmitted for each user. The results 
for CD, GMD are shown in Figure 4-15. The performance was measured for the single user case. 
Obviously for SU detection the level of MAI is assumed to be zero. Comparing these results it can 
be seen that the proposed structure with a complexity much less than that of the GMD can achieve 
almost the single user performance. To see the near-far effect the channel condition have been
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changed. There are now two strong users. All other conditions remained unchanged. The result is 
depicted in Figure 4-16. As it can be seen, the performance is almost the same. All the parameters 
of the genetic engine were same in both cases. This shows the flexibility of GMD for variable 
channel condition. Also it can be seen, that genetic algorithm has reached almost the SU detection 
performance.
SNR(dB)
—A— CD 
- A — SU 
- X - G M D
Figure 4-16 Cumulative BER versus SNR, 10 Synchronous Users Transmitted in Near-Far Situation, 
One User is 10 dB Stronger Than Others, Code Length L=15
Experiment 3: Employing the same signature waveforms of Experiment 2, but the number of 
users was increased to 15 users.
QCLUCO?
SNR(dB)
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Figure 4-17 Cumulative BER versus SNR, 15 Synchronous Users Transmitted with Same Power,
Code Length L=I5, Near-Far Situation,
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It is assumed that the powers of all the users are different, so we have inperfect power control. 
The gain of the weakest user was assumed to be unity and the array of the powers of all 15 users, 
P  = is set to be
P = [10.00,1.00,2.10,18.49,1.08,1.01,10.00,1.10,2.89,1.10,5.29,9.18,1.06,1.12,1.2321] so for 
example the power of user 1 is 10 times stronger than the weakest user which is user 2. The 
cumulative bit error rate has been measured for CD, MSD and GMD. The mutation probability is 
set to be = 0 .01 . Crossover probability is = 0 .6  and the population of individuals is 
M  = 120. The results are depicted in Figure 4-17. As it can be seen for maximum number of 
users GMD has outperformed both CD.
Experiment 4: Population of each generation affects the performance of the GMD. Keeping all the 
parameters same as in Experiment 3, the population size was changed.
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Figure 4-18 Cumulative BER versus SNR, population number of individual is changed
The results are illustrated in Figure 4-18. Population numbers is selected to be 
M  = 60,90,120,180. It is clear that increasing the population decreases bit error rate. Higher 
population has better chance to find better solutions. Increasing the population increases 
complexity of receiver. However there is a limit for this. Not only complexity of receiver 
demands less populations, but also there is a kind of saturation in performance when the 
population number is high. After a threshold increasing the population does not help a lot to 
decrease bit error rate. To find better solutions in lower populations, the mutation process should 
be changed to an intelligent one. In fact adding more knowledge about noisy search environment 
helps to move to the vicinity of optimum solution of the detection problem. There is another 
possibility. Reduced detector can defined as the combination of a search space reduction
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technique and main detection algorithm. The search space is reduced as much as possible before 
the main search process is started.
Experiment 5: In this simulation synchronous users employed the GOLD sequences of length
L  — 255. Users transmitted with different powers. Power of the four users was 
others and their SNR was 8 dB. Table 4-1 illustrates the SNR of different users. N  
were transmitted. The bit error rate was measured for the 10000 bits.
less th 
= 100C
User SNR User SNR User SNR User SNR User
Number (dB) Number (dB) Number (dB) Number (dB) Number (dB)
1 28.0 11 23.3 21 21.0 31 22.0 41 23.3
2 8.0 12 24.0 22 23,7 32 23.0 42 21.5
3 23.0 13 24.0 23 23.0 33 23.0 43 22.0
4 23.0 14 23.0 24 23.3 34 21.0 44 22.4
5 23.1 15 23.1 25 23.0 35 22.0 45 23.4
6 23.1 16 23.5 26 23.3 36 21.0 46 23.7
7 23.0 17 22.0 27 22.8 37 22.6 47 22.3
8 22.0 18 22.0 28 23.0 38 22.4 48 23.7
9 23.5 19 22.0 29 22.0 39 22.0 49 22.3
10 8.0 20 22.0 30 8.0 40 8.0 50 29.1
Table 4-1 Transmitted SNRs of users
The genetic engine started with an initial population of 490 and then after a threshold of 40 
generations stopped the GA’s main operators including selection, mutation and crossover and 
carried on the detection process for the best 90 individuals of the whole population or 200 
individuals. Stopping the GA means that these selected individuals are not evolved during the 
next generations. It guarantees less complexity for the GMD. To have the right stop point a 
threshold for the fitness value should be defined. Whenever the fitness value of the individuals of 
one generation becomes higher than the specific threshold, the algorithm will be transferred to the 
second phase. The random value that is chosen to mutate the gene, affects the number of 
generations to reach the threshold. The mutation probability was chosen to be 0.01 and the 
crossover probability was 0.6. The bit error rate is measured from the start of the transmission. 
The results for CD, MSD and GMD are shown in Table 4-2. The results are just illustrated for 
poor users. Comparing these results it can be seen that GMD outperforms both CD and MSD. In 
fact the performance of GMD at least three times better than the performance of MSD for poor
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users. The bit error rate of GMD is better than CD and MSD.The cumulative bit error rate for CD 
is -2.904482, for MSD is -2.590743 and for GMD is -5.09610.
Bit Error Rate CD MSD GMD
User 2 0.0178 0.0037 0.0001
User 10 0.0155 0.0043 0.0001
User 30 0.0183 0.0035 0.0002
User40 0.0107 0.0043 <0.0001
Table 4-2 The simulation results, BER of the poor users for CD, MSD and GMD
Although the bit error rate of the poor users for MSD are better than CD, the cumulative bit error 
rate for MSD is worse than both CD and GMD. Huge gap between the cumulative BER of the 
GMD and other two detectors show that while GMD improves the BER of the poor users without 
affecting the BER of the other users, MSD sacrifices users with higher power to get better results 
for poor users. By changing the number of the transmitting users, the stopping threshold should be 
shifted. Simulation results show that there is an approximate relationship between the already 
assigned threshold and the new threshold so that
(4-107)
where THq is the old or already assigned threshold, 77%^ is the new threshold, is the number 
of the new users and K q is the number of the users during the previous transmission process.
Experiment 6: Mutation probability directly affects the number of the necessary mutations of the 
genetic algorithm.
Pm
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Figure 4-19 Cumulative BER versus mutation probability
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The bit error rate at the receiver is highly dependent on the mutation probability, . To find the 
optimum value for /?,„ all the system parameters are chosen to be the same as for our second 
experiment and only and system is random seeds are changed. The average results over 30 
tests are depicted in Figure 4-19. This test shows that the minimum bit error rate can be achieved 
around = 0.01.
4.4 Genetic Multi User Detection for Asynchronous CDMA
As it was mentioned before the space search for asynchronous CDMA (A-CDMA) is significantly 
larger than synchronous CDMA (S-CDMA). The bit level implementation of GMD failed to give 
satisfying result in asynchronous case. There were problems with convergence and choice of 
range of deviation for mutation. However the basic outline of GMD for A-CDMA and S-CDMA 
are almost the same. Selection, crossover and mutation operators are similar.
4.4.1 Chip Level Asynchronous GMD, Ideal Objective Function, Chip Level 
Detection, Background
The basic idea behind the ideal chip-level GMD is the similarity between the detected and 
reconstructed signal in the receiver and the transmitted signal for each sample. The vector D  is 
the vector of the sample of the desired received signal for all users formulated, as
D =  k ) / 4 ) ,  -  f c ) J .  (4-108)
where p  is the sample or generation index and { d^ ) ^  is the desired sample of the received
signal for user K. To investigate the feasibility of having a chip level genetic engine, an ideal 
metric is implemented by assuming that the desired response is available in the receiver. The 
desired response is created by correct combination of delay, the bit value and channel gain of the 
transmitted signal so that
(4-109)
where is the function that combines signal information to create the desired sample of the 
received signal. Figure 4-20 shows a graphic description of chip level GMD for A-CDMA. 
Assume that the samples of the received signal r{t) are . The coefficient of the matched filter
for this sample and user k  is {W/. . The processed output of the genes for user k  is
87
Chapter 4: Genetic Multi User Detector for CDMA
Figure 4-20 Chip level GMD for A-CDMA 
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(4-110)
Comparing the structures of bit-level and chip-level GMD one of the important differences is the 
chromosome length. While for the bit level GMD the chromosome length is for chip level 
asynchronous GMD it is KÀ  . The samples of the received signal are processed before integration 
by the matched filter independent of other users. Genes directly process these samples before 
taking the average and making the decision. The ideal objective function can be expressed as
(4-111)
fo  - 1
Jk=l
The bit for each user is detected by taking into account the corresponding delay
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= sign
/  L
, /= i
(4-112)
which means that the bit of user k  is detected by picking the output of the individual with the 
best fitness. After reaching an acceptable fitness, the group of chromosomes with best fitness are 
chosen and the genetic engine can be stopped.
4.4.2 Chip level Asynchronous GMD, Ideal Objective Function, Simulation 
results
Experiment 1: In this simulation K  —A asynchronous users are employing m-sequences. The 
spreading codes of the users were of length L  = 1 . All users are transmitting with the same 
power. A total of 100000 symbols were transmitted for each user. These relative delays are 
T, = 0 , Tj =  , ^ 3  =  2T^ and = 3T^ where T^. is the chip period. The results for the CD, 10-
stage MSD and GMD are shown in Figure 4-21. The population of each generation of GMD is 60. 
Chip level GMD has better BER than CD and 10-stage MSD. The simulation is started with 60 
individuals and then carried out the process after a number of generations with a smaller 
population and without mutation and crossover processes. The detector is not initialised to CD. 
The chromosomes are randomly initialised. The performance of the GMD is affected by the value 
of the random mutation coefficient. Its maximum value was 0.1. It affects the convergence time of 
the algorithm. Larger values have faster convergence rate, but less chance to find the better 
structure. There is a trade-off between finding a better structure and a faster convergence. Since 
the detector has a parallel structure, the convergence rate is defined for the maximum fitness. 
Figure 4-22 illustrates the variation of the fitness value for this simulation. It also shows a unique 
feature of this novel proposed received structure: The robustness to the environment variations. 
Sample by sample (or generation by generation), the fitness value is affected by rapid changes of 
the noise value. However regardless of these environment variations, the average of the maximum
fitness value increases within the first generations. In (4-111) is a function of or
samples received signal. However these samples themselves are function of samples of AWGN 
that force the fitness values to change radically from one sample to next. One possible approach 
for minimising the effect of the changes in environment is adding a weight factor in the objective 
function and giving less importance to the contribution of r^ . For this simulation, it takes about
45 samples or generations to reach an acceptable fitness level. While the average and maximum 
fitness show large transients, the mean of maximum fitness in Figure 4-22 reaches a stable level 
regardless of the rapid fluctuations of the maximum and average fitness value.
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Figure 4-21 Cumulative BER versus SNR, Chip-Level Asynchronous AGMD, Four Asynchronous 
Users Have Transmitted, Code Length L=7, 10000 Bits Transmitted
It is also important to notice that even without nonlinear mapping the detector shows an 
acceptable BER performance. This makes this detector an attractive choice when the channel is 
rapidly changing and the fading changes the energy of the users. The objective function should be 
modified to deal with fading.
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Figure 4-22 The variations of the fitness value during the first 640 generations (Chips), maximum 
fitness, average of maximum fitness and average fitness
Experiment 2: It is even possible to have better performance, if the population size was increased, 
although this means higher complexity for the receiver. Figure 4-23 shows the variation of BER 
versus population size. There is a limit for this. Simulations shows that although by increasing the
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population size the performance can be increased there is a limit for population number. After this 
threshold the performance cannot be improved further. It is shown in Figure 4-23 that cumulative 
bit error rate is even worse than CD when the population number is 10 with random initialisation. 
Other simulations show that when the structure is initialised to CD, even for the population size of 
10 the performance is better than CD.
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Figure 4-23 Cumulative BER versus SNR, Effect of Population Size on the BER, Cumulative BER 
versus SNR, Chip-Level Asynchronous AGMD, Four Asynchronous Users Have Transmitted, Code
Length L=7, 10000 Bits Transmitted
The complexity of the objective function of the chip-level detector is less than that of the bit-level 
synchronous GMD. Also the chromosome length of the chip-level GMD is less than that of the 
synchronous GMD. However since the operations are carried out in chip level, the overall 
complexity of chip-level asynchronous GMD is higher than the complexity of the bit-level 
synchronous GMD.
4.5 Conclusion
The simulation results in this chapter show the feasibility of having a genetic structure for multi 
user detection in both S-CDMA and A-CDMA. While the proposed GMD outperforms CD and 
multi user detection techniques like MSD in terms of BER, it almost reaches the performance of 
SU with less complexity than OMD. The proposed genetic engine has advantages over other 
intelligent detectors like HNN-based neural network. The most significant advantage is that there 
is no need for complicated training or bias terms like HNN-based multi user detector. The 
convergence rate and speeds are extremely high. As it is mentioned before objective function 
represents the fitness value of each individual of a generation. The ideal objective function 
assumes that the known desired received signal is available in the receivers. This objective 
function was initially used to show the possibility of having a genetic detector. It is also used for
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rough adjustment of receiver parameters. Although it works perfectly, it is not realistic. For bit- 
level S-CDMA detection, the ideal metric has been replaced by Verdu’s optimum metric. Using a 
nonlinear mapping the fitness value of each individual is mapped to a number between acceptable 
ranges. A normalisation factor is used to obtain better and smoother mapping. Then using other 
mappings this value is transformed into the final energy value of each individual. The experiments 
show that the performance of this objective function is almost the same as the performance of the 
ideal objective function. Although this normalisation factor is robust to channel variations, it 
seems when there are major variations in parameters of channel, there should be further 
adjustments. Analytical relationship between this parameter and the parameters of the channel, 
like number of transmitting users or power of each user to be found.
Although the nonlinear mapping works well for not small fitness values of each individual, for 
very large values, it does not show a satisfying behaviour. In fact there is a possibility that two 
different individuals are mapped into the same value. This leads to a wrong selection process 
which genetic engine. More efficient nonlinear mappings will avoid this effect. The nonlinear 
function increases the computational complexity of the receiver. One possibility is to replace 
nonlinear elements with look-up tables. Despite the lower complexity, look-up tables have lower 
accuracy and consequently lower performance. The trade-off between complexity and 
performance should be verified. Another attractive replacement is the piece-wise linear functions.
Although the complexity of GMD is lower than the optimum multi user detector, it is still high. 
The possibility of decreasing population number and changing mutation stmcture will be 
investigated. In fact using better mutation stmctures, it will be possible to decrease the complexity 
of receiver. Population number defines the number of genes of each individual. Number of genes 
directly specifies the amount of used memory in receiver. Consequently reduction of initial 
population means decreasing the complexity of receiver. Early investigations show that this 
population is highly affected by type of mutation process. The mutation is based on adding or 
decreasing a small random value to genes. The amount of this random value affects the 
convergence rate and complexity of receiver. Is it possible to find other mutation methods with 
better performance? This question should be answered.
So far one of the basic problems of our genetic structures is their deviation in performance. For 
our simulation environment three different random seed values have been assigned. One of these 
random seeds is the random seed of GA. The deviation in performance can be seen by changing 
this random seed. This is because of the random nature of GA. The deviation is depended to the 
small random values which are added to the genes during the mutation process. It has been shown 
that by decreasing this random value the deviation will be decreased. However decreasing this 
random value, may increase the convergence time. A uniform random generator is used to 
generate the small random value. It seems the distribution of this random generator highly affects
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the performance. It has been shown that these small mutation weights are robust to code length 
and even type. However channel situation and number of users affect them. What is the 
mathematical relationship between this mutation weights and their distribution and code length 
and channel parameters? This question should be answered.
The above results have been obtained under Gaussian channel. It is assumed that the gain of users 
is not changed during transmission. In recent simulations the gain of users are changed during 
transmission. Within 2 dB range of power variation, the performance of receiver is still high 
without any readjustment. However system should be modified to achieve optimum asymptotic 
efficiency and fading resistance over the time-varying Rayleigh-faded CDMA channel. There are 
two major suggestions: 1. Modifying the objective function or the structure of the detector to 
combat fading 2. Restarting the process for high variations in channel. For A-CDMA just the ideal 
objective function is used which assumes that the known desired received signal is available in the 
receivers. The chip level implementation has an important advantage over other conventional 
detectors. It does not need the knowledge of the spreading sequences from other user. 
Unfortunately the current metric is not a practical one since the desired signal is not available in 
the reality in the receiver. However any possible metric that can work similar to ideal metric (e.g. 
a blind metric with does not need the signatures of all users) will have the same feature that malce 
it appropriate for both short and long code applications. And finally like any other chip level 
detector the receiver with asynchronous GMD even with the proposed ideal metric has a high 
complexity.
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Chapter 5
5 Static Detection, Packet Level GMD for A- 
CDMA
5.1 Introduction
In the previous chapter the genetic multi user receiver has been proposed to solve the NP- 
complete problem of multi user detection. GMD for S-CDMA works based on bit level detection 
that means each generation is equivalent to one bit. For A-CDMA systems the detection is carried 
out at chip level. Each new generation is created per chip. Both chip level and bit level detections 
introduce high complexity to the GMD. For A-CDMA in the previous chapter we have not come 
up with a realistic metric. In fact GMD for A-CDMA has been proposed based on having an ideal 
metric in the receiver. In a real system the information of desired signal is not available to the 
receiver so the assumption of having ideal metric is not the right assumption. The difficulty is 
with Verdu’s original metric [Verdu-86]. While is it possible to implement this metric for S- 
CDMA in bit level, it is impossible to implement it at chip or even bit level. So as it was 
mentioned before, the ideal metric just shows the feasibility of having GMD for A-CDMA. For a 
practical system either a new metric should be found or the structure of the detector should be 
altered. For the proposed GMD for S-CDMA an important concern remains.
Bit or chip level detection in a way is a dynamic process. Dynamic detection means having some 
of the system parameters changed with each bit. In genetic language it mean for each bit, chip or 
generation the environment changes radically during the process of evolution or regeneration of 
detector. As it was mentioned in the previous chapter that the unwanted rapid environment 
changes (e.g. changes of amplitude of the AWGN from chip to chip in our application) may 
mislead the genetic engine and consequently increase the BER. The selection process can be 
misled due to the instantaneous variations of AWGN. So the unfit individuals can be given wrong 
fitness values and selected as parents of the next generation. This can degrade the BER to an 
unacceptable level. One solution for avoiding misleading effect of the variation of environmental 
parameters is to predict their behaviour and compensate the changing parameters in the objective 
function by introducing weight factors. However, in our case unfortunately the noise is not a 
predictable process. The above mentioned problems and drawbacks of bit and chip level GMD 
was the motivation behind the work presented in this chapter.
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The possibility of having a genetic equivalent for one of the existing static multi user detection 
techniques in synchronous CDMA has been investigated. To find a more robust detection 
technique a comprehensive study has been carried out to find a genetic equivalent for the 
decorrelator detector, which is not an NP-complete problem. First the structure of the 
decorrelating detector of Figure (4-2) as a candidate has been studied. Instead of using 
conventional techniques, a genetic structure is employed to calculate the inverse of the cross­
correlation matrix. It is shown when a number of users are present that it is possible to have an 
adaptive stmcture with an acceptable complexity and fast convergence. To deal with this problem 
the decorrelating detector is coded into a chromosome stmcture. Then providing appropriate 
selection, mutation and crossover operators, an objective function based on finding the minimum 
distance between the ideal inverse matrix and the network provided from the set of genes is 
proposed. This equivalent stmcture reached the same performance as the taiget multi user 
technique. The results will show the possibility of replacing complex conventional mathematical 
operation by pure genetic stmctures which is adaptive and can easily be implemented. The new 
stmcture is adaptive and can sense the variation of the channel. When the cross-correlation of 
users has been changed, the genetic engine adapts itself in a couple of generations to find the new 
appropriate stmcture. While the results of this study were not satisfying and successful enough for 
very large number of users, it has created the idea of static detection. The emerging solution is 
called static detection since during all the process of detection or regeneration the system 
parameters remain unchanged. This means having a number of generations per one chip or bit 
instead of single generation per chip or bit. The Genetic decorrelator is indeed an evolutionary 
solution for finding the inverse of a matrix. Based on the structure of the proposed genetic 
decorrelator, a novel packet-level GMD is proposed for A-CDMA. For this proposed detector the 
detection process is carried out in packet-level. After mapping a core detector to our chromosome 
stmcture, the group of initial individuals evolves to a better generation.
The proposed novel stmcture for genetic detection for A-CDMA system, works based on Verdu’s 
metric [Verdu-86]. Instead of processing at chip or bit level, the proposed detector evolves during 
a number of generations per group of bits or packet. Not only the complexity of the detector is 
decreased but also the new genetic engine is highly robust to the misleading effects of noise on 
fitness value and selection process in A-CDMA channel.
5.2 Genetic Decorrelator
As it was mentioned in previous chapter Polynomial Expansion (PE) detector has been recently 
proposed to^ avoid the direct determination of the inverse of the cross-correlation matrix and 
replace it by a polynomial approximation [Mozaffaripour-2000]. Motivated by this idea, we have 
tried to replace the direct determination of inverse of the cross-correlation matrix with a genetic
95
Chapter 5: Static Detection, Packet Level GMD fo r  A-CDMA
engine. Assume that K active users are assigned a finite energy waveform or signature s,. (f)
where f E [0,T]. They transmit a string of bits by modulating those waveforms. In a general 
synchronous CDMA system, assuming that the channel is Gaussian signal at receiver can be 
written as
i Jt=l
where n{t) is an additive white Gaussian noise process, bl’^  e  {—l,+ l}  is the i th bit of the k  th 
user and G/. is the gain of the k  th user. The outputs of the bank of matched filters for 
synchronous transmission can be expressed as
r{t)s, {t -  IT )d t .
A  /
The output bit of the hard decision is b k which is the estimate of k  th bit of k  th user. The output 
of the matched filter can be expressed as
+ n , (5-3)
where y '^  ^ = » b '^^ = b^^ ••• b ^ x J ■> n  is a zero-mean
Gaussian vector of dimension K  and R  is the positive definite matrix of cross-correlation 
between the signature waveforms:
'h  = JJ ■s« (<>/ (f)dt . (5-4)
Assume that the output of the matched filters is passed through a networks a  e  of weights,
as it is illustrated in Figure 5-1. The output of this network can be expressed as
^0) _  _ (5-5)
For each user m the output of network is given by
(5-6)
V=I
The digitised output of the matched filter can be expressed as
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y f  +
P=\ p - \
+ b ? G , Y . S , , S , ,  +
p=l /J»l
L1
p=l
(5-7)
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Figure 5-1 Multi user detection by processing the outputs of the matched filters with the aid of GA
It is assumed that the signal’s sampling rate equals the chip rate. L  is the number of chips per 
period, represents the n  th sample of the signature waveform of the user m and N is the 
p  th sample of the white Gaussian noise. Combining the discrete version of (5-4) and (5-7) the 
output of matched filter can be written as
y f = b l ' % r , j + b < ’> G ,r ^ j + -  (5-8)
^  ,
p=l
Combining (5-5) and (5-8) the output of network for the j  th user will be
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=Z7, '^^Gj[qT, .Tj, +OT2yr,2 + + ' * * + ^ / ( / 'k  ‘ ‘ '
+ bpGj[a^jr^j  +(%2y^ 2y ^ kjGk ^'^'"
+(^2jf2K + ' "  + ^jjGi<
Kp
p = \ /;=] /3 = 1
(5-9)
The deconelating detector neglects the noise-related terms. To reduce the effects of other users on 
the desired users the following condition should be satisfied
(5-10)
CX^ J  Tj j  +  t%2 j  ^ 2 j   ^ ^ j j  k  +  ‘ ^ K j  ^ j K  ^
^ \ } ^ \ K  ~ ^ ^ 2 j ^ 2 K   ^ ^ j j ^ j K  ^  ^ K j ^ K K
By satisfying the above mentioned conditions for all users it can be shown that the network a  
tends to the inverse of the cross-correlation matrix or R ~ ', which describes the decorrelator 
detector.
5.2.1 Structure of Individuals
The structure of chromosomes is shown in Figure 5-2. It can be seen that the only difference from 
the previous structure of individuals is adding the auxiliary flags. The auxiliary flags define the 
direction of mutation.
C hrom osom e< -----------
a  , 2 a  3 «  4 . . . «  ^  :
M , M 2 M 3 M 4 . . .ÀL
Geine A u xiliary Flags
P arent 1 P arent 2 F itness
C rossover Site 1 C rossover Site 2
Figure 5-2 Structure of individuals for genetic decorrelator
Unlike the genes in chromosome, they are not subject to crossover or mutation processes. The 
processing matrix of a  is mapped to the chromosome of length so that
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where j  is the index of individual of interest.
5.2.2 Objective Function
Fitness value f p { j )  of each individual j  of generation p  is defined based on (5-10). 
Assume that
where matrix(.) converts a chromosome to a matrix of dimension K x K  and e
denotes a K  X K  identity matrix. Then from (5-10) f p { j )  is defined as
1 (5-13)
f p  U ) — K  K
H=1 V=1
The fitness value of f  p { j )  = I indicates finding the inverse of the cross-correlation matrix.
Comparing to the previous objective functions it can be seen that the major difference is that the 
noise is not involved.
5.2.3 Genetic Operators: Selection, Crossover and Mutation
A double-point crossover operator is used which was shown in Figure 4-13. The selection is in 
accordance with a random roulette wheel. These operators are similar to the GMD operators. 
However the mutation operator is different from the GMD operators. To decide about the 
mutation first the direction of mutation should be decided. Based on the direction of mutation, 
engine decides if the amount of gene value should be increased or decreased. In fact, by diverting 
the gene’s value to extreme positive or negative values its impact on the fitness value can be 
measured. If the fitness value is increased, the mutation is allowed and the direction flags are set 
to right or left. The decision value for each generation is defined as
where d^.{p) is the decision value for the current generation p ,  is the maximum
decision range, is the mean of maximum fitness over p  previous generations and p  is a 
normalisation factor. The maximum deviation range is calculated from
99
Chapter 5: Static Detection, Packet Level GMD for A-CDMA
where rf,„(p) is the maximum deviation value for current generation p ,  the
maximum fixed deviation range and 17 is a normalisation factor. By looking at (5-14) and (5-15) 
it can be seen that both d^{p)  and üf^/p) are decreased by increasing the fitness. This mean by 
reaching the target fitness both decision and deviation ranges become narrower nonlinearly. By 
increasing the fitness the decision area becomes small and smaller. The values and
Wc)mnx can be given rough values at beginning of process of evolution. Then they will be 
gradually adjusted during the first couple of generations. The normalisation factors p  and q are 
chosen in a way that guarantee that the current maximum deviation range is smaller than the 
decision range.
6 fX p )^ 6 ( ,,(p ) . (5-16)
5.2.4 Simulation results
In this simulation synchronous users are employing m-sequences. The spreading codes of the 
users are of length L = 15. All users are transmitting with the same power. It is assumed that 500 
iterations are allowed for convergence. After estimating the genetic equivalent of the decorrelator 
N  — 1000000 bits are transmitted for each user. Simulation results are depicted in Figure 5-3. 
Since the noise and the received signal are not involved in the objective function, the genetic 
decorrelating detector shows a smoother behaviour than the GMD. In fact the evolution 
environment is static compared to Verdu’s metric. Figure 5-3 shows the fitness variations for 
n =  10,13,14,15 users. For this number of users, the number of required iterations to converge is 
order are 44, 49, 72 and 158 generations. Reached fitness value of one means that the inverse of 
the cross-correlation matrix was determined. Other experiments showed that the BER for the 
genetic decorrelator is almost the same as the BER of deterministic decorrelator (i.e. direct 
determination of the inverse of the cross-correlation matrix) even for fitness values higher than 
0.8. The results show that mutation flags successfully work. Whenever the fitness reaches the 
maximum value of unity, the flags are all off and no direction is assigned for mutation. Whenever 
the channel’s situation is changed the cross-correlation matrix is changed and consequently some 
of the flags go on. The algorithm senses the changes of flags and allows mutation. The result is an 
evolution to the new inverse solution. Since it uses the pervious configuration of chromosomes, it 
already has an initial high fitness value and therefore the evolution process is fast. This is the 
greatest advantage of the proposed genetic approach over the deterministic one that should repeat 
all the calculations from beginning whenever the channel changes. Unlike the neural networks,
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there is no need for training. Our experiments showed that there is no need for tuning the internal 
parameters, when the number of active users is changed for a fixed code length. So in our current 
simulations the normalisation parameters are fixed.
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1 51 101 151
G en era tio n s
Figure 5-3 Fitness variation for genetic decorrelator, triangle: 10 users, circle: 13 users, square: 14
users, plus: 15 users
While the proposed approach is adaptive, it has its own drawback. From Figure 5-3 it can be seen 
that by increasing the dimension to k=l5  users, the number of iterations required is increased. 
Unfortunately the solution is not satisfactory, when the number of users present is higher than 31. 
The structure should be improved for higher dimensions.
5.3 Packet Level GMD, Signal Model
In this section a multiuser detection technique based on genetic algorithms for asynchronous 
CDMA is presented. It is referred to as Asynchronous Genetic Multiuser Detector (AGMD). 
Previous work was based on detection at chip-level. Here a packet-level detector is introduced 
with a more practical objective function and a near-single-user bound performance obtained. A 
new matrix structure is formed from an initial detector. The elements of this matrix, using a new 
fitness function, and employing a chromosome-like structure, evolve to assist a near-optimum 
solution on nearly eliminating the MAI. By introducing the concept of generations per packet and 
circular injection, the misleading effect of AWGN on selection of individuals or solutions is 
greatly reduced. It has the unique capability of triggering ojf  the genetic engine, dropping the
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weaker individuals or solutions and carrying on with smaller group of fittest selected individuals. 
Assume that K  active users are assigned a finite energy waveform or signature ( t ) , where
 ^e  and that each user transmits a sequence of bits by modulating those signature
waveforms. The asynchronous CDMA signal is
i = - P k = \
where n(t) is an additive white Gaussian noise process, b]!  ^ e  { -  l,+ l}  is the i th bit of k ih  
user, Tf. e [ 0 , r ]  represents the relative time delays between the users and 2P  + \ is the packet
length. In the A-CDMA the output of the k  th matched filter or conventional detector (CD) at the 
end of the i th interval can be obtained as
The vector y for the defined packet length is defined as
y = (5-19)
I y r ' . y r ' . - ' y r "  i y r ’ . y r . - . y r r  e
and the vector b  can be defined as
b  = l è , | . . .  (5-20)
I è,< ' ■ - ' > , ■  ■ • , 6 ^ ”  1 6 , " " . 6 r ■
Assuming that the elements of matrices R ( i) , i  — -1,0,1 correspond to the cross-correlation terms
defined in (5-4), a block-tridiagonal, block-Tepolitz cross-correlation matrix T  which is of 
(2P  +  1)AT by (2P  -f l)Æ dimension and is similar to the one in (4-17) is defined.
5.4 Packet Level GMD for CDMA
The basic idea behind the packet level asynchronous GMD (AGMD) is having an evolution 
process at packet level. It starts with creating a random population for the detection of the first 
packet. It can also be initialised to the CD’s structure. By starting the evolution process all 
individuals are evolved to better solutions. The selection and crossover operators are similar to the 
operators of the genetic decorrelator, which were introduced in previous section. There is a limit 
for the number of maximum generations per packet. By reaching this limit, the output sequence of 
best individuals for the whole set of generations is chosen as the final detected output sequence. 
Then for the next packet an initialisation process is carried out using the selected best group of
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individuals from the previous packet. The result of this process is an overall convergence to the 
global optimum solution. The layout of packet level AGMD is depicted in Figure 5-4. Again, the 
multiuser detection problem in CDMA is realised as a search problem in a noisy space of possible 
solutions. The aim is to find an optimum population of configurations that yield the best output. 
The basic idea behind the packet level asynchronous GMD (AGMD) is having the evolution 
process at packet level. The aim is to find or create an optimum population of configurations of 
detectors that process the output of matched filters in (5-19) and reduce the level of MAI. A 
number of generations are created per one packet. The best individual of the current packet is used 
to create the initial population of the next packet.
Since all the individuals of all generations see similar noise and input signal pattern during 
detection of the information symbols of one packet, the misleading effects of changing 
environment is reduced. As it will be seen this effect shows itself when the packet length is too 
short or too long. During the evolution process some the individuals of each generation are 
selected to be the parents of the next generation. The selection process chooses the parents based 
on their fitness values. These parents become part of identification of each individual. Selected 
parents are directed toward the mutation and crossover operations. Just the chromosome is the 
subject to the mutation process. The crossover sites are calculated. These points again show the 
cutting edges of the chromosome. After mutation process the new generation is created. 
Whenever the fitness of generations is good enough the process can be stopped.
5.4.1 Structure of Individuals
A generation is constituted by a set of individuals {fI^ }:
n  = {riy}, j  = (5-21)
where is an individual and M  is the population size. Each individual TI  ^ can be defined as a 
set
(5-22)
where j  is the identification index of each individual, .../ the chromosome, e  is a
gene, Py and P^ are the parents, X /  and are the crossover sites a n d i s  the fitness value
of each individual. A gene is equivalent to a real coefficient of the matrix that processes the 
output of matched filters. To calculate the set of detected output bits per packet first the 
chromosome is converted into a matrix form
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(5-23)
Where —> is an operator that maps a chromosome to a matrix form,
W e  g ^ ( 2 A' + i)A'x(2 P + i)A: each individual the output detected bits are defined as
b . =  si. J (5-24)
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Figure 5-4 Packet level AGMD
The fitness is calculated from Verdu’s metric in packet level. For packet level GMD, it can be 
assumed that the result from this calculation is subject to a nonlinear mapping. It can also be 
directly seen as the fitness of individuals without applying a further nonlinear mapping. To 
calculate the objective value first the term related to OMD is calculated
104
Chapter 5: Static Detection, Packet Level GMD fo r  A-CDMA
= 2 y " ^ b j - b ^ T b j  (5-25)
Then using the second nonlinear operator in (4-101) the final fitness value of an individual is
calculated as
.  1 (5-26)
^  ^  1 -h exp(-z?^./ a)
For each generation p  of individuals
(/m aJp  = m a x ( / . ) ,  y = l-- .M  (5-27)
(/min )p =  m in ( / . ), 7 = 1 -M  (5-28)
(5-29)
and
M
i f  sum  ) p  - ;=i
(5-30)
Where (/mo%)p is the maximum, (/„,;„ )^ is the minimum, (/„^,^.)p is the average and
M
'P ~(fsiim )p =  is sum of the energy of all the individuals in one generation. The final selected
configuration for detector at the end of each packet is given by
^=arg (2y^  ^ W y L ) -  "Myk,I ) ' ' & I )}4*  jg g { * 2 /* + i i J îx (2
p  = 1... 0^ y = 1... A/
or
^ = ï f P J  (5-32)
, p  = 1 - - - 0 , 7 = ] " ' M
Where 0  is the number of generations per packet. Looking at the fitness value in (5-25) it is clear 
the AWGN is present here. It also affects the selection of best configuration in (5-32). While it 
affects the credit of all the individuals, it is same for all the generations per packet. The reason 
behind this, is that the vector y which has the contribution of AWGN inside, does not change
from one generation to the next. From (5-32) the output detected bits for each packet can be 
expressed as
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b = sign{y'T) (5-33)
5.4.2 Initialisation
The initialisation process is happening at the beginning of each packet. Two different processes 
for initialisation have been proposed. In the first type the chromosome is initialised to the matched 
filter so that
where —> represents an operator that maps a matrix to a chromosome structure, V  is the packet 
index, I is an identical matrix and IE  p ( 2 P+i)/cx(2 P+i)/i: second type of initialisation
=  (5-35)
k  l i t ,  t o . y = /  2 + 1 • • • M  ’
where Q  = l - - - M / 2  is increased by number of packets. When ^2 reaches the peak value it 
again picks its minimum value. This guarantees that half of population is circularly injected by 
genes form the best individual T  ' ,  of the previous packet. Other half of population is always 
initialised to CD.
5.4.3 Selection
The selection process is one of the essential operators of the generation process. Parents of 
generation p  of individuals are selected form the individuals of the previous generation p  — 1
( n i L , „ = s ( n . - . X  y =  i - A / ,  (5-36)
where S(.) is the selection process. The selection procedure gives better survival probability to 
the fitter individuals than their weaker counterparts. The probability of any individual to be 
selected from the population may be defined as
w  sum  /  p - 1
where P^{j) is the probability of the selection of individual j  of the previous generation. The 
individual with the index j  is selected, if
106
Chapter 5: Static Detection, Packet Level GMD fo r  A-CDMA
> (5-38)
< (/.„„)f-i'Z, j  = ■
1 = 1
where z is a real random number between 0  and 1 .
5.4.4 Crossover and Mutation
The joint crossover and mutation process creates the new children from the old generation.
= M C m l „ n ' ; . , ) r „ r e „ , ^ P , ,P „ „ X „ X „ e )  (5-39)
where MC{.)  is the joint mutation and crossover process, P  ^ is the crossover probability, is 
the probability of the mutation, X, and the crossover sites £  is the maximum deviation
value for mutation of genes. A two points crossover is used. The crossover point X is calculated 
as
|X  =int(z.z) i f  co in(p^)  = T  (5-40)
(^X=z i f  c o i n { p f ) - F
where int(.) calculates the integer part, z is a real random number between 0  and 1 , co in{p^)\s  
the process of the dropping of a biased unfair coin with the crossover probability or p^ and l is 
the chromosome length. The gene’s value is mutated in a random process so that
j  = «Pare,,, + z * c  if com(, p,„ ) = T (5-41)
i f  coin(pJ = F
where coin{p^^f)\s the process of the dropping of a biased unfair coin with mutation 
probability p,,, and z is a real random number between -1.0 and 1.0.
5.5 Asynchronous CDMA, Simulation Results
For experiments 1-9 it will be assumed that the receiver has the perfect knowledge of the channel.
Experiment 1: In this experiment X  =  4 asynchronous users were employed using m-sequences. 
The spreading codes of the users were of length L  — 1 .  The users were of equal power. The 
relative delays between the users’ transmissions were T, =  0 , ^ 2 = 7 ’^ ., T3 — 2T^ and T4 =  37^ 
for user 1 to user 4 respectively where is a chip period. The estimation window’s length was 
P=6 bits. The population size of each generation of the AGMD was 200 or 400. Number of 
generations per packet is 200. Signal to noise ratio (SNR) belonged to just one of the users. For
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five different simulations the average results were calculated. The packet length was considered to 
be (2P+1)*A'=42 bits. The results for CD, 10-stage MSD and AGMD are shown in Figure 5-5.
SNR(dB)2 3 4 5
OCUJm?
-2 1
A— CD 
—X -M S D  
O GMD pop=200 
—H—  GMD pop=400
Figure 5-5 Cumulative BER versus SNR, simulation results, AGMD, CD and MSD
As it can be seen in Figure 5-5 the performance of the AGMD is better, than that of the CD and 
10-stage MSD. The population size also affects the achievable BER, i.e. the higher population 
size results to lower BER. This effect is illustrated in Figure 5-5 by increasing the population size 
form 200 to 400. During simulations for each packet the AGMD is initialised to the CD. So the 
initialisation type one in (5-34) is used. The complexity of the packet level detector is much lower 
than that of the OMD. To decrease the complexity of the receiver much further, again the genetic 
detector can be stopped at this stage and carried out with the best of the individuals from the last 
packet. This secondary population is not subject to the mutation and crossover operations. The 
number of individuals in the secondary population is an important factor that decides the value of 
achievable BER for the secondary process. Flowever, for this secondary configuration, the fitness 
values for each individual needs to be calculated and again the detected bits of the individual with 
maximum fitness are considered as the final set of the detected bits. To illustrate more clearly how 
the mechanism of packet detection is carried out, the variations of maximum fitness values are 
depicted in Figure 5-6.
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N um ber of G en era tio n s
Figure 5-6 AGMD, Detection for seven successive packets, variation of maximum fitness value
Since each packet may consist a different sequence of bits and has a different average noise 
power, the level of the initial fitness value is different for each packet at the beginning of the 
detection process. In Figure 5-6, the number of generations per packet was 200. It can be seen for 
packet 1 the algorithm reaches a stable level. For the sixth packet it can be seen that the algorithm 
reaches a near optimum fitness value and then diverges from this value, but as the algorithm 
selects an individual with maximum fitness value during the detection process of 42 bits, it can 
still come up with acceptable solution in terms of better chromosome structure (i.e. better 
configuration for the detector) and improved detection of the 42 bits. Simulation results also 
showed that for higher population size the divergence rate decreases. The level of fluctuations in 
the maximum fitness values can be seen Figure 5-6 which is directly related to the maximum 
range of deviation of genes. The reduction of this range that is denoted by £  in (5-41 ) will result 
in the reduction of such fluctuations. Furthermore, an increase in the population size reduces the 
amplitude of the fitness value fluctuations. The smaller the fluctuations of the fitness values, the 
better is the selection process, however it cannot zero, as the zero range means no mutation 
process.
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Experiment 2: For this experiment the SNR was chosen to be 10 dB. Keeping all the parameters 
the same as in the experiment 2, number of generations was changed from 200 to 2000. Number 
of generations per packet affects BER. By increasing the number of generations per packet, BER 
was decreased. The results are depicted in Figure 5-7. Although the performance is improved with 
increase of the population size, there is a limit for this improvement. Beyond 600 generations the 
graph of BER becomes almost flat. The reason behind the residual BER performance is that the 
high number of generations leads to high convergence rate and as the consequence the detector 
has a higher chance of reaching the peak fitness value.
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800 1000 1200 1400 1600 1800 2000
-2.9
-3.1
-3.2
m  -3.3
-3.4
-3.5
-3.6
-3.7
Figure 5-7 Effect of the number of generations on the performance of AGMD, A-CDMA, cumulative 
BER versus number of generations, initialisation to CD, m-sequence of Iength=7 is employed, 4 users 
are transmitting with the same power, the estimation window's length is 6 bits, 400 packets are
transmitted, SNR is 10 dB
Experiment 3: It was found that the optimum number of bits in the estimation window P, was a 
function of the number of user. In this experiment all the parameters are similar to those in our 
previous experiments. The population size was 40. The packet length was changed between 4 and 
68. The results are depicted in Figure 5-8. To simplify the objective function a uniform size of 
(2P+1)K was chosen for the packet size. For the same channel a fixed number of users Figure 5-8 
shows that the minimum achievable BER belongs to (2P+J)K~36. However, this value can be 
adaptively changed through channel estimation and the number of active users.
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Figure 5-8 Effect of packet length on the performance of AGMD, asynchronous CDMA, cumulative 
BER versus packet length, initialisation to CD, m-sequence of length=7 is employed, 4 users are 
transmitting with the same power, 600 packets are transmitted, SNR is 9 dB, population size is 40
Experiment 4: To study the behaviour of AGMD in a near-far situation, the power of one of the 
users remained unchanged while the power ratio of other users to the user with fixed power was 
changed from -2.5 dB to +2.5 dB. The results are illustrated in Figure 5-9. Four users transmitted. 
The code length is not changed. It can be seen that while changing the power of three users 
radically changes the performance of MSD, the performance of AGMD remains almost flat. The 
results show the near-far resistance feature of AGMD.
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Figure 5-9 Simulation results, near-far resistance, BER versus E/E,, SNR=8 dB, initialisation to CD, 
three users transmit with the same power, 600 packets are transmitted
Experiment 5: Initialisation process affects the performance of AGMD. Keeping all the 
parameters the same in the experiment I, the second type of initialisation was used. The 
complexity of AGMD with the second type initialisation is higher than the first type. However, as 
it is shown in Figure 5-10, the performance of the second type of initialisation with half the
I I I
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population injected from the best of previous packet, is far better than the first type in terms of 
both BER and number of required iterations for convergence. To get the same performance of the 
second type initialisation, with the first type initialisation the population size in the first type had 
to be doubled.
tuCD
SNR(dB)0
1
2
3
■4
5
CD
Init to CD pop=200 
In it to CD pop=400 
■ Half hjection pop=200
Figure 5-10 Comparing different initialisation techniques for AGMD: first method, initialisation to 
CD, second method, half of population is initialised to CD and the other half is circularly is injected 
by the best individuals of the previous generation, estimation window’s length is 6 bits
Experiment 6: As mentioned in experiment 1, one of the parameters that affects the performance 
of AGMD is the range of maximum deviation value £  in (5-41) for mutation of genes.
CVJ C\J CD CO O O
o
O)
-4 -L
Maximum Deviation
Figure 5-11 Simulation results, effect of maximum deviation range on the performance, asynchronous 
CDMA, cumulative BER versus maximum deviation range in the gene’s value, m-sequence of 
length=7 is employed, four users are transmitting, perfect power control
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Figure 5-11 shows that for a suitable range of £: =[0,0.08] of the maximum a low BER is 
achieved. Although divergence happens at high values of g , for a wide range of small values of 
e  , AGMD still shows an acceptable performance. Robustness of algorithm to the variations of £  
can be improved by increasing the population size.
Experiment 7: Mutation probability defines the number of mutated genes. In fact the higher
the mutation probability is, the smaller the number of mutations becomes. Mutation probability of 
one means no mutation at all. The effect of variations of probability of mutation on BER is 
illustrated in Figure 5-12. The results are the average BER over 20 independent runs. Finding an 
analytical relationship between and other system parameter can lead to have even better 
performance.
ocUJffi
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Figure 5-12 Simulation results, effect of probability of mutation on the performance, asynchronous 
CDMA, cumulative BER versus probability of mutation, m-sequence of length=7 is employed, 4 users
are transmitting, perfect power control
Experiment 8: Changing the probability of crossover affects the distribution of crossover sites. 
By changing the probability of crossover between zero and one, BER was measured. The 
maximum BER was achieved when was approximately between 0.55 and 0.6. The average
results for 20 independent runs are shown in Figure 5-13. Having different chromosome sites 
produces different paths to the optimum solution. When the probability of crossover is zero, no 
crossover happens. In this case there is a strong possibility that some of fitter individuals remain 
unchanged. They gradually dominate and prevent detector to evolve to better solutions. The result 
is degradation in performance that can be seen in the Figure 5-13.
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Figure 5-13 Simulation results, effect of probability of crossover on tbe performance, asynchronous 
CDMA, cumulative BER versus probability of mutation, m-sequence of length=7 is employed, four
users are transmitting, perfect power control
Experiment 9: The process of generation of new individuals is a random process. Changing the 
random seed of Genetic Algorithm defines the possible paths to the optimum solution by defining 
the sequence of possible mutating genes or different chromosome site for crossover. By changing 
the random seed also the sequence of random mutation values for mutation is changed. Having 
bigger population sizes can increase robustness of algorithm to the different values of random 
seed. This is illustrated in the Figure 5-14.
Random S eed
0.11 0.22 0.33 0.44 0.56 0.67 0.78 0.89 1
-2.5
- 2.6
-2.7
- 2.8
X
-2.9
3
-3.1
-3.2
~ X  — pop=60 
—A— pop=120
Figure 5-14 Simulation results, effect of random seed and population on the performance, 
asynchronous CDMA, cumulative BER versus probability of mutation, m-sequence of length=7 is 
employed, four users are transmitting, perfect power control
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Experiment 10: In previous experim ents it has been assumed that genetic receiver has the 
perfect knowledge o f the channel. Perfect knowledge o f the channel includes the gains 
and delays o f all users transmitting. In the real situations the perfect knowledge o f this 
param eters is not available. Under the higher power o f noise the acquisition or tracking 
algorithm s in the receiver may fail to deliver a precise estim ation o f delays o f each one o f 
users. Another possibility is having error in estim ation o f power o f each user. Even in the 
case when the power estim ation is perfect, the received power o f users may change due to 
the m obility o f the users and make the initial power estim ation invalid. Errors in the 
estim ation o f channel param eters propagate to the determined cross-correlation matrix. 
Since the fitness value o f each individual is depended on the cross-correlation m atrix, this 
results in the fitness errors. Involving the error in determ ining the fitness o f individual 
degrades the performance o f AGM D. Giving wrong fitness values to individuals m isleads 
the selection operator. The better individuals may be elim inated during the evolutionary 
process because o f the false fitness values. This is sim ilar to the effect o f AW GN on chip- 
level GM D in previous chapter. In this experim ent it was assum ed that the channel 
estim ation error had a random  value with a maximum  ± 0 .05  o f correct channel 
param eters. Figure 5-15 shows the robustness o f AGM D to the channel estim ation errors.
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Figure 5-15 Simulation results, effect of estimation error on performance, user 1, asynchronous 
CDMA, BER versus SNR, m-sequence of length=7 is employed, 4 users are transmitting, random 
delays between 1 and 7 chips, maximum ± 0.05 channel estimation error
115
Chapter 5: Static Detection, Packet Level GMD fo r  A-CDMA
5.6 Conclusion
In this chapter, using the theory of evolutionary computation, a new packet-level multiuser 
detector for ACDMA was proposed and its performance evaluated. Unlike the neural network 
there is no need for a complicated training or bias terms. The evolutionary process creates more 
effective structure of detectors from an initial population. The proposed novel structure (AGMD) 
is a powerful detection tool that outperforms a 10-stage MSD in terms of BER and reaches almost 
the single user bound performance with much lower complexity compared with the OMD. 
AGMD can be implemented in a parallel way. The most interesting feature of proposed detector is 
its robustness to error in the estimation of channel parameters. The nonlinear mappings are 
introduced to make AGMD more robust to the changes of the system parameters from one packet 
to the next. Due to the complicated structure of AGMD, it is difficult to determine the closed form 
relationship between the BER perfoiTnance of the detector and system parameters including the 
mutation, crossover probabilities or chromosome length. Because of this complication the 
simulations have been earned out to study the behaviour of detector under different 
circumstances.
The analytical relationship between the system BER performance and input parameters including 
the number of users, mutation probability, crossover probability and the best estimation packet 
length, to be found. Although the complexity of AGMD is much lower than OMD, it still has a 
high complexity. There is a possibility of reduction of complexity by having intelligent mutation 
operators. Sensitivity to the maximum deviation range of genes and length of estimation window 
should be reduced. Current AGMD is designed to reduce the MAI level in a low bit rate CDMA 
system. For a high bit rate CDMA the fading channel and inter-symbol interference (ISl) becomes 
important. AGMD should be improved to challenge the ISl due to multipath fading in a high bit 
rate CDMA system.
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Chapter 6
6 Hybrid GMD for Dispersive CDMA 
Channels
6.1 Introduction
In previous chapters low bit rate CDMA systems transmitting over single path channels with 
negligible ISl were considered. A genetic multi user detector has been proposed for the low bit 
rate CDMA system. Due to the nature of the signal in the low rate CDMA system we have 
neglected the presence of dispersion-induced ISl. In this chapter high-rate CDMA systems are 
targeted where both ISl due to the multipath nature of the channels and MAI due to non-perfect 
signatures are important. Considering both MAI and ISl in a high rate CDMA network makes the 
problem of multi user detection more difficult. In fact ISI which is now added as contribution of 
multipath channel, makes the search space even more noisy and dynamic. Under these new 
conditions the fitness function and structure of AGMD should be adapted to consider the presence 
of ISI. The problem of MAI and ISI suppression in a high-rate CDMA network is considered. By 
combining the theory of multiple-input multiple-output (MIMO) channel identification, signal 
sub-space based detection and evolutionary computation, a hybrid genetic engine is proposed 
suitable for the detection of CDMA signals in the presence of MAI and ISL The hybrid detector 
structure can be extended to most multi user detectors as the base detector. However in this 
chapter, the minimum mean square error (MMSE) detector as a closed form signal subspace- 
based technique is chosen to be the base detector for the proposed Hybrid Genetic Multi user 
Detector (HGMD). Using random selection, mutation and crossover operators and a unique 
chromosome structure, HGMD evolves the MMSE detector to a group of more efficient detectors 
in terms of BER performance. A new vector structure is formed from the base MMSE detector. 
The elements of this vector, using a fitness function, and employing a chromosome-like structure, 
evolve to generate a near-optimum solution to eliminate all MAI and ISl. One of the major 
contributions of this chapter is the development of a more efficient parallel group of genetic 
solutions from an original single deterministic closed-form mathematical
Recent works have reported the signal sub-spaced methods for estimation of parameters and blind 
multi user detection in the presence of both ISI and MAI [Bensley-96], [Storm-98], [Wang-98]. In 
this chapter the HGMD is proposed to reject both ISI and MAI. The basic idea behind proposing
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HGMD is achieving two important advantages over the AGMD proposed in previous chapter. 
First, due to the high difficulty of current problem, AGMD does not show a satisfying 
performance. Our second goal was the reduction of the complexity of AGMD to a lower level. 
Since the initial population of HGMD is created based on a sub-optimum closed form detector, it 
starts the search for the global optimum configuration for the detector in a smaller search space. 
This can be seen as an intelligent initialisation, which reduces the complexity of the problem by 
creating a smaller search space. Also as it will be shown that the chromosome length of HGMD is 
less than the chromosome length of the AGMD which guarantees the low complexity for the 
detector. The possibility of combining a signal sub-spaced detector with a genetic algorithm is the 
subject of this chapter. Just as natural evolution starts from an initial population of creatures, the 
hybrid genetic engine begins from an initial set of detectors that are suitable for solving the 
problem of multiuser detection in dispersive CDMA channels. These “Parent” solutions then 
generate “Children” using a group of random operators. The resultant solutions undergo a 
“selection” process based on their fitness values. Just as nature imposes the rule of “survival of 
the fittest,” those solutions that are the least fit have less chance of survival and selection for next 
generations. The communication channels are assumed to be slowly varying. The channel 
coefficients remain almost constant for a number of symbol intervals. The performance of the 
proposed HGMD is evaluated via simulation and it is shown that its performance in tenus of BER 
is better than that of the signal sub-space based MMSE detector proposed in [Wang-98].
6.2 Signal Models
It is assumed that k  active users are transmitting in slowly varying fading channels. Our signal 
model is similar to the one used in [Wang-98]. The transmitted signal due of the kth user is given 
by
^  (6- 1)(0  =  {i)s^ {t -  I T - T j ,
where b,^{i) G {—1,-Hl} is the ith  bit of /cth user, e  [0 ,r]  represent the relative time delays 
between the users, is the gain and the user signalling wave-form is
(6-2)= o < f s r ,
where c^{j)  G {— l,+ l} is a signature sequence of the k  th user, N  is the processing gain and 7](.) 
is a normalised chip waveform of duration T^.~T ! N . The k  th user’s signal propagates through 
a dispersive channel with complex impulse response (G • Assume that
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= (6-3)
where * denotes the convolution, then the received signal due to the k  th user can be expressed as 
y t ( t )  = x^(t)*  g ^ ( t ) =  (6-4)
./=0
Assuming that n{t) is a zero mean complex white Gaussian noise with power spectral density
(7^ the total received signal at the receiver is the superposition of the data signal of K  users plus 
the AWGN, given by
(6-5)
t=i
Then the total received signal at the receiver can be expressed as 
Kf )  =  X G i % h ( i ) % c , U ) { r i ( t - i T -  j T c - r , y  g , { t - i T -  jTc)}\ + n(t),A=l [/=-=o 7=0 J
or we can say the received signal is a function, <^(*), of
r{t) =  f(G^. ,6^ (.), q  (.), 77(), gk (•),«(.)) • (6-7)
The dispersive model in (6-4) is typical for the reverse channel (mobile to base station). For the 
forward channel (base station to mobile) all the users are synchronous and they propagate through 
the same channel so that g ,{t) =  g](^) = ' "  =  g^(0  •
Assume that L,. is the number of paths for the k  th user. Also suppose that g^ {t) has a finite 
support of length (Z% —1)7’ , which means that it is zero outside the interval [0, {Lj. -1 )7 '] . At the 
receiver, the received signal is first matched filtered and then sampled at the chip rate. The 
resulting received discrete time signal component at the n th  chip period of the /th  symbol 
interval is then
(6-8)
or
where
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=  + 0 < n < / V - l ,A=1
and
f l T + (/i+ l)7 ^(0  = _  n{t)rj{t - I T -  nT^  )dt.H T +n T,
0 < n < W -1
and
Lt- —1
f=0
in which
and
( m) =  G^ , q  ( ;  ) ( m ~  j  ), 0 < m < L ^ N
y=o
where in (6-14)
fk  ( ^ )  =  lo' (  ^+ "îT;.)ri{t)dt, 0 < m < ( 4  -  l)iV - 1 ,
By defining the following vectors
roil) % (0 noil) b o i l )
L(1) = : y(l) = : n{l) = : b(l) = :
/ a^ - i ( 0 _ N x ] j N - l i l ) , N x \ il) ^ N x \ K x \
and the matrix
^ ( 0  =
^ 0 , 1  ( 0  ■ ”  ^ o . / f  ( ^ )
N-k K
(6- 10)
(6-11)
(6-12)
(6-13)
(6-14)
(6-15)
(6-16)
(6-17)
By stacking m samples of the received data, the vector of received signals can be expressed as
r,X/) =  H ,„b,»m  + n ,„ m , (6-18)
where H,,, is called the generalised Sylvester matrix, and it is written as
1 2 0
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H L . =
H ( Q )
0 ••• ff(L-l)
where L =  and we denote
0
H(0)
(6-19)
J N ) ) i x K { m + L - \ )
r(0 nil) b il—L+\)
: : b,„(0 = :
r ( /+ m -l) N iikI n{l+m—Y) N i i xi b il+ m -l)
(6-20)
It is assumed that has full column rank equal to d  = K {m  + L  — \) . is a block Toeplitz
matrix also called the generalized Sylvester matrix [Wang-98]. Based on (6-18) the MIMO model 
for the dispersive CDMA channel is defined. This model is depicted in Figure 6-1.
n (^/)
Figure 6-1 MIMO modelling of dispersive CDMA channel
i ( / )
6.3 Detection Based on Spectral Decomposition, Hybrid GMD
To map the operation of the multiuser detector and interference suppression in CDMA to a 
genetic engine, first a parallel group of individuals is created. Each individual carries the 
specification of the base detector inside. For the first packet all the individuals are the same. This 
parallel group of individuals processes the vector (/) of received signal to reduce MAI and ISI
before making the final decision. In accordance to an energy function, a fitness value is assigned 
to each of the individuals.
The hybrid genetic algorithm detects the symbols packet by packet. Each packet is defined as 
b ,, (/) =  \tiO ’ ■ “  0] • The structure of HGMD is illustrated in Figure 6-2, The detection
is performed at packet level.
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Figure 6-2 Hybrid genetic engine begins by performing a decomposition process of array of received 
signal to create a signal sub-space based detector as a core detector or individual. The initial 
population then is created based on the core detector.
As was mentioned before the major difference between AGMD and HGMD is the initialisation 
process. Comparing to the structure of the packet level AGMD, it can be see that in AGMD the 
initial population is initialised to CD while HGMD picks its initial configuration from the signal 
sub-space based detector. The signal decomposition is performed to determine the eigenvalues 
and eigenvectors of the auto-correlation matrix of the received signal. These are elements that 
build the initial configuration of HGMD.
6.3.1 Base Detector, Structure of Individuals
Each individual in its structure has parents, specified crossover sites, auxiliary information related 
to the detection process and a string of genes. A gene is equivalent to a complex coefficient that 
represents the coefficients of the processing linear detector. The main difference comparing to the 
structure of asynchronous genetic multiuse detector (AGMD) is adding of the maximum range of 
mutation to the chromosome which is not subject to crossover or mutation operations and it is 
transferred directly from selected parents to their children. Structure of individuals is shown in 
Figure 6-3. A population can be shown as a set of individuals or I I .
122
Chapter 6: Hybrid GMD fo r  Dispersive CDMA Channels
n  = {n^.|, j  = (6-21)
where Hy is an individual and M  is the population size. The structure of an individual is 
illustrated in Figure 6-3. Each individual O  j can be declared as a set
n , = . P/. P/. %, X 2% / j .
where j  is the identification index of each individual, {<%,- is the chromosome, or,, e  91 is a 
gene, P /  and P /  are the parents, X /  and are the crossover sites , /y  is the fitness value of 
each individual and /?y is the auxiliary flag.
Chromosome (Real Part)
<-
Gene
-►
Maximum
Mutation
Range
Chromosome (Imaginary Part)
Parent 1 Pai'ent 2 fitness
Crossover Site 1 Crossover Site 2
Figure 6-3 Structure of individuals for HGMD
Assume that /cth user’s information bits are detected from the received signal based on the 
following demodulation rule:
b^,il) = s ig n m 'V lr „ , ( m ,  (6-23)
where W e  . Then the centralized detector T  is formed which has K  linear detector
inside so that
(6-24)
where Ty e  . The vector form Wy is then mapped to the chromosome structure
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\ x K N m
(6-25)
where —> is the mapping operator that maps a matrix to a chromosome structure. Each individual 
j  detects its own packet information (/) and combine it with a vector
b w  (Z) = -  L + 1)- " - 1)] to form the vector b,„y(/)= b^,. (/)J. The vector
^  .selected tGpresents the tail or selected bits which is the outcome of the detection process from 
the best individual of the previous packet.
As all the individuals have the same channel estimation information, H ,„ , the fitness value of 
each individual can be calculated, based on maximum likelihood
1 (6-26)
■fj 14-
The final selected configuration for detector at the end of each packet is given by
'P - = a r g
1 4 -
(6-27)
, p  = 1 • • • 0 ,  y = 1 • • • M
or
max (6-28)
, p  = 1 • • • 0 ,  y = 1 • • • M  , 
where 0  is the number of generations per packet and
= I- (6-29)
Therefore the output detected bits for each packet for each user can be expressed as
(0 =  (0 ] .  (6-30)
6.3.2 Creating the first group of Individuals
Initialisation process creates the first generation of detectors. A signal sub-spaced based detector 
is used as a core detector. Since the additive noise is assumed to be white and the symbol stream
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of the different users are independent of the signal the N m  X Nm  autocorrelation matrix of the 
received signal (/) can be expressed as
C,=£{r,„(/)r,„(/)"}, (6-31)
or
C, = 4H „b „ .(/)-l-ii„ ,(0 )(H ,.b „ ,(/) + n „ ,(/)f} . (6-32)
Since bit sequence and noise are statistically independent (6-31) will be reduced to
C , = £(H,„b„,(/)b:,(/)H^,)-H£(n„,(/)n:,(/)), (6-33)
or
C , = II,. £(b,„ {l)hl (Z))h:, + £(«„, (Z)n[ (Z)). (6-34)
Assuming that the symbol streams are statistically independent we have
E(b„,(Z)b:,(Z)) =  I^ „ „ , ,_ „ ,  (6-35)
And (6-31) can be written as
  , = H „ , H > c7^I„,„. (6-36)
Eigen-decomposition of the matrix C,. gives us the signal sub-space and noise components as
A , 0
0 A.,
where U^.=[u^ ••• u^] are the signal subsapce orthonormal eigenvectors,
=[«rf+i "* Wzv„,] are the noise subsapce orthonormal eigenvectors, A^ . ~  diag(À ^,'-,Z^f)
contains the d  largest eigenvalues of in descending order, and
A„ = = cr^^Nw-d are the noise sub-space eigenvalues. Assuming that
f" = [/(0 )./(l) ,- ,/(Z W  -!)]„  (6-38)
and
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c,(0)
q-O) Ct(o)
: qW
*^(0)
Ct(l)
(6-39)
the matrix form of (6-13) can be expressed as
The normalised composite signature of each user can be defined as 
b .= C A / |C A |  = [4(0), ... ,4 (LW -l) f ,  
where is the normalised version of h^.. Let us define the vector
, i f  m > L ,
(6-40)
(6-41)
(6-42)
i f  m < L .
Consider the problem of detecting the information symbols (/) of the k  th user form the 
received signal r„ ,(/) . Wang and Poor [Wang-98] have proposed a linear detector for this purpose 
is in terras of a coiTelator followed by a hard limiter, such that b/^{l) is demodulated according to 
the following rule:
4 ( 0  = sg n (9 t[m fr„ ,( /) j) .
A linear MMSE detector is defined in [Wang-98] which minimises the output mean square error 
(MSE), defined as MSE'(m^) = £ |& ^ .( /) -m fr„ ,( /) ||.  It is shown by Wang and Poor that a
scaled version of the linear MMSE detector is
m ,
For first packet initialisation process is started as
{ m .L ,  .K
Hence the initial configuration is
NmxK
(6-44)
(6-45)
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(6-46)
In the previous chapter the robustness of asynchronous genetic multiuse detector (AGMD) in 
AWGN channel, to the variations of the maximum range for deviation of gene’s value during the 
mutation process was reported. However to increase the robustness in dispersive channel an 
auxiliary information ■, is introduced to the structure of the chromosome. The auxiliary flag
P  ■, represents the maximum deviation of gene’s values during the mutation process. Each
individual carries its own knowledge of mutation range P^ so that
0<Af, <1 (6-47)
The auxiliary mutation flag is not subject to the mutation process. Whenever all the individuals 
carry near zero value for P ^ , it means algorithm has reached a stable solution and algorithm can 
be stopped. In fact algorithm may use this value to sense the channel variations.
Crossover Site 1 Crossover Site 2
«4 «ft
Mutation
Crossover
a ,+p a.,
X i+P
6.,+g«4 a . « 7
Figure 6-4 Mutation and crossover operators, (X, S  real parts of the chromosome, (p imaginary 
parts of the chromosome, a,g,p,z small real random values
The initialisation process is repeated at the beginning of each new packet. Two different processes 
for initialisation are possible for the coming packet. For the first packet chromosome is initialised 
to the MMSE detector so that
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where V  is the packet number. For successor packets
•PL™ ,j = m / 2 + i- m  ’
where Q  = 1 • • • M  / 2 is increased by number of packets. When Q  reaches iQ = M  / 2 , it resets 
itself to its starting value Q  = 1. The auxiliary flags follow the same rule. While half of 
individuals of each packet carry the best flags, other half initialised to . This guarantees that 
half of population is circularly injected by information form the best individual with the best 
and pJ  from the previous packet. The selection process is defined as
(n ^ L ,„ = S (n ,_ ,) . j  =  \ - M .  (6-50)
where S(.) is the selection process. Again a random roulette wheel is used. The crossover 
operator is a double point crossover. The joint crossover and mutation process creates the new 
children from the old generation.
(n  i , n  = MC((n n  /_, ) , p ,, x ,. x  „  f  ). (6-51)
where M C(.) is the joint mutation and crossover process, is the crossover probability, is 
the probability of the mutation, X, and X j are the crossover sites, e and /  are the chosen 
parents of the children and g is the maximum deviation value for mutation of genes. The joint 
crossover and mutation operation are illustrated in Figure 6-4. The gene’s value is mutated in a 
random process so that
I:::::::,':.: ^
where 9î(.) is the real part, 3 ( .)  is the imaginary part, z is a real random number between 0.0 
and 1.0 with a uniform distribution, is the process of the dropping of a biased unfair
coin with mutation probability .
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6.4 Simulation Results
The simulation package was designed in C under UNIX system and linked to MATLAB. The 
simulated CDMA system had a processing gain N=I6. The codes were randomly generated 
spreading sequences. The desired user was user 1. The plots illustrate the probability of bit error 
rate (BER) versus the desired user’s signal to noise ratio, defined as G f / a ~ .  The BER was 
averaged over 20 independent runs. For all the following experiments 
5 = {0.0001,0.001,0.01,0.1,1.0}. The mutation probability was P ,„= 0 .01  and the 
crossover probability was Px = 0.6 .
Experiment 1: Synchronous non-disperslve channel: In non-dispersive channel K=6 users 
transmitted. In perfect power control case all users had equal powers. In near-far situation the 
power of five interfering user was 10 dB stronger than that of the user of interest. The results are 
depicted in Figure 4. It can be seen that the CD has a poor performance. The reason is that the 
random signature codes used are not orthogonal and has a poor cross-correlation feature. The 
graph in Figure 6-5-(b) compares the resistance of HGMD with that of MMSE in near-far 
condition. It is assumed that channel estimation is perfect. Population size is M  =  80 . Number of 
generations per packet is P = 10. Comparing this result with the GMD performance in 4.3.6 it 
can be seen that the performance of HGMD is better than that of GMD.
SNFKdB)
5 6 7 8 9 10
1 .OOE+00
1 . 002-01
1 .002-02ŒlUm
1.002-03
1.002-04
1.002-05
♦  Matched Filter 
—« —  MMS2 Detector 
—A— HGMD
(a)
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SNR(dB)
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Figure 6-5 . Performance of the HGMD in synchronous non-dispersive CDMA channels (AWGN 
channel). Victim user (a) Perfect power control case all users had equal powers (h) Near-far 
situation, the power of five interfering users was 10 dB stronger than the user of interest, L=l, m=l. 
It is assumed that channel estimation is perfect. Population size is M = 80 . Number of generation
per packet is ^ =  1 0 .
Experiment 2: Asynchronous non-dispersive channel: In this simulation K=6 asynchronous users 
are transmitting. All users are transmitting with the same power. The relative delays between 
users is = iT^ . where 7] is the chip period and i is a random value and 1 < / < A' . In this case 
the signal in (6-4) reduces to
or
yv-ir(t) = ( / ) £ c ,  (.JMr - iT -  JTc -  r. ) [ + n(r) .*=I [i=^ ;=0
r (0  = it -  iT  -  r  J  !> + n{t)
(6-53)
(6-54)
where s^.(t) is the signalling waveform. Figure 6-6 illustrates how HGMD outperforms the 
MMSE detector in terms of BER. It has been assumed that the receiver has the perfect knowledge 
about the gain and delay of all the users. When the population size is M = 1 0 0 , the number of
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generations per packet is ^  = 10. When the population size is M  = 2 0 0 ,  the number of 
generations per packet is ^  = 20 . By increasing the population size it is possible to have better 
BER. Figure 6-7 shows the variations of maximum fitness values of the previous experiment for 
the first 400 packets. The minimum value represents the maximum fitness of the best individual 
of the first generation or MMSE detector. For this experiment it can be seen that after ^  = 49 
generations HGMD reaches the peak performance. At this point the genetic engine can be stopped 
and carry on just with the best of individuals. Stopping the genetic engine means dropping the 
weaker part of the population and stopping both mutation and crossover operations. The algorithm 
can carry on with a group of the best selected individuals. Although this guarantees a lower 
complexity, further quality experiments show that by stopping genetic engine the performance of 
HGMD is slightly degraded. In this experiment we have not stopped the genetic engine.
SNR (dB)
1 .OOE+00
1.00E-01 - Matched Filter 
« — MMSE Detector
jy 1 .OOE-02 HGMD M=100 
HGMD M=200
1 .OOE-03
1.00E-04 I
Figure 6-6 Performance of the HGMD in asynchronous non-dispersive CDMA channels, perfect
power control
In this experiment we have not stopped the genetic engine. Figure 6-6 illustrates how HGMD 
outperforms the MMSE detector. It has been assumed that the receiver has the perfect knowledge 
about the gain and delay of all users. When the population size is M = 1 0 0 , number of 
generations per packet is ^  = 10 . When the population size is M = 200 , number of generations 
per packet is ^  = 20. By increasing the population size it is possible to have better BER. Figure 
6-7 shows the variations of maximum fitness values of the previous experiment for first 400 
packets. The minimum value represents the maximum fitness of the best individual of the first 
generation or MMSE detector. For the current experiment it can be seen that in almost ^  = 49 
generations HGMD reaches the peak performance. At this point the genetic engine can be stopped 
and carried out just with the best of individuals. Stopping the genetic engine means both mutation
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and crossover is stopped and just the individual with best fitness is selected at each step of 
detection process.
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Figure 6-7 Fast convergence of HGMD to the maximum possible fitness with the current population
size
Experiment 3: Asynchronous dispersive channel: A dispersive channel with multipath delay 
spread of one symbol interval is considered. The complex channel gains / ( m )  are the output of a 
random generator with the complex Gaussian distribution of a zero mean and unit variance. All 
the gains were normalised with respect to the zero delay component / (O ) .  It was assumed that 
L = 2 and m = 3 . Population size was 100. Five users transmitted with the same power. Number 
of generations per packet was ^  = 10. In one case it was assumed that receiver has perfect 
knowledge of the channel. In the other, it has been assumed that HGMD has a random estimation 
error with a maximum ± 0 .05  of channel weight. The error in estimation of channel parameters 
affects the process of selection, and as the consequence a chromosome can be given a wrong 
fitness value. The fit individuals may be given false and worse fitness values and possibly no 
chance for selection. At the same time poor individuals have the possibility of being selected 
wrongly. The process of wrong selection not only may cause degradation in performance but also 
in some cases the divergence from the optimum solution. Increasing the population size and 
having better mutation operators can increase the robustness of HGMD to the error in estimation 
of channel, parameters. From Figure 6-8 it can be seen that in both cases the HGMD outperforms 
the MMSE detector while the degradation in the performance of HGMD is negligible with 
channel estimation error. It is interesting to see that HGMD has achieved a huge performance gap
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with signal sub-spaced MMSE just after 10 generations per packet. Comparing number of 
generations of HGMD with the number of generations for AGMD the superiority of HGMD over 
AGMD is clear.
1.80E-02
1.60E-02
1.40E-02
1.20E-02
tc 1.00E-02lij
“  8.00E-03
6.00E-03
4.00E-03
2.00E-03
O.OOE+00
5 6 7 8 9 10
- ^ M M S E  Detector, With 
perfect knowledge of the 
channel
-■— HGMD, Error in channel 
estimation
-A— HGMD, with perfect 
knowledge of channel
SNR(dB)
Figure 6-8 Performance of the HGMD in asynchronous dispersive CDMA channels, five users with 
the same power, L=2, m=3, BER of desired user
The main difference is the initialisation. While AGMD is initialised to conventional detector 
(CD), HGMD is initialised to the signal sub-space based MMSE detector. This means HGMD 
starts from a subspace of solutions that have less distance from the optimum global solution. The 
less number of iterations means that the complexity of implementation for HGMD is less than 
AGMD.
6.5 Conclusion
A MIMO slowly varying fading dispersive CDMA channel was considered. The possibility of 
having a hybrid genetic structure to detect the multi user information symbols in a dispersive 
CDMA system was studied where ISI together with the MAI were both present and degraded the 
system performance. A novel signal processing technique based on a genetic hybrid structure for 
detection of information in dispersive CDMA channels was developed and the performance was 
evaluated through simulations.
The hybrid genetic engine, HGMD, was proposed by mapping the signal sub-space based MMSE 
detector to a chromosome structure. The genes or complex coefficients of the detectors are 
directed toward the generation process. During the evolution process they become better and
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better in terms of rejection of ISI and MAI. This is similar to the process of evolution in nature. 
The proposed novel genetic engine outperforms MMSE detector in terms of bit error rate with a 
considerable performance gap. It is highly robust to the error in the estimation of channel 
parameters and near-far effect. Looking at simulation results, it can be concluded that replacing a 
single closed form solution with a bank of parallel evolutionary solutions which are randomly 
deviated from the original solution, can give huge gain over the single closed form solution. It can 
also be concluded that adding more knowledge to the stmcture of chromosome can result even in 
better results. Through its unique chromosome structure that carries the knowledge about the 
maximum mutation range, algorithm achieves low complexity and a very high convergence rate. 
Another observation is the effect of intelligent initialisation on the performance of genetic engine.
It is possible to add more knowledge to genes about the channel and mutation range and achieve 
even better performance. HGMD is in a way, a blind algorithm since it determines almost all the 
components of the detector from decomposition of the auto-correlation of the vector of received 
signal. However the composite signature of each user still is needed to have a complete blind 
detector. The composite signatures can be estimated from a separate blind channel estimation 
algorithm. The objective function is designed for a base station when all the user’s information is 
available. Therefore the cuiTent version of HGMD is centralized. It is possible to replace the 
current objective function with a blind metric to create a decentralised version of HGMD that can 
be used in user terminal.
For AGMD the robustness of the algorithm to the variation of mutation weights, crossover and 
mutation probabilities, random seed, packet length was studied. For HGMD this study will be 
carried out in future. Due to highly complicated and random nature of HGMD, it was not possible 
to determine the closed form analytical relationships to relate the performance of detection to the 
system parameters such as packet length, mutation and crossover probability. This will remain an 
open challenging task for the future.
The major contribution of this work is the development of HGMD for joint suppression of MAI 
and ISI in dispersive CDMA channels, which senses the channel variations and adapts itself in 
accordance to the variations. Another contribution is the possibility of creating a more efficient 
parallel genetic solution from any original single deterministic closed form signal sub-spaced 
technique. In fact our proposed evolutionary signal processing technique may be used for any 
other application which deals with signal sub-space based techniques. As it was mentioned before, 
the current study just considers the slowly varying fading dispersive CDMA channel. When the 
velocity of the user is high, then the channel becomes a fast fading channel. The performance of 
the proposed detector should be measured under fast multipath fading.
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Chapter 7
7 Conclusion and Future Work
7.1 Conclusion
Performance of CDMA systems is degraded in the presence of the narrowband CW interference. 
Adding interference suppression filters in the system can improve the performance by reduction 
of the power of interference at the output of the filter. By combining the linear LMS predictor 
with an evolutionary structure without using any nonlinear operator it is possible to outperform 
Poor’s nonlinear predictor in terms of SNR improvement. HGP achieves higher performance than 
its base predictor LMS or nonlinear predictor since in HGP the final output of the filter belongs to 
the individual with the best fitness. The objective function needs just to distinguish between each 
two individuals. Any metric that can tell which individual is performing better in terms of power 
of narrowband interference at the output of the filter, can therefore give the same performance as 
the ideal metric, even if this metric just is a rough estimation. One of the reasons that the ideal 
objective function performs so well is that the noise is not involved in calculating the fitness. The 
studies showed that involving AWGN in the fitness function may degiade the performance of 
HGP by misleading the genetic engine. The proposed novel structure confirms that when the 
mutation process is approved for a gene, it is possible to avoid the random change and replace it 
with the classic stochastic gradient algorithm.
For S-CDMA in dynamic bit level detecti the proposed GMD outperforms CD and multi user 
detection techniques such as MSD, in terms of BER; it almost reaches the performance of OMD 
with less complexity. Unlike the intelligent detectors such as HNN-based neural network, there is 
no need for complicated training and there is extremely high convergence rate.
For a bit-level S-CDMA detection, the ideal metric was replaced by Verdu’s optimum metric. The 
objective function and, consequently, genetic engine showed sensitivity to the variations from one 
bit to another (severe environment changes from one generation to another). Using a nonlinear 
mapping the fitness value of each individual mapped to a number between acceptable ranges. A 
normalisation factor is used to obtain better and smoother mapping. Then using other mappings 
this value is transformed into the final energy value of each individual. The experiments show that 
the performance of this objective function is almost the same as the performance of the ideal 
objective function. Although this normalisation factor is robust to channel variations, it seems that
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when there are major variations in the parameters of the channel, there should be further 
adjustments. One of the problems of the genetic structures is their deviation in performance. For 
the implemented simulation environment, three different random seed values have been assigned. 
One of these random seeds is the random seed of GA. Changing the random seeds can cause 
deviation in performance. This is because of the random nature of GA. The deviation is dependent 
on the small random values which are added to the genes during the mutation process. It has been 
shown that by decreasing this random value, the deviation will be decreased. However decreasing 
the random value, increases the convergence time. It has been shown that these small mutation 
weights are robust to code length and even code type. The noise level and number of users affect 
the mutation weights. One of the interesting conclusions is that by increasing the population size 
it is possible to get better performance. In fact there is a trade off between complexity and 
performance of the detector. If higher population size can be afforded, the outcome is better BER. 
The proposed structure of the detector has another interesting feature. It is possible to turn off the 
genetic engine and carry on with only part of the population. The engine can be turned on again 
whenever the overall fitness is lower than a predefined threshold. The dynamic bit level GMD is 
recommended for S-CDMA with short codes.
In chip level GMD for A-CDMA, only the ideal objective function was used which assumed that 
the known desired received signal is available in the receivers. The chip level implementation has 
an important advantage over other conventional detectors. It does not need knowledge of the 
spreading sequences from other users. While the current metric is not a practical one, since the 
desired signal is not available in the reality in the receiver, any possible metric that can work 
similarly to the ideal metric (e.g. a blind metric that does not need the signatures of all users) will 
have the same features that make it appropriate for both short and long code applications. It needs 
just a couple of chips to converge to its stable state. Like any other chip level detector, the 
receiver with asynchronous GMD, even with the proposed ideal metric, has a high complexity.
Considering the misleading effects of severe environment conditions, and difficulties with 
nonlinear mappings in dynamic GMD, it became necessary to look at static detection where the 
environment conditions remain unchanged from one generation to other. The study on static 
detection began with examining a possible pure genetic replacement for determining the inverse 
of the cross-correlation matrix or genetic decorrelator. The successful implementation of the 
genetic decorrelator with all its drawbacks led to the idea of the static GMD detector for A- 
CDMA.
The proposed static packet level AGMD is a novel structure and a powerful detection technique 
that reaches almost the single user bound performance with much lower complexity compared to 
the OMD in a ACDMA system. There is a huge gap between the performance of this detector and 
other existing detectors. AGMD can be implemented in a parallel way. For low bit rate CDMA
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where ISI is neglected, AGMD can be seen as an ultimate solution. The most interesting feature 
of the proposed detector is its robustness to error in the estimation of channel parameters. Even 
without nonlinear mappings, it shows a satisfying BER. For a short code A-CDMA with AWGN 
channel the BER of the detector is affected by mutation probability. The range of best values is 
less than 0.1. The optimum range for probability of crossover is between 0.5 and 0.6. The best 
range for the maximum deviation value for genes is between 0.01 and 0.02. Increasing the number 
of generation per packet improves BER. However after a number of generations a saturation 
happens and there is no further improvement. Again like GMD, increasing the population size of 
AGMD decreases the BER to a certain limit. Packet size also affects the performance of AGMD. 
Minimum packet size is defined by allocating one bit per user. In this case AGMD has the 
minimum performance. For higher packet sizes the performance degrades again. The experiments 
showed that the maximum performance belongs to a range of packet size which is allocated 
between the minimum size and higher packet sizes. AGMD as a random genetic engine is 
sensitive to the variations of random seed. Increasing the population size and having better 
mutation structures can decrease the sensitivity. The near-far resistance of packet level AGMD is 
far better than MSD.
To study the behaviour of the genetic engine in fading, a slowly varying fading dispersive CDMA 
channel was chosen. A MIMO CDMA channel was considered. The possibility of having a hybrid 
genetic structure to detect the multi user information symbols in this system was studied where 
ISI together with the MAI are present and degrade the system performance. The result is a novel 
signal processing technique based on a genetic hybrid structure for detection of information 
symbols in a CDMA system in a dispersive CDMA channels.
The signal sub-space based MMSE is mapped to a chromosome to build HGMD. The proposed 
novel genetic engine outperforms the core MMSE detector by a huge amount. It is highly robust 
to error in the estimation of channel parameters and near-far effect. Comparing the structure of 
AGMD with HGMD, it can be seen that the major difference is the difference between the 
initialisation process and having more knowledge about environment inside chromosome. 
Looking at the simulation results, it can be concluded that replacing a single closed form solution 
with a bank of parallel evolutionary solutions which are randomly deviated from the original 
solution, can give huge gain over the single closed form solution. The algorithm achieves low 
complexity and extremely high convergence rate, by adding the knowledge about the maximum 
mutation range to the chromosome. Another conclusion is the effect of intelligent initialisation on 
the performance of genetic engine. Since in HGMD the core detector is the signal sub-space based 
MMSE, the algorithm starts from the vicinity of the global optimum solution which ends in lower 
number of iterations to the desired performance. Because of better initialisation structure, the 
nonlinear mappings proposed for dynamic detection are not needed at all for HGMD.
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Since almost all the components of the detector are extracted from the auto-correlation of the 
vector of the received signal, the proposed hybrid structure can be seen as a blind algorithm. The 
only missing component is the composite signature of users. A parallel channel estimation 
algorithm can be proposed to estimate these signatures. Therefore the current version of HGMD is 
centralised. By replacing the current objective function with LS metric a decentralised version of 
detector can be created.
7.2 Future Work
After studying some of the existing narrowband interference techniques in CDMA system a novel 
structure called HGP has been proposed. In the proposed HGP, the objective function assumes 
that the receiver knows the information of the ideal response. The ideal metric should be replaced 
with a realistic one. The realistic metric should give different credits to different individuals and 
put them in the correct order in accordance to their fitness values. The usefulness of SNR as a 
figure of merit to quantify the narrowband rejection capability of a DS receiver has been 
questioned recently [Ansari-95]. The only figure of merit in the measurement so far has been SNR 
improvement. HGP and all the other implemented filters should be attached to a CDMA 
transmitter-receiver to measure the BER under CW interference. Early studies showed that adding 
the learning parameter to the structure of the chromosome may yield better convergence rate and 
performance.
Considering all the problems of dynamic GMD, the most important problem is the presence of 
nonlinear mappings which increases the complexity of GMD. The study of nonlinear mapping 
techniques may lead to more efficient approaches. Look-up tables are an option. While look-up 
tables need less processing power, they are generally seen as inaccurate and low performance 
techniques. Another interesting approach is replacement of the piece-wise linear functions.
The genetic decoiTelator unfortunately has not shown a satisfying performance for very large 
population size. The structure of the genetic decorrelator should be improved for user numbers of 
more than 31. Although the complexity of AGMD is much lower than OMD, it still has a high 
complexity. There is a possibility of reduction of complexity by having intelligent mutation 
operators. Sensitivity to the maximum deviation range of genes and length of estimation window 
should be reduced. For HGMD the robustness of the algorithm to the variations of mutation 
weights, crossover and mutation probabilities, random seed, packet length should be studied.
Due to highly complicated and random nature of AGMD and HGMD, determining the closed 
form analytical relationships to relate the performance of detection to the system parameters like 
packet length, mutation and crossover probability was not possible. Determining the analytical 
relationship between the system BER performance and input parameters including the number of
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users, mutation probability, crossover probability and the best estimation packet length will 
provide a better understanding of the behaviour of genetic engine and makes further 
improvements possible. The channel for HGMD was a slowly varying fading dispersive CDMA 
channel which is the specification of typical indoor environments. When the user is highly 
mobile, then the channel becomes a fast fading channel. The performance of the HGMD should 
be measured under fast multipath fading channels.
Although the complexity of HGMD is considerably lower than the optimum multi user detector 
and AGMD, it might be reduced even further. Early investigations show that finding better 
genetic operators can reduce the population size. Population size defines directly the number of 
genes. Decreasing the number of genes will reduce the amount of memory needed in HGMD. The 
result is a less complex HGMD. Another possible approach is increasing the resolution of the 
auxiliary vector which is attached to the chromosome and carries the maximum mutation range 
for the genes. For all the proposed structures, a uniform random generator is used to generate the 
small random value for mutation. It seems the distribution of the random generator may affect the 
performance. The analytical relationship between the mutation range and parameters such as 
channel weights, number of transmitting users or power of each user needs to be found.
Evolutionary process is natural phenomenon happening in our environment. Studying the other 
aspects of evolution including dominance, elitism and abeyance can give us even more knowledge 
about the race between the creatures in nature. Translating this extra knowledge into mathematical 
language and adding it to the proposed structures might create even more efficient genetic engines 
in terms of robustness to the variations of system parameters, noise or fading channels.
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