Abstract. We consider two combinatorial statistics on permutations. One is the genus. The other, des, is defined for alternating permutations, as the sum of the number of descents in the subwords formed by the peaks and the valleys. We investigate the distribution of des on genus zero permutations and Baxter permutations. Our qenumerative results relate the des statistic to lattice path enumeration, the rank generating function and characteristic polynomial of noncrossing partition lattices, and polytopes obtained as face-figures of the associahedron.
Introduction
We introduce a variation, des, of the descent statistic for permutations, defined for alternating permutations, which we apply to alternating permutations of genus zero and to alternating Baxter permutations. While the original motivation for defining des was to elucidate the equinumerosity of genus zero alternating permutations and Schröder paths, it turns out that des enjoys further equidistribution properties related to noncrossing partition lattices and face-figures of the associahedron. Our results involve q-analogues of the Catalan and Schröder numbers, and include extensions of previous work in [5, 9] .
A permutation α ∈ S N is an alternating permutation if (α(i − 1)−α(i))(α(i) − α(i + 1)) < 0 for all i = 2, 3, . . . , N − 1. The enumeration of all alternating permutations in S N is a classical problem which can be viewed in the larger context of permutations with prescribed descent set [7, 22] . For α ∈ S N , the descent set of α is Des(α) := {i : 1 ≤ i < N, α(i) > α(i + 1)}, and the descent statistic is des(α) := |Des(α)|. Thus, the alternating permutations in S N are the permutations whose descent set is {1, 3, 5, . . .} or {2, 4, 6, . . .}, the last descent depending on the parity of N . If α is an alternating permutation, we refer the value α(i) as a peak (local maximum) if i ∈ Des(α), and as a valley (local minimum) if i ∈ Des(α).
In Section 3 we are concerned with alternating permutations of genus zero. The statistic genus which we use here is based on the earlier notion of genus of a pair of permutations appearing in the study of hypermaps (see [8, 10, 23, 24] ). Let z(ρ) denote the number of cycles of a permutation ρ. Given (σ, α) ∈ S N × S N , the relation
defines the genus of the pair (σ, α) . This suggests considering the permutation statistic g σ : S N → Z obtained by fixing σ and computing the genus of each α ∈ S N with respect to σ . For example, the simplest choice for σ , the identity permutation in S N , leads to g id (α) = 1 − z(α), essentially the number of cycles, a well studied permutation statistic (see, e.g., [7, 22] ).
In order to maintain the topological significance of g σ (α), we will restrict our attention to choices of σ such that the subgroup σ, α is transitive for all α. That is, we will consider only N -cycles σ , and in fact we will normalize our choice for the rest of this paper to σ = (1, 2, . . . , N). Our notion of genus corresponds to the genus of a hypermap with a single vertex. The table in figure 1 shows the number of genus zero alternating permutations beginning with an ascent (up-down) and with a descent (down-up alternating permutations).
The numerical values in this table are the (big) Schröder numbers: 1, 2, 6, 22, . . . , whose generating function is
Sch(x) := n≥0
Sch n x n = 1 − x − √ 1 − 6x + x 2 2x
and the "small Schröder numbers," (
Sch n ) n≥1 . It is this observation, proven in Theorem 3.2, that lies at the origin of this paper.
Schröder numbers have numerous combinatorial interpretations, for example, in terms of incomplete parenthesis systems, certain lattice paths, plane trees with loops allowed, or faces of the associahedron, see [5, 7, 20] . Using the (classical) lattice path interpretation described in the next section, it is natural to consider the number of diagonal steps as a combinatorial statistic and obtain a q-analogue of the Schröder numbers. Is there a statistic on genus zero alternating permutations which gives the same q-analogue? In answer to this question (Theorem 3.4), we introduced the statistic des.
Definition 1.2
Given an alternating permutation α ∈ S N , we say that i, 1 ≤ i ≤ N − 2, is an alternating descent of α if α(i) > α(i + 2), and we define des(α) to be the number of alternating descents of α. Equivalently, des(α) = des(peaks(α)) + des(valleys(α)), where peaks(α) and valleys(α) are the subwords of α(1)α (2) . . . α(N) formed by the peaks and valleys, respectively.
Although Theorem 3.2 is a special case (q = 1) of Theorem 3.4, we prove the former separately for ease of exposition.
It turns out that an alternating permutation of genus zero is necessarily a Baxter permutation (Proposition 4.1). This motivated our investigation of the statistic des on alternating Baxter permutations. Baxter permutations (whose definition appears in the next section) were investigated in, among other references, [2, 6, 17, 18, 23] . In answer to a question of Mallows, [9] offers a combinatorial proof of the identity
in which
) is the N th Catalan number. The proof in [9] relies on interpreting both sides of (2) as counting alternating Baxter permutations of {1, 2, . . . ,
2 is interpreted as the number of alternating Baxter permutations of {1, 2, . . . , 2N}.
We show (Theorem 4.2) that this interpretation extends to a q-analogue based on the statistic des for alternating Baxter permutations and number of cycles for genus zero permutations (equivalently, number of blocks for noncrossing partitions). Our proof takes advantage of the methods developed in [9] .
Connections between the rank generating function of the lattice of noncrossing partitions and the enumeration of Schröder lattice paths were described in [5] . Theorem 5.1 relates Schröder path enumeration with the characteristic polynomial of the noncrossing partition lattice. This leads to an alternative derivation (Corollary 5.2) of a certain reciprocity relation [14] between the rank generating function and the characteristic polynomial of successive noncrossing partition lattices. Our proof relies on general facts about the f -and h-vectors of a simplicial complex, exploiting the relation between the lattice of noncrossing partitions, Schröder paths, and the associahedron ( [5, 16] ). Thus, the rather unusual relation (16) between the rank generating function and the characteristic polynomial for noncrossing partition lattices is explained here as a manifestation of the fact that, for such posets, these two polynomials give the h-and f -vectors of a simplicial complex.
In Section 6 we show that the distribution of the alternating descents statistic des on alternating Baxter permutations of {1, 2, . . . , N} gives the h-vector of a convex polytope. This can be described as a vertex-figure of the associahedron (Theorem 6.1). The total number of faces of this polytope is either the square of a Schröder number, or the product of two consecutive Schröder numbers, depending on the parity of N . Corollary 6.2 extends this approach and establishes a unified combinatorial interpretation (in terms of h-and f -vectors of face-figures of the associahedron) for multiple products of q-Catalan numbers and of q-Schröder numbers. This generalizes simultaneously results from [5] and [9] .
Preliminaries and notation
In our discussion, we find it convenient to distinguish several classes of alternating permutations. We denote by U the class of up-down alternating permutations (i.e., those beginning with an ascent), and by D the class of down-up alternating permutations (i.e., those beginning with a descent). In turn, UD will denote the subset of U consisting of permutations ending with a descent. The classes denoted UU, DU, DD are similarly defined. We convene to view the empty permutation and S 1 in UU. The same notation in lowercase will indicate generating functions, e.g., ud(x) = n ud n x n , where ud n = |UD ∩ S n |. For a set X of permutations, X (0) and X (B) will denote the intersection of X with the class of genus zero permutations and with the class of Baxter permutations, respectively. Superscripts for generating functions and cardinalities will be used as above, e.g.,
0 = 1 (corresponding to the empty permutation) and u
If α ∈ S n , we write |α| = n. Now we introduce several combinatorial objects which will occur in subsequent sections: noncrossing partitions, Schröder paths, Baxter permutations, and the associahedron. If the elements i and j lie in the same block of a partition, we write i ∼ j. As is customary, we assume that the elements within each block are increasingly ordered and that the blocks are indexed in increasing order of their minimum elements.
The set NC(N ) of noncrossing partitions of [N ] is known to form a lattice under the refinement order, whose enumerative and structural properties were investigated, for example, in [12, 13, 15] . We will make reference to the rank of a noncrossing partition, rank(π) = N − bk(π), where π ∈ NC(N ) has bk(π ) blocks, and we will use NC(N , k) to denote the set of noncrossing partitions of [N ] having k blocks. If π ∈ NC(N ) we write |π | = N. It is known (see, e.g., [7, 15] 
), the N th Catalan number, and that the rank generating function of NC(N ) is
a q-analogue of the Catalan number whose coefficients are the Narayana numbers ( [15] ). Noncrossing partitions will play a role throughout the present paper since it turns out, from [15] and [25] , that genus zero permutations can be completely characterized as follows. Saying that an m-cycle of α is increasing means that its elements are expressible as
The reader familiar with [15] will recognize that, in the language of Kreweras' paper, a genus zero permutation α is the "trace" of the corresponding noncrossing partition, with respect to the N -cycle σ .
Thus, the number of permutations in S N whose genus is zero is the N th Catalan number. A particular encoding of noncrossing partitions which appears in [21] (briefly described, for the reader's convenience, in Section 3) will be used to encode genus zero permutations.
In our q-enumeration results involving the Schröder numbers, we use the following lattice path interpretation (see, e.g., [5] ). Let Sch(N ) denote the collection of lattice paths in the plane which start at the origin, end at (N , N ) , are bounded by the horizontal axis and the line y = x, and consist of steps of three allowable types: (1, 0) (East), (0, 1) (North), and (1, 1) (diagonal). Then |Sch(N )| = Sch N , the N th Schröder number, and we refer to such paths as Schröder paths. We consider the statistic Diag, number of diagonal steps, on Schröder paths, and we let Sch N ,k = |{p ∈ Sch(N ) : Diag( p) = k}|. For instance, Sch 2,1 = 3, accounting for the paths DEN, EDN, END, where E, N, D stand for East, North, and diagonal steps. The numbers Sch N ,k have the generating function
The statistic des turns out to have an interesting distribution on alternating Baxter permutations. A permutation α ∈ S N is a Baxter permutation if it satisfies the following conditions 
Finally, we summarize a few facts about the associahedron, which will occur in Sections 5 and 6 (see, e.g., [16, 26] for additional information and related developments).
For n ≥ 1, let n denote the following simplicial complex: the vertices represent diagonals in a convex (n + 2)-gon, and the faces are the sets of vertices corresponding to collections of pairwise noncrossing diagonals. Thus, the maximal faces correspond to the triangulations of the polygon and are (n − 2)-dimensional. In [16] , Lee constructs an (n − 1)-dimensional simplicial polytope, Q n , called the associahedron, with boundary complex n .
In general, the f -vector of 
The f -and h-vector of a (simplicial) polytope are those of the (simplicial) complex formed by its boundary faces. Lee [16] shows that the h-vector of the associahedron Q n is given by the coefficients of C n (q), that is,
In [5] it is shown that f i−1 (Q n ) is the number of Schröder paths with final point (n, n), having n − 1 − i diagonal steps, and in which the first non-East step is North. In particular, the total number of faces of n is 1 2 Sch n .
Enumeration and q-enumeration of alternating permutations of genus zero
Our approach to proving the two main results of this section (Theorems 3.2 and 3.4) is as follows. Based on Lemma 2.1, genus zero permutations can be identified with noncrossing partitions. We characterize the descents of a genus zero permutation in terms of a word encoding the associated noncrossing partition. From this characterization, we derive a grammar for the formal language of the words encoding the nonempty genus zero alternating permutations. In turn, the grammar rules lead to a system of equations from which we obtain the generating functions for the classes of up-down and down-up permutations of genus zero, and Theorem 3.2 follows. This approach is then refined to permit q-counting these permutations according to the statistic des. Using a q-grammar (or attribute grammar, see, e.g., [11] ) we obtain the q-analogue results of Theorem 3.4. We begin with a brief description of an encoding (given in [21] ) of noncrossing partitions as words over the alphabet {B, E, R, L}. If π ∈ NC(N ), for N ≥ 1, then the word associated with π is w(π) = w 1 w 2 . . . w N−1 where For details on this encoding and applications to deriving structural properties of the lattice of noncrossing partitions, we refer the interested reader to [21] . For our purposes, we also view w as encoding the genus zero permutation whose cycle decomposition gives the noncrossing partition π. Observe that |π | = |w| + 1 and that the B's and E's are matched in pairs, forming a well-parenthesized system with B's playing the role of left parentheses. Figure 2 shows an example: the genus zero permutation α = 2 7 4 5 3 6 1 ∈ S 7 , the noncrossing partition determined by its cycle decomposition α = (1 2 7)( 3 4 5)(6), and the word w = RBRRLE which encodes the noncrossing partition and, hence, encodes α.
Next, toward the enumeration of the words w which correspond to alternating permutations of genus zero, we characterize it terms of w the positions i ∈ {1, 2, . . . , N − 1} which are descents for the corresponding permutation.
Lemma 3.1 Let α ∈ S N be a permutation of genus zero encoded by the word w
Equivalently,
or w i ∈ {R, E} and either i = N − 1 or else w i+1 ∈ {L, E}.
Proof:
The proof involves a case-by-case analysis of the conditions on w i which characterize i ∈ Des(α).
If w i = R, then α(i) = i + 1, and whether i is a descent depends on w i+1 . If
. Similar arguments, which we omit, apply in the cases w i = L or E, completing the proof. P
We can now prove the relation between the entries in the table of figure 1 and Schröder numbers.
Theorem 3.2 The number of up-down and down-up alternating permutations of genus zero satisfies
Sch n , for n ≥ 1, and u
Proof: Let us denote by UU the language formed by the words w ∈ {B, E, R, L} * corresponding to the nonempty permutations of genus zero which alternate starting and ending with an ascent; similarly, we will denote by U D, DU , and D D the languages for the other three types of alternating permutations of genus zero. Let uu(x) = w ∈ UU x |w| , and ud(x), du(x), dd(x) be similarly defined as the enumerators according to length of the words in the appropriate language.
Also, U = UU + U D and D = DU + D D denote the languages formed by the words corresponding to the nonempty permutations in U (0) and D (0) , respectively. Using Lemma 3.1, we obtain the following grammar:
The empty word is denoted by and, of course, B, E, R, L do not commute. Each of the four derivation rules follows from similar arguments. In the interest of brevity, we include only a proof of the third rule (the first two rules are rather obvious, the fourth is similar to the third). Let α ∈ DU (0) ∩ S N (with N necessarily odd), and w = w 1 w 2 . . . w N−1 ∈ {B, E, R, L} * be its associated word. By Lemma 3.1, w 1 ∈ {R, B, E}, but w 1 cannot be E since the number of B's must be at least equal to the number of E's in every prefix of w. Thus w 1 ∈ {R, B}.
Suppose w 1 = R. Since α must end with an ascent, we have N ≥ 3, and Lemma 3.1 implies that w 2 must be E or L. However, w 2 cannot be E because no B precedes it, so w 2 = L. This is consistent with α having an ascent in the second position, and by Lemma 3.1 imposes no restriction on w 3 . If N > 3, then w 3 w 4 . . . w N−1 must be in the language DU . This gives the first term in the derivation rule for DU .
Suppose now that w 1 = B and consider the factorization w = Bv Ev , where Bv E is the shortest prefix of w in which the number of B's equals the number of E's. Two cases emerge, depending on the parity of the length of v. If |v| is odd, say, |v| = 2i − 1, then v ∈ UU is nonempty, 2i + 1 ∈ Des(α), and v ∈ UU . Moreover, Lemma 3.1 requires w 2 ∈ {L, R, E} so that 2 ∈ Des(α), but w 2 = E is not possible here by the choice of the factorization w = Bv Ev . Also, since 2i ∈ Des(α) and w 2i+1 = E, Lemma 3.1 forces v to end in w 2i = L. Finally, Lemma 3.1 shows that these requirements are consistent with w 3 . . . w 2i−1 ∈ D D when i ≥ 2. Concerning v , Lemma 3.1 implies that it must be either empty or begin with E or L. In fact, v is nonempty since α ends in an ascent, and it must begin with L in order for w 1 . . . w 2i+1 w 2i+2 to contain no more E's than B's. Also, w 2i+2 = L does not impose additional conditions on v . This gives the second term of the derivation rule for DU . If |v| is even, say, |v| = 2i ≥ 0, then we must have v = or v ∈ U D, 2i + 2 ∈ Des(α), and v ∈ DU . Lemma 3.1 applied to 2i + 2 ∈ Des(α), implies that v must begin with B or R, which is consistent with v ∈ DU . Hence, the last term of the derivation rule for DU . Now, the replacement of with 1 and of each of B, E, R, L with x, yields a system of equations for uu(x), ud(x), du(x), dd(x), the enumerating series (by word-length) for the four languages under consideration. The generating functions (by length) of the permutation classes
Following calculations which we omit, we obtain
have the desired expressions, and the values of the coefficients follow. P Before stating and proving our next result, which refines Theorem 3.2, we illustrate it with an example. The statistic Diag( p), the number of diagonal steps of the path p, leads to a q-analogue of the number Sch n of Schröder paths with final point (n, n). For n = 2 we obtain Diag(EENN) = Diag(ENEN) = 0, Diag(DEN) = Diag(EDN) = Diag(END) = 1, Diag(DD) = 2, hence the q-analogue 2 + 3q + q 2 of the total number Sch 2 = 6 of paths. On the other hand, the statistic des(α), the number of alternating descents, applied to U (0) ∩ S 5 , the genus zero alternating permutations of {1, 2, 3, 4, 5} which begin with an ascent, gives: des(2 5 3 4 1) = des(1 5 3 4 2) = 2, des(2 3 1 5 4) = des(2 4 3 5 1) = des(1 4 3 5 2) = 1, des(1 3 2 5 4) = 0. This produces the q-analogue 2q 2 + 3q + 1 of u (0) 5 = 6. The fact that these two q-analogues are reciprocal polynomials is not an accident. As Theorem 3.4 asserts, Diag and des have essentially the same distribution. In our proof, Lemma 3.3 plays a role analogous to that of Lemma 3.1 relative to Theorem 3.2. It characterizes the alternating descents of an alternating permutation of genus zero in terms of its word encoding, and is the key to deriving the rules of a q-grammar, from which the relevant generating functions follow. 
and let the up-down and down-up alternating permutations of genus zero be enumerated according to their length and alternating descents statistic,
Then,
Proof: Using Lemma 3.3 we can refine the grammar rules used in the proof of Theorem 3.2: in the factorization of the words, we introduce the parameter q to record the occurrence of an alternating descent. In doing so, it is useful to distinguish, for each language X of words corresponding to the nonempty permutations in the class X (0) weighted by q des , the sublanguage of words beginning with a prescribed letter:
All the rules are obtained by applying Lemmas 3.1 and 3.3. We include only the treatment of the rules for DU R and DU B which are refinements of the rule for DU in the proof of Theorem 3.2.
Let w be the word encoding α ∈ DU (0) . If w 1 = R, then w ∈ RL( + DU ), as in the proof of Theorem 3.2, and by Lemma 3.1, DU → DU R + DU B . Lemma 3.3 applied to the peak α(1) implies that 1 is not an alternating descent, and applied to the valley α(2) it implies that 2 is not an alternating descent (since w 1 w 2 w 3 cannot be RLE ). Thus we get the desired derivation rule for DU R . If w 1 = B, we consider the factorization w = Bv Ev as in the proof of Theorem 3.2. When |v| = 2i − 1 for some i ≥ 1, we know that w 2 must be R or B. In both cases, Lemma 3.3 implies that the peak α(1) gives an alternating descent, hence the first factor of q in the derivation rule for DU B . The valley α(2) gives an alternating descent only when w 2 w 3 = R R, hence the factor of q inside the bracket. We also have w 2i w 2i+1 = L E as in the proof of Theorem 3.2, and Lemma 3.3 shows that the valley α(2i) gives an alternating descent. Hence the factor of q following the bracket. Based on the discussion in the proof of Theorem 3.2, we have w 2i+1 w 2i+2 = E L and, by Lemma 3.3, the peak α(2i + 1) does not give an alternating descent. This establishes the first term in the derivation rule for DU B . The second term refines the last term for DU from the proof of Theorem 3.2, corresponding to the case |v| = 2i ≥ 0. By Lemma 3.3, the peak α(1) gives an alternating descent if v = , while the peak α(2i + 1) does not give an alternating descent (since w 2i+2 = E), and the valley α(2i + 2) gives an alternating descent only when w 2i+3 = R.
The solution of the system of equations, obtained with the aid of Maple, gives
with the same notational conventions as in the proof of Theorem 3.2. P
Remark 3.5
The complete solution to the system of eight equations appearing in the proof of Theorem 3.4 exhibits the following relations among the different subclasses of alternating permuations of genus zero:
Some of the relations are transparent, e.g., since 1) ; and since the valley α(1) does not give an alternating descent, we have ud
R (x, q)) follow alternatively from the grammar rules and induction.
Still other of these facts can be deduced from the encoding of the permutations, e.g., the divisibility of ud (0) R (x, q) and uu
gives an alternating descent (hence a factor of q), and if w 1 w 2 = R B then it does not. In the latter case, we must have w 3 ∈ {L, R} (in which case the peak α (2) gives an alternating descent), or w 3 w 4 = E R (in which case the valley α(3) gives an alternating descent), or yet w 3 w 4 = E B. The last case leads to w = R B E B E B E . . . , and since α ends with a descent, the repetition of B E terminates with one of the preceding cases which gives an alternating descent.
The factors of (1 + q) and (1 + q) 2 occurring in (iii) and (iv) are not obvious from the grammar rules, and it is a calculus exercise to verify them from the formulae for the generating functions. It would be interesting to explain their presence combinatorially. We also remark that additional observations can be proved through a combination of Lemmas 3.1, 3.3 and induction, e.g.:
If
where dconn 
Alternating Baxter permutations
We begin this section with the relation between alternating permutations of genus zero and Baxter permutations, which prompted our investigation of the distribution of des on the class of alternating Baxter permutations.
Proposition 4.1 If α ∈ S N is an alternating permutation of genus zero, then α is a Baxter permutation.
Proof: Since the Baxter condition is always valid for i = 1, N −1, assume 2 ≤ i ≤ N −2. By Lemma 2.1, the cycle decomposition of α gives a noncrossing partition and we let w = w 1 w 2 . . . w N−1 ∈ {B, E, R, L} * be the encoding of α as in Section 3. Suppose w i = B. Since α is an alternating permutation, Lemma 3.1 implies that i ∈ Des(α) and that w i−1 ∈ {R, E, L}. First suppose w i−1 ∈ {R, E}. In this case, α −1 (i) < i and α( j) < i for all α −1 (i) < j < i. We also have α −1 (i + 1) ≥ i + 1, with equality holding if w i+1 ∈ {L, E}, and the noncrossing condition on cycles implies that α(k) > i +1 for all i + 1 < k < α −1 (i + 1), if this interval is nonempty. The Baxter condition also holds for i when w i−1 = L. This time the noncrossing property of the cycles implies that
The remaining cases, w i = E, R, L, have similar proofs which we omit. P
It is easy to see that neither of the possible converse statements to Proposition 4.1 is true: the identity permutation is Baxter of genus zero but not alternating; α = 5 6 1 3 2 4 is alternating Baxter but of genus 2.
Our next result extends the combinatorial interpretation of squares and products of two consecutive Catalan numbers from [9] to a q-analogue. (10) and the distribution of the alternating descents statistic on alternating Baxter permutations,
Theorem 4.2 Consider the q-analogue of the Catalan numbers
Then, for every n ≥ 1,
Proof: First note that it suffices to prove that u 
and U (B)
N , and complements the value of des. Since the coefficients of the right-hand sides of (11) and (12) are symmetric sequences, we have u
Following [9] , there is a bijection between U (B) 2n+1 and Baxter trees with 2n + 3 vertices. These are complete plane binary trees, rooted, and increasingly labeled, generated through an insertion process of the vertices which ensures the Baxter condition for the permutation α ∈ S 2n+1 arising from the in-order traversal of the tree (the leftmost and rightmost leaves bear special symbols that are not part of the permutation ( figure 3) ).
In turn, the Baxter trees are in bijective correspondence with pairs (T , T ) of plane rooted binary trees, having n + 1 and n vertices, respectively. In this correspondence (see [9] ), T is the plane rooted binary tree formed by the internal vertices of the original Baxter tree and T is the plane rooted binary tree obtained after removing the labels of the decreasingly labeled plane rooted binary tree whose in-order traversal gives the subword of α formed by the peaks. It is rather remarkable that the original Baxter tree T (α) can be reconstructed from the unlabeled trees (T , T ). In figure 4 , the forced labels for T and T are indicated in parenthesis. In [9] , the insertion process for Baxter trees is encoded by a shuffle of two Dyck words, with the end result that both sides of (2) (11) and (12) are proved in [9] .
These facts from [9] and a few simple observations will yield our q-analogues of Theorem 4.2. Clearly, the permutation α obtained from a Baxter tree is alternating because the tree is complete binary. Also, the internal vertices of T (α) give the valleys of α, and left edges in T correspond to alternating descents among valleys. More precisely, if a is a vertex in T which has a left child, then a is not the first valley, and an alternating descent occurs at the valley preceding it.
On the other hand, a plane rooted binary tree on n + 1 (unabeled) vertices encodes a noncrossing partition of [n + 1], by the following recursive procedure. The root (which corresponds to the minimum element under consideration) and its successive right descendants constitute the block B 1 of the partition. If v is one of these vertices and has a left child, then the noncrossing partition corresponding to the left subtree at v is inserted ("nested") between v and its successor in B 1 . (Thus, the tree consisting of a root and two children gives the partition 1 3 / 2.) By construction, the partition is noncrossing and, if the number of vertices that have a left child is s, then the number of blocks of the resulting partition is s + 1.
Consequently, C n+1 (q), which enumerates noncrossing partitions of [n + 1] according to the number of blocks diminished by one unit also gives the distribution of descents on the valleys of up-down Baxter permutations of [2n + 1].
In T , right edges correspond with descents between peaks of α, and the correspondence with noncrossing partitions follows similarly (interchanging right and left). Thus, C n (q) gives the distribution of descents on the peaks of up-down Baxter permutations of
Based on the validity of the bijective correspondence α ↔ (T , T ) in [9] , the proof of (11) is completed. With suitable but minor modifications as in [9] , one obtains (12) . P Remark 4.3 In Niven's notation [19] , alternating permutations are permutations with monotonicity pattern + − + · · · or − + − · · · ("+" for ascents and "−" for descents). Niven proved that the up-down and down-up patterns are the most popular monotonicity patterns over the entire symmetric group. What is the most popular monotonicity pattern over the class of Baxter permutations?
Numerical evidence suggests that the two alternating patterns may still be the answer, but, if this is true in general, it is due to reasons more subtle than in the case of the entire symmetric group. For the symmetric group (see [19] ), increasing the number of "sign changes" in a monotonicity pattern leads to an increase in the number of permutations realizing the pattern. However, for Baxter permutations it turns out for instance that the pattern + + + − − + (with 2 sign changes) is represented by 30 permutations, while the pattern − + − + + + (with 3 sign changes) is represented only by 28 permutations.
Lattice paths and the associahedron
Just as the q-analogue (3) of the Catalan numbers gives the rank generating function of the noncrossing partition lattice, a q-analogue of the Schröder numbers gives its characteristic polynomial. (14) are related by
Proof: It is known that the noncrossing partition lattice is an EL-shellable poset. It admits, for example, the following EL-labeling constructed by Gessel for the lattice of unrestricted set partitions, and which Björner [3] observed works as well for NC: the covering from π to ρ is labeled by the larger of the minima of the two blocks of π which are merged in order to obtain ρ. Therefore, from the general theory of EL-shellable posets (see, e.g., [4] ) it follows that if π ∈ NC(n + 1), then (−1) rank(π) µ(0, π) is equal to the number of maximal 0-π chains in NC(n + 1) whose sequence of labels (starting at0) is decreasing. In turn, the interval [0, π] is isomorphic to the product of the noncrossing partition lattices NC(n i ), where n i are the cardinalities of the blocks of π .
By [13] In particular, there is a bijection between the decreasingly labeled chains in NC(n j ) and the noncrossing partitions in NC(n j − 1). It is easy to see that this bijection can be extended to a bijection between the decreasingly labeled chains in [0, π] and the product j NC(n j − 1). Finally, there is a natural bijection between NC(m) and Schröder paths from (0, 0) to (m, m) with no diagonal steps (we may call such paths "Catalan paths"). Namely, in a Catalan path, view East steps as left parentheses and North steps as right parentheses; number the East steps 1, 2, . . . , m in order, starting from the origin; number each North step with the number of its matching East step; the Catalan path then corresponds biuniquely with the noncrossing partition whose blocks consist of the numbers assigned to contiguous North steps. (For instance, the path EEENENNENN corresponds to the partition 1 5 / 2 4 / 3 ∈ NC(5).)
Using these facts, we will construct a bijection between the Schröder paths from (0, 0) to (n+1, n+1) beginning with a diagonal step and having k diagonal steps and the decreasingly labeled chains in π ∈ NC(n+1,k) [0, π] . A simple translation of the paths (moving (1, 1) to the origin and deleting the initial diagonal step) yields then a bijection between the Schröder paths from (0, 0) to (n, n) and having k − 1 diagonal steps and the decreasingly labeled chains from0 to partitions in NC(n + 1, k). Finally, (15) follows from a simple calculation:
n Sch D(n; q).
It remains to exhibit a bijection between the Schröder paths from (0, 0) to (n + 1, n + 1) beginning with a diagonal step and having k diagonal steps total and the decreasingly labeled maximal chains in π ∈ NC(n+1,k) [ determine π itself, we apply recursively the following method of establishing the elements of B k . If p = ∅, then let B k = {n + 2 − n k , n + 1 − n k , . . . , n + 1}. If p = ∅, then p begins with a North step which matches a unique East step of p (these are denoted N k and E k in figure 5 , where they occur for k = 3, 4, 5). This East step eventually constitutes, say, the hth horizontal step of a Catalan path c j arising from the factorization process. Then B k is "nested" between the (h − 1)st and the hth element of B j . For example, the blocks B 3 and B 4 resulting from the Schröder path of figure 5 will lie between the second and third elements of B 2 . Due to the noncrossing condition and the indexing of the blocks in increasing order of their minima, we obtain a well-defined noncrossing partition π . The path in figure 5 , gives π = 1 2 / 3 4 10 15 16 / 5 6 7 / 8 9 / 11 12 13 14.
Having obtained the partition π ∈ NC(n + 1, k) in this manner, each Catalan path c j corresponds to a unique noncrossing partition of [n j −1], which we realize with the elements of B In turn, by [13] , each of these k noncrossing partitions corresponds bijectively with a decreasingly labeled0-B j chain for the appropriate j, with label set B The proof is completed by simply interleaving the k chains in the unique way that gives a decreasingly labeled0-π chain. P By combining Theorem 5.1 and results from [5] we recover a reciprocity relation between the rank generating function and characteristic polynomial of noncrossing partition lattices ( [14] , Lemma 4.5).
Corollary 5.2 If χ NC(m) (q) and R NC(m) (q) denote the characteristic polynomial and the rank generating function, respectively, for the noncrossing partition lattice NC(m), then
for all n ≥ 1.
Proof: For n ≥ 1, consider the boundary complex n of the associahedron Q n and the simplicial complex n * p, the join of n with a single vertex simplicial complex.
The two terms in this relation can be interpreted in terms of Schröder paths counted by their number of diagonal steps, using Proposition 2.7 of [5] . Namely, the (i − 1)-dimensional faces of n * p which contain p correspond bijectively with the (i − 2)-dimensional faces of n , and these are equinumerous with the Schröder paths ending at (n, n) which have n − i diagonal steps and the first non-East step is a North step. On the other hand, the (i − 1)-dimensional faces of n * p which do not contain p correspond bijectively with the (i − 1)-dimensional faces of n itself and are equinumerous with the Schröder paths ending at (n, n) which have n − 1 − i diagonal steps and the first non-East step is a North step; in turn, such paths correspond bijectively with the Schröder paths ending at (n, n) which have n − i diagonal steps and in which the first step or else the first non-East step is diagonal (simply replace the first EN corner with a diagonal step). Consequently,
Also, the h-vector of n * p is that of n extended by h n ( n * p) = 0, so,
Therefore, by the general relation (5) between the f -and h-vector of a simplicial complex we have
for all n ≥ 1. Combining this with Theorem 5.1, we obtain
Alternating Baxter permutations and polytopes
Let a N ,i is well-defined without specifying whether the permutations begin with an ascent or a descent. Also, (11) and (12) show that the sequence (a (B) N ,i ) i≥0 is symmetric and unimodal since its generating polynomial is the product of two symmetric and unimodal polynomials, see [1] . These are necessary (but not sufficient) conditions for (a (B) N ,i ) i≥0 to be the h-vector of a simplicial convex polytope. 
Hence, the desired f -vector for Q
(B)
N agrees with that of the simplicial complex Proof: By the previous discussion, the associahedron satisfies the conclusion when k = 1. Let k ≥ 2 and consider a convex (N + 2)-gon. Choose k − 1 noncrossing diagonals which dissect it into k polygons having i 1 + 2, i 2 + 2, . . . , i k + 2 vertices, respectively. Denote by F = F i 1 ,i 2 ,. ..,i k the face of Q N representing this set of noncrossing diagonals. Then (see [26] ), the interval [F, Q N ] in the face lattice of Q N is isomorphic to the face lattice of a face-figure, Q N /F, of the polytope Q N with respect to F. Hence, the j-dimensional faces of Q N /F are in inclusion-preserving bijection with the ( j + k − 1)-dimensional faces of Q N which contain F. The desired f -and h-vector for the polytope Q N /F follow from arguments similar to those in the proof of Theorem 6.1. P Remark 6.3 In the cases k = 1, 2 of Corollary 6.2, the polytopes have h-vectors which enumerate some class of permutations according to a combinatorial statistic: genus zero permutations according to the number of cycles diminished by one unit, and alternating Baxter permutations according to the number of alternating descents, respectively. We are not aware of such interpretations for k ≥ 3.
