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The problem of determining the number of finite central groupoids (an 
algebraic system satisfying the identity (x . y) . (y - z) = y) is equivalent to 
the problem of determining the number of solutions of the matrix equation 
A2 = J, where A is a 0, 1 matrix and J is a matrix of 1’s. 
The existence of solutions of A2 = J of all ranks r, where n < r < [(n2 + 1)/2], 
and A is n2 x rP, is proven. Since these are the only possible values, the question 
of existence solutions of all possible ranks is completely answered. The 
techniques and proofs are of a constructive nature. 
In [I] A. .I. Hoffman posed the problem of determining the number of 
solutions of the matrix equation 
A2 = J, (1) 
where A is an m x m(0, 1) matrix J is the m x m matrix of all ones. 
Knuth in [2] showed that Hoffman’s problem is equivalent to a purely 
algebraic problem and also equivalent to a graph theoretic problem. These 
two equivalent formulations follow from consideration of two definitions: 
DEFINITION 1. A central groupoid is an algebraic system with one 
binary operation satisfying the identity 
(x * v> * (v * 4 = Y* (2) 
DEFINITION 2. A directed graph D has “property c” if there exists a 
unique oriented path of length two between any two vertices. 
Knuth’s results can be stated as: 
THEOREM 1. The following are equivalent: 
(A) The number of “distinct” solutions of (1). 
(B) The number of “distinct” central groupoids with n elements. 
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(C) The number of “distinct” directed graphs with m vertices and 
satisfying “property c.“ 
The word “distinct” means non-permutation-similar, non-isomorphic, and 
non-isomorphic, respectively. 
The purpose of this paper is to extend some of Knuth’s results. The 
main theorems yield a construction for matrices A, solutions of (1) which 
have all possible ranks, r, n < r 6 [(n” + 1)/2], where n2 = m. 
BASIC PROPERTIES OF A SATISFYING (1) 
Several basic properties in [2] which are stated in the framework of 
central groupoids are necessary for consideration of the matrix problem. 
These are stated, in matrix terms, without proof. 
THEOREM 2. (a) m = n2. That is, A is n2 x n2 [2, Theorem 31. 
(b) A is generalized doubly stochastic, i.e., every row sum and every 
column sum is n [2, Lemma 31. 
(c) The trace of A is n [2, Theorem 41. 
THEOREM 3. There exist matrices A satisfying (1) of ranks 
12, n + I,..., N = n + [n/3][(2n - 1)/3] [2, Theorem 2, p. 3871. 
THEOREM 4. The rank of A is at least n [2, p. 3871. 
THEOREM 5. The maximum rank of A is [(n” + 1)/2] [2, p. 3871. 
Although an elementary proof of Theorem 5 is given in [2], the following 
proof suggested by Bernard Levinger, Colorado State University, is 
simpler: 
Proof (Theorem 5). It is well known that 
rank A - nullity B < rank AB. 
Thus, if A2 = J, A,,Q,~ , and rank A = r(A), then r(A) - (n” - r(A)) < 
r(J) = 1, which implies r(A) < (n” + 1)/2. 
Knuth comments: “It is not clear that all ranks up to (n” + 1)/2 are 
always possible” [2, p. 3871. This point is clarified by the corollaries to 
Theorem 6 and 7. 
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THEOREM 6. For every integer n there exists an n2 x n2 matrix A of 
rank(n2 + 4 - n)/2 such that A2 = J. 
We construct A as follows: Let A be an n2 x n2 matrix, 
A = col(A, ,..., A,) (3) 
where A, is n x n2 with the rows of Ai denoted by olij , 1 < j < n; 
(a) Let A, be the canonical form for the first n rows of all matrices 
satisfying (l), that is, ollj has ones in only the (j - I)n + l,.... jla columns; 
@I 01~~ has ones in only the 1, n f 2,..., n + (n - 1), n2 columns, (Y2k 
has ones in only the (k - 1)n + 1, kn, kn + 2,..., kn + (n - 1) columns, 
1 < k < n, aZn has ones in only the 2,..., II, (n - 1)n + 1 columns; 
(4 oljk = ai-l,k, k < i - 2, 2 < i < n; 
(4 %,i-1 and ~i-~,i-~ differ in only the (i - 1)n + (i - 1) and 
(n - 1)n + (i - 1) columns, 2 < i < n; 
(4 (Yik and q-r& differ in only the (i - 1)n + (i - 1) and in + (i - 1) 
columns for i - 1 < k < n, 2 < i < n; 
(0 Olin = Olj-1.n) 2 < i < n; 
(g> %a1 = 0111 ; 
@I %k = aw-l,k, 1 < k < n; 
(0 cy,, differs from a21 in only the first and (n - 1)n column. 
Figure 1 with n = 5 will indicate the pattern of construction of A. We 
need to prove (I) A2 = J and (II) rank A s r(A) = (n” + 4 - n)/2. We 
proceed by showing AkA = Jlzxnz in 4 steps: 
A,A = J,,+ Since each of the Ai has constant column sum 1 and the 
k-th row of A,A is just the column sums for Al,, A,A = JnXnz . 
A,A = Jnxns: Since (y21 = 01,~ and ai1 + ai,, = c~+l,l + ai+l,n for 
2 < i < n, A,A = JmXnz . 
ArcA = Jnxnz, 2 < k < n: Since 
cakl TAROT OIk,k-2 T  olkla) = (“Ik--l.l ,***> ak-l,k-2 , ak-&, 2<k<n, 
we need only consider the rows k - l,..., n - 1 of Ak . But c+,_~,~ 
and ski k - 1 < j < n differ in only two columns and the rows of A 
corresponding to these two columns are identical. Hence A,A = J,,+ for 
2<k<n. 
A,A = JnXnz: Since each row but the last row of A, is identical to a row 
in some Al,, k -C n, and an1 + arm = a21 + CL~,,-~, A,A = JnXna . 
We now consider (II) the rank of A. Let Bk = col(A, ,..., A,). Then 
r(A) = r(B,). But Cy=, ali = CFzl cqi and 01%~) i < n, is identical to olji 
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forj < PZ. Hence 01,, can be expressed as a linear combination of the rows 
of Bnvl. Hence r(B,) = r(B,-J. Clearly r(B,) = n and r(B,) = n + (n - 1). 
Since there are k - 1 rows of Ak identical to the corresponding rows of 
A,-, there are at most n - (k - 1) - 1 = a - k rows of Ak which are 
linearly independent with respect to the rows of B,-, . Hence, r(B,) d 
r(B,-,) + n - k for k > 3. But rows k,..., n - 1 of Al, are linearly 
independent with respect to each other as well as the rows of B,-, . Hence, 
r(BJ = r(B& + IZ - k for 2 < k < n. Thus we have 
n-3 
or 
@,a) = n + (n - 1) + c k 
1 
n2+4-n 
r(A) = 2 . (4) 
COROLLARY. There exist matrices which satisfy (1) and haoe all possible 
ranks r, n < r < (n” + 4 - n)/2. 
Proof. We construct matrix D of desired rank p, recursively. Suppose 
we wish to decrease the rank of A by 1. We replace AnW1 by An--2 and 
construct A, as in the construction of A but with the above change. Now 
suppose we have C with r(C) = p + 1 which we have constructed. 
C = col(A, .*a A, , C,,, .*a C,), where C,,, is the last block to contribute 
to the rank of C. 
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By replacing the first row of CS+r which differs from the corresponding 
row of A, by that row of A, and continuing the construction process as 
for A, the rank is decreased by 1. For we have added exactly one more pair 
of rows asj and CS+l,j which are identical, in the linear combination 
Cj”=I asj = 2: Cs+l,j i thus this linear combination reduces to a combi- 
nation involving one less Cs+l,j . Of the remaining CS+l,j’s, the required 
number have already been shown to be linearly independent with respect 
to B, = col(A, ,..., A,). We now replace CS+2 ..+ C,-1 by C, and construct 
C, as from C,-, as in the construction of A. Hence r(D) = r(C) - 1 = p. 
Although the theorem and corollary do not completely answer the 
question of the existence of solutions of (1) of all possible rank n < r < 
(n2 + 1)/2, Theorem 6 and its corollary do yield a great improvement 
over the result of Knuth [2, p. 3871 (Theorem 3 above). 
For n = 5, 6 the maximum rank of A is 13 and 18, respectively, 
Theorem 6 therefore misses the maximum rank by 1 in both cases. 
Modification of the form for the matrix of Theorem 6 does not seem to 
lead to a canonical form which has rank [(n” t 1)/2]. 
However, a different approach does yield such a canonical form of 
rank [(n” + 1)/2]. In Theorem 7 an inductive argument is used to obtain 
an rz2 x n* solution of (1) with rank [(n” + 1)/2] from an (n - 1)” x (n - 1)2 
solution of (1) with rank [((n - 1)2 + 1)/2]. This is accomplished by 
bordering the smaller matrix. The gap between the upper limit of r given 
by Theorem 6 and [(n” $ 1)/2] is eliminated by altering the n2 x n2 
solution to obtain solutions of all possible ranks, much as in the proof of 
Theorem 6. 
Our induction can begin with n = 1. But, since there are only the trivial 
unique canonical forms for n = 1 and 2, we consider n = 3. Let 
> A, = 
10000 
01000 
A2 ____ 
10000 
00001 
0 
00 111 
01110 
100100001 
011010000 
000001110 
Then A, satisfies (1) and has rank 5. A, can be put in a canonical form by 
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placing row 5 between rows 2 and 3, and performing the corresponding 
column operation. Hence, 
A, = 
111000000 
000 111000 
000000 111 
I1 1000 000 
000110001 
000001110 
100010001 
011100000 
000001110 
We note that every solution of (1) can be put in this form, i.e., the first n 
rows as in A, and the first column of each block as in A,. 
INDUCTION HYPOTHESIS. For n 3 3 there exists an n2 x n2 solution A, 
of (1) with rank [(n” + 1)/2], which in the canonical form has: 
ForalZn:(a)rowkn+l =rowl,l <k<n,kodd. 
For n even: (b) row (n - 2)n + 1 has a one in the first column, the next 
one in column 2n - 2. 
(c) In the reduced echelon form A, does not have a row with first 
nonzero entry in the 2n - 2 column. 
Let 
whereB,isnxn, Ciisnxn+l, Disnfl xn2, Eisn+l in, 
Fisn+ 1 x n+ 1,and 
Bl = In , B2k=[‘; ... ;]T 
1 < k < 42, B2k+l = 
[ Zk . . . :I7 
THE EXISTENCE OF FINITE CENTRAL GROUPOIDS 227 
PzR the n - 1 x n - 1 permutation matrix associated with transposition 
(L-W, 1 d k < (n - 1)/2, 
0 
Cl = 0, . 3 
. . . 0 -1 i 
1 < j < n, B,,, = 
There are two cases for D, E, and F: 
(a) If n is even: row 1 of D has ones in the 1, (n - 1)n + 2,..., n2 
columns, rowjof D has ones in the (j - 1)n + l,..., jn columns, 1 <j < n, 
row n of D has ones in the 2,..., II and (n - 1)n + 1 columns, row n + 1 
of D has all zeros. 
(b) Zfn is odd: row j of D has ones in the (j - 1)n + l,..., jn columns, 
1 <j<n,rown+ 1 ofDisallzeros. 
10 ..* 0 
E= 
0: I- : 
;(-j a3 . 1 I 3 F= 
0 
0 ; 
0 
1 
0 
1 *.* 1 0 I. 
We now consider At,, , and rank A,,, . Block multiplication of A:,, 
immediately yields A:,, = J, if [DEF] A,,+r = J. But since each row of 
DEF differs from a preceding row of A,+1 in at most 2 pairs of columns 
and the corresponding rows for these 2 pairs are identical, DEFA,+l = J. 
Hence AZ,, = J. Since rank A, = [(n” + 1)/2], 
An B, G 
rank 
0 B,+I &+I 1 
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is [(n” + I)/21 + 2. For n odd, consider the difference of rows 2,..., n - 1 
and the corresponding rows of DEF. The reduced echelon form for DEF 
is then 
Hence 
1 -1 
0 
on--3xn2+1 
0 - 
1 
0 
LBYn-1 
-1 
1 -1 . 
rank A,,, = (n2 i 1)/2 + 2 + (n - 2) = (n + 1)2/2 = [((n + 1J2 + 1)/2]. 
For n even, the above argument for n odd still holds, but in addition 
row (M - 2)n + 1 minus row 1 of DEF has the first non-zero entry in 
column 2n - 1. Hence according to the induction hypothesis, 
rank A,+1 = 5 +2+n-2== (n + 1j2 i- 1 = (n + 1J2 + 1 
2 [ 2 I 
We need only show that A,+l, n + I even, satisfies the induction 
hypothesis when it is put in canonical form. Since the canonical form 
can be obtained by inserting columns l,..., n of col(B, ,..., B,+lD) between 
columns n, n + 1,2n, 2n + l,..., respectively, and performing the corre- 
sponding row operation, we consider row (n - I)(n + 1) + 1 of Anfl 
in canonical form ; this row has a one in the first column and the next one 
in the 2(n + 1) - 2 column. However, row (n - 3)(n + 1) + 1 has the 
second one in the 2(n + 1) - 4 column. Hence the echelon form for A,,, 
does not have a row with first non-zero entry in the 2(n + 1) - 2 column. 
Thus we have proved: 
THEOREM 7. For all positive integers n there exists an n2 x n2 matrix 
sf rank[(n2 + I)/21 which satisfies A2 = J. 
COROLLARY. For all n < r < (n2 + 1)/2, there exist n2 x n2 solutions 
A of A2 = J, with rank r. 
Pro@ For n odd we use the matrix A(o--l)+l constructed in the 
induction step for n - 1 even. Replacing DEF by the corresponding form 
for the construction of AnM1 , a matrix of rank 1 less than that of A, is 
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obtained. That is, DEF now contributes exactly n - 2 to the rank of the 
entire matrix. Using Theorem 2 we need only obtain solutions of all 
ranks r n2 + 4 - n 
2 
Gr< tn2+11 
2 - 
Since the rank of A, with DEF deleted is 
(n - 1)” + 1 - 
and 
n2 + 4 n (n - 1)2 + 1 n-2 _ 
2 ’ 2 2 =-Y 2 
we can complete the proof it we can decrease the rank of A,, one at a time 
at least (n - 2)/2 times. This can be done by altering E as follows: To 
decrease the rank by one, interchange columns 2 and 3 of E to obtain El , 
to decrease the rank again by one interchange co1 3 and 4 of El to obtain 
E, . This procedure can be repeated at least (n - 2)/2 times. Hence the 
proof is complete. 
Although Theorem 7 and the corollary do not give a complete solution 
to the problem of finding all solutions of (l), they do suggest that a possible 
approach would be to classify the set of solutions by rank. For example, 
for n2 x n2 solutions of rank IZ, there is the unique canonical form for the 
natural central groupoid [2, p. 3861. 
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