We present a method for synthesizing controllers to steer trajectories from an initial set to a target set on a finite time horizon. The proposed control synthesis problem is decomposed into two steps. The first step under-approximates the backward reachable set (BRS) from the target set, using level sets of storage functions. The storage function is constructed with an iterative algorithm to maximize the volume of the under-approximated BRS. The second step obtains a control law by solving a pointwise min-norm optimization problem using the pre-computed storage function. A closed-form solution of this min-norm optimization can be computed through the KKT conditions. This control synthesis framework is then extended to uncertain nonlinear systems with parametric uncertainties and L2 disturbances. The computation algorithm for all cases is derived using sum-of-squares (SOS) programming and the Sprocedure. The proposed method is applied to several examples, including robotic systems.
I. INTRODUCTION
The objective of this paper is to compute a set of initial conditions and to design controllers to bring all the trajectories starting within that set of initial conditions to a given target set on a finite-time horizon. Such set of initial conditions is called the under-approximated backward reachable set (BRS). We address the problem on finite-time horizons, since in practice many systems only undergo finitetime trajectories, e.g. robotics and space launch and re-entry vehicles.
Various approaches exist for reachability analysis, including Hamilton-Jacobi methods [13] , ellipsoid methods [9] and zonotope methods [1] . Recently, several ways of approximating the BRS using a sum-of-squares (SOS) relaxation have been proposed. A method for overbounding the BRS based on occupation measures is proposed in [16] and [12] , and the computation problem is posed as an infinite dimensional linear program, the finite dimensional approximation of which yields a polynomial control policy and an outer approximation of the largest achievable BRS. However, several Lagrange multipliers are omitted in the optimization formulation, which are of critical importance for achieving *This work was funded in part by the ONR grant N00014-18-1-2209. tight bounds. Consequently, the outer-approximation of the BRS loses tightness as the state dimension of systems grows, and the control policy is not guaranteed to bring the system to the given target set.
The approach proposed in [8] aims to synthesize control policies to expand the under-approximated infinite-time horizon region of attraction (ROA). In [10] , reference tracking controllers are designed to maximize the size of the set of states that are driven to a pre-defined target set. The approach in [11] is to compute a reference tracking controller by minimizing the size of the invariant funnel for the tracking error. An essential advantage of these papers is that, since control laws and storage functions are searched for at the same time, input saturation can be taken into account by adding additional multipliers in the constraints. However, the norm of control inputs is not minimized in their formulation.
The method presented in [18] expands the region of attraction certified by a local Control Lyapunov Function (CLF), and control laws are given by variants of the Sontag formula [17] , [4] . The method in [20] searches for global CLFs whose level sets have similar shapes to those of CLFs obtained from the LQR problem for linearized systems and obtains near optimal performance. The framework is extended to ensure robustness against bounded parameter uncertainties and L 2 disturbances. However, these two works all address problem on the infinite-time horizon, which might be conservative for finite-time trajectories. This paper presents methods to compute controllers and under-approximated BRSs for a given target set for nonlinear systems to reach on finite-time horizons. The goal is to maximize the volume of the under-approximated BRSs and to minimize the norm of control inputs. Dissipation inequalities and level sets of storage functions are used to characterize the under-approximated BRSs. The S-procedure [5] and SOS for polynomial non-negativity are used to derive the optimization problem for computing storage functions. An algorithm is proposed to decompose the optimization problem into tractable subproblems. Min-norm control laws are given as closed form solutions to quadratic programs (QP) based on the computed storage function, and are not restricted to be polynomial functions. This framework is extended to systems with with uncertain parameters and L 2 disturbances. In [2] , QPs are also used to compute min-norm control laws, but their storage functions are picked by hand. This paper is a continuation of the stability and reachability analysis methods for nonlinear systems in [22] [21] [19] , which compute reachable sets and regions of attraction for nonlinear systems with given control laws. In contrast, this paper aims to design controllers as well as underapproximate the BRS.
II. NOTATION
represents the set of polynomials in ξ with real coefficients. The subset
is the set of SOS polynomials in ξ. For η ∈ R, and continuous r : R n → R, Ω r η := {x ∈ R n : r(x) ≤ η}. For η ∈ R, and continuous g :
III. STORAGE FUNCTION SYNTHESIS
Consider a single-input, time-varying, nonlinear system with affine dependence on the control input u:
with x(t) ∈ R n , u(t) ∈ R, f : R × R n → R n , and g : R×R n → R n . Proposition 1 provides conditions on a storage function V and control input u to reach a desired target set. Proposition 1: Given system (1), initial time t 0 , terminal time T ≥ t 0 , γ ∈ R, and a target set
then there exists a control law u = k(t, x), such that any trajectory with initial condition x(t 0 ) ∈ Ω V t0,γ evolves to x(T ) ∈ X T , i.e. the final state is in the target set.
The set Ω V t0,γ is an under-approximation of the backward reachable set for the given target set and initial time. Proposition 1 follows from a simple dissipation argument. Inte-
2) then implies that x(T ) reaches the target set at time T .
If ∂V ∂x g(t, x) = 0 for some (t, x), then (A.1) is satisfied for u of proper sign and sufficiently large magnitude. On the other hand, if ∂V ∂x g(t, x) = 0 for some (t, x) then ∂V ∂t + ∂V ∂x f (t, x) ≤ 0 is required to satisfy (A.1). Based on this discussion, there exists a control input u such that (A.1) is feasible for a given storage function V , if and only if the following set containment constraint holds for all t ∈ [t 0 , T ]:
A. Local Analysis
If constraint (A.3) fails to hold for some points x, then we look for a "local" region that excludes those points. Here we use Ω V t,γ , the γ level set of storage function at time t, to quantify the local region, and we have the following local version of Proposition 1.
Theorem 1:
then there exists a control law u = k(t, x), such that
Thus Ω V t0,γ is the underapproximation of the backward reachable set for the given target set and initial time.
The proof of this theorem is the special case for that of Theorem 2, and is omitted.
To find such a function V using sum-of-squares programming, restrict f, g and V to polynomial functions. It is often possible to represent nonlinear system equations with polynomials upon changes of variables, Taylor's theorem and least squares regression [20] . To formulate the set containment constraints, define the polynomial function
We also assume that the target set X T is a semialgebraic set, X T := {x ∈ R n : r T (x) ≤ 0}, where r T is a polynomial function chosen by the analyst. Since a less conservative under-approximation is preferable, we want to find a storage function V with the volume of Ω V t0,γ being enlarged. Utilizing the S-procedure to obtain sufficient conditions for the set containment constraints in Theorem 1, and SOS relaxation for polynomial nonnegativity, we obtain the following optimization problem, with bilinear SOS constraints and a non-convex objective functions.
Optimization problem 1:
.., 4 and l are multipliers and the positive number ensures that s 4 (x) can't take the value of zero.
For bilinear SOS constraints (C.1) to (C.3), l(t, x) and ∂V ∂x , s 3 (t, x) and V (t, x) are two pairs of bilinear decision variables. To tackle this non-convex optimization problem, we decompose it into two subproblems to iteratively search between storage function V and multipliers s, l. 
2) V step: feasibility problem over decision variables V, s 1 , s 2 , s 4
. Remark 1: For the γ step, V 0 is the storage function computed from the V step of the previous iteration. Since s 3 and γ enter bilinearly, and γ is the objective function, then the γ step is a generalized SOS problem, which is proven in [15] to be quasiconvex. Thus, the global optimal solution can be computed by bisecting γ.
Remark 2:l,s 3 and γ * in the V step are obtained from the γ step. Similar to the algorithm proposed in [7] to find the region of attraction, this algorithm makes use of V 0 from the previous iteration as a shape function for enlarging the volume of Ω V t0,γ , rather than using a preset shape function. After the γ step, constraints of the γ step are active for V 0 . In the V step, a new feasible V is computed, which is the analytic center of the LMI constraints. Thus the V step feasibility problem pushes V away from the constraints, which give the next γ step more freedom to increase γ. The V step is a SOS problem, which is convex. Note that although global optima for the subproblems in the γ and V steps at each iteration can be achieved, the ultimate solution of this iterative algorithm is not necessarily the global optimal solution for optimization problem 1.
Remark 3: Since in many cases, we want to bring the system close to an equilibrium point, the target region is set as a neighborhood around it. Therefore, LQR controllers designed for linearization of dynamics about equilibrium points can be used to compute storage functions, which can be used to initialize V 0 .
B. Multi-input Case
In this section, the framework in the previous sections is extended to multi-input systems. Assume that there are m inputs u ∈ R m , and accordingly g : R × R n → R n×m . Denote g = [g 1 , g 2 , ..., g m ], where g i is the i th column of g; denote u = [u 1 , u 2 , ..., u m ] T and write the multi-input system asẋ
The constraint (B.1) is modified to be, for all t ∈ [t 0 , T ],
Applying the S-procedure to (D.1), we have its corresponding SOS constraint
By replacing (C.2) with (D.2), and keeping other constraints to be the same, we obtain an optimization problem for multiinput systems. Instead of only searching over l, we now search over polynomials l i , i = 1, ..., m.
IV. MIN-NORM CONTROL SYNTHESIS
With the storage function V computed from optimization problem 1, we want to find a control law k : [t 0 , T ] × R n → R m , such that the dissipation inequality in (A.1) holds for all x ∈ Ω V t,γ and t ∈ [t 0 , T ]. Also, to avoid excessive control magnitudes, we want the norm of u to be minimized. Similar to the idea in [6] , the control input u is determined by solving the following quadratic program (QP),
Since the QP (3) satisfies Slater's condition, its closed form solution can be obtained by solving the KKT condition, which yields the optimal control law
where
Remark 4: The constraint (B.1): a(t, x) = 0 implies b(t, x) ≤ 0, ensures that if b(t, x) > 0, we have a(t, x) = 0. Therefore, there is no singularity in the control law due to division by a(t, x)a(t, x) T . However, discontinuity in the control law might be possible at the points (t, x), where b(t, x) = 0 and a(t, x) = 0. To deal with discontinuity, we can use a strict version of constraint (B.1): a(t, x) = 0 implies b(t, x) < 0, for all x ∈ Ω V t,γ \x, for all t ∈ [t 0 , T ] and a(t,x) = 0 implies b(t,x) ≤ 0 for all t ∈ [t 0 , T ] , wherex can be the origin or some equilibrium point for the system. Then discontinuity can only happen at the pointx, and continuity of the control law atx can be established using an analog of the small control property from [17] .
V. MODIFICATIONS FOR SYSTEMS WITH BOUNDED UNCERTAINTIES For brevity of notation, we still consider single-input systems, but with uncertain parameters δ,
with
where N is assumed known. Slightly modifying constraint (B.1), we have the dissipation inequality constraint for the uncertain system: for all
To simplify the analysis, assume also that the set ∆ is a bounded polytope, and define the set of vertices of ∆, E ∆ := {δ [1] , δ [2] , ..., δ [Nvertex] }, where N vertex is the number of vertices. Since δ enters the system linearly, and it lies in a bounded polytope, if we impose constraint (E.1) to hold on E ∆ , then it holds everywhere on ∆. Then constraint (E.1) can be transformed into a number of N vertex constraints, for all t ∈ [t 0 , T ], i = 1, ..., N vertex ,
Note that constraint (E.2) doesn't introduce δ as a new variable, which helps to reduce computation time.
A. Control Synthesis with Bounded Uncertainties
Similar to the QP (3), we have the min-norm QP for the uncertain system
Define a(t, x) :
Then the QP (7) can be rewritten as
which is equivalent to
The control law is given by
VI. MODIFICATIONS FOR SYSTEMS WITH L 2 DISTURBANCES Consider a disturbed system with disturbances w entering linearlyẋ
Theorem 2: Given system (11), initial time t 0 , terminal time T ≥ t 0 , a target set X T ⊂ R n , γ ∈ R, and disturbances w satisfying
then there exists a control law u = k(t, x), such that x(T ) ∈ X T , for all x(t 0 ) ∈ Ω V t0,γ . Proof: For all x(t 0 ) ∈ Ω V t0,γ , we have V (t 0 , x(t 0 )) ≤ γ. It follows from (F.1) that there always exists a control input u such that for all (t, w) ∈ [t 0 , T ] × R w ,
Integrating the dissipation inequality in (12) , yields
T,γ+R 2 ⊆ X T . In Theorem 2, the function q describes how fast the energy of disturbances releases. If q is not known beforehand, (F.1) is relaxed to be: for all (t, w)
which can be more restrictive for V , since the dissipation inequality is required to hold on a larger set of x.
If, in addition to the L 2 bound above, we have a L ∞ constraint for w : w(t) T w(t) ≤ α, for all t ∈ [t 0 , T ]. Constraint (F.1) in Theorem 2 is modified to hold for all (t, w) ∈ [t 0 , T ] × w ∈ R w w T w ≤ α , and its corresponding SOS constraint is
where s a (t,
A. Control Synthesis for Disturbed Systems Similar to the QP (3), the following QP gives a min-norm control input for the disturbed system, assuming the value of w is not accessible
For brevity of notation, define c(t, x) :=
x)u). The constraint in QP (14) can then be restated as
Solving it with the KKT condition, we have
Substituting w * into optimization problem (14) , we get two QPs for two cases. The formula of control law for disturbed systems is the solution to QPs, and it is the same as equation (4), whereas a(t, x) and b(t, x) are
VII. CONTROL SYNTHESIS FOR DISTURBED SYSTEMS WITH BOUNDED UNCERTAINTIES Consider a system with both parametric uncertainties δ and disturbances ẇ
Again, we assume that δ(t) lies in the bounded polytope ∆, and slightly modifying constraint (F.1), we get the dissipation inequality for system (17) , for all (t, w)
After a storage function V is obtained, the control input is computed through the following QP
Define e i (t, x) := ∂V (t,x) ∂x g δ (t, x)δ [i] and e max := max{e 1 , ..., e Nvertex }. The constraint in QP (18) can be restated as
Notice that constraints (15) and (19) has the same optimal solution w * . Substituting w * back into constraint (19) , we have two QPs. The formula of control law is the solution to QPs, and it is the same as equation (4), whereas a(t, x) and b(t, x) are
VIII. EXAMPLES
A workstation with a 2.7 [GHz] Intel Core i5 64 bit processor and 8[GB] of RAM was used for performing all computations in the following examples. The SOS optimization problem is formulated and translated into SDP using the sum-of-square module in SOSOPT [14] on MATLAB, and solved by the SDP solver Mosek [3] . Table I shows the degree of polynomials we chose, and the computation time it took for each example. 
A. Uncertain Two-State Example
Consider the following uncertain system from [8] , where a parametric uncertainty δ enters the system linearlẏ
with the prior knowledge that δ(t) ∈ ∆ := [−1.1, 1.2]. Take the time horizon [t 0 , T ] = [0, 1 sec], and the target set X T = {x ∈ R 2 |x T diag(1/0.6 2 , 1/0.6 2 )x − 1 ≤ 0}, which is shown with the blue circle in Figure 1 . Ω V t0,γ for the uncertain system is shown with the gray dashed curve in Figure 1 , and the black solid curve represents Ω V t0,γ for the system with δ set to be 1, i.e. for the system without uncertainty. The three trajectories are simulations of system (20) , with the control law defined by equations (8)(10) and uncertain parameter δ(t) drawn from the uniform distribution on [−1.1, 1.2] at each time step. 
B. Cart-pole Example
The polynomial dynamics for the cart-pole is from [20] , 
, where x 1 to x 4 represent d: distance of the cart from the origin, θ: angle of the pole from the vertical position, v: speed of the cart,θ: angular velocity of the pole, respectively. The control input u is the horizontal force applied to the cart. Polynomial dynamics are obtained by approximating the system using least squares for
. The time horizon is [0, 1 sec] and the target set is
The sets shown on the left side of Figure 2 are plotted with θ andθ set to 0. The sets shown on the right side are plotted with d and v set to 0.
One simulation result is shown in Figure 3 , with the initial condition [0.148, −0.2088, −0.1242, 0.9301] T , under the controller given by (5) (4). Consider the pendubot polynomial dynamics Here x 1 and x 3 represent θ 1 and θ 2 , which are angular positions of the first link and the second link (relative to the first link), respectively, and x 2 and x 4 areθ 1 andθ 2 , which are angular velocities of the first and second link respectively. Input u is the torque applied at the joint of first link and ground. The pendubot system is disturbed by a L 2 disturbance w satisfying w 2,T ≤ R = 0.015 rad. In addition, we have apriori knowledge that t 0 w T (τ )w(τ )dτ ≤ R 2 q(t) = R 2 t 2 /T 2 , and w(t) 2 ≤ 0.0212 rad, for all t ∈ [0, 1 sec].
Take the time horizon [0, 1 sec] and X T = {x ∈ R 4 |x T diag(1/0.1 2 , 1/0.35 2 , 1/0.1 2 , 1/0.35 2 )x − 1 ≤ 0}. Sets shown on the left side of Figure 4 are plotted withθ 1 andθ 2 set to 0. Sets shown on the right side of Figure 4 are plotted with θ 1 and θ 2 set to 0. T η(t) is shown in Figure 5 , where η(t) is the value drawn from the uniform distribution on the interval (0, 1) at each time step. 
