The year 2012 marks the twenty-fifth anniversary of BA framework for information systems architecture,[ written by John Zachman and published in the IBM Systems Journal. The first part of this paper reviews the Zachman and similar frameworks and concludes that there are a number of limitations in the framework approach when applied to today's technology environment and business problems. These include the inability of the problem owner to properly describe a solution, the partitioning approach, and the decision-making processes in the context of uncertainty and change. The second part of this paper analyzes today's problems and allocates them to one of three classifications: tame, complex, and wicked, depending on the degree of certainty and stability of knowledge and decisions in both the problem and the solution domains. The final part outlines an approach to problem-solving and architecture development using techniques borrowed from cybernetics and control theory. It proposes that partitioning should be determined by the nature of the problem and potential solutions; that feedback loops should be implemented in order to control the process; that the architect should work across the business problem and solution spaces; and that decisions should be related to business value.
Introduction
In 1987 the IBM Systems Journal published BA framework for information systems architecture[ by John Zachman [1] . This was the first attempt at developing a structured approach to what has become known as enterprise architecture. Structured analysis to underpin software had been developed earlier, but John Zachman and others working at IBM on large-scale technology problems recognized that there is more to a system than just the software.
In this the twenty-fifth anniversary year of the publication of the Zachman framework, it is worth examining the changes in technology and systems that have occurred in that period and assessing the usefulness of the Zachman approach in light of current business problems, technologies, and systems. The Zachman framework was, at the time, a major step forward in understanding business information systems and provided an analytic basis for subsequent system development. The idea of architectural frameworks has been developed over intervening years and is now considered an essential part of the architecture and system development disciplines. The Zachman framework has been extended [2] , and a number of other frameworks have been developed [3] [4] [5] . These have been reviewed and compared elsewhere [6] [7] [8] .
This paper examines the Zachman and other frameworks in the context of decision-making in an environment of uncertainty and assesses their suitability for use in today's technology and business environment. A more dynamic and problem-oriented approach to architecture and system development, referred to as a problem-oriented system architecture (POSA), is proposed, one that leans heavily on concepts and techniques from cybernetics and control theory. framework is used for organizing, creating, and managing architectural assets to support the understanding and development of business information systems. In developing the framework, Zachman analyzed existing disciplines in order to determine ways in which to create structure and proposed his framework within which analysis and system specification can be organized:
BIn searching for an objective, independent basis upon which to develop a framework for information systems architecture, it seems only logical to look to the field of classical architecture itself. In so doing, it is possible to learn from the thousand or so years of experience that have been accumulated in that field. Definition of the deliverables, i.e., the work product, of a classical architect can lead to the specification of analogous information systems architectural products and, in so doing, can help to classify our concepts and specifications[ [1] .
This idea of learning from other disciplines is the first of a number of themes John Zachman developed in his framework.
The second is that a system will look different when viewed from different viewpoints and when developing architectural representations. The Zachman framework arranges these architectural representations into a matrix of perspectives and descriptions. Perspectives were defined in the original paper as the owner, the designer, and the builder. The descriptions specified were answers to the what, how, and where questions. Later versions also included who, when, and why.
The third theme is that Bthe architect's drawings are a transcription of the owner's perceptual requirements[ [1] . In other words, the role of the architect in populating architecture assets is to work with the system owner, who Bhas in mind a product that will serve some purpose[ [1] and who provides the requirements and makes decisions regarding changing or adding to the set of requirements.
The technology available to developers of business systems in 1987 was relatively limited. The user devices had little variabilityVmostly block-mode 3270-style terminals or personal computers before the days of graphical user interfaces and widespread networking. The Internet had not become ubiquitous, and technology was owned by the enterprise that also owned the business processes. Technology choices and hence decisions were limited; network parameters were mostly about location.
At that time, the information and communications technology (ICT) environment was relatively static. Initially, the Zachman framework was applied to large mainframes, which either came with or had limited choices as to databases and programming languages. The technology was based on architectures provided by a single vendor, so there was little opportunity to make technological or network decisions. Many of the business systems were implemented as batch processing.
Problems were internal to the business, and technology solutions were for the most part used only by employees of the business, to support that business. There was little or no external electronic communications, systems were tightly tied to predefined business processes, and most of the information was highly structured.
Business processes did not change very quickly. As Zachman said in BZachman on the framework[ [9] , BIt is my opinion that if you define the primitives relative to the Enterprise, they likely do not change appreciably as long as you stay in the same business.[
In the years since 1987, other frameworks have been developed. Some are enterprise architecture frameworks [The Open Group Architecture Framework (TOGAF**), Federal Enterprise Architecture Framework (FEAF)], and others are aimed at system development (DoDAF). Details of these frameworks are available elsewhere [3] [4] [5] , along with a number of comparisons [6] [7] [8] .
Analysis of frameworks
Analysis and experience show that there are a number of limitations in the framework approach to architecture and system development today. These are outlined in the following sections.
Problem formulation
In the framework approach, solving the problem is deemed to be the responsibility of the business system owner. Although the framework architect works with the system owner, it is in order to identify solution requirements, not to question whether the problem has been formulated or solved appropriately.
Frameworks rely on the business system owner being able to define the requirements of the solution. The assumptions behind this technique are highly questionable. Edward Yourdon, in Rise and Resurrection of the American Programmer in 1997 [10] , observed that it is not possible to identify user requirements completely and accurately. Users rarely know what they want and are even less able to articulate it. Even if they can, the requirements are highly likely to change during the conduct of the project. The only things that have changed since Edward Yourdon made these observations are that the business and technology environments are far more complex, uncertain, and changeable, the consequence being that it has become even more difficult for users to solve their problems and then identify and communicate requirements. This lesson has not been learned by the architecture and system development communities.
Partitioning A feature of the framework approach is that the architecture space for understanding the requirements and developing a solution is partitioned. This is an aid to analysis and specification of the solution; however, there are a number of dangers.
There is no reason why partitioning in the problem domain should be the same as that in the solution domain. Different understandings are required and are for different purposes. It is also possible that different parts of an organization might require different types of partitioning. An enterprise such as the Department of Defense has a wide range of organizational units, each with significantly different business problems and constraints on their solutions.
Likewise, a service delivery area of government, with its need for transaction-based systems, potentially has different business problems from those of regulatory or policy departments, which are mainly information-based. If the optimal solution is a product from a vendor, then it is possible that the architecture within that product is irrelevant or could be incompatible with the partitioning developed by the system architect. In addition, a services-oriented architecture or cloud technology approach might cause problems when related to a partitioning style imposed by a rigid framework.
A further disadvantage of partitioning is that most nonfunctional aspects of a system work across the whole system. These aspects include security, performance, availability, resilience, business continuity, and backup. Some of these can be very difficult in a nonstop, distributed system, and special attention must be paid to them in the early phases of the system architecture development.
The Zachman framework explicitly excludes these issues, and so do most of the other frameworks. Partitioning, and allocating aspects of architecture and system development to different teams based on this partitioning could result in nonfunctional requirements not being met for the whole system. Roger Sessions, in BA Better Path to Enterprise Architectures[ [11] , recognizes the problems of partitioning in a sequential approach. Sessions proposes a partitioned-iteration technique, which is based on dividing the total system into smaller subsystems and building each one in turn. This may work for some simple problems and solutions; however, it is still based on requirements not the problem. It does not address the weaknesses of partitioning. It simply moves them to different phases of the development, that is, to the implementation and integration stages. There is a real danger that decisions made during the development of one subsystem may not be valid or appropriate for another subsystem, either at the time they are made or at the time subsequent subsystems are developed.
Decision-making, uncertainty, and change
The typical framework approach is to analyze the current environment, develop a target architecture, and then initiate projects to close the gap. This presupposes that a stable long-term target architecture can be developed, in light of knowledge gained during requirements analysis. It also assumes that the target architecture will remain stable over time and as the system development process proceeds. These are dangerous assumptions.
Decision-making in the architecture and early system development process usually occurs in an environment of uncertainty and/or lack of knowledge. Most of the frameworks assume that there is a sequential process of requirement identification permitting more detailed decisions to be made as the project progresses. However, the sequential nature of the framework approach does not easily accommodate uncertainty and change. Disturbances in the environment and in the problem space are not explicitly accommodated in any of the frameworks.
Consequential problems
The framework approach is solution-oriented. The requirements are specified, and a solution is developed. However, all solutions either change the problem space or create problems of their own. By definition, a solution solves a problem, which is an intended change in the problem space. What is not recognized in the framework approach is that any solution will create new, consequential problems. Some might be serious enough to have an impact on the value of solving the problem, whereas others might change the nature of the problem. These problems are not identified as part of the framework process and so are not resolved.
The value of architecture
In the framework approach, especially those concerned with enterprise architecture, it is claimed that there are benefits and advantages that accrue from developing an architecture. However, these benefits may or may not have value to a particular business. In order to assess a particular benefit, it is necessary to identify whether it is of value to that enterprise. A business operating in a highly competitive consumer environment might value flexibility and time to market very highly and a long-term roadmap far less so. A government department may decide that, for it, the reverse is more appropriate, because it is interested more in stability and certainty than speed of system development. An organization that has information systems that support a major sporting event such as the Olympics sets high priorities for performance, reliability, and availability, and these are probably only for the duration of the event. It puts a lower value on flexibility, maintainability, and other longer-term factors.
In general, an architecture initiative can best be justified to the business not in terms of benefits, but in terms of the value of the business problems it will solve or be instrumental in solving. Conversely, if an architecture initiative does not solve at least one business problem, the question BWhat is the value of applying resources to it?[ needs to be asked. The business value of a solution exists in the problem it solves.
Where are we now?
The limitations in the framework approach are compounded by the nature of the technology available to businesses today and the types of business problems to which technology is now being applied.
Technology today
Technology has become pervasive and changes rapidly, even at levels that can affect fundamental characteristics of systems. Effective bandwidths and capabilities change, sometimes in contradictory ways. For example, the spread of small mobile devices has meant that the user's viewable area is restricted and network connectivity can be limited and sometimes unreliable. These have a negative impact on end-to-end system performance. At the same time, wide-screen, high-definition television and high-speed broadband Internet access have become widely available. This has opened up the potential for a whole new range of applications and business opportunities. The system requirements for each of these situations are different but may both need to be accommodated.
Systems today are characterized by a large number of unknowns and uncertainties, a lack of control over many of the users, and complex interactions with other systems. Many applications involve the general public, whose behavior can be unpredictable and who often have irrational likes and dislikes. Technology is more complex. Systems are more complex. Problems are becoming more difficult to solve. There is more uncertainty, there are more complex relationships, and generally change occurs more rapidly.
Business today
The environments in which organizations operate today are often more uncertain, even hostile, as enterprises actively compete with one another. Today's businesses are tightly integrated into a larger context. Communications external to the enterprise are the norm. Most, if not all, large businesses cannot exist without their information systems. Changes in technology are driving major changes in the business and business processes. They are enabling different business models, changing the way existing businesses operate, and introducing new types of business. Many businesses have extensive presence on the Internet, and many businesses exist only in virtual space.
New business models are being developed, both in terms of what they do and how they do it. The publishing industry provides a rich set of examples of change. Physical book sellers have been affected by new technologies. Amazon now sells books online. It has no customer-facing facility, only a warehouse and delivery capabilities; deliveries come in bulk, and go out in smaller lots. In addition, many books do not exist in physical form. They exist as e-books and are read by users with a variety of electronic devices.
All of these changes and threats to the old book seller's business are the result of new and innovative information systems. Information systems have changed the way the old industry works while enabling a new industry with little in common with the old business.
Problem-oriented system architecture
BSuccessful problem solving requires finding the right solution to the right problem. We fail more often because we solve the wrong problem than because we get the wrong solution to the right problem[ [12] . The problem-oriented system architecture is an attempt to correct this failure when applied to architecture and system development.
The nature of system architecture I believe that the development of system architecture is a technical art, not a methodology. Methods and frameworks may help organize and communicate the thoughts and decisions developed through the architecture process, but they are neither necessary nor sufficient to achieve an optimal outcome.
I believe that the system architecture discipline has not kept pace with changes in technology and business over the past 25 years. The techniques based on identification of requirements, decomposition into independent areas, the specification of static, target architectures, and sequential development processes are not able to cope with rapid change and tight relationships between business and technology. There are whole classes of new business problems that the framework approach cannot cope with. The POSA outlined in this paper attempts to address the limitations in the framework approach identified earlier.
Underpinning the POSA is the concept of an architect being the bridge between a business problem and its solution. The architect must be able to understand the problem and assist in the development of potential solutions. It is unlikely that the architect will know enough or have authority unilaterally to make decisions in either domain. As such, the role of the architect is that of a translator between domains and a facilitator of decision making. The key role of a POSA architect is to operate in multiple domains, acting as a domain translator between the businesses problem and the solution, and facilitator for problem solving. The architect also needs to look outside the problem-solution space in order to identify potential disturbances that may affect the development project.
The problem-oriented system architecture approach POSA learns and borrows from cybernetics and control theory, disciplines that facilitate the understanding and control of dynamic processes [13, 14] . Some work has been done recently by Terry Hill of NASA to apply control theory to project management [15] . The POSA is a similar attempt to apply the control theory to architecture and system development. It should be noted that most of NASA's problems are engineering centric and fall into the complex class defined below. The problem is usually well defined, but what is not clear is the nature of the solution and how it is developed.
Much can also be learned from nonlinear, self-organizing, complex, adaptive systems; however, such lessons are beyond the scope of this article. This paper concentrates on the use of proper partitioning, feedback, predictive control systems, and optimization of outcome against potentially changing objective functions. POSA treats architecture and system development as a dynamic process that has as its desired outcome a solution to a problem that, when solved, is of value to the business. The solution may be implemented as a strategy and/or architecture, within which further development can occur, or as a specific system.
POSA is an iterative process of identify goal, formulate problem, predict one or more solutions, measure solutions against problem, measure problem against goal. The iterations either stop or become less frequent when an optimal solution has been selected and moves into implementation. The iterations need to continue to ensure that subsequent decisions do not change the solution or to ensure that the goal or problem has not changed, requiring modifications to the solution. The iterations move through various phases, recognizing that the basis on which previous decisions were made may change. At some point it might be acceptable to assume that the problem has been identified and remains constant. At another point, the assumption that the requirements will remain stable and constant could be safely made. In order to reduce risk, however, it is necessary to check that these assumptions are valid. The architect needs to control the POSA process, the system cannot control itself.
Classes of problems and solutions
The first task facing the architect is to determine the best approach to solving a business problem. This requires understanding the nature of, and relationship between, the business goal, the business problem, and potential solutions. I allocate the business problems facing enterprise and system architects to one of three classes: tame, complex, and wicked. The classes are defined according to the degree of knowledge and certainty in the problem and solution domains. This is not a new classification scheme, it was developed by Nancy Roberts [16] in 2000 in the context of problem solving in the public sector.
Tame problemsVThe characteristics of a tame problem are that the problem is well understood and the solution is well defined. The solution to a tame problem does not significantly disturb the solution space. It must be possible for the problem to be analyzed and understood and for a set of criteria to be established in order to identify and define when it is solved. In addition, when implemented, the solution should not create additional problems that diminish the value of solving the original problem.
A sequential methodology can be applied in the development of a solution to a tame problem in the knowledge that over time, progress can be made without the need for re-work. Decomposition of the solution development should be possible without the risk of introducing unknown, critical, or unmanageable dependencies.
Complex problemsVThe characteristics of a complex problem are that the problem is well understood, but the solution is unclear or uncertain. The solution itself will probably have a significant impact on aspects of the solution space. The problem can be analyzed and understood and a set of criteria can be established in order to identify and define when it is solved.
Although it is clear what the solution to a complex problem must do and the criteria against which it is to be measured are specified, it is not known what the solution should be, how it can be implemented, and what the consequences of implementing the solution will be. In addition, there may be requirements of the solution to a complex problem that are not derivable from analysis of the problem but that arise because of the solution itself. This is a common situation in information systems where solving the problem requires particular application functionality. However, the application needs to run in a technology environment that supports nonfunctional requirements such as availability and performance. The environment required to support nonfunctional requirements both enables and constrains application functionality. It also has key relationships with other areas such as cost and ongoing support and maintenance. Other examples include when the solution needs to be integrated into an existing environment, when new technology is being utilized, and when the project team has not encountered this type of problem or solution previously.
It may also be that although the problem criteria are clearly stated, some of the requirements may be mutually exclusive. One solution might be small, inexpensive, and quick to implement, whereas another one might be large, complex, expensive, and time consuming to implement; however, a large, complex, inexpensive, and quick-to-implement solution is unlikely to be achievable.
Wicked problemsVThe characteristics of a wicked problem are that the problem is unclear, the solution is B. ROBERTSON-DUNN 10 : 5 unclear, and the solution has an impact on the problem itself. The solution significantly disturbs the problem space.
The term Bwicked[ problem was originally coined by Horst Rittel [17] in the context of a general theory of planning and was applied to problems that had a high degree of social complexity.
A wicked problem is difficult to model and understand. Entities and concepts can be difficult to define and their relationships may be unclear or change radically as events occur or over time. Selecting the best way to approach the problem becomes a problem itself. A significant challenge in trying to solve a wicked problem is that it is difficult to confirm that a proposed solution will fully or adequately solve a wicked problem. In addition, what compounds the situation is that when a particular solution is considered or implemented, the problem itself can change.
There are usually many consequences to implementing a solution. Managing these consequences can lead to new wicked problems. Sometimes the solution appears to be simple, but the wickedness lies in the difficulty of implementation. A wicked problem cannot be partitioned for analysis, a problem cannot be disconnected from its potential solutions, and the solution cannot be partitioned for implementation without major risks to implementation and nature of the problem.
In the context of information systems, it is useful to assume that if there are a significant number or variety of users and/or stakeholders, especially outside the direct control of the business, then the behavior of those users may change in ways that have an impact on the problem and hence the solution options. This, alone, is sufficient to make the problem wicked.
Classifying a specific problem
The classification of a problem into one of the three classes is dependent not only on the problem itself, but also on the skills, competencies, and experiences of the people solving the problem. Incompetent or inexperienced practitioners can turn what should be a tame problem into a wicked problem.
Every problem should be considered, at least initially, as unique. Even though the problem and solution look the same as others experienced in the past, there will always be differences. The circumstances and context could be different, and the team delivering the architecture and system development is unlikely to be exactly the same; even if it is the same team, it will be a new experience.
Applying principles of cybernetics and control theory
Partitioning A major feature of cybernetics and control theory is modeling to understand problems and to develop solution options.
Partitioning is a process by which different aspects of a problem can be modeled from a variety of perspectives. Understanding a complex or wicked problem cannot be done by looking at its constituent parts. The consequences of inter-relationships and emergent behaviors are only visible when viewing the problem as a whole.
Cybernetics and control theory recognize that complexity and wickedness arise because of their nonlinear characteristics and that nonlinear systems cannot be understood by simplifying, by partitioning, or by any other mechanism without destroying the relationship between the understanding and the reality of the problem. The concept of Btaming[ a wicked problem is fatally flawed. Partitioning a solution into subsystems may help system development, but unless the solution is recombined and its behavior measured as a whole, there is no guarantee that the total system will work when finally implemented.
A system architecture is a set of partitioned models. Control theory would suggest that the approach to partitioning and modeling be tailored to meet the needs of the problem and solution. Unlike the framework approach, which predefines the models, POSA proposes that a degree of analysis of the problem and potential solutions be undertaken before decisions about partitioning and modeling are made. This is because the modeling approach can impose severe restrictions on subsequent phases of the architecture and development processes. Different partitioning and modeling approaches may be appropriate for the problem domain and the solution domain.
It is advisable to first understand the relationships and interdependencies that are created when partitioning a particular problem and then manage the difficulties created by this process. For example, a small user device imposes restrictions on the user interface, which can have an impact on the behavior of the application and the data flows between the different components of the system. This understanding of relationships should be the role of the architect, empowered by the techniques of feedback and comparisons.
Feedback POSA makes significant use of the principle of negative feedback. This is a technique that compares the input to a process with the output of that process. Corrective action is taken if there is a discrepancy. This is a very powerful controlling technique and is used in many control systems. By treating strategy, architecture, and development activities as a dynamic process and applying feedback techniques to that process, there is an increased likelihood that an optimal outcome will be achieved.
In order to establish an effective feedback loop, there are a number of issues that need to be addressed. In order to properly connect the problem space with the architecture and system development process, it is essential that the problem itself be part of the feedback loop. The primary reason being that, in the POSA, the problem is considered a dependent variable. What actually matters is the goal that the business is trying to achieve and the value derived from the problem being solved. The problem is dependent on the business goal. Bringing the problem into the feedback loop has a number of effects. First, the business goals associated with the problem are subject to analysis and scrutiny. In other words, the problem itself is questioned to ensure that its solution still achieves the business goals. Second, the behavior of the predicted solution is compared with the problem, not the requirements. This means that external disturbances, consequential problems, and uncertainty and change will automatically be addressed as part of the process. If the predicted solution does not solve the problem and solving the problem does not meet the goals, some form of corrective action will be taken.
Simple problems do not need advanced feedback; the process can be considered an open loop, with a degree of project monitoring. Feedback in the case of complex and wicked problems needs to be more advanced. The difference between a complex and a wicked problem lies in certainties and relationships in the problem space. The feedback loop around a wicked problem needs to have strong links to all the stakeholders in both the problem and the solution space. A complex problem probably has fewer stakeholders in the problem domain.
The problem-solving and solution development process gradually increases its scope as a project advances. Initially, it generates solutions options; the feedback process converges on a preferred, predicted solution that is followed by design and construction. The feedback process continues to operate, concentrating on ensuring that subsequent decision making continues to lead to a solution that solves the problem.
Comparisons
It is a fundament tenet of control theory that if something cannot be measured, it cannot be controlled. Measurement can take one of two forms, counting or comparison. In the context of system architecture, what needs to be measured is the solution with respect to the problem that needs to be solved. In a project that is based upon the framework approach, measurements are usually only of the counting type, those of time and cost. If the solution is ever measured, it is usually compared with requirements, not with the business goals or the problem that needs solving.
However, in architecture and system development, measurements and comparisons are not easy. In industrial control systems, the output can usually be compared in some direct way with the input signal. In the case of architecture and system development, the output at any one time is not the intended solution but a representation of the solution. In fact any architecture or design artifact is best considered to be a prediction or estimate.
Unfortunately, a predicted solution cannot be directly compared with a problem. The problem and its solution are different things. It is necessary, therefore, to translate from the solution domain back into the problem domain. Part of this translation back into the problem domain should include a recombination of the components that have been introduced because of partitioning into a complete system. Another is to identify the behavior of the predicted solution. These activities are defined as Bdomain translation[ and are a major role of the architect. All these concepts are integrated into the POSA, which is shown in Figure 1 .
Case studies
In 2008, Sir Peter Gershon conducted a review of Australian Government Information and Communication Technology (ICT) [18] . As part of that review, he recommended that the Australian Government Information Office (AGIMO) develop a whole government data center strategy and predicted that costs of about $AUD1 billion over a period of 15 years could be avoided. Subsequently, AGIMO initiated a project to develop a data center strategy. I joined the project team in July 2009 as lead IT architect and strategist.
It was determined that the goal of cost avoidance of $AUD1 billion over 15 years could best be achieved by answering the question BWhat can AGIMO do, at the whole of government level, that agencies cannot do themselves?[ This statement became the problem to be addressed by the strategy.
The problem was identified very early on as a wicked problem. There were multiple stakeholders who were likely to exhibit unpredictable behaviors. Most of the government agency stakeholders had different objectives and concerns from those of AGIMO, a central agency. Knowing whether a particular solution would solve the problem was also uncertain. The scope of the problem included all of the federal government's data centers and the systems they hosted. This strategy phase addressed the structure and relationships of the complete set of data centers. Subsequent phases addressed issues of the systems within data centers.
Over time, all the principles of the POSA were applied to the strategy development. After an initial analysis, the problem was partitioned into data center demand from government agencies, data center supply, data center technology, and potential solutions. The solution space included procurement issues, migration of agency systems, and a range of potential technical and commercial initiatives.
A decision-making forum was created comprising representatives from various agencies who could assign business value to the various aspects of the problem being solved. My role as enterprise architect was to lead the development of potential architectures and solutions, identify consequential problems, analyze the solutions, and translate them into forms that facilitated comparisons against each other and against the problem.
One of the difficulties the project team faced was in measuring the existing data center environment and its key characteristics. This was recognized during the strategy development and became a significant component of the final strategy. Over time, agencies will be required to report on an increasingly more comprehensive set of parameters.
The strategy was accepted by the Australian Government on March 22, 2010 [19] , and a project was initiated to implement the strategy. The initial achievements were focused on coordinated procurement of data center facilities and data center migration capabilities [20] . In July 2011, AGIMO commenced the implementation of another phase of the strategy that is aimed at optimizing the technology that is housed in government data centers [21] . I am currently the lead IT architect on this project, which will, in part, achieve its goals through standardizing and consolidating ICT services by use of cloud services and associated technologies.
This development phase of the strategy was structured differently from the strategy itself; however, it also follows the approach of the POSA. My role in this phase is ongoing and is similar to that of the strategy development. The partitioning in this phase is driven by the need to comply with government procurement rules while also promoting competition in the Australian ICT marketplace and assisting government agencies to achieve value for money in the shortest time possible. The domain translation aspect is much more closely allied to technology and architecture than in the strategy development.
It should be noted that many of the activities undertaken in these projects were no different from those using any other approach. What was different from a requirements-driven approach was the role of the architect, supported by the structure of the project, the nature of the feedback, and the high priority given to understanding the problem, all of which are fundamental aspects of the POSA.
Conclusion
This paper has described an approach that integrates problem-solving and solution development such that the whole process is explicitly aimed at the business and the problems that need to be addressed. Architecture and system development disciplines have not kept pace with the range of problems facing businesses and government today. Technology is more complex and capabilities change at a far more rapid pace than in the past. The relationships between business, business systems, and technology are more pervasive than ever.
Business problem owners generally do not have the training, skills, or experience in solving complex or wicked problems. Their perceptions of solutions, as specified through requirements, only partially describe a solution and how it is to be assessed. They do not describe their problem; at Figure 1 The problem-oriented system architecture. best, they describe symptoms. User-specified requirements are an unreliable place to start when developing today's business systems.
This approach has been termed problem-oriented system architecture because it moves away from the requirements/solution approach embedded in traditional frameworks to a wider scope of business value, business problems, solutions, and the problems that arise when implementing these solutions.
The problem-oriented approach is not directed at any particular architecture domain, such as system architecture or enterprise architecture. The POSA is fundamentally a problem-solving process underpinned by control theory, one that can be adopted for all types and scopes of business problems and architecture development.
The concepts and ideas of a POSA presented in this paper need to be more fully developed into a wider body of work such that more complex and wicked problems are better solved. It should result in a better track record of the IT industry in delivering large-scale system projects to business and government.
