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Abstract 
Consider a discrete-time X2-process, i.e. a process defined as the sum of squares of independent 
and identically distributed Gaussian processes. Count the number of values that exceed a certain 
level. Let this level and the number of time points considered increase simultaneously so that 
the expected number of points above the level remains fixed. It is shown that the number of 
exceeding points converges to a Poisson distribution if the dependence in the underlying Gaussian 
processes is not too strong. By using the coupling approach of the Stein-Chen method, both 
limit theorems and rates of convergence are obtained. 
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1. Introduction 
Consider a discrete-time X2-process Y,, Y,, . . , Y, (the definition is given in Section 
2). We are interested in the number of points exceeding a fixed level a:. If the de- 
pendence in the X2-process is not too strong, one might expect that the number of 
exceeding points will be approximately Poisson distributed. In the stationary Gaus- 
sian case, the strongest allowable dependence for Poisson convergence is the so-called 
Berman condition: Pk Ink + 0 as k + co, see Berman (1964). We shall see that, in 
fact, the same condition is applicable in the case of an underlying stationary X2-process. 
During the last 20 years, a powefil method for Poisson approximation of random 
variables representing the number of occurrences of dependent events has been devel- 
oped. A detailed description of this method, the Stein-Chen method, can be found in 
the book by Barbour et al. (1992); see also the papers by Arratia et al. (1989), Chen 
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(1975) or the book by Stein (1986). Limit theorems for X2-processes in continuous time 
can be found e.g. in Sharpe (1978) or Lindgren (1980). More recent results concerning 
X2-processes are available in a number of papers of Albin, see Albin (1992) and the 
references therein. 
In the present paper, the coupling approach of the Stein-Chen method will be used. 
Section 2 contains some basic definitions and notation. In Section 3, we derive a 
theorem proving the existence of the so-called monotone coupling. This theorem is 
used to produce an upper bound for the distance between a Poisson distribution and 
the true distribution of the number of extreme points for finite n. Finally, in Section 4, 
this theorem is specialized to a X2(2)-process and the rate of convergence to a Poisson 
distribution is derived explicitly. 
In order to keep this paper at a moderate length, some straightforward calculations 
have been omitted. A more detailed derivation of the results of Section 4.1 can be 
found in Raab (1995), where some results from numerical calculations on ARMA 
processes are also presented. 
2. Basic definitions and ideas 
Let (x~‘),x~‘) ,..., x,$“‘>, (x,‘“),x~” ,..., x,‘“‘) ,..., (x,(‘),&~) ,..., $‘) be f inch 
pendent and identically distributed standardized Gaussian sequences, i.e. Gaussian se- 
quences with E(X,(‘)) = 0, V(X,“‘) = 1, i = 1,. . . ,f, k = 1,. . . ,n. Set 
Y, = 6 (XfQ2. 
i=l 
The sequence {Yk} will be referred to as a X2-process since all the Yk’s are x2- 
distributed with f degrees of freedom. 
Let a, > 0 be a fixed positive number. Introduce indicators {Zk} counting the number 
of exceedances of ui by the process { Yk}, 
Ik = 
1 if Yk > at, 
0 otherwise. 
Then, W = cz=, Ik is the number of exceedances. Later, we will let a,, and hence, 
Ik = I/ and W = W, depend on n. For the sake of simplicity, we will leave out the 
subscript n on the indicators as well as on W. 
The idea is to show the existence of a certain monotone coupling for these indicators. 
Sharp bounds of the variation distance between W and a Poisson distributed random 
variable can then be derived using the coupling approach of the Stein-Chen method. 
In Section 3, we show the existence of a monotone coupling for increasing functions of 
Gaussian random variables. However, Yk = cf=i(Xk(i))2 is not an increasing function 
of (Xk”’ , . . . ,2$‘). We, therefore, introduce additional random variables and indicators, 
so that Yk will be an increasing function of these new variables. Define for each of 
the 2f different quadrants in Rf, 
1 
jlk = 
if Yk > uz and observation k falls in quadrant j, 
0 otherwise, 
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where we have assumed that the quadrants have been numbered in a suitable way. 
More formally, 
j4 = z{h( jxi” ,..., jX,‘f’)>ai}, (2.1) 
where the function h is defined by 
h(xr 3x2 ,...,Xf)=(X:+X~+...+x~)l(xl30, X2>O,...,Xf20) 
and 
(j&l) , . . . , jXif’) = (k/Y,“‘, . . . , *Xjf’), k = 1,. . . ,a, 
so that each of the 2f combinations of signs on the right-hand side is represented 
when j runs over the different quadrants. The sum c;=, jlk, which is increasing in 
( XC’) . , .., jX,‘f’), k = 1 
hekarly, we have 
, . . . , n, counts the number of exceeding points in quadrant j. 
Ik=gjIk and w=gejb. 
j=l j=l k=l 
(2.2) 
3. The Stein-Chen method and coupling 
We begin this section by stating a general theorem for Poisson convergence under the 
assumption of a monotone coupling of the indicators. After that, we prove that such 
a coupling really exists when considering extreme values of increasing functions of 
Gaussian random variables. Finally, this result is combined and applied to the number 
of extreme points of a X2-process. An upper bound for the total variation distance 
between the distribution of W and a Poisson distributed random variable with mean 
E(W) is stated in terms of second-order moments of the indicators. 
Let r be a finite index set and set fi = T\(i), i E r. Let Zig i E r be Bernoulli 
random variables with P(li = 1) = 1 - P(li = 0) = pi, and set 
W = CIi, A=E(W)=Cfli. 
iEl- iET 
Define the total variation distance between two non-negative integer-valued random 
variables W and X as 
d( W,X) = sup IP( w 64) - P(XEA)I, 
ACN 
and let PO(~) denote a random variable that is Poisson distributed with mean /1. 
Theorem 3.1. Let, for each i E K the random variables Ii, Ij, Jj;, j E c. be deJined on 
the same probability space with 
T(Jji; jEc) = $P(lj; jEfi 1Zi = 1). 
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Assume that there exists a partition fi = c.’ U ci- with Jjt ~Ij for j E &+ and Jji <Ii 
for j E ci-. Then 
A more general form of the theorem, where not the whole fi is assumed to be 
partitioned by r;.’ and c-, including a proof, can be found in Holst and Janson (1990) 
or Barbour et al. (1992), Section 2.1. 
As follows from the theorem, it is not necessary to give an explicit construction of 
the coupling. It suffices to know the existence of a suitable one. The next proposition, 
which is a generalization of a similar proposition in Holst and Janson (1990), will 
prove to be useful. 
Proposition 3.2. Let (@‘, . . .,X$)), i = 1 , . . . , f, be f independent copies of a Gaus- 
sian random vector with Cov(X,(‘) ,X, )a0 for 2<k<p and Cov(X,(‘),X,(‘))dO for @) 
p < k <n. Let h be a real function, increasing in each argument. Then, for any a, 
there exists a probability space with random variables Y,(l), . . . , Yif ), Z,(l), , ZAf ), 
such that 
q Y,(l), . . . ) Y,‘f’) = 9(X,‘), . . . ,x,cq, 
qz;‘), . ) Z,(f)) = 9(X,(‘) , . . . ,X(/j 1 h(X,(‘), . . . ,X,‘f’) > a) n 
and Y(‘)<Z(‘) 2<k<p; Y,(i’>Zii’, p<k<n for i= l,...,f. k ’ k ’ 
Proof. Set 
*xii) = 
i 
xi”, 
-xk’i’, 
Let g be an arbitrary 
I (. > a) are increasing 
increasing function. Since both h and the indicator function 
functions, the composition Z (h(.) > a) will also be increasing. I .\ 
Moreover, as all the covariances between *Xi’) and *X:” are non-negative, it follows 
from Corollary 3 of Joag-Dev et al. (1983) that 
k = l,...,p, 
k = pf l,...,n. 
E{l(h( *X,(l), . . . , *X,‘f’) > a) . g(*X,“‘, . . . , *X,C’), *X,(2), . . . , *Xir))} 
>E{I(h(*X,“‘, . . . , *X,‘f’) > a)} E{g(*X,“‘, . . . , *X,C’), *Xi2), . . . ,*Xicr))}. 
This is equivalent to 
E{g(*X,“‘,. . . , *Xj’), *Xi2),. . .,*2@)) 1 h(*X,“‘, . . . ,*X{f’) > a) 
>E{g(*X,“‘, . . .,*x,(‘),*x,(2), .,*X,(f))}. 
According to Kamae et al. (1977), Theorem 1, this implies the existence of a probability 
space with random variables Y2(‘), . . . , YLf’, Z,(l), . . . ,Z,?, such that 
-qY,(‘) )...) Yj",-Yd:), )...) -Y,') )...) Y-y) )...) Y$f',-YJfi )..., -Yn(f’) 
= 2y*x2(l),. .,*xp,.. .,*x,(-y.. .,*x;q, 
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qz,“‘, . . . ,zj’), -z;y,, . .. )  -z,(l), . . . ,z,(f), . . . ,zjf’, -zjif{, . .. ) -Z,(f)) 
= iY(*x,“‘, . . .) *xp,. . . ,*x2(f),. . . )  *x,cf) 1 h(*x,“‘, . . . )  *x/f’) > a) 
and Y(‘) <Z k , f’, 2<k<p; -Yk(i)< -Zf), p < k<n for i = l,...,f, from which the 
statement follows. 0 
Proposition 3.2 combined with the fact that the indicators jIk are increasing can now 
be used in Theorem 3.1, since Y <Z implies I( Y > a) <Z(Z > a). 
Theorem 3.3. Suppose (X,(‘), . . .,X,(l)),. . ., (@),. . . ,A$‘) are f independent and 
identically distributed standardized Gaussian sequences. Let Yk = ELI&?)’ for 
k=l , . . . , n and let the indicator random variables jIk, j = 1,. . ,2f, k = 1,. . . ,n 
be dejined by Eq. (2.1), where a,, is a real positive number. Finally, define W by 
Eq. (2.2) and let 1 = E(W) = n.P(Yl >a:). Then 
d(W,Po(i))C* n&Y1 > ai)’ + 5 5 2 2 Icov(jIk, ill)1 . 
izl j=l k=l 1~1 
I#k 
Theorem 3.3 can be used in two ways. In Section 4.2, we will use it together with 
approximations of the covariances in order to obtain the rate of convergence for the 
Poisson convergence for a X2(2)-process. The theorem can also be combined with 
numerical calculations of the covariances to get an upper limit for d( W, PO(~)) for 
finite n, see Raab (1995). 
Proof. Let r = {(j,k): j = 1,. ..,2f, k = 1 , . . . , n}. For a fixed element (j, k) E r, 
the existence of a monotone coupling in Theorem 3.1 follows from Proposition 3.2 
applied to 1X,(‘), . . . , 2/X,?, i = 1,. . . ,f. 
Next, note that ilk . j4 = 0, i # j. The assertion now follows from Theorem 3.1 
with indicators defined by (2.1) since 
C Pf + C C ICOV(Zi,Zj)l 
iET iET jEiY 
j=l k=l i=l j=l k=l I=1 
{j,W{i,k) 
= 2fn(E(lIl))2 i- 2f(2f - l)n(E(lr1))2 i- 5 5 2 2 ICOV(jlkr irl)l 
i=l j=l k=l [=l 
l#k 
i=l j=l k=l I=1 
l#k 
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Holst and Janson (1990) deals with the number of exceeding points in a Gaussian 
sequence {&}, both in the “one-sided” case, I(& > a,), and in the “double-sided” 
case, I([&( > a,). Since Z(l& > a,) = Z(Xt > a:), the Poisson convergence of the 
extreme points of a x2( 1 )-process is an immediate consequence of the results by Holst 
and Janson. 
In the next section, Theorem 3.3 will be used in order to get an upper limit for 
d(W,Po(l,)) in the case of a X2(2)-process. In principle, the case of a X2(f)-process, 
where f 23, can be treated in a similar way, although the amount of work will increase 
rapidly without adding any new basic understanding. 
4. Poisson convergence in the x2(2) case 
In Section 4.2, we state our main result, Theorem 4.4. First, in Section 4.1, we 
derive some estimates of covariances needed for proving that theorem. 
4.1. Asymptotic behavior of the covariances 
Let (X,(l), X..‘)) and (X,“‘, Xi”‘) be two independent and identically distributed 
bivariate random variables with 
(LY,(~), X$il)tN2( (i),(i T)), i = 1,2. 
Let a be a real positive number and set for i = 1,2, 
Zi = Z ((Xi(l))’ + (Xi’2’)2)Z(Xi(1’~0,Xi(2’~O) > a2 . 
1 > (4.1) 
Finally, let rp and @ be the density function and the cumulative distribution function, 
respectively, for a standardized univariate Gaussian distribution. 
Lemma 4.1. Let II and 12 be dejined by (4.1). Assume Ip( < 1. Then for ~20, 
O<Cov(Zi,Z2) < $exp(-g) exp(-g 2) (1 + 5 + $2) 
-kexp(-g) exp(-g), 
and for p < 0, 
0 < -CoW~J2~<~exp(-~) { IpI(2+ y) exLP(2clfp2)) 
+exp -z 
( > 
- (1 - p2)exp -- 
( %+)}. 
Proof. By symmetry, 
&I,) = E(Z2) = tP((X/“)” + (X,(2))2 > a2) = $ exp (-$z’) . (4.2) 
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Since X(‘) 1 X 2 
1’0 
= x~N(px, 1 - p2), i = 1,2, conditioning on X,(l) and X,(2) gives, 
= I/ 1 1 -----exp(-$[_p$) exp(-$[T$) dudv 2x(1 - p2) 
u30, u>o 
u2+v2 >a> 
_(rcosfx - PX)~ + (rsincf. - p~)~ 
2(1 - P2) 
rdctdr 
1 ‘I2 =- 
Ji 
&i(px cos a + py sin GI) 
271 0 47 ( ( 
1 _ ~ a-(pxcosa+pysina) 
JV )) 
+exp _(a-(pxcosa+pysina))2 
( 2(1 - P2> )I ( 
exp _ (PX si~;l-_Pyzgos 4’) da. 
Consequently, 
E(I112) = JJ f $1) ,w(x,y)P(((X,“)2 + (x,(2~)~)z{x,(‘~~o,x~2~~o} I ’ 1 
x20, y20 
x2+y2 32 
>u2 IX,“’ =x, X,(2) = y)dxdy 
x 
i 
&s2pcos(cc - fl) 
d-7 ( ( 
1 _ ~ a - pscos(cc - fl) 
l/=-T )) 
(a - ps cos(a - /?))2 
2(1 - P2) 
ds dcc d/3. 
After integration by parts, the expression above is simplified to 
JwlI2) = & 
42 
JJ n12 &cjq 0 0 1 - p2 cos2(a - B) 
x 2v%pacos(a - j3)exp 
1 ( 
a2( 1 - p2 cos2(cr - p)) 
- 
2(1 - P2) ) 
x 
( ( 
1 _ @ 41 - PW~ - P>) 
G-7 )) 
+X4-3 
xexp - 
( 
a2(1 - P2 cos2b - PII 
2(1 - P2) > ( 
exp u2( 1 - p cos(cc - #f3))2 _ 
2(1 - P2) ) 
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M 
+ dzip cos(a - p) J ( exp - S2( 1 - p2 cosqa - p>> a 2(1 - P2) 
a-pscos(a-0) 
G-7 
(4.3) 
Assume now that p 20. Integrating by parts again and using the fact that (1 - 
@(x))/cp(x) is a decreasing function for x > 0, the last integral in (4.3) can be rewritten 
as 03 
J ( exp - ?(I - p2cos2(ci - p)) w - P2> N ( I_@ a-Pcos(~-B) IF-7 )) ds a 
X 
I( ( 
I_@ 41 -PWa-P)) 
m )) 
+pFbi!) (+/v-8)) j 
x~mq(s/~) p(a-~;yt;;“‘)ds} 
= J2-~i-q1 + pcos(a - 8)) 
Jl - p2 cos2(a - fl) 
(ImJU/G=J6))) 
x 1-Q a(1 -Pcos(@-6)) 
( ( )) J1-p2 . 
(4.4) 
Replacing the last integral in (4.3) by (4.4), elementary approximations give 
2&/C&Xl 
1 -p2 
exp(-;) &/$G;~xp(-g 2) 
+exp(-g) exp(-g 2) 
+~J1_Isr,&/iql+P) 
1 - p2 &-7 
which combined with (4.2) prove the first part of the proposition. 
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Next, we turn to the case p GO. Note that (a - ps cos(a - b))/dm is increasing 
in s for p < 0. Again, using the fact that ( 1 - @( .))/cp( .) is a decreasing function, we get 
S2( 1 - p2 cos2(!2 - fi)) 
2(1 - P2) 
a-pscos(a-B) 
G-7 )) 
ds 
< 
1 -p2 
- exp 
a ( 
a2( 1 - p2 cos2(Cf - /I)) 
- 
2(1 - P2) )( ( 
1-a a(1 -P&a-B)) 
)) J1-p2 . 
By substituting the last integral in (4.3) with the expression above, after some elemen- 
tary approximations we arrive at the assertion. 0 
In the next proposition, the asymptotic behavior of the covariances is derived. The 
parameters n and a are restricted by the condition that the expected number of ex- 
ceeding points, 1, is constant. This will determine a = a, as a function of n. The 
asymptotic behavior of the covariances as a function of n is then easily obtained. 
Proposition 4.2. Let a,, be a sequence such that n . exp(-ai/2) = K for some con- 
stant K. Let II and I2 be defined by (4.1). Then for some constants C depending on 
K only and all n B 2: 
If O<p<l, 
I 1 (1 
(i) 0<Cov(Z1,Z2)<Ci (,) - 
PM’+P) (& + q, 
. . 1 (ii) O<Co~(Il,l2)<C&p~ e Qlnn Inn. 
If -l<p<O, 
(iii) O>Cov(Zt,l2)> - Clpl$lnn. 
We see that we have two possible approximations in the case, where p is positive. 
The first is easier to obtain, and sufficient when p is large, while the second, being 
proportional to p, is used when p is small. Note also that the absolute value of the 
bound in (iii) is less than the bounds in (i) and (ii). This observation is used in the 
proof of Proposition 4.3. 
Proof. First note that exp( -az/2) = K/n implies ui N 2 Inn. 
(i) The first assertion follows immediately from Lemma 4.1. 
(ii) Note that 
exp(-~_&!) -exp(-$)<a,&exP(-2%). 
(4.5) 
By Lemma 4.1 and relation (4.5), 
Cov(Zl,l2) < kexp -2 
( >( 
l+- 
1 - p+n;(l-p) > 
o”Yexp(_$ s) 
p 2+ 
+iz l-p ( 
l&-t)) “;;) e~~[..$) 
1 1 (l--PMl+P) 
<c- - 0 plnn n n l-p’ 
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(iii) Obviously for p GO, 
Moreover, 
(1 +p) (exp(-2) -exp(-$ z)) Glpl4eV(-$). 
(4.6) 
(4.7) 
By combining Lemma 4.1 and inequalities (4.6), (4.7) after some manipulation we 
end up with 
1 
-Cov(ll,Z2) d 16 exp 
( >I 
-$ lpl(a2, + l)exp(-$) +p2exp(-$ s) 
+ IpI (,+ y) exp(-2(15p2))} CClpl$lnn. 0 
Finally, we will consider the case when the sign of the covariance p is different 
for (X,“‘,X,“‘) compared to (X:“, X.“). The reason for this is that when we want to 
calculate the covariance of indicators in two different but adjacent quadrants, the main 
problem is to estimate expressions of the form E(ZtZ3), where It is as in (4.1) and 
13 =Z{((X,(‘))2 + (X~2))2)Z{X~‘)~O, X,“‘<O} > u2) 
=Z{((X,(‘))2 + (-X;2))2)Z{X2(t)~o, -X,“‘>O} > al}, 
implying that the same probability as in the previous proposition is to be estimated, 
but with different signs on Cov(X,(‘),X,(‘)) and Cov(X, (2),X,(2)). This is taken care of 
in Proposition 4.3. 
As a remark, we note that when calculating the covariance of indicators in two 
“opposite” quadrants, the signs are reversed for both pairs (X[‘),Xi’)) and (X{2’,X~2’). 
Proposition 4.2 can thus be used with p replaced by -p. 
Proposition 4.3. Let 
(4.8) 
(4.9) 
be independent and (p(t1. Define I1 and 12 by (4.1) combined with (4.8) and (4.9). 
Then, with the same condition on a,, as in Proposition 4.2, i.e. n . exp(-ai/2) = K, 
0) lCoWlJ2)I dCi (;) - 
1 1 (1 IPIY(l+IPI) ( I’l’;bl ; 1), 
(ii) ICov(Zt,Z2)) <C f e21pllnn&. 
Proof. Assume, without loss of generality, that p > 0. Let ZT, Z2f be defined by (4.1) 
with distributions for both (X/“,X~“‘) and (X/” ,XJ”‘) given by (4.8). Similarly, let 
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Zi-, 1; be as in (4.1) with distributions for both pairs given by (4.9). By Slepian’s 
inequality, 
E(I*_z*-) <&I&) <E(llf1,+). 
Hence, 
ICoW1,~2)IG max{IC~~(~~,~2~)I,ICov(~,+,~,+)I~. 
The statements now follow from Propositions 4.2(i), (iii) and 4.2(ii), (iii), respectively. 
0 
4.2. Convergence of the number of exceedances 
The main theorem will now be stated. In this theorem, stationarity is assumed. The 
assumption is used only to collect terms with equal covariances, and can easily be 
relaxed to cover non-stationary cases as well. 
Theorem 4.4. Suppose (X,(l), . . . ,X,(‘)), (X,(2) , . . . ,A$“‘) are two independent and iden- 
tically distributed standardized stationary Gaussian processes with correlation func- 
tion {pk}. Let pmax = max(Ipi I,lp21,. . .) and Yk = (Xk(1))2 + (X,(2))2, k = 1,. . . ,n. 
Assume pmax > 0 and suppose a,, are real positive numbers such that n . P( Y, > a:) = 
;1 is constant. Set 
1Zk = Z{ Yk > af, 
2Zk = Z{Yk > ai, 
3Zk = Z{Yk > ai, 
4zk = z{Yk > af, &“<o, x,‘*‘<o}, 
W = 2 2 jzk, i = E(W) = n . P(Yl > ai). 
k=l j=l 
Zf lpkl <A/ink, k>2, for some constant A, then 
d( W,Po(lz)) = 0 n -* +E&,, as n + 00. 
k=l 
Note that if pmax = 0, the considered sequences are just independent, identically 
distributed random variables. In fact, we have W E Bin(n, e&*), and d( W, Po(/,)) = 
0(1/n). 
In the Gaussian case, i.e. if & = I{& > a}, where {x,} is a stationary, standardized, 
Gaussian process, the corresponding result (see Holst and Janson, 1990) is 
I--Plll&X nnax 
d(W,Po(i)) = 0 n-I+p,,,(ln n)-~-tpmax + y 
n 
Cl I) 
pk , as n -+ 00. 
k=l 
We see that the convergence rate is almost the same in the x*(2) as in the Gaussian 
case. This should clearly be the case if the extreme values in the X*-process do not 
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“interfere”, so that each extreme point in the x2-process corresponds to an extreme 
value in exactly one of the underlying Gaussian processes. This seems to be the fact, 
at least in continuous time, since the realizations of a x2-process in continuous time 
at an extreme value are unimodal, pointing to the fact that only one of the underlying 
processes is extreme. Probably the same phenomenon occurs in discrete time. 
Corollary 4.5. Suppose pk Ink -+ 0 as k -+ co. Then 
w -5 PO(l), n --f co. 
Proof. Since pk ln k --+ 0 implies (In n)/n xi=, lpkl + 0, it follows from Theorem 4.4 
that d(W,Po(l)) + 0, as n -+ co, and hence W 5 PO(~). 0 
Consequently, the condition pk ln k -+ 0, often called the Berman condition, is suf- 
ficient for Poisson convergence in the Gaussian case as well as in the x2(2)-case. 
Proof of Theorem 4.4. First note that pmax < 1, since, [Pk( = 1 for some k 2 1 would 
imply that [p&l = 1, m 3 1, which contradicts lpkj <A/ink. By Theorem 3.3, and 
stationarity, 
The first term is of order 0( l/n). Next, divide ci=, (Cov(jlt, ilk)1 into three parts. 
(i) Strong dependence but only a$nite number of terms: Let 0 < 6 < fp,,,,,/( 1 + p,,,). 
Since jpkl dA/ln k, only a finite number of terms have lpkl > 6. According to Propo- 
sitions 4.2(i),(iii) and 4.3(i), each contribution is equal to 
1 1 (I-IPtlMlflPkl) 
cov( jzl) ilk) < c- 0 - n n 
and their total contribution is of the same order. 
(ii) Strong dependence: Consider terms with I& <6 and k<n’. Their contribution is, 
again from Propositions 4.2(i), (iii) and 4.3(i), 
The total contribution is therefore 
CLnw~~+a~,a dCln36 = 0 
.2 n2 ( 
ln-hhx~~~~+~max~ . 
n ) 
(iii) Weak dependence: Finally, consider the remaining terms, i.e. terms with k>n6, 
i.e. l&l dA/ln k <A/(6 Inn). Propositions 4.2(ii), (iii) and 4.3(ii) yield 
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and the total contribution is given by 
Combining (i), (ii) and (iii) gives the desired result. Cl 
Corollary 4.6. Zf the underlying Gaussian process in Theorem 4.4 is a stationary 
ARMA process, then 
d( W, Po(J.)) = O(n-(‘-~max)~(‘f~m~~)), as n -+ co. 
Proof. If pmax = 0, the statement follows immediately, cf. the remark in connection 
with Theorem 4.4. Assume now that pmax > 0. For a stationary ARMA process, Ipk( 
decreases exponentially so that C,“=, l~kl< 00. Theorem 4.4 gives 
d(W,Po(l)) = 0 asnAc0. 0 
As a final remark, we note that the method used in this paper is not restricted to x2- 
processes only. Any process built up as a monotone function of a Gaussian sequence 
(either directly or by introducing more variables) can be treated in a similar manner. 
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