We introduce the informational correlation E AB between two interacting quantum subsystems A and B of a quantum system as the number of arbitrary parameters ϕ i of a unitary transformation U A (locally performed on the subsystem A) which may be detected in the subsystem B by the local measurements. This quantity indicates whether the state of the subsystem B may be effected by means of the unitary transformation applied to the subsystem A. Emphasize that E AB = E BA in general. The informational correlations in systems with tensor product initial states are studied in more details. In particular, it is shown that the informational correlation may be changed by the local unitary transformations of the subsystem B. However, there is some non-reducible part of E AB (t) which may not be decreased by any unitary transformation of the subsystem B at a fixed time instant t. Two examples of the informational correlations between two parties of the four node spin-1/2 chain are studied.
I. INTRODUCTION
Quantum correlations are considered to be responsible for advantages of quantum devices in comparison with their classical analogues. To quantify these advantages, a special measures of quntum correlations have been introduced. The entanglement [1] [2] [3] [4] [5] and discord [6] [7] [8] [9] [10] are known as two basic measures. However, the role of such correlations is not completely clarified. Of course, they have to be available in the system. But, up to now, it is not clear whether the quantum correlations must be large in order to reveal all advantages of quantum information devises. Moreover, there are many verification of the hypothesis that the quantum correlations measured either by entanglement or discord shouldn't be large.
For instance, there are quantum states without entanglement revealing a quantum nonlocality [11] [12] [13] . In addition, speed-up of certain calculations may be organized with negligible entanglement [14] [15] [16] [17] [18] . These interesting results together with an observation that almost all quantum states posses the non-vanishing quantum discord [19] might lead us to the conclusion (which perhaps causes doubts) that almost all quantum systems may be effectively used in the quantum information devices. Thus, the above examples suggest us to conclude that even the quantum devices based on the states with minor (but non-zero) entanglement and/or discord may exhibit advantages in comparison with their classical counterparts. Such behavior may be explained by the observation that the spread of information about the state of a given subsystem throughout the whole quantum system does not require the large values of either entanglement or discord [20] . In other words, if we change a state of a given subsystem A at the initial time instant t = t 0 (for instance, applying the unitary transformation), then, generally speaking, any other subsystem of the whole quantum system will know about the new state of A at (almost) any instant t > t 0 . In turn, namely this information provides the overall mutual relations among all parties of a quantum system. Moreover, it is valuable that the spread (or distribution) of information throughout the whole system does not require the fine adjustment of the parameters of a quantum system, unlike the large discord and/or entanglement, when the minor deviation of the system's parameters from the required values may crucially decrease the values of these measures. It is worthwhile to say that the spread of information is observed even in the system with separable initial state when there is neither discord no entanglement between subsystems initially [20] . Of course the discord and entanglement may appear in the course of evolution, but their values are not crucial for the information distribution. The measure of correlations introduced in this paper is based on the outlined above information distribution.
Before proceed to the the subject of our paper, let us notice that the system-environment states with vanishing discord give impact to study of the evolution of a system as a completely positive map [21] from the initial state of this system to its evolving state [22] [23] [24] . However, although originally the completely positive maps where found for the states with initially vanishing discord [22, 23] , it was shown later that the vanishing discord is not necessary for this [24] . Thus, here the situation is opposite to the quantum nonlocality and speed-up. Similar to the above refs. [22] [23] [24] , we consider the evolution of the state of a given subsystem B of some quantum system as a map of the initial state of another subsystem A and show that this map is responsible for the information distribution between two chosen subsystems. Then, correlations (which absent initially) appear as result of such evolution.
Our basic study is referred to the systems having the tensor product initial states (and zero discords), when the above map becomes completely positive one. However, our algorithm may be extended to systems with general initial states (this problem is briefly discussed in Appendix C, Sec.V C).
In this paper, we do not separate quantum and classical effects. Instead, we study the possibility to handle the state of some subsystem B at some instant t by means of the local unitary transformation, U A , of another subsystem A at instant t 0 < t. We refer to the measure quantifying this effect as the informational correlation E AB between two parties
A and B of a quantum system. In this regard, one has to mention Ref. [25] where the quantumness of operations has been studied without the direct relation to the entanglement and discord.
Unlike the usual definition of the information through the entropy [26] , we define the measure of informational correlation as the number of parameters ϕ i of the local unitary transformation U A (ϕ A ), ϕ A = {ϕ 1 , ϕ 2 , . . . } that may be detected in the subsystem B by means of the local measurements. Vise-verse, the influence of the subsystem B on the subsystem A may be characterized by the informational correlation E BA which equals the number of parameters ϕ i in the local transformation U B (ϕ B ), ϕ B = {ϕ 1 , ϕ 2 , . . . }, of the subsystem B that may be detected in the subsystem A by means of the local measurements.
We assume that namely these measures E AB and E BA characterize the strength of those quantum correlations which are responsible for the information exchange between parties.
In turn, namely the mutual exchange of the parameters may be used in the realization of elementary logical gates. Emphasize that, in general, dimA = dimB and E AB = E BA , i.e.
this measure is not symmetrical, similar to the discord, which depends on the particular subsystem chosen for the local classical measurements. For the tensor product initial state
0) (where ρ A and ρ B are respectively the density matrices of the subsystems A and B, while ρ C is the density matrix of the rest of the quantum system), it will be shown that E AB = E BA = 0 only if both initial density matrices of subsystems A and B are proportional to the unit matrix. Note, that the unitary invariant discord [27] possesses the same property.
Below, we study the informational correlation E AB only. For the tensor product initial state ρ(0) = ρ A (0) ⊗ ρ CB (0) (where ρ CB is the density matrix of the subsystem C ∪ B),
it will be shown, in particular, that the informational correlation is invariant with respect to the initial local unitary transformations of the subsystem A (i.e. E AB depends only on the eigenvalues of the initial density matrix ρ A (0)) and might be changed by the initial local unitary transformations of the subsystem B. In addition, we reveal such part of the informational correlation which may not be decreased by the local unitary transformations of the subsystem B at a given time instant t (the so-called non-reducible informational correlation).
The paper is organized as follows. In Sec.II, we introduce the definition of the informational correlation and discuss the non-reducible informational correlation. Examples of the informational correlations in the four node spin-1/2 homogeneous chain governed by the XY Hamiltonian with the nearest neighbor interactions are considered in Sec.III. In Sec.IV, we collect the basic properties of the informational correlation. Some additional information and calculations are given in the Appendix, Sec.V.
II. DEFINITION OF INFORMATIONAL CORRELATION
For a given quantum system S we introduce the following notations: U S is the unitary transformation performed on the system S,
is the total number of arbitrary parameters (4) parameterizing the group SU(N S ),
. . , ϕ D S } is the set of parameters parameterizing the group SU(N S ), (5)
whereḠ S is the closed region in the space of the parameters ϕ i , i = 1, . . . , D S . As usual, G
S
denotes the appropriate open region. Hereafter we assume that the whole quantum system is splitted into three subsystems A, B and C, where A and B are the subsystems we are interested in, while C is the rest of our quantum system. Thus, the total system is A∪C ∪B.
In particular, the subsystem C may be absent. Let the state of the whole quantum system be described by the density matrix ρ. In turn, as usual, the states of the subsystems A, B, C and C ∪ B are represented by the reduced density matrices ρ A , ρ B , ρ C and ρ CB respectively:
Suppose that we want to effect on the state of the subsystem B by means of the unitary transformation U A (ϕ A ) of the subsystem A at the initial instant t = 0. Let us determine how many parameters of the arbitrary transformation U A (ϕ A ) ∈ SU(N A ) may be detected in the subsystem B at this instant. For this purpose we, first of all, fix the state of the system at t = 0 by the initial density matrix ρ(0). The local transformation
transforms the initial density matrix ρ(0) of the whole system A ∪ C ∪ B into the density matrix ρ(ϕ A , 0) as follows:
Now the initial density matrix ρ A (ϕ A , 0) at t = 0 reads
while the initial density matrix ρ B (ϕ A , 0) remains the same,
which means that no parameters ϕ i may be detected in ρ B at t = 0.
Eqs. (8) and (9) are valid for any subsystems A and B no matter whether there is quantum interaction between them. Next, if the subsystems A and B do not interact, then no information about the state of the subsystem A propagates into the subsystem B [20] , so that no parameters ϕ i of the applied transformation U A (ϕ A ) may be detected in the subsystem B. In other words, the performed transformation will not effect on the state of the subsystem B.
However, information about the state of the subsystem A propagates into the subsystem B if there is quantum interaction between these subsystems. Owing to this interaction, some of the parameters of the unitary transformation U A (ϕ A ) may be transfered into the subsystem B. This interaction is represented by the unitary t-dependent transformation applied to the whole system and leads to the evolution of the density matrix:
In particular, if the evolution of our quantum system is governed by the stationary Hamiltonian H, then
in accordance with the Liouville equation. In this case, the state of the subsystem B is represented by the following reduced evolution density matrix:
. (12) Hereafter we consider the initial density matrix ρ(0) in the form of the tensor product of two initial density matrices:
where
(0)} are the initial density matrices of the subsystem A and of the joined subsystems C and B, respectively. In these notations, the indices with subscripts A, B and C are related with the subsystems A, B and C respectively.
Then we may write eq. (12) in terms of the matrix elements as follows:
For the subsequent analysis, we collect the t-and ϕ A -dependences in the rhs of eq. (14) into two different matrices and represent this equation in the following compact form
where independent on ϕ A elements T ij;nm are defined by the formulas:
The important feature of eq. (15) is that the ϕ A -dependence appears only through the initial density matrix of the subsystem A, ρ A (ϕ A , 0), which becomes possible because of the tensor product initial state (13) . Such separation of t-and ϕ A -dependences is impossible for other initial states, see Appendix C, Sec.V C.
Further, in order to determine the number of parameters transfered from A to B, it is convenient to represent eq.(15) in a different form. The matter is that eq. (15), as well as the density matrices ρ A and ρ B , is complex while the parameters ϕ i are real. Therefore we split eq.(15) into the real and imaginary parts and write the result in terms of the real and imaginary parts of the density matrices ρ A and ρ B [20] . For this purpose we introduce the following notations:
i, j = 1, . . . , N B , n, m = 1, . . . , N A , m > n, and write eq.(15) as the following three subsystems:
where subsystem (18) is the real offdiagonal part of eq. (15), subsystem (19) is the imaginary offdiagonal part of the same equation, and subsystem (20) is the diagonal (real) part of eq. (15) . We also take into account the relation Trρ B = 1, which leaves N B − 1 independent equations in subsystem (20) . Therewith elements T k ij;nm , k = 1, 2, possess the following symmetry with respect to the indices i and j:
where star means the complex conjugate. Now, for any N ×N density matrix ρ, we construct three vectors X(ρ), Y (ρ) and Z(ρ) with elements
Then eqs. (18) (19) (20) get the following forms:
where we introduce the matrices T ij with the following elements:
and the column vector of D B elementsT 0 (t):
where the elements of the vectors T k0 (t), k = 1, 2, 3, are defined as
where the elements of the matricesT k3 (t) are defined asT (23) may be represented as the following single vector equation: 
A N A } is the diagonal matrix of the eigenvalues and W is the matrix of eigenvectors of ρ A (0). Then we may write 
. These elements are fixed since the density matrix ρ A (0) is given initially. Consequently, we stay with 
parameters. These d parameters may not be encoded into ρ A . Consequently, the number of encoded parameters E AA becomes less thenD A :
Formula (32) may be readily extended to the case of Q roots with multiplicities K i > 1,
This formula for E AA will be used in Sec.III.
We see that the measure of the informational correlation is defined by the eigenvalues of the density matrix ρ A (0) rather then by its elements themselves, which is similar to the unitary invariant discord [27] . It is interesting to note that the valueD A (31) is less then the length of the vectorX(ρ A (ϕ A , 0)) which is D A (4). This means that not all elements of the density matrix ρ A (ϕ A , 0) must be transfered into the matrix ρ B (ϕ A , t) in order to detect all D A parameters ϕ i in the subsystem B. Therefore, the complete information transfer [20] , in principle, is not required in order to transfer the maximal possible number of arbitrary parameters ϕ i from the subsystem A into the subsystem B.
a. Zero informational correlations, E AB = E BA = 0, in system with tensor product initial state (13) . Thus, we measure the informational correlation by the number E AB of arbitrary parameters ϕ i of the unitary transformation U A (ϕ A ) ⊂ SU(N A ) which may be deduced from the analysis of the matrix ρ B (ϕ A , t) describing the state of the subsystem
Notice that, if all λ i are the same, i.e. Λ A is proportional to the unit matrix, then
is also proportional to the unit matrix and consequently no parameters ϕ i may be encoded into ρ A (ϕ A , 0). Therefore, no parameters of the unitary transformation U A may be transfered to the subsystem B, i.e. E AB = 0. However, the parameters might be transfered in the opposite direction (from B to A). In fact, let us assume that
for simplicity. If not all eigenvalues of the initial density matrix ρ B (0) are the same (i.e.
the matrix ρ B (0) is not proportional to the identity matrix), then at least some of the parameters of the unitary transformation performed on the subsystem B may be encoded into the density matrix ρ B (ϕ B , 0) and then transfered to the subsystem A (although this still depends on the t-evolution operator), i.e. E BA = 0. Thus, no parameters may be transfered in both directions if only both ρ A (0) and ρ B (0) are proportional to the identity matrices. Emphasize that this conclusion holds only for the tensor product initial state
. Note that the unitary invariant discord [27] is zero in such systems as well. The zero informational correlations in systems with more general initial states are not considered in this paper.
A. Calculation of the parameters E AA and E AB As mentioned above, we take the diagonal initial density matrix ρ A (0),
without loss of generality. Obviously, E AB may not exceed E AA , the number of parameters
by the multiplicity of the eigenvalues of the density matrix ρ A (0). Let us calculate the informational correlation E AB following its definition as the number of arbitrary parameters transfered from the subsystem A to the subsystem B. This number equals to the number of parameters ϕ i which might be found from vector eq. (28) with known lhs (the matrix ρ B in the lhs must be determined by the local measurements). This equation is a matrix transcendental equation, whose global solution may not be given analytically. However, we may define the number of different detectable parameters in the close neighborhood of any fixed point ϕ A ∈ G A . This is the number of functionally independent elements in the vector
, which, in turn, equals to the rank of the Jacobian matrix,
calculated in the above fixed point ϕ A ∈ G A . Therefore, we determine the informational correlation as
Similarly, the introduced above E AA may be determined as the rank of the Jacobian matrix
as follows:
Moreover, we may readily write the relations between two Jacobian matrices J(ρ
and J(ρ A (ϕ A , 0)) differentiating eq. (28) with respect to the parameters ϕ i :
From eq.(40) in virtue of eq.(39) it follows that
All in all, it is demonstrated that the informational correlation E AB (ϕ A , t) depends on two factors.
1. The number of arbitrary parameters ϕ i which might be encoded into the density matrix
2. The number of arbitrary parameters which can be transfered from the subsystem A to the subsystem B. If the information is completely transfered, then
Note, that E AA defined by eq.(39) does not really depend on ϕ
This unique map means that, for a given set of eigenvalues of ρ A (0), we have the appropriate number of the independent elements of the vector ϕ A , which uniquely parametrize the matrix ρ A (ϕ A , 0) (8). This number equals to the number of functionally independent elements in the vector X(ρ A (ϕ A , 0)), which equals to the rank of the Jacobian matrix J(ρ A (ϕ A , 0)) and must be the same for all ϕ A at least inside
Regarding the informational correlation E AB (ϕ A , t) given by eq.(37), it really depends on ϕ A in the case of general initial state ρ(0), as shown in Appendix C, Sec.V C. However, regarding initial state (13), we may readily conclude that E AB does not depend on ϕ A ,
The reason is that initial state (13) results in the separation of t-and
we only recombine rows of the matrix J(ρ A (ϕ A , 0)). Consequently, the rank of the resulting matrix J(ρ B (ϕ A , t)) does not depend on ϕ A , but it depends on t. For this reason, we will not write ϕ A in the arguments of E AB and E AA (except for the Appendix C, Sec.V C), i.e.
Two simple examples of informational correlations in the 4-node spin-1/2 chain will be considered in Sec.III.
b. Local initial unitary transformation of subsystem C ∪ B and E
AB . While the initial local transformations of the subsystem A do not effect the informational correlation (they only lead to the redefinition of the independent parameters ϕ i ) the initial local unitary transformation of the subsystem C ∪ B may change the informational correlation E AB . In this paper we study only the diagonal initial state of the subsystem C ∪ B, 
Thus, the maximal value of E AB norm is unit at least in the quantum systems with the tensor product initial state (13) , for which inequality (41) holds. This is, generally speaking, not valid in the case of an arbitrary initial state, see Appendix C, Sec.V C. Similarly, we normalize E AA :
B. Non-reducible informational correlation
It is noted above that the informational correlation is sensitive to the initial unitary transformation of the subsystem B. Moreover, it is simple to show that, unlike the entanglement and discord, the informational correlation E AB (t) determined at some instant t may be decreased by the local unitary transformation of the subsystem B at the same instant t.
In fact, let us represent the density matrix ρ B (ϕ, t) in the form
where Λ B is the diagonal matrix of the eigenvalues and U B is composed of the eigenvectors of the matrix ρ B (ϕ A , t). Note that we do not write the superscript B in the notation λ i to defer these eigenvalues from the eigenvalues of the initial density matrix ρ B (0), which will be considered in Sec.III. Representation (45) suggests us to split the whole set of transfered parameters into two subsets. The first subset collects those parameters which may be detected from the analysis of the matrix U B at instant t (the subset ϕ U ), while the second one collects those parameters which may be detected from the analysis of the matrix Λ B at the same time instant (the subset ϕ Λ ). 
because there are only N B −1 independent eigenvalues owing to the relation Trρ B = 1. Similarly to E AB and E AA (see eqs. (37) and (39) respectively), the non-reducible informational correlation E AB;min (ϕ A , t) may be calculated as the rank of the Jacobian matrix
i.e. by the formula
where λ i (ϕ A , t), i = 1, . . . , N B − 1 are the independent eigenvalues. This correlation may be also normalized:
Let us give more applicable form to eq.(50) in terms of the principal minors of the matrix ρ B (ϕ A , t). We start with the characteristic equation for the matrix ρ B (ϕ A , t):
and S j means the sum of all the ith-order principal minors of the matrix ρ B (ϕ A , t). In eq.(53), we take into account that Trρ B = 1. Differentiating eq.(53) with respect to the parameter ϕ k and solving the resulting equation for ∂λ ∂ϕ k we obtain:
Therefore, for the matrix
If all λ i , i = 1, . . . , N B − 1, are different and nonzero, then detΛ B = 0 and
It is not difficult to prove that eq. (60) The non-reducible correlation may be also normalized:
A particular example of single parameter in the subset ϕ Λ is considered analytically in Sec.III A 4. In general, the calculation of E AB;min is a numerically solvable problem, which is partially discussed in the Appendix C, Sec.V C, and in two examples of Sec.III B 3.
C. Removable informational correlation
The non-reducible informational correlation is the analogy of classical correlations in the calculation of discord [6] [7] [8] . However, we do not identify the non-reducible informational correlation with the classical part of the informational correlation, because E AB;min might be related with some quantum effects as well. Now, having E AB and E AB;min , we define the removable informational correlation as the increment
This correlation may be normalized as
Since the removable informational correlation is defined by those parameters ϕ i which may be detected only from the matrix U B (ϕ A , t) at instant t, it may be considered as an analogy of the quantum correlations in the calculation of discord [6] [7] [8] (in other words, ∆E AB is the analog of discord). However, we do not state that this measure characterizes the pure quantum effects.
III. FOUR-NODE HOMOGENEOUS SPIN-1/2 CHAIN
We consider the spin-1/2 system of four nodes whose evolution is governed by the follow-
with the nearest neighbor interaction. Here d is the coupling constant between the nearest neighbors, I
± i = I x;i ± iI y;i and I α;i , α = x, y, z, are the projection operators of the total spin angular momentum. We put d = 1 without loss of generality. Hamiltonian (64) must be used in the evolution operator V (t) ∈ SU(16) defined by eq. (11). We consider the initial density matrix having the structure (13) with the tensor product matrix ρ CB (0) given by eq.(34), so that the initial density matrix ρ(0) reads
In accordance with Sec.II A, we take the diagonal initial density matrix ρ A (0),
and choose the diagonal matrices ρ B (0) and ρ C (0) as well:
Number of parameters encoded into the subsystem A, E AA
The general form of SU(2) transformation reads [28] 
where we do not consider the boundary values of the parameters
is diagonal, the parameter ϕ 3 does not appear in ρ A (ϕ A , 0). Therefore only two parameters can be encoded into the density matrix ρ A (ϕ A , 0), i.e.D = 2. The same result may be obtained directly using the formula (39) with the Jacobian matrix calculated by the formula (38), where the vector X(ρ A (ϕ A , 0)), defined by eqs. (22, 25) , readŝ
Here the superscript T means the matrix transposition. Thus, the parameter ϕ 1 appears in three entries of the columnX, while ϕ 2 appear only in two entries. This observation suggests us to consider the parameter ϕ 1 as a more reliable parameter for establishing the informational correlations. In fact, it will be shown in Sec.III A 4 that namely this parameter is responsible for the non-reducible informational correlation between our subsystems A and B (i.e. between the first and the last nodes of our 4-node spin chain). All in all we have
Relation between the rank ofT and the informational correlation E AB
Now we turn to the whole quantum system A ∪ C ∪ B and consider the evolution of the density matrix ρ(ϕ A , t) of this system,
the evolution operator V (t) ∈ SU(16) is given by eq. (11), and ρ(0) is given by eq.(65). To calculate E AB we refer to eqs.(36 -40) and obtain all matrices used in these equations. The vector X(ρ B (ϕ A , t)) associated with the local density matrix ρ B (ϕ A , t) = Tr AC ρ(ϕ A , t) is defined by eqs. (22, 25) as follows:
The matricesT andT 0 read:
Formulas (76) for the entries of the matrixT suggest us to consider only such time instants that satisfy the condition
because otherwise the rank ofT is zero. The first positive root of the expression in the lhs of condition (78) is t = 9.070. Thus, a suitable time interval for the parameter detection in the subsystem B might be the following one: 0 < t < 9.070. Under condition (78), eqs. (75) and (76) yield
If ranT = 3 (i.e. detT = 0), then we have the complete information transfer from the first to the last node (i.e. from A to B) and, consequently, all parameters encoded into ρ A (ϕ A , 0) will be transfered to the subsystem B, so that E AB (t) = E AA .
If ranT = 1, (i.e. either λ B = 1 2 or 2λ C 3 + 2λ C 2 = 1) then there is only one nonzero element in the matrix J(ρ B (ϕ A , t)) (the first order minor):
which is nonzero for ϕ 1 ∈ G A . Thus eq.(37) yields E AB (t) = 1 if only λ
, then the rank of the matrix J(ρ B (ϕ A , t)) equals zero, and eq.(37) yields E AB (t) = 0.
All in all, we may write the following formula for the informational correlation E AB (t):
In addition, for the normalized correlation E AB norm (t) introduced by eq. (43) we have (D = 2):
Eq.(81) allows us to conclude that the informational correlation E AB is very sensitive to the multiplicity of the eigenvalues of the matrices ρ A (0) and ρ B (0).
Local initial unitary transformations of subsystems C and B.
First, we shall note that the initial local unitary transformation of the subsystem B having general form (68) with parameters β i instead of ϕ i changes the matrixT (t) given by eq.(75). Namely, factor cos(2β 1 ) appears in the expressions for a 1 given by the first of eqs. 
, and λ B = 1 2 , or 2λ
. (84) Next, the initial local transformation of the subsystem C changes formulas (79,81,82) as well. To demonstrate this effect, we consider a simple example. Let, instead of the diagonal initial state ρ C (0) (see eq. (67)), we take the following initial density matrix of the subsystem
The effect of the local transformation U C on the matrixT results in the replacement of the expression (2λ 
Non-reducible informational correlation
In this example, the upper estimation (48) yields E AB;min ≤ 1. Remember that the evolution of the density matrix is given by eq.(72) with the initial density matrix (65). To calculate the non-reducible informational correlation E AB;min using the formulas of Sec.II B, we write the density matrix ρ B (ϕ A , t) explicitly:
where a 1 , a 2 and b are given in eq.(76). The characteristic equation for the matrix ρ B (ϕ A , t) reads:
It is obvious that det(ρ B (ϕ A , t)) depends on ϕ 1 and does not depend on ϕ 2 . Consequently representation (59) of H becomes scalar:
(2λ
2 ) cos(2ϕ 1 ) .
Thus we have
All zeros of the function H(ϕ 1 , t) are defined by the following formulas (remember, that 0 < ϕ 1 < π 2 as indicated in eq.(69)): 
This may be done for any particular set of fixed eigenvalues of the initial density matrices ρ A (0), ρ C (0) and ρ B (0). For instance, let us define the suitable time interval for the following set of eigenvalues:
The first positive root of equation |m(t)| = 1 is t = 2.726. Consequently, the first positive time interval where condition (95) is satisfied (and consequently condition (93) fails) is the following one:
Interval (97) is suitable for the detection of the parameter ϕ 1 . In this case g = G A and we conclude that E AB;min (G A , t) = 1 if t is inside of the interval (97) for the eigenvalues (96).
We see that the parameter ϕ 1 is encoded into the eigenvalue of the matrix ρ B (ϕ A , t).
It is obvious that ϕ 1 is also encoded into the matrix of eigenvectors of ρ B (ϕ A , t), because otherwise two matrices with different values of ϕ 1 would have the same complete set of independent eigenvectors and consequently they would commute which is not true (this might be checked directly in our example). Therefore, the parameter ϕ 1 is most reliable one since it might be detected in the either eigenvalue or eigenvectors of the density matrix (4) is the group of the local unitary transformations of the subsystem A. We consider the initial density matrix in the form (13) without the subsystem C:
where ρ A (0) and ρ B (0) are the diagonal matrices:
Number of parameters encoded into the subsystem A, E AA
The group SU(4) is the 15-parametric one. However, considering the transformation of the diagonal matrix ρ A (0) we deal with the 12-parametric representation,D A = 12 (see eq. (31) and ref. [29] ): Here the ranges of the parameters ϕ i are following [29] 0
The explicit matrix representation of γ i is given in the Appendix A, Sec.V A [29, 30] Finally, if λ
and no parameters may be encoded into such ρ A (ϕ A , 0), i.e. E AA = 0.
We collect the above results in the following formula:
In addition, for the normalized parameter E AA norm given by eq.(44), we find
Remark that the same expression (106) for E AA may be obtained calculating the matrix J A (ϕ A , 0) and using eq.(39). Therewith the matrixX(ρ A (ϕ A , 0)) may be constructed by its definition (22, 25) , but we do not represents its explicite form here, because it is too complicated.
Relation between the rank ofT and the informational correlation E AB
Now we apply the transformation V (t) ∈ SU(16) defined by eq. (11) with Hamiltonian (64) and find the density matrix ρ(ϕ A , t) of the system using eq.(72), where
and the initial density matrix ρ(0) is given by eq.(98). Now we may calculate the matrix T using eqs. (16, 17, 24, 27) . The explicite form of this matrix is very complicated and it is not represent in this paper. Below we study the informational correlation E AB for different ranks of the matrixT .
a. Complete information transfer, ranT = 15 (or detT = 0). The direct calculations
show that the condition for the complete information transfer reads
In this case all parameters E AA will be transfered into the subsystem B, i.e. E AB (t) = E 
The first positive root of the expression in the lhs of (110) is t = 11.909. Thus, the suitable time interval for the parameter detection might be 0 < t < 11.909.
b. Partial information transfer, ranT = 11. Next, let λ B i be such that detT = 0, i.e.
Then we have to calculate the rank of the matrixT . It might be readily checked that the 11th order minors ofT are nonzero and they may be represented by the following formula:
Thus ranT = 11. The informational correlation E AB (t) calculated by the formula (37) depends on λ A i as follows
In addition, for the normalized informational correlation E AB norm (t) given by eq. (43), we obtain
In this case we shall consider such instant t that two last factors in the formula (113) are nonzero. In other words, along with condition (110), the following condition must be satisfied
The first positive root of the expression in the lhs of condition (116) is t = 5.952 which restricts interval (111) to 0 < t < 5.952.
c. Partial information transfer, ranT = 9. Next, we consider such λ B i that M 11 = 0. This happens in one of two following cases:
In the first case, eq.(117), we have two following pairs of equal eigenvalues:
In the second case, eq.(118), we have two other pairs of equal eigenvalues:
In both cases [31] , the 9th order minors M 9i ofT are nonzero and all of them are collected in the following formula:
where m i (t) are some explicite functions of t independent on λ B i , but they depend on whether eq. (117) or (118) is considered (we do not represent the expressions for these functions). The analysis shows that 
In addition, for the normalized informational correlation E AB norm (t) (see eq. (43)), we obtain 
Thus ranT = 7. The informational correlation E AB (t) calculated by the formula (37) depends on λ A i as follows
Similar to Sec.III A 2, from the analysis of eqs.(106,114,122,125), we conclude that the informational correlation E AB is very sensitive to the multiplicity of the eigenvalues of the density matrices ρ A (0) and ρ B (0).
We emphasize that the represented analysis is valid at the time instants satisfying conditions (110) and, generally speaking, (116). with fixed eigenvalues, we may apply the local unitary transformation with the purpose to either increase or decrease the number of parameters transfered from the subsystem A to the subsystem B. The detailed study of this problem is beyond the scope of this paper.
Non-reducible informational correlation
In this example, the upper estimation (48) 
The analysis of these minors shows that the following pairs of parameters might be transfered from the subsystem A to the subsystem B:
It is remarkable that the parameter ϕ 5 does not appear in the above list (127).
However, the second order minors found above depend on ϕ A and t and, consequently, there might be such ϕ A and t that these minors equal zero which decreases E AB;min . Thus, as the next step, we must define such region g ⊂ G A and such time intervals that at least one of pairs (127) with values from g may be detected in the subsystem B at any instant during these time intervals (only in that case E AB;min = 2).
We do not consider this problem in the full extend. Instead of this, we study the problem of informational correlation between the subsystems A and B by means of a particular pair of parameters from the list (127). For instance, let us consider the pair (ϕ 2 , ϕ 6 ). In other words, we restrict the set ϕ A toφ A = {ϕ 2 , ϕ 6 } and G A toĜ A ∈ G A defined as follows:
This cut of the whole set of 6 parameters in the unitary transformation of the subsystem A (E AA = 6 in our case) is justified by the fact, that not all parameters of the local unitary transformation might be equivalent for the particular quantum information problem. In this example we assume that namely parameters ϕ 2 and ϕ 6 must be used.
Thus, for the pair (ϕ 2 , ϕ 6 ), we have to determine such time intervals and regionĝ in the space of parametersφ A that both parameters with values fromĝ may be detected at any instant during the above time intervals. For the sake of simplicity, we put other parameters ϕ i to zero. We also take
so that λ
. In this case only the second and the sixth columns of the matrix H(t) (59) are nonzero so that we may replace the matrix H with the following matrixH:
Let us consider the informational correlation over the time interval 0 ≤ t ≤ T = 10 and defineĝ(ϕ 2 , ϕ 6 ) ⊂Ĝ A as follows:ĝ
To find out the time intervals where both parameters ϕ i , i = 2, 6, may be detected, we construct the function M 26 (t) defined as
where the minimization is over the parameters ϕ 2 and ϕ 6 inside of the regionĝ, and 
where we do not write the parameters ϕ i in the arguments of the functions for the sake of simplicity. The function M 26 (t) with ε = π 160 is depicted in Fig.1 . We see that the function M 26 (t) is positive during the rather long time intervals. However, the time intervals corresponding to the very small values of this function must be disregarded because there might be obstacles to detect parameters ϕ i , i = 2, 6 during these intervals (for instance , because of fluctuations). For this reason, we suggest to use time intervals corresponding to
. Fig.1 shows that there are two such subintervals inside of the selected interval Similar to the previous example, we consider the informational correlation established by the three parameters ϕ 2 , ϕ 4 and ϕ 6 putting other parameters to zero. Thus the cut set of parameters isφ A = {ϕ 2 , ϕ 4 , ϕ 6 }. Therewith we takeφ A ∈Ĝ A whereĜ A : 0 < ϕ 2 , ϕ 4 , ϕ 6 < π 2 . We also fix eigenvalues as follows:
In this case only the second, the fourth and the sixth columns of the matrix H(t) (59) are nonzero so that we may replace H by the following matrixH:
Similar to the previous example, we consider the informational correlation during the time interval 0 ≤ t ≤ 10 and defineĝ ⊂Ĝ A as follows:
To find out the time intervals where all three parameters ϕ i , i = 2, 4, 6, may be detected, we construct the function M 246 (t) defined by the following formula (similar to eq.(132)): with ε = π 50 is depicted in Fig.2 . Similar to the previous example, we select the time intervals with M 246 > 1 2 as the suitable intervals for the parameter detection. We see that there are two such subintervals inside of the interval 0 < t < 10: 3.257 < t < 4.520 and 7.233 < t < 7.983. We may state that the non-reducible informational correlation provided by the parameters ϕ 2 , ϕ 4 and ϕ 6 with zero values of other parameters and eigenvalues (134) is E AB;min (ĝ, t) = 3 inside of the two above time subintervals.
IV. CONCLUSIONS
We introduce the informational correlation between two subsystems as the possibility to effect on the state of the subsystem B through the parameters of the unitary transformation All in all, the informational correlation has the following properties (for the tensor product initial density matrix (13)).
1. Unlike the entanglement and discord, the informational correlation represents a dynamical characteristic which is identical to zero at the initial time instant.
2. The informational correlation is invariant with respect to the initial local unitary transformations of the subsystem A, similar to the usual entanglement and discord.
However, the informational correlation is not invariant with respect to the local unitary transformations of the subsystem B (either initial or t-dependent), unlike the entanglement and discord. Consequently, using the local unitary transformations of the receiver B we may handle (up to a certain extent) the number of the parameters transfered from the subsystem A to the subsystem B and, thus, manipulate the informational correlation E AB . The local transformations performed on the subsystem C may also effect E AB .
3. E AB (t) ≡ 0 only if the initial density matrix ρ A (0) in formula (13) Suppose that there are (P + 1) < (N B − 1) nonzero different eigenvalues of the matrix ρ B (ϕ, t). Then, in order to define the non-reducible informational correlation E AB;min we may replace the characteristic equation (53) with the following polynomial one: , t) , . . . , λ P (ϕ A , t)) ∂(ϕ 1 , . . . , ϕDA) ,
so that
Differentiating eq.(139) with respect to the parameters ϕ k , k = 1, . . . ,D A , and solving the resulting equations for ∂λ ∂ϕ k we obtain:
Therefore, for the matrix J B Λ (ϕ A , t) one has
whereJ 0 (ϕ A , t) = (−1)
whileΛ B andH are the P × P and P ×D A matrices respectively:
Then eq.(141) yields
Now notice that P coefficientsã i in eq.(139) are defined by P different nonzero eigenvalues λ i , i = 1, . . . , P . From another hand, the coefficients a i in eq.(53) are defined by the same P independent eigenvalues λ i , i = 1, . . . , P , and consequently by P coefficientsã i , i = 1, . . . , P .
The last statement is provided by the relation between setsã i and λ i following from eq.(139), where ∂(ã 0 , . . . ,ã P −1 ) ∂(λ 1 , . . . , λ P ) = 0,
because all λ i , i = 1, . . . , λ P are different by our requirement. Thus, for the matrix H represented by eq.(59) we may write
where F is (N B − 1) × P matrix,
It may be readily shown that the rank of the matrix F takes its maximal possible value, ran F = P , P ≤ (N B − 1). In fact, since a i , i = 0, 1, . . . , N B − 2, are expressed in terms of λ i (see eqs.(52,53)) and there are only P independent eigenvalues λ i , i = 1, . . . , P , then ran ∂(a 0 , a 1 , . . . , a N B −2 ) ∂(λ 1 , . . . , λ P ) = P . But ∂(a 0 , a 1 , . . . , a N B −2 ) ∂(λ 1 , . . . , λ P ) = F ∂(ã 0 , . . . ,ã P −1 ) ∂(λ 1 , . . . , λ P ) . Consequently, in virtue of condition (148), we conclude that ran F = ran ∂(a 0 , a 1 , . . . , a N B −2 ) ∂(λ 1 , . . . , λ P ) = P . Thus the rank of the product FH equals to the rank ofH in eq.(149), which yields ran H(ϕ A , t) = ranH(ϕ A , t).
In turn, eq.(151) means that eq.(60) holds for the multiple and/or zero eigenvalues as well.
C. C. Informational correlation in systems with arbitrary initial state
The results obtained in Secs.II and III are based on the tensor product initial state (13) .
If the initial state is more general, then eq. (15) is not valid as well as eq. (28). In other words, the ϕ A -dependence may not be collected in the density matrix ρ A (ϕ A , 0). In this case we also may introduce informational correlation E AB by eqs.(36,37) and the number of parameters encoded into the subsystem A, E AA , by eqs. (38,39) , where the vectorX is defined by eq. (25) together with eqs. (22) . Again, the number of parameters encoded into ρ A (ϕ A , 0) is defined by the multiplicity of the eigenvalues of ρ A (0). However, the representation (23) for X(ρ B (ϕ A , t)), Y (ρ B (ϕ A , t)) and Z(ρ B (ϕ A , t)) is not valid any more. Inequality (41) between E AB and E AA has no place as well. At first glance, this inequality must be replaced by the more formal one:
However, inequality (152) is not evident and might be wrong in general. In fact, applying the local transformation to the subsystem A we influence on the whole density matrix ρ(0)
yielding the density matrix ρ(ϕ A , 0) . However, only certain combinations of the elements of ρ(ϕ A , 0) appear in ρ A (ϕ A , 0). Thus, some of the parameters ϕ i might be missed from the local density matrix ρ A (ϕ A , 0), but might be detected in the whole density matrix ρ(ϕ A , 0).
This forces us to denote the number of all parameters encoded into the initial density matrix ρ(ϕ A , 0) by E A ≥ E AA and define E A by equation (similar to eqs.(37) and (39))
where J(ρ(ϕ A , 0)) = ∂(X 1 (ρ(ϕ A , 0)), . . . ,X N 2 −1 (ρ(ϕ A , t)) ∂(ϕ 1 , . . . , ϕDA)
.
