In this paper, we estimate the asymptotic orders of probabilistic and average widths of the compact embedding operators from the Sobolev space W r 2 (T) into L q (T) (1 ≤ q ≤ ∞) with the Gaussian measure. MSC: 41A10; 41A46; 42A61; 46C99
Introduction and main results
Problems of n-widths in the approximation theory have by now been studied in depth. A great deal of classical problems have been solved, and interesting new developments have appeared. For example, the problems of probabilistic, average and stochastic widths, which can reflect the behavior of function on the whole class and give information about the measure of the elements in the class that can be approximated to this or that degree, are the problems of this kind. For the results related to the probabilistic, average and stochastic widths, the reader may be referred to Sul'din [ is called the deviation of W from F N . It shows how well the 'worst' elements of W can be approximated by F N . The number
where F N runs through all possible linear subspaces of X of dimension at most N , is called the Kolmogorov's N -width of W in X. Assume that W contains a Borel field B consisting of open subsets of W and equipped with a probabilistic measure μ defined on B. That is, μ is a σ -additive nonnegative function on B, and μ(W ) = . Let δ ∈ [, ] be an arbitrary number. The corresponding probabilistic Kolmogorov's (N, δ)-width of a set W with a measure μ in the space X is defined by
where G δ runs through all possible subsets in B with measure
where F N in () runs over all linear subspaces of X of dimension at most N . Let m p be an m-dimensional normed space of vectors x = (x  , . . . , x m ) ∈ R m , with a norm
Consider in R m the standard Gaussian measure v = v m , which is defined as 
proved the following result. Now we are in a position to formulate our main results.
Proof of main results
In order to prove Theorems  and , we also need some auxiliary assertions. 
Without loss of generality, assume that the sequence of the absolute of eigen-
Since v is invariant with respect to orthogonal transformation of R m , it suffices to prove the lemma for the vector z * = ( z  , , . . . , ). Let ε ∈ (, e - ] be arbitrary. We have
Here we use the inequality
From () we obtain the assertion of the lemma by δ = √ ε/π . Next, assume that T m is a symmetric transformation of R m , then there is an orthogonal matrix U of order m such that the matrix UT m U T is a diagonal matrix. Since the Gaussian measure is invariant for orthogonal transformation, the result holds for symmetric transformation T m . Finally, assume that T m is a general invertible linear transformation from R m onto R m , then there are two matrices U and S such that T m = US, where U is an orthogonal matrix and S is a positive definite symmetric matrix. As the same reason above, the result holds for the transformation T m . Thus Lemma  is proved.
The following inequality will be used (see [] ). For any integers N and m with m > N ≥ , there exists a subspace
where c  is an absolute constant. Let G ⊂ R m be a set. We introduce in R m another norm for the operator 
where a is some absolute constant.
∞ . Let Q be the set of extremal points of Q. The set Q consists of vectors with k coordinates equal to ±k - and the remaining coordinates zero. This implies that Q ⊂ S, and hence card Q ≤ exp(aN).
Let ε = δ/ exp(aN). In R m we consider the set G = s∈S G s , where
Let z ∈ B m  ∩ H be any point, and s ∈ S be a point closest to z in m ∞ -norm. Then z = s + t for some t ∈ Q. From Lemma ,
Using the definition of Q, we have t
From this and the definition of Q and G,
Therefore from (),
Since z ∈ H, it follows from the inequalities () and () that
Using Lemma  and the inequality (), we can estimate the measure of G:
Thus, Lemma  is proved. Let us proceed to the proof of Theorem . For this, we first prove four lemmas. We introduce a definition. For arbitrary ε > , the ε-cardinality of a subset K of m  is defined to be 
Lemma  Suppose that D ⊂ B is an arbitrary subset with measure λ(D) ≤ δ. Then, for any
Proof Let h >  be any number, and let H be any subspace of R with dim H ≤ N such that Hence, we have
that is,
From the inequality (), the definition of Q ε and (), it follows that
Consequently, letting h → , we get that e(T m (B\D), {z  , . . . , z N }) ≤ ε, which together with () completes the proof of Lemma . Proof It is known that
Obviously,
from which the result of Lemma  follows immediately.
Proof We first establish the inequality
Indeed, suppose that () does not hold. Then, for N = N ε (T m (B\D)) and some set of points z *  , . . . , z * N , by
we have obtained a contradiction.
In the sequel, we may as well assume that T m is a diagonal operator from R m onto m  . Using the inequality (), () and Lemma , we have
Next, assume that T m is a symmetric transformation of R m , then there is an orthogonal matrix U of order m such that the matrix UT m U T is a diagonal matrix. Since the Lebesgue measure is invariant for orthogonal transformation, the result holds for symmetric transformation T m . Finally, in the general case, T m is a general invertible linear transformation from R m onto m  , then there are two matrices U and S such that T m = US, where U is an orthogonal matrix and S is a positive definite symmetric matrix. As the same reason above, the result holds for the transformation T m .
Thus, we complete the proof of Lemma .
Proof From Lemma  and Lemma , we get
Let ε = d N,δ . Taking the logarithm of the inequality (), we get the inequality 
