Abstract. The present paper on the SO(3) invariants and covariants built from N vectors of the three-dimensional space is the follow-up of our previous article [1] dealing with planar vectors and SO(2) symmetry.
Introduction
The present paper on the SO(3) invariants and covariants built from N vectors of the three-dimensional space is the follow-up of our previous article [1] dealing with planar vectors and SO (2) symmetry.
The goal is to propose integrity basis for the set of SO(3) invariants and covariant free modules and easy-to-use generating families in the case of non-free covariants modules. The existence of such non-free modules is one of the noteworthy features unseen when dealing with finite point groups, that we want to point out. As in paper [1] , the Molien function plays a central role in the conception of these bases. The Molien functions are computed and checked by the use of two independent paths. The first computation relies on the Molien integral [2] and requires the matrix representation of the group action on the N spatial vectors. The second path considers the Molien function for only one spatial vector as the elementary building material from which are worked out the other Molien functions.
Construction of the generating function for N vectors

Molien integral
2.1.1. Parametrization A rotation of a point M that leaves invariant the origin O of the three-dimensional space can be described as a rotation of angle ω around a rotation axis whose position is defined through the θ and ϕ spherical angles with respect to the (Ox 1 y 1 z 1 ) system of axes, see Figure 1 . As usual, the spherical angles are defined to be in the 0 ≤ θ ≤ π and 0 ≤ ϕ < 2π intervals. A rotation with a negative angle of rotation ω < 0 around the rotation axis with (θ, ϕ) spherical coordinates is equivalent to a rotation with the opposite angle of rotation −ω > 0 and the opposite axis of rotation with (π − θ, ϕ + π) spherical coordinates . The 0 ≤ ω ≤ π interval of rotation angle is enough to cover all possible rotations. This parametrization counts twice the rotations with a rotation angle ω = π (a rotation of π around the rotation axis with (π − θ, ϕ + π) spherical angles is identical to a rotation of π around the rotation axis with (θ, ϕ) spherical angles) but this is a set of measure zero.
Definition of a basis vector attached to the rotation axis
We construct a basis vector attached to the rotation axis whose vectors e x 3 , e y 3 , e z 3 are deduced from the initial basis vector e x 1 , e y 1 , e z 1 through two successive rotations of the axes such that the rotation axis coincides with the Oz 3 axis, see 
The relation between the initial basis e x 1 , e y 1 , e z 1 and the final basis e x 3 , e y 3 , e z 3 is then: e x 3 e y 3 e z 3 = e The orthogonal group action on spatial vectors: invariants, covariants, and syzygies 4 = e x 1 e y 1 e z 1    cos ϕ cos θ − sin ϕ cos ϕ sin θ sin ϕ cos θ cos ϕ sin ϕ sin θ
The matrix M 1 (θ, ϕ) is an orthogonal matrix:
Rotation of the point
It is easy to describe the rotation of a point M around the z 3 axis by an angle ω, see Figure 3 :
2.1.4. Rotation of the point M in (Ox 1 y 1 z 1 ) Let x 1 , y 1 , z 1 and x 3 , y 3 , z 3 be the coordinates of point M respectively in the (Ox 1 y 1 z 1 ) and (Ox 3 y 3 z 3 ) system of axes:
Relation (5) can be written as:
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We deduce from (6) the relation between x 1 , y 1 , z 1 and x 3 , y 3 , z 3 :   
The primed variable are the coordinates for
Finally, we obtain that:
The rotation matrix M (ϕ, θ, ω) is
Molien function Invariant integral:
Normalization factor:
Each rotation angle defines a class, all the rotations with the same angle but different rotation axes belong to the same class. The character χ (L) is equal to:
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The Molien function for computing the number of invariants or covariants of representation (L), L ∈ N from N space vectors −−→ OM i is given by
where D (ϕ, θ, ω) is a 3N × 3N block matrix representation of the rotation operation:
We find that
Generating functions for the invariants
g SO(3) Molien (Γ final = (0) ; Γ N ; λ) = 1 2π 2 π 0 2π 0 π 0 1 [(1 − λ)(1 − 2λ cos ω + λ 2 )] N sin θdθdϕ sin 2 ω 2 dω = 2 π 1 (1 − λ) N π 0 sin 2 ω 2 (1 − 2λ cos ω + λ 2 ) N dω(14)
Generating functions for the (L) covariants
Remark:
Remark: Collins and Parsons [4] compute the Molien function for the invariants using the Euler angle parametrization of the rotations. The numerator in the integrand of the Molien function is just 1 for the invariant and both parametrization (ours and theirs) are equivalent. For covariants, the numerator in the integrand is the character which depends only on rotation angle. For covariant, our parametrization gives a straightforward integral over only one variable ω while calculations would not be so direct using Euler angles. It perhaps may be done using the remark page 488 of [5] :
Using explicit expressions for the rotation matrix elements and Eq. (B30), we find a simple relation between the rotation angle δ about an arbitrary axis and the Euler angles:
One spatial vector
The initial representation Γ 1 contains the three variables x 1 , y 1 , z 1 , and the sum over L of (2L + 1) g
; λ is equal to
What are the polynomials of lowest degrees? Table 1 . 
. The generating functions for two vectors can be deduced by coupling the generating functions for one vector obtained in (3), see Appendix A.
The ring of invariant is well-known [6] and generated by the 3 scalar products:
The two first order (1)-covariant basis vectors can be taken as
 , and the second order one as their cross-product
So the z-component of the electric dipole moment function of an ABC molecule will have the form:
where P i are polynomials in the primary invariants. The other components are related by symmetry which implies P x i = P y i = P z i and P y 1 z 2 −z 1 y 2 = P z 1 x 2 −x 1 z 2 = P x 1 y 2 −y 1 x 2 . So, only three polynomials in three variables need to be fitted on data to determine the DMS functions.
The three second order (2)-covariant basis vectors can be taken (probably?) as 
, and the third order ones as ...
Three spatial vectors
The initial representation Γ
contains nine variables and is reducible.
The generating functions for three vectors can be obtained by coupling the generating function for one vector and the generating function for two vectors, see Appendix Appendix A.
The coefficients in (22) The generating function suitable for a symbolic interpretation in term of an integrity basis depends on L. Table 2 gives ...
Generating function for four vectors
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SO(3) i
Molien functions for three spatial vectors and the final (L)
; λ
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The generating function (24) has positive or null coefficients in its numerators for L = 0, 1 or 2. Molien functions for four spatial vectors and the final (L)
; λ 
Generating function for five vectors
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final ; Γ
SO(3) 5
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; λ ; λ
Conjectures
Let us sum up the expressions for two, three, four and five vectors:
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Two vectors
g SO(3) 1 Γ SO(3) final ; Γ SO(3) 2 ; λ = c 2,1,L λ L + c 2,1,L+1 λ L+1 (1 − λ 2 ) 3 .
Three vectors
g SO(3) 1 Γ SO(3) final ; Γ SO(3) 3 ; λ = c 3,1,L λ L + c 3,1,L+1 λ L+1 + c 3,1,L+3 λ L+3 + c 3,1,L+4 λ L+4 (1 − λ 2 ) 6 , g SO(3) 2 Γ SO(3) final ; Γ SO(3) 3 ; λ = c 3,2 0 ,L λ L + c 3,2 0 ,L+1 λ L+1 (1 − λ 2 ) 6 + c 3,2 1 ,L λ L + c 3,2 1 ,L+1 λ L+1 + c 3,2 1 ,L+2 λ L+2 (1 − λ 2 ) 5 ,
Four vectors
SO(3) 4
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Five vectors
SO(3) 5
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Conjecture 1
We conjecture that for any N and any L (i.e. any Γ SO (3) final ) the Molien function can be cast in the form of a sum of k (with 1 ≤ k ≤ 3N − 2) rational fractions with all numerator polynomials having only non-negative coeficients:
A simpler notation would be (there are several possible forms, but the index h is somewhat redundant with L, since the constraints c N,h l ,L+n ≥ 0 essentially fix the correct form. There are L-values where 2 different h are possible but the form is in fact the same.) :
Note that numerator λ-exponents start at L, since (L)-covariants are at least of total degree L. Such an expression admits the symbolic interpretation in terms of generalized integrity basis already proposed in our previous work on SO(2) [1] . That is to say, if the least integer k for which such an expression holds is equal to 1, then the usual Molien function interpretation in terms of integrity basis holds. Else, if it is strictly more than 1, then necessarily L > 0, the module of (L)-covariants is non free but it is a sum of k submodules, each of these submodules, (if non zero,) is a free module that corresponds to the l th rational fraction symbolic interpretation in terms of integrity basis (1 ≤ l ≤ k), so it is a module on a ring generated by 3N − 2 − l primary invariants and the minimal number of covariant generators of degree L + n is given by c N,L,l,n . So, this conjecture is in fact closely related to that of Stanley: conjecture 5.1 of Ref. [7] In practice for a given pair (N, L), expression Eq. (35) can be determined algorithmically by starting with the g
; λ has only non-negative coefficients, then one stops, otherwise we divide it by 1−λ 2 . The division process itself is stopped not when the degree of the rest is less than 2 as one would do in usual Euclidian polynomial division, but when the rest's coefficients become non-negative for the L-value considered, which will happen according to the conjecture. It will constitute the numerator of the first fraction. If the so-obtained quotient has only non-negative coefficients for the L-value considered, one stops, otherwise the process is iterated, that is to say, the quotient is divided in the same way by 1 − λ 2 and the new rest will constitute the numerator of the second fraction. And so on, until the quotient has also only non-negative
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For example, for N = 3, the initial expression is suitable for L < 2. For L ≥ 2, we obtain successively by the division process of the initial numerator:
The "rest" (2L + 1)λ L + (2L + 1)λ L+1 having only non negative coefficients, is the numerator of the first fraction we are seeking for. The "quotient"
happens in this simple case to have only non negative coefficients for L ≥ 2. So there will be only two fractions and it will constitute the numerator of the second fraction.
For N = 4, the initial expression is suitable for L < 3. For L ≥ 3, we obtain successively by the division process of the initial numerator:
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For L = 3 and L = 4 one must stop at Eq. (39), where all coefficients of the rest are positive, whereas for larger values of L the coefficient of λ L+2 is negative in the rest of Eq. (39) and one must stop only at Eq. (39). Let us consider first the cases L = 3 and L = 4. The quotient has negative coefficients and must be divided again by ( 
This time both rest and quotient have non negative coefficients, so we stop here and retrieve the numerators of the second and third fractions of g
in Eq. (25). For L > 4, we have to divide the quotient of Eq. (39) by ( in Eqs. (26) and (27). We leave it to the reader to treat the case N = 5.
Conjecture 2
For the electric dipole moment, the relevant covariant module which corresponds to the (L)=(1) irreducible representation, will always be free. This conjecture is based on the observation that for a given N, g 
Asymptotic expression of the generating function
See table 5.
Number of terms in the numerators of the asymptotic expression of the generating function
See table 6.
Finite groups
If in addition to the SO(3) action there is a finite group action on the vector variables, it can be taken advantage of in a second step as was argued in [8] 
Introduction
The coordinates x, y, z of a spatial vector span a three-dimensional representation Γ 1 . We consider the representation Γ n generated by n spatial vectors: 
Conclusion
This is the conclusion.
counts the irreducible representation of Γ f in the product Γ f,1 ⊗ Γ f,2 .
This paper deals with the group G = SO(3). The initial representation Γ The orthogonal group action on spatial vectors: invariants, covariants, and syzygies 24 
