Abstract. Using multi-party communication techniques, we prove that depth-3 circuits with a threshold gate at the top, arbitrary symmetric gates at the next level, and fan-in k MOD m gates at the bottom need exponential size to compute the k-wise inner product function of Babai, Nisan and Szegedy, where m is an odd positive integer satisfying m ≡ k mod 2m. This is one of the rare lower-bound results involving MOD m gates with non-prime power moduli.
1. Introduction 1.1. Circuit Complexity: MOD m vs. MOD p . Yao (1985) and Håstad (1986) proved that any Boolean circuit with gates AND, OR, and NOT, and with depth less than O log n log log n , needs exponential size to compute the PARITY function. After this result, the following question emerged: if PARITY is so hard, then what happens to the power of the circuit if PARITY gates are also allowed? Or, more generally, if MOD m gates are allowed in the circuit, where a MOD m gate outputs 1 if the sum of its input bits is divisible by m, and 0 otherwise. This question was first asked by Barrington (1986) . Razborov (1987) proved that the MAJORITY function needs exponential size if it is computed by bounded-depth circuits with AND, OR, NOT, and MOD 2 (i.e., PARITY) gates. Smolensky (1987) generalized this result to circuits with MOD p gates instead of MOD 2 ones, where p is a prime or prime-power. The case where the modulus is a non-prime-power composite number remained widely open. No lower bound was known even for depth-2 circuits with MOD 6 gates only.
For the depth-2 case Krause & Waack (1991) proved that any circuit with a MOD m gate at the top and arbitrary symmetric gates (e.g., MOD m gates) at the bottom needs exponential size to compute the ID(x, y) function, where ID is defined as ID(x, y) = 1 if x = y, 0 otherwise. Allender & Gore (1994) -using the result of Beigel & Tarui (1994) -proved that any uniform sequence of circuits of AND, OR, NOT, and MOD m gates needs exponential size to compute the permanent function. Using the uniformity assumption is essential here, since without it, it is unknown whether there exists any language in NP, or even in NEXP, which cannot be computed with polynomial-size, bounded-depth circuits of AND, OR, NOT, and MOD m gates, where m is a non-prime-power positive integer.
Our Results-Circuit Complexity.
Let A be a 0-1 matrix with n rows and k columns, that is, A ∈ {0, 1} n×k . Let GIP(A) denote the number of all-1 rows of matrix A, modulo 2. If k = 2, we get the inner product function mod 2. Function GIP is called the generalized inner product function (Babai et al. 1992) .
Let Our main result is the following theorem. Krause & Waack (1991) does not need the fan-in bound and the constraint for m, but works only for depth-2 circuits.
(ii) Håstad & Goldmann (1991) proved that a depth-3 circuit with a threshold gate at the top, symmetric gates at the next level, and arbitrary gates with fan-in k − 1 on the first level needs exponential size to compute GIP. This theorem cannot be generalized to lower fan-in of k, since with a MOD 2 gate (a symmetric gate) at the top, and n copies of fan-in k AND-gates at the bottom one can compute GIP(A). So the fan-in bound of k in Theorem 1 is not unreasonably restrictive. In the next section, we survey the proof of Håstad and Goldmann and highlight the difference between the fan-in bounds k and k − 1 for matrices A ∈ {0, 1} n×k .
(iii) One can allow that the depth-2 subcircuits of circuit C n,k have different odd moduli m i if they all satisfy k ≡ m i mod 2m i , and have a common upper bound, independently from n.
The k-fan-in EXACT gate outputs 1 iff exactly of its k inputs are 1. The following theorem applies for circuits with EXACT gates. We give the proofs of Theorems 1 and 2 in Section 3. The main tool in their proof is a multi-player communication game.
1.3. Multi-Party Communication Complexity. The notion of two-party communication complexity was introduced by Yao (1979) . Due to the algebraic characterization of the communication complexity, several strong lower bounds were proved for this model (see Lovász 1989 for a survey).
The multi-party communication game, first examined by Chandra et al. (1983) , is a generalization of the 2-party communication game. In this game, k players:
The players have unlimited computational power and they communicate with the help of a blackboard viewed by all players. Only one player may write on the blackboard at a time. The goal is to compute g(A 1 , A 2 , . . . , A k ) such that at the end of the computation, every player knows this value. The cost of the computation is the number of bits written on the blackboard for the given A = (A 1 , A 2 
nk . The cost of a multi-party protocol is the maximum number of bits communicated for any A from {0, 1}
nk . The k-party communication complexity of a function g, C (k) (g), is the minimum cost of those k-party protocols which compute g. In contrast with the rich theory of the two-party communication games, there are only few results known about the multi-party communication complexity of functions. Communicating n bits, P 1 can compute any function of A: P 2 writes down the n bits of A 1 on the blackboard, P 1 reads it and computes the value g(A) at no cost. The additional cost of diffusing the result g(A) to other players is the binary length of g(A). Babai et al. (1992) examined the multi-party communication complexity of the Generalized Inner Product (GIP) function.
, is the minimum number of bits that need to be exchanged in the worst case by any k-party protocol which computes g correctly on a 1/2 + ε fraction of the inputs. 
Substituting ε = 1/2 in Theorem 5, we get that the multi-party communication complexity of GIP is Ω n 4 k . A protocol of Grolmusz (1994) communicates O n 2 k k bits to compute GIP, which shows that the lower bound in Theorem 5 cannot be improved significantly. Håstad & Goldmann (1991) found a surprising application of Theorem 5 to circuit-complexity. They considered depth-3 threshold circuits with fan-in on the lowest level bounded by k − 1 and showed that the size of those circuits computing GIP(A) should be exponential in n. The strategy of their proof is the following: they assume that the circuit of a given type and size M computes GIP(A). Then, they show a k-party protocol where all the players know the circuit and which computes the output of the circuit (i.e., GIP(A)), while communicating about O(log M ) bits. From Theorem 5, O(log M ) ≥ n/4 k , which yields an exponential lower bound for M . The same proof applies to depth-3 circuits with a threshold gate at the top, arbitrary symmetric gates on the next level and arbitrary gates of fan-in at most k − 1 on the lowest level.
For the significance of this result, it is worthwhile to mention that no superpolynomial lower bound is known for the sizes of the depth-3 threshold circuits (without fan-in constraint) which compute a function in NP.
However, the k − 1 bound on the fan-in on the lowest level is essential to the proof in Håstad & Goldmann (1991) ; with k players, this facilitates the O(log M ) communication protocol: since every gate at the bottom has fan-in at most k − 1, for every gate, there exists a player who knows all the inputs of that gate, and consequently, knows its output. This method, however, cannot be applied when the lower fan-in is k instead of k − 1, since it may happen that no player knows all the inputs of a gate with fan-in k.
Our Results-Communication Complexity.
First, we give a definition of easy and hard functions in multi-party communication complexity.
ck log n. Let ME denote the family of all multi-party easy sets. We say that
the family of all multi-party hard functions.
Remark. Usually, k is thought to be much smaller than log n, say o(log n), or constant. When k is constant, then membership in ME implies a logarithmic communication complexity, while members of MH have linear communication complexity, so in this case the gap between these two classes is exponential.
Theorem 5 shows that GIP is in MH. In Section 2 we show several surprising theorems about membership in the classes MH and ME, and these theorems form the basis for proving the following circuit results. 
n×k . Then, the number of those rows of A which are congruent to mod m is in ME. With = 0, we get that the number of rows divisible by m is in ME. However, not every congruence class can be counted easily, even with the assumptions of Theorem 7. If m = 2, at least a modular result is easy.
Theorem 10. The function defined to be the number of even rows of A mod 2 k−1 is in ME.
From Theorem 5, the number of all-1 rows is in MH.
Corollary 11. Let k be an odd positive integer. The function which gives the number of all-0 rows plus the number of all-1 rows of A is in ME. 
The Protocol
In this section, we describe a multi-party protocol which plays a main role in the rest of this paper. 
We say that row A j is divisible by m if it is congruent to 0 mod m.
The goal of the players in protocol MOD-m is to compute the number of rows of A in every congruence class mod m.
Notation 13. We denote the elements of the set (Z The fundamental strategy of the players in the protocol MOD-m is the following: Player P i (1 ≤ i ≤ k) assumes that column i of A, A i , is the all-1 vector. P 1 communicates the number of rows in separate congruence classes, and then P 2 corrects him on those rows which begin with 0, instead of the assumed 1. Then, P 3 corrects P 2 and P 1 on those rows which begins with two zeros, and so on, until P k corrects P 1 , P 2 , . . . , P k−1 on those rows which begin with k − 1 zeros. The protocol makes errors only in the case of rows for which none of the assumptions were satisfied: the rows with k 0's. Every other row will be counted correctly: since at least one player's assumption was right, he saw the row entirely and counted it in the proper congruence class, correcting the errors of the others. Now, we present a more detailed description of the protocol, together with its analysis. (The protocol itself is typeset in roman, while the analytical remarks are in a different (slanted) font.) Protocol MOD-m P 1 begins the communication. Since P 1 assumes that the first column of A is the all-1 vector, P 1 is assumed to know the entire input, so he can communicate any function of it. P 1 first communicates α 0 , the number of rows which are congruent to 0 mod m, then α 1 , the number of rows congruent to 1 mod m, and so on, and last α m−1 , the number of rows congruent to m − 1 mod m.
So P 1 communicates a vector
of length m log(n + 1) . Let us note that
P 1 correctly counts those rows which begin with a 1, but if a row begins with a 0 and P 1 counted it to α , then it should have been counted to α ( −1) mod m . P 2 communicates next. Since P 1 already advertised vector α, the task of P 2 is only to correct the errors made by P 1 . P 2 knows where P 1 made an error: those rows beginning with a 0. Suppose that row A j begins with a 0, and P 2 -using his assumption that A 2 is the all-1 vector-sees that A j is congruent to mod m. P 2 knows that P 1 assumed that the first entry of A j is 1, and assumes that the second entry in A j is also 1, so P 2 assumes that P 1 counted erroneously A j to those rows, which are congruent to + 1 mod m. P 2 subtracts 1 from the number α +1 mod m and adds 1 to α . P 2 repeats this for all rows, beginning with 0, but communicates only the vector-sum of the corrections:
1 , . . . , β
is the number of those rows which begin with 0 and that P 2 sees to be congruent to i, minus the number of those rows which begin with 0 and that P 2 sees to be congruent to i − 1 mod m.
Note that
and β (2) can be communicated with m log(2n + 1) bits, since every β (2) i is a number of absolute value of at most 2n.
Processor P 3 , and after that P 4 , . . . , P i−1 communicates for i ≤ k, and P i communicates next. The task of P i is to correct errors, committed by P 1 , P 2 , . . . , P i−1 . Until now, all of the rows which contain at least one bit 1 in the first i − 1 positions were counted correctly.
P i deals only with rows which begin with i − 1 zeros. Suppose that a row, A j , begins with i − 1 zeros, and P i sees it to be congruent to mod m. Let 1 ≤ z ≤ i − 1. Then P i assumes that P z has seen A j to be congruent with +1, so he corrects P z . However, so far P z has corrected P z−1 , P z−2 , . . . , P 1 with an assumption that A j z = 1, but P i knows that A j z = 0, so P i should also correct the corrections of P z . Let P i communicate
the vector-sum of the correction vectors, for 1 ≤ z ≤ i − 1.
Since P i knows the strategy of the other players, and assumes to know the whole input, he can simulate their computation and can correct their errors. So P i computes β (i) and can communicate it with m log(2 i−1 n + 1) bits. Let us note again that
When P k has communicated β (k) , all players compute-privately-the vectorsum
End of protocol MOD-m.
The players of this protocol use O(mk log n) bits of communication.
Let us observe that if no row of A is equal to 0, then
since every row is correctly counted by one player and that player corrected all the previous errors for that row. 
where ν = (1, 0, 0, . . . , 0), and
Proof. In protocol MOD-m, players count correctly all the rows, except those which are equal to 0. In fact, they never count the 0 rows, since no player's assumption is compatible with 0. For each row 0, player P i computes some vector µ (i) , which all players add up to µ at the end, where
instead of the correct ν = (1, 0, 0, . . . , 0). This shows the correctness of Equation (1). Our remaining task is to compute µ. P 1 counts 0 to rows congruent to 1 mod m, so he adds the following µ
(1) to his communicated vector α, for each row 0:
P 2 also counts 0 to rows congruent to 1 mod m, and he assumes that P 1 counted the row to the rows congruent to 2 mod m. So P 2 adds
to his β (2) , where I denotes the m × m identity matrix. Now let 2 ≤ i ≤ k − 1, and suppose that
We state that P i+1 communicates µ (i) , the same corrections to P 1 , P 2 , . . . , P i−1 as P i has communicated, since P i assumes that bit i is the only 1-bit in the row while P i+1 assumes that bit i + 1 is the only 1-bit in the row and these assumptions are equivalent from the viewpoints of P 1 , P 2 , . . . , P i−1 , so when P i and P i+1 correct them, they must communicate the same number.
However, P i+1 corrects P i also. P i+1 assumes that P i sees one more bit than himself, so P i+1 assumes that P i has computed the correction-vectors for P 1 , P 2 , . . . , P i−1 as himself, but with a circular right-shift. So to correct P i , P i+1 should subtract µ (i) Π from µ (i) , which gives the following result:
Therefore, we have that
Using that µ (1) = νΠ, we also have that
Multiplying both sides of (3) on the right by (I − Π) − I = −Π, we get
and since Π commutes with its powers,
Multiplying both sides of (4) with −Π −1 on the right, we get
and this equation proves the theorem.
where θ = (θ 0 , θ 1 , . . . , θ m−1 ), and 1998) Proof. From the binomial theorem we get
Since Π m = I, we can write
It is easy to see that if a matrix is multiplied by ν from the left, the result is the first row of the matrix. When a row vector is multiplied by Π, the effect is the circular right shift of the coordinates; this also holds for the first rows of the powers of Π: the first row of I is 1, 0, . . . , 0, the first row of Π is 0, 1, 0, . . . , 0, the first row of Π 2 is 0, 0, 1, 0, . . . , 0, and so on until the first row of Π m−1 is 0, . . . , 0, 1.
From (5) we obtain
where
Lemma 16 together with (6) completes the proof. Now we are ready to prove Theorems 7, 9, 10, and Corollaries 8 and 11.
Proof of Theorem 7. By Lemma 17,
since k is odd, and k − i ≡ mod m. So, γ = δ (m) (A) and since protocol MOD-m computes γ in ME, we are done.
Proof of Theorem 9. We may assume that 0 ≤ ≤ m − 1. From Lemma 17, we have that
since every summand is of the same sign. The k players who compute δ (m) while communicating c bits can compute CT(0, A) while communicating c + O(km log n) bits, using protocol MOD-m and equation (7). However, (interchanging the roles of bits 1 and 0 in its proof), Theorem 5 shows that computing CT(0, A) needs Ω(n/4 k ) bits to communicate, and since any player can compute θ without any communication, we are done.
Proof of Corollary 8. As in the proof of Theorem 9, we need to prove that θ 1 = 0. Since
we are done.
Let A ∈ {0, 1} n×k . A row of A is called even if it is divisible by 2. Theorem 9 shows that the number of even rows of A is in MH.
Proof of Theorem 10. Protocol MOD-m, with m = 2, computes a vector
The first coordinate of γ is congruent to δ
0 mod 2 k−1 , and this proves the statement.
Proof of Corollary 11. Let m = k and = 0 in Theorem 7. 
n×k .
• On the bottom level (level 0), the variables A i j with their negations appear.
• At the top (level 2), there is a symmetric gate.
• There are MOD m gates of fan-in k on the first level. Proof. Let us consider a circuit C * n,k computing GIP(A), A ∈ {0, 1} n×k , and k players such that player i knows every column of A except column i, for 1 ≤ i ≤ k, and suppose that all the players know the circuit C * n,k . At the top of the circuit, there is a symmetric gate, and the output of that gate depends only on the number of MOD m gates evaluated to 1 on level 1.The players will collectively compute the number of MOD m gates evaluated to 1. Every MOD m gate has at most k input wires. Let us call a MOD m gate easy, if it has no input from a column of A. The easy gates can be evaluated as follows (Håstad & Goldmann 1991) : Suppose that an easy gate has no input from A i , then P i knows every input to that gate, so he knows its output. Before the computation, the players agree on a scheme which partitions the easy gates between the players who know their inputs. These players simply communicate the number of those easy gates in their classes which are evaluated to 1. This can be done with O(k log N ) bits of communication, where N is the size of circuit C * n,k . Next, the players evaluate the non-easy gates. To do this, they first build a matrix B-individually, without any communication. B has k columns, and each row of B corresponds to one of the non-easy MOD m gates of the circuit; suppose that row B i corresponds to a MOD m gate G, and G has k inputvariables, one from each column of A. Let B i j be equal to the input of G in A j .
Note that player j knows all the columns of B, except column j, B j . Let us observe that B i is divisible by m exactly when G is evaluated to 1. Since the size of C * n,k is N , B has at most N rows. From Theorem 7, protocol MOD-m computes the number of rows B divisible by m while communicating O(mk log N ) bits. To compute the number of easy gates evaluated to 1, the players used O(k log N ) bits, so O(mk log N ) bits in total. Theorem 5 shows that to compute GIP(A), the players should communicate Proof. Let us consider circuit C * * n,k computing GIP(A), A ∈ {0, 1} n×k , and k players such that player i knows every column of A except column i, for 1 ≤ i ≤ k, and suppose that all the players know the circuit C * * n,k . At the top of the circuit, there is a MOD p gate, and the output of that gate depends only on the number of EXACT gates evaluated to 1 on level 1.
The players will collectively compute the number of EXACT gates evaluated to 1. Every EXACT gate has at most k input wires. Let us call an EXACT gate easy if it has no input from a column of A. The easy gates can be evaluated exactly as in the proof of Theorem 19, with O(k log p) bits of communication, since the number of EXACT gates evaluated to 1 is needed only mod p.
Next, the players evaluate the non-easy gates. To do this, they first build a matrix B-individually, without any communication. B has k columns, and each row of B corresponds to one of the non-easy EXACT gates of the circuit; suppose that row B i corresponds to an EXACT gate G, and G has k input variables, one from each column of A. Let B i j be equal to the input of G in A j . Note that player j knows all the columns of B, except column j, B j . Let us observe that B i is congruent to mod k exactly when G is evaluated to 1. To compute the number of easy gates, evaluated to 1, the players used O(k log p) bits so the MOD-m protocol used O(k 2 log p) bits, since it is enough to communicate every number mod p only. Theorem 5 shows that to compute GIP(A) the players should communicate Ω n 4 k bits, but the players can evaluate circuit C * * n,k with a constant number of bits in n. Therefore, we have that circuits in class C * * cannot compute GIP (A) at all.
With standard techniques of Hajnal et al. (1987) and Håstad & Goldmann (1991) , we can generalize Theorem 19 and Theorem 20, getting Theorems 1 and 2.
Proof of Theorem 1. If C n,k of size N computes GIP(A), then-by Lemma 2 of Håstad & Goldmann (1991) or Lemma 3.3 of Hajnal et al. (1987) Proof of Theorem 2. As in the proof of Theorem 1, at least one of the depth-2 subcircuits of C n,k computes GIP(A) or 1 − GIP (A) correctly on at least 1 2 + 1 2N of the inputs. From Theorem 20, the players communicate O(k 2 log p) bits for evaluating this circuit, while, from Theorem 5, Ω n 4 k − log N bits are needed for this, and the statement follows.
