The so-called denoising problem, relative to normal models for noise, is formalized such that noise' is de ned as the incompressible part in the data while the compressible part de nes the meaningful information bearing signal. Such a decomposition is e ected by minimization of the ideal code length, called for by the Minimum Description Length (MDL) principle, and obtained by an application of the normalized maximum likelihood technique to the primary parameters, their range, and their number. For any orthonormal regression matrix, such as de ned by wavelet transforms, the minimization can be done with a threshold for the squared coe cients resulting from the expansion of the data sequence in the basis vectors de ned by the matrix.
Introduction
Intuitively speaking the so-called`denoising' problem is to separate an observed data sequence x 1 ; x 2 ; : : :; x n into a`meaningful' signalx i and the remaining`noise' e i thus x i =x i + e i . Taking the traditional approach Donoho and Johnstone in the pioneering paper 4] on application of wavelets to statistics posed this as the problem of estimating a function f(t i ) from its noisy values x i = f(t i ) + i ; (1) where the noise i is a normal, independent, identically distributed (iid) sequence of zero mean and known variance = 2 . With the notations f(t i ) = x i andf(t i ) =x i for the values of the function and its estimates, respectively, the traditional criterion to assess the goodness of the various estimators is the risk R(f; f) = R(x; x) = n ?1 Ekx ? xk 2 ;
wherex =x 1 ; : : :;x n and similarly x denote the sequences of the estimated and modeled numbers, respectively. Taking advantage of the special property of orthonormal wavelet bases that the coe cients with small absolute value tend to be attributed to the noise, the authors converted the problem into one of nding a threshold such that all coe cients whose square exceeds the threshold are retained and others set to zero. By quite ingenious arguments they showed that the very simple threshold 2 lnn will have the minmax property that for the worst case signal x i the asymptotically minimum risk 2 lnn is attained; see also 5]. Moreover, this was turned into a universal threshold by a procedure to estimate the variance from the portion of the n=2 coe cients of the basis vectors corresponding to the nest resolution in the wavelet transform. Despite its simplicity the authors' threshold works well for data where the assumed mean x consists of piecewise smooth segments. Even when the break points are unknown, the risk is not appreciably larger than if an`Oracle' would tell the true break points. However, if there is no`true' signal of the kind assumed, the signal recovered by the procedure tends to be too smooth. This happens for instance in speech data, where the information bearing signal has rapidly changing large swings as well as even more rapidly changing components mixed with noise. We also nd the traditional approach with its risk untenable in principle, because it needs two`smooth' signals, only one of which,x, depends on the data. Hence, there are really two ideas of noise and its estimated variance involved: the relevant one e i = x i ?x i and another imagined one i = x i ? x i . The two cannot be equated, because the risk would vanish and we end up in circular reasoning: the noise gets de ned by the estimated signalx, which, in turn, depends on the estimated variance of the noise. Clearly, there cannot be any unique way to imagine or model a signal x i , which means that any estimate of its variance must be arbitrary.
In 7] a di erent approach to the denoising problem was studied based on an early version of the formula for the shortest code length for the observed sequence required in the MDL principle, 10]. In the notations above it is the same as that for the deviations x i ?x i = e i , which is determined by the way they are modeled. Two types of distributions for them were considered, the rst being normal with zero mean and known variance and the second Huber's ?contaminated normal distribution, also of zero mean and known variance, which was shown to satisfy a maximum entropy property. As in 4] the required noise variance cannot be estimated from the squared di erence between the data and the recovered signal. Interestingly enough, the minimizing number of the coe ents was shown to de ne a threshold, which for normally modeled noise reduces asymptotically to the minmax threshold of Donoho and Johnstone. The authors also suggest the use of the criterion to nd the best wavelet basis within a parametric family.
Inspired by the two papers mentioned we describe a di erent basis for the denoising problem: noise is de ned to be that part of the data that cannot be compressed with the models considered, while the rest de nes the meaningful information bearing signal, which need not be smooth. In fact, rapidly changing data may well be compressible, in which case they should not be eliminated as noise. This happens for instance in speech data as illustrated below. In the linear regression with normally distributed noise the decomposition required can be found by minimization of a criterion, de ned by the negative logarithm of a Normalized Maximum Likelihood (NML) density function, for which an exact formula exists even nonasymptotically. Such an NML criterion is derived by a two-fold extension of the normalization procedure done by Dom, 3] , which, in turn, sharpens the asymptotic formula in 9] that is applicable to more general parametric model classes. The resulting decomposition is similar to Kolmogorov's su cient statistics in the algorithmic theory of information, 2], 1], 10], 11], and it will also be seen to extend the usual su cient statistics decomposition of parametric likelihood functions of exponential type.
Because the NML criterion involves the sum of the squares of both the residuals, which de ne the ML estimate of the noise variance, and the constructed signal, it is no longer obvious that the optimal decomposition can be found by any threshold. However, we prove that one still exists so that the procedure for nding the information bearing signal remains simple. Under suitable assumptions the threshold turns out to behave asymptotically like one half of the threshold in 4] and 7], so that the minmax bound for the risk in the former reference will not be reached. This is, however, of no consequence, since the minmax bound is reached only by pathological signals which are unbounded. The same criterion can also be applied to nd the best data driven wavelet basis among a parametric family.
Finally, we add, in order to avoid misunderstandings, that the purpose of this paper is to derive exact nonasymptotic formulas for Gaussian models arising in linear-quadratic regression problems. Unlike in earlier attempts these formulas involve no arbitrarily selected hyperparameters, and they split the data in a natural manner into the noise and the signal that has all the useful information that can be extracted with the model class considered. The question, however, whether such models are even adequate for all denoising problems, let alone the best, is completely beyond the scope of this paper.
The NML Criterion for Linear Regression
The denoising problem is a special instance of the familiar linear regression problem, where each observed number x i for i = 1; : : :; n is modeled as
and i is taken as having a normal distribution with zero mean and variance = 2 . The entries z ji de ne a k n regression matrix Z 0 . Usually this matrix is a submatrix of a bigger n n regressor matrix W, de ned by the rows with indices in a set = fi 1 ; : : :; i k g. Extending such a model by independence to sequences x 0 = (x 1 ; : : :; x n ), viewed as a row vector, we get the density function f(x; ; ; ) = 1 (2 ) n=2 e ? 1
where 0 = 1 ; : : :; k and z t is the t 0 th column of Z 0 . Write = Z 0 Z, which is taken to be positive de nite.
The maximum likelihood solution of the parameters is given bŷ
In the following three subsections we describe three universal NML density functions of increasing degree of universality, the last giving the nal criterion. We also use the same letter`f' and the notation of type f(x; ) where the dot is replaced by parameters of various kind. Clearly, then density functions so denoted are di erent depending on the nature and the number of the parameters involved. This should not cause confusion, for the nature of the parameters will indicate which density function is being discussed.
First Level Universal
We begin by the derivation of the NML density function, for which an asymptotic formula for general parametric model classes was given in 9]. It was recognized by Dom that for the normal linear regression models one could derive an exact formula, 3], which, however, includes certain hyperparameters to be chosen properly. Our derivation, which is simpler, was also done in 1], but we repeat the steps needed for further development. The NML density function is de ned aŝ
where y is restricted to the set
In this the parameters 0 and R are such that the ML estimates fall within Y ( 0 ; R). It was shown in 13] that a normalization process like in (5) givesf(x; ) as the solution to the minmax problem min q max x ln f(x; ;^ (x);^ (x)) q(x) :
The same density function was recently shown to solve even the following minmax problem min q max g E g log f(X n ;^ (X n ); ) q(X n ) ;
where q and g range over any distributions, 12]. Hence, in partiular g is not restricted to be of the normal type (3). In words:f(x n ; ) is the unique density function which minimizes over all density functions q(x n ) the mean ideal code length di erence between ? log q(x n ) and the shortest ? logf(x n ;^ (x n ); ) we can ask for, the mean taken with respect to the worst case data generating distribution. We call the negative logarithms of densities`ideal' code lengths, because they can be converted into integer-valued code lengths as upper bounds for negative logarithms of probabilities induced on the data quantized to a nite precision. The numerator in (5) is given by f(x; ;^ (x);^ (x)) = 1=(2 e^ (x)) n=2 ;
and we need to evaluate the denominator. When the data are generated by (3) the maximum likelihood estimates (4) are su cient statistics, and we have the factorization f(x; ; ; ) = f(xj^ (x);^ (x))g 1 (^ (x); ; )g 2 (^ ; );
where the conditional density function in the rst factor does not depend on the parameters. The second factor is the normal density function with mean and covariance matrix ?1 , and the third is induced by the 2 ? density function for n^ (x)= with n ? k degrees of freedom.
We can evaluate the denominator in (5) by integrating the conditional density function over its range, while keeping^ (y) =^ and^ (y) =^ at xed values, which gives unity, and then integrating the product g 1 (^ ;^ ;^ )g 2 (^ ;^ ) over the range of^ and^ . The product turns out to be a function of only, and it is given by g(^ ) = A n;k^ ?k=2?1 ; (10) where
The integration gives then
where
is the volume of the ellipsoid de ned by and R. Finally, the logarithm of the NML density function for k such that 0 < k < n is given by ? logf(x; ; 0 ; R) = n 2 ln^ + k 2 ln R 0 ? ln ?( n ? k 2 ) ? ln ?( k 2 ) + ln 4 k 2 + n 2 ln(n ):
We conclude this subsection by extending Equation (15) is another parameter greater than 0 ; x is the arithmetic mean of the data. The values of the parameters will not be needed. When looking for the optimal value for k among k > 0 the norm of the parameter vectors^ (x) a ects the value of the criterion but otherwise is of no particular interest. However, if by chance the optimal value is 1, and we need to check if the value k = 0 is even better, we should examine the situation for small values of the single parameter against its value being 0. This means that we should not comparef(x; ; 0 ; R), as obtained from (15) for k = 1, with (16), but we should recompute it for k = 1 for a small value of R, which will increase it and make it more competitive against (16). Much as in hypothesis testing with the NML criterion, 11], an appropriate value for the range is obtained with R = c 2^ =(n ? 1), where c is a positive constant to be determined presently. Then writing the NML density function for k = 1 asf(x; 1), we get with the same technique as above the simple resultf (x; 0) f(x; 1) = 2cS n?1 (t):
The densityf(x; 1) is maximized for the positive square root ofĉ 2 = (n?1)^ 2 =(n^ ). We then pick the optimal numberk = 0, if the ratio is greater than or equal to unity. Otherwise, the winner iŝ k = 1.
Second Level Universal
We wish to get rid of the two parameters R and 0 , which clearly a ect the criterion (15) in an essential manner, or rather we replace them with other parameters which do not in uence the relevant criterion. In 11] and 6] this was done simply by setting the two parameters to the values that minimize (15): R =R, and 0 =^ , whereR = n ?1^ 0 (x) ^ (x). However, the resultinĝ f(x; ;^ (x);R(x)) is not a density function. We can of course correct this by multiplying it by a prior w(^ (x);R(x)), but the result will be a density function on the triplet x;^ (x);R(x), which is not quite right. We proceed instead by the same normalization process as above:
f(x; ) =f (x; ;^ (x);R(x)) R Yf (y; ;^ (y);R(y))dy ;
where the range Y will be de ned presently. By (9) and the subsequent equations we also have the factorization f(x; ; 0 ; R) = f(xj ;^ ;^ )g(^ )=C( 0 ; R) = f(xj ;^ ;^ ) k 2^ 
Because the last term does not depend on nor k, we do not indicate the dependence off(x; ) on the new parameters.
Third Level Universal
If we intended to use the criterion (21) to nd the optimal index set and their number k, we would have to add a code length of the optimal index set , and the result would not be the shortest code length for the data alone. Therefore, we extend the density functionf(x; ) to the larger class of models, de ned as the union over all submatrices Z of the xed W, and to obtain a criterion for nding the optimal index set and the associated optimal model. There are two basic cases to consider, one in which a prior w( ) for the index in some set exists to be taken advantage of, and the other where only the range is selected. In the former case, the optimal index is the one that maximizes the productf(x; )w( ), and the resulting parameter-free density function for the model class, which now includes w, is given by f(x; ) =f (x; (x)) P n ( (x)) w( (x)); 
is a normalization needed to obtain a density function.
In the second case, which is far more common, no meaningful prior exists, and we construct a parameter-free NML density function for the data by imitating the technique above. We begin with the MDL estimator^ ( ), obtained by minimizing the ideal code length for the data ? lnf(x; ) with respect to . Although the resultf(x;^ (x)) is not a density function we get one by the normalization processf (x; ) =f (x;^ (x)) R^ (y)2 f (y;^ (y))dy ;
where is a set of indices such that it includes^ (x). The denominator in (24), call it C, is given by C = 
where we include in Const all the terms that do not depend on the optimal index set^ of sizek. The terms other than the rst de ne the length of a code from which the optimal normal model, de ned by the ML parameters, in the subclass speci ed by the term Const can be decoded, while the rst term represents the code length of the part of the data that adds no further information about the optimal model. It may be viewed as noise. Hence this decomposition is similar to Kolmogorov's su cient statistics decomposition in the algorithmic theory of information, and it is also seen to extend the ordinary su cient statistics, as de ned for certain parametric families, to something that could be called parameter free universal su cient statistics.
By applying Stirling's approximation to the ??functions we get the NML criterion for 0 < k < n min 2 f(n ? k) ln^ + k ln(nR) + (n ? k ? 1) ln n n ? k ? (k + 1) ln kg;
where k denotes the number of elements in . This di ers from the criterion in 11] and that in 6] only by an added term 2 ln(2=k). We emphasize that the optimal index set with which the shortest ideal code length for the data ? logf(x; ) in the minmax sense results, is indeed^ (x), obtained by minimizing the criterion (21) without any additional code length for . It may be of interest to calculate the probabilityP n (^ (x)) and the prior^ n ( ), which also give the normalizing constant (25). We can do it asymptotically by use of the theory of the MDL estimateŝ (x), which are consistent provided the number of parameters to be estimated does not grow with n; for the general proof pattern we refer to 1]. This motivates the assumptions in the theorem Theorem 1 Let the data be generated by some model f(y n ; ; ; ) in the class speci ed by in a nite set , and let Prob(^ (y n ) 6 = ) ! 0. Then for each 2
n ( ) ! 1=j j: 
Because of Parseval's equality the sum of the squared deviations^ is minimized by the k largest coe cients in absolute value, which makes the thresholding schemes in 4] possible. BecauseŜ in the second term of the criterion C (x) is maximized by the k largest squared coe cients, it is not clear at all that any threshold exists, and that the search for the minimizing index set^ through all the 2 n possible index sets can be avoided. However, we have the theorem Theorem 2 For orthonormal regression matrices the index set^ that minimizes the criterion (36) is given either by the indices^ = f(1); : : :; (k)g of the k largest coe cients in absolute value or the indices^ = f(n ? k + 1); : : :; (n)g of the k smallest ones for some k =k. If C (k) (x) and C (k) (x) denote the corresponding values of the criteria, respectively, then C (k) (x) = C (n?k) (x) + 2 ln n ? k k ;
and^ can be found by no more than n evaluations of the criterion.
Proof: Let be an arbitrary collection of a xed number of indices k, and letŜ k be the corresponding sum of the squared coe cients. Let u i = c 2 i be a term inŜ k . The derivative of C (x) with respect to u i is then
which is nonpositive whenŜ k =k T k =(n ? k), whereT k = n^ k = c 0 c ?Ŝ k , and positive otherwise.
The second derivative is always negative, which means that C (x) as a function of u i is concave. If for some ,Ŝ k =k >T k =(n ? k), we can reduce C (x) by replacing, say, the smallest square c 2 i in by a larger square outside of , and get another for whichŜ k is larger andT k smaller. This process is possible until = f(1); : : :; (k)g consists of the indices of the k largest squared coe cients. Similarly, if for some ,Ŝ k =k <T k =(n ? k), we can reduce C (x) until consists of the indices of the k smallest squared coe cients. Finally, if for some ,Ŝ k =k =T k =(n ? k), then all the squared coe cients must be equal, and the claim holds trivially. The proof of (38) follows by a direct veri cation.
It may seem weird that the threshold de ned byk could require setting coe cients that exceed the threshold to zero. However, we have made no assumptions about the data to which the criterion is to be applied, and it can happen that the signalx =x n recovered is de ned by a model which is more complex than the noise x n ?x n , relative to the two classes of distributions considered, the normal one for the noise and the uniform for the models. Hence, in such a case it may pay to reverse the roles of the information bearing signal and the noise.
It seems that in most denoising problems the data are such that the information bearing part is simpler than the noise in the sense the index set^ minimizing the criterion (36) has fewer than n=2 elements. For such data Equation (38) implies that C (k) (x) cannot be the minimum. In fact, C^ (x) C (n?i) (x) < C (i) (x) for all i < n=2, which in view of Theorem 2 implies C^ (x) = C (k) (x). For denoising, then, we should simply optimize the criterion (36) over the k largest coe cients in absolute value thus
Withĉ n denoting the column vector de ned by the coe cientsĉ 1 ; : : :;ĉ n , whereĉ i = c i for i 2 f(1); : : :; (k)g and zero, otherwise, the signal recovered is given byx n = Wĉ n : We conclude this section by studying the behavior of the threshold = c 2 (k) for large n. For small n it depends in an intricate manner on the data sequence, but for large n we can get some information if we assume a certain type of asymptotic behavior of the data sequence. For wavelet transforms a data sequence can increase either by sampling a function, de ned on an interval of the real line, with ner and ner resolutions or by keeping the resolution xed while increasing the number of samples. In either case a reasonable assumption for many data sequences might be that fork = o(n) bothx 0x =n and^ k would stay within an interval a 1 ; a 2 ] for 0 < a 1 .
We have for 1 < k < n 
If we use the approximation ln(1 + O(1=n)) = O(1=n) we get We added pseudorandom normal 0-mean noise with standard deviation of 0.1 to the data points x i are , which de ned the data sequence x i . The threshold obtained with the NML criterion is = 0:246. This is between the two thresholds called VisuShrink = 0:35 and GlobalSure = 0:14, both of the type in 4], as reported in 8]. It is also close to the threshold = 0:20, obtained with the much more complex cross-validation procedure in 8]. In all cases the recovered signals looked alike.
In the second example the data sequence consists of 128 samples from a voiced portion of speech. The NML criterion retains 42 coe cients exceeding the threshold = 7:3 in absolute value. It gives the value^ = 5:74 for the noise variance. The estimation procedure in 4] gives^ = 10:89 and the threshold = p 2^ ln128 = 10:3. Figure 1 shows the original signal together with the information bearing signal extracted by the NML criterion and the much smoother signal, marked`DJ signal', obtained with the threshold in 4]. We see that the latter is far too smooth and fails to capture the important large pulses in the original signal. We also see that the NML criterion has not removed the sharp peaks in the large pulses despite the fact that they have locally high frequency content. They simply can be compressed by use of the retained coe cients, and by the general principle behind the criterion they are not regarded as noise. 
