Decisions must be implemented through actions, and actions are prone to error. As such, when 21 an expected outcome is not obtained, an individual should not only be sensitive to whether the 22 choice itself was suboptimal, but also whether the action required to indicate that choice was 23 executed successfully. The intelligent assignment of credit to action execution versus action 24 selection has clear ecological utility for the learner. To explore this scenario, we used a modified 25 version of a classic reinforcement learning task in which feedback indicated if negative prediction 26 errors were, or were not, associated with execution errors. Using fMRI, we asked if prediction 27 error computations in the human striatum, a key substrate in reinforcement learning and decision 28 making, are modulated when a failure in action execution results in the negative outcome.
: Task Design. Participants selected one of three slot machines on each trial by reaching to one of them using a digital tablet in the fMRI scanner. Three trial outcomes were possible: On Rew+ trials (A), the cursor hit the target and a reward was received; on Rew-trials (B), the cursor also hit the target but no reward was received; on Miss trials (C), the cursor was shown landing outside the target and no reward was received.
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To maintain fixed probabilities for each target, we varied whether the cursor feedback was evaluated the participants' choice biases: For each target, the choice bias was computed by 209 dividing the number of times the participant chose that target by the total number of choice trials.
probability ratio of the chosen target on trial t, 4) the absolute cursor error magnitude on trial t-1 221 (distance from feedback cursor to target), 5) the veridicality of the feedback on trial t-1 (1 for 222 veridical feedback, 0 for perturbed feedback), 6) the interaction of absolute error magnitude X 223 the veridicality of the feedback on trial t-1, and 7) the current trial number. The multiple logistic 224 regression was computed using the MATLAB function glmfit, with a logit link function. All 225 regressors were normalized for display purposes. One-sample t-tests were used to test for 226 significant regression weights across the sample. For two participants, full "separation" was 227 observed with the reward regressor (e.g., they never switched after a Rew+ trial, or always 228 switched after failing to receive a reward); these participants were excluded from the regression 229 analysis, although they were included in all other analyses.
230
We also analyzed how movement feedback altered reaching behavior, in order to test 231 whether participants were actively attempting to correct execution errors. In particular, we were target, indicating a Miss (the analysis was conducted this way to limit simple effects of regression (1) δt = rt -Qt(a) 249
(2) Qt+1(a) = Qt(a) + η δt 250 251 where the value (Q) of a given choice (a) on trial t is updated according to the reward prediction 252 error (RPE) δ on that trial (the difference between the expected value Q and received reward r), 253 with a learning rate or step-size parameter η. All models also included a decay parameter γ 254 (Collins et al., 2014) , which governed the decay of the three Q-values toward their initial value 255 (assumed to be 1/the number of actions, or 1/3) on every trial:
Our previous results showed that participants discount Miss trials, suggesting a tendency 
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The third GLM was designed to identify brain areas parametrically sensitive to motor 
393
All voxel locations are reported in MNI coordinates, and all results are displayed on the 394 average MNI brain.
396

Results
397
We developed a simple 3-arm "bandit task" in which, during fMRI scanning, the 398 participant had to make a short reaching movement on a digital tablet to indicate their choice on 399 each trial and to attempt to maximize monetary earnings (Figure 1) . At the end of the movement,
400
feedback was provided to indicate one of three outcomes, as follows: On Rew+ trials, the visual 401 cursor landed in the selected stimulus and a money bag indicated that $.10 had been earned. On
402
Rew-trials, the visual cursor landed in the selected stimulus but an X was superimposed over the 403 money bag, indicating that no reward was earned. On Miss trials, the visual cursor was displayed 404 outside the chosen stimulus (and no money was earned). The reward probability for each stimulus 405 ("bandit") was fixed at 0.4, but the probabilities of Rew-and Miss varied between the three stimuli 406 (0.5/0.1, 0.3/0.3, 0.1/0.5 respectively; see Methods). Thus, we used a stationary multi-armed 407 bandit task, as all probabilities were fixed.
409
Choice Behavior
410
In previous studies using a similar task, participants showed a bias for stimuli in which next best model (t19 = 4.61, p < 0.001; Figure 3C ). Third, the Gating model provided the best fit for 16 of the 20 of the participants ( Figure 3D ). Consistent with our previous results (McDougle update parameter (η) devoted to such trials improves the model fit.
499
We next examined the estimated parameter values for the Gating model. Parameter values 500 were not normally distributed, and Wilcoxon sign-rank tests were thus used for statistical 501 comparisons. The learning rates on Miss trials, ηMiss, and Rew-trials, ηRew-, were both greater than 502 zero (p = 0.010 and p = 0.014, respectively). The learning rate on Rew+ trials, ηRew+ was 503 marginally greater than zero (p = 0.09). As predicted, the ηMiss parameter showed the lowest value 504 (medians: ηMiss = 0.07, ηRew+ = 0.13, ηRew-= 0.23). However, a sign-rank test revealed no 505 significant difference between ηMiss and ηRew-(p = 0.18). Lastly, The persistence parameter (Φ) Figure 3G ; we note, however, that summing tends to inflate differences in fit). Overall, this 523 analysis suggests that the model fitting results should be interpreted with caution as each model 524 is only subtly different. It is important to note that the primary reason modeling was conducted 525 in the present study was to generate time courses of RPEs for the analysis of BOLD data. Indeed, 526 the pattern of RPEs generated for each outcome (Rew+, Rew-, Miss) were very similar across 527 models.
528
Previous studies have shown that movements toward high value choices are more vigorous 
546
Imaging 547 Figure 4A and Table 1 show the results of the whole-brain contrasts for reward processing (Table 1) . No significant voxels in the striatum 586 were identified in this analysis, even at a relaxed cluster-forming threshold (p < 0.05).
587
To investigate areas that may act in concert with the ventral striatum in our task, we 588 performed an exploratory psychophysiological interaction (PPI) connectivity analysis. Our PPI 589 analysis quantifies correlations in BOLD activity between the striatal ROI and other brain areas 
627
We note that the putative "gating" phenomenon, the diminished encoding of a negative 628 RPE in the striatum, was not categorical; indeed, participants displayed varying degrees of gating 629 both behaviorally and neurally (Figure 2, Figure 5 ). One speculation could be that gating is a 630 function of how optimistic a participant is that they could correct a motor error in the future. By suggest that prediction errors update decisions in a manner that incorporates the successful implementation of those decisions, specifically, by ceasing to update value representations when 32 of 35 a salient execution failure occurs. These results may add to our understanding of how 685 reinforcement learning proceeds in more naturalistic settings, where successful action execution 686 is often not trivial.
687
688 689
