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We evaluate some unusual infinite products, of which the following is a typical 
example: 3 - 1,,--1.6.8.?1.14.16.20.22.21 -5 4 9 10 15 17 x 23 25’.” Here the numbers n in the denominator 
are {n: s3(n- l)=O (mod 3)) and the numbers d in the denominator are 
{d: s&d- 1)~ l(mod 3)), where Sk(n) denotes the sum of the digits of n when 
expressed in base k. ‘1-1 1985 Academic Press. Inc. 
Let sk(n) denote the sum of the digits of n when expressed in base k. 
In this note we evaluate several unusual infinite products of which the 
following are typical examples: 
3 1/3_1.6.8.12.14.16.20.22.?7... -7 4 $S IO 15 17 7i 23 25 (1) 
r_l.l.l.h.6.6.8.8.8.12.12.12... 
3-1 z 34567891011I2 . (2) 
Here the numbers n in the numerator of (1) and (2) are 
jn:s,(n-l)=O(mod3)j 
and the numbers d in the denominator of (1) are 
jd: s,(d- 1) = 1 (mod 3)). 
Our results are generalizations of those due to Woods [3] and Robbins 
PI. 
THEOREM 1. Let k be a positive integer with k > 2. Let 1 <j< k - 1. 
Then 
n- 
3L ’ +Ci=k-l,k 
r=O 1+4 
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where the ci and di are such that ki6ci, d;<k(i+ 1) and 
So =j- 1 (mod k) and sk(di) =j (mod k). 
Proof Define 
/qx)= fi x i=,x+d, (3) 
where the c; and d, are as above. We will show Aj( 1) = k-‘lk for 
l<j<k-1. 
For k = 2 this was done by Woods and Robbins (see [2,3]). Hence we 
assume k > 3. 
Let us say a few words about why the definition given by (3) is 
meaningful. We need to see that the infinite product (3) converges for 
XE [0, 11. This can be seen by grouping the infinite product into sets of k 
terms, i.e., 
where Ci = ci - ji/kj k2 and D, = di - Li/k J k’. (As usual, the brackets L _J 
denote the greatest integer function.) 
Here thef, and g,. are polynomials of degree k in x + rk*. It is easy to see 
that the leading coefficient offi and g, is 1. The coellicient of (x + rk2)kp ’ 
infr is 
crk+c,k+l+ .” +Crk+k--l (4) 
and the coefficient of (x + rk2)k ~ ’ in g, is 
Dr,+D,k+,+ ‘.. +Drk+k-1. (5) 
We assert that (4) equals (5). By a theorem originally due to Prouhet [4] 
we have that 
c,k+crk+l+ .” +Crk+kpl=drk+drk+l+ “’ +‘t-k+k-, 
and so the equality of (4) and (5) easily follows. 
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Now it is easily seen that 0 < Ci, Di < k2, so the other coefficients of Jr 
and g, are bounded by constants independent of r. 
Now we divide the polynomial f, by the polynomial g,, and, using the 
fact that the coefficient of (x + rk2)k ’ is identical in both polynomials, and 
the coeffkient of (x + rk2Jk ~ ’ is bounded, we see 
A 
(x + rk*)* 
where A is a constant independent of r. Now 
converges for all x E [0, l] so by a theorem of Henrici [ 11, the infinite 
product for A,(x) converges absolutely and uniformly in this closed inter- 
val. 
Now we obtain some duplication formulas for the A,(x). We have 
A,(x)= 
A, (;) A*(‘+;-‘) A,(x+:-2)...A,- I ($) 
Al(~)A2($)dm,(~) 
(6) 
A,(x) = 
A~(~)A*(~)A~(“+~-‘)...A~~~(~) (7) 
A,(T) A?(li+i)...A,m, (F) 
A,-,(x)= 
A, (,+;-‘) A2(x+;-3)..&, (;) 
A,(X+kk-l)...A,~,(*+kk-‘) ’ 
These identities can be easily verified by multiplying numerator and 
denominator of the right-hand sides by kk. 
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Now substitute x = 1 in the above identities. We get 
A,(l) = 
A, (;) A, (t) A,(l)...&, (;) 
A, (3 A, (+L (;) 
(8) 
4--l(l)= 
A,($$Aff+-,(;) 
A,(l)...A,.-,(l) ’ 
Now let us show that A,( 1) = A,( 1). By substituting x= 0 in Eq. (7) we 
Using the fact that A,(O) # 0 and Eq. (8) above, we see that 
Thus A,( 1) = A2( 1). In a similar fashion we can show 
A,(l)=A?(l)= ... =A,-,(l). 
Now let us multiply together the k - 1 equations for A,( 1 ),..., A,( 1) given 
above. By cancelling the appropriate factors, we get 
A,(l) A,(l)...A,-,(l)= 
A, (;) A, (+A~-, (;) 
(lo) A,(l)Az 
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Now look at Eq. (6). We can divide both sides by A ,(x/k) and let x -+ 0 
to get 
A*(y)A3(y)-.Ak-, (i) -= .pzA:l;) Al(;)A2(!)...Akp,(g . (11) 
We now assert that the derivative A;(x) exists and is nonzero at x=0. 
The reader should verify that if 
A,(x)= fi x l_,x+4’ 
then in fact 
A;(o)= j;, 2. 
I 
Hence we may use L’Hopital’s rule to conclude that 
Combining Eqs. (lo), (11 ), and (12) above, we find 
.Ai-Al)‘& 1 
and therefore, by (9) we get 
A,(l)=k-‘lk 
which is the desired result. 
We get Eq. (1) by putting k=3 andj= I. 
Other infinite products of interest follow from these results. For example, 
we have the following: 
THEOREM 2. 
B,= fi ’ ;~~J=k”+“-*)‘2 
i=O 
where ki < c, < k(i + 1) and ci = a (mod k). 
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Proof: First we show this theorem for a = 0. It is easily verified that 
B,=A:-‘(1)A:-2(1).‘.A:~*(1)Ak-l(l) 
= (plk)l+z+ “’ +k-1 
= (k-llk)k(k-H/2 
=k(‘-kW 
Now clearly, 
B cl+1 =+(l)=ks, 
a+1 
and the theorem follows by induction. 
To derive Eq. (2) we put a=0 and k= 3. 
Still another possible generalization of the result of Woods and Robbins 
is as follows: 
THEOREM 3. Let k be an even positive integer and let mi, n, be such that 
2i<mi, n,<2(i+ l), and sk(mi)=O (mod 2) and Sk(&)= 1 (mod 2). Then 
* l+mj & 
i=. 1 +n, -k’ l-l 
Proof: The reader should verify that 
O” l+m, n -==,(1)~,(1)~,(1)“‘A,-,(1) i=. l+ni 
= (k - l/k)k/2 
= k - 112. 
For example, let k = 6. Then we find 
J 6 1 3 5 8 10 12 13 15 17 -=-.- ._._._._._._._... 
6 2 4 6 7 9 11 14 16 18 ’ 
We close with a conjecture we have not been able to resolve. If we put 
k=2 and j= 1 in Theorem 1, we find 
2-‘/2=1.4.6.1... 
2358 . (13) 
Suppose we look at this expansion of 2- Ii2 from a different point of view 
and consider writing 2 ~ ‘I2 as 
(g?($y~)“. . ..) 
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where the ei are 1 or - 1. Suppose we choose e,, = 1 and then choose the e, 
inductively in the following fashion. Put e,, 1 = 1 if 
and put ei + , = - 1 if 
Then it seems that the sequence of ei is precisely that given by (13), i.e., 
ei = ( - 1 )Qfi). 
We have verified this for 1 Q i,< 700, but the author is unable to prove this 
in general. It seems likely that similar results hold for expansions like (1). 
Note added in proof: H. Cohen and J. P. Allouche have recently proved this conjecture. 
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