In this article we present a new approach to compute an approximate least common multiple (LCM) and an approximate greatest common divisor (GCD) of two multivariate polynomials. This approach uses the geometrical notion of principal angles whereas the main computational tools are the Implicitly Restarted Arnoldi Method and sparse QR decomposition. Upper and lower bounds are derived for the largest and smallest singular values of the highly structured Macaulay matrix. This leads to an upper bound on its condition number and an upper bound on the 2-norm of the product of two multivariate polynomials. Numerical examples are provided.
Introduction
The computation of the greatest common divisor (GCD) of two polynomials is a basic operation in computer algebra with numerous applications [1, 2, 3] and has therefore already received a lot of attention. The most well known algorithm for calculating the GCD of two univariate polynomials symbolically is probably the Euclidean algorithm. Even in computer algebra, the use of linear algebra as an alternative to the Euclidean algorithm has been recognized from an early time. Unfortunately, finding an exact GCD numerically is an ill-posed problem which is easily seen from the fact that a tiny perturbation of the coefficients reduces a nontrivial GCD to a constant. This has sparked research into computing quasi-or approximate GCDs with different formulations [4, 5, 6, 7, 8, 9] . Linear algebra plays an even stronger role in this context, mainly since many numerical methods are based on the singular value decomposition (SVD) of either Sylvester matrices [7, 10] or Bézout matrices [11, 12] . This is because the determination of the degree of the (approximate) GCD corresponds with the detection of a rank-deficiency of the Sylvester/Bézout matrix and the SVD is the most reliable way to determine the numerical rank of a matrix. Finding the least common multiple (LCM) has not received as much attention. Although most GCD-methods based on the Sylvester matrix make use of the LCM implicitly, this is never really mentioned.
In contrast with the usual approach of defining an approximate LCM/GCD this article will introduce a geometrical definition. The main contribution of this article is the presentation of a new numerical algorithm to compute approximate LCMs/GCDs and the derivation of bounds on the largest and smallest singular values of the highly structured Macaulay matrix. These bounds lead to upper bounds on both the condition number of the Macaulay matrix and on the 2-norm of the product of two multivariate polynomials. The proposed algorithm uses the geometrical notion of principal angles between vector spaces [13] and the interrelation of the LCM with the GCD. In addition, the method works for multivariate polynomials whereas in most other methods only the univariate case is considered. Existing literature on numerical SVD-based methods to compute multivariate approximate GCD includes [14, 15] . These methods generalize the univariate SVD-based methods to the multivariate case in the sense that they also detect a numerical rank deficiency of a (multivariate) Sylvester matrix.
The article is structured as follows: in Section 2 a brief overview on the notation is presented. Section 3 introduces the key ingredients, the Macaulay matrix and principal angles, and presents the algorithm to compute an approximate LCM. In Section 4 it is explained how the approximate LCM is used to compute an approximate GCD. Upper and lower bounds are derived in Section 5 for the largest and smallest singular values of the Macaulay matrix which leads to an upper bound on its condition number. Finally, in Section 6 numerical examples are provided. All algorithms are implemented in MATLAB [16] and are freely available on request.
Vector Space of Multivariate Polynomials
The ring of n-variate polynomials over the field of real numbers will be denoted by R n . Polynomials of R n up to a certain degree d together with the addition and scalar multiplication operations form a vector space. This vector space will be denoted by R n d . A canonical basis for this vector space consists of all monomials from degree 0 up to d. In order to be able to represent a multivariate polynomial by a vector a monomial ordering needs to be used. One simply orders the coefficients in a row vector according to the chosen monomial ordering. For a formal definition of monomial orderings see [17] . Since the results on the computation of the approximate LCM and GCD do not depend on the monomial ordering we assume a admissible monomial ordering is used. By convention a coefficient vector will always be a row vector. Depending on the context we will use a lowercase character for both a polynomial and its coefficient vector. (.)
T will denote the transpose of the matrix or vector. A polynomial l ∈ R n is called an exact LCM of f 1 , f 2 ∈ R n if f 1 divides l and f 2 divides l and l divides any polynomial which both f 1 and f 2 divide. A polynomial g ∈ R n is called an exact GCD of f 1 and f 2 if g divides f 1 and f 2 and if p is any polynomial which divides both f 1 and f 2 , then p divides g. The following theorem interrelates the exact LCM of multivariate polynomials with the exact GCD and will be of crucial importance for our method.
Theorem 2.1. Let f 1 , f 2 ∈ R n and l, g their exact LCM and GCD respectively then
Proof. See [17, p. 190] This theorem provides a way to find the exact LCM or GCD once either of them has already been found. Approximate LCMs and GCDs are usually defined as the exact LCM and GCD of polynomialsf 1 ,f 2 that satisfy ||f 1 −f 1 || 2 ≤ , ||f 2 −f 2 || 2 ≤ where is some user-defined tolerance. In this article we will define the approximate LCM in Section 3 using a geometrical perspective. The connection with the traditional definition will be made in Section 5. The algorithm we propose will first compute an approximate LCM and derive an approximate GCD as a least-squares solution of (1).
Computing the LCM

The Macaulay Matrix
Finding an approximate LCM will be the first step in the proposed algorithm. As mentioned in the previous section, the GCD will then be computed using Theorem 2.1. Given a multivariate polynomial f 1 ∈ R n of degree d 1 then we define its Macaulay matrix of degree d as the matrix containing the coefficients of
. . .
where the polynomial f 1 is multiplied with all monomials in R . Fortunately this matrix is extremely sparse. Its density is inversely proportional to its number of columns and therefore a sparse matrix representation can save a lot of storage space. We can now rewrite Theorem (2.1) as
where k 1 , k 2 ∈ R n and of degrees deg(l) − d 1 and deg(l) − d 2 respectively. From (2) it can be immediately deduced that the exact LCM of f 1 and f 2 lies in the row space of both M f 1 (d) and M f 2 (d). We therefore define an approximate LCM as the polynomial that lies in the intersection M f 1 ∩ M f 2 for a certain degree d with a certain tolerance τ . We will make this definition more specific in the next section. The algorithm we propose will therefore check the intersection of these two subspaces. Since deg(l) is not known a priori, iterations over the degree are necessary. An upper bound for deg(l) d l is given by deg(f 1 ) + deg(f 2 ) since in this case the approximate GCD g = 1.
Deciding whether an intersection exists between M f 1 and M f 2 will be done in our algorithm by inspecting the first principal angle between these two vector spaces.
Principal Angles and Vectors
Let S 1 and S 2 be subspaces of R n whose dimensions satisfy
The principal angles 0
and S 2 and the corresponding principal directions u i ∈ S 1 and v i ∈ S 2 are then defined recursively as cos(θ k ) = max
subject to ||u|| = ||v|| = 1,
Inspecting the principal angles between M f 1 and M f 2 in each iteration of the algorithm will therefore reveal whether an intersection exists. Since the principal angles form an ordered set one simply needs to check whether cos(θ 1 ) = 1. If there is an intersection, the first principal vectors u 1 and v 1 are equal and one of them can be chosen as the sought-after approximate LCM. We now have all ingredients to define our approximate LCM. Several numerical algorithms have been proposed for the computation of the principal angles and the corresponding principal directions [18] . The following theorem will be crucial for the implementation of the algorithm.
Theorem 3.1. Assume that the columns of Q f 1 and Q f 2 form orthogonal bases for two subspaces of R n d . Let
and let the SVD of this p × q matrix be
where
If we assume that σ 1 ≥ σ 2 ≥ . . . ≥ σ q , then the principal angles and principal vectors associated with this pair of subspaces are given by
Proof. See [18, p. 582 ].
Theorem 3.1 requires orthogonal bases for both M f 1 and M f 2 . The QR or singular value decomposition would provide these bases but computing the full Q or singular vectors is too costly in terms of storage. Both
T are large sparse matrices of full column rank. The Implicitly Restarted Arnoldi (IRA) method [19] is therefore the method of choice to retrieve the required left singular vectors Q f 1 and Q f 2 that span M f 1 and M f 2 . Similarly, instead of computing the full SVD of Q T f 1 Q f 2 one can use IRA iterations to compute the largest singular value σ 1 and corresponding singular vectors y and z. Once a tolerance τ is chosen an approximate LCM can be computed as soon as |1 − σ 1 | ≤ τ . The tolerance τ therefore acts as a measure of how well the approximate LCM needs to lie in M f 1 ∩ M f 2 . Using IRA iterations instead of the QR decomposition for finding the orthogonal bases Q f 1 and Q f 2 might suffer from numerical instability due to the loss of orthogonality of the Arnoldi vectors. In practice however we have not yet observed any problems due to this possible numerical instability. This possible loss of orthogonality of the basis vectors can be avoided by using a QR decomposition. The complete procedure to compute an approximate LCM is summarized in pseudo-code in Algorithm 3.1. Note that it is possible that there is a loss of numerical accuracy when computing the cosine of a small principal angle in double precision using Theorem 3.1. This can be resolved by computing the sine of the small principal angle as explained in [18] . One could therefore define the approximate LCM with tolerance τ as the principal vector u k for which sin(θ k ) ≤ τ . The computation of the sine-based approximate LCM would then require a small modification of Algorithm 3.1 (one needs to compute the smallest singular value of
. Using the sine-based approximate LCM has no further implications on the computation of the approximate GCD.
end while
Computing the GCD
Once the approximate LCM l is found an approximate GCD g is easily retrieved from Theorem 2.1. This implies that no extra tolerance needs to be defined anymore. One could compute the vector corresponding with f 1 f 2 and divide this by l. This division is achieved by constructing the Macaulay matrix of l and solving the sparse overdetermined system of equations
This can be done in the least squares sense [7] using a sparse Q-less QR decomposition [20] . The approximate GCD g is defined in this case as the solution of min
. The 2-norm of the residual
|| 2 then provides a measure on how well the computed GCD satisfies Theorem 2.1 with the approximate LCM. The use of a QR factorization guarantees numerical stability. The problem with this approach however is that computing the product f 1 f 2 can be quite costly in terms of storage. The need to do this multiplication can be circumvented by first doing the division h 2 = l/f 2 . This is also done by solving another sparse overdetermined system
where d l is the degree of l.
. From Theorem 2.1 it is easy to see that h 2 = f 1 /g and hence an alternative for the computation of the approximate GCD g is solving
We therefore define the approximate GCD as the least squares solution of (4).
Definition 4.1. Let f 1 , f 2 ∈ R n and let l be their approximate LCM as in Definition 3.1 then their approximate GCD g is the solution of
where h 2 is the least squares solution of (3).
For each of the divisions described above the 2-norm of the residual provides a natural measure on how well the division succeeded. Since g is defined up to a scalar, one can improve the 2-norm of the residual by normalizing the right-hand side f T 1 . The residual thus improves with a factor ||f 1 || 2 and will typically be of the same order as ||l −w M f 2 (d l )|| 2 . Algorithm 4.1 summarizes the high-level algorithm of finding the approximate GCD. The computational complexity of the entire method is dominated by the cost of solving the 2 linear systems (3) and (4). These are both O(qp 2 ) where p and q stand for the number of rows and columns of the matrices involved. The large number of zero elements however make the solving of these systems still feasible. Algorithm 4.1. Computing an approximate GCD Input: polynomials f 1 , f 2 , l ∈ R n with l an approximate LCM of
Choosing τ
In this section we will derive the relationship between the tolerance τ of Algorithm 3.1 and the which is commonly used in other methods [11] . Note that if there is no information to choose an or τ then one can simply compute the σ 1 's for all degrees in Algorithm 3.1. Plotting these σ 1 's on a graph then reveals all possible approximate LCMs and GCDs which can be found. Running the algorithm for all degrees up to d 1 + d 2 corresponds with the case that the approximate GCD is a scalar and does not change the computational complexity of the method. Let e 1 = f 1 −f 1 , e 2 = f 2 −f 2 with ||e 1 || 2 ≤ , ||e 2 || 2 ≤ . Then both M f 1 (d) and M f 2 (d) are perturbed by structured matrices E 1 and E 2 . Now suppose that [18, p. 585 ] the following expression is proved
where κ 1 , κ 2 are the condition numbers of M f 1 (d) and M f 2 (d) respectively. Since in the exact case cos θ 1 = 1, the left hand side of (5) is actually |1 − σ 1 | from Algorithm 3.1. Determining how 1 , 2 and κ 1 , κ 2 are related to allows then to find a lower bound for τ . First, we derive an upper bound on the condition number of the Macaulay matrices. For a p × q Macaulay matrix
The following lemma is a result from the particular structure of the Macaulay matrix and will prove to be useful. Proof. The structure of the Macaulay matrix ensures that no column can contain the same coefficient more than once. Hence the largest c j that can be obtained is ||f 1 || 1 . This happens when each coefficient of f 1 is shifted to the LCM of all monomials in n unknowns from degree 0 up to d 1 . This LCM equals x
n . The degree for which each monomial is shifted to its LCM is d = (n + 1)d 1 .
We now prove the following upper bound on the largest singular value of M f 1 (d). Proof. Schur [21] provided the following upper bound on the largest singular value σ r i c j .
Lemma 5.1 ensures that the maximal c j is ||f 1 || 1 . Each row of the Macaulay matrix contains the same coefficients and therefore r i = ||f 1 || 1 for any row i. From this it follows that σ 1 ≤ ||f 1 || 1 .
Theorem 5.1 also provides an upper bound on the 2-norm of the product of two polynomials which is better in practice then the bound given in [22, p. 222 ].
Corollary 5.1. Let f 1 , f 2 ∈ R n with degrees d 1 , d 2 respectively then the 2-norm of their product is bounded from above by
Proof. The product f 1 f 2 can be computed using the Macaulay matrix as either
. Theorem 5.1 bounds these vectors in 2-norm from above by ||f 1 || 2 ||f 2 || 1 and ||f 1 || 2 ||f 1 || 1 respectively. Proof. Johnson [23] provided the following bound for the smallest singular value of a p × q matrix with p ≤ q
The structure of the Macaulay ensures that any m ii = m 00 for any row i. The sums j =i |m ij | and j =i |m ji | are therefore r i − |m 00 | and c j − |m 00 | respectively since the diagonal element m 00 cannot be counted. Note that these sums are limited to the leftmost p × p block of M f 1 (d). The upper bound for both these sums is ||f 1 || 1 − |m 00 |.
Note that for the case 2|m 00 | ≤ ||f 1 || 1 this lower bound is trivial. We will assume for the remainder of this article that the nontrivial case applies. From Theorem 5.1 and 5.2 the following upper bound for the condition number of 
This upper bound on the condition numbers can be used in expression (5) . Note that this upper bound can be quite an overestimation. In practice, one sees that the condition number grows very slowly in function of the degree and therefore the least squares problems of Algorithm 4.1 are wellconditioned. First we relate the of ||f 1 −f 1 || 2 ≤ with 1 from above. It is clear that
This allows us to set = 1 ||f 1 || 1 . Using this in (5) the following upper bound on the error of the cosine is obtained
The extra subscript in m 00,1 and m 00,2 is to make the distinction between f 1 and f 2 . This expression also provides an upper bound on τ to find an approximate LCM with a given .
Numerical Experiments
In this section we discuss some numerical examples and compare the results with those obtained from NAClab, the MATLAB counterpart of ApaTools, by Zeng [24] . The 'mvGCD' method from NAClab improves the accuracy of its result by Gauss-Newton iterations and will hence always produce results with lower relative errors. We therefore use these results as a reference. All numerical examples were computed on a 2.66 GHz quad-core desktop computer with 8 GB RAM in MATLAB.
Example 1
First, consider the following two bivariate polynomials with exact coefficients
Both f 1 and f 2 satisfy the nontrivial case. The relatively large coefficients of the constant terms in the 3 factors have as a consequence that the absolute value of the coefficients of f 1 , f 2 vary between 1 and 4000000. Since we assume the coefficients are exact, we set τ = 10 0 where 0 is the unit roundoff (≈ 10 −16 ). The exact GCD g is obviously the product of the first 2 factors of f 1 and hence the exact LCM l is l = g (100 + 2x when going from d = 9 to d = 10. The condition numbers of M f 2 (10) and M h 2 (10) are 1.05 and 1.06 respectively. The relative error between our computed numerical LCM and the exact answer is 8.01 × 10 −13 . The 2-norm of the residual for calculating h 2 is 2.12 × 10 −14 and for solving (4) 6.11 × 10 −15 . For the computed GCD, the relative error is 3.48 × 10 −11 . The GCD computed from NAClab has a relative error of 1.24 × 10 −20 . The 2-norm of the absolute difference between the approximate GCD of our method compared to one from NAClab is 5.13 × 10 −13 . In order to investigate how our method performs when the polynomials have inexact coefficients we now add perturbations of the order 10 −3 to f 1 , f 2 and obtaiñ respectively. The absolute difference between our approximate GCD and the one from NAClab is of the order 10 −5 . All computations of approximate GCD's took about 0.17 seconds for our algorithm and 0.025 seconds for NAClab. The reason for this difference in execution time can be seen from the next example in which we investigate whether our method can handle a large number of variables.
Example 2
Suppose we have the following polynomials
2 then f 1 = u v and f 2 = u w are two 10-variate polynomials of degree four. The 2-norm of the difference between the approximate GCD computed using Algorithm 4.1 with the approximate GCD from NAClab is 2.38 × 10 −10 . It took NAClab 4.70 seconds to calculate the result while it took our method 70.14 seconds. Out of these 70.14 seconds, 67.78 were spent constructing the M f 1 and M f 2 matrices. In effect, the actual computation of the approximate LCM and GCD in our algorithm took 2.36 seconds. Most of the gain in execution time can therefore be made in a more efficient construction and updating of the Macaulay matrices.
Example 3
In this example the capability of Algorithms 3.1 and 4.1 to handle high degrees is tested. Let p = x 1 − x 2 x 3 + 1 q = x 1 − x 2 + 3 x 3 f 1 = p 6 q 12 f 2 = p 12 q 6 .
Note that for this case the exact GCD is p 6 q 6 . This is reminiscent of f 1 and f 2 having multiple common roots for the univariate case. It took NAClab several runs to find a result. In most cases it returned an error message. This is probably somehow related to the high degrees since for the case f 1 = p 4 q 6 and f 2 = p 6 q 4 an approximate GCD could always be computed with NAClab. For this lower degree case, the run times were 0.79 seconds for NAClab and 4.09 seconds for Algorithm 4.1. The 2-norm of the difference between the two computed approximate GCDs was 2.89 × 10 −15 . For the high degree case this 2-norm was 4.37 × 10 −08 and the total run time was 11.05 seconds for NAClab and 260.22 seconds for our algorithm.
Example 4
The next example demonstrates the robustness of our algorithm with respect to noisy coefficients. We revisit the polynomials of Example 6.2 and change the number of variables to three. We therefore have u = (x 1 + x 2 + x 3 + 1) 2 v = (x 1 − x 2 − x 3 − 2) 2 w = (x 1 + x 2 + x 3 + 2) 2 and again set f 1 = u v and f 2 = u w. Every nonzero coefficient of f 1 , f 2 is then perturbed with noise, uniformly drawn from 0, 10 −k for k = 1, 3, 5, 7. We will denote the exact GCD by g, the approximate GCD found with NAClab byg n and the approximate GCD found with Algorithm 4.1 byg τ . Table 1 lists the 2-norms of the differences between the coefficients. As expected,g n lies slightly closer to the exact result. However, NAClab cannot find an approximate GCD anymore for k = 1. 
