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 INVESTMENT SHOCKS AND BUSINESS CYCLES
ALEJANDRO JUSTINIANO, GIORGIO E. PRIMICERI, AND ANDREA TAMBALOTTI
Abstract. Shocks to the marginal e¢ ciency of investment are the most important drivers
of business cycle ￿ uctuations in US output and hours. Moreover, these disturbances drive
prices higher in expansions, like a textbook demand shock. We reach these conclusions
by estimating a DSGE model with several shocks and frictions. We also ￿nd that neutral
technology shocks are not negligible, but their share in the variance of output is only around
25 percent, and even lower for hours. Labor supply shocks explain a large fraction of the
variation of hours at very low frequencies, but not over the business cycle. Finally, we show
that imperfect competition and, to a lesser extent, technological frictions are the key to the
transmission of investment shocks in the model.
1. Introduction
What is the source of economic ￿ uctuations? This is one of the de￿ning questions of
modern dynamic macroeconomics, at least since Sims (1980) and Kydland and Prescott
(1982). Yet, the literature is far from a consensus on the answer. On the one hand, the
work that approaches this question from the perspective of general equilibrium models tends
to attribute a dominant role in business cycles to neutral technology shocks (see King and
Rebelo (1999) for a comprehensive assessment). On the other hand, the structural VAR
literature usually points to other disturbances as the main sources of business cycles, and
rarely ￿nds that technology shocks explain more than one quarter of output ￿ uctuations
(Shapiro and Watson (1988), King, Plosser, Stock, and Watson (1991), Cochrane (1994),
Gali (1999), Christiano, Eichenbaum, and Vigfusson (2004) and Fisher (2006)).
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This paper con￿rms the SVAR evidence, but it does so from the perspective of a fully
articulated dynamic stochastic general equilibrium (DSGE) model. Our main ￿nding is
that shocks to the marginal e¢ ciency of investment are the key drivers of macroeconomic
￿ uctuations. These shocks a⁄ect the yield of a foregone unit of consumption in terms of
tomorrow￿ s capital input. The literature often refers to them as investment speci￿c technology
shocks, since they are equivalent to productivity shocks speci￿c to the capital goods producing
sector in a simple two-sector economy (Greenwood, Hercowitz, and Krusell (1997)). For
simplicity, we call them investment shocks.
Our ￿ndings are based on the Bayesian estimation of a New Neoclassical Synthesis model of
the US economy (Goodfriend and King (1997)). The model includes a rich set of nominal and
real frictions, along the lines of Christiano, Eichenbaum, and Evans (2005), and is bu⁄eted
by several shocks, as in Smets and Wouters (2007). Among them, a shock to total factor
productivity, or neutral technology shock, as in the RBC literature, an investment shock,
as in Greenwood, Hercowitz, and Hu⁄man (1988) and Greenwood, Hercowitz, and Krusell
(2000), and a shock to labor supply, as in Hall (1997).
According to our estimates, investment shocks account for between 50 and 60 percent of
the variance of output and hours at business cycle frequencies and for more than 80 percent
of that of investment. The contribution of the neutral technology shock is also non-negligible.
It explains about a quarter of the movements in output and consumption, although only
about 10 percent of those in hours. Moreover, this shock generates comovement between
consumption and output, a feature of business cycles that the investment shock has some
trouble replicating.
In this respect, the investment and neutral technology shocks play a complementary role
in our model. The former is mainly responsible for generating the overall volatility and
comovement of output, investment and hours, while the latter contributes a signi￿cant share
of the comovement between output and consumption. Another aspect of this complementarity
is that the two disturbances can be characterized as an aggregate demand and aggregate
supply shock respectively. In fact, investment shocks generate a positive comovement between
prices and quantities, while technology shocks move the two in opposite directions.
As for the labor supply shock, we show that it is the dominant source of ￿ uctuations in
hours at very low frequencies, but not over the business cycle. This is a key contribution
of this paper, especially in light of the emphasis placed by the literature on the role of thisINVESTMENT SHOCKS AND BUSINESS CYCLES 3
shock in business cycles (see, for example, Hall (1997) and Smets and Wouters (2007)). This
role has also been interpreted as a weakness of estimated DSGE models (Chari, Kehoe, and
McGrattan (2008)).
Investment shocks are unlikely candidates to generate business cycles in standard neo-
classical environments. In this framework, a positive shock to the marginal e¢ ciency of
investment increases the rate of return on capital, which induces households to consume less,
but also to work harder. Moreover, with capital ￿xed in the short run, labor productivity
falls and so does the competitive real wage. This is not a recognizable business cycle. In
fact, in neoclassical models, only neutral technology shocks can easily generate the observed
comovement among all these variables. This is because the equality of the marginal rate of
substitution between consumption and leisure and the marginal product of labor imposes
tight restrictions on the relative movements of consumption and hours, as ￿rst pointed out
by Barro and King (1984).
Therefore, to give other shocks a fair chance to be plausible sources of ￿ uctuations, our
model adds to a neoclassical core a number of real and nominal frictions, such as habit forma-
tion in consumption, variable capital utilization, investment adjustment costs and imperfect
competition with price stickiness in goods and labor markets. These frictions were originally
proposed in the literature as a way to improve the empirical performance of monetary models
(Christiano, Eichenbaum, and Evans (2005)). We show that they also play a crucial role in
turning investment shocks into a viable source of business cycle ￿ uctuations.
Among these frictions, we ￿nd that monopolistic competition with sticky prices and wages
is the fundamental mechanism for the transmission of investment shocks. This friction breaks
the intratemporal e¢ ciency condition, by driving an endogenous wedge between the marginal
product of labor and the marginal rate of substitution between leisure and consumption. As
a result, the relative movements of consumption and hours are not as tightly linked as in a
perfectly competitive economy. For example, in our estimated model price markups decrease
in response to a positive investment shock, thus increasing labor demand at any given wage.
As a result, consumption, hours, productivity and the competitive real wage can all be
procyclical in response to investment shocks.INVESTMENT SHOCKS AND BUSINESS CYCLES 4
The prominent role of investment shocks in business cycles implied by our estimates is
consistent with the SVAR evidence of Fisher (2006) and Canova, Lopez-Salido, and Michelacci
(2006), and broadly in line with the general equilibrium analysis of Greenwood, Hercowitz,
and Krusell (2000). Unlike these authors, however, we do no use direct observations on
the relative price of investment as a measure of investment speci￿c technological progress.
Instead, we treat the investment shock as an unobservable process, and identify it through
its dynamic e⁄ects on the variables included in the estimation, according to the restrictions
implied by the DSGE model.1 This empirical strategy might be better suited to capture
sources of variation in the marginal e¢ ciency of investment that are not fully re￿ ected in
the variability of the relative price of investment. This would be the case, for example, in
an economy with sticky investment prices, or in which the process of capital accumulation
were subject to more frictions than those we have modeled here, as in Bernanke, Gertler, and
Gilchrist (1999) or Christiano, Motto, and Rostagno (2007).
This paper is also related to a recent literature on the estimation of medium scale DSGE
models (Altig, Christiano, Eichenbaum, and Linde (2005), Del Negro, Schorfheide, Smets,
and Wouters (2007), Gertler, Sala, and Trigari (2007), Justiniano and Primiceri (2007) and
Smets and Wouters (2007)). We share with this literature the basic structure of the theoretical
framework, but we di⁄er from it in three important respects, which summarize our main
contributions. First, we focus the analysis on the origins of business cycle ￿ uctuations, which
leads us to emphasize the key role of investment shocks. Second, we investigate how the
departures of our model from the neoclassical benchmark contribute to this result. Finally,
we de-emphasize the contribution of labor supply shocks, by demonstrating that they play a
role only at very low frequencies, but not over the business cycle.
The rest of the paper is organized as follows. Section 2 provides the details of the theoretical
model. Section 3 describes the approach to inference and discusses the ￿t of the estimated
model. Sections 4 and 5 highlight the role of investment shocks in ￿ uctuations and the e⁄ect
of frictions on their transmission. Section 6 compares our results to those of Smets and
Wouters (2007). Section 7 compares our estimates of the investment shock to the data on
the relative price of investment. Section 8 conducts a series of robustness checks, including a
detailed comparison with the results of Smets and Wouters (2007). Section 9 concludes.
1 In this respect, our strategy is similar to that followed by Fisher (1997), who infers the properties of
technological progress in the investment sector through a GMM strategy applied to macroeconomic quantities.INVESTMENT SHOCKS AND BUSINESS CYCLES 5
2. The Model Economy
This section outlines our baseline model of the U.S. business cycle. It is a medium scale
DSGE model with a neoclassical growth core, which we augment with several departures
from the standard assumptions on tastes, technology and market structure￿ ￿frictions￿for
short￿ now quite common in the literature. This is an ideal framework for the study of
business cycles, for two reasons. First, the model ￿ts the data well, as shown for example by
Del Negro, Schorfheide, Smets, and Wouters (2007) and Smets and Wouters (2007). Second,
it encompasses most of the views on the origins of business cycles proposed in the literature.
The model economy is populated by ￿ve classes of agents. Producers of a ￿nal good,
which ￿assemble￿a continuum of intermediate goods produced by monopolistic intermediate
goods producers. Households, who consume the ￿nal good, accumulate capital, and supply
di⁄erentiated labor services to competitive ￿employment agencies￿ . A Government. We
present their optimization problems in turn.
2.1. Final goods producers. At every point in time t, perfectly competitive ￿rms produce
the ￿nal consumption good Yt combining a continuum of intermediate goods fYt(i)gi, i 2









We assume that ￿p;t follows the exogenous stochastic process
log￿p;t = (1 ￿ ￿p)log￿p + ￿p log￿p;t￿1 + "p;t ￿ ￿p"p;t￿1,
where "p;t is i:i:d:N(0;￿2
p). We refer to this as a price markup shock, since ￿p;t is the desired
markup of price over marginal cost for intermediate ￿rms. As in Smets and Wouters (2007),
the ARMA(1,1) structure for the desired markup helps capture the moving average, high
frequency component of in￿ ation.
Pro￿t maximization and the zero pro￿t condition imply that the price of the ￿nal good,
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2.2. Intermediate goods producers. A monopolist produces the intermediate good i ac-
cording to the production function
(2.2) Yt(i) = max
￿
A1￿￿
t Kt(i)￿Lt(i)1￿￿ ￿ AtF;0
￿
,
where Kt(i) and Lt(i) denote the amounts of capital and labor employed by ￿rm i: F is a ￿xed
cost of production, which we choose so that pro￿ts are zero in steady state (see Rotemberg and
Woodford (1995) and Christiano, Eichenbaum, and Evans (2005)). At represents exogenous
labor-augmenting technological progress. Its growth rate (zt ￿ ￿logAt) follows a stationary
AR(1) process
zt = (1 ￿ ￿z)￿ + ￿zzt￿1 + "z;t,
with "z;t i:i:d:N(0;￿2
z), which implies that the level of technology is non stationary. This is
our neutral technology shock:
As in Calvo (1983), every period a fraction ￿p of intermediate ￿rms cannot optimally choose




where ￿t ￿ Pt
Pt￿1 is gross in￿ ation and ￿ is its steady state. The remaining fraction of ￿rms,




















subject to the demand function 2.1 and the production function 2.2. In this objective, ￿t+s
is the marginal utility of consumption of the representative households that owns the ￿rm,
while Wt and rk
t are the nominal wage and the rental rate of capital.
2.3. Employment agencies. Firms are owned by a continuum of households, indexed by
j 2 [0;1]. Each household is a monopolistic supplier of specialized labor, Lt(j); as in Erceg,
Henderson, and Levin (2000). A large number of competitive ￿employment agencies￿com-
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As in the case of the ￿nal good, the desired markup of the wage over the household￿ s marginal
rate of substitution, ￿w;t; follows the exogenous stochastic process
log￿w;t = (1 ￿ ￿w)log￿w + ￿w log￿w;t￿1 + "w;t ￿ ￿w"w;t￿1,
where "w;t is i:i:d:N(0;￿2
w). This is the wage markup shock. We also refer to it as a labor
supply shock, since it has the same e⁄ect on the household￿ s ￿rst order condition for the
choice of hours as the preference shock analyzed by Hall (1997).










where Wt(j) is the wage received from employment agencies by the supplier of labor of type




















where Ct is consumption, h is the degree of habit formation and bt is a shock to the discount
factor, which a⁄ects both the marginal utility of consumption and the marginal disutility of
labor. This intertemporal preference shock follows the stochastic process
logbt = ￿b logbt￿1 + "b;t,
with "b;t ￿ i:i:d:N(0;￿2
b). Since technological progress is non stationary, we work with log
utility to ensure the existence of a balanced growth path. Moreover, consumption is not
indexed by j because the existence of state contingent securities ensures that in equilibrium
consumption and asset holdings are the same for all households.
As a result, the household￿ s budget constraint is
PtCt + PtIt + Tt + Bt ￿ Rt￿1Bt￿1 + Qt￿1(j) + ￿t + Wt(j)Lt(j) + rk
t ut ￿ Kt￿1 ￿ Pta(ut) ￿ Kt￿1,
where It is investment, Tt are lump-sum taxes, Bt is holdings of government bonds, Rt is the
gross nominal interest rate, Qt(j) is the net cash ￿ ow from household￿ s j portfolio of state
contingent securities, and ￿t is the per-capita pro￿t accruing to households from ownership
of the ￿rms.INVESTMENT SHOCKS AND BUSINESS CYCLES 8
Households own capital and choose the capital utilization rate, ut; which transforms phys-
ical capital into e⁄ective capital according to
Kt = ut ￿ Kt￿1:
E⁄ective capital is then rented to ￿rms at the rate rk
t . The cost of capital utilization is a(ut)
per unit of physical capital. We assume ut = 1 in steady state, a(1) = 0 and de￿ne ￿ ￿
a00(1)
a0(1) :
In our log-linear approximation of the model solution this curvature is the only parameter
that matters for the dynamics.
The physical capital accumulation equation is








where ￿ is the depreciation rate. The function S captures the presence of adjustment costs
in investment, as in Christiano, Eichenbaum, and Evans (2005). We assume that, in steady
state, S = S0 = 0 and S00 > 0.2
The investment shock ￿t is a source of exogenous variation in the e¢ ciency with which the
￿nal good can be transformed into physical capital, and thus into tomorrow￿ s capital input.
As shown by Greenwood, Hercowitz, and Krusell (1997), ￿t is also equivalent to a form of
technological progress con￿ned to the production of investment goods in a simple two-sector
representation of our economy. We assume that it follows the stochastic process
log￿t = ￿￿ log￿t￿1 + "￿;t,
where "￿;t is i:i:d:N(0;￿2
￿):
In terms of wage setting, we follow Erceg, Henderson, and Levin (2000) and assume that
every period a fraction ￿w of households cannot freely set their wage, but sets them according
















subject to the labor demand function.
2 Lucca (2005) shows that this formulation of the adjustment cost function is equivalent (up to ￿rst order)
to a generalization of the time to build assumption.INVESTMENT SHOCKS AND BUSINESS CYCLES 9
2.5. Government. A monetary policy authority sets the nominal interest rate following a
























where R is the steady state of the gross nominal interest rate. As in Smets and Wouters
(2007), interest rates responds to deviations of in￿ ation from its steady state, as well as to
the level and the growth rate of the output gap (Yt=Y ￿
t ).3 The monetary policy rule is also
perturbed by a monetary policy shock, ￿mp;t, which evolves according to
log￿mp;t = ￿mp log￿mp;t￿1 + "mp;t,
where "mp;t is i:i:d:N(0;￿2
mp).
Fiscal policy is fully Ricardian. The Government ￿nances its budget de￿cit by issuing









where the government spending shock gt follows the stochastic process
loggt = (1 ￿ ￿g)logg + ￿g loggt￿1 + "g;t,
with "g;t ￿ i:i:d:N(0;￿2
g).
2.6. Market clearing. The aggregate resource constraint,
Ct + It + Gt + a(ut) ￿ Kt￿1 = Yt,
can be derived by combining the Government and the households￿budget constraints with
the zero pro￿t condition of the ￿nal goods producers and the employment agencies.
2.7. Model solution. In this model, consumption, investment, capital, real wages and out-
put ￿ uctuate around a stochastic balanced growth path, since the level of technology At has
a unit root. Therefore, the solution involves the following steps. First, we rewrite the model
in terms of detrended variables. We then compute the non-stochastic steady state of the
transformed model, and log-linearly approximate it around this steady state. Finally, we
solve the resulting linear system of rational expectation equations to obtain its state space
3 The output gap is de￿ned as the di⁄erence between actual output and the e¢ cient level of output
(Woodford (2003)).INVESTMENT SHOCKS AND BUSINESS CYCLES 10
representation. This forms the basis for our estimation procedure, which is discussed in the
next section.
3. Bayesian Inference






where ￿ denotes the temporal di⁄erence operator. The data is quarterly and spans the period
from 1954QIII to 2004QIV. A precise description of the data series used in the estimation
can be found in appendix A.
We use Bayesian methods to characterize the posterior distribution of the structural para-
meters of the model (see An and Schorfheide (2007) for a survey). The posterior distribution
combines the likelihood function with prior information.4 In the rest of this section we brie￿ y
discuss the speci￿cation of the priors.
We ￿x a small number of parameters to values commonly used in the literature. In par-
ticular, we set the quarterly depreciation rate of capital (￿) to 0:025 and the steady state
government spending to GDP ratio (1￿1=g) to 0:22, which corresponds to the average value
of Gt=Yt in our sample. Table 1 reports the priors for the remaining parameters of the model.
Although these priors are relatively di⁄use and broadly in line with those adopted in previous
studies (Del Negro, Schorfheide, Smets, and Wouters (2007), Levin, Onatski, Williams, and
Williams (2005)), some of them deserve a brief discussion.
For all but two persistence parameters we use a Beta prior, with mean 0:6 and standard
deviation 0:2. One of the two exceptions is neutral technology, which already includes a unit
root. For this reason, the prior for the autocorrelation of its growth rate (￿z) is centered at
0:4 instead. We use 0:4 also to center the prior for the persistence of the monetary policy
shocks, because the policy rule already allows for interest rates inertia.
The intertemporal preference, price and wage markup shocks are normalized to enter with a
unit coe¢ cient in the consumption, price in￿ ation and wage equations respectively (see Smets
and Wouters (2007) and appendix B). The priors on the innovations￿standard deviations
4 In section 8 we show that results are robust to estimating the model by maximum likelihood (i.e. with
￿ at priors).INVESTMENT SHOCKS AND BUSINESS CYCLES 11
are quite disperse and chosen in order to generate volatilities for the endogenous variables
broadly in line with the data. The covariance matrix of the innovations is assumed diagonal.
To evaluate jointly the economic content of the priors on the exogenous processes and
the structural parameters, we analyze their implications for the variance decomposition of
the observable variables. This analysis is more useful than a series of comments on the
priors for speci￿c coe¢ cients, especially given that the focus of the paper is on the sources
of ￿ uctuations. Turning to table 2; we see that our priors re￿ ect a view of business cycles in
line with the RBC tradition. The variability of output, consumption, investment and hours
is due for the most part to neutral technology shocks, while the role of investment shocks is
negligible.
3.2. Parameter estimates. In table 1, we report the estimates of the model￿ s parameters.
We present posterior medians, standard deviations and 90 percent probability intervals. In
line with previous studies, we estimate a substantial degree of price and wage stickiness,
habit formation in consumption and adjustment costs in investment (see for example Altig,
Christiano, Eichenbaum, and Linde (2005), Del Negro, Schorfheide, Smets, and Wouters
(2007) and Smets and Wouters (2007)). Capital utilization is not very elastic, as also found
by Del Negro, Schorfheide, Smets, and Wouters (2007). In response to a 1 percent positive
change in the rental rate of capital, utilization increases by slightly less than 0:2 percent.
Our estimates of the income share of capital (￿) and of the Frisch elasticity of labor supply
(1=￿) are both lower than the values typically adopted in the RBC literature, but close to
those of Smets and Wouters (2007). In any case, none of our results depend crucially on
these estimates of ￿ and ￿, as we show in section 8.
3.3. Model ￿t. Given our posterior estimates, how well does the model ￿t the data? We
address this question by comparing a set of statistics implied by the model to those measured
in the data. In particular, we study the standard deviation and the complete correlation
structure of the observable variables included in the estimation.
Table 3 reports the standard deviation of our seven observable variables, in absolute terms
as well as relative to that of output growth. For the model, we report the median and
the 90 percent probability intervals that account for both parameter uncertainty and small
sample uncertainty. The model overpredicts the volatility of output growth, consumption
and investment, but it matches their relative standard deviations fairly well. The match withINVESTMENT SHOCKS AND BUSINESS CYCLES 12
hours is close in both cases. There is also a tendency to underpredict the volatility of nominal
interest rates and in￿ ation, which might be due to the fact that the model does not replicate
the very high correlation between these two variables.
With as many shocks as observable variables, why does the model not capture their stan-
dard deviation perfectly? The reason is that a likelihood-based estimator tries to match the
entire autocovariance function of the data, and thus must strike a balance between matching
standard deviations and all the other second moments, namely autocorrelations and cross-
correlations. These other moments are displayed in ￿gure 1, for the data (grey line) and the
model (back line), along with the 90 percent posterior intervals for the model implied by
parameter uncertainty and small sample uncertainty.
Focus ￿rst on the upper-left 4-by-4 block of graphs, which includes all the quantities in
the model. On the diagonal, we see that the model captures the decaying autocorrelation
structure of these four variables very well. The success is particularly impressive for hours,
for which the model-implied and data autocorrelations lay virtually on top of each other.
In terms of cross-correlations, the model does extremely well for output (the ￿rst row and
column) and for hours (the fourth row and column), but fails to capture the contemporaneous
correlation between consumption and investment growth. This correlation is slightly positive
in the data, but essentially zero in the model.
In sum, relative to smaller scale RBC models (Cooley and Prescott (1995), King and
Rebelo (1999)), we do slightly worse in matching the properties of consumption, especially
its correlation with investment. However, our model performs considerably better in terms of
hours worked. This is an important result, because one of our main objectives is to investigate
the sources of ￿ uctuations in hours.
With respect to prices, the model is overall quite successful in reproducing the main styl-
ized facts. We emphasize two issues: ￿rst, the model does not capture the full extent of the
persistence of in￿ ation and the nominal interest rate, even in the presence of in￿ ation index-
ation and of a fairly high smoothing parameter in the interest rate rule. Second, we match
very closely the correlation between output and in￿ ation, which is highlighted for example
by Smets and Wouters (2007) as an important measure of a model￿ s empirical success.INVESTMENT SHOCKS AND BUSINESS CYCLES 13
4. Shocks and Business Cycles
In this section, we present the central result of the paper: investment shocks are the most
important source of business cycle ￿ uctuations. First, we document this ￿nding quantita-
tively, by looking at the variance decomposition implied by the estimated model. We focus in
particular on output and hours. Second, we provide some intuition for the result by studying
the impulse responses of some key variables to the main shocks in the model. This exercise
also allows us to informally discuss how those shocks are identi￿ed by our empirical procedure.
4.1. Variance decomposition. Table 4 reports the contribution of each shock to the un-
conditional variance of the observable variables included in the estimation. From the ￿rst
row of the table, we see that investment shocks account for more than 50 percent of the
￿ uctuations in the growth rate of output, by far the largest share. Figure 2 provides a time
series decomposition of this contribution to overall variance by plotting year-to-year GDP
growth in the data (the grey line) and in the model, conditional on the estimated sequence
of the investment shocks alone (the black line). The comovement between the two series is
striking. In particular, investment shocks appear largely responsible for ￿dragging￿ GDP
growth down at business cycle troughs. This is especially evident for the last two downturns,
as well as for the recessions of the sixties. The main exceptions are the ￿twin￿recessions
of the early eighties, in which in fact monetary factors are widely believed to have played a
fundamental role.
Looking at the other shocks and variables in table 4, two results stand out. First, the
neutral technology shock remains fairly important in our estimates. It explains around one
quarter of the volatility of output, consumption and real wages. Second, the wage markup
shock, which in this model is indistinguishable from Hall￿ s (1997) labor supply shock, plays
a prominent role in the ￿ uctuations of wages, in￿ ation and especially hours. It accounts for
between one half and two thirds of their volatility.
The variance decomposition of hours in table 4 is puzzling. The investment shock explains
only 20 percent of the volatility of hours, less than half its contribution to output. Yet, the
close comovement of hours and output is perhaps the most notable feature of business cycles.
Table 5 sheds some light on this apparent contradiction, by focusing on ￿ uctuations in the
level of all variables at business cycle frequencies.5
5 We compute the spectral density of the observable variables implied by the DSGE model and transform
it to obtain the spectrum of the level of output, consumption, investment and wages. We de￿ne business cycleINVESTMENT SHOCKS AND BUSINESS CYCLES 14
Over the business cycle, investment shocks explain approximately 60 percent of the ￿ uc-
tuations in hours, as well as 50 percent of those in output and more than 80 percent of those
in investment. We conclude that investment shocks are the leading source of business cycles.
One quali￿cation to this result comes from consumption. Investment shocks are responsible
for only a small fraction of its variability, which is instead largely driven by the intertemporal
preference shock. The fact that most movements in consumption come from an otherwise
irrelevant shock is a symptom of the well-known failure of standard consumption Euler equa-
tions to capture the empirical relationship between consumption and interest rates, as argued
in Primiceri, Schaumburg, and Tambalotti (2005).
Another interesting result emerging from the comparison of tables 4 and 5 is that the
role of wage markup shocks virtually disappears when we restrict attention to business cycle
frequencies. This is particularly noticeable for hours, with a drop in the share of variance
attributed to wage markup shocks from 65 percent overall to only 6 percent at business cycle
frequencies. Figure 3 clari￿es this point by plotting the share of the variance of hours due
to the wage markup shock, as a function of the spectrum frequencies. According to our
de￿nition, business cycles correspond to a frequency range between 0:19 and 1:05, which is
highlighted by dotted vertical lines in the picture. The contribution of wage markup shocks
is extremely signi￿cant at very low frequencies, but declines steeply as we move towards the
business cycle range, in which it is mostly below 10%.
This result is roughly consistent with Hall￿ s (1997) ￿nding of an important role for labor
supply shocks in the overall variability of hours, although his cyclical decomposition attributes
a large role to those shocks also at business cycle frequencies, while ours does not. More
recently, Hall (2008) shows that the role of labor supply shocks is signi￿cantly diminished in
a model with countercyclical wage markups. As we will see in section 5, the countercyclicality
of markups is also a key ingredient in our results.
4.2. Model dynamics and shock identi￿cation. Our results so far suggest that to un-
derstand business cycles, we must understand investment shocks, since these shocks are the
largest contributors to ￿ uctuations in several key macroeconomic variables. But what prop-
erties of these and the other shocks allow us to separately identify their contributions? This
section provides some intuition for how this identi￿cation is achieved, by studying the impulse
￿ uctuations as those corresponding to periodic components with cycles between 6 and 32 quarters, as in Stock
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responses of several key variables to some of the shocks. In particular, we focus on the three
shocks that are responsible for the bulk of ￿ uctuations according to our estimates. They are
the investment shock, the neutral technology shock and the wage markup (or labor supply)
shock.
Figure 4 reports the impulse responses to the investment shock. Following a positive
impulse, output, hours, investment, real wages and labor productivity all rise persistently
and in a hump-shaped pattern. The reaction in investment is contemporaneous and roughly
proportional to that in output, but larger by a factor of almost ￿ve. This factor is close to
the ratio of the unconditional volatilities of the two series.
The response of hours is very similar to that of output, in terms of dynamic pro￿le and
scale. This accounts for the very similar shares of business cycle ￿ uctuations in output
and hours explained by investment shocks, given that the cyclical components of the two
series have very similar volatilities. The increase in hours is not associated with a drop
in average labor productivity, as would be the case in a standard neoclassical model. The
procyclicality of labor productivity in response to investment shocks is the combined result
of the endogeneity of capital utilization (Greenwood, Hercowitz, and Hu⁄man (1988)) and of
the increasing returns implied by the presence of ￿xed costs in production.
Turning now to consumption, we see an initially ￿ at response, followed by a rise after a few
quarters. This failure of consumption to comove on impact with the other macroeconomic
variables is the main reason why the investment shock accounts for less then 10 percent of the
movements in consumption, and thus for a smaller share of the variance of output, compared
to investment. Moreover, this lack of comovement, which is especially pronounced for the
consumption-investment pair, given the strong procyclicality of the latter, explains why the
model has some di¢ culty in capturing the correlation between these two variables, as we
pointed out in section 3.3.
Finally, looking at in￿ ation and the nominal interest rate, we see that they both rise
in response to a positive investment shock. In this respect, the investment shock displays
the typical features of a textbook ￿demand￿shock: quantities and prices move in the same
direction, leading to a tightening of monetary policy. In fact, the positive comovement of
prices and quantities is one of the distinguishing characteristics of the investment shock,
when compared to wage markup and neutral technology shocks, whose impulse responses are
depicted in ￿gures 5 and 6.INVESTMENT SHOCKS AND BUSINESS CYCLES 16
For example, an increase in the desired wage markup depresses all quantities, but leads
to a fairly persistent increase in real wages and marginal costs. As a consequence, in￿ ation
rises, followed by the nominal interest rate. Moreover, the response in hours, and in all other
quantities, is extremely persistent. This persistence is the source of the large contribution of
the wage markup shock to the low frequency ￿ uctuations in the labor input highlighted in
the previous section.
Similarly, output, consumption and investment all rise in response to a positive neutral
technology shock. Real wages are also procyclical, but their increase lags behind the rise
in the marginal product of labor, so that marginal costs and therefore in￿ ation fall. Most
notably, hours also fall on impact, although they recover after a few periods. The negative
response of hours depends crucially on the presence of imperfect competition, through three
main channels. First, the equilibrium price markup￿ the reciprocal of the real marginal cost￿
increases, thus counteracting the positive e⁄ect of higher productivity on labor demand.
Second, the wage markup (not reported) also increases, thus shifting the labor supply schedule
to the left. Third, the wealth e⁄ect on hours is stronger with monopolistic competition, since
positive expected pro￿ts increase households￿permanent income (Rotemberg and Woodford
(1995)).
The fall in hours in response to a neutral technological improvement is sharply at odds
with the predictions of a standard RBC model, but consistent with a large empirical litera-
ture (Gali (1999), Francis and Ramey (2006), Canova, Lopez-Salido, and Michelacci (2006),
Fernald (2007), Basu, Fernald, and Kimball (2007), Gali and Rabanal (2004) and Smets
and Wouters (2007), but see Christiano, Eichenbaum, and Vigfusson (2004), Uhlig (2003)
or Chang and Hong (2006), for the opposite view.). The lack of comovement between out-
put and hours accounts to a large extent for the limited role of neutral technology shocks
as sources of ￿ uctuations in our model. However, these disturbances generate the right co-
movement between output and consumption. As a result, neutral technology shocks retain a
non-negligible role in the ￿ uctuations of these two variables.
In summary, our analysis proposes a reasonably parsimonious view of the sources of busi-
ness cycles. Investment shocks impart the main impetus to ￿ uctuations, which spread from
investment to output and hours. Consumption, however, is largely insulated from these
disturbances and its comovement with the rest of the economy is mainly driven by neutralINVESTMENT SHOCKS AND BUSINESS CYCLES 17
technology shocks. Finally, labor supply shocks account for a large fraction of the movements
in hours, but these are concentrated at very low frequencies.
As for wages and prices, their movement is mainly driven by exogenous variation in desired
markups, as we would expect in an economy in which monetary policy is well calibrated. In
this respect, it is especially remarkable that in￿ ation and wages are almost completely insu-
lated from investment shocks. The fact that these shocks explain close to half of the move-
ments in nominal interest rates suggests that achieving this degree of nominal stabilization
required a fair amount of activism on the part of monetary policy.
5. Inspecting the Mechanism: How Investment Shocks Become Important
In standard neoclassical environments, neutral technology shocks are the most natural
source of business cycles, since they can easily produce comovement of output, consumption,
investment, hours and labor productivity. In fact, Barro and King (1984) show that generat-
ing this kind of comovement in response to most other shocks is problematic. In particular,
they explicitly identify investment shocks as unlikely candidates to generate recognizable
business cycles. Their reasoning can be outlined as follows: a positive shock to the marginal
e¢ ciency of investment increases the rate of return on current resources, inducing agents to
postpone consumption. With lower consumption, the marginal utility of income increases,
shifting labor supply to the right￿ an intertemporal substitution e⁄ect. Along an unchanged
labor demand schedule, this supply shift raises hours and output, but depresses consumption,
wages and labor productivity.6
This is not what happens in our estimated model, though, in which investment shocks
trigger procyclical movements in all the key macroeconomic variables discussed above (see
￿gure 4.)7 As a consequence of this signi￿cant change in the transmission mechanism with
respect to the neoclassical benchmark, investment shocks emerge from our analysis as the
single most important source of business cycle ￿ uctuations. In this section, we study more
closely how the frictions included in our baseline model contribute to this result. Some of
these frictions, such as endogenous capital utilization and investment adjustment costs, have
been analyzed before in a similar context, most prominently by Greenwood, Hercowitz, and
6 Labor demand is unchanged on impact because the investment shock, unlike a shock to TFP, does not
directly a⁄ect the marginal product of labor.
7 Consumption is the only possible exception, since it only increases with a delay of about one year, as we
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Hu⁄man (1988) and Greenwood, Hercowitz, and Krusell (2000). Others, such as monopolistic
competition with sticky prices and wages, have not.8
To organize this discussion, we start from the e¢ ciency equilibrium condition that must














With standard preferences and technology, the marginal rate of substitution (MRS) depends
positively on consumption (C) and hours (L), while the marginal product of labor (MPL) is
decreasing in hours. As a result, any shock that boosts hours on impact, without shifting the
marginal product of labor schedule, must also generate a fall in consumption for 5.1 to hold
at the new equilibrium (Barro and King (1984)). This is precisely what happens in response
to investment shocks in a neoclassical model, as we discussed above.
Equation 5.1 also highlights the three margins on which the frictions included in our base-
line model must be operating to make the transmission of investment shocks more conformable
with the typical pattern of business cycles. Departures from the standard assumptions on
tastes a⁄ect the form of the MRS, technological frictions a⁄ect the form of the MPL, while
departures from perfect competition create a wedge between the two.
For instance, with internal habit formation, the MRS also becomes a function of past
and future expected consumption. Intuitively, households become reluctant to sharply adjust
their consumption, which reduces their willingness to substitute over time. As a consequence,
consumption is less likely to fall signi￿cantly in response to a positive investment shock.
Endogenous capital utilization, instead, acts as a shifter of the MPL, as ￿rst highlighted
by Greenwood, Hercowitz, and Hu⁄man (1988). An improvement in the e¢ ciency of new
investment increases the utilization of existing capital, due to the drop in its relative value.
Higher capital utilization, in turn, implies an increase in the marginal product of labor,
shifting labor demand to the right. For a given labor supply schedule, this shift implies a
rise in hours and wages, as well as in consumption. Moreover, the increase in the marginal
product of labor with constant returns to scale implies that average productivity also rises.
Finally, monopolistic competition in goods and labor markets drives a wedge between the
MRS and the MPL. Sticky prices and wages make this wedge endogenous, so that equation
8 Rotemberg and Woodford (1995) make the point that endogenous markup variation is an additional
channel through which aggregate shocks might a⁄ect ￿ uctuations, especially in employment. However, they




















where ! denotes the wedge. In our model, ! is the sum of two equilibrium markups, that of
price over marginal cost and that of real wages over the marginal rate of substitution. If this
markup is countercyclical (i.e. it falls when hours rise, as suggested for example by Rotemberg
and Woodford (1999) and Gali, Gertler, and Lopez-Salido (2007)), consumption and hours
can move together in response to an investment shock, without violating the equilibrium
condition 5.2.
More speci￿cally, in our estimated model, a positive investment shock produces a drop in
the price markup, as we can see from the fact that the real marginal cost rises in ￿gure 4.
This fall in the markup induces a positive shift in labor demand, which ampli￿es the shift
associated with changes in utilization. At the same time, the wage markup also falls, shifting
the labor supply schedule to the right. Unlike in the perfectly competitive case, though,
this shift in labor supply is consistent with an increase in hours at an unchanged level of
consumption.
In our economy, the endogeneity of markups is due to price and wage stickiness. However,
equation (5.2) suggests that any other friction resulting in countercyclical markups would
propagate investment shocks in a similar way.
In the rest of this section, we investigate the quantitative role of all these frictions in
turning investment shocks into the dominant source of ￿ uctuations. To this end, we study
the variance decomposition of several restricted versions of the baseline model, in which we
shut down one category of frictions at-a-time. We consider the following groups of frictions.
First, we estimate a model with no habit in consumption, which corresponds to h = 0. Second,
we ￿x capital utilization and eliminate investment adjustment costs by setting 1=￿ = 0:0001
and S00 = 0. Third, we consider models with (nearly) competitive labor and goods markets,
by calibrating ￿w = 0:01, ￿w = 0, ￿w = 1:01 and ￿p = 0:01, ￿p = 0, ￿p = 1:01. Finally,
we reduce our model all the way to its standard neoclassical core, by shutting down all the
frictions simultaneously.
The results of this exercise are reported in table 6. The table focuses on the contributions
of investment shocks to the volatility of output and hours at business cycle frequencies, sinceINVESTMENT SHOCKS AND BUSINESS CYCLES 20
this is where the importance of these shocks is most evident. First, we observe that removing
any of the frictions reduces the contribution of investment shocks to ￿ uctuations. This is
as expected given our preceding discussion of the e⁄ects of the frictions on the transmission
mechanism.
In terms of relative contributions, imperfect competition has the most signi￿cant marginal
impact. In the perfectly competitive model, the contribution of investment shocks to ￿ uc-
tuations in output and hours drops to 4 and 8 percent respectively. As apparent from the
case in which we shut down imperfect competition in goods and labor markets separately,
each of these modi￿cations produces a roughly equal decline in the importance of investment
shocks. Endogenous utilization and adjustment costs come next. Their exclusion reduces the
contribution of investment shocks to ￿ uctuations in both hours and output by more than
half. The friction that plays the smallest role at the margin is time non-separability.
Finally, the last column in table 6 shows that the contribution of the investment shock
disappears entirely in the frictionless model. This result suggests that our estimation proce-
dure is not unduly a⁄ecting our ￿ndings on the role of this shock in business cycles. When
we restrict ourselves to the standard neoclassical model, we recover what we would expect
in light of the theoretical analysis of Barro and King (1984) and Greenwood, Hercowitz, and
Hu⁄man (1988): investment shocks do not play any role in ￿ uctuations.9
Table 6 compares the contribution of investment shocks to business cycles across several
models. In the baseline, investment shocks are paramount, while in some of the restricted
versions they are irrelevant. Therefore, an important question is whether these restricted
models are consistent with the data. The answer is no, as illustrated in table 7, where we
report the log-marginal data density of all the speci￿cations described above. The marginal
data density (or marginal likelihood) is the expected value of the likelihood function with
respect to the prior density and is the appropriate way of comparing models from a Bayesian
perspective. According to this comparison, the ￿t of the baseline model is far superior to
that of any of the alternatives, implying overwhelming posterior odds in its favor.10
9 In the estimated frictionless model, we ￿nd that the neutral technology and labor supply shocks explain
43 and 47 percent of the variance of output and 4 and 78 percent of that of hours at business cycle frequencies.
10 Del Negro and Schorfheide (2008) discuss reasons why posterior odds should be interpreted with some
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6. A Comparison with Smets and Wouters (2007)
Our results on the role of investment shocks are at odds with those of Smets and Wouters
(2007, SW hereafter). In particular, SW recover a dominant role for the wage markup shock
at medium and long horizons. Moreover, their investment shock accounts for less than 25
percent of ￿ uctuations in GDP at any horizon. In this section, we document the sources of
this discrepancy.
We start by performing our variance decomposition at business cycle frequencies using
SW￿ s model and the parameter estimates reported in table 1 of their paper. We ￿nd that
the wage markup shock accounts for 11 and 14 percent of the business cycle variance of
output and hours respectively. For output, this share is substantially smaller than that
suggested by the forecast error variance decomposition at medium and long horizons reported
in ￿gure 1 of SW￿ s paper. For hours, the discrepancy between spectral and forecast error
variance decompositions is even larger.11 Therefore, we conclude that SW￿ s emphasis on
wage markup shocks is mainly due to the di¢ culty in isolating business cycle frequencies
using forecast error variance decompositions. Moreover, when we re-estimate SW￿ s model,
using their observables, but our longer sample from 1954QIII to 2004QIV, the shares of the
wage markup shock in the business cycle variance of output and hours decline to 5 and 7
percent respectively. These numbers are very close to our baseline (table 5).
However, in this case we also ￿nd a signi￿cantly diminished role for the investment shock,
as we show in the ￿rst column of table 8. The results are almost identical if we use SW￿ s
dataset to estimate our model (second column of table 8). This suggests that the minor
di⁄erences between the two model speci￿cations do not a⁄ect the variance decomposition.
Therefore, the remaining discrepancy on the role of investment shocks must be due to the
di⁄erences in the de￿nitions of the observables.
Compared to us, SW exclude inventories from investment￿ although not from output￿ and
include purchases of consumer durables in consumption.12 The next two columns of table 8
analyze how the treatment of inventories and durables a⁄ects the contribution of investment
shocks to the business cycle volatility of output and hours. In column three, we switch
durables back from consumption into investment, as in our baseline case, but leave inventories
out. In column four we do the opposite and include inventories into investment, but leave
11 Smets and Wouters (2007) do not report the forecast error variance decomposition for hours.
12 SW also use a di⁄erent series for hours, but this does not have any material impact on the results.INVESTMENT SHOCKS AND BUSINESS CYCLES 22
durables in consumption. In the ￿rst case, the contribution of the investment shock to output
and hours increases to 42 and 47 percent respectively. In the second case, those numbers are
35 and 44 percent. In the last column, we reproduce our baseline variance decomposition,
which attributes 53 and 61 percent of the variance of output and hours to the investment
shock. By comparing these numbers, we conclude that the discrepancy between our results
and SW￿ s is due almost in equal parts to the di⁄erences in the treatment of inventories and
durables.
These ￿ndings suggest that research on the sources of business cycles would bene￿t from
more explicit modeling of the behavior of durables and inventories. However, we do not think
they undermine the case for the importance of investment shocks made in this paper, for at
least two reasons. First, our treatment of the data is in line with most of the macroeconomic
literature (see for instance Cooley and Prescott (1995), Christiano, Eichenbaum, and Evans
(2005) or Del Negro, Schorfheide, Smets, and Wouters (2007)). Second, even when considering
SW￿ s dataset, two key results remain robust. First, the share of variance accounted for by
supply shocks￿ neutral technology and wage markup shocks￿ remains stable around 30 percent
for output and 20 percent for hours. Second, the share of variance accounted for by demand
shocks￿ the investment shock and the intertemporal preference shock￿ is also fairly stable
around 50 percent for output and 60 percent for hours. The only di⁄erence is in the way
in which these shares are apportioned between the investment and intertemporal preference
shock. Not surprisingly, the inclusion of durables and inventories in investment tends to boost
the contribution of the investment shock, at the expense of the preference shock, since these
are two of the most cyclical components of GDP.
7. Investment Shocks and the Relative Price of Investment
In our empirical investigation, we assumed that the marginal e¢ ciency of investment, ￿t,
follows an exogenous stochastic process. Consequently, we treated the investment shock as
a latent variable in estimation, as in most of the empirical DSGE literature (e.g. Smets and
Wouters (2007) and Del Negro, Schorfheide, Smets, and Wouters (2007)). Another prominent
branch of the literature, however, builds on the observation that this same investment shock
should equal the price of consumption relative to investment in a version of our model with
a competitive investment sector (Greenwood, Hercowitz, and Krusell (1997), Greenwood,
Hercowitz, and Krusell (2000), Fisher (2006)). In this section, we confront this observationINVESTMENT SHOCKS AND BUSINESS CYCLES 23
by considering a version of the model in which we can explicitly compare the estimated
investment shock and the measured relative price.
This comparison requires a few changes to our baseline framework. First, we must include
a trend in the investment shock process, since the relative price of consumption has been
steadily rising in the postwar period. In this respect, we follow Greenwood, Hercowitz, and
Krusell (2000) and assume that ￿t is a trend-stationary process. Moreover, we allow for a
break in the trend in 1982:II, which is consistent with the recent acceleration in the rate
of increase in the relative price noted for example by Fisher (2006). We calibrate the slope
of this broken trend to match the average growth rate of the relative price of consumption
before and after 1982:II.13
In addition, we make a few small modi￿cations to the baseline model, along the lines of
Altig, Christiano, Eichenbaum, and Linde (2005). For example, we assume that the cost of
adjusting investment depends on the quantity of investment installed, rather than on its value
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now the real value of investment in terms of consumption.14 Consistent with this de￿nition,
we also de￿ ate all nominal variables for the estimation by the consumption de￿ ator, on which
we also base our measure of in￿ ation.
The second column of table 8 reports the share of business cycle variance of output and
hours explained by the investment shock in this version of the model. These numbers are
somewhat lower than those in the baseline, but the investment shock remains the single most
important source of ￿ uctuations in both output and investment.15
Next, we compare the smoothed estimate of the investment shock to the relative price of
consumption in the data, both expressed in deviation from the same broken linear trend.
The two series exhibit a similar degree of autocorrelation, but our measure of the investment
shock is considerably more volatile than the relative price, with a standard deviation approx-
imately four times as large. This excess volatility might be due, in part, to the di¢ culty of
measuring the price of investment and of durable consumption goods in a manner consistent
13 We construct this relative price using the chain-weighted de￿ ators for our components of consumption
(non-durables and services) and investment (durables and total private investment).
14 We make three additional small changes to the model, which ensure the existence of a balanced growth
path. We use the deterministic trend in the investment shock process to scale the ￿xed cost of production
and to index wages, while we scale the cost of capital utilization by the inverse of ￿t itself.
15 We also experimented with a stochastic trend in ￿t. In that case, the shares of variance of output and
hours explained by the investment shock are even higher (third column of table 8), although the estimated
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with theory (Gordon (1990), Cummins and Violante (2002)). Another possible interpreta-
tion of this ￿nding is that the smoothed investment shock hides unmodeled frictions in the
capital accumulation process, of the kind considered for example by Christiano, Motto, and
Rostagno (2007).
8. Robustness Analysis
In this section we investigate the robustness of our result to a number of alternative spec-
i￿cations of the model. The results of these robustness checks are summarized in table 9, in
which we report the share of the variance of output and hours explained by the investment
shock at business cycle frequencies.
8.1. Standard calibration of capital income share and labor supply elasticity (￿ =
0:3 and ￿ = 1). Our baseline estimates of the share of capital income (￿) and of the Frisch
elasticity of labor supply (1=￿) di⁄er from the standard values used in the RBC literature.
To verify that our estimates of ￿ and ￿ do not a⁄ect the results too much, we re-estimate
the model calibrating these two parameters at the more typical values of ￿ = 0:3 and ￿ = 1.
The forth column of table 9 shows that the contribution of investment shocks to the business
cycle ￿ uctuations of output and hours is now even larger than in the baseline model.
8.2. No ARMA shocks. Following Smets and Wouters (2007), the baseline model includes
an ARMA(1,1) speci￿cation for the wage and price markup shocks. This assumption improves
its ￿t of the model, but to make sure that it does not drive our results, we also estimate a
version of the model with the more standard assumption that markup shocks are distributed
as an AR(1). As the ￿fth column in table 9 makes clear, this modi￿cation leaves our results
almost unchanged.
8.3. Output growth in the policy rule. We also estimate a model in which the measure
of real activity included in the policy rule is output growth, rather than the output gap, since
both speci￿cations are quite common in the literature. Once again, this modi￿cation barely
a⁄ects the quantitative results (column six in table 9).
8.4. Maximum likelihood. The last robustness check we conduct is with respect to the
priors on the model parameters. In our baseline exercise, we follow the recent literature on
Bayesian estimation of DSGE models and use the prior information reported in table 1. To
verify that the priors are not responsible for our main results, we re-estimate the model byINVESTMENT SHOCKS AND BUSINESS CYCLES 25
maximum likelihood. Maximizing the likelihood is numerically much more challenging than
maximizing the posterior, since the use of weakly informative priors ameliorates the problems
related to the presence of ￿ at areas of the likelihood function and of multiple local modes.
These di¢ culties notwithstanding, we were able to compute maximum likelihood estimates
for the model parameters.16 As illustrated in the last column of table 9, these estimates are
entirely consistent with the baseline results. In fact, the investment shock still accounts for
around 60% of the business cycle ￿ uctuations in output and hours.
9. Concluding Remarks
What is the source of business cycle ￿ uctuations? We revisited this fundamental question of
macroeconomics from the perspective of an estimated New Neoclassical Synthesis model. We
found that shocks to the marginal e¢ ciency of investment are the main drivers of movements
in hours, output and investment over the cycle. Imperfect competition with endogenous
markups is crucial for the transmission of these shocks. Neutral technology shocks also
retain a non negligible role in the ￿ uctuations of consumption and output and are mainly
responsible for their comovement. Finally, shocks to labor supply account for a large share of
the variance of hours at very low frequencies, but their contribution over the business cycle
is negligible.
One important quali￿cation of these results is that the estimated volatility of the invest-
ment shock is much larger than the volatility of the price of investment relative to consump-
tion measured in the data. In a two-sector representation of our model, in which the sector
producing capital goods is perfectly competitive, the two would be the same. There are
several possible reasons for why this is not the case in our set-up. First, measuring the price
of durable goods in a manner consistent with theory is notoriously problematic. Second, a
serious e⁄ort at modeling a two-sector economy would probably include sticky prices also in
the capital goods sector. In such a model, we would expect investment prices to be smoother
than marginal costs. Third, the estimated investment shock might hide frictions in the capi-
tal accumulation process that we did not consider. Models that explicitly include these type
of frictions, such as that in Christiano, Motto, and Rostagno (2007), therefore represent a
16 More precisely, to maximize the likelihood we need to calibrate {, since the likelihood is not very
informative on this parameter and this creates convergence problems in the maximization routine. Therefore,
we calibrated { = 5, which is our prior mean. This value of { implies a low elasticity of capital utilization,
which makes the propagation of investment shocks if anything more problematic.INVESTMENT SHOCKS AND BUSINESS CYCLES 26
promising avenue for future research. More generally, our results point to the investment
sector, and to its Euler equation in particular, as the keys to our understanding of business
cycles.
Appendix A. The Data
Our dataset spans a sample from 1954QIII to 2004QIV. All data are extracted from
the Haver Analytics database (series mnemonics in parenthesis). Following Del Negro,
Schorfheide, Smets, and Wouters (2007), we construct real GDP by diving the nominal series
(GDP) by population (LF and LH) and the GDP De￿ ator (JGDP). Real series for consump-
tion and investment are obtained in the same manner, although consumption corresponds
only to personal consumption expenditures of non-durables (CN) and services (CS), while
investment is the sum of personal consumption expenditures of durables (CD) and gross pri-
vate domestic investment (I). Real wages correspond to nominal compensation per hour in
the non-farm business sector (LXNFC), divided by the GDP de￿ ator. We measure the labor
input by the log of hours of all persons in the non-farm business sector (HNFBN), divided
by population. The quarterly log di⁄erence in the GDP de￿ ator is our measure of in￿ ation,
while for nominal interest rates we use the e⁄ective Federal Funds rate. We do not demean
or detrend any series.
Appendix B. Normalization of the Shocks
As in Smets and Wouters (2007), we re-normalize some of the exogenous shocks by dividing








^ ￿t￿1 + ￿^ st + ￿^ ￿p;t,
where ￿ ￿ (1￿￿￿p)(1￿￿p)
(1+￿p￿)￿p , st is the model-implied real marginal cost and the ￿hat￿denotes
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These normalizations are chosen in such a way that these shocks enter the wage and con-
sumption equations (respectively) with a unity coe¢ cient. In this way it is easier to choose
a reasonable prior for their standard deviation. Moreover, the normalization is a practical
way to impose correlated priors across coe¢ cients, which is desirable in some cases. For
instance, imposing a prior on the standard deviation of the innovation to ^ ￿
￿
p;t corresponds
to imposing prior that allow for correlation between ￿ and the standard deviation of the
innovations to ^ ￿p;t. Often, these normalizations improve the convergence properties of the
MCMC algorithm.
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Prior 
Density 
1 Mean Std  Median Std  [ 5 , 95 ]
α Capital Share  N 0.30 0.05 0.17 0.006 [ 0.16 0.18 ]
ι p Price indexation B 0.50 0.15 0.24 0.073 [ 0.14 , 0.39 ]
ι w Wage indexation B 0.50 0.15 0.11 0.029 [ 0.06 , 0.16 ]
γ SS technology growth rate N 0.50 0.03 0.48 0.023 [ 0.44 , 0.52 ]
h Consumption habit B 0.50 0.10 0.79 0.023 [ 0.76 , 0.83 ]
λ p SS mark-up goods prices N 0.15 0.05 0.25 0.032 [ 0.19 , 0.30 ]
λ w SS mark-up wages N 0.15 0.05 0.15 0.033 [ 0.07 , 0.19 ]
logL
ss SS leisure N 396.83 0.50 397.16 0.480 [ 396.4 , 398.0 ]
100(π-1) SS quarterly inflation N 0.50 0.10 0.71 0.078 [ 0.56 , 0.82 ]
100(β
-1-1) Discount factor G 0.25 0.10 0.14 0.045 [ 0.07 0.22 ]
ν Inverse Frisch elasticity G 2.00 0.75 3.59 0.674 [ 2.63 , 4.84 ]
ξ p Calvo prices B 0.66 0.10 0.84 0.016 [ 0.82 , 0.87 ]
ξ w Calvo wages  B 0.66 0.10 0.71 0.019 [ 0.68 , 0.74 ]
χ
Elasticity capital 
utilization costs G 5.00 1.00 5.80 1.001 [ 4.38 , 7.58 ]
S''
Investment adjustment 
costs  G 4.00 1.00 2.95 0.301 [ 2.43 , 3.39 ]
Φ p Taylor rule inflation  N 1.70 0.30 1.97 0.144 [ 1.71 , 2.20 ]
Φ y Taylor rule output  N 0.13 0.05 0.05 0.012 [ 0.03 , 0.07 ]
Φ dy Taylor rule output growth  N 0.13 0.05 0.23 0.016 [ 0.21 0.26 ]
ρ R Taylor rule smoothing B 0.60 0.20 0.81 0.016 [ 0.79 0.84 ]
Prior  Posterior  
2
Table 1: Prior densities and posterior estimates for baseline model with all frictions 




1 Mean Std  Median Std  [ 5 , 95 ]
ρ mp Monetary Policy B 0.40 0.20 0.16 0.048 [ 0.07 0.22 ]
ρ z
Neutral Technology 
growth  B 0.40 0.20 0.23 0.043 [ 0.15 0.30 ]
ρ g Government spending B 0.60 0.20 0.99 0.001 [ 0.99 0.99 ]
ρ μ Investment B 0.60 0.20 0.73 0.031 [ 0.68 0.78 ]
ρ p Price mark-up B 0.60 0.20 0.94 0.017 [ 0.91 0.96 ]
ρ w Wage mark-up B 0.60 0.20 0.98 0.003 [ 0.98 0.99 ]
ρ b Intertemporal preference B 0.60 0.20 0.65 0.027 [ 0.60 0.68 ]
θp Price mark-up MA  B 0.50 0.20 0.78 0.010 [ 0.76 0.79 ]
θw Wage mark-up MA  B 0.50 0.20 0.95 0.002 [ 0.94 0.95 ]
σ mp Monetary policy I 0.10 1.00 0.22 0.012 [ 0.21 0.25 ]
σ z
Neutral Technology 
growth  I 0.50 1.00 0.89 0.049 [ 0.81 0.98 ]
σ g Government spending I 0.50 1.00 0.35 0.017 [ 0.32 0.38 ]
σ μ Investment  I 0.50 1.00 6.01 0.505 [ 5.02 6.79 ]
σ p Price mark-up I 0.10 1.00 0.14 0.002 [ 0.14 0.15 ]
σ w Wage mark-up I 0.10 1.00 0.24 0.003 [ 0.23 0.24 ]
σ b Intertemporal preference I 0.10 1.00 0.04 0.001 [ 0.04 0.04 ]
2 Median and posterior percentiles from 2 chains of 120,000 draws generated using a Random walk Metropolis algorithm, where we 
discard the initial 20,000 and retain one in every 20 subsequent draws. Additional longer chains produced almost identical posterior 
moments. 
Calibrated coefficients:  depreciation rate (δ) is 0.025, g implies a SS government share of 0.22
Relative to the text, the standard deviations of the innovations are scaled by 100 for the estimation, which is reflected in the prior and 
posterior estimates. 
(log) Likelihood at median 
1  N stands for Normal, B Beta, G Gamma and I Inverted-Gamma1 distribution 
-1094.7
Prior  Posterior  
2Series \ Shock  Policy  Neutral Government  Investment  Price mark-up Wage mark-up Preference
Output growth  0.01 0.26 0.23 0.00 0.00 0.01 0.08
[0.00,0.33] [0.02,0.88] [0.02,0.85] [0.00,0.04] [0.00,0.14] [0.00,0.39] [0.00,0.74]
Consumption growth  0.01 0.31 0.00 0.00 0.00 0.00 0.42
[0.00,0.34] [0.01,0.93] [0.00,0.11] [0.00,0.03] [0.00,0.09] [0.00,0.27] [0.02,0.98]
Investment growth  0.01 0.38 0.00 0.03 0.00 0.01 0.04
[0.00,0.45] [0.01,0.95] [0.00,0.13] [0.00,0.43] [0.00,0.25] [0.00,0.69] [0.00,0.93]
Hours 0.02 0.17 0.07 0.01 0.00 0.04 0.05
[0.00,0.54] [0.00,0.90] [0.00,0.68] [0.00,0.13] [0.00,0.29] [0.00,0.92] [0.00,0.81]
Wage growth  0.00 0.73 0.00 0.00 0.04 0.09 0.00
[0.00,0.03] [0.10,0.99] [0.00,0.03] [0.00,0.01] [0.00,0.50] [0.01,0.71] [0.00,0.17]
Inflation  0.01 0.11 0.01 0.00 0.08 0.08 0.03
[0.00,0.66] [0.00,0.86] [0.00,0.19] [0.00,0.08] [0.00,0.79] [0.00,0.95] [0.00,0.81]
Interest Rates  0.02 0.15 0.02 0.00 0.02 0.03 0.11
[0.00,0.43] [0.00,0.92] [0.00,0.34] [0.00,0.14] [0.00,0.50] [0.00,0.88] [0.00,0.94]
Notice that median shares need not add up to one. This is particularty true with the a-priori (as opposed to posterior) variance decompositions, due to the skeweness 
induced by the dispersed prior distribution for the standard deviation of the shocks.  Mean shares add up to one, and for the case of the investment shocks do not exceed 
3 percent for output and hours. 
Table 2:  Prior variance decomposition for observable variables in the baseline model 
Medians  and [5,95] prior percentiles Series  Data Median  [ 5, 9 5 ] Data Median  [ 5 , 95 ]
Output growth  0.94 1.14 [ 1.00 , 1.31 ] 1.00 1.00
Consumption growth  0.51 0.72 [ 0.62 , 0.82 ] 0.54 0.63 [ 0.53 , 0.74 ]
Investment growth  3.59 4.59 [ 3.95 , 5.36 ] 3.83 4.03 [ 3.61 , 4.50 ]
Hours 4.11 4.47 [ 3.09 , 6.75 ] 4.39 3.91 [ 2.79 , 5.81 ]
Wage growth  0.55 0.66 [ 0.59 , 0.75 ] 0.59 0.58 [ 0.50 , 0.67 ]
Inflation  0.60 0.49 [ 0.39 , 0.63 ] 0.64 0.43 [ 0.34 , 0.56 ]
Interest Rates  0.84 0.66 [ 0.52 , 0.83 ] 0.90 0.58 [ 0.45 , 0.74 ]
Table 3:  Standard deviations and relative standard deviations in 
the data and in the baseline model with all frictions 
1
Relative standard deviation 
2 Standard deviation 
Baseline Model  Baseline Model 
2 Standard deviation relative to the standard deviation of output growth 
1 For each parameter draw, we generate 1000 samples of the observable series implied by the model with same length as our 
dataset (202 observations) after discarding 50 initial observations. For the relative standard deviations, for each replication and 
parameter draw we take the ratio of the standard deviation of each series to that of output. Table reports median and 5th and 95th 
percentile together with the corresponding moments in the data. Series \ Shock  Policy  Neutral Government  Investment  Price mark-up Wage mark-up Preference
Output growth  0.04 0.20 0.07 0.51 0.04 0.05 0.09
[ 0.03, 0.06]  [ 0.15, 0.25] [ 0.06, 0.08]  [ 0.45, 0.57]  [ 0.03, 0.05]  [ 0.03, 0.07]  [ 0.07, 0.11]
Consumption growth  0.02 0.26 0.02 0.07 0.01 0.09 0.53
[ 0.01, 0.03]  [ 0.21, 0.32] [ 0.02, 0.03]  [ 0.04, 0.11]  [ 0.00, 0.01]  [ 0.06, 0.13]  [ 0.46, 0.60]
Investment growth  0.03 0.05 0.00 0.87 0.03 0.01 0.01
[ 0.02, 0.04]  [ 0.04, 0.07] [ 0.00, 0.00]  [ 0.84, 0.89]  [ 0.02, 0.04]  [ 0.01, 0.01]  [ 0.01, 0.02]
Hours 0.02 0.03 0.02 0.20 0.05 0.65 0.02
[ 0.02, 0.04]  [ 0.02, 0.04] [ 0.01, 0.03]  [ 0.12, 0.30]  [ 0.03, 0.07]  [ 0.52, 0.77]  [ 0.01, 0.03]
Wage growth  0.00 0.29 0.00 0.03 0.22 0.46 0.00
[ 0.00, 0.00]  [ 0.23, 0.34] [ 0.00, 0.00]  [ 0.02, 0.04]  [ 0.18, 0.27]  [ 0.42, 0.50]  [ 0.00, 0.00]
Inflation  0.03 0.07 0.00 0.06 0.24 0.56 0.02
[ 0.02, 0.06]  [ 0.05, 0.11] [ 0.00, 0.00]  [ 0.03, 0.11]  [ 0.17, 0.32]  [ 0.44, 0.68]  [ 0.01, 0.03]
Interest Rates  0.10 0.05 0.01 0.45 0.02 0.24 0.11
[ 0.08, 0.14]  [ 0.04, 0.08] [ 0.01, 0.01]  [ 0.34, 0.57]  [ 0.02, 0.04]  [ 0.13, 0.37]  [ 0.08, 0.15]
Notice that median shares need not add up to one, although mean shares do. 
Table 4:  Posterior variance decomposition for observable variables in the baseline model 
Medians  and [5,95] posterior percentiles Series \ Shock  Policy  Neutral Government  Investment  Price mark-up Wage mark-up Preference
Output 0.05 0.24 0.02 0.53 0.05 0.04 0.07
[ 0.04, 0.07]  [ 0.18, 0.30] [ 0.01, 0.02]  [ 0.45, 0.61]  [ 0.03, 0.07]  [ 0.03, 0.06]  [ 0.05, 0.09]
Consumption 0.02 0.27 0.02 0.08 0.01 0.08 0.51
[ 0.01, 0.03]  [ 0.21, 0.33] [ 0.02, 0.03]  [ 0.05, 0.14]  [ 0.00, 0.01]  [ 0.05, 0.12]  [ 0.42, 0.59]
Investment 0.03 0.06 0.00 0.85 0.04 0.01 0.01
 [ 0.02, 0.04]  [ 0.04, 0.09] [ 0.00, 0.00]  [ 0.81, 0.89]  [ 0.02, 0.05]  [ 0.01, 0.01]  [ 0.01, 0.02]
Hours  0.06 0.10 0.02 0.61 0.06 0.06 0.08
 [ 0.05, 0.09]  [ 0.08, 0.13] [ 0.02, 0.03]  [ 0.54, 0.67]  [ 0.04, 0.08]  [ 0.03, 0.08]  [ 0.06, 0.11]
Wages 0.00 0.39 0.00 0.04 0.31 0.25 0.00
 [ 0.00, 0.01]  [ 0.30, 0.47] [ 0.00, 0.00]  [ 0.02, 0.07]  [ 0.24, 0.38]  [ 0.21, 0.31]  [ 0.00, 0.01]
Inflation  0.03 0.14 0.00 0.07 0.40 0.31 0.02
 [ 0.02, 0.05]  [ 0.10, 0.19] [ 0.00, 0.00]  [ 0.04, 0.13]  [ 0.32, 0.49]  [ 0.25, 0.38]  [ 0.01, 0.03]
Interest Rates  0.18 0.09 0.01 0.48 0.04 0.04 0.15
 [ 0.14, 0.23]  [ 0.07, 0.12] [ 0.00, 0.01]  [ 0.41, 0.56]  [ 0.03, 0.06]  [ 0.03, 0.06]  [ 0.11, 0.19]
1 Decomposition of the variance corresponding to periodic components with cycles of between 6 and 32 quarters, obtained using the spectrum of the 
DSGE model and an inverse first difference filter for output, consumption, investment and wages to obtain the levels. The spectral density is computed 
from the state space representation of the model and 500 bins for frequencies covering that range of periodicities. Results are identical to those that 
would result from repeatedly simulating the observables, obtaining the levels and then applying a Band-Pass filter. Variance shares for periods of 2 to 32 
quarters obtained with the spectrum implied by the DSGE, or by HP filtering the model observables (transformed to levels where appropriate) deliver a 
very similar decomposition. 
Since reporting median shares, these need not add up to one, although mean shares do. 
Table 5:  Variance decomposition at business cycle frequencies
1 in the baseline 
model with all frictions 
























Output 0.53 0.38 0.23 0.04 0.30 0.31 0.02
Hours 0.61 0.50 0.30 0.08 0.50 0.41 0.03
Table 6:  Variance share for output and hours at business cycle frequencies
1 explained by investment shocks for 
alternative specifications without some frictions 
2 h calibrated at  0.01 
3 S'' calibrated at 0.01, 1/χ calibrated at 0.001
4 λ w,  ξ w,  ι w,  λ p, ξ p and ι p calibrated at 0.01
5 λ w,  ξ w  and ι w  calibrated at 0.01
6 λ p, ξ p and ι p calibrated at 0.01
7 combines the calibration for all specifications above, except baseline
1 Share of the variance of output (level) and hours, corresponding to periodic components of cycles between 6 and 32 quarters explained by investment shocks alone. 
Obtained using the spectrum from the state-space representation of the DSGE. Variance decompositions are performed at the mode of each specification. Table 7: Log-Marginal Data Densities for baseline and 
alternative specifications without some frictions




No investment costs and variable capital 
utilization 
-1298.04
Perfectly competitive goods and labor 
markets 
-1466.52
Perfectly competitive goods markets -1433.42
Perfectly competitive labor market -1283.19
Frictionless model 1521 88 Frictionless model -1521.88
1 Except for the baseline, the log marginal data density is computed using 
the Metropolis-Laplace approximation at the posterior mode. The 
ifi ti f d b th d t tt i th hi h t i l d it
Full set of parameter estimates is available from the authors upon request 




















Table 8:  Variance share of output and hours at business cycle frequencies
1 explained 






Output 0.23 0.18 0.42 0.35 0.53
Hours 0.26 0.21 0.47 0.44 0.61
1 Share of the variance of output (level) and hours, corresponding to periodic components of cycles between 6 and 32 quarters 
explained by investment shocks alone. Obtained using the spectrum from the state-space representation of the DSGE. Variance 










v = 1 and       










Output 0.53 0.40 0.56 0.66 0.52 0.49 0.60
Hours 0.61 0.45 0.70 0.77 0.56 0.54 0.64
2 Model with broken linear trend in investment shocks (break occurs in 1982q2) 
3 Model with stochastic trend in investment shocks 
4 Moving average component for price and wage mark-up shocks calibrated to zero. 
5 Taylor rule responds to observable output growth instead of the output gap. 
6 Baseline specification estimated by maximum likelihood. 
1 Share of the variance of output (level) and hours, corresponding to periodic components of cycles between 6 and 32 quarters explained by 
investment shocks alone. Obtained using the spectrum from the state-space representation of the DSGE. Variance decompositions are 
performed at the mode of each specification. 
Table 9:  Robustness check for the variance share of output and hours at business cycle 
frequencies
























































































































































































































































































































































































Figure 2: Year−to−year output growth, actual data and





























Figure 3: Variance share of Hours explained by
wage mark-up shocks at all frequencies
Computed at the median of the paremeter estimates.
















































Figure 4: Impulse responses to an investment shock





















































Figure 5: Impulse responses to a wage mark-up shock
Median (solid) and 5-95 posterior bands (dashed)




























































Figure 6: Impulse responses to a neutral technology shock
Median (solid) and 5−95 posterior bands (dashed)
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