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Sensitivity Analysis for Environmental Models and
Monitoring Networks
Alessandro Fassò
Dept. IGI, University of Bergamo, Italy - alessandro.fasso@unibg.it
Abstract: Statistical sensitivity analysis is shown to be a useful technique for assessing both multivariate
environmental computer models and environmental statistical spatio-temporal models in the perspective of risk
assessment. Methods are reviewed and extended to cover with two applications which are reported as case
studies. The rst, related to waste water bio lters for heavy metals, is aimed at assessing the input in uence
on both environmental and economical variables. The second, related to spatio-temporal models for air quality
monitoring networks, is intended to study the in uence of each station to the model performance.
Keywords: Heterogeneous Networks, space time models, calibration, particulate matters, waste water, heavy
metals, bio lters
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INTRODUCTION

Environmental models are often useful tools for environmental risk assessment. Consider, for example, a waste water bio lter for heavy metals. The
assessment of the lifetime, rate of un ltered heavy
metals and safety are of great concern and having
at disposal a computer model for simulation may
relevantly improve risk assessment, environmental
protection and plant management.
As a second example, consider environmental and
human risks related to air quality pollution and the
importance of monitoring and reconstructing the air
quality eld related to a heavily polluted region such
as the Po Valley, Italy. This area is characterized by
mountains in the south, west and north and a see
coast in the east. The central plain is densely inhabited with heavy vehicle traf c, heating and industrial emissions. Moreover, intensive agricultural activity is an important source of land and water contamination.
In this paper, we consider two kinds of models, namely computer models (CM ) and statistical
models (SM ). We say that a model is a CM if it has
been deduced from some theory or calibrated and
validated on enough empirical evidence and is now
available in form of computer code. We are then interested in studying the in uence of certain inputs to
the model outputs and the propagation of the input
uncertainty through the model. In this sense we are
not directly interested in model uncertainty intended

as the coherence of the model with reality which is
taken for granted. In this paper, SA is essentially
based on a certain variance decomposition and on
the appropriate sampling plan allowing to estimate
the related variance components, see e.g. Saltelli et
al. [2004] and references therein.
On the other side, a SM is a simpli ed model which
has to be calibrated on available data and try to describe the main features of a phenomenon under
study. In this case, SA is interested in assessing
the in uence of the data on the model parameter
and performance. Of course this distinction does
not cover all applications and in some cases we may
have CM with model uncertainty or CSM .
This paper reviews and extends results on both
above approaches which have been recently obtained by the author and his collaborators and is organized as follows. Section 2 brie y reviews SA
for CM 's and gives an example on the previously
mentioned waste water bio ltering. Section 5 discusses the extension of SA to spatio-temporal models for air quality monitoring networks and, considering the Po Valley monitoring network, shows how
SA may help in both assessing the model performance and deciding on model order.
To make the paper self-contained, section3 gives
concepts on SA for SM and, section 4, summarizes the main aspects of spatio-temporal modelling
based on the GDC approach. A section of concluding remarks closes the paper.

2

SA OF COMPUTER MODELS

Uncertainty assessment of CM 's may focus on various uncertainty sources as discussed in Kennedy
and Hogan [2001] and Fassò [2006] : In this paper,
we focus on that part of SA which is intended to
rank model inputs for their in uence to the CM 's
output. To see this consider a CM as a function
y = f (x) which relates the input parameter set
x = (x1 ; :::; xh ) to the model output set y. In
some cases it may be useful to use an emulator of
the CM; which is a simpli ed statistical model of
the CM . With some abuse of notation, if we denote also the emulator by f () we get the new CM emulator equation
(1)

y = f (x) + "

is a variance-covariance matrix and its trace or its
determinant have been used in literature. Here, we
propose a sensitivity index based on the variance
decomposition of the linear combination 0 y: To
see this, suppose that the emulator is in the form
y = Bx + " = j Bj xj + " where B is a k h
matrix with j th column Bj and
0

Vy =

0

BVx B 0 +

0

V" :

Hence, if x has uncorrelated components with Vx =
diag 2x1 ; ::: 2xk , the quadratic sensitivity index
Sj =

2
xj

0

Bj Bj0
0V
y

(4)

takes into account the correlation among the components of y and retains additivity as R2 0 y =
0
V"
0V
y

.

where " is the emulation error.

1

The main idea of SA is to assess the input in uence
using the output variance quota attributed to each input obtained by some variance decomposition. For
scalar output y; a rst order decomposition gives
X
V ar (y) =
V ar (yjxj ) + 2
(2)

The third direction for extending decomposition (2)
is heteroskedasticity. According to this, the emulation error from equation (1) has a variance which
depends on x.

j

which can be computed using standard regression
formulas and simple sampling plans if the conditional expectations fj = E (yjxj ) are approximately linear. If fj are not linear, more complex
plans are required but equation (2) still holds and a
rst order sensitivity index may be based on

2.1

=

j Sj

SA of a Bio lter for Heavy Metals

In this example, we re-consider the SA of a waste
water bio lter for heavy metals by means of a CM
for biosorption in packed column reactors discussed
in Fassò et al. [2003].

The simple decomposition of equation (2) may be
extended in various directions. First, we may be interested in considering interactions of any order by
a possibly orthogonal decomposition of f , namely
X
X
z = f0 +
fj +
fi;j + ::: + fj1 ;:::;jk
(3)

The computer model y = f (x) given by the numerical solution of a P DE; has two outputs for assessing the performance of the xed bed column,
namely the breakthrough time (tb ) and the length of
unused bed (LU B). The former, being the column
working time over which the outlet metal concentration exceeds 5% of the inlet concentration, is related
to environmental risk of polluted water discharge.
The latter, representing the column ef ciency, is related to economical aspects. Both are of concern for
plant design and management.

which yields an immediate extension of equation
(2) : Of course, complexity of representation (3)
and the complexity of the corresponding sampling
plan is related to computational complexity and
computing time. So, on the one side, we can distinguish between cheap or not time consuming code
and expensive or computer intensive code and, on
the other side, we have preliminary analysis design
of experiments, Monte Carlo sampling, improved
Monte Carlo plans and Bayesian designs.

The input set x is 8-dimensional with the rst three
components which are the uid dynamic factors:
liquid viscosity ( L ), liquid density ( L ), speci c
bed velocity (u0 ). Whereas the remaining ve
components are chemical-physical characteristics,
namely: column void degree ("), adsorption particle
diameter (dp ), density of the biosorbent ( S ) and adsorption characteristics given by the maximum intake qmax and the Langmuir constant b.

A second direction considers multivariable CM 's
with y = (y1 ; :::; yk ). In this case Vy = V ar (y)

The mentioned SA of Fassò et al. [2003] was a
global investigation, exploring a large range of the

V ar (yjxj )
:
Sj =
V ar (y)

j

i<j

input space and covering for nonlinearities and heteroskedasticity. In this section, we consider a Monte
Carlo local analysis using a reduced subset of the
parameter space with ranges of each input of about
25% of the previous ones. Whereas the global investigation where aimed at preliminary analysis and
plant design, the local SA may be useful for nal
plant implementation and management. The Monte
Carlo sample is summarized in Table 1 and is composed of n = 10 000 replications from the independent uniform distribution except for qmax and b,
which come from the bivariate Gaussian distribution, and u0 ; which is kept constant.

L
L

"
dp
S

qmax
b
tb
LU B

Min
0.55
0.95
0.25
0.07
1.05
29.36
0.46
0.37
0.10

Max
0.65
1.05
0.35
0.13
1.15
52.87
4.44
0.53
0.22

Mean
0.60
1.00
0.30
0.10
1.10
40.07
2.50
0.45
0.16

Std
0.03
0.03
0.03
0.01
0.03
3.97
0.63
0.03
0.02

Table 1: Statistics for Monte Carlo sample n = 10 000

Due to the local nature of this study it is not surprising that a bivariate linear emulator is quite satisfactory with Gaussian errors and very high tting
R2 = 0:99 for both tb and LU B components. Table
2 gives the sensitivity indexes for both the two univariate models and the multivariate one. Note that
the maximum uptake qmax is the most important input in this range for the breakthrough time tb and
hence for environmental protection lter regeneration policy. Since tb and LU B are negatively correlated with correlation coef cient r = 0:39, the old
SI based on the trace of the covariance matrix and
the new Sj of equation (4) with 0 = (1; 1) give
quite different results.
Univariate SI Multivariate SI
tb
LUB
trace
Sj
qmax 88.0
29.6
58.8
12.8
"
4.9
61.7
33.3
83.7
6.1
2.1
4.1
0.9
S
b
0.8
5.8
3.3
1.9
dp
0.0
0.2
0.1
0.1
Table 2: Percentage Sensitivity Indexes

As a by-product of this SA; we have the uncertainty
empirical distribution of tb and LU B which can be
used for computing the probability of a large discharge before the regeneration time.
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SA OF STATISTICAL MODELS

In tting statistical models to data, it is often of interest to assess the in uence of each observation on
the model performance. Often a statistical (parametric) model for y has the following structure
y = m (x; ) + h (x; ) "
where " is a Gaussian white noise, m is some forecasting function and h a skedastic function, x is a
set of known regressors and is an unknown model
parameter to be estimated.
The model is statistical in the sense that, given some
data Y = (y1 ; :::; yn ), we get an estimate of ;
namely ^ = ^ (y1 ; :::; yn ) : The in uence of an
observation, say yi , on the model may be assessed
by considering the estimate ^ when we omit yi and
use Y i = (yj ; j = 1; :::; n; j 6= i) namely
^

^

i

= ^ (Y )

^ (Y i ) :

(5)

In some other cases, we are interested in assessing
the in uence of yi to the forecasting performance of
the model, for example using
m
^

m
^

i

= m x; ^

m x; ^

i

:

(6)

Analytical study of quantities derived by (5) or (6)
can be done in simple cases and the in uence on ^
may be done by the so-called in uence curves, see
e.g. Fassò and Perri [2002] :
If m is a standard multiple linear regression model
with constant skedastic function y = 0 x+" and independent observations y1 ; :::; yn , then it is known
that the Cook's distance is connected with both (5)
and (6) ; namely
D

i

0

= c ^ ^ i ^ 1 ^ ^ i
X
2
= c0
(m
^ (xj ) m
^ i (xj ))

(7)
(8)

where c and c0 are constants and ^ is the estimated
covariance matrix of ^: Note that D i has an unknown distribution, nevertheless it is common practice to use some 2 percentiles as reference values.
For more complex models such as time series models or spatio-temporal models, expressions (7) and
(8) are not equivalent and the rst one is used
for model sensitivity whilst, for forecasting performance, it canPbe used the mean absolute error
^ i (xj )j or the correM AE i = n1 j jyj m
sponding root mean squared error RM SE i , and
model bias b { .

both diagonal with
= diag( 2 1 ; :::; 2 k ) a
s a natural consequence of the EOF approach
and using the homogenous propagation hypothesis
H = diag (h; :::; h). Moreover the error component
" (t; s) is a Gaussian spatially and time independent process, with sphericity assumption, "(t) =
diag( 2" ; :::; 2" ).
4.1

Parameter Estimation

Figure 1: The Po Valley P M10 monitoring network.
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Conditionally on the loading matrix of the previous subsection with k = 14 principal functions, we
estimate the GDC model parameter set using the
maximum likelihood method as in Table 3.

MONITORING MODELS

In this section, in order to give a frame for the sensitivity analysis of the next section, we brie y discuss the application of GDC model of Fassò et al.
[2004] ; [2005] and [2006] to the one year air quality monitoring data on P M10 daily concentrations
coming from the Po Valley network, Italy, which
consists of the n = 54 sites depicted in Figure
1. Since, we have a marked instrumental heterogeneity with so-called T EOM and LV G monitors,
measurement equations for observations from these
two instruments, namely yG and yT ; at locations
s = s1 ; :::; sn and time t = 1; 2; :::; N = 365; are
given by
yG (t; s) = y (t; s) + "G (t; s)
yT (t; s0 ) = + y (t; s0 ) + "T (t; s0 ):

(9)

Here, y (t; s) are realizations of the discrete-time
continuos-space process, which can be considered
as the underlying true pollution level at time t and
location s. Moreover, y (t; s) is supposed to be a
linear function of a common regional k-dimensional
process denoted by (t), namely
y (t; s) =

(s) (t)

The underlying regional process (t), which has a
dimensionality appropriated to cover with the spatial complexity, has Markovian dynamics given by
1) + (t) :

h

1

2

3

4

"

2.32

0.34

0.996

2.16

-0.38

-0.52

-4.34

-1.28

0.03

0.007

0.002

0.08

0.15

0.16

0.12

0.01

Table 3: MLE's and their standard deviations
for GDC model. Notation:
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j

= log

2
j

SA OF MONITORING MODELS

In order to evaluate the sensitivity to the network
con guration, we carry out a cross validation analysis by removing one station at a time. In particular,
after excluding the i-th location from the data input,
we compute the loading matrix,
i say, and using
the GDC model (9) (11), we estimate the corresponding parameter vector, i say.

(10)

where the loadings matrix
=
( (s1 )0 ; : : : ; (sn )0 )0
is obtained by a kdimensional set of Empirical Orthogonal Functions
(EOF ) or P CA decomposition of the covariance
matrix of (y (t; s1 ) ; :::; y (t; sn )) ; t = 1; :::; N .

(t) = H (t

The model parameter vector includes the calibration constants from measurement equation; namely
, and , the propagation coef cient h. Moreover, we have innovation variances, namely
=
diag( 2 1 ; :::; 2 k ) with 2 5 = :::: = 2 k and, nally, the measurement error variance 2"

(11)

The innovation process is a k dimensional zero
mean Gaussian white noise. Its covariance matrix
and Markovian propagation matrix H are

5.1

Parameter Sensitivity

Figures 2 and 3, show the in uence of each station
to the instrument additive bias
i and the calibration coef cient
.
These
and
the
remaining gi
ures are divided into two areas, the left one is for
LV G monitors and the right one for T EOM monitors. Moreover, we add a solid line referring to the
parameter value of the general GDC model of Table
3 and dashed lines for the 2 interval, where the
estimated standard deviation of the MLE is used for
: It is apparent that, some stations are very in uential to these parameters. Moreover
i and
i are
strongly negatively correlated as the M LE and the
cross validation procedure give a correlation coef-

Figure

2:
Instrument
additive
bias
for LVG (left) and TEOM (right).
Legend: solid circle: Lombardia; square: Emilia
Romagna; cross: Piemonte. Solid line: coef cient
estimated from the full network (see Table 3);
dashed lines:
2 .
i

Figure 4: Propagation coef cient h i . Legend: see
Figure 2.

cient amounting to 0:93 and 0:85 respectively.
Hence their joint analysis should adjust for this.

Figure 5: Cook distance D i . Legend: see Figure
2. Solid line: 95 percentile from 2 distribution
with dim ( ) degrees of freedom.

Figure 3: Instrument multiplicative bias
end: see Figure 2

i.

Leg-

On the other side Figure 4 shows that, the network
has a negligible in uence on the Markovian persistence parameter h. To take into account all the parameters together and their mutual correlation, we
assess the in uence of each station to the model as
a whole by using the Cook distance (7) which extends sensitivity analysis, of section 3 to heterogeneous networks.
5.2

Prediction Sensitivity

Since the predictions of yG and yT at site si are
given by (si ) (t) and +
(si ) (t) respectively, we calculate the daily cross validation er-

rors for each station, as differences between the predicted and the observed data. Subsequently, the station bias given by the yearly average error for each
station is drawn in Figure 7; this and Figure 6, which
reports the M AE; allow us to assess the reconstruction capability of the model. Note that, as often happens, largest values of MAE are associated with the
largest Bias.
Moreover, the comparison of these gures with
Cook distance and related Figures 2, 3, 4 and 5 allows us to discriminate between stations which have
in uence on parameter estimation and spatial prediction. For example, Station n.3, located in Piacenza and called the Pubblico Passeggio Station,
has extreme values in all the considered diagnostic graphical tools. Hence it is quite in uential to
both parameter estimation and data reconstruction
and, in this sense, it could be considered as an outlier. Average bias, M AE and RM SE for various
P CA dimensions k are reported in Table 4. Being network overall values, these quantities give the

ily in uenced by the network con guration. The extension of Cook's distance approach to such models
enables as to assess such in uence and improve network design and understanding.
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