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カメラの主な撮像素子（イメージセンサー）には，CCD と CMOS がある．この 2 つは，構造や
性能面で様々な違いはあるが，フォトダイオードとアンプで電荷を電気信号に変換するという仕


















図 1-1 CCDカメラの画像化プロセス 
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1.2 本研究の目的 
本研究では，輝度調整に伴うノイズの低減について，事前情報を用いた新しいアプローチを提







更に，ノイズバイアス補正を HDR 画像データ圧縮へ応用することで再構成 HDR 画像の品質
向上を試みる．二層符号化方式における再構成 HDR 画像は，エンハンスメントレイヤーのビッ












































































表 2.1 従来のノイズ低減フィルタの例 
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2.1.3 ノイズ低減後の画質の客観的評価 
画像の客観的評価法としてよく用いられているのが，原画像（理想画像）と処理後の画像を数
値で比較する PSNR（Peak Signal to Noise Ratio，ピーク信号対雑音比；単位 dB）である．PSNR
は次式で定義される． 







 𝛿(𝐧) = 𝑦(𝐧) − 𝑥(𝐧) (1-4) 




























   





















ジは 100～120 (dB)程度と言われいる．一般的なデジカメの撮像素子のダイナミックレンジは 80 
(dB)程度であり，通常，1チャンネル当たり 8 ビット深度の LDR（Low Dynamic Range）画像形
式で保存される．そのため，夜景シーンなどの暗い部分は写真だと黒く潰れ，陽射しが照りつけ
るシーンなどの明るい部分は白飛びしてしまう．人間が知覚できるダイナミックレンジと色域全
体を表現できるよう考案されたのが HDR（High Dynamic Range））画像で，1 チャンネル当た
り 10ビット深度以上で表現される． 
汎用的なモニタは LDR 画像を表示するものであり，HDR 画像用ではない．HDR 画像を汎用
的なモニタで出力表示するには，輝度調整（トーンマッピング）が必要である．この輝度調整で
は，明るさやコントラストの調整だけでなく，10ビット深度以上の画素値を 8ビット深度に変換















LDR 画像の圧縮では，JPEG 国際標準[36]が広く利用されている．JPEG では，離散コサイン
変換（DCT），量子化，エントロピー符号化という順でエンコード処理を行っている．エンコード






2.3.2 HDR 画像の圧縮技術 
HDR 画像の符号化方式は，LDR画像とは異なり，複数の層で符号化処理を行う階層符号化[39]-
[43]という方式が主流である．多くの場合，基本層（ベースレイヤー）と拡張層（エンハンスメン
トレイヤー）の 2 層を用いており，これを二層符号化方式と呼ぶ．図 2-1 は一般的な二層符号化
方式の処理過程である． 
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二層符号化方式では，入力 HDR 画像をトーンマッピング処理で LDR画像に変換し，圧縮デー
タをベースレイヤーとエンハンスメントレイヤーの 2 つの層として出力する．ベースレイヤーに
は，LDR画像の再構成に必要なビットストリームが埋め込まれている．ベースレイヤーでは標準
的なロッシーエンコーダである JPEG がよく用いられている．再構成 LDR 画像は，JPEG デコ
ーダーを用いてベースレイヤーのビットストリームから生成される．エンハンスメントレイヤー







図 2-1 一般的な二層符号化方式の処理過程 












































































 𝑥0(𝐧) = 𝑥0(𝑛1, 𝑛2),    𝑥0 ∈ [0, 𝑋𝑀𝐴𝑋] ⊆ ℤ, 𝐧 = [𝑛1, 𝑛2] (3-1) 
輝度調整関数を𝑓とすると，輝度調整後の画像は次式で表される． 
 𝑦 = 𝑅[𝑓(𝑥)],    𝑦 ∈ [0, 𝑌𝑀𝐴𝑋] (3-2) 
ここで，𝑌𝑀𝐴𝑋=255である．𝑅[∙]は整数への丸め処理であり，次式で定義される． 














𝑌𝑀𝐴𝑋 𝑥 > 𝑋𝑀𝐴𝑋
 (3-4) 
ガンマ関数を用いた輝度調整をガンマ補正という．𝛾 > 1のとき，元の画像は明るく輝度調整され，
0 < 𝛾 < 1のとき，暗く輝度調整される．𝛾 = 1のとき輝度調整後の画像は，元の画像と変わらない．
𝛾 = 3のときの輝度調整関数を図 3-2(c)に示す．本研究では，クリーン画像を輝度調整したものを
理想画像 Y0 とする． 
位置[𝑛1, 𝑛2]の画素に付加されるノイズを次式で表す． 
 1(𝐧) = 1(𝑛1, 𝑛2) (3-5) 
本章では，2.1.2 の式(1-2)で示したガウスノイズを用いる．𝜎 = 8のガウスノイズを図 3-2(d)に示
す．入力画像 X0 にノイズ 1を付加したノイズ画像を X1 とすると，X1 の画素値は次式で表され
る． 
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 𝑥1 = {
0 𝑥1 < 0
𝑥0 + 1 𝑥1 ∈ [0,𝑋𝑀𝐴𝑋]
𝑋𝑀𝐴𝑋 𝑥1 > 𝑋𝑀𝐴𝑋
 (3-6) 
ノイズ画像 X1を輝度調整した画像を Y1 とし，観測画像と呼ぶ．観測画像の画素値は次式で表さ
れる． 
 𝑦1 = 𝑓(𝑥1) 
= 𝑓(𝑥0 + 1) 











図 3-1 想定するシチュエーション 
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(c) 輝度調整関数（𝛾 = 3） (d) 付加するノイズ（𝜎 = 8） 
  
  
(e) X1：ノイズ画像 (f) Y1：観測画像 
図 3-2 画像例 















0 𝑔(𝑡|𝑥0) 𝑥1 = 0
𝑔(𝑥1|𝑥0) 𝑥1 ∈ [0,𝑋𝑀𝐴𝑋]
∑𝑡=𝑋𝑀𝐴𝑋




























(c) 𝑃(𝛿1|𝑥0 = 10)   
図 3-3 画素値𝑥0=10 から導出される𝑥1，𝑦1，𝛿1の分布 
 
表 3.1 𝑃(𝑥1|𝑥0)，𝑃(𝑦1|𝑥0)，𝑃(𝛿1|𝑥0)の統計値 
 平均 標準偏差 歪度 
𝑃(𝑥1|𝑥0) 10.73 7.30 0.22 
𝑃(𝑦1|𝑥0) 78.34 33.43 −1.27 
𝑃(𝛿1|𝑥0) −8.66 33.43 −1.27 
 










 𝑦2 = 𝑦1 − ℎ(𝑦1) 









図 3-5(a)は，観測画像の画素値𝑦1 = 100を導出するような入力画像の画素値𝑥0の例である．様々




𝑁 = {𝐧 ∈ 𝑖𝑚𝑎𝑔𝑒}
𝑀𝜂 = {𝐦|𝑦1(𝐦) = 𝜂} ⊆ 𝑁
 (3-11) 
図 3-5(c)は，出力ノイズ𝛿1の分布である．平均値が非ゼロ値でバイアスされていることが明らか




図 3-5(a)で示した通り，観測画像の画素値𝑦1 = 100は，様々な画素値の𝑥0から導出され，図中の
①～③のような出力ノイズを持っている．本研究では，バイアスの発生量を出力ノイズの平均と
する．バイアスの発生量を補正値とし，補正値を算出する関数として補正関数を次式で定義する． 










 ℎ(𝑦1) = ∑ 𝑃(𝛿1(𝐦)) ∙ 𝛿1(𝐦)
𝐦∈𝑀𝑦1
 
= ∑ 𝑃(𝛿1(𝐦)) ∙ (𝑦1 − 𝑦0)
𝐦∈𝑀𝑦1
 







 𝑃(𝛿1(𝐪)|𝑦1) = 0,   𝐪 ∈ 𝑀𝑦1




図 3-4 ノイズバイアス補正の流れ 
 






(a) 𝑦1を導出する𝑥0の例 (b) 𝑃(𝑥0|𝑦1 = 100) 
  
  
(c) 𝑃(𝛿1|𝑦1 = 100) (d) 𝛿1と𝑥0の関係 
図 3-5 観測画像の画素値𝑦1に応じた𝑥0，𝛿1の分布 
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 𝛿1(𝐦) = 𝑦1 − 𝑓(𝑥0(𝐦)) (3-16) 
 𝑥0(𝐦) = 𝑓
−1(𝑦1 − 𝛿1(𝐦)) (3-17) 
したがって，𝛿1から𝑥0への写像は全単射である．図 3-5(d)は，𝛿1と𝑥0の関係を表したものである．
𝛿1から𝑥0への写像は全単射であることより，次式が成立する． 
 𝑃(𝛿1(𝐦)) = 𝑃(𝑥0(𝐦)) 




 ℎ(𝑦1) = ∑𝑃(𝑥0(𝐧)|𝑦1) ∙ (𝑦1 − 𝑦0)
𝐧∈𝑁
 





























































0 𝑔(𝑡|𝑥0) 𝑥1 = 0 ∧ 𝑥0 − 3𝜎 ≤ 0
𝑔(𝑥1|𝑥0) 𝑥1 ∈ [0, 𝑋𝑀𝐴𝑋]
∑𝑡=𝑋𝑀𝐴𝑋















?̂?(𝑥0, 𝑦1)  
図 3-6 各同時確率の値（対数スケールで表示） 
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 ?̂?(𝑥0, 𝑥1) = ?̂?(𝑥1|𝑥0) ∙ 𝑃(𝑥0) (3-26) 
?̂?(𝑥0, 𝑥1)から?̂?(𝑥0, 𝑦1)への写像は次式で計算される． 













𝑈 = {𝑧(𝑥)|𝑥 ∈ [0, 𝑋𝑀𝐴𝑋]} ∪ {𝑋𝑀𝐴𝑋 + 1}
𝑉𝑖 = {𝑥|𝑈(𝑖) ≤ 𝑥 < 𝑈(𝑖 + 1)}
𝑊𝑖 = {𝑦|𝑈(𝑖) ≤ 𝑧(𝑦) < 𝑈(𝑖 + 1)}
  
𝑈(𝑖)は，集合𝑈の𝑖番目の要素である．具体例を用いて説明する．例えば𝛾 = 3のとき， 
 𝑈 = {0, 1, . . . , 252, 255, 256}  
である．𝑈(𝑖) = 0，𝑉𝑖 = {0}，𝑊𝑖 = {0, 1, . . . , 31}のとき，次のようになる． 
 ?̂?(𝑥0, 𝑦1 = 0) = ?̂?(𝑥0, 𝑦1 = 1) = ⋯ = ?̂?(𝑥0, 𝑦1 = 31) =
?̂?(𝑥0, 𝑥1 = 0)
|32|
  
𝑈(𝑖) = 252，𝑉𝑖 = {252, 253, 254}，𝑊𝑖 = {254}のとき，次のようになる． 
 ?̂?(𝑥0, 𝑦1 = 254) =∑ ?̂?(𝑥0, 𝑥1)
𝑥𝑖∈{252,253,254}
  






















図 3-7 実測値による補正値ℎ(𝑦1)とモデル化した補正値ℎ̂(𝑦1)の比較 
 






























図 3-8 ノイズバイアス補正前後のノイズバイアス 
 
表 3.2 ノイズバイアス補正前後のノイズバイアスの平均と分散 
 平均 分散 
ノイズバイアス補正前 22.2248 739.4318 
ノイズバイアス補正前後（実測値） −0.0037 0.0058 
ノイズバイアス補正前後（モデル化） −0.0189 2.6457 
 








図 3-9 ノイズバイアス補正前後の画像の PSNR 
 





収集した 4072枚の夜景画像からなる CVC-14データセット[54]，および，NASA Image and Video 




タとの組み合わせによる画像を示している．図 3-10 において，NBC の平均は NLM の平均より
1.68 (dB)低い．しかし，約 20 枚の夜景画像のうち，NBC の方が NLM よりも優れていた．
NBC+NLM の平均は NLM より 0.94 (dB)高い．最も効果があったものは，NBC+NLM の方が
NLM より 3.37(dB)高い結果となった．図 3-11 において，NBC の平均は，NLM の平均よりも




図 3-12，図 3-13 に結果画像を示す．NBC+NLM は，NBC や NLM と比べて PSNR が高く，
ノイズ低減効果が高いことが言える． 
図 3-14，図 3-15 は，それぞれ，明るい箇所，暗い箇所の詳細である．(b)～(e)は，それぞれ，
observed，NBC，NLM，NBC+NLMの結果である．(f)～(i)は observed，NBC，NLM，NBC+NLM











図 3-10 CVC-14データセットを用いた場合の PSNR の平均 
 
 
図 3-11 天文画像を用いた場合の PSNRの平均 
 










(c) NBC+NLM 32.45(dB)  
図 3-12 結果画像 
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(a) 入力画像 (b) NLM (c) ノイズ画像 
   
   
(d) 観測画像 16.15 (dB) (e) NBC 21.52 (dB) (f) NLM 16.15 (dB) 
   
 
  
(g) NBC+NLM 21.65 (dB)   
図 3-13 結果画像 








図 3-14 明るい箇所の詳細 
 
図 3-15 暗い箇所の詳細 

















































図 4-1 想定するシチュエーション 
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4.2 問題設定 







図 4-2，図 4-3 は，それぞれ，観測画像を取得する過程と画像例を示したものである．24 ビッ
トカラー画像を以下のように定義する． 








],    𝑥0 ∈ [0,𝑋𝑀𝐴𝑋] ⊆ ℤ, 𝐧 = [𝑛1, 𝑛2] (4-1) 
𝑅𝑥0(𝐧)，𝐺𝑥0(𝐧)，𝐵𝑥0(𝐧)は，それぞれ，位置𝐧 = [𝑛1, 𝑛2]の各画素の RGB 値である．各色 8 ビッ
ト深度のカラー画像なので，𝑋𝑀𝐴𝑋＝255である．図 4-3(a)の原画像は OpenEXR 形式の HDR 画




 𝑥1 = 𝑀𝐶(𝑥0, 𝑛) (4-2) 
𝑛はメディアンカット後の色数（=2𝑛）である．さらに，色量子化ノイズ 1を以下のように定義す
る． 
 𝑥1 = 𝑥0 + 1 (4-3) 






𝑅𝑥0 + 𝑅 1
𝐺𝑥0 + 𝐺 1
𝐵𝑥0 + 𝐵 1
]  
3.2.1 と同様の手順で輝度調整すると，観測画像は次式で定義される． 
 𝑦1 = 𝑓(𝑥1) 
















図 4-4は，輝度調整前後の画素値およびノイズのヒストグラムである．原画像の画素値𝑅𝑥0 = 60















図 4-2 観測画像を取得する過程 
 
 
図 4-3 画像例 
(a) 原画像，(b) 原画像を色量子化したもの (c)理想画像，(d)観測画像 







図 4-4 輝度調整前後の画素値およびノイズのヒストグラム 
(a) 輝度調整前の R成分の画素値𝑅𝑥1，(b) 輝度調整前の R成分のノイズ𝑅 1 
(c) 輝度調整後の R成分の画素値𝑅y1，(d) 輝度調整後の R成分のノイズ𝑅𝛿1像 

































∑ 𝑃(𝐵𝑥0, 𝐵𝑦1) ∙ {𝐵𝑦1 − 𝑓(𝐵𝑥0)}𝐵𝑥0
∑ 𝑃(𝐵𝑥0, 𝐵𝑦1)𝐵𝑥0
 (4-8) 
同時確率𝑃(𝑅𝑥0, 𝑅𝑦1)，𝑃(𝐺𝑥0, 𝐺𝑦1)，𝑃(𝐵𝑥0, 𝐵𝑦1)は，原画像の画素値を事前情報として用いている． 
提案法のユースケースについて述べる．送信側は，観測画像𝑦1，輝度調整関数𝑓，オーバーヘッ
ド情報としての事前情報𝑃(𝑅𝑥0, 𝑅𝑦1)，𝑃(𝐺𝑥0, 𝐺𝑦1)，𝑃(𝐵𝑥0, 𝐵𝑦1)を受信側に与えると仮定する． 








𝑃(𝐺𝑥0, 𝐺𝑦1)，𝑃(𝐵𝑥0, 𝐵𝑦1)である．この事前情報は，256×256 画素のサイズの画像として表現さ
れ，ほとんどの値が 0 である．そのためデータ量は𝑦1よりもはるかに少ない．例えば，𝑦1がフル
ハイビジョン（1,920×1,080 画素）や 4K（3,840×2,160 画素）の画像であれば情報に必要な画









図 4-5 カラー画像に対応したノイズバイアス補正の流れ 
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4.4 評価実験 
4.4.1 提案法の効果 





2.1.3 で述べた PSNR を用いてノイズ低減効果を評価する．図 4-7 は，図 4-3(d)で示した観測
画像𝑦1について，ノイズバイアス補正を行った画像𝑦2ものである．𝑦1の PSNR は 24.3316 (dB)，
𝑦2 の PSNR は 24.6633 (dB)である．ノイズバイアス補正によって PSNR が 0.3318 (dB)向上し






くなる．γ = 6の場合，𝑦2 の RGB 成分のそれぞれの PSNR は，平均して 0.3806 (dB)，0.4828 
(dB)，0.2927 (dB)増加している．NBCの効果は，B 成分よりも R成分と G成分の方が大きいこ
とが明らかである． 













(c) B 成分  
図 4-6 ノイズバイアス補正前後のノイズバイアス 
表 4.1 ノイズバイアス補正前後のノイズバイアスの平均と分散 
(a) 平均 
 R 成分 G成分 B 成分 
ノイズバイアス補正前 0.1098 0.1330 0.1471 
ノイズバイアス補正前後 0.0000 0.0000 0.0000 
 
(b) 分散 
 R 成分 G成分 B 成分 
ノイズバイアス補正前 1.0160 1.0928 0.5646 
ノイズバイアス補正前後 0.0000 0.0000 0.0000 
 






図 4-7 ノイズバイアス補正後の画像 
  
(a) カラー画像 (b) R 成分 
  
  
(c) G 成分 (d) B成分 
図 4-8 輝度調整関数のパラメータγを変化させたときの効果 






(a) カラー画像 (b) R 成分 
  
  
(c) G 成分 (d) B成分 
図 4-9 メディアンカット後の色数𝑛を変化させたときの効果 
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4.4.3 NBC と他のノイズ除去フィルタの組み合わせによる効果 
4.4.1 で説明したように，NBC は画素の相関関係に基づく既存のノイズ除去フィルタと協調し
て使用することができる．ここでは，NBCとNLM フィルタ，BM3Dを組み合わせた場合の効果
を評価する．図 4-10は，結果画像である．図 4-11は PSNRを比較したものである．表 4.2 は，
PSNR の違いをまとめたものである．図 4-10，図 4-11 および表 4.2 において，「observed」，
「NLM」，「BM3D」，「NBC」，「NBC+NLM」，「NBC+BM3D」は，それぞれ，観測画像𝑦1 ，𝑦1 に
NLM フィルタを適用して得られた画像，𝑦1 に BM3D を適用して得られた画像，NBC 後の画像
𝑦2，𝑦2 に NLM フィルタを適用して得られた画像，𝑦2 に BM3D を適用して得られた画像を表し
ている．4.4.2で述べたように，NBCの PSNRは，observedよりも優れている．さらに，NBC+NLM，
NBC+BM3D の PSNR は，それぞれ，NLM，BM3D の PSNR よりも高い値を示した．さらに，




についての結果画像である．図 4-14 は，図 4-12，(a)～(g)を拡大したものである．提案法と他の
ノイズ除去フィルタを組み合わせることで，フィルタのみを使用した場合に比べて，より適切に
オーバー・スムージングを回避できている．図 4-15 は PSNR を比較したものである．いずれの
結果においても，NBC の PSNR は observed の PSNR よりも優れていることが確認できる．同
時に，NBC+NLM と NBC+BM3D の PSNR は，それぞれ NLM と BM3D の PSNR よりも高い










(a) NLM 24.30 (dB) (b) BM3D 24.29 (dB) 
  
  
(c) NBC+NLM 24.70 (dB) (d) NBC+BM3D 24.70 (dB) 
図 4-10 NBC と他のノイズ除去フィルタの組み合わせによる結果画像 
 
図 4-11 PSNR の比較 




表 4.2 PSNR の差 
 







図 4-12 結果画像 
 
図 4-13 結果画像 




図 4-14 図 4-12(a)～(g)結果画像の詳細 








図 4-15 PSNRの比較 
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5. 輝度調整に伴うノイズ低減法の二層符号化方式
への導入 





HDR 画像の圧縮方式である二層符号化方式の処理過程には，HDR 画像から LDR 画像への変
換が含まれている．HDR画像から LDR 画像への変換は，トーンマッピング処理と呼ばれる輝度
調整である．このトーンマッピング処理では，明るさやコントラストの調整だけでなく，10ビッ




































（Selective Noise Bias Compensation）」を導入する．第 2章で述べたノイズバイアス補正を導
入した HDR 画像の二層符号化方式を提案法 I，選択的ノイズバイアス補正を導入したものを提
案法 II とする．本章文では，再構成された HDR画像の品質向上に焦点を当て，エンハンスメン
トレイヤーの符号化性能については，その後の研究で議論する予定である． 
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本論文は以下のように構成されている．5.2 では，本章で扱う問題点を説明する．5.3 では，提
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5.2 問題設定 
5.2.1 ベースライン 
本章では，図 5-1（図 2-1再掲）をベースライン法として採用する．図 5-2は画像例である．入
力 HDR 画像𝑦0は，関数𝑓でトーンマッピングされ，LDR 画像𝑥0が生成される．  













 𝑦0̅̅ ̅ = √𝑦0
1𝑦0
2⋯𝑦0
𝑛𝑛  (5-3) 
図 5-2(d)は，𝑌𝑀𝐴𝑋 = 1023，𝑋𝑀𝐴𝑋 = 255，𝑎 = 𝑏 = 1のときの逆トーンマッピング関数である． 
LDR画像𝑥0は，ベースレイヤーのロッシーエンコーダによって圧縮される．そして，デコーダ
ーによって，符号化ノイズ𝑒𝑥を含む再構成 LDR画𝑥1像は生成する． 
 𝑒𝑥 = 𝑥1 − 𝑥0 
= 𝑥1 − 𝑇[𝑦0] 
(5-4) 
  
再構成 LDR 画像𝑥1が逆トーンマッピングされると，HDR 画像𝑦1が生成される．残差は，次の
ように表される． 





 𝑉𝑎𝑟[𝛿1] = 𝑉𝑎𝑟[𝑇
−1[𝑒𝑥]] (5-6) 
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𝑉𝑎𝑟[∙]は，分散を表す．実装上の制約から，残差𝛿1はビット深度 Dでクリップされると仮定する．
ビット深度 Dは，ユーザが設定する． 
 𝛿1´ = 𝐶[𝛿1] = 𝛿1 + 𝛿𝑐𝑙𝑖𝑝    ∩    𝛿1´ ∈ [−2
𝐷−1, 2𝐷−1 − 1] (5-7) 
𝐶[∙]は，クリッピングを表し，𝛿𝑐𝑙𝑖𝑝は，クリッピングノイズを表す． 
 𝛿𝑐𝑙𝑖𝑝 = {
−2𝐷−1 − 𝛿1 𝛿1 < −2
𝐷−1
0 𝛿1 ∈ [−2
𝐷−1, 2𝐷−1 − 1]





 𝛿1´´ = 𝐷𝑒𝑐[𝐸𝑛𝑐[𝛿1´]] 
= 𝛿1´ + 𝛿𝑐𝑜𝑑𝑖𝑛𝑔 





 𝑦0´ = 𝑦1 − 𝛿1´´ (5-10) 
入力 HDR画像𝑦0と再構成HDR 画像𝑦0´との誤差は，次のように定義される． 
 𝑒𝑦 = 𝑦0´ − 𝑦0 
= (𝑦1 − 𝛿1´´) − 𝑦0 
= (𝑦0 + 𝛿1) − 𝛿1´´ − 𝑦0 
= 𝛿1 − 𝛿1´´ 




 𝑉𝑎𝑟[𝑒𝑦] = 𝑉𝑎𝑟[𝛿𝑐𝑙𝑖𝑝 + 𝛿𝑐𝑜𝑑𝑖𝑛𝑔] 















𝑥0=228から導出される𝑥1，𝑦1の分布である．𝑥1の平均値は，𝐸[𝑥1|𝑥0 = 228] =  227.97なので，ベ
ースレイヤーで付加された符号化ノイズの平均値はゼロ値である．一方，理想値𝑇−1[𝑥0 = 228]











図 5-1 ベースライン法（図 2-1再掲） 







図 5-2 画像例 






図 5-3 画素値𝑥0=228から導出される𝑥1，𝑦1の分布 
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5.3 提案法 
5.2 では，逆トーンマッピング処理後の画像にノイズバイアスが含まれることを示した．このノ















5.3.2 提案法 I 
図 5-5に提案法 I を示す．図 5-1のベースライン法と逆トーンマッピング処理（𝑇−1）の後にノ
イズバイアス補正を導入している．ノイズバイアス補正を後の画像を𝑦2とすると，残差𝛿2は，次
のように表される． 





明らかである．表 5.1 は，𝑦2の SNR と残差の分散についてまとめたものである．SNR は次式で
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定義される． 








ノイズバイアスを補正が再構成 HDR 画像に与える影響について調査する．図 5-7 は，残差を 8
～11ビット深度にクリップしたときの，再構成 HDR 画像の PSNR である．8～10 ビット深度の
場合，再構成 HDR 画像の PSNR が向上したが，残差が 11 ビット深度の場合は，ノイズバイア






あるため，場合によっては，再構成 HDR 画像の PSNR が減少してしまう．各補正値が再構成
HDR 画像に与える影響について調査する． 
図 5-8 は，単一の画素値𝑦1のみを補正した場合の再構成 HDR 画像の PSNR を表したものであ
る．どの画素値を補正するかによって，再構成 HDR 画像の PSNRが改善される場合とされない
場合がある．また，再構成 HDR 画像の PSNR を向上させるために補正すべき画素値𝑦1は，残差
のビット深度に応じて異なる． 
選択的ノイズバイアス補正は，再構成 HDR画像の PSNR 向上に有効な画素値のみを選択して
補正する手法である．選択的ノイズバイアス補正では，補正する画素値を別々に観測することで，
補正する画素値を選択する．すなわち，画素値𝑦1のみが補正された再構成 HDR 画像の PSNR が
ベースライン法よりも高い場合には，この𝑦1を補正対象の画素値として選択する．通常のノイズ
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バイアス補正と選択的ノイズバイアス補正の違いは，全ての画素値に対して補正を行うか，再構
成 HDR 画像の PSNR向上に有効な画素値のみに対して補正を行うかである．選択的ノイズバイ
アス補正で補正される画素値は，通常のノイズバイアス補正で補正される画素値の部分集合であ
る． 



















図 5-4 ノイズバイアス補正の流れ 
 
図 5-5 提案法 I 








図 5-6 𝑦2が持つノイズバイアスの比較 
表 5.1 𝑦2の SNR と残差の分散 
 
 
図 5-7 再構成 HDR画像の PSNR 





図 5-8 各補正値が与える再構成 HDR 画像への影響 




構成 HDR画像の PSNR 向上に有効な画素値のみを選択して補正する．本節では，提案法の有効
性について確認する．本研究では，再構成 HDR 画像の画質向上に焦点を当て，エンハンスメン
トレイヤーの符号化性能については，その後の研究で検討する． 
HDR 画像のダイナミックレンジを[0, 1023]，LDR 画像のダイナミックレンジを[0,256]とする．
ベースレイヤーには JPEG 国際標準[36]を使用し，再構成 LDR 画像𝑥0の PSNR が 35.00 (dB)な
るよう調整した．エンハンスメントレイヤーには，JPEG 2000 国際標準準[36]のロッシーモード
を使用した．また，JPEG 2000では，実数 DWTを用い，量子化ステップサイズを 1 とした． 
図 5-9 は，ベースライン法，提案法 I，II による再構成 HDR 画像の PSNR の比較である．表
5.2 は，提案法 II とベースライン法との差をまとめたものである．提案法 II は，全てにおいて，
ベースライン法，および，提案法 I よりも高い PSNR が得られた． 
図 5-10 は，9 ビット深度残差における再構成 HDR 画像である．ベースライン法，提案法 I，
提案法 IIの PSNRは，それぞれ，36.00 (dB)，38.83 (dB)，40.05(dB) であり，提案法 IIが他の
手法に比べて最も優れていることが確認された． 




図 5-12 は，図 5-11 の出力ノイズの詳細である．図 5-12(b)に示すように，ベースライン法では，











図 5-9 再構成 HDR画像の PSNR の比較 
表 5.2 提案法 II とベースライン法との差 
 






図 5-10 結果画像（9 ビット深度残差） 
 
図 5-11 再構成HDR画像の出力ノイズ（9ビット深度残差） 






図 5-12 出力ノイズの詳細 








ロッシーであるため，場合によっては，再構成 HDR 画像の PSNR が減少してしまう．再構成
HDR 画像の PSNR 向上に有効な画素値のみを選択して補正する手法である選択的ノイズバイア








5-1 および図 5-5 に示すように，ベースレイヤーのロッシーエンコーダへの入力として使用され
る．この LDR 画像𝑥0は，ノイズバイアス補正時に，補正値を算出するための事前情報𝑃(𝑥0, 𝑦1)を
























ている．δ= 0 に設定すると，ロスレス符号化が行われる． 
今日まで，NL符号化に関する多数の報告が公表されている[75]-[77]．NL 符号化のための予測
手続きは，ピクセルの局所コンテクストに適応するように拡張されている．その後，この考え方
が JPEG-LS 標準[38]として採用された．JPEG-LS の予測性能は，エッジ認識技術[78]-[80]を用






































画素値 x のヒストグラムを H(x)とすると，画素値の範囲 D(x)は次式のとおりである． 
 1minmax)( +−=xD  (6-1) 
ここで，x ∈ [min, max]である．スパース画像のヒストグラムには，範囲内のゼロビンが含まれ
ます．ヒストグラムスパースネスは，次で計算される． 
 (%)100)()( = xDxZ  (6-2) 
 }0)(|{#)( == xHxxZ  (6-3) 
Z(x)は，0ビンの数を示す．図 6-1(a)の例では，D(x)= 20，Z(x)= 8，したがってη= 40（％）であ
る．ヒストグラムパッキングは，次式に従って，ピクセル値 x を fに写像する． 


















xF  (6-5) 
図 6-1(b)に示すように，ヒストグラムパッキングは x を f に変換し，ヒストグラムスパースネ
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スは D(x)= 20から D(f)=12 までの範囲を縮小するために使用される．明らかに，ヒストグラムパ
ッキングは，元のピクセル値 x を損失なしで f から復元することができるので，「可逆」である． 











2000やロスレス JPEG-LS などの任意のロスレスコーディングが使用される．図 6-2 は，(a)に示
す方法では，画素値の範囲は，Less.C より前の Pack によって「減少」される．それはデータ圧
縮に寄与する．しかし，表 6.1 で示した通り，NL符号化とロッシー符号化は「利用不可」である．
NL符号化システムを開発するためには，量子化を導入する必要がある． 
図 6-2(b)は Pack の後に Uni.Q が続いている．ピクセル値の範囲は Pack によって減少される
が，この方法は，以下に説明するように，式(6-7)の NL 条件を満たさない．図 6-3 にその例を示


















































  (6-10) 
再構成された値はNL 条件を満たす 
 − || * ff  (6-11) 
しかし，逆ヒストグラムパッキングを適用した後，画素値 x * = F^-1(f*)はNL条件を満たさない．
例えば，入力値 x = 14は，x = 17として再構成される．この誤差 e = x* - x = 3 は，図 3 に示す
ように，δ= 1 を超える．したがって，表 1に要約されているように，このスキームではNL 符号
化は利用できない． 
図 6-2(c)は Uni.Q の後に Pack が続いている．これは NL 条件を満たすが，表 6.1 で示した通
り，Pack の後のピクセル値の範囲は「変更されない」．図 6-4 にその例を示す．画素値 x は，q 
=Q(x)に一様に量子化された後，f =F(q)にパックされる．その結果，x∈{0,1,2}，{4,5}，{6}，{9,11}
はそれぞれ x * = 1,4,7,10として再構築される．明らかに，誤差| e | = | x* - x | = 1 は，指定さ
れた値δ = (ε - 1)/2 =1 を超えない．これは NL条件を満たすが，Packは qの範囲を縮小しな
い． 
本章では，図 6-2(d)に示す ZS.Q方式を提案する．このシステムは，ヒストグラムスパースネス
を完全に使用し，ロスレス符号化（ε= 1）と NL符号化（ε> 1）の両方でピクセル値の範囲を縮















図 6-1 スパースヒストグラムの例 
 
図 6-2 ヒストグラムパッキングと量子化の組み合わせ 
表 6.1 図 6-2 の組み合わせの比較 
 







図 6-3 図 6-2(b)におけるヒストグラムのパッキングと均一量子化のプロセス 
 
図 6-4 均一量子化後にヒストグラムのパッキングを行うプロセス 










図 6-5(a)は Int.Tに続いて Uni.Qを示す．これが| e_y | = | y * -y | ≦δであれば，NL 条件
| e_x | = | x * -x | ≦δを満たさない．これは，逆整数変換 Int.T ^ -1 が，量子化誤差 e_yを散
乱させて，復号画像 x *をスパースにしないためである（すなわち，密にする）． 
図 6-5 (a)ははUni.Q の後に Int.T を示している（従来法 1）．図 6-2(c)の方式と同様に，これは
NL条件を満たすが，表 6.2 で示した通り，画素値の範囲を減少させないため，スパースヒストグ





図 6-6は，予測に基づく NL 符号化方式を要約している．図 6-6 (a)はUni.Qが続く予測（Pred）
を示す．これは高い可逆符号化性能を与えるが，NL 条件を満足しない．これは，図 6-5 (a)と同
様に，逆予測が量子化誤差を散乱させるためである． 
図 6-6(b)は Uni.Q の後に Pred を示している．予測とエントロピー符号器との組み合わせは，
無損失符号化 Less.C を生成するので，構造的には図 6-2(c)と同様である．しかし，ヒストグラム
– 84 – 
パッキングの欠如は，このアプローチがヒストグラムスパースネスを使用できないことを意味す
る．したがって，表 6.3 で示した通り，に，ロスレス符号化および NL 符号化では，画素値の範
囲は縮小されない（=変更されない）． 
図 6-6(c)は，従来の NL符号化規格である JPEG-LS（従来法 2）を示している．量子化ステッ
プサイズε= 1 およびε> 1 を設定すると，それぞれロスレス符号化および NL 符号化が行われ
る．ただし，ヒストグラムパッキングは含まれていないため，JPEG-LSではヒストグラムスパー
スネスを使用できません．さらに，たとえ入力画像 x が「スパース」であるとしても，復号画像





















図 6-5 整数変換に基づく符号化スキーム 
表 6.2 図 6-5 におけるNL 符号化スキームの比較 
 
 
図 6-6 予測に基づくニアロスレス符号化 
表 6.3 図 6-6 におけるNL 符号化スキームの比較 
 







図 6-7 は，一様量子化 Uni.Q の例である．f を x に置き換えると，式(6-8)の f の正の値の手続
きは次のように変換される．入力値 x は，集合 Xq に分類される． 
 ( ) ( ) qqq exsxx =X  (6-12) 
 ,2,1,0,1, =−+== qseqs qqq   (6-13) 
ここで，q = Q（x）である．集合 Xq は「量子化ブロック」と呼ばれる．式(6-13)の sq の下限は
等価的に表すことができる． 
  1min −= qq exxs  (6-14) 
















=  (6-15) 
この場合，式(6-10)のNL条件は，量子化ステップサイズεを設定することで満たされる． 





 ( ) ( ) 0)(min 1 = − xHexxs qq  (6-17) 
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ここで，H(x)は x のヒストグラムを表す．例えば，図 6-7(a)の X1 = {3,4,5}を図 6-8(a)の X1 = 
{4,5,6}に置き換える．すなわち，図 6-7(a)の s1 = 3 は，ゼロビン H(3)= 0 をスキップしたため，
図 6-8 (a)では s1 = 4 に置き換えられる．この手順では，Esfahani らの方法[97]とは異なり，元の
画像のゼロビン（図 6-8 の横軸のに丸で示す）を保存する．符号化処理では，ゼロビンの位置が
オーバーヘッド情報としてビットストリームに含まれる． 
デコードされた画素の歪みを低減するために，式(6-15)の tq が次式に置き換えられる． 
 ( ) ( ) 0)(X|max = xHxxt qq  (6-18) 
ここで，ゼロ以外のビン条件が追加される．例えば，図 6-8 (a)の x ∈ {13,14,15}に対する x *の














従来法 2 とは異なり，提案法 1 および提案法 2 の両方は，表 6.2 および表 6.3 に示されるよう
に，復号された画像のヒストグラムスパースネスを維持する．これにより，以下に説明するよう
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に，圧縮されたバイナリデータに対して，良好な品質の復号画像と小さなデータサイズが確保さ
れる． 
図 6-10 は，繰り返しの符号化および復号化を示す．第 1段階では，符号化および復号化は NL
モード（ε1> 1）で動作する．この段階では，表 6.3 に示した通り，従来法 2 と提案法 2 の間に
有意差はない．しかしながら，図 6-10(a)に示すように，復号画像 x*のヒストグラムスパースネス













図 6-7 一様量子化 
 
図 6-8 ゼロスキップ量子化 







図 6-9 スパースなヒストグラム画像に対する NL符号化 
 
図 6-10 符号化と復号化の繰り返し 
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6.5 評価実験 





図 6-12 は，縦軸は表 6.2で示した誤差| e | = | x * -x |である．横軸はビットレート（bpp：
ピクセルあたりのビット数）の圧縮データ量を示す．これには，提案法 1 の ZS.Q のオーバーヘ
ッドに圧縮されたデータが含まれる．表 6.2 に示すように，「Int.T→Uni.Q」は NL条件を満たし
ていない．したがって，以下の説明から除外する． 
図 6-13 はレート歪曲線を示す．図 6-13 (a)によれば，提案法 1 と「Uni.Q→Int.T」との間に有
意差はない．これは，「Lena」画像が比較的密集しているためです．これに対して，図 6-13(b)，
(c)，(d)は，高ビットレートロッシー符号化（ε> 1）のスパース画像の「Uni.Q→Int.T」に対する
提案法の優位性を示している． 可逆符号化（ε= 1）のために使用される． 
 
6.5.2 予測に基づくアプローチ 
図 6-14 において，縦軸は，表 6.3 に示した最大絶対誤差を示す．「Pred→Uni.Q」は，NL条件
を満たさないため，ここでは除外している．これは，最大絶対誤差基準に関して，各手法間に有
意な差がないことを示している． 
図 6-15 はレート歪曲線を示す．図 15(a)によれば，高密度の「Lenna」画像について提案法 2
と NLess.C との間に差異はない．スパース画像「CT」「Girl」「Couple」の場合，提案法 2 は，
高ビットレートのNL 符号化と可逆符号化で，NLess.C と "Uni.Q→Pred"より明らかに優れてい
る（図 6-15(b)，(c)，(d)）． 
以上より，提案法の優位性は，スパースヒストグラム画像のための NL 符号化とロスレス符号















図 6-17 は，予測に基づくアプローチのレート歪曲線である．図 6-15 の横軸および縦軸を拡大
して，「ファイン」速度設定を調べる．この方法は，最先端のL2最適化NL符号化システム（L2Opt）






図 6-18(a)は，図 6-10 に示した繰り返し符号化及び復号化処理に続く復号画像の品質を示す．
第 1 段階（反復 i = 1）において，画像は符号化され，ε1= 3 で復号された．この時点では，図
6-15(a)に示されているように，「蜜な」画像の方法間に有意差はない．しかしながら，提案された
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方法は，反復符号化及び復号化において以下の利点を提供する． 
第 2 段階では，図 6-18(a)に示すように，NLess.C の PSNR はε2= 3 で低下する．さらに，
PSNR はε2= 3 で第 3 段階で低下する．この方法のビットレートは，図 6-18(b)に示すように，
繰り返しの符号化および復号化に伴って増加し，これは第 3 段階でさらに増加する．これらの結
果は，NLess.C より提案法 2の優位性を裏付けている． 
図 6-18(a)に示すように，第 2段階ではε2= 1となり，NLess.Cの PSNRは低下しない．しか























図 6-11 実験画像 
 
図 6-12 整数変換に基づくアプローチにおける最大絶対誤差 
 
図 6-13 整数変換に基づくアプローチにおけるレート歪曲線 










図 6-14 予測に基づくアプローチにおける最大絶対誤差 
 
図 6-15 予測に基づくアプローチにおけるレート歪曲線 
 
図 6-16 提案法におけるファインレート設定（整数変換に基づくアプローチ） 
 
図 6-17 提案法におけるファインレート設定（予測に基づくアプローチ） 








図 6-18 符号化と復号の繰返し 
表 6.4 「lena」の実行時間の比較 
 
表 6.5 可逆符号化における実行時間の比較 
 















































成 HDR 画像の品質向上を試みた．再構成 HDR 画像は，エンハンスメントレイヤーのビットスト
リームも，ベースレイヤーでデコードされた再構成 LDR 画像を逆トーンマッピングしたものの 2
つで構成される．再構成 LDR 画像には，ベースレイヤーのロッシーエンコーダによる符号化ノイ
ズが付加され，逆トーンマッピング処理によって，符号化ノイズがバイアスされる．このノイズ
バイアスを補正することは，再構成 HDR 画像の品質向上に寄与する．提案法 Iでは，逆トーンマ
ッピング処理の後にノイズバイアス補正を導入し，ノイズ低減効果を確認した．しかし，補正し
たにもかかわらず，再構成 HDR 画像の PSNR が減少してしまう場合がある．そこで，再構成
HDR 画像の PSNR 向上に有効な画素値のみを選択して補正する選択的ノイズバイアス補正を提
案した．通常のノイズバイアス補正の代わりに，選択的ノイズバイアス補正を利用するものを提
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7.2 今後の課題・展望 
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