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Abstract
A wheel is a graph that consists of a chordless cycle of length at
least 4 plus a vertex with at least three neighbors on the cycle. It
was shown recently that detecting induced wheels is an NP-complete
problem. In contrast, it is shown here that graphs that contain no
wheel and no antiwheel have a very simple structure and consequently
can be recognized in polynomial time.
Four families of graphs have repeatedly played important roles in struc-
tural graph theory recently. They are called Truemper configurations as
they were first used by Truemper in several theorems [9]. These configu-
rations are called pyramids, prisms, thetas and wheels. We will not recall
all the definitions, as we do not need all of them here; see Vuskovic´ [10]
for a very extensive survey on Truemper configurations. It is interesting
to know the complexity of deciding whether a graph contains a Truemper
configuration of a certain type. The problem is polynomial for pyramids
[1]; indeed it is one of the main steps in the polynomial-time recognition
algorithm for perfect graphs presented in [1]. On the other hand, the prob-
lem is NP-complete for thetas [2] and prisms [7]. Here we will deal only
with the fourth Truemper configuration, the wheel. A wheel is a graph that
consists of a cycle of length at least 4 plus a vertex that has at least three
neighbors on the cycle. Diot, Tavenas and Trotignon [3] proved that it is
also NP-complete for wheels, and they mention the question of characteriz-
ing the graphs that contain no wheel and no antiwheel but leaves it open.
This question is solved here with a complete description of the structure of
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these graphs, from which it follows easily that they can be recognized in
polynomial (indeed linear) time.
We use the standard graph-theoretic terminology. We let Kn, Pn and Cn
respectively denote the complete graph, path and cycle on n vertices, and
nF denote the graph with n components, all isomorphic to F . Given a graph
family F , a graph G is F-free if no induced subgraph of G is isomorphic to
any member of F ; when F has only one element F we say that G is F -free.
We recall the following simple characterization of P5-free bipartite graphs.
Theorem 1 (See [5], [8, Section 2.4]) Let H be a connected bipartite graph,
where V (H) is partitioned into stable sets X and Y . The following condi-
tions are equivalent:
• H is P5-free;
• H is 2K2-free;
• The neighborhoods of any two vertices in X are comparable by inclusion
(equivalently, the same holds in Y );
• There is an integer h > 0 such that X can be partitioned into non-
empty sets X1, . . . ,Xh and Y can be partitioned into non-empty sets
Y1, . . . , Yh such that for all i, j ∈ {1, . . . , h} a vertex in Xi is adjacent
to a vertex in Yj if and only if i+ j ≤ h+ 1.
It follows from Theorem 1 that when H is a P5-free connected bipartite
graph, with the same notation as in the theorem, then X contains a vertex
that is complete to Y , and Y contains a vertex that is complete to X.
Recall that a graph is split [4] if its vertex-set can be partitioned into a
stable set and a clique. Fo¨ldes and Hammer [4] gave the following charac-
terization of split graphs.
Theorem 2 ([4]) A graph is split if and only if it is {2K2, C4, C5}-free.
We define three classes of graphs A, B and C as follows.
Class A: A graphG isA if V (G) can be partitioned into two sets {a, b, c, d, e}
and X such that:
• {a, b, c, d} induces a hole with edges ab, bc, cd, da;
• X is non-empty, induces a clique and is complete to {c, d} and anti-
complete to {a, b};
• e is complete to X, anticomplete to {a, b}, and has at most one neigh-
bor in {c, d}.
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Class B: A graph G is in B if V (G) can be partitioned into four stable sets
X,Y,Z,W , with two special vertices x ∈ X and y ∈ Y , such that:
• |X| ≥ 2, |Y | ≥ 2, and X ∪ Y induces a connected P5-free bipartite
graph;
• W is anticomplete to X ∪ Y ∪ Z (so all vertices of W are isolated in
G);
• x is complete to Y and y is complete to X;
• Z is complete to {x, y} and anticomplete to (X ∪ Y ) \ {x, y}.
Class C: A graph G is in C if V (G) can be partitioned in two cliques X and
Y of size at least 2 such that the edges between X and Y form a matching
of size 2.
Theorem 3 The following three properties are equivalent:
• G is (wheel, antiwheel)-free.
• G contains no wheel or antiwheel on at most seven vertices.
• G or G is either a 5-hole, a 6-hole, a split graph, or a member of
A∪ B ∪ C.
Proof. Let F1 (resp. F2) be the wheel that consists of a 4-hole plus a vertex
adjacent to three (resp. four) vertices of the hole.
Clearly, the first condition of the theorem implies the second. Suppose
that G satisfies the third condition. If G or G is a 5-hole or a 6-hole, then
clearly it does not contains a wheel. If G is a split graph, it contains no hole
and consequently no wheel. Suppose that G ∈ A ∪ B ∪ C. If G ∈ A ∪ C, it
contains only one hole H, of length 4. If G ∈ B it may contain many holes,
but they all have four vertices, more precisely two vertices from X and two
from Y . In all cases, it is easy to see that whenever H is a hole in G, every
vertex of G \H has at most two neighbors in H. So no hole of G extends
to a wheel.
Now let us prove that the second condition implies the third. Let G be
a graph that contains no wheel or antiwheel on at most seven vertices.
First suppose that G contains a 5-hole C. Note that V (C) also induces
a 5-hole in G. If there is any vertex x in V (G) \ V (C), then x has either at
least three neighbors in C or three non-neighbors in C, and so V (C) ∪ {x}
induces a wheel in G or in G. Thus no such x exists, and G is a 5-hole.
Now suppose that G contains a 6-hole C, with vertices c1, . . . , c6 and
edges cici+1, with subscripts modulo 6. Pick any x in V (G) \ V (C). Vertex
x has at most two neighbors in C, for otherwise (C, x) is a wheel in G. It
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follows that, up to symmetry, N(x) ∩ V (C) is equal either to {c1}, {c1, c2},
or {c1, c5}, and in that case {x, c1, c3, c4, c6} induces an F 1, or to {c1, c4},
and in that case {x, c2, c3, c5, c6} induces an F 2. Thus no such x exists, and
G is a 6-hole.
If G contains a 6-antihole, then the same argument as in the preceding
paragraph, applied to G, implies that G is a 6-antihole.
Now assume that G contains no 5-hole, no 6-hole and no 6-antihole.
We may also assume that G is not a split graph, for otherwise the theorem
holds. It follows from Theorem 2 that G contains either a 2K2, a C4 or a C5.
Since G contains no C5, and up to self-complementation, we may therefore
assume that G contains a 2K2. Let A,B be two disjoint subsets of V (G)
such that both A and B are cliques of size at least 2 and A is anticomplete
to B. Graph G admits such a pair since we can let A and B be the two
cliques of size 2 of a 2K2. Choose A and B such that |A∪B| is maximized.
Let R = V (G) \ (A ∪B). We observe that:
(1)
For every vertex x in R, either:
• x is complete to A and has a neighbor in B, or vice-versa, or
• x has exactly one non-neighbor in A and one non-neighbor in B.
Indeed, if x has at most one non-neighbor in A and at most one non-neighbor
in B, then (1) holds. So suppose, up to symmetry, that x has two non-
neighbors a, a′ in A. If x has a non-neighbor b in B, then, picking any
b′ ∈ B \ b, we see that {x, a, a′, b, b′} induces an F 1 or F 2 (depending on
the pair x, b′), a contradiction. So x is complete to B. If x has no neighbor
in A, then the pair A,B ∪ {x} contradicts the choice of A,B. So x has a
neighbor in A, and the first item in (1) holds. This proves (1).
Let A = {a1, . . . , ap}, with p ≥ 2, and let B = {b1, . . . , bq}, with q ≥ 2.
Define the following subsets of R:
• R0 = {x ∈ R | x is complete to A or to B}.
• Ri,j = {x ∈ R | x is complete to (A ∪ B) \ {ai, bj} and anticomplete to
{ai, bj}}, for each (i, j) ∈ {1, . . . , p} × {1, . . . , q}.
Clearly these sets are pairwise disjoint, and (1) means that R = R0∪
⋃
i,j Ri,j.
Say that two vertices x and y of R are A-comparable if one of the two
sets NA(x) and NA(y) contains the other; in the opposite case, say that x
and y are A-incomparable. Define the same with respect to B.
Suppose that there are two A-incomparable vertices x and y in R. Up to
relabeling, a1 is adjacent to x and not to y and a2 is adjacent to y and not
to x. Since each of x and y has a neighbor in B, there is a chordless path
P whose endvertices are x and y and whose interior vertices are in B; and
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since B is a clique, the length ℓ of P is equal to 2 or 3. We may assume that
if ℓ = 2 then P = x-b1-y while if ℓ = 3 then P = x-b1-b2-y. Vertices x and
y are adjacent, for otherwise V (P ) ∪ {a1, a2} induces a 5-hole or a 6-hole.
Note that if p ≥ 3, then x has no neighbor a in A \ {a1, a2}, for otherwise
{a1, a2, x, y, a} induces an F1 or F2; and the same holds for y. So if p ≥ 3, x
and y are anticomplete to A \ {a1, a2} and, by (1), they are complete to B.
Let z be any vertex in R\{x, y}. Suppose that z is complete to {a1, a2}.
Then z is anticomplete to {x, y}, for otherwise {x, y, z, a1, a2} induces an F1
or F2. Then z is not adjacent to b1, for otherwise either {x, y, z, b1, a1, a2}
induces a 6-antihole (if ℓ = 2) or {x, y, z, b1, a2} induces a 5-hole (if ℓ =
3). Let b be a neighbor of z in B; so b 6= b1. Then x is adjacent to b,
for otherwise {x, z, b, b1, a1} induces a 5-hole, and y is adjacent to b, for
otherwise {x, y, z, b, a2} induces a 5-hole; but then {x, y, z, b, a1, a2} induces
a 6-antihole. It follows that no vertex of R is complete to {a1, a2}. By the
same argument, if ℓ = 3 then no vertex of R is complete to {b1, b2}, and
consequently R0 = ∅.
Suppose that ℓ = 3. The preceding arguments and (1) imply that
R = R1,1 ∪ R1,2 ∪ R2,1 ∪ R2,2. Note that x ∈ R2,2 and y ∈ R1,1. If
p ≥ 3, then {x, y, a1, a2, a3} induces an F2. So p = 2, and similarly
q = 2. If there is any vertex u in R1,2, then u is adjacent to x, for oth-
erwise {u, x, a1, a2, b1} induces a 5-hole, and similarly u is adjacent to y;
but then {u, x, y, a1, a2} induces an F1. So R1,2 = ∅, and similarly R2,1 = ∅.
Therefore V (G) = {a1, a2, b1, b2}∪R1,1∪R2,2. If some vertex u in R1,1 is not
adjacent to some vertex v in R2,2, then {u, v, a1, a2, b1, b2} induces a 6-hole.
So R1,1 is complete to R2,2. If R1,1 contains two adjacent vertices u, v, then
{u, v, x, a1, a2} induces an F1. So R1,1 is a stable set, and similarly R2,2 is a
stable set. Thus G is in class C.
Now suppose that ℓ = 2. Let z be any vertex in R \ {x, y}. Suppose
that z is anticomplete to {a1, a2}. By (1), z is complete to B and has a
neighbor a in A \ {a1, a2}. As observed earlier, a is anticomplete to {x, y}.
Then z is adjacent to x, for otherwise {x, z, a1, b1, a} induces a 5-hole; and
similarly z is adjacent to b. But then {x, y, z, a1, a2, a} induces a 6-antihole.
Therefore z has exactly one neighbor in {a1, a2}. Up to symmetry, assume
that z is adjacent to a1 and not to a2. If z is adjacent to b1, then it is also
adjacent to y, for otherwise {z, a1, a2, y, b1} induces a 5-hole, and to x, for
otherwise {z, a1, x, b1, y} induces an F1; but then {x, y, a1, a2, z} induces an
F1. So z is not adjacent to b1, and so z ∈ R2,1. Then z is adjacent to y, for
otherwise either {z, a1, a2, y, b1, b2} or {z, a1, a2, y, b2} induces a hole, and z
is not adjacent to x for otherwise {x, y, a1, a2, z} induces an F1. Then b2 is
adjacent to x, for otherwise {x, b1, b2, z, a1} induces a 5-hole, and to y, for
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otherwise {y, b1, b2, z, x} induces an F1. But then {a1, z, b2, x, y} induces an
F1. This means that R \ {x, y} = ∅. If p ≥ 3, then, as observed earlier,
{x, y} is anticomplete to A \ {a1, a2} and complete to B. It follows that G
is in class C. Now suppose that p = 2. Since x and y are B-comparable, we
may assume that NB(x) ⊆ NB(y). If B contains two vertices b, b′ that are
not adjacent to x, then {x, a1, a2, b, b
′} induces an F 1. So B has at most
one vertex that is not adjacent to x. If there is such a vertex, then G is in
class A. If there is no such vertex, then G is in class C.
Now we may assume that any two vertices in R are A-comparable and
B-comparable. Since every vertex of R has a neighbor in A, some vertex
of A is complete to R. Likewise, some vertex of B is complete to R. So
we may assume that a1 and b1 are complete to R. If R is not a clique or a
stable set, there are three vertices x, y, z in R that induce a subgraph with
one or two edges, and {a1, b1, x, y, z} induces an F1 or F2. Therefore R is a
clique or a stable set.
Suppose that R is not a clique. So it is a stable set of size at least 2. A
vertex a in A \ {a1} cannot have two neighbors x and y in R, for otherwise
{a1, x, y, b, a} induces an F1. For k ∈ {0, 1}, let Ak = {u ∈ A \ {a1} |
u has k neighbors in R}. So A = {a1} ∪ A0 ∪ A1. Likewise, let Bk = {u ∈
B \ {b1} | u has k neighbors in R}. So B = {b1} ∪ B0 ∪ B1. Since any
two vertices in R are A-comparable, some vertex x in R is complete to A1,
and R \ {x} is anticomplete to A \ {a1}. Likewise, some vertex y in R is
complete to B1, and R\{y} is anticomplete to B\{b1}. Suppose that x = y.
Consider any z ∈ R \ {x} (recall that |R| ≥ 2). Then z is anticomplete to
(A \ {a1}) ∪ (B \ {b1}), so, by (1), we have p = q = 2. Then G is in class
A. Now suppose that we cannot choose x and y equal. So both A1 and
B1 are not empty and we may assume that a2 is adjacent to x and not to
y and b2 is adjacent to y and not to x. If there is a vertex a0 in A0, then
{a0, a2, x, y, b2} induces an F 1. So A0 = ∅. Likewise B0 = ∅. Thus G is in
class C.
Now assume that R is a clique. Since any two vertices of R are A-
comparable and B-comparable, there is at most one pair (i, j) such that
Ri,j 6= ∅, and since a1 and b1 are complete to R, we may assume that
(i, j) = (2, 2). Hence R\R0 = R2,2. Let R
∗ = {x ∈ R | x is complete to A∪
B}, RA = {x ∈ R \ R
∗ | x is complete to A} and RB = {x ∈ R \ R
∗ |
x is complete to B}. So R = R∗∪RA∪RB∪R2,2, and A∪RA and B∪RB are
cliques. Since any two vertices in R are A-comparable and B-comparable,
the bipartite subgraph ofG induced byA∪RA∪B∪RB is 2K2-free; moreover,
in that graph a2 is complete to B ∪ RB and b2 is complete to A ∪ RA. It
follows that G is in class B (where the four stable sets are A∪RA, B ∪RB ,
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R2,2 and R
∗). This complete to proof of the theorem. 
The second condition of Theorem 3 implies that deciding whether a
graph on n vertices and m edges is (wheel, antiwheel)-free can be done by
brute force in time O(n7). So the problem is polynomially solvable. Actually,
one can use the third condition of Theorem 3 to solve the problem in time
O(n2), as follows:
• Testing whether G is a 5-hole or a 6-hole can be done in time O(n).
• Testing whether G is a split graph can be done in time O(m); see [6].
• For each of the classes A, B and C, testing membership in the class
can be done in time O(m) directly from the definition of the class (for
class B, using Theorem 1); we omit the details.
• If the above series of tests fails for G, one can run it for G in time
O(n2).
References
[1] M. Chudnovsky, G. Cornue´jols, X. Liu, P. Seymour, K. Vusˇkovic´. Recognizing
Berge graphs. Combinatorica 25 (2005) 143–186.
[2] M. Chudnovsky, R. Kapadia. Detecting a theta or a prism. SIAM Journal on
Discrete Mathematics 22 (2008) 1164–1186.
[3] E. Diot, S. Tavenas, N. Trotignon. Detecting wheels. Applicable Analysis and
Discrete Mathematics 8 (2014) 111-122.
[4] S. Fo¨ldes, P.L. Hammer. Split graphs. Congressus Numerantium XIX (1977)
311–315.
[5] P.L. Hammer, U.N. Peled, X. Sun. Difference graphs. Discrete Applied Mathe-
matics 28 (1990) 35–44.
[6] P.L. Hammer, B. Simeone. The splittance of a graph. Combinatorica 1 (1981)
375–384.
[7] F. Maffray, N. Trotignon. Algorithms for perfectly contractile graphs. SIAM
Journal on Discrete Mathematics 19 (2005) 553–574.
[8] N.V.R. Mahadev, U.N. Peled. Threshold Graphs and Related Topics. Annals of
Discrete Mathematics, vol. 56, Elsevier, Amsterdam, 1995.
[9] K. Truemper. Alpha-balanced graphs and matrices and GF(3)-representability
of matroids. Journal of Combinatorial Theory B 32 (1982) 112–139.
[10] K. Vusˇkovic´. The world of hereditary graph classes viewed through Truem-
per configurations. Surveys in Combinatorics, London Math. Soc. Lecture Note
Series 409, Cambridge University Press, pages 265–325, 2013.
7
