In this paper we introduce the logic asCSL, an extension of continuous stochastic logic (CSL) 
Introduction
It becomes increasingly important to assert that distributed hardware and software systems are working correctly and that they meet high performance and dependability constraints. To reason about stochastic phenomena, several high-level models such as stochastic Petri nets, stochastic process algebras, queueing networks, etc., have been established. Typically, the verification of quantitative properties relies on a transformation of these high-level models into a Markov chain, on which the actual analysis is carried out. For the model-based verification of functional properties, temporal logics provide powerful means to specify complex requirements that a system has to satisfy, see e.g. [1] . Over the past 10 years, several researchers have adapted the temporal-logical approach to reason about probabilistic properties. One result of these efforts is the logic CSL (continuous stochastic logic), introduced in [2] and extended in [3] , which is a continuous-time variant of PCTL (probabilistic computation tree logic) [4] and can be used as specification formalism for performance and dependability properties. For instance, the CSL-formula È ≥0.99 (legalÍ ≤5 goal) specifies the state-property asserting that "there is at least a 99% chance to reach a goal state within the next 5 time units while passing only legal states before". The goal states and legal states can be formalized, e.g., by atomic propositions that are attached to the states or by complex CSL-formulas. A so-called steady-state operator allows to reason about stationary probabilities. Formula Ë ≥0.75 (green) states that the probability mass accumulated in green states is at least 75%. An extension of CSL to reason about rewards has been introduced in [5] . However, the specification of these measures is completely state-oriented. For action-oriented modelling formalisms, such as stochastic process algebra, CSL is not expressive enough, since it is not possible to characterise sequences of actions. In [6] an action-based variant of CSL, aCSL, was proposed, and in [7] it was shown how to employ this logic for performability modelling. A further step is the logic aCSL+ [8] , which combines state-oriented and action-oriented features, and employs regular expressions for characterising more general path-based properties.
In this paper we propose a new logic, called asCSL (for action-and state-oriented CSL), which subsumes all the above mentioned logics. (Preliminary work on logics similar to asCSL has been published in [9] and [10] .) asCSL can be seen as being motivated either by the method of path-based reward variables as described in [11] , or by the propositional dynamic logic [12] and extended linear temporal logic [13] . With asCSL, paths are characterised by regular expressions, also called programs, but in addition it is possible to express that a program is executable only if the current state satisfies a given state property. This makes it possible to combine in an elegant way state-and actionoriented behavior. Unlike extended linear temporal logic [13] , we do not allow for ω-regular expressions (representing infinite behaviors). Instead, in asCSL the regular expressions are used in combination with lower and upper time bounds. Thus, the switch from CSL to asCSL is orthogonal to the extension PCTL * [14] of PCTL which is concerned with specifying "complex" properties of infinite computations, whereas asCSL focusses on "complex" properties of finite computations with real-time constraints (e.g. deadlines). This paper is further organised as follows: In Section 2 we define action-and state-labelled Markov chains. Section 3 presents syntax and semantics of the new logic asCSL. Section 4 is dedicated to the model checking procedure for asCSL. In Section 5 we apply the new technique to derive properties of the handover procedure in a cellular radio network. The paper ends with a short summary and conclusions.
Action and state labelled Markov chains
In this section we explain the notation for Markov chains with action and state labels. The reader is supposed to be familiar with Markov chains, c.f. [15] . Action names are used to label the transitions. The state labels are formalized by a set AP of atomic propositions, which e.g. can assert that the system (or one of its subprocesses) is at a certain control point or that a program variable has a certain value, and a function L that assigns to any state the set of atomic propositions that are assumed to hold in the given state. We write paths as sequences of transitions, e.g., for the finite path σ above, we use the notation
Let σ be a finite path as before, then σ = n denotes the length of σ , i.e. 
and the steady state probability of being in state s on the long run, provided that the system started in state s,
Syntax and semantics of asCSL
We now extend CSL (continuous stochastic logic) as introduced in [2, 3] by path formulas that specify constraints for action-and state-sequences in combination with lower and/or upper time bounds.
Syntax of asCSL
The syntax of asCSL is defined according to Def. 3 (state formulas) and Def. 4 (programs or path formulas). Here, we assume that the sets Act of actions and AP of atomic propositions are fixed. The operator È p (α I ) asserts that the probability measure of all infinite paths which have a prefix that satisfies α I , where α is a program and I is a real interval specifying the time bound, is within the interval p.
The program α specifies a property for finite paths via a regular set of finite words whose atomic symbols are pairs (φ , b) (in the sequel we simply write φ b) consisting of an asCSL-state formula φ (which is viewed as a test for the current state of a path) and an action b ∈ Act or b = √ (where √ ∈ Act). The symbol √ can be viewed as a pseudo-action which is always immediately executable and does not change the current state in the ASMC. Formally, the programs are regular expressions over the alphabet
Definition 4 (Programs) asCSL-programs are defined by the following grammar:
The language Ä (α) ⊆ Σ * is defined in the standard way.
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The symbol ε stands for the empty word (as an element of Σ * ). The intuitive meaning of φ b is that the current state s fulfills the test φ (that is, the formula φ holds in s) and, if b ∈ Act, state s has an outgoing b-transition. If b = √ , there is no statement about outgoing transitions. Note that the test can be empty, i.e., φ = true. The operator ; denotes sequential composition (concatenation), ∪ denotes alternative choice (union), and * denotes the n-fold sequential composition for arbitrary n ≥ 0 (Kleene star). As ex- 
, and so on. In the context of asCSL, the meaning of a program (which will be formally defined in the next subsection) is a set of finite paths in the underlying ASMC.
Semantics of asCSL
The semantics of asCSL is provided by means of a satisfaction relation |= for the state-and path formulas. In the sequel, we assume a fixed ASMC Å = (S, Act, AP, L, R). For state s in Å and state formula φ , Å,s |= φ means that the state-property specified by φ holds for s. Similarly, for an infinite path ς , Å,ς |= α I denotes that the behaviour specified by the path formula α I is fulfilled by ς . The formal definition of the satisfaction relation |= for the state and path formulas is by structural induction on the syntax of the formulas.
Definition 5 (Semantics of asCSL)
The satisfaction relation |= for the state formulas is defined as follows: 
where α i+1 = α; α i and α 0 = ε (the empty word in Σ * ). 2 In the sequel, we often write s |= φ and ς |= α I rather than Å,s |= φ and Å,ς |= α
I respectively. 2
We simply write φ A for a∈A φ a. The reader should notice the difference between the programs α 1 = (true Act) * φ √ and α 2 = (true Act) * φ Act. Program α 1 stands for all finite paths σ that end in a φ -state, whereas α 2 stands for all finite paths whose prefinal state satisfies φ . A time-bounded until operator can be derived from the syntax of asCSL by φ 1 Í
this, we may derive the time-bounded eventually-operator
that the probability to reach an error state within 5 time units is bounded above by 0.05. Its dual, the timebounded always-operator, is obtained (as in CSL) through
, stating that φ continuously holds in the time interval I with probability at least p.
asCSL-equivalence and bisimulation
The correctness proof of the model checking algorithm presented in Section 4 will make use of the observation that asCSL-equivalence (which identifies those states that cannot be distinguished by asCSL-formulas) agrees with bisimulation equivalence for ASMCs. The latter can be viewed as a variant of lumpability [17, 18] and essentially agrees with Markovian bisimulation as introduced in [19, 20] for action-labelled Markov chains. Formally, bisimu-
is the coarsest equivalence on S such that for all Proposition 1 Bisimulation equivalence agrees with asCSL-equivalence.
As Markovian testing equivalence [22] is weaker than bisimulation equivalence, states that fulfill the same asCSL-formulas are Markovian testing equivalent.
Model Checking asCSL
The model checking procedure for asCSL is similar to that for CTL [23] . Given the asCSL state formula φ and an ASMC Å, we successively consider the subformulas ψ of φ and calculate the satisfaction sets Sat Å (ψ) = {s ∈ S : Å,s |= ψ}. This technique allows us to treat subformulas as atomic propositions. The treatment of subformulas whose top-level operator is a boolean connective (negation or disjunction) is obvious. Subformulas of the form Ë p (φ ) can be handled with the same procedure as for CSL, see [24] . The new and challenging case is the treatment of formulas of type φ = È p (α I ). For each state s we have to compute the probability Prob Å (s, 
Program automata
Since programs are regular expressions, we can apply standard techniques to construct a finite automaton for a given program. We call this a nondeterministic program automaton (NPA). or b = a, and then moves to state z . In the latter case, i.e., if a = b, proceeds in the same way for state z and the input path σ . In the former case, i.e., if b = √ , no input symbol is consumed, i.e., the procedure is repeated with state z and the input path σ . If there is no outgoing transition from z which can be taken for the input path σ then rejects. As soon as reaches a final state (a state in F) and the whole input path has been consumed, the automaton accepts. The formal definition of acceptance for paths is provided by means of runs which are sequences of automaton-states that can be generated by the operational behaviour of as sketched above. , z 1 ,. .. ,z n ∈ Z + such that the following two conditions are fulfilled: Acceptance of as an ordinary finite automaton (acceptor for finite words over Σ ) and acceptance of as an NPA (acceptor for finite paths) are related in the same way as the language Ä (α) of a program α and the induced pathset Path Å fin (α). Hence, it is easy to verify the following proposition:
Definition 7 (Runs in
We now extend the transition function δ of to a transition relationδ Å which associates with any pair (Z , σ )
consisting of a set Z of automaton-states and a finite path σ in the ASMC Å, the set of automaton states z such that z is the last state of a run for σ that starts in a Z -state. The idea behind the definition ofδ Å is similar to the definition of the transition relation of the deterministic finite automaton obtained from (viewed as an acceptor for finite words) via the standard powerset construction. However, the following remark shows that the determinisation process of an NPA as an acceptor for finite paths in Å has to be done "in conjunction" with Å.
Remark. An NPA = (Z, Σ , δ , Z 0 , F) is called deterministic if Z 0 is a singleton set and |δ (z, φ b)| ≤ 1 for all states z ∈ Z and input symbols φ b ∈ Σ . Given a deterministic NPA , the "behaviour" of for an input word over Σ is deterministic, i.e., there is at most one run, whereas the "behaviour" of a deterministic NPA for an input path σ can be nondeterministic, even if does not contain √ -transitions (i.e., transitions that are labelled with an input symbol φ √ ∈ Σ ). The reason is that the current automatonstate z might have two transitions z φ a −→ z and z ψa −→ z , where a is the first action of the input path σ and where the first state of σ satisfies both φ and ψ. 2 We now return to the formal definition of the extended transition functionδ Å . If σ is a path of length 0, i.e., σ = s for some state s, 
Note that Y stands for the set of all automaton states y that are reachable in from a state z ∈ Z via transitions labelled with elements ψ √ ∈ Σ such that s |= ψ followed by a transition with a label φ a ∈ Σ such that s |= φ .
It can be shown by induction on |σ | thatδ Å (Z , σ ) consists of all states that are reachable in via a run starting in Z for σ , i.e.,
For Z = Z 0 , we obtain thatδ Å (Z 0 , σ ) consists of all automaton-states that can be reached via an initial run for 
Example 1
We consider the ASMC shown in Fig. 1(a) and the program with corresponding program automaton = α as shown in Fig. 1(b 
with arbitrary sojourn times. We then havê
Therefore, all paths σ 1 belong to Path Å fin ( ) as we havê
0, whereas none of the paths σ 2 belong
The product Markov chain
We now return to the question of how to calculate the satisfaction set Sat Å (φ ) where φ = È p (α I ). We first apply recursively an asCSL-model checking algorithm to the state formulas that occur in the program α. As soon as the satisfaction sets Sat Å (ψ) are known for all state formulas ψ in α we can treat them as atomic propositions. Then, we apply standard algorithms to construct a (nondeterministic) finite automaton for α (viewed as an ordinary regular expression over the alphabet Σ). We then consider as an NPA and build the product of the ASMC Å and (which is defined below) and finally apply a CSL model checking algorithm to Å × to calculate the probability to reach a final automaton state within the given time interval I. 
The idea behind the definition of R × is to copy the transitions from Å, provided that the corresponding transition is possible in the current set of states of . 
Next we observe the one-to-one-correspondence between paths in Å and paths in Å × (when we fix the 
Thus, for all infinite paths
Hence, for all states s in Å we have
Using this observation and Prop. 4 we obtain the following theorem.
Theorem 1 If α is an asCSL-program,
an NPA with
Theorem 1 shows that the problem of computing the satis-
is reducible to the problem of calculating the satisfaction set Sat Å × (φ CSL ) for the CSL-state formula φ CSL = È p (3 I accept). In summary, to calculate Sat Å (φ ) where φ is as above we • apply standard techniques to generate a nondeterministic finite automaton for α (viewed as an ordinary regular expression over the alphabet Σ);
• calculate the product ASMC Å × , where it suffices to calculate the reachable part of Å × with an onthe-fly construction that starts with the states s, Z 0 , and to ignore the action-labels in the sense that the rates of "parallel" transitions are cumulated; • apply a CSL-model checker to calculate the values p s =
with the help of a transient analysis of the Markov chain which is obtained from Å × when all states labelled by accept and all states from which one cannot reach a state labelled by accept (especially those that have an empty automaton part) are made absorbing [16, 24] ;
• return the set s ∈ S : p s p . In [24] it was shown that the time complexity of the uniformisation-based model checking algorithm for CSL-
is the number of transitions of the model and q is the uniformisation rate (which is given by the largest exit-rate of a state of the model). In our approach, an asCSL-formula of type È p (α I ) is checked by first constructing an NPA α which has |Z| = Ç(|α|) states, and then constructing the product Markov chain, which has at most M · 2 |Z| transitions. The uniformisation rate and the time bound t are not affected by the product automaton construction. Therefore, the overall time complexity of our algorithm to calculate the satisfaction set for an asCSL-formula of type
Handover in a cellular radio network
In this section we present a case study in order to illustrate the techniques we have developed. We consider a scalable cellular phone setting, where base stations and switching center operate at different load levels. We track a single distinguished mobile radio station (MS) moving from one cell to another, thereby possibly triggering a so-called handover procedure. We are especially interested in the behaviour of the system concerning this distinguished user. The model is inspired by the description of the GSM handover procedure in [25] and [26] . We describe the system as a set of synchronising processes, namely the cells, the switching center and the user. Each of these processes will be represented by a stochastic Petri net. The properties of interest are expressed with asCSL-formulas involving programs. We show the corresponding NPAs and relate the size of the resulting product Markov chains to the size of the original model.
The model
In the model, each cell corresponds to one base station subsystem (BSS). A BSS is modelled with only two states: either it has still free capacity or it is full and does not accept further connections. The number N of cells is a parameter of the model. The mobile services switching center (MSC) is modelled similarly: it has either low, medium or high load. The time needed for the handover command procedure depends on the current load. Under high load, the MSC does not process any request for handover. Our distinguished MS has predetermined possibilities of moving between cells. For the time being, we assume that cells are positioned in a ring order, that is, if the MS is located in cell i it can only move to cells (i + 1)mod N and (i − 1)mod N. We could easily change this to other topological cell orderings. Finally, we have a model of the MS behaviour (beside its spatial position). When not being active with a connection, the MS is idle. At any time, the MS can become active, meaning that it has established a (radio) connection. After a while, the connection is terminated and the MS becomes idle again. If it moves from one cell to another while being active, the corresponding BSS commands a handover to the new cell from the MSC. If the new cell has free capacity, the handover is eventually completed and the MS returns to state active (note that the connection is continued during the entire handover procedure). If the handover procedure is not completed in time, the connection might also be lost. The connection is then terminated (assume, that the distance to the former cell has become too large) and the MS is back in idle state. Table 1 . Action labels and rates of the transitions of the cellular network model Figure 2 shows a state machine for the user call behaviour. Transitions are labelled with action names. The move transition synchronises with the spatial movement of the user whenever he is active. Table 1 states the rates for transitions labelled with the given actions. Note that all numbers are educated guesses made on the basis of [27] .
asCSL-properties
Out-dated handover. When the MS moves from one cell to the next, the BSS requests a handover to the new cell. However, the model does not prevent the MS from moving on to yet another cell. This behaviour is not explicitly visible in the model: here a handover is simply made to the cell the MS is in, no matter where it has been in between.
In reality this type of movement could cause a problem. So, we would like to know whether the probability of such an outdated handover is lower than 2%. As asCSL-formula, this becomes:
Act\{handoverComplete,move}) * ; (3) (RequestHandover∨WaitForHandover, move) (4) A move while the MS is active triggers a handover. Lines (2/3) describe the system inside the handover procedure. A move (4) leads to an outdated handover. An NPA for the program α 1 is given in Fig. 3(a) .
Return without interruption.
Assume that the MS initiates a connection while in cell 1. It is free to move between cells. We would like it to leave cell 1 and to return within 10 minutes (600 seconds) without terminating or loosing the connection. Is the probability for this scenario at least 50%? Coded into an asCSL-formula this In Ce ll (i + 1) m od N ha nd ov er Co mp le te
In Ce ll ( 
The regular expression first ensures that the user activates a connection while being in cell 1 (5) . Then the user can behave arbitrarily, as long as the connection is not ended via a deactivate or loss event (6) . At some time, the user must have left cell 1 (7) and can again behave arbitrarily, as long the connection remains established (8) . Finally, he should return to cell 1 (9) . Figure 3(b) shows an NPA for the program α 2 .
Ping-pong. Sometimes there are handovers from a cell i to a neighbouring cell and back to cell i within a short time interval. From a performance point of view this is not desirable since presumably the call could have remained in cell i. If having an active connection, is the probability of such a ping-pong handover to occur within 10 seconds at most 10 %? As asCSL-formula:
). A ping-pong originating from cell i is described by the program 
with B 1 = Act\{move,loss, handoverComplete} and B 2 = Act\{deactivate,move}. An NPA for this program is given in Fig. 3(c) . If there are N cells, all possible pingpong situations are described by α 3 = β 0 ∪ β 1 ∪ ... ∪ β N−1 . The NPA for α 3 consists of N replicas of the automaton in Fig. 3(c) , instantiated with i = 0,...N − 1. It has N initial and N final states.
Tool support
A prototype implementation that performs the construction of the product Markov chain given an ASMC and an NPA was done in C++.
For the evaluation we used a stochastic Petri net (SPN) model of the cellular phone system. All components of the systems are described by simple state machines, we therefore omit their SPN representation. The SPN is described in a variant of CSPL, which also allows the specification of marking-dependent properties, which can be seen as atomic propositions in the underlying Markov chain. The state space generation code of [28] has been extended in order to record these properties and the transition names (as action labels) and generates an ASMC. Programs have been described directly via their corresponding NPA. The prototype implementation takes the ASMC and the NPA as input and computes the reduced product Markov chain where only reachable states are generated and accept-states and states s, / 0 with empty automaton part are merged into two special absorbing states. The final computation of the satisfaction relation of the corresponding CSL formula can then be done using an existing CSL model checker, for example ETMCC [7] . Figure 4 shows the number of states and transitions of the original ASMC model of a cellular radio network and of the product Markov chains needed for the model checking procedure of the three given asCSL-formulas as a function of the number N of cells that ranges from 2 to 11. The original model has about 270000 states and 3.6 million transitions for N = 11. For all three presented programs, the number of states in the product Markov chain is larger than in the original ASMC. This could be expected, since the state space is a subset of the Cartesian product of S and 2 |Z| . The increase in size varies between a factor 1.5 and 4. The largest state space is the one of the ping-pong property, it has more than one million states for N = 11. If we keep only those states from which the accept-state is reachable and merge the others into one absorbing state, the number of states can also become smaller than the orginal state space.
Results
For the properties "outdated handover" and "return without interruption", the number of transitions in the product Markov chain is smaller than in the original ASMC. The corresponding program automata are very restrictive, in the sense that in each state of the original ASMC only a subset of all outgoing transitions is allowed by the NPA. The NPA for "ping-pong" allows a broader range of different combinations of states and transitions. Consequently, it shows the largest growth in state space, and the number of transitions
