The problem of robust nonlinear energy-to-peak filtering for nonlinear descriptor systems with model uncertainties is addressed. The system is assumed to have nonlinearities both in the state and output equations as well as norm-bounded time-varying uncertainties in the realization matrices. A generalized nonlinear dynamic filtering structure is proposed for such a class of systems with more degrees of freedom than the conventional static-gain and dynamic filtering structures. The L 2 − L ∞ filter is synthesized through semidefinite programming and strict LMIs, in which the energy-to-peak filtering performance in optimized.
and consequently is capable of robustly stabilizing the filter error dynamics for systems for which an static-gain filter can not be found.
Stability of nonlinear ODE systems is established through Lyapunov theory, while the stability of DAE systems is established through LaSalle's invariant set theory. The results on ODEs, such as in [22] , [23] , [25] , [1] , [3] , [4] , are directly cast into strict LMIs while the results here are a set of linear matrix equations and inequalities leading into a semidefinite programming. The developed SDP problem is then smartly converted into a strict LMI formulation, without any approximations, and is efficiently solvable by readily available LMI solvers.
The rest of the paper is organized as follows. In section II, the problem statement and some preliminaries are mentioned. In section III, we propose a new method for robust L 2 − L ∞ filter design for nonlinear descriptor uncertain systems based on semidefinite programming (SDP). In Section IV, the SDP problem of Section III is converted into strict LMIs. In section V, we show the proposed filter design procedure through an illustrative example.
II. PRELIMINARIES AND PROBLEM STATEMENT
Consider the following class of continuous-time uncertain nonlinear descriptor systems:
(Σ s ) : Eẋ(t) = (A + ∆A(t))x(t) + Φ(x, u) + Bw(t)
y(t) = (C + ∆C(t))x(t) + Ψ(x, u) + Dw(t)
where x ∈ R n , u ∈ R m , y ∈ R p and Φ(x, u) and Ψ(x, u) contain nonlinearities of second order or higher. E, A, B, C and D are constant matrices with compatible dimensions; E may be singular. When the matrix E is singular, the above form is equivalent to a set of differentialalgebraic equations (DAEs) [7] . In other words, the dynamics of descriptor systems, comprise a set of differential equations together with a set of algebraic constraints. Unlike conventional state space systems in which the initial conditions can be freely chosen in the operating region, in the descriptor systems, initial conditions must be consistent, i.e. they should satisfy the algebraic constraints. Consistent initialization of descriptor systems naturally happens in physical systems but should be taken into account when simulating such systems [24] . Without loss of generality, we assume that 0 < rank(E) = s < n; x(0) = x 0 is a consistent (unknown) set of initial conditions. If the matrix E is non-singular (i.e. full rank), then the descriptor form reduces to the conventional state space. The number of algebraic constraints that must be satisfied by x 0 equals n − s. We assume the pair (E, A) to be regular, i.e. det(sE − A) = 0 for some s ∈ C
and (E, A, C) to be observable, i.e. [17] rank
We also assume that the system (1)- (2) is locally Lipschitz with respect to x in a region D containing the origin, uniformly in u, i.e.:
where . is the induced 2-norm, u * is any admissible control signal and γ 1 , γ 2 > 0 are the Lipschitz constants of Φ(x, u) and Ψ(x, u), respectively. If the nonlinear functions Φ(x, u) and Ψ(x, u) satisfy the Lipschitz continuity condition globally in R n , then the results will be valid
is an unknown exogenous disturbance, and ∆A(t) and ∆C(t) are unknown matrices representing time-varying parameter uncertainties, and are assumed to be of
where M 1 , M 2 and N are known real constant matrices and F (t) is an unknown real-valued time-varying matrix satisfying
The parameter uncertainty in the linear terms can be regarded as the variation of the operating point of the nonlinear system. It is also worth noting that the structure of parameter uncertainties in (3) has been widely used in the problems of robust control and robust filtering for both continuous-time and discrete-time systems and can capture the uncertainty in a number of practical situations [10] , [18] .
A. Filter Structure
We propose the general filtering framework of the following form
The proposed framework can capture both dynamic and static-gain filter structures by proper selection of E 1 , E 2 and E 3 . Choosing E 1 = I, E 2 = 0 and E 3 = 0 leads to the following dynamic filter structure:
Furthermore, for the static-gain filter structure we have:
Hence, with
captures the well-known static-gain observer filter structure as a special case. We prove our result for the general filter of class (Σ o ).
Now, suppose z(t) = Hx(t) stands for the controlled output for states to be estimated where H is a known matrix. The estimation error is defined as
The filter error dynamics is given by
where,
For the nonlinear function Ω, it is easy to show that
(11)
Thus, the filter error system is Lipschitz with Lipschitz constant γ.
B. Disturbance Attenuation Level
Our purpose is to design the filter matrices A F , B F and C F , such that in the absence of disturbance, the filter error dynamics is asymptotically stable and moreover, for all w(t) ∈ L 2 [0, ∞), subject to zero error initial conditions, the following L 2 − L ∞ norm upper bound is simultaneously guaranteed.
where . ∞ and . 2 denote the signal 2 − norm and inf inity − norm, respectively, defined as:
In the following, we mention some useful lemmas that will be used later in the proof of our results.
Lemma 1. [29]
For any x, y ∈ R n and any positive definite matrix P ∈ R n×n , we have
Lemma 2. [29]
Let A, D, E, F and P be real matrices of appropriate dimensions with P > 0 and F satisfying F T F ≤ I. Then for any scalar > 0 satisfying
In this section, a generalized dynamic L 2 − L ∞ filtering method with guaranteed disturbance attenuation level µ is proposed.
Theorem 1. Consider the Lipschitz nonlinear system (Σ s ) along with the general filter (Σ o ).
The filter error dynamics is (globally) asymptotically stable with an optimized
gain, µ * , if there exists scalars ζ > 0, > 0 and α > 0, and matrices C F , P 1 , P 2 , G 1 , G 2 and E 3 , such that the following optimization problem has a solution.
min(ζ)
Once the problem is solved:
Proof: Consider the following Lyapunov function candidate
To prove the stability of the filter error dynamics, we employ the well-established generalized Lyapunov stability theory as discussed in [14] , [21] and [17] and the references therein. The generalized Lyapunov stability theory is mainly based on an extended version of the well-known LaSalle's invariance principle for descriptor systems. Based on this theory, the above function along with the conditions (18) and (19) is a generalized Lyapunov function (GLF) for the system (Σ e ) where P = diag(P 1 , P 2 ). In fact, it can be shown that V (ξ(t)) = 0 if and only if Eξ = 0 and positive elsewhere [14, Ch. 2] . Now, we calculate the derivative of V along the trajectories of (Σ e ). We havė
Now, we define
Therefore,
So a sufficient condition for J ≤ 0 is that
Thus, using Lemma 1,
Knowing that Ω(ξ) ≤ Γξ , we have,
On the other hand,
Therefore, based on (27) and using Lemma 2 we can writė
Now, a sufficient condition for (25) is that the right hand side of (29) be negative definite. Using Schur complements, this is equivalent to the following LMI. Note that having w = 0, (22) is already included in (26) and consequently in (29) .
, where α > 0 is an unknown variable. Thus, we need to have e T e ≤ 3ξ
ξ, which by means of Schur complements is equivalent to the LMI (15). LMI
(16) is equivalent to the condition E 3 < α 1 . So, based on the above, we have
Therefore, e(t) ∞ ≤ µ w(t) 2 . Note that neither P 1 nor P 2 are necessarily positive definite.
However, in order to find A F and B F in (20) , P 1 must be invertible. Since we are using the spectral matrix norm (matrix 2-norm) throughout this paper, based on Lemma 3, a sufficient condition for nonsingularity of P 1 is that I − P 1 = σ max (I − P 1 ) < 1. This is equivalent to I − (I − P 1 ) T (I − P 1 ) > 0. Thus, using Schur's complement, LMI (17) 
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Note that E 1 and E 2 are not optimization variables. They are apriory fixed constant matrices that determine the structure of the filter while E 3 can be either a fixed gain or an optimization variable.
IV. CONVERTING SDP INTO STRICT LMIS
Due to the existence of equalities and non-strict inequalities in (18) and (19), the optimization problem of Theorem 1 is not a convex strict LMI Optimization and instead it is a Semidefinite Programming (SDP) with quasi-convex solution space. The SDP problem proposed in Theorem 1 can be solved using freely available packages such as YALMIP [19] or SeDuMi [27] . However, in order to use the numerically more efficient Matlab strict LMI solver, in this section we convert the SDP problem proposed in Theorem 1 into a strict LMI optimization problem through a smart transformation. We use a similar approach as used in [28] and [20] . Let E ⊥ ∈ R (n−s)×n be the orthogonal complement of E such that E ⊥ E = 0 and rank(E ⊥ ) = n − s. The following corollary
gives the strict LMI formulation.
Corollary 1. Consider the Lipschitz nonlinear system (Σ s ) along with the general filter (Σ o ).
gain, µ * , if there exists a scalars ζ > 0, > 0 and α > 0, and matrices C F , X 1 > 0, X 2 > 0,
and E 3 such that the following LMI optimization problem has a solution.
where, Ξ 1 , Ξ 2 , Ξ 3 and Ξ 4 are as in Theorem 1 with
C F is directly obtained, µ * min(µ) = ζ * .
Proof:
We have
always at least positive semidefinite (and thus symmetric), i.e.
Therefore, the two conditions (18) and (19) are included in (30) . Now suppose X = diag(X 1 , X 2 ) and P = diag(P 1 , P 2 ). We have
Since X 1 and X 2 are positive definite, so is X. Hence, V is always greater than zero and vanishes if and only if Eξ = 0. Thus, the transformations (30) preserve the legitimacy of V as a generalized Lyapunov function for the filter error dynamics. The rest of the proof is the same as the proof of Theorem 1.
Remark 2. The beauty of above result is that with a smart change of variables the quasi-convex semidefinite programming problem is converted into a convex strict LMI optimization without any approximation. Although theoretically, the two problems are equivalent, numerically the strict LMI optimization problem can be solved more efficiently. Note that by replacing P 1 and We assume the uncertainty and disturbances matrices as follows:
As mentioned earlier, in order to simulate the system, we need consistent initial conditions.
Matrix E is of rank 1, thus, the system has 1 differential equation and 1 algebraic constraint. The system is currently in the implicit descriptor form. In order to extract the algebraic constraint, we can convert the system into semi-explicit differential algebraic. The matrix E can be decomposed as: 
So, the system is clearly decomposed into differential and algebraic parts. The second equation
in the above which is:
is the algebraic equation which must be satisfied by the initial conditions. A set of consistent initial conditions satisfying the above equation is found asx 1 (0) = −38.1034,x 2 (0) = 3.0014 which corresponds to x 1 (0) = −14.7020, x 2 (0) = 3.0014 which in turn corresponds to z 1 (0) = −7.3510, z 2 (0) = 1.5007, where z = Hx. Similarly, we find another set of consistent initial conditions for simulating the designed filter. Note that the introduced change of variables is for clarification purposes only to reveal the algebraic constraint which is implicit in the original equations which facilitates calculation of consistent initial conditions, and is not required in the filter design algorithm. Consistent initial conditions could also be calculated using the original equations and in fact, most DAE solvers contain a built-in mechanism for consistent initialization using the descriptor form directly. Figure 2(a) shows the simulation results of z and z F in the absence of disturbance where z F is the output of the filter as in (5) .
Now suppose an unknown L 2 exogenous disturbance signal is affecting the system as w(t) = 30 exp(− is satisfied. The designed filter guarantees µ to be at most 0.1453. The actual value of µ for this simulation is 0.0313.
VI. CONCLUSION
A new nonlinear L 2 − L ∞ dynamical filter design method for a class of nonlinear descriptor uncertain systems is proposed through semidefinite programming and strict LMI optimization.
The proposed dynamical structure has more degree of freedom than the conventional static-gain filters and is capable of robustly stabilizing the filter error dynamics for some of those systems for which an static-gain filter can not be found. The achieved L 2 − L ∞ filter guarantees asymptotic stability of the error dynamics and is robust against time-varying parametric uncertainty.
