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New visualization methods and tools for machine learning (ML) support both quick reviews of
the overall consistency of individual samples to ML models as well as detailed reviews of the
roles of individual chemical features in the sample-to-model relationships.  These methods and
tools are designed and well-suited for the high chemical-dimensionality in data produced by
comprehensive two-dimensional gas chromatography (GCxGC) and other comprehensive
multidimensional techniques.  Advanced methods for automated untargeted and targeted (UT)
feature analysis with template-based pattern recognition provide unambiguous
correspondences between hundreds or even thousands of peak features across large numbers
of multidimensional chromatograms.  When general machine learning methods, such as Linear
Discriminant Analysis (LDA) and K-Nearest-Neighbors, are applied to sets of high-dimensional
chemical-feature vectors from multiple samples, it can be challenging to interpret the high-
dimensional relationships of individual samples to models and the roles of individual chemical
features in those relationships.  The new visualization methods and tools plot sample features
relative to the different models inherent in different ML methods.  Customizing visualizations
for different ML methods supports easier recognition of sample-to-model fits and the roles of
individual features for individual compounds.  The visualizations are demonstrated for machine
learning of the characteristics of wine samples analyzed by GCxGC with mass spectrometry
(GCxGC-MS).
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