Introduction and summary of the results
The study of bilinear Fourier integral operators started quite recently and owes its initiation to the pioneering work of L. Grafakos and M. Peloso, [7] . In that paper the authors study the local boundedness of bilinear Fourier integral operators on Banach and quasi-Banach L p spaces. More specifically, they consider Hörmander type amplitudes a(x, y, z, ξ, η) ∈ C ∞ (R 5n ), satisfying the estimate for some m ∈ R and all multi-indices α 1 , α 2 , β 1 , β 2 , γ in Z n + , and phase functions ψ(x, ξ, η) ∈ C ∞ (R n ×R n \0×R n \0), homogeneous of degree 1 jointly in (ξ, η) variables. To these amplitudes and phases, Grafakos and Peloso associate the bilinear Fourier integral operator
a(x, y, z, ξ, η) e iψ(x,ξ,η)+i x,ξ+η −i y,ξ −i z,η f (y)g(z) dy dz dξ dη.
(1.2)
Moreover they assume that the amplitude is compactly supported spatially in (x, y, z) variables and also supported frequency-wise in a set of the form |ξ| ≈ |η| ≈ |ξ + η|, and the function ϕ(x, ξ, η) := x, ξ + η + ψ(x, ξ, η) satisfies the non-degeneracy conditions det (∂ 2 x,ξ ϕ) = 0 and det (∂ 2 x,η ϕ) = 0, as well as the condition |∇ x ϕ(x, ξ, η)| ≈ |(ξ, η)| on the support of a(x, ξ, η). Here, the notation A ≈ B means that there are constants c 1 and c 2 such that c 1 B ≤ A ≤ c 2 B. Under these conditions, Grafakos and Peloso showed that the Fourier integral operator T a of order m = 0, defined in (1.2), is bounded from L q 1 ×L q 2 → L r with
r and 2 ≤ q 1 , q 2 , r ′ ≤ ∞. Furthermore, by keeping the spatial variables of the amplitude in a compact set but without any support assumption on the frequency variables, it was shown in [7] that T a is bounded from
From the point of view of the operators that are investigated in this paper, Grafakos and Peloso also considered Fourier integral operators where the phase function is of the form ϕ 1 (x, ξ) − y, ξ + ϕ 2 (x, η) − z, η and showed that the corresponding operators with compactly supported amplitudes are bounded from L q 1 × L q 2 → L r with 1 q 1 + 1 q 2 = 1 r and 1 < q 1 , q 2 < 2, provided that the order m = −(n − 1) (
behaviour, we consider in this paper a class of bilinear Fourier integral operators and make a systematic study of their global boundedness. We shall also deal with the problem of boundedness of certain classes of multilinear Fourier integral operators.
A fact which we would like to highlight here is that our investigations in this paper serve as a motivation for studying rough operators i.e. Fourier integrals which are non-smooth in the spatial variables of their amplitudes. Indeed as we shall see later, the boundedness of rough linear operators can be used as an efficient tool in proving boundedness for smooth or rough multilinear operators.
Here and in the sequel we will use the shorthand notation FIO for Fourier integral operators.
The multilinear FIOs studied in this paper are of the form . . , α N in Z n + . Here the phase functions ϕ j (x, ξ j ) are assumed to be C ∞ (R n × R n \ 0) and homogeneous of degree 1 in their frequency variables. Furthermore, we require that the phase functions verify the strong non-degeneracy conditions | det ∂ 2 x,ξ ϕ j (x, ξ)| ≥ c j > 0 for j = 1, . . . , N. We shall study the boundedness of bilinear and multilinear FIOs separately. The main distinction between our bilinear and multilinear investigations is that, in proving the boundedness of the bilinear operators, we reduce matters directly to the case of linear FIOs with rough amplitudes. In fact, we establish global L q − L r estimates for rough linear FIOs where the amplitudes are assumed to belong to the class defined in (1.4) with N = 2, and use this to prove the boundedness of bilinear FIOs. The global boundedness of linear FIOs is a problem of separate interest and our investigation here is somewhat related to the investigations of D. Dos Santos Fereirra and W. Staubach in [4] . In connection to the problem of global L p boundedness of FIOs, we should also mention the work of S. Coriasco and M. Ruzhansky in [3] where the authors deal with global boundedness of FIOs with smooth amplitudes that belong to a subclass of S 0 1,0 . In the statements of the theorems below, we assume that the phase function belongs to the class Φ 2 (see Definition 2.12) which requires certain control of the growth of the mixed derivatives of orders 2 and higher of the phase. Our linear global boundedness results are as follows:
Theorem A. Suppose that 0 < r ≤ ∞, 1 ≤ p, q ≤ ∞, satisfy the relation 1/r = 1/q + 1/p.
Let a(x, ξ) verify the estimate in (1.4) with N = 1, ϕ ∈ Φ 2 be a strongly non-degeneracy phase function and suppose further that ̺ ≤ 1, s := min(2, p, q),
Then the linear FIO
q . Let ϕ ∈ Φ 2 satisfy the strong non-degeneracy condition and a(x, ξ) verify the estimate in 1.4 with N = 1, and suppose that m < m(̺, p, q), with m as in part (a) of Definition (4.8).
Then the operator T a defined in Theorem A above, is bounded from L q to L r . Furthermore, for 1 < q < 2 and and M as in part (b) of Definition (4.8) and
It is also important to note that the bounds occurring in the boundedness estimates in Theorems A and B depend only on n, m, ̺, p, q, and a finite number of C α 's in Definition 1.4 with
Having the aforementioned linear theorems at our disposal, we can state and prove the following theorem which is one of our main results concerning bilinear FIOs.
Then the bilinear FIO T a , defined by
with an amplitude satisfying (1.4) for N = 2 verifies the estimate
provided that
Our second result which deals with multilinear FIOs extends a theorem in [7] mentioned earlier concerning bilinear FIOs with phase functions of the form ϕ 1 (x, ξ) − y, ξ + ϕ 2 (x, η) − z, η . We extend the aforementioned result to multilinear FIOs and to all ranges of parameters in the L p spaces and remove the assumption of compact spatial support on the amplitude. Furthermore, we also show a boundedness result concerning multilinear oscillatory integral operators without any homogeneity assumption on the phase.
Then the multilinear FIO T a , given by (1.3) and having strongly non-degenerate phase functions ϕ j ∈ Φ 2 , j = 1, . . . , N, satisfies the estimate
In particular, if a(x, ξ 1 , . . . , ξ N ) verifies the estimate
N provided that the phases ϕ j ∈ C ∞ (R n × R n ) are strongly non-degenerate and verify the condition |∂ α x ∂ β ξ ϕ j (x, ξ)| ≤ C j,α,β for j = 1, . . . , N and all multi-indices α and β with 2 ≤ |α| + |β|. In this case, no homogeneity of the phase in the ξ variable is required.
It is worth mentioning that Theorem D also globalises and improves the order of the operator in the L ∞ × L 1 → L 1 boundedness proven in [7] which was mentioned earlier. Namely, under our assumptions one can prove boundedness of a bilinear FIO from
Our results above are of some interest in connection to problems in partial differential equations. Indeed, our theorem applies to multilinear oscillatory integrals where the phase functions are of the form x, ξ j + ψ j (ξ j ), j = 1, . . . , N and the case of ψ j (ξ j ) = |ξ j | which is homogeneous of degree 1, is relevant in connection to the study of the wave equation. Also, in the case of phases that are not homogeneous of degree 1 in the ξ variable, we can for example obtain L 2 × L 2 → L 1 estimates for bilinear operators, where the case ψ j (ξ j ) = |ξ j | 2 with ξ j ∈ R n is related to the Schrödinger equation, ψ j (ξ j ) = ξ 3 j with ξ j ∈ R corresponds to the Korteweg-de Vries equation, and ψ j (ξ j ) = ξ j with ξ j ∈ R n is related to the Klein-Gordon equation. The proof of Theorem D uses a Coifman-Meyer type symbol decomposition as well as global boundedness results for linear FIOs, obtained here and in K. Asada and D. Fujiwara's paper [1] . The structure of the paper is as follows. In Section 2 we set up notations and basic definitions. In Section 4 we use the Seeger, Sogge and Stein decomposition to decompose the linear FIO into low frequency and high frequency parts. Thereafter, following [4] , we establish the boundedness of the low frequency portion of the linear FIOs. Next, we turn to the main global L q − L r estimates for rough linear FIOs. Finally in Section 5 we treat the boundedness of bilinear as well as some multilinear FIOs and also give an application of some of the results to the boundedness of certain bilinear oscillatory integral operators.
Notation, Definitions and Preliminaries
In this section we define the classes of linear and multilinear amplitudes with both smooth and rough spatial behaviour and also the class of phase functions that appear in the definition of the FIOs treated here.
2.1. Classes of linear amplitudes. In the sequel we use the notation ξ for (1 + |ξ| 2 ) 1 2 . The following classical definition is due to Hörmander [9] .
We shall also deal with the class L p S m ̺ of rough symbols/amplitudes introduced by Michalowski, Rule and Staubach in [12] which is the extension of the class of symbols introduced by Kenig and Staubach in [11] . Definition 2.2. Let 1 ≤ p ≤ ∞, m ∈ R and 0 ≤ ̺ ≤ 1 be parameters. The symbol a :
e. x ∈ R n , and for each multi-index α there exists a constant C α such that
Here we also define the associated seminorms
In particular, the same holds for a(x, ξ) ∈ S m ̺,δ , with any δ. 
In particular the amplitude a(x, ξ) = e iξ log |x| ψ(x) belongs to L p S 0 0 . Observe that in this case, for every x = 0, a(x, ξ) ∈ C ∞ and ∂ α ξ a(., ξ) L p < ∞ for all p = ∞, but for any α > 0, ∂ α ξ a(·, ξ) L ∞ = +∞. More generally, if h, ψ are as above and σ is a real valued function in
2.2. Classes of multilinear amplitudes. The class of multilinear Hörmander type amplitudes is defined as follows:
belongs to the multilinear Hörmander class S m ̺,δ (n, N ) provided that for all multi-indices β, α j j = 1, . . . , N in Z n + it verifies
We shall also use the classes of non-smooth amplitudes one of which is defined as follows:
We remark that the subscript Π in the notation L p Π S m ρ (n, 2) is there to indicate the product structure of these type of amplitudes. (1,...,1) (n, m).
. . , N , be a collection of linear amplitudes and assume that
Also we have the following class of non-smooth amplitudes introduced in [12] .
Definition 2.9. The amplitude a :
Moreover for all ̺ and δ in [0, 1]
Example 2.11. Let b ∈ S m ̺,0 (R N n ) and A be the matrix of a linear map from R n in R N n . Then
Classes of phase functions.
We also need to describe the class of phase functions that we will use in our investigation. To this end, the class Φ k defined below, will play a significant role in our investigations.
, is positively homogeneous of degree 1 in the frequency variable ξ, and satisfies the following condition:
For any pair of multi-indices α and β, satisfying |α| + |β| ≥ k, there exists a positive constant
In connection to the problem of local boundedness of Fourier integral operators, one considers phase functions ϕ(x, ξ) that are positively homogeneous of degree 1 in the frequency variable ξ for which det[∂ 2
The latter is referred to as the non-degeneracy condition.
However, for the purpose of proving global regularity results, we require a stronger condition than the aforementioned weak non-degeneracy condition.
Definition 2.13. A real valued phase ϕ ∈ C 2 (R n × R n \ 0) satisfies the strong non-degeneracy condition or the SND condition for short, if there exists a positive constant c such that
Example 2.14. A phase function intimately connected to the study of the wave operator, namely ϕ(x, ξ) = |ξ| + x, ξ is strongly non-degenerate and belongs to the class Φ 2 .
As is common practice, we will denote constants which can be determined by known parameters in a given situation, but whose value is not crucial to the problem at hand, by C. Such parameters in this paper would be, for example, m, ρ, p, n and the constants appearing in the definitions of various symbol classes. The value of C may differ from line to line, but in each instance could be estimated if necessary. We also write sometimes a b as shorthand for a ≤ Cb.
Tools in proving boundedness of rough linear FIOs
Here we collect the main tools in proving our boundedness results for linear FIOs. The following decomposition due to A. Seeger, C. Sogge and E. M. Stein is by now classical.
3.1. The Seeger-Sogge-Stein decomposition. One starts by taking a Littlewood-Paley partition of unity
where supp Ψ 0 ⊂ {ξ; |ξ| ≤ 2}, supp Ψ ⊂ {ξ; such elements are needed to cover the shell 2 j−1 ≤ |ξ| ≤ 2 j+1 . For each j we fix a collection of unit vectors {ξ ν j } ν that satisfy,
Let Γ ν j denote the cone in the ξ space whose central direction is ξ ν j , i.e.
One can construct an associated partition of unity given by functions χ ν j , each homogeneous of degree 0 in ξ and supported in Γ ν j with, ν χ ν j (ξ) = 1, for all ξ = 0 and all j and
with the improvement
for N ≥ 1. Using Ψ j 's and χ ν j 's, we can construct a Littlewood-Paley partition of unity
Given a FIO
we decompose it as
We refer to T 0 as the low frequency part, and T ν j as the high frequency part of the FIO T a . Now, one chooses the axis in ξ space such that ξ 1 is in the direction of ξ ν j and ξ ′ = (ξ 2 , . . . , ξ n ) is perpendicular to ξ ν j and introduces the phase function Φ(x, ξ) :
It can be verified, see e.g. [15, p. 407] , that the phase Φ(x, ξ) satisfies the following two estimates 8) for N ≥ 2 on the support of A ν j (x, ξ).
Using these, we can rewrite T ν j as a FIO with a linear phase function,
3.2. Reduction of the phase function. In this paper we will only deal with classes Φ 1 , and more importantly Φ 2 , of phase functions. In the case of class Φ 2 , we have only required control of those frequency derivatives of the phase function which are greater or equal to 2. This restriction is motivated by the simple model case phase function ϕ(x, ξ) = |ξ| + x, ξ for which the first order ξ-derivatives of the phase are not bounded but all the derivatives of order equal or higher than 2 are indeed bounded and so ϕ(x, ξ) ∈ Φ 2 . However in order to handle the boundedness of the low frequency parts of FIOs, one also needs to control the first order ξ derivatives of the phase. The following phase reduction lemma will reduce the phase to a linear term plus a phase for which the first order frequency derivatives are bounded.
Lemma 3.1. Any FIO T a of the type (3.4) with amplitude a(x, ξ) ∈ L p S m ̺ and phase function ϕ(x, ξ) ∈ Φ 2 , can be written as a finite sum of Fourier integral operators of the form
where ζ is a point on the unit sphere S n−1 , ψ(x, ξ) ∈ Φ 1 and a(x, ξ) ∈ L p S m ̺ is localized in the ξ variable around the point ζ.
Proof. We start by localizing the amplitude in the ξ variable by introducing an open convex covering {U l } M l=1 , with maximum of diameters d, of the unit sphere S n−1 . Let Ξ l be a smooth partition of unity subordinate to the covering U l and set a l (x, ξ) = a(x, ξ) Ξ l ( ξ |ξ| ). We set
and fix a point ζ ∈ U l . Then for any ξ ∈ U l , Taylor's formula and Euler's homogeneity formula
, so the mean value theorem and the definition of class Φ 2 yield |∂ ξ k ψ(x, ξ)| ≤ Cd and for |α| ≥ 2, |∂ α ξ ψ(x, ξ)| ≤ C|ξ| 1−|α| . Here we remark in passing that in dealing with function ψ(x, ξ), we only needed to control the second and higher order ξ−derivatives of the phase function ϕ(x, ξ) and this gives a further motivation for the definition of the class Φ 2 . We shall now extend the function ψ(x, ξ) to the whole of R n × R n \ 0, preserving its properties and we denote this extension by ψ(x, ξ) again.
Hence the Fourier integral operators T l defined by 13) are the localized pieces of the original Fourier integral operator T a and therefore T = M l=1 T l as claimed.
3.3.
A uniform non-stationary phase estimate. We will also need a uniform non-stationary phase estimate that yields a uniform bound for certain oscillatory integrals that arise as kernels of certain operators. To this end, we have:
For u ∈ C ∞ 0 (K) and f a real valued function in C ∞ (U ), assume that |∇f | > 0 and for all multi-indices α with |α| ≥ 1, Ψ satisfies the following estimates
Then for any integer k ≥ 0
Proof. Let Ψ = |∇f | 2 . Let us define A 0 = u and
We claim that for any multi-index α with |α| ≥ 0,
we trivially have ∂ 0 Ψ = |Ψ| , and so as our induction hypothesis, we assume that |α| ≥ 1 and
for any multi-index γ with |γ| < |α| . Since 1 = ΨΨ −1 Leibniz rule yields
from which, our induction hypothesis and the assumption on Ψ in the statement of the lemma, the claim follows. Observe that, for any multi-index α, |α| ≥ 0,
Proceeding by induction, one can see that for k ≥ 1 and for any multi-index α with |α| ≥ 0,
(3.14)
Since 1 = n j=1 ∂ j f Ψ ∂ j f , and iλ∂ j f e iλf = ∂ j e iλf , integration by parts yields
Then the result follows by taking absolute values of both sides and using (3.14) for |α| = 0. 
where Ψ 0 ∈ C ∞ 0 and is supported near the origin. Clearly, instead of studying T 0 , we can consider a FIO T a whose amplitude a(x, ξ) is compactly supported in the frequency variable ξ.
In what follows, we shall adopt this and drop the reference to T 0 . But before, we proceed with the investigation of the L q − L r boundedness, we will need the following lemma. 
where ψ(x, ξ) ∈ Φ 1 . Then, for any α ∈ (0, 1), there exists a positive constant c such that
Proof. The proof is a straightforward application of Lemma 1.2.10 in [4] . Proof. Consider a closed cube Q of side-length L such that supp ξ a(x, ξ) ⊂ Int(Q). We extend a(x, ·)| Q periodically with period L into a(x, ξ) ∈ C ∞ (R n ξ ). Let η(ξ) be in C ∞ 0 with supp η ⊂ Q and η = 1 on ξ-support of a(x, ξ). Clearly, we have a(x, ξ) = a(x, ξ)η(ξ). Now if we expand a(x, ξ) in a Fourier series, then setting u k (x) = u(x − 2πk L ) for any k ∈ Z n , we can write the FIO T a as
where
and
Let us assume for a moment that T η is a bounded operator on L q . Then integration by parts yields
Observe also that, by the hypothesis on the symbol and Lemma 4.5,
Thus
Let us first assume that r ≥ 1. Then by the Minkowski and Hölder inequalities,
On the other hand, since we have assumed that T η is bounded on L q and the translations are isometries on L q , we have that
Then selecting N = n + 1 we conclude the proof.
Assume now that 0 < r < 1. Using (4.1) and Hölder's inequality, with exponents p/r and q/r, we have
The boundedness assumption on T η and (4.2) yields
Then, selecting N = [n/r] + 1, we obtain the result.
In order to finish the proof we have to show that T η defines a bounded operator on L q , for 1 ≤ q ≤ ∞. By Lemma 3.1 we can assume without loss of generality that
with a smooth map t : R n → R n , stratifying |det Dt(x)| ≥ c > 0 as a direct consequence of our SND assumption on the phase function ϕ, and ψ(x, ξ) ∈ Φ 1 . Furthermore, it follows from For v ∈ S one has
with
Now, it follows from 4.1 that for any α ∈ (0, 1), there exists a constant c such that
and therefore sup x |K(x, t(x)−y)| dy < ∞. This yields at once the boundedness of the operator T η on L ∞ . Moreover using the change of variables z = t(x), we observe that the determinant of its Jacobian, denoted by det J(z), is bounded from above by 1 c , because of the SND condition |det Dt(x)| ≥ c > 0. Therefore
where we have also used (4.5). Therefore Schur's lemma yields that T η is bounded on L q for all q ∈ [1, ∞] and this ends the proof of the theorem. Let a ∈ L p S m ̺ , ϕ ∈ Φ 2 satisfying the SND condition, ̺ ≤ 1, s := min(2, p, q),
Then the operator T a is bounded from L q to L r and its norm is bounded by a constant C, depending only on n, m, ̺, p, q, and a finite number of C α 's in Definition 2.2.
Proof. We shall assume that q < ∞. The case q = ∞ is proved with minor modifications in the argument, so we omit the details. We would like to prove that there exists a constant C, depending only on n, m, ̺, p, q and a finite number of C α 's in Definition 2.2, such that
for all u ∈ S . To achieve this, we decompose T a as in (3.5). By Theorem 4.2, the first term T 0 , satisfies the desired boundedness, so as mentioned above, we confine ourselves to the analysis of the second term
Here we use the representation (3.9) of the operators T ν j namely
This can be rewritten as
Let L be the differential operator given by
Using the definition of A ν j (x, ξ) in (3.6), the assumption that a ∈ L p S m ̺ together with (3.2), (3.3), and the uniform estimates (in x) for Φ(x, ξ) in (3.7) and (3.8), we can show that for any
Let t ν j (x) = (∇ ξ ϕ)(x, ξ ν j ) and α ∈ (0, ∞). As before, the SND condition on the phase function yields that | det Dt ν j (x)| ≥ c > 0. Setting
we can split
Hölder's inequality in ν and y simultaneously and thereafter, since 1 ≤ s ≤ 2, the HausdorffYoung inequality in the y variable of the second integral yields
If we now set U ν j (x, y) := u(t ν j (x)−y), raise the expression in the estimate of I 1 to the r-th power and integrate in x, then Hölder's inequality yields that I 1 L r is bounded a constant times
We shall deal with the two terms in the right hand side of this estimate separately. To this end using the Minkowski integral inequality (simultaneously in y and ν), we can see that the first term is bounded by
Observe now that, letting t ν j (x) = t and using det D t ν j (x) ≥ c > 0, we get
Thus, the first term on the right hand side of (4.6) is bounded by a constant multiple of
To analyse the second term we shall consider two separate cases, so assume first that p ≥ s ′ .
Minkowski inequality yields that the second term in the right hand side of (4.6) is bounded by
where we have used the fact that the measure of the ξ−support of A ν j is O(2
2 ). Now let p < s ′ , then the second term on the right hand side of (4.6) is bounded by
Therefore using (4.8) and the estimates for the second term on the right hand side of (4.6), we obtain
and the constant hidden on the right hand side of this estimate does not depend on α.
Define h(y) = 1 + 2 2j y 2 1 + 2 j |y ′ | 2 and let M > n 2s . By Hölder's inequality,
By Minkowski's integral inequality and (4.7), the first term of the right hand side is bounded by a constant times
) .
(4.10)
In order to control the second term, let us assume first that M ∈ Z + . In this case, HausdorffYoung's inequality, Minkowski's integral inequality, and the same argument as in the analysis 
Therefore, using (4.11) we obtain
Hence, for every 2M > n s , (4.12) and (4.10) yields
with a constant independent of α. Now putting the estimates for I 1 and I 2 together and summing, yield that for any α > 0,
Therefore letting α tend to ∞, we obtain
Now if we let R := min(r, 1), we get
Therefore, the inequality holds provided
In the case that T a is a pseudodifferential operator, with minor modifications in the previous argument we obtain the following result, which improves [12, Thm. 5.2] for the case w = 1 and µ the Lebesgue measure:
and suppose that 0 < r ≤ ∞, 1 ≤ p, q ≤ ∞, satisfy the relation 1/r = 1/q + 1/p. Suppose further that ̺ ≤ 1, s = min(2, p, q) and
In the case of q = 2 ≤ p, Theorem 4.3 can be improved to yield a result similar to Theorem 4.4 for FIOs, but before we proceed to that, we will need a couple of lemmas.
0 and a ε (x, ξ) := a(x, ξ)η(εξ) and ε ∈ [0, 1), then one has
Proof. The result follows directly from Leibniz's rule and Hölder's inequality.
p+2 . For u ∈ S , a real number M > n, and all multi-indices α, β with β ≤ α, set
Proof. Since 
provided M > n. On the other hand, since
from which the result follows. , then the operator T a is bounded from L 2 to L r and its norm is bounded by a constant C, depending only on n, m, ̺, p, and a finite number of C α 's in Definition 2.2.
Proof. We define a Littlewood-Paley partition of unity as in (3.1). Set a j (x, ξ) = a(x, ξ)Ψ j (ξ) for for j ≥ 0.
By Lemma 4.5, a j ∈ L p S m ̺ and for any s ∈ Z + sup j≥0 |a j | p,m,s |a| p,m,s .
That T a 0 satisfies the required bound follows from Theorem 4.2, so it is enough to consider the boundedness of the operators T a j for j ≥ 1. To this end, we begin by studying the boundedness of S j := T a j T * a j . A simple calculation yields that S j u(x) = K j (x, y)u(y) dy with
Now since ϕ is homogeneous of degree 1 in the ξ variable, the kernel K j (x, y) can be written as
with Φ(x, y, ξ) = ϕ(x, ξ) − ϕ(y, ξ) and m j (x, y, ξ) = a j (x, ξ)a j (y, ξ). Observe that the support of m j (x, y, 2 j ξ) lies in the compact set K = { 1 2 ≤ |ξ| ≤ 2}. From the mean value theorem, (2.4) and (2.5), it follows that
for any x, y ∈ R n and ξ ∈ K.
We claim that, for any M > n there is a constant C M depending only on M such that Assume first that M > n is an integer. Fix x = y and set f (ξ) := Φ(x, y, ξ), Ψ = |∇ ξ f | 2 . By the mean value theorem, (2.4) and (4.14), for any multi-index α with |α| ≥ 1 and any ξ ∈ K,
On the other hand, since
it follows that, for any |α| ≥ 0, |∂ α Ψ| Ψ and the constants are uniform on x and y. Thus (4.14) and Lemma 3.2 with u = m j (x, y, 2 j ξ), f = Φ(x, y, ξ) yield
On the other hand
we obtain that
where, H α,β M is defined as in (4.13). Hence Minkowski's inequality, Lemma 4.6 and (4.18) yield
(4.19)
Assume now that M ≥ n + 1 is a real number. Writing M = [M ] + {M } as the sum of its integer and fractional parts, the estimate (4.19) yields
Assume now that n < M < n + 1. Then, writing M = n + {M } and letting
we see that the application of (4.16) and (4.17) with n and n + 1 yields
Hence, applying Hölder's inequality with the exponents
and another application of the Hölder inequality with exponents r {M } and
Therefore, Minkowski's integral inequality and Lemma (4.6) yield
for all u ∈ L r ′ . Thus, using (4.15), we obtain
and so
for every u ∈ L 2 . Now if ̺ = 1 and m < 0 we see that the sum of the Littlewood-Paley pieces T a j converges and therefore T a is a bounded operator from L 2 to L r . In case 0 ≤ ̺ < 1 then the condition m < n 2 (̺ − 1) implies that there is a M 0 with n < M 0 < −2m Here, we shall define a couple of parameters which will appear as the order of our operators in the remainder of this paper.
(b) Furthermore given 1 < q < 2 we set
Using the notion above we can prove the following theorem: T a is bounded from L q to the Lorentz space L r,q and its norm is bounded by a constant C with the same properties as above.
Proof. This follows by interpolating the result of Theorem 4.7 with the extremal results of Theorem 4.3 using Riesz-Thorin and Marcinkiewicz interpolation theorems respectively.
Global boundedness of multilinear FIOs
In this section we shall apply the boundedness of the linear FIOs obtained in the previous section to the problem of boundedness of bilinear and multilinear operators.
Boundedness of bilinear FIOs.
Using an iteration procedure, we are able to reduce the problem of global boundedness of bilinear FIOs to that of boundedness of rough and linear FIOs.
Our main result in this context is as follows.
and assume that
. Then the bilinear FIO T a , defined by
satisfies the estimate
for every f, g ∈ S .
Proof. For any f, g ∈ S set
Observe that the amplitude ∂ α η a(·, ξ, η) ∈ L p S m 1 ̺ 1 if η is hold fixed, and moreover for any s ∈ Z + ,
Thus, depending on the range of indices, we apply Theorem 4.3 or Theorem 4.9 to obtain
Now applying either Theorem 4.3 or Theorem 4.9 again, we obtain the desired result.
Assume that a ∈ L ∞ S m ̺ (n, 2) and ϕ 1 , ϕ 2 ∈ Φ 2 satisfy the SND condition. For
and assume that q 1 = max(q 1 , q 2 ) and
Then the bilinear FIO T a defined by (5.1) satisfies
Remark 5.3. In the case ̺ = 1, r = 1 the previous corollary yields a global bilinear L 2 × L 2 → L 1 extension of Hörmander and Eskin's local L 2 boundedness of zeroth order linear FIOs. Observe that in our global case, it suffices that the order m is strictly negative since Theorem 6 .1 for the non-endpoint case).
Somewhat more interestingly, in the case p = q 1 = ∞, q 2 = 1 and
boundedness is valid provided the order m < −n + 1. This can be compared with the result in [7] where a local result has been obtained for a class of FIOs with more general amplitudes and phases than ours but with m < −n + We will illustrate the previous result with an application concerning certain bilinear oscillatory integrals. For the sake of simplicity, we will consider only the case q 1 , q 2 ≥ 2.
Corollary 5.4. Let ϕ 1 , ϕ 2 ∈ Φ 2 satisfying the SND condition. Let 2 ≤ q 1 , q 2 ≤ ∞ and
Let σ(ξ 1 , ξ 2 ) = e i|ξ| α |ξ| β θ (ξ), with α ∈ (0, 1), β > 0, where ξ = (ξ 1 , ξ 2 ) ∈ R 2n and θ is a smooth function on R 2n , which vanishes near the origin and equals 1 outside a bounded set. Assume that α ∈ (0, 1),
for all f, g ∈ S .
Proof. In order to prove the result, it suffices to consider the bilinear FIO with amplitude
for an arbitrary measurable function t(x) ∈ [0, 1]. It can be shown that a ∈ L ∞ S −β 1−α (n, 2) for the given range of α, β, and thereby the result follows from Corollary 5.2.
Boundedness of multilinear FIOs
The following theorem yields the boundedness of a rather large class of rough multilinear Fourier integral operators on L r spaces for 0 < r ≤ ∞. In the case of operators defined with phase functions that are inhomogeneous in the ξ-variable, i.e. more general multilinear oscillatory integral operators, we are also able to show a boundedness result in case the multilinear operator acts on L 2 functions. More precisely we have (n, N ) and the phase functions ϕ j ∈ Φ 2 , j = 1, . . . , N, are all strongly non-degenerate and belong to the class Φ 2 .
For 1 ≤ q j < ∞ in case p = ∞, and 1 ≤ q j ≤ ∞ in case p = ∞, j = 1, . . . , N, let
Then the multilinear FIO T a , given by (1.3) or its equivalent representation
Furthermore, T a with a as in
N provided that m < 0 and the phases ϕ j ∈ C ∞ (R n × R n ) are strongly non-degenerate and verify the condition
. . , N and all multi-indices α and β with 2 ≤ |α| + |β|. Note in this case, we do not require any homogeneity from the phase functions.
Proof. We will only give the proof of the theorem in the case of bilinear operators, since using the well-known inequality
and the Hölder inequality in (6.3) below yield the result in the multilinear case.
Let {Ψ j } j≥0 a Littlewood-Paley partition of unity in R 2n as in (3.1). Let for j ≥ 0, a j (x, ξ, η) = a(x, ξ, η)Ψ j (ξ, η). Then we have T a (f, g)(x) = j≥0 2 2jn a j (x, 2 j ξ, 2 j η) f (2 j ξ) g(2 j η)e iϕ 1 (x,2 j ξ)+iϕ 2 (x,2 j η) dξ dη. We now take a ζ ∈ C ∞ 0 (R n ) equal to one in the cube [−3, 3] n and such that supp ζ ⊂ T n . This yields for a certain natural number µ 1 . Arguing in the same way with the second term of (6.3) we have
Therefore by choosing s large enough, we obtain the desired boundedness result. The last assertion is a direct consequence of the method of proof of the first claim, and the L 2 boundedness of oscillatory integral operators with amplitudes in S 0 0,0 and strongly nondegenerate inhomogeneous phase functions satisfying the hypothesis of our theorem, which is due to K. Asada and D. Fujiwara [1] . The proof of the theorem is therefore concluded. (1) ψ j (ξ j ) = |ξ j | with ξ j ∈ R n (wave equation), (2) ψ j (ξ j ) = |ξ j | 2 with ξ j ∈ R n (Schrödinger equation), (3) ψ j (ξ j ) = ξ 3 j with ξ j ∈ R (Korteweg-de Vries equation), (4) ψ j (ξ j ) = ξ j with ξ j ∈ R n (Klein-Gordon equation).
