In recent years, Bayesian inference has become a popular methodology for the estimation and uncertainty quantification of parameters in geological and geophysical forward models. Badlands is a basin and landscape evolution forward model for simulating topography evolution at a large range of spatial and time scales. Previously, Bayesian inference has been used for parameter estimation and uncertainty quantification in Badlands, an extension known as Bayeslands. It was demonstrated that the posterior surface of these parameters could exhibit highly irregular features such as multi-modality and discontinuities making standard Markov Chain Monte Carlo (MCMC) sampling difficult. Parallel tempering (PT) is an advanced MCMC method suited for irregular and multi-modal distributions. Moreover, PT is more suitable for multi-core implementations that can speed up computationally expensive geophysical models. In this paper, we present a multi-core PT algorithm implemented in a high performance computing architecture for enhancing Bayeslands. The results show that PT in Bayeslands not only reduces the computation time over a multicore architecture, but also provides a means to improve the sampling process in a multi-modal landscape. This motivates its usage in larger-scale problems in basin and landscape evolution models.
Introduction
Recent developments in Earth evolution models have the capability to link models for dynamic and isostatic topography through time [1] with landscape evolution models [2] . This has given the opportunity to model landscape evolution in response to surface uplift and subsidence over a large range of spatial scales, and track sediments from source to sink [3, 4] . Geophysical forward models depend on uncertain initial and boundary conditions [5] , but a large variety of observations are available to optimise and ground-truth these models. Uncertain input parameters for these models include time-dependent topography, relative sea level change, time-varying rainfall and rock lithology and erodibility [6, 7] . Observations useful for model ground-truthing include digital elevation models and river geometries, sediment thickness and stratigraphy in sedimentary basins, and other geological proxies for landscape evolution.
Bayesian inference provides a rigorous approach for uncertainty quantification [8, 9, 10] and emerged as a popular tool for fitting complex parameter models to data [11] . This provides advantages over optimization methods that provide single point solutions and need multiple experimental runs for uncertainty quantification [12, 13] . Estimation of parameters that fit observational data in geophysical models have shifted from optimization [14] to inference that addresses uncertainty quantifiEmail address: rohitash.chandra@sydney.edu.au (Rohitash Chandra) cation given that the models provide an approximation of geophysical processes [15] . Markov Chain Monte Carlo (MCMC) sampling methods implement Bayesian inference where a sample of the desired distribution is obtained by observing the chain after a number of steps [16, 17, 18, 19] . Bayesian methods have become popular in geophysics in the past few decades [20, 21, 22, 23] . The convergence in canonical MCMC sampling methods face further challenges when the size of the problem increases in terms of the number of parameters and computational time of running the model. This is a challenge in geophysics that use forward models such as Badlands [3, 4] . Although advanced MCMC methods such as Hamiltonian based samplers have been proposed [24, 25, 26] , they require gradient information from the models to form proposals. Acquiring gradient information from complex geo-physical models such as Badlands is difficult, therefore, Bayesian inference via MCMC random-walk proposals was proposed in a framework called Bayeslands [27] . Bayeslands demonstrated that the posterior surface of selected parameters could exhibit highly irregular features, such as multi-modality and discontinuities which made it difficult for sampling. Hence, there is a need to explore efficient sampling methods that feature gradient free proposals and addresses multi-modality.
Parallel tempering [28, 29] is a MCMC sampling scheme designed for sampling multi-modal distributions. Another feature is their feasibility of implementation in multi-core or parallel computing architectures. Due to massive computational requirements of geo-physical models, parallel computing archi-tectures have been widely utilized in geosciences [30, 31, 32] . This can therefore help us to extend and improve our previous approach called Bayeslands that featured Bayesian inferences via MCMC random-walk sampler for Badlands [27] . Hence, the major limitations such as computational time and the need for efficient multi-modal distribution given by the MCMC random-walk sampler in Bayeslands can be overcome by multicore parallel tempering.
In this paper, we present a multi-core parallel tempering approach for Bayeslands that features uncertainty quantification and estimation of selected parameters for basin and landscape evolution. We use selected problems that feature synthetic and real-world applications for selected parameters such as rainfall and erodibility that affect the topography development over thousands of years. We evaluate the performance of multi-core parallel tempering Bayeslands (PT-Bayeslands) for selected number of multiprocessing cores and report the overall computation time. The results report the successive predicted topographies, successive sediments given by erosiondeposition, their prediction accuracy, posterior distribution of selected parameters for selected problem, and also the overall computation time.
The rest of the paper is organised as follows. Section 2 provides a background on Badlands and Bayeslands. Section 3 presents the methodology and Section 4 presents the experiments and results. Section 5 provides a discussion and Section 6 concludes the paper with directions for future research.
Background and Related Work

Badlands
Over the last decades, many numerical models have been proposed to simulate how the Earth surface has evolved over geological time scales in response to different driving forces such as tectonics or climatic variability [33, 34, 35, 36, 37] . These models combine empirical data and conceptual methods into a set of mathematical equations that can be used to reconstruct landscape evolution and associated sediment fluxes [38, 39] . They are currently used in many research fields such as hydrology, soil erosion, hillslope stability and general landscape studies.
In this paper, we use Badlands [3, 40, 41] . This framework is intended to simulate regional to continental sediment deposition and associated sedimentary basin architecture [4, 42] . In its most simple formulation, the Earth surface elevation change is related to the interaction of three types of processes, one driven by tectonic, another describing the smoothing effects associated to diffusive processes, and a last one representing the erosive power of water flow:
where u in m · yr −1 is a source term that represents tectonic uplift. The total downhill sediment flux q s is defined by:
q s is the depth-integrated, bulk volumetric soil flux per width (m 2 · yr −1 ). q r represents transport by fluvial system and q d hillslope processes. Here the fluvial incision is based on the classical detachmentlimited stream power law (SPL), in which erosion rate˙ depends on drainage area A, net precipitation P and local slope S and takes the form:˙ = κ(PA) m S n κ is an erodibility coefficient while m and n are positive exponents characterising the contribution of rain and slope respectively on erosion processes. Despite its simplicity, the SPL reproduces many of the characteristic features of natural systems where detachment-limited erosion regime dominates [33] . With this formulation, sediment deposition occurs solely in topographically closed depression and marine offshore regions.
Constraining the exact values of κ, m and n from natural landscapes is relatively complex and not easily measured from direct field observations. Their values depend on the geomorphological, climatic and tectonic context and their ranges are commonly admitted to be:
• κ varies by several orders of magnitude not only based on lithology, climate, sedimentary flux or river channel width but also with the chosen values of m and n.
In addition to overland flow, semi-continuous processes of soil displacement are accounted for using a linear diffusion law commonly referred to as soil creep [34] :
in which z is the elevation and κ d is the diffusion coefficient. This transport rate depends linearly on topographic gradient and encapsulates in a simple formulation the processes operating on superficial sedimentary layers.
Bayeslands
Bayelands [27] illustrates how Bayesian inference, via the posterior distribution, can be used to estimate and quantify the uncertainty surrounding initial conditions of factors such as rainfall and erodibility. Formally, given some data, D, we make inference regarding unknown parameters, denoted by θ, via the posterior distribution p(θ|D), given by Bayes rule,
where p(D|θ) is the likelihood of the data given the parameters, p(θ) is the prior, and p(D) is a normalizing constant and equal to p(D|θ)p(θ)dθ. Frequently the posterior distribution does not have a closed form solution and it is approximated by a sampling based estimate.
Bayeslands used MCMC to obtain samples of θ from the posterior distribution by proposing values from some known distribution q(θ). The value of θ is then set equal to these proposed values with a probability which ensures the detailed balance condition is met, otherwise the chain remains in its current position, see [43] . The transition kernel which moves the Markov chain from one point to another in the parameter space is the product of the proposal distribution q and the acceptance probability. Under certain conditions, the draws from this transition kernel converge to draws from the stationary distribution, p(θ|D). This algorithm is known as the Metropolis-Hastings (MH) algorithm [16] which is given in Algorithm 1
Alg. 1 Metropolis-Hastings (MH) Result: Drawing from p(θ|D) Set maximum number of iterations, K, and initialize θ = θ [0] Set the current value of θ, θ c = θ
2. Compute acceptance probability
The development of transitions kernels which efficiently explore posterior distributions has been the subject of much research in sampling methods [24] . Bayeslands has major limitations since MCMC random-walk requires thousands of samples to accurately explore the posterior distribution. Executing it in a sequential manner that employs only one processing unit becomes a computational challenge taking into account the time needed to run Badlands when the application problem covers a larger region featuring millions of years. We will address these computational challenges using multi-core parallel tempering in this paper.
Parallel tempering
Posterior distributions of parameters in geophysical inversions problems are notoriously difficult to explore. They are high dimensional, multi-modal and very irregular, by which we mean the derivative of posterior is often difficult to compute and/or it has many discontinuities. An example is shown in Figure 1 that features the likelihood surface of the Continental Margin problem used in Bayeslands [27] . While proposal distributions based on canonical random-walk MCMC methods are gradient free, in sampling multi-modal posterior distributions, they become very inefficient [44] . As evident, the likelihood surface can be highly multi-modal and irregular which makes it natural for these algorithms to be trapped in a local minimum. In such situations, proposal distributions that feature gradients such as Hamiltonian methods will also face difficulties since there are local convergence issues related to gradient based methods [45] . In complex geophysical inversion problems, proposal distributions usually need to gradient free and explore most, if not all the posterior modes. Methods such as gradient-free Hamiltonian Monte-Carlo [46] do not address highly irregular and complex multi-modal distributions. Parallel tempering has been motivated by thermodynamics of physical systems where the temperature of a system determines the ability to change [47] . Parallel tempering is also known as replica exchange or the Multi-Markov Chain method [48, 49] suitable for multi-modal distributions by running multiple MCMC chains at different temperatures in parallel. Typically, gradient free proposals within chains are used for proposals for exploring multi-modal and discontinuous posteriors [50, 51] .
The Markov chains in the parallel replicas have stationary distributions which are equal to (up to a proportionality constant) p(θ|D) β , where β ∈ [0, 1], with β = 0 corresponds to a stationary distribution which is uniform and β = 1 corresponds to a stationary distribution which is the posterior. The replica with smaller values of β are able to explore a larger regions of distribution, while those with higher values of β typically explore local regions.
Communication between the parallel replicas is essential for the efficient exploration of the posterior distribution. This is done by considering the chain and the parameters as part of the space to be explored as highlighted in Algorithm 2. 
, from the chain with p(θ|D) β m c as its invariant distribution according to Alg 1. 2. Propose a new value of m p , from q(m p |m c ). 3. Compute acceptance probability
A number of attempts have been made to improve the parallel tempering algorithm, which includes the efficient way of finding β m for m = 1, . . . , M, [52, 47] , exchange of solutions among the replicas [53] , and joint adaption β m and the proposal distributions for θ in the corresponding chain, [54] . The potential for parallel tempering in geoscience problems has been demonstrated [55] with examples that better convergence than conventional approaches for complex multi-modal optimization problems [50, 51, 14] . A number of factors need to be considered in multi-core implementation which specifically takes into account operating system concepts such as interprocess communications when considering exchange of solutions between the chains [56] . In order to address this, a decentralized implementation of parallel tempering was presented that eliminates global synchronization and reduces the overhead caused by interprocess communication in exchange of solutions between the chains that run in parallel cores [57] . Parallel tempering has also been implemented in a distributed volunteer computing network where computers belonging to the general public are used with help of multi-threading and graphic processing units (GPUs) [58] . Furthermore, parallel tempering has been implemented with Field Programmable Gate Arrays (FPGAs) that has massive parallelizing capabilities which showed much better performance than multi-core and GPU implementations [59] . Furthermore, in terms of applications, other studies have efficiently implemented parallel tempering via multi-core architectures for exploration of Earth's resources [60] .
Methodology:
Multi-Core Parallel Tempering Bayeslands
The task of sampling or running geophysical models is computationally intensive, it is worthwhile to employ parallel computing approach to parallel tempering since thousands of samples are required for efficiently sampling a posterior distribution. Massive parallelizing in multi-core architectures that implements the various chains of the parallel tempering sampling method can help in speeding up the approach while exploring multi-modal posterior distributions. Furthermore, Parallel tempering being a method for implementing Bayesian inference naturally accounts for uncertainty quantification. Therefore, we present a multi-core parallel tempering approach for addressing the limitations of Bayeslands. The overall problem remains the same as Bayeslands, where the task is in sampling from the posterior distribution of selected parameters such as rainfall and erodibility that contribute to the topography development over time with Badlands. In doing so, it is essential to define the likelihood function that will be used to determine where the proposals are accepted.
The remainder of the section defines the model that features the likelihood and priors for parallel tempering Bayeslands. Furthermore, the generation of systematic topographies for the selected problems and the details of implementation of multicore parallel tempering for Bayeslands is also given.
Model and Priors
The likelihood function essentially captures the quality to the proposals by considering the difference between the simulated final topography and the actual one. In the problems where sediment deposition occurs, the likelihood function also considers the difference between the simulated and real successive topographies at selected time intervals.
Let the initial topography be denoted by D 0 , with
, where s i corresponds to site s i , with coordinates latitude, u i , and longitude, v i . Suppose that we are interested in the topography t years into the future, we will denote this by D t , with D T defined to be the current topography. Our model for the process which generates the topography is
for t = 0, 1, . . . , T and i = 1, . . . , n, where θ are the parameters of the Badlands model and f t,s i (θ) is the output of the Badlands forward model. This model states that the topography is function of the Badlands forward model given parameters θ, plus some Gaussian noise with zero mean and variance τ 2 . The likelihood function L l (θ),is given by
where the subscript l, in L l (θ), denotes that it is the landscape likelihood.
Although it may be possible to observe previous topologies, it is not likely and therefore we assume that only the current topology D T is available. However it may be possible to observe other landscape features of the past, such as sediment deposits, and we wish to incorporate the information contained in this data to constrain landscape evolution. We allow for this possibility by defining another random variable z t = (z t,s 1 . . . , z t,s m ) which are the sediment deposits at sites s 1 , . . . , s m . We assume that observed values of z t are a function of the Badlands forward model, with parameter θ and some Gaussian noise
The prior distribution, also known as prior, refers to one's belief in the distribution of the parameter without taking into account the evidence or data [61] . The prior distribution is adjusted by sampling from the posterior with given likelihood function that takes into account the data and the model. In the case of the priors for Bayeslands, we focus on a subset of the parameters of the Badlands model depending upon the problem, see Table tab :truevalues. The complete set of unknowns in our model is θ, τ 2 and σ 2 . We follow the setup in [27] and place uniform priors on the unknown parameters with limits given in Table 3 .
Synthetic topography data
Badlands is a forward stratigraphic model that requires an initial topography and values for θ to simulate an expected final (ground-truth) topography at time T , given by f T (θ) in equation 1, and expected sediment deposits at several points in time, given by g t,s i (θ) using Equation 2.
We consider five landscape problems from which two are taken from Bayeslands which consist of a crater and continental margin (CM) example, where only two parameters (rainfall and erodibility) are sampled. In this work, we present two variants of these problems, such as crater-extended and CMextended. The extended problems consider additional parameters and simulation time for topography development. Furthermore, we also use a mountain building case that features uplift rates as a parameter which is not present in the other problems. The initial topographies for the crater-extended and CMextended cases appear in Figure 2 and Figure 3 , respectively. The final topography after 50,000 years and 1,000,000 years along with erosion-deposition is also given. The Crater and CM cases have an initial and ground-truth topography identical to [27] . Figure 4 shows the initial and ground-truth final topography of the Mountain landscape problem after 1,000,000 years. Note that there is no erosion-deposition catered for this case in the likelihood function to demonstrate that this data is unavailable. Figure 9 shows the evolution of the PT-Bayeslands model. Tables2 and 1 shows values of parameters used to created the synthetic ground-truth topography. The parameters for the two crater problems are, rainfall (m/a), erodibility, m-value, and nvalue. The CM-extended problem features six free parameters, which include marine diffusion coefficient (c-marine given by m 2 /a) and surface diffusion coefficient (c-surface given by m 2 /a) as shown in Table 2 . The mountain problem features 5 free parameters, rainfall (m/a), erodibility, m-value, and n-value, and uplift (mm/a). The priors were drawn from a uniform distribution with lower and upper limit given in Table 3 . 
Multi-core parallel tempering Bayeslands
Parallel tempering can be regarded as an ensemble of replicas of a MCMC sampler. Given N replicas in a ensemble defined by multiple temperature levels, the state of the ensemble is specified by X = θ 1 , θ 2 , ..., θ N , where θ i is the replica at temperature level T i . A Markov chain is constructed to sample θ i at each temperature level T i which is used to rescale the likelihood value for the replica in order to give variates in exploration and exploitations during sampling. In other words, . In principle, at every iteration, the Markov chains can feature two types of transitions that include 1) the Metropolis transition and 2) a replica transition. In the Metropolis transition, each replica is sampled independently to perform local Monte Carlo moves defined by the temperature which is implemented by a change in the likelihood function for each temperature level T i .
The replica transition considers the exchange of two neighboring replicas that are defined by two neighboring temperature levels, i and i + 1, θ i ↔ θ i+1 . The exchange is accepted by the Metropolis-Hastings criterion with probability given in Algorithm 2. The exchange enables a replica with a low temperature level to have a chance to reach a high temperature level which gives enhanced exploration features that can enable to escape a local minimum. In this way, the replica exchange can shorten the sampling time required for convergence. The temperature level is user-defined, which needs to be determined from trial experiments, and is highly dependent on the nature of the problem in terms of likelihood surface and multi-modality. Figure 5 gives an overview of the different replicas that are executed on a multi-processing architecture where each replica runs on a separate core with inter-process communication for exchanging neighboring replica. The Badlands model is executed in the same processing core where the replicas local sampling is executed. The main process is run on a separate core which controls the replica and enables them to exchange the neighboring replicas given the swap time and probability of exchange is satisfied. In order to minimize interprocess communication between processes for reducing computational costs, we only consider replica transition at fixed intervals that are determined by user defined number of samples used for Metropolis samples. Each replica is allocated a fixed sampling time. The main process waits for all samplers to complete their required sampling after which the samplers attempt configuration exchange. The main process waits for each replica until the swap-interval sampling limit is fulfilled. Once the replica reaches this junction, the main process proposes configuration swaps between adjacent replications depending on the replica exchange probability. The main process notifies the replicas post swapping to resume sampling with latest configurations in the chain for each replica. The process continues with the sampling and proposing swaps until the the maximum sampling time is reached.
In the multi-core implementation, we need to consider multiprocessing software development packages so that the resources have efficient inter-process communication [56] considering the exchange of the solutions between neighboring replica's. 
Experiments and Results
In this section, we present the experimental design and results for five landscape evolution problems for evaluating the performance of PT-Bayeslands. We use the landscape problems from Table 1 , that involve synthetic and real-world topographies. We implemented multi-core parallel tempering using the Python multiprocessing library [62] and open-source software package 1 .
Design of Experiments
PT-Bayeslands employs a random-walk sampler for each replica chain which is able to run on separate cores (central processing units). The random-walk was implemented by perturbing the chain in the respective replica with a small amount of Gaussian noise with a parameter specific step-size or standard deviation. The step-size β i for parameter i is chosen to be a combination of a fixed step size φ = 0.02, common to all parameters, multiplied by the range of possible values for parameter i so that
where, a i and b i represent the maximum and minimum limits of the priors for parameter and are given in Table 2 . Note that PT-Bayeslands samples the parameters with prior distribution 1 Parallel tempering Bayeslands: https://github.com/ badlands-model/paralleltemp_Bayeslands highlighted for the respective problems in Table 3 . The stepsize ratio φ was determined by trial experimental runs that was used by all the problems. Similarly, the temperature change for each of the replica's r was δ r = 2.5. In trial experiments, the selection of these parameters depended on the prediction accuracy. We used a fix swap ratio, η = 0.1, that determines when to swap with the neighboring replica which is incorporated into the algorithm 2 and further illustrated in Figure 5 . Therefore, the number of samples s required to check when to swap for a given replica r is given as follows.
where Φ is the total number of samples and Ω is the number of replica's for the problem. The experiments are evaluated in terms of total simulation time, acceptance rate of proposals, and root-mean-squared-error (RMSE) of elevation and sediment (Pred. RMSE), which have been defined in the methodology section.
In parallel tempering, the number of replicas needs to be tailored for the problem. They also determine the total simulation time for the problem. It is generally expected that increasing the number of replica's in a multi-core architecture will shorten the computation time; however, additional time is taken with interprocess communication through swapping of neighboring replicas which is also dependent on the swap interval and number of replica's that can contribute to the wait-time by the main process. As as shown in Figure 5 , the main process runs on a separate core. Therefore given N number of replicas, the total number of processes running will be N +1. The task of the main process is to manage the ensemble of replicas. It will hold and resume the replica sampling process during the swap period. Moreover, we need to ensure that the quality of the topography and sediment predictions by Badlands is retained when number of cores are increased. Hence, we need to investigate the effect on performance accuracy and time of increasing number of replicas for PT-Bayeslands. The experiments are designed as follows.
• Step 1: Investigate the effects on computational time and accuracy when increasing the number of replicas;
• Step 2: Evaluate the number of samples required for convergence defined in terms of prediction accuracy;
• Step 3: Using knowledge from above experiments, apply PT-Bayeslands to all the given problems and report the posterior distributions, computational time, uncertainty and accuracy in topography and sediment predictions.
We present the crater problem for Step 1 and the CM problem for Step 2. Since the CM problem has demonstrated an irregular multi-modal surface, as shown in Figure 1 [27] , it is important to evaluate the effect of sampling time on the posterior distribution and the accuracy of prediction.
Results
We evaluate the effect of the number of replicas, executed in different cores, has on the total time for the CM-extended topography. Table 4 presents a summary of the results that employs 100,000 samples in PT-Bayeslands for the CM-extended experiment. We observe that increasing the number of replicas reduces the overall computation time. However the number of replicas does not appear to effect the RMSE. Figure 6 shows the effect of the number of cores on the time, panel (a) and on the RMSE, panel (b) .
Next, we evaluate the effect of the prediction accuracy given an increase in the number of samples. Table 5 presents summary of the results on the effect of number of samples for the CM-extended topography with 24 replicas. We observe that increasing the number of samples increases the overall time taken, and reduces the acceptance rate of proposals. Moreover, the interval between (10,000 -100,000) samples does not have a major difference in the prediction accuracy. Hence, even with 10,000 samples, PT-Bayeslands can provide estimation and uncertainty quantification. Due to the stochastic nature of the method and the difficulty of the likelihood surface shown in Figure 1 , we don't see a clear trend in convergence when the number of cores (replicas) or samples are increased. The performance depends on initial conditions that is given by the initial points of the chains; depending on how far they are from one of the modes in the likelihood surface, and the tendency to be trapped in a local minimum.
In the next set of experiments, we used 24 cores with 100,000 samples for all the problems. Table 6 shows a summary of results for the given problems. Note that the total prediction accuracy is given by (Pred. RMSE) which consists of sediment Figure 6 : The effect of the number of cores on time, panel (a) and on the RMSE, panel (b) . Note that a 95% confidence interval for the slope of the regression line in panel (b) , is [-14.2,2.6], showing that the slope is not significantly different from zero. prediction accuracy (Sed. RMSE) and elevation prediction accuracy (Elev. RMSE). Pred. RMSE considers the difference between the ground-truth and final topography given by Badlands (after maximum number of evolution time in years). However, the Sed. RMSE considers the successive predicted sediments taken equally over 4 different timescales given in years. A major observation here is the overall computation time for the five problems, which is due to the time taken by Badlands to execute each proposal. The crater and crater-extended cases are simpler problems (with shorter evolution time and fewer parameters), hence more proposals are accepted when compared to the CM cases. Moreover, the overall prediction performance (Pred. RMSE) has been significantly improved by PT-Bayeslands. A cross-section of the crater with the uncertainty of prediction is shown in Figure 7 .
We select the results for the CM-extended problem from Table 6 and present further details which include; 1.) successive predicted topographies and erosion-deposition at four stages of evolution (Figure 8 ), 2.) cross-section that gives uncertainty of topography prediction (Figure 10) , and 3.) selected posterior distributions, and trace-plots during sampling (Figure 11 ). Note that erosion is represented as positive while deposition is represented as negative (height in meters) (Figure 8 ). Posterior distributions, trace plots, and other results for all parameters and all models are available in the on-line supplementary material. In comparison with the true values given in Table 2 that was used to generate the synthetic ground-truth topography, we notice that the true values were not recovered in some of the posterior distributions (e. g. Figure 11 ). However, as shown in the likelihood surface (Figure 1 ), a number of sub-optimal values exist. Due to multi-modality, although the true values are not recovered for certain parameters, the sub-optimal modes give accurate predictions. Note that the likelihood surface shown in Figure 1 ) is for two parameters only (rainfall and erodibility). Comparison with literature (MCMC Bayeslands [27] ) is given in Figure 12 . The trace-plot in these figures show that the PT-Bayeslands have advantages in exploration with multiple replicas. The comparison of the computational time is given in Table 7 . These results show that PT-Bayeslands has a significant improvement in computational time and accuracy in prediction performance.
In this paper, we only show details of the posterior distribution, successive topography and successive erosion-deposition predictions for a sample of model runs. Detailed results for all problems and model runs are provided in supplementary material online 2 .
Discussion
The results have shown that computation time for a given number of iterations does not scale linearly with the number of replicas. There is a trade-off between proposing to swap chains and the rate of convergence of the PT-Bayeslands. Swapping proposals between neighboring replicas, in principle, gives better mixing but introduces computational cost because each chain needs to wait for all the replicas to complete in order to compute the neighbor swap probability. This computational cost can be high if the number of replicas is large. We note that the synthetic problems considered in this paper, only required a few seconds of simulation time for Badlands, whereas, in realworld problems, each simulation of Badlands could take several minutes to hours. In such cases, the trade-off between the frequency of swapping and prediction accuracy would need to be evaluated. In this study, we observed that increasing the number of cores does not necessarily mean that the prediction accuracy will get better. In particular it is advantageous to use a larger number of cores for large scale problems where the Badlands model takes hours to evaluate a single proposal. Moreover, the replica temperature is also an important feature that can be evaluated in future works. Since evaluation of such parameters is computationally expensive for large scale problems, heuristics such as geometric temperature intervals can be used [52, 47] . depends upon the type of topography and the parameter. For example, the estimated posteriors distributions for all parameters in the Crater topography contained the true value of that parameter, while in the CM-extended topography, only some of the posterior distributions contained the true parameter. This is not surprising when one considers the highly irregular shape of the likelihood surface, as given in Figure 1 [27] . Despite this variability in results the predictions were accurate which could be attributable to a multi-modal posterior. Multi-modal distributions are well known in Earth science problems in the literature (e.g. [63] and [64] ). Multi-modality implies that there are several optimal values of the parameters where multiple combinations of the given parameters can plausibly predict or simulate the topography that closely resembles the synthetic or groundtruth topography [65] . Figure 13 shows the posterior distribution of the uplift parameter for the Mountain topography. In this case the the chains found the true value early and did not stray far in their exploration, likely because the uplift parameter is not sensitive to the solution at the scales explored here (0.1 -1.7 mm/a). The likelihood surface shown in Figure 15 suggests this, as rainfall increases and uplift decreases (with other parameters set to their true values) the likelihood remains high. Adjusting the temperature of the chains and swap ratios can help influence the exploration of the chains to fit the problem more appropriately. Yet here Figure 14 shows that the ground-truth and the PT-Bayeslands predictions fit well, indicating that the explored space collectively for all parameters taken together was sufficient to match the data.
Furthermore, the experiments considered a fixed value for some parameters, such as rainfall, that can have varying effects given different regions and geological timescales. It is well known that climate change may affect rainfall with varying implications to the environment, and in this case the topography in terms of elevation via affecting erosion and sedimentation. Therefore, it would be reasonable to implement region-and time-dependent constraints for some parameters to fully take into account the effects of climate changes.
Conclusions and Future Work
We presented a computationally efficient implementation of multi-core parallel tempering for improving the computational time require to estimate parameters of the Bayeslands model. The proposed methodology provides a general systematic approach for uncertainty quantification of free parameters in basin and landscape dynamics models (Badlands). The results showed that the method not only reduces the computation time, but also provides a means to explore the parameter space in highly irregular multi-modal landscapes. This has been demonstrated by the results that show better posterior distributions of the parameters along with improvement in prediction accuracy of topography and sediment deposition.
Future work will extend the method for a larger number of parameters that includes spatio-temporal variations in rainfall and uplift for different timescales and regions. Moreover, for large-scale or continental-scale problems, it would be reasonable to implement further enhancements to the method for lowering the overall computational time. This could be done through surrogate-assisted models where at times the surrogate of Badlands implemented via machine learning evaluates the proposals. There is scope for real-world applications, that feature landscape evolution for geological timescales. Further, efficient gradient free proposals need to be constructed as the number of parameters and the complexity of the model increases. 
