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要 旨
事例ベース意思決定理論に基礎を置いた経験類似度（ES, Empirical Similarity）という概念を
適用することにより，異なるモデルから生じるボラティリティ予測値を結合する．経験類似度の
枠組みでは，意思決定者が予測モデルや予測値の尤もらしさに関する確率評価を行わずに，専ら
類似性のみに依拠して将来を予測することができる．具体的には，過去のモデル予測値と対応す
るボラティリティの実現値との距離を定量化することによって，予測の組合せの重みを決定す
る．そして，決定された重みを用い将来のボラティリティを予測する．本稿では，この経験類似
度モデルから得られたボラティリティの予測値とその他時系列モデルの予測値とを実証的に比
較する．モデルの予測力比較については，誤差関数に基づくモデル信頼集合（Model Conﬁdence
Set, MCS）を用いることにより，複数の銘柄と推定予測期間におけるモデルの予測力を順位付
けし，最良モデルの累積頻度を分析し評価する．
キーワード：経験類似度，実現測度，HARQ，ESQ，モデル信頼集合．
1. はじめに
類推による推論は，過去の経験に基づき，未来の出来事を予測する基本的な方法の 1 つであ
る（Gilboa et al., 2011）．帰納的推論の論理的妥当性に疑問を持ち，また類推的推論を議論した
ことで有名な Hume（1748）は，将来について過去から学ぶ基本思想である．一般的に，不確実
あるいは無知な状況において，意思決定者は将来の確率を評価できない，あるいは評価したがら
ないが，将来について過去から学びその類似性に基づき思考することは可能である．より現代
的に表現すれば，不確実性下の意思決定におけるフォンノイマン・モルゲンシュテルンの期待効
用理論では，意思決定者は起こりうる状態をすべて列挙しつくした状態空間と，その上の確率
分布から計算される期待効用を最大化すべく行動すると想定されている（尾山, 2012）．しかし，
意思決定者が状態空間を完全に把握していると想定するにはあまりにも無理がある状況も多々
あり，そのような状況での意思決定についての 1つの考え方は，人々は過去の経験からの類推に
基づいて現時点での行動を決めるであろう，というものである．これが Gilboa and Schmeidler
（1995, 2001）の提唱する事例ベース意思決定理論である（尾山, 2012）．この類似性に基づく推論
は，医学，法律，ビジネス，政治，あるいは人工知能における意思決定に幅広く応用されている
（Gilboa and Schmeidler, 2001）．この事例ベース意思決定理論は，以前経験した過去の状況との
類似性を考慮することによって，現状を評価するという類推的思考を意思決定者に仮定している
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（Gilboa and Schmeidler, 2001）．現在の状況に類似した事例は，あまり類似していない事例と比
較して，より大きい重みが与えられる．この考え方が事例ベース意思決定理論に基づく経験類
似度（ES, Empirical Similarity）の概念（Gilboa et al., 2006, 2011）であり，Gilboa and Schmeidler
（2012）によりデータから類似度関数を推定する計量経済学的枠組みが提供された．これにより，
意思決定者によって認識される事例（問題，状況）間の距離を計測することが可能となった．本
稿では，非確率的な手法で異なるモデルから得られる予測値を組み合わせるために，Golosnoy
et al.（2014）の提案した経験類似度の概念を利用する方法を用いる．ここでの設定では，競合す
るモデルから得られた異なる予測値は，現在観測された状態あるいは実現値にある程度類似し
ている事例として評価される．直近でより正確な点予測値を与えるモデルには，その他のモデ
ルと比較して，より大きい現在の重みを与える．Golosnoy et al.（2014）の核となるアイデアは，
現在の観測値と，異なるモデルから得られる直近の 1期先予測値との間の経験類似度距離を計
測することである．この類似度距離により，次の期のモデルの重みが決定される．したがって，
この経験類似度によるモデル組合せ手法は，予測モデルの組合せの重みを決定するために，異
なるモデルの直近の予測力に関する情報を利用する．Golosnoy et al.（2014）によれば，その他
の確率的手法と比較して，この経験類似度によるモデル組合せ手法を用いる利点として，以下
の 3 点が考えられる．
（1）モデルの事後確率や予測値の平均二乗誤差 (Mean Squared Error, MSE）などを算出する必
要がない．
（2）経済主体の選好に予測モデルの重みを関連づけられる．
（3）意思決定者が予測値と実現値間の類似度をどのように評価するかをデータから明らかにで
きる．
本稿の実証研究では，前述の Golosnoy et al.（2014）により提案された経験類似度によるモデ
ル組合せ手法を，日次実現ボラティリティ過程をモデル化することにより分析する．この目的
のために，先行研究同様，Corsi（2009）によって提案された，過去の異なる投資期間における
推定結果をボラティリティの予測に反映できる HAR（Heterogeneous AutoRegressive）モデルの
組合せに対する経験類似度を評価する．この実証研究において予測力評価に利用されるデータ
は，1999年 1月から 2013年 12月まで 15年分の株価指数 6 銘柄と東京証券取引所 1部上場の個
別 24 銘柄の 1分間隔高頻度データから得られた日次実現ボラティリティである．データの標本
期間については，1999年から 2013年までの，インサンプル，アウトオブサンプルを含む計 225
通りの推定予測期間を分析対象とする．この 225通りの組合せの内訳は，インサンプル 120通
り，アウトオブサンプル 105通りである．これらインサンプルとアウトオブサンプルにおける
予測を行うことにより，複数の一般的なボラティリティモデルに対して，この経験類似度によ
るモデル組合せ手法の予測力を比較する．予測力の比較に関しては，インサンプルとアウトオ
ブサンプルにおいて得られた各モデルの誤差関数値を統計的仮説検定の枠組みで適切に予測力
の評価を行うため，ここではHansen et al.（2011）が提案するモデル信頼集合（Model Conﬁdence
Set，以下 MCS）を用いる．MCS により，特定の真のモデルを仮定すること無しに，所与の有
意水準での最良なモデル選択が可能となる．最後に，Mincer and Zarnowitz（1969）により提案
された予測力を評価する一般的な手法の 1つである Mincer-Zarnowitz（MZ）回帰を，各モデルの
予測値に対して実行し，得られた自由度調整済み決定係数の値を比較する．
本稿は，次のように構成される．第 2節では，本稿の理論的背景となる経験類似度の統計モ
デルを詳細に解説する．第 3 節では，実証分析に用いるデータを説明した後，モデルの予測力
比較を MCS および MZ回帰により行う．第 4 節では，本稿における実証分析の結果を纏め，
将来の研究に対する方向付けを示唆し結論とする．
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2. 理論的背景
ここでは，Gilboa et al.（2011）および Golosnoy et al.（2014）に基づき，本稿で用いられる経
験類似度の理論的背景について解説する．
2.1 経験類似度
ある変数 ytの値を，関連する変数の値 xt = (x1t , . . . , x
d
t )によって構成されるデータベースに
基づき評価する．例えば，ytは，家具の骨董品の価格であるとしよう．ここで xtはそのスタイ
ル，製造年，大きさなどといった特性値を表すとする．ytを評価するために，過去の観測値 xi
と 現在の値 xt とをいかにして結合すべきであろうか？もし Hume（1748）のアイデアに従うな
らば，過去の条件 xi = (x1i , . . . , x
d
i )が xtと似ているか，あるいは似ていないかを表す類似度の
考えが必要となる．ここでは ytの予測において，より似ていない条件の下で得られた観測値よ
りも，より似ている条件の下で得られた観測値により高い重みを与えたい．上の例では，最近
売られた同様の骨董品の価格によって，この骨董品の価格を評価することは，道理にかなって
いる．さらに，「スタイル，製造年，大きさ，および売りだされた時期」に関して過去の観測値
が現在の観測値により似ているほど，現在の評価において，この観測値により大きい重みを置
きたいと考える．
形式的に，類似度関数 s : Rd × Rd → R++ = (0,∞) を仮定し，データベース (xi, yi)i≤n と新
しいデータ点 xt = (x1t , . . . , x
d
t ) ∈ Rd が与えられたならば，yt の類似度予測子は
(2.1) yst =
∑
i<t s(xi, xt)yi∑
i<t s(xi, xt)
と定式化できる．あるいは，もし (xt, yt)t≤n におけるデータ点の順序が任意ならば
(2.2) yst =
∑
i =t s(xi, xt)yi∑
i =t s(xi, xt)
と定義することもできる．類似度関数 sについては，いくつかの弱い仮定を満たすならば（Lieber-
man, 2010），任意の関数形で表すことが可能である．例えば Billot et al.（2008）は，次の形をと
る類似度関数と同値な類似度加重平均についての条件を与えている．
s(x, x′) = exp(−‖x− x′‖)
ここで ‖ · ‖は Rd におけるノルムである．具体的には，ここでは加重ユークリッド距離によっ
て定義されたノルムの族に焦点を当てると
sw(x, x
′) = exp(−dw(x, x′))
となる．ここで w ∈ Rd+ は，次式で与えられる 2つのベクトル x, x′ ∈ Rd 間の距離の加重ベク
トルである．
(2.3) dw(x, x
′) =
d∑
j=1
wj(xj − x′j)2
従ってこの定式化では，類似度関数は各予測子を含めたパラメータの d -次元ベクトルとなる．
統計的推論を実行し，仮説検定により定性的結果を得るために，（2.1）式と（2.2）式は統計モデ
ルに組み込むことができる．すなわち，それぞれ
(2.4) yt =
∑
i<t sw(xi, xt)yi∑
i<t sw(xi, xt)
+ εt
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および
(2.5) yt =
∑
i =t sw(xi, xt)yi∑
i =t sw(xi, xt)
+ εt
というモデルを考える．ここで {εt}は iid(0, σ2)である．（2.4）式は，ある種の因果モデルとし
て解釈できる．例えば，経済主体による価格形成過程を考えてみると，この経済主体は，過去
において既に価格が決定されている他の商品との類似度に応じて，不動産や美術品のような商
品の価格を決定するだろう．したがって，（2.4）式は，価格を決定する際の経済主体が関与する
思考過程のモデルとして考えることができる．モデル（2.5）式は，同様の方法で直接的に解釈す
ることができない．各 yt の分布が他のすべての yt に依存するので，（2.5）式は，その過程の時
間的進展を説明することができない．しかしながら，そのような相互依存性は，空間統計学の
応用分野として一般的な地理学，社会学，あるいは政治学データでは自然に解釈できる．
2.2 経験類似度とカーネル推定量の関係
ここでは，説明を簡明にするため 1次元，すなわち d = 1の変数としてX が存在する場合を
考える．ノンパラメトリック回帰モデルでは，通常次のようなデータ生成過程を仮定する．
yi = m(xi) + εi, (i = 1, . . . , n), εi ∼ iid(0, σ2)
ここでm : R → Rは xと yを関係づける未知の関数である．広く用いられているm(·)のノン
パラメトリック推定量は，ナダラヤ・ワトソン推定量であり
mˆ(xt) =
∑n
i=1K(
xi−xt
h
)yi∑n
i=1K(
xi−xt
h
)
のように定義される．ここで K(x) は，カーネル関数，すなわち，他の正則条件と同様に∫
K(z)dz = 1 を満たす非負の関数であり，h は，バンド幅パラメータである．たとえば，も
しガウシアンカーネルを選択すれば
(2.6)
1
h
K
(xi − xt
h
)
= (2πh2)−1/2 exp
(
− (xi − xt)
2
2h2
)
が得られる．分散とバイアス間のトレード・オフ関係があるので，h の選択はノンパラメトリッ
ク統計学における重要な論点である．最適バンド幅の選択に対して最も一般的な基準の一つは，
平均積分二乗誤差を最小化することである．すなわち，最適な hは
h∗ = arg min
h
Ef0
∫
(mˆ(x)−m(x))2dx
を満たす．ここで期待値 Ef0 は，yの真の分布 f0の下での期待値を意味する．もし xが可算で
あり，m(x)を yに置き換えるならば，誤差の二乗和の期待値を最小化するという基準で h∗ を
決めることになる．
いま，カーネルを基にした推定と経験類似度間の関係を議論することにしよう．上で説明さ
れたように，経験類似度法は
yt =
∑n
i=1 sw(xi, xt)yi∑n
i=1 sw(xi, xt)
によって yt を予測することを提案している．ここで
sw(xi, xt) = exp(−dw) = (π/w)1/2
[
1
(1/
√
2w)
K
(
xi − xt
1/
√
2w
)]
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であり，dw は（2.3）式において定義され，K は（2.6）式において与えられる．そして∑n
i=1 sw(xi, xt)yi∑n
i=1 sw(xi, xt)
=
∑n
i=1K(
xi−xt
1/
√
2w
)yi∑n
i=1K(
xi−xt
1/
√
2w
)
であり，この設定では h = 1/
√
2wという結果となる．
2.3 モデル結合のための経験類似度
関心のある変数 ytを予測するために組み合わされた d個のモデル xt = (x1t , . . . , x
d
t )があると
仮定する．Bates and Granger（1969）によれば予測の線型結合とは
(2.7) yˆt =
d∑
j=1
ajt−1x
j
t−1
によって与えられる．ここで非負の ajt は，
∑d
j=1 a
j
t ≡ 1となる j 番目のモデルの比率を表す．
（2.7）式における重み ajt は，モデルや予測値の尤もらしさに関する（確率等の）定量的評価に関
連づけた解釈が可能だが，何らかの目的関数を考えることによって，より適切な重み ajt を選択
できるかもしれない．Elliott and Timmermann（2004）ではモデルから導かれる MSE の小ささ
が重み係数に対応している．この重み ajt を適切に選択するために，いくつかの接近法が提案
されているが，どれも一般的な方法とまではなっていない．そこで Golosnoy et al.（2014）は，
Gilboa et al.（2006）による ES 概念に基づいた予測の線形結合を，次のように定式化した．
yt =
p∑
j=1
φ[yt−1, x
j
t−2]x
j
t−1 + εt, εt ∼ (0, σ2)
この定式化の特徴は，重み φ[yt−1, xjt−2]を得るために必要な一期前の予測値 x
j
t−2と対応する実
現値 yt 間の距離を計測できることにある．そして，予測値 xt = (x1t , . . . , x
d
t ) の加重和である予
測の線形結合は
yˆt =
d∑
j=1
φ[yt−1, x
j
t−2]x
j
t−1
によって与えられる．
また，重み φ[·, ·]は，観測されたデータの過去の値に依存し，現在の実現値の代理変数と j番
目のモデルの予測値間の距離は
φ[yt, x
j
t−1] =
θ[yt, x
j
t−1]∑d
k=1 θ[yt, x
k
t−1]
のように算出される．重み φ[yt, xjt−1] ∈ [0, 1]は，
∑d
k=1 φ[yt, x
k
t−1] ≡ 1という性質を持つ正規
化された相対経験類似度として解釈できる．右辺の θ[yt, xjt−1]は類似度関数であり，もし ytと
xjt−1 間の距離が短ければ，θ[yt, x
j
t−1] は高い類似度を示唆する．本稿では前節で導入した次の
ような Billot et al.（2008）による指数型関数を類似度関数として用いる．
θ[yt, x
j
t−1] = exp(−ωj(yt − xjt−1)2), ωj ∈ R
3. 実証分析
実証分析の目的は，東京証券取引所上場の株価指数および個別銘柄の日次ボラティリティの
予測を通じて，前節で導入した経験類似度モデルの予測力を評価することにある．この目的の
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表 1．実証研究における分析対象銘柄（30 銘柄）．
ために，ここでは日経メディアマーケティング株式会社より提供された各株価指数と個別銘柄
のティックデータを 1分間隔の高頻度データに加工し用いている．標本期間は，1999年 1月 4
日から 2013年 12 月 30 日までの 15年分であり，使用した株価指数および個別銘柄は下記の通
りである．まず株価指数に関しては，TOPIX，日経株価指数 300，日経平均，東証電気機器株
価指数，東証輸送用機器株価指数，東証銀行業株価指数，の計 6 銘柄である．また個別銘柄に
関しては，2009年 4 月 1日時点での TOPIX Core30 に含まれる銘柄から，1999年から 2013
年まで継続的に市場で取引された計 24 銘柄を用いる．除外された 6 銘柄については，セブン
&アイHD（1999–2005年），JFE-HD（1999–2002年），三菱UFJ-FG（1999–2001年），三井住友 FG
（1999–2002年），みずほ FG（1999–2003年），東京海上 HD（1999–2002年），である（括弧内は欠
損期間）．ここでの実証研究の分析対象に採用された株価指数 6銘柄と個別 24銘柄については，
表 1にまとめてある．
本研究における実証分析において用いられる日次時系列データは，株価原系列，その対数収益
率，実現ボラティリティ（Realized Volatility,RV），および Realized Quarticity（RQ）である．な
お，RV および RQの対数および平方根を後述する HAR モデルで定式化し分析を行なったが，
特に予測力に大きな変化は見られなかったため，これらの結果については割愛した．次に，こ
れらのうち RV および RQという 2つの実現測度について解説する．
3.1 実現測度
金融市場における最も一般的なリスク指標の一つであるボラティリティは，対数収益率の分
散あるいは標準偏差として定義される．これまで，ボラティリティを推定するために多くのモ
デルが提唱されたが，これらのモデルは，基本的にパラメトリックであり，日次，週次，月次
といったボラティリティを同じ頻度で取られたデータを用いて推定するよう設計されている．
しかし，近年，金融資産価格の日内データが広範に利用可能となり，その日の日次ボラティリ
ティを事後的に算出するために，秒あるいは分刻みに取られた非常に高頻度なデータを利用す
ることが可能となった．
そこで，ここでは日内高頻度データを利用した日次ボラティリティの推定手法の概略を以下
に解説する．まず Bollerslev et al.（2016）に従い，ここでは確率微分方程式
d log(Pt) = μtdt+ σtdWt,
によって決定される金融資産価格過程 Ptを考える．ここで μtと σtは，それぞれドリフトと瞬
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時的ボラティリティ過程を表し，Wt は標準ブラウン運動である．なお，ここでのモデルは，理
解を容易にするために，ジャンプを含んでいないものとする．本論文の主要な目的は，潜在す
る日次ボラティリティ，つまり Integrated Variance（IV）を推定し予測することにある．具体
的に，日次の IV は形式的に
IVt =
∫ t
t−1
σ2sds
によって定義される．この IV は金融市場において直接的に観測できないが，次式で与えられ
る RV は日内高頻度収益率の二乗和として算出できる．時点 t = 1, 2, . . . , T における株価を St，
その対数収益率を rt = logSt − logSt−1，そして実現ボラティティは RVt と表している．RV
については，1 分間隔で標本抽出された日内収益率の 2 乗和として下記のように定義される
（Andersen et al., 2001）．
RVt =
nt∑
i=1
r2t,i
ここで rt,iは t日における i 番目の観測された対数収益率であり，ntは t日における標本数を表
す．対数価格過程をセミマルチンゲールにおける連続マルチンゲール部分と考えることにより，
この RV は IV の代理変数とみなすことができる．また RV は，IV の一致かつ不偏推定量で
あることが知られている（McAleer and Medeiros, 2008）．従って，日次 RV の推定には，24 時
間の完全な高頻度データが必要となるが，東京証券取引所の取引時間は，前場 9:00–11:00（2011
年 11月 21日以降は 11:30まで）と後場 12:30–15:00であり，昼休みと夜間の情報を無視した RV
は「1日分」のボラティリティ測度としては適切ではない．そこで，本稿では Hansen and Lunde
（2005）の改良版であるMasuda and Morimoto（2012）の手法を推定された RV に適用する．こ
の手法は，前場，昼休み，後場，夜間それぞれに適した重み λ1,λ2,λ3 および λ4 を用い
RV weightedt = λ1Y
2
t,1 + λ2RVt,2 + λ3Y
2
t,3 + λ4RVt,4,
を定義する．ここで Y 2t,1 と Y
2
t,3 は，それぞれ t 日の夜間と昼休みにおける収益率の 2乗を表
し，RVt,2 と RVt,4 は，それぞれ t日の前場と後場における RV を表す．以上の修正は，モデル
や予測法の構成にかかわらず必ず行う処置であるので，今後，表記の簡略化のため RV weighted
は RV と表す．
さらに，RV は 1 分間隔という比較的短い時点でサンプリングされた日内収益率を用いた場
合，マイクロストラクチャーノイズと呼ばれる市場のミクロ構造に起因する観測誤差の影響を受
けてしまうことが知られている．このバイアスを緩和するための方法としては，低頻度時間間隔
の RV（例えば Andersen and Bollerslev（1997）や Bandi and Russell（2004）など），サブサンプ
ル法（Zhang et al., 2005），あるいはカーネル法を用いることなどが考えられているが，本稿では
Hansen and Lunde（2005）に従い Bartlettカーネルを用いたNewey-West（NW）推定量を用いる．
この NW 推定量は前述のサブサンプル法とほぼ同一の推定量であることがBarndorﬀ-Nielsen et
al.（2008）によって示されている．
Bollerslev et al.（2016）によれば，上述の RV における推定誤差は，Barndorﬀ-Nielsen and
Shephard（2002）の Δ → 0 における漸近分布理論により下記のように特徴づけられる．
(3.1) RVt = IVt + ηt, ηt ∼ MN(0, 2ΔIQt)
ここで IQt ≡
∫ t
t−1 σ
4
sdsは，Integrated Quarticity（IQ）を表し，MN は混合正規すなわち IQt の
実現値に条件付けられた正規分布である．また，IV に対する RV と同様に考えることにより，
Realized Quarticity（RQ）は
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図 1．株価，収益率，実現ボラティリティ，および RQ（TOPIX）．
RQt ≡ M
3
M∑
i=1
r4t,i
によって与えられ，この RQは，IQ の一致推定量となることが知られている．しかし，IQの
推定には，測定誤差等多くのノイズを含む日内収益率の 4 次モーメントの推定を含んでいるた
め，ジャンプの大きさが小さくても RQ 推定量は不安定にならざるを得ない．そこで，例えば
Andersen et al.（2012）は，ジャンプの影響を少しでも低減させるため，隣接する各収益率の最
小値あるいは中央値を使った 2 つの頑健な IQの推定量としてMinRQおよびMedRQを提案
しているが，本稿では RV と同様に Bartlett カーネルを用いた Newey-West（NW）推定量を RQ
の推定に用いている．
ここでは紙幅の関係上，上述の 30 銘柄のうち株価指数と個別銘柄から各 1 銘柄に関する時系
列データの特徴を概観する．まず，図 1および図 2は，それぞれ TOPIX，日立製作所の 1999
年 1月から 2013年 12月までの 15年間分の株価，対数収益率，実現ボラティリティ，および
RQを図示したものである．これらの図の特徴を見ると，期間後半に 3回の大きな変動が見られ
る．特に実現ボラティリティの図を見ると，その山を捉えやすい．これらの大きな変動は，古
い方から順に 2008年 9 月のリーマン・ショック，2011年 3月に発生した東北地方太平洋沖地
震，そして 2013年 5月 23日の日経平均大暴落がそれぞれ対応している．
さらに，表 2および表 3は，それぞれ TOPIX，日立製作所の 1999年 1 月から 2013年 12 月
までの 15年間分の株価，対数収益率，および実現ボラティリティから計算された基本統計量で
ある．これらの表から分かることは，両者とも対数収益率 rtの尖度が 3 以上となっており一般
的な金融時系列の持つ特徴が表れている．歪度は両者とも負の値を示しており，これは収益率
分布の山が右側つまり正の方向に偏っていることになり，興味深い結果である．また，両者と
も最大値と最小値は絶対値で 10%を超えており，平均値はほぼ 0 に等しくなっている．
3.2 モデル
ここでは，実証分析に用いる 15 個の時系列モデルを紹介する．まず，Corsi（2009）によって
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図 2．株価，収益率，実現ボラティリティ，および RQ（日立製作所）．
表 2．基本統計量（TOPIX）1999–2013．
表 3．基本統計量（日立製作所）1999–2013．
提案された HAR（Heterogeneous AutoRegressive）モデルは，単純な線形回帰の枠組みにおいて，
異なる周期において標本されたボラティリティ測度を組み合わせる．日次ボラティリティ過程
vt に対する標準的 HAR モデル は
vt = α0 + ω1v
(d)
t−1 + ω2v
(w)
t−1 + ω3v
(m)
t−1 + εt, εt
iid∼ (0, σ2)
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によって与えられる．ここで v(d)t−1 = vt−1は日次，v
(w)
t−1および v
(m)
t−1は，それぞれ週次平均と月次平
均ボラティリティ測度である．これらは，v(w)t = 5
−1∑5
i=1 vt−i+1 and v
(m)
t = 22
−1∑22
i=1 vt−i+1
として定義される．HARモデルは，観測できない真の vtを実現ボラティリティ rvt で代用する
ことにより，OLS回帰の枠組みで推定できる．ボラティリティ成分に経済学的解釈を与えると
すれば，v(m) はファンダメンタルなマクロ経済に起因する長期的な不確実性因子，v(w)は新し
くもたらされた情報が市場に浸透するまでの中期的な不確実性因子，v(d)は投機的活動を反映す
る短期的な不確実性因子とそれぞれみなすことができるかもしれない（Golosnoy et al., 2014）．
次に，Golosnoy et al.（2014）において 1/3 モデルと呼ばれた HAR モデルの定数項を 0 とし，
その他 3 つのパラメータを全て 1/3 の値に固定したモデル
vt =
1
3
v
(d)
t−1 +
1
3
v
(w)
t−1 +
1
3
v
(m)
t−1 + εt, εt
iid∼ (0, σ2)
を，本稿内では ES0モデルと言及する．この ES0モデルは直接的に経験類似度を用いてはいな
いが，経験類似度 ES1モデルのパラメータを θ[vt−1, vt−2] = θ[vt−1, v
(w)
t−2] = θ[vt−1, v
(m)
t−2 ] = 1/3
とした場合と考え ES の名前を冠している．ES0 モデルは，上述のようにパラメータが 1/3 と
定数であるのでデータから値を推定する必要が無く，予測力評価の段階においてのみ登場する．
3つ目のモデルは，本稿において中心的役割を果たす経験類似度モデル ES1である．ES1モ
デルは，経験類似度の概念により，直接的に観測された過去のデータに基づき，ボラティリティ
モデル成分の予測値に対する重みを推定する．モデル集合Hに属するモデル h から得られるボ
ラティリティの予測値を v(h)t によって表すならば，ボラティリティ予測のための経験類似度モ
デルは
vt =
∑
h∈H
φ[vt−1, v
(h)
t−2] · v(h)t−1 + εt =
∑
h∈H θ[vt−1, v
(h)
t−2] · v(h)t−1∑
h∈H θ[vt−1, v
(h)
t−2]
+ εt, εt
iid∼ (0, σ2)
と与えられる．ここで
∑
h∈H φ[vt−1, v
(h)
t−2] ≡ 1であり，θ[vt, v(h)t−1] = e−wh(vt−v
(h)
t−1)
2
によって定
義される類似度関数は，現在のボラティリティの状態 vt と h番目のモデルの予測値 v
(h)
t 間の
距離を計測する．こうして，重み φ[vt, v
(h)
t−1] ∈ [0, 1] とモデルの予測値 v(h)t を用いることにより
vt+1 が予測できる．
本稿では Golosnoy et al.（2014）と同様，ベンチマークとして HARモデルを用いるので，そ
の 3つの成分と経験類似度モデルを組み合わせることに焦点を合わせる．ここでの目的は，現
在のボラティリティと，異なる期間で標本されたボラティリティの加重和との相対距離が，ど
のように観測された過去のデータから決定されるかを評価することにある．つまり，異なる投
資期間を持つ経済主体がこれらのボラティリティ過程の重みについて，どのように評価してい
るのか経験類似度を用いて分析したい．今後 ES1モデルとして表される HAR成分を持つ経験
類似度モデルは
(3.2) vt =
θ[vt−1, vt−2]vt−1 + θ[vt−1, v
(w)
t−2]v
(w)
t−1 + θ[vt−1, v
(m)
t−2 ]v
(m)
t−1
θ[vt−1, vt−2] + θ[vt−1, v
(w)
t−2] + θ[vt−1, v
(m)
t−2 ]
+ t, t ∼ (0, σ2)
と与えられる．ここで
θ[vt−1, vt−2] = exp(−ω1(vt−1 − vt−2)2)
θ[vt−1, v
(w)
t−2] = exp(−ω2(vt−1 − v(w)t−2)2)
θ[vt−1, v
(m)
t−2 ] = exp(−ω3(vt−1 − v(m)t−2)2)
である．
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ES1モデルは，異なるボラティリティの単純な重み付き平均を仮定している予測モデルの組
合せとして解釈できる．成分 vt−1 は 1日前のボラティリティから得られる予測値である一方，
v
(w)
t−1と v
(m)
t−1 直近 1週間および 1 ヶ月における移動平均の予測値に他ならない．結局のところ，
（3.2）式における日次ボラティリティ vt は，過去の日次実現ボラティリティの加重平均として
表される．（3.2）式より明らかなように，ES1モデルは HARモデルよりパラメータが 1つ少な
い，すなわち定数項が無いことに特徴がある．
次に，前節で導入した RQ を組み入れた 3 つのモデルを紹介する．まず，Bollerslev et al.
（2016）は IV における動的依存関係を，次のようなラグ次数 1の自己回帰モデルによって記述
できると仮定した．
IVt = φ0 + φ1IVt−1 + ut
ここでは，ut ∼ iid(0, σ2u)であり，IVt の観測誤差 ηt ∼ iid(0, σ2η)とする．この観測誤差 ηtを考
慮した IVt の AR（1）モデルは
(3.3) IVt + ηt = β0 + β1(IVt−1 + ηt−1) + ut
となる．RV に対して自己回帰モデルを適用することの形式的な理論的正当化はAndersen et al.
（2003）によって与えられた．また Andersen et al.（2004）は，RV に対して連続時間に基づくモデ
ルではなく単純な離散時間自己回帰モデルを用いる方が IV の予測力が顕著に向上することを示
している．もし utと ηtが両方共 i.i.d.であると仮定するならば，Cov(RVt, RVt−1) = φ1Var(IVt)
および Var(RVt) = Var(IVt) + 2ΔIQが成り立つので，β1 は
β1 = φ1
(
1 +
2ΔIQ
Var(IVt)
)−1
と表すことができる．したがって，いわゆる希釈バイアス（attenuation bias）により，RV の係数
β1は IV の係数 φ1よりも小さい値となる．希釈バイアスの詳細については，例えばWooldridge
（2015）が詳しい．（3.2）式より，β1 は観測誤差の分散 2ΔIQ に依存して変化する．つまり，も
し 2ΔIQ = 0ならば β1 = φ1 となるが，もし 2ΔIQが大きければ β1 は 0に近づく．一般的に
は，（3.2）式の β1 は観測誤差の分散が定数であるという仮定に基づいているが，実際には RV
の推定誤差に関する分散は時間と共に変化する．IQが小さい日には，RV は（3.1）式より IV に
対して高い予測力を持ち，逆に IQが大きい日では，RV は IV に対して相対的に弱い予測力し
か持たない．よって，AR の係数が一定であると仮定するよりも，β1,t といった時間と共に変
化する自己回帰係数を仮定する方がより現実的である．
ここで（3.1）式の RVt = IVt + ηt という関係から，上の（3.3）式は，RV についての AR（1）モ
デル RVt = β0 + β1RVt−1 + ut と考えることができる．この定式化において，β1 を IQ1/2 の推
定値 RQ1/2t−1に線形依存させることにより，RV の AR パラメータを時間と共に変化させること
ができる．
RVt = β0 + (β1 + β1QRQ
1/2
t−1)︸ ︷︷ ︸
β1,t
RVt−1 + ut
この定式化は，AutoRegressive Quarticity（ARQ）モデルと呼ばれる．このモデルは，標準的な
最小二乗法を用いることにより容易に推定でき，自己回帰パラメータ β1,t の値が，IVt の観測
誤差 η の分散の推定値である RQと共に変化する．もし RQが定数であるならば，ARQ モデ
ルは標準的な AR（1）モデルに帰着することは自明である．
しかし，（3.3）式のような AR（1）モデルでは単純過ぎて，大部分の RV 系列に存在する長期
依存構造を満足に記述することができない可能性がある．そこで，Bollerslev et al.（2016）は，
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上で解説した Corsi（2009）の HAR モデルを用いて，ARQ モデルを次のように拡張した．
RVt = β0 + (β1 + β1QRQ
1/2
t−1)︸ ︷︷ ︸
β1,t
RVt−1 + β2RVt−1|t−5 + β3RVt−1|t−22 + ut
このモデルは，Heterogeneous AutoRegression Quarticity（HARQ）モデルと呼ばれる．ここでは，
日次の RV の係数のみ RQ1/2 の関数として時間と共に変化させている．週次，月次の RV の時
変係数を含むモデルについては，Bollerslev et al.（2016）を参照していただきたい．さらに，自
然な拡張として上述の HARQ モデルの説明変数に RQ1/2t−1|t−5, RQ
1/2
t−1|t−22 を加えることも考え
られる．しかし，先行研究 Bollerslev et al.（2016）において，HARQ-Full モデルと参照されて
いるこのモデルは，週次，月次の観測誤差の分散を正確に推定することは実際上困難であるた
め，上述の HARQ モデルと比較して一概に予測力が向上するわけではないという結果を報告し
ている．その結果を踏まえ，本論文では HARQ-Full モデルの分析は割愛した．
ところで，Golosnoy et al.（2014）によれば，ES モデルは，どんなボラティリティ予測子の組
合せに対しても用いることができる．そこで，過去の日次ボラティリティ vt−1，HAR 予測子
v
(har)
t−1 ，および上述の HARQ 予測値 v
(harq)
t−1 を組み合わせた新しいモデルを考えることも可能と
なる．このモデルをここでは ESQ モデルと呼ぶ．その表現は
vt =
θ[vt−1, vt−2]vt−1 + θ[vt−1, v
(har)
t−2 ]v
(har)
t−1 + θ[vt−1, v
(harq)
t−2 ]v
(harq)
t−1
θ[vt−1, vt−2] + θ[vt−1, v
(har)
t−2 ] + θ[vt−1, v
(harq)
t−2 ]
+ t, t ∼ (0, σ2).
として与えられる．先に定義したように，ここでは
θ[vt−1, vt−2] = exp(−ω1(vt−1 − vt−2)2)
θ[vt−1, v
(har)
t−2 ] = exp(−ω2(vt−1 − v(har)t−2 )2)
θ[vt−1, v
(harq)
t−2 ] = exp(−ω3(vt−1 − v(harq)t−2 )2)
である．
また，モデル比較の分析の一貫性の観点から，日次ボラティリティ vt と HAR 予測子 v
(har)
t
のみを組み合わせたモデル
vt =
θ[vt−1, vt−2]vt−1 + θ[vt−1, v
(har)
t−2 ]v
(har)
t−1
θ[vt−1, vt−2] + θ[vt−1, v
(har)
t−2 ]
+ t
および vt, v
(w)
t , v
(m)
t , qt = RQ
1/2
t RVt をモデルを介さずそのまま組み合わせたモデル
vt =
θ[vt−1, vt−2]vt−1 + θ[vt−1, v
(w)
t−2]v
(w)
t−1 + θ[vt−1, v
(m)
t−2 ]v
(m)
t−1 + θ[vt−1, qt−2]qt−1
θ[vt−1, vt−2] + θ[vt−1, v
(w)
t−2] + θ[vt−1, v
(m)
t−2 ] + θ[vt−1, qt−2]
+ t
ここで
θ[vt−1, qt−2] = exp(−ω4(vt−1 − qt−2)2)
についても分析を行う．これらのモデルをここでは ES1aおよび ES1bモデルと呼ぶ．
また，分析の中心となる上述の 5つのモデルに加え，予測力のベンチマークとして AR（1）モ
デル
vt = α0 + ω1vt−1 + εt, εt
iid∼ (0, σ2)
を導入し，さらに GARCH 型 8 モデル，GARCH(1, 1)，GJR(1, 1, 1)，EGARCH(1, 1, 1)，
IGARCH(1, 1)，AGARCH(1, 1)，NAGARCH(1, 1)，APARCH(1, 1, 1)，ZARCH(1, 1, 1)を分析対
象に加える．ただし，GARCH 型 8モデル に関しては，直接 RVt系列を用い推定予測を行うの
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ではなく，株価の対数収益率 rtを用いての推定予測であるため，他の AR1，HAR，ES0，ES1，
ES1a，ES1b，ARQ，HARQ，ESQの各モデルに比べて圧倒的に不利な状況設定にある．そのた
め，ここでの GARCH 型 8モデルと他の 9モデルとの比較分析についての結果は，あくまで参
考としていただきたいが，GARCH型 8モデル内での予測力比較は有益な情報となるであろう．
3.3 推定
本節では，前節で導入した標本期間 1999年 1月 4日から 2013年 12 月 30 日までの株価指
数 6銘柄，個別 24 銘柄の株価データを用い推定と予測を行う．まず，推定と予測に用いられ
た期間であるが，表 4において示されているように，1999 年から 2013年までのインサンプル，
アウトオブサンプルを含む計 225 の推定予測期間を分析対象とする．ここでは紙幅の関係上，
西暦の上 2桁は省略して表記している．この 225 通りの組合せの内訳は，インサンプル 120 通
り，アウトオブサンプル 105 通りである．さらに，インサンプル はそれぞれ 1年間のインサン
プル 15 通り，2年以上 5 年未満のインサンプル 50 通り，5年以上 15年以下のインサンプル 55
通りに推定期間を分割している．アウトオブサンプルも同様に，推定期間 1年のアウトオブサ
ンプル 14 通り，推定期間 2年以上 5年未満のアウトオブサンプル 46 通り，推定期間 5年以上
14 年以下のアウトオブサンプル 45 通りに推定期間を分割している．なお，アウトオブサンプ
ルの予測期間に関しては，すべて推定期間の直近 1 年間のみとしている．
また，推定期間において外れ値が存在する場合，非線形モデルである ES1，ES1a，ES1b，ESQ
モデルはその影響を受けやすい．そこで，ここではRV 系列に Cookの距離を用いてその外れ値
を検出し，モデルを推定する際にはその外れ値を除外したデータを用いている．外れ値が検出さ
れる頻度については，各銘柄ごとに差はあるものの概ね 5%程度（最小値: 3.2%，最大値: 6.6%）
であった．Cook の距離の定義については例えば 竹内 他（2000）が詳しい．
なお，今回のパラメータ推定に関して，ES1，ES1a，ES1b，HAR，AR1，ARQ，HARQ，
ESQ の各モデルについては MATLAB の Statistics and Machine Learning Toolbox
（http://jp.mathworks.com/help/stats/）を用い，GARCH 型 8 モデルについては Kevin Shep-
pard 氏が公開している MFE Toolbox（https://www.kevinsheppard.com/MFE Toolbox）を用い
ている．
3.4 予測
本節では，本稿の中心的貢献となる経験類似度モデルとその他時系列モデルとのボラティリ
ティ予測力の比較分析を行う．手順としては，まず表 4 で示された推定期間すべてにおいて分
析対象の 30 銘柄の時系列データを用い，ES0 モデルを除く 16 モデルのパラメータを推定す
る．そして，それらのパラメータを用い，表 4で対応する予測期間において，以下で述べる誤
差関数を用いモデル間の予測力の比較を行う．なお，ES1a および ES1b モデルについては，紙
幅の関係上，後述する MCS によるモデル順位と MZ回帰の自由度調整済み決定係数の結果の
み掲載している．
アウトオブサンプルの予測値については，例えば推定期間 99–99 で 00–00 の場合，1999年 1
年間のデータを用いてモデルのパラメータ推定し，その推定値を用い 2000年の RV に対して 1
日ずつ 1期先予測を 1年分繰り返している．ただし，ここではパラメータ推定を逐次的に 1日ご
と行うローリングウィンドウ予測を行っていない．その理由としては，次の 2点が挙げられる．
（1）まず一点目としては，単純に計算量が大きすぎることである．本研究での目標は，複数（15
種類）のモデルに対する多様な（30 種類の）株式指数と個別銘柄の長短期（225 通りの推定予測期
間）に対するボラティリティの予測力比較にある．そのため，単純計算で 15×30×225 = 101250
もの組合せに対して，1 日ごとにパラメータ推定を行い 1日先予測を行うことは計算時間を考
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表 4．実証研究における全推定予測期間．
えると現実的ではない．（2）また一点目と関連するが，ここでの目標は 2，3のモデル間におけ
る厳密な予測力の比較ではなく，多種多様なデータと推定予測期間に対するモデルの順位付け
である．よって，膨大な計算時間を費やしローリングウィンドウ予測を実行し結果を出すより
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図 3．RV と各モデルの予測値（日経平均）．
図 4．RV と各モデルの予測値（KDDI）．
も，パラメータ推定値は固定し 1期先予測を行なった方が費用対効果で考えるならば効率的な
分析といえる．
図 3および図 4は，日経平均と KDDI の 1999年 2 月から 2013年 12 月までのインサンプル
における RV と ES0，ES1，HAR，HARQ，ESQ の各モデルから計算されたボラティリティの
予測値である．期間の開始が 1999年 2月からとなっているのは，HAR モデルが直近 22 日間
のボラティリティの平均値を予測に必要としているため，最初の 22 日間の予測値は除外してい
るからである．まず，図 3を見ると，2008 年後半におけるリーマン・ショックによる大きな変
動が目立つ．この変動における RV と各モデルによる予測値を比較すると，ES0，ES1，HAR，
HARQ，ESQ 共にボラティリティを過小評価していることが分かる．全体的に見ても，リーマ
ン・ショック以外の期間においても RV より各モデルによる予測値が低い値となっていること
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が分かる．次に，図 4を見ると，ボラティリティの動きが日経平均と KDDI では大きく異なっ
ていることが分かる．特に 1999年から 2000 年にかけての長期間のボラティリティクラスタリ
ングが目立つ．これは，1999年 12 月の KDD と DDI と IDOが合併を正式発表してから，2000
年 10 月の実際の合併までの期間がほぼ該当する．個別銘柄の動きは，各銘柄固有の事象がそ
の動きに影響を及ぼすので，株価指数とは異なる動きになることは興味深い．RV と各モデル
による予測値を比較すると，日経平均のグラフと同様，ES0，ES1，HAR，HARQ，ESQ 共に，
全体的にボラティリティを過小評価していることが分かる．日経平均のグラフにおける RV の
y 軸の目盛が 0.2 までだったことを考えると，株価指数に比べて個別銘柄のボラティリティは
非常に高い値となる場合があることが分かる．
3.4.1 誤差関数による基本統計量の分析
では，上で見た各モデルによる予測値の中で，どの予測値が最も高い予測力を持っているだ
ろうか．この疑問に答えるため，ここでは Patton（2011）によって提案された誤差関数のクラ
スを利用し，予測力比較を行う．この誤差関数は，実現ボラティリティの代理変数におけるノ
イズの存在に頑健であり，他の予測モデルの順位付けに利用することができる．ある実数 bに
よってパラメータ化することにより，この誤差関数のクラスは
L(rv, vˆ, b) =
⎧⎪⎨
⎪⎩
1
(b+1)(b+2)
(rvb+2 − vˆb+2)− 1
b+1
vˆb+1(rv − vˆ) for b /∈ {−1,−2}
vˆ − rv + rv · log(rv/vˆ) for b = −1
rv
vˆ
− log rv
vˆ
− 1 for b = −2
のように定義される．ここで rvは，ボラティリティ測度であり，ˆv は対応する予測値である．こ
の誤差関数は b = −2のとき 擬似尤度誤差（Quasi-LIKElihood, QLIKE）に対応する一方，b = 0
のときは平均自乗誤差（Mean Squared Error, MSE）測度に対応している．Patton and Sheppard
（2009）によれば，尤度に基づく誤差関数である QLIKE は，ノイズに対して頑健であるため，
MSE と比較してボラティリティの予測力を比較する上でより好ましい誤差関数である．また，
大きい正値の bに対しては，この誤差関数は真値の過大推定により重く罰則を与える一方，負
値の b に対しては，真値を過小評価するほど誤差関数の値が大きくなる（Patton, 2011）．
本研究では，b ∈ {1, 0,−1,−2} という 4 種類の値を用いる．実際の計算された誤差関数の
値は，表 4 における 225 通りの推定予測期間に銘柄数 30 と上述の 4種類の b を組合せた数
225× 30× 4 = 27000に及ぶ．表 5は，これらの誤差関数のうち b = −2 つまり QLIKE を用い
て算出された平均誤差の値の一部である．この表を見ると異なる推定予測期間では，結果が変
わっていることが分かる．また，27000 通りにも及ぶ誤差関数の結果に対して，これらの値を
一つ一つ比較しモデルを評価することは困難である．
そこで，ここでは推定予測期間をインサンプルとアウトオブサンプルに大別し，それらの各基本
統計量を見ることにより全体的な誤差関数値の特徴を捉えることにする．表 6はインサンプル，
表 7はアウトオブサンプルにおける各誤差関数の基本統計量である．まず平均値に注目すると，イ
ンサンプルの表 6から，b = 1ではES1，それ以外の bではHARQが最も低い値となっており，逆
に最も高い値は b = 0では ARQ，それ以外では AR1となっている．この表から，インサンプルに
おける誤差の平均値は，全体的な傾向としてHARQ < ES1 < HAR ≈ ESQ < ES0 < ARQ < AR1
となっていることが分かる．また，アウトオブサンプルの表 6を見ると，b = 0 では ES1，そ
れ以外の b では ES0が最も低い値となっており，逆に最も高い値は b = 1 では ARQ，それ以
外では AR1 となっている．この表から，アウトオブサンプルにおける誤差の平均値は，全体的
な傾向として ES0 < ES1 < HAR ≈ HARQ ≈ ESQ < ARQ < AR1となっていることが分かる．
次に最大値に着目すると，表 6および表 7共に，b の値によって結果がまちまちであるが，一
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表 5．誤差関数（b = −2）の結果（抜粋）．
つ言えることとしては AR1 でも他のモデルに比べて違いがそれ程極端に大きくはないことが
分かる．
最後に標準偏差に関して見ると，インサンプルの表 6では，すべての b において ARQ また
は AR1 が最も高い値となっているが，他の ES0，ES1，HAR，HARQ，ESQ については各 b に
おいてそれ程大きな違いは見られない．そして，アウトオブサンプルの表 6 では驚くべきこと
に，ES0 がすべての b において最も低い標準偏差の値となっている．前述した通り，ES0 はパ
ラメータを推定せず，HAR の定数項以外のパラメータを 1/3 に固定したモデルであるが，最
も分散が少なく安定的にアウトオブサンプルにおいて予測できているということである．この
ES0が，アウトオブサンプル予測において威力を発揮することは，先行研究において示唆され
た結果と整合的である．この ES0，すなわち 1/3 重み付けモデルがアウトオブサンプルにおい
て良好な結果を示すことは，最適ポートフォリオの構成を選択する際に，無情報重み付け 1/N
手法を凌駕することが難しい（DeMiguel et al., 2009）という結果を想起させる．つまり，この結
果は，無情報の意思決定者が，直近の日次，週次，月次ボラティリティの総体に均等な重み付
けをすることにより，次の日のボラティリティを予測する傾向にあるという直観的洞察に対応
している．
172 統計数理 第 65 巻 第 1 号 2017
表 6．誤差関数（b = 1, 0,−1,−2）の基本統計量（インサンプル）．
3.4.2 モデル信頼集合に基づく比較
上で見たインサンプルとアウトオブサンプルにおける誤差関数値の基本統計量を目視すること
により，その結果を判断することはあくまで便宜的であり場当たり的なやり方である．得られた
誤差関数の結果を統計的仮説検定の枠組みの上で適切に判断することにより，各モデルの予測力
の比較を行うため，ここでは Hansen et al.（2011）が提案するモデル信頼集合（Model Conﬁdence
Set, MCS）の考え方を導入する．MCSにより，特定のモデルを前提とせず，所与の有意水準での
最良なモデルを選択することが可能となる．MCSの一般的な手順は，Hamid and Heiden (2015）
に従い下記の通り解説する．まず，候補となるモデルの組M0 = {1, . . . ,m0}を用意する．本
研究ではm0 = 15となる．すべてのモデルの組に対して，各モデルから得られた誤差関数 L の
差分に基づきモデルの優劣を評価する．つまり，モデル iと モデル j（i, j = 1, . . . ,m0）および，
すべての時点 t = 1, . . . , T に対して
dij,t = L(rvit, r̂vit)− L(rvjt, r̂vjt)
を評価する．そして，各 dij,t において，帰無仮説
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表 7．誤差関数（b = 1, 0,−1,−2）の基本統計量（アウトオブサンプル）．
H0 : E[dij,t] = 0, ∀i, j ∈ M, i > j
を，モデル集合M ⊂ M0に対して検定する．初期値はM = M0である．もし帰無仮説H0が
所与の有意水準（たとえば 10%）で棄却されるならば，予測力が最も低いモデルがこのモデル集
合から除外される．この方法を，H0が棄却できなくなるまで継続する．ここでは Hansen et al.
（2011）に従い，H0 を評価するために以下のような範囲統計量を用いる．
TR,k = max
i,j∈M
|tij | = max
i,j∈M
|d¯ij |√
v̂ar(d¯ij)
ここで d¯ij = 1T
∑T
t=1 dij および v̂ar(d¯ij)は，ブロック・ブートストラップ法を用いることによ
り求められる．モデル集合Mから除外される最も良くない予測力を持つモデル i∗ は
i∗ = argmax
i∈M
d¯i√
v̂ar(d¯i)
によって選ばれる．ここで d¯i = 1m−1
∑
j∈M d¯ij であり，mはモデル集合Mに含まれるモデル
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表 8．MCSによるモデル順位（日経平均，抜粋）．
の数である．本研究では，ブロックの長さは 15 とした 10000 回の繰り返しのブロック・ブート
スラップ法を実行している．有意水準については 90%に設定し，実際の分析には前述の MFE
Toolbox を用いている．
では，実際のデータを用いた MCS の結果を見ていくことにしよう．MCS は，誤差関数同様，
225 通りの推定予測期間に銘柄数 30 と 4種類の b を組合せた数 225× 30× 4 = 27000通り実行
できる．そこで，ここでも実際に得られた結果の一部を抜粋して 表 8 に紹介する．公平を期す
るために，ES0，ES1，HAR，HARQ，ESQ それぞれが最良であった期間を選んで掲載してい
る．まず，この表 8の最も左の列から順に，MCS によるモデルの予測力順位を 5位まで掲載し
ている．各モデル名の下にある括弧は P 値を表している．つまり，ここでは P 値が 1.00 であ
るモデルが最良であり，その後 P 値の高さによってモデルの予測力を順位付けしている．
次に，上述の MCS によって得られたモデルの予測力順位で P 値が 1.00 だったモデル，つま
り MCS 基準で予測力が最良だったモデルの累積頻度を図 5から図 7に示す．まず，図 5は，
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図 5．MCS 最良モデルの累積頻度（推定期間別，インサンプル）．
図 6．MCS 最良モデルの累積頻度（推定期間別，アウトオブサンプル）．
列方向に左側が株式指数，右側が個別銘柄，行方向に上から推定期間が 1年，5年未満，5年以
上のデータセットから得られたインサンプルでのMCS 最良モデルの累積頻度である．一見し
て分かることとして，左側の株式指数では推定期間が 1年では ESQ，その他では HARQ が最
良モデルとしての頻度が最も高くなっており，いずれにせよ HARQ と ESQ が他のモデルを圧
倒していることが分かる．ただし，右側の個別銘柄では，株式指数と同様の傾向ではあるが，5
年以上の推定期間では ES1 が比較的健闘していることが分かる．
図 6は，図 5 と同様の設定で アウトオブサンプルでのMCS 最良モデルの累積頻度である．
ここで特徴的なこととして，表 7 における誤差関数の結果により示唆されたように，アウトオ
ブサンプルにおける個別銘柄のすべての推定期間において ES0 の頻度が最も高くなっている．
株式指数では，推定期間が 5年以上のデータセットでは HAR，それ以外では ESQ がそれぞれ
最良モデルとしての頻度が最も高くなっている．
図 7は，図 5および 図 6をインサンプル，アウトオブサンプル別と株式指数，個別銘柄別に
まとめたものである．列方向に左側が株式指数，右側が個別銘柄，行方向に上側がインサンプ
ル，下側がアウトオブサンプルの各データセットから得られたMCS最良モデルの累積頻度で
ある．この図から分かることは，左側の株式指数においてインサンプルでは HARQ，アウトオ
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図 7．MCS 最良モデルの累積頻度（全推定期間）．
ブサンプルでは ESQが最良モデルとしての頻度が最も高くなっている．右側の個別銘柄につい
ては，インサンプルでは HARQ，アウトオブサンプルでは ES0がそれぞれ最良モデルとしての
頻度が最も高くなっている．なお，前述した通り，GARCH 型 8モデル に関しては，直接 RVt
系列を用い推定予測を行うのではなく，株価の対数収益率 rt を用いての推定予測であるため，
他の ES0，ES1，HAR，HARQ，ESQ の各モデルと予測力を直接比較することは適当でないこ
とに留意すべきであろう．
3.4.3 Mincer-Zarnowitz回帰に基づく比較
最後に，各モデルの予測値に対してMincer-Zarnowitz（MZ）回帰を行なった結果を報告する．
Patton and Sheppard（2009）によれば，MZ回帰はMincer and Zarnowitz（1969）により提案さ
れた，予測力を評価する一般的な手法の 1つである．この MZ回帰は
σˆ2t = α+ βht + et
により定式化される．ここで，σˆ2t はボラティリティの代理変数，α および βはパラメータ，ht
は各モデルから得られたボラティリティの予測値，そして et は誤差項である．σˆ2t に関して，本
研究では一貫して RV をボラティリティの代理変数として用いている．表 9は，この MZ回帰
を株式指数および個別銘柄の各インサンプル，アウトオブサンプルにおける推定期間別のデー
タセットに対して実行した際の自由度調整済み決定係数 R2 の結果である．この表中の下線を
引いている値が，各行における最大の R2の値である．この表から分かることは，株式指数にお
けるインサンプルではすべての推定期間において ESQ の R2が最大であり，アウトオブサンプ
ルでは推定期間 5年以上を除けば，すべての推定期間において ES0の R2が最大となっている．
また，個別銘柄については，インサンプルでは推定期間 1年を除いては ES1 の R2 が最大であ
り，アウトオブサンプルではすべての推定期間において ES0 の R2 が最大となっている．つま
り，アウトオブサンプルにおいて，株式指数の推定期間 5年以上を除けば，すべて ES0の R2
が最大となっている．このことは，先の誤差関数，MCS の結果とも整合的である．
MZ回帰の結果に基づいて全体的傾向を縮約すれば，インサンプルでは 4 次モーメントの情
報を使った方が予測が良いものの，アウトオブサンプルではそのような効果は認められない．
収益率データにはしばしばボラティリティクラスタリングが観察される通り，荒れている時期
もあれば凪いでいる時期もある．インサンプル期間におけるそのような違いを説明するのに，
RQ は重要な説明要素たりうるが，大きな変動性が将来的にいつ訪れるかに関しては，今回分
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表 9．MZ 回帰による各モデルの自由度調整済み決定係数 R2．
析したモデル群は殆ど構造を持っていない．
外挿型の点予測を行う状況では，4 次モーメントを取り込んで広めに構えていても，ナイーブ
な方式で予測を形成しても大きな違いはなく，fat tail を想定しておいたメリットが活きるケー
スは低頻度と考えられる．予測ストレッチが短ければ，たまたまそういう想定が奏功して予測
評価の尺度は上がるかもしれないが，ストレッチが長くなるほどそういうケースは率として低
下してゆく．それが，アウトオブサンプルで ES0が平均的に優越しているということの，ひと
つの解釈たり得るのではないだろうか．
4. 結論
本稿では，事例ベース意思決定理論（Gilboa and Schmeidler, 1995, 2001）に基礎を置いた Gilboa
et al.（2006）を端緒とする経験類似度の枠組みに着目し，Golosnoy et al.（2014）の提案した経験
類似度に基づく時系列モデルを用いボラティリティ予測の実証分析を行なった．
ここでの実証研究の中心的貢献は，経験類似度モデル ES0，ES1，ESQとその他の時系列モデ
ルとの予測力比較にある．モデルの予測力比較については，最初に 4つの誤差関数による MCS
を用いることにより，複数の銘柄と推定予測期間におけるモデルの予測力を順位付けし，最良
モデルの累積頻度を分析した．分析結果としては，インサンプルでは株式指数，個別銘柄共に
HARQ，アウトオブサンプルでは株式指数は ESQ，個別銘柄 ES0がそれぞれ最良モデルとして
の頻度が最も高いという結果となった．次に，複数の銘柄と推定予測期間におけるモデルの予
測力を比較するために，MZ回帰を実行した．この MZ回帰の自由度調整済み決定係数R2に基
づく分析結果によれば，インサンプルでは株式指数は ESQ，個別銘柄は ES1，アウトオブサン
プルでは株式指数，個別銘柄共に ES0が最良という結果となった．MCS および MZ回帰の結
果において，アウトオブサンプルにおける ES0の予測力が他のモデルと比較して高くなる傾向
は，先行研究Golosnoy et al.（2014）の結果と整合的である．また，HARQ，ESQ といった高頻
度データから算出された実現測度 RQ を含むモデルが誤差関数，MCS，MZ回帰において全般
的に好評価であったことは，高頻度金融データの集約がもたらす情報量の多さを改めて確認さ
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せられる結果となった．
また，本稿ではボラティリティの非対称性について特に考慮に入れていないが，非対称性は
ボラティリティを予測する上で非常に重要な因子であるため，この点については今後の研究課
題としたい．
最後に，経験類似度モデルを日本の株式市場におけるボラティリティ分析に適用し，さらに，
HARQ，ESQといった実現測度 RQを含むボラティリティモデルを体系的に扱った文献は，我々
の知る限り，本研究が本邦初である．従って，経験類似度モデルの金融分野への適用および実
現測度 RQを含むボラティリティモデルの応用は始まったばかりであり，今後の研究の発展に
期待したい．
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In this research, we compare the forecasting ability of various volatility models
through within-sample and out-of-sample forecasting simulations. Models considered here
are heterogeneous auto regression models (HAR), a 1/3 model where the weight coeﬃ-
cients are all set to 1/3 in the HAR model (ES0), and an HAR model in which weight
coeﬃcients are determined by empirical similarity. We also try AR(1), ARCH/GARCH
and their variants, and models incorporating the Realized Quarticity (RQ), which are
referred to as ARQ, HARQ and ESQ. As stock data, we pick 6 index series from the
Tokyo Stock Exchange, and 24 individual stock series all of which had enough liquidity
from April 1st 1999 to December 30th 2013. Minute-by-minute data were created based on
high-frequency data. Forecasting evaluation depends on what kind of evaluation function
we employ. We make use of Patton’s error function. Changing the length of the estimation
period and the forecasting period, and also the parameter of Patton’s error function, we
try 27,000 patterns of forecasting simulations. We ﬁnd that ESQ and HARQ are almost
comparative in within-sample forecasting, whereas ES0 is outstanding in out-of-sample
forecasting experiments. We also tried model comparison based on the pair-wise testing
procedure proposed by Hansen et al. We see similar results but the details are a little bit
diﬀerent in index series and in individual stock series.
Key words: Empirical similarity, realized measures, HARQ, ESQ, model confidence set.
