Forecasts from nowcasting models are increasingly becoming a crucial input to the rainfall-runoff models. A basic approach to the nowcast generation is based on extrapolation (advection) of current precipitation field. The main limitation of such nowcasting is the rapid decrease in accuracy with forecasting lead time, due to dynamical evolution of precipitation, especially when convection appears, therefore recent studies are focused on taking into account also the evolution of precipitation. According to subject literature, the conceptual cell lifecycle models are not sufficient to significantly increase forecast accuracy, thus at present new approaches based on autoregressive models are investigated. This paper presents the SNAR (Spectral Nowcasting with Autoregression) nowcasting model developed at IMGW-PIB. The aim of the present research is to improve the nowcasting reliability, and to extend the lead time. The model proposes two innovative solutions: (i) decomposition of precipitation field to layers associated with their spatial scale, (ii) forecasting based on autoregressive model. The paper gives an overview of algorithms used in the SNAR model and provides preliminary results.
INTRODUCTION
The concept of nowcasting Currently, the basic tool for generating short-term precipitation forecasts, up to 2 or 3 days, is the mezzo-scale numerical weather prediction (NWP). However, in the case of convective phenomena occurring at a very small spatial scale, and dependent on local meteorological conditions, these models fail short in their forecasting, due to their overly simplified physical description of the phenomenon. In order to forecast such phenomena, nowcasting models are most often used which, for shorter lead times, present higher verifiability than the NWP models (Pierce et al., 2012) . "Nowcasting" is defined as forecasts with a very short lead (advance time) of up to 2-4 hours, based on the extrapolation (advection) of the precipitation field, often including also the evolution of the precipitation field. The initial conditions for nowcasting are defined by the "analysis" of the precipitation field.
Nowcasting of the precipitation field can be presented as a transformation carried out in accordance with the formula containing the sum of two components describing the advection and evolution of the precipitation field: where: R -precipitation intensity; t 0 -time of generating the forecast (the analysis);
Dt -advance time (lead time) of the forecast; x -position of the pixel; Dx -repositioning of the pixel during the forecast advance; DR -change in the intensity of rainfall caused by the evolution of the precipitation field.
In most cases, the displacement (advection) vectors are determined by looking for such a shift between two successive fields of the precipitation analysis, at which the correlation coefficient will take the highest value. The field of displacement vectors is smoothed spatially by resolving them with the surroundings or by imposing a restriction, for instance in the form of a field continuity equation.
Virtually all of the currently created models take into account the evolution of the precipitation field expressed as ΔR, which allows to extend the lead time of the forecasts while maintaining the verifiability at an appropriate level. In the TITAN model (Dixon, Wiener, 1993 ) a linear trend was used for this purpose, while in the British model in GANDOLF, an empirical model of convective cell life (Hand 1996; Pierce et al., 2000) was applied. Nevertheless, the GANDOLF model does not produce fully satisfactory results.
Therefore, other solutions are sought. One of those, used in the STEPS model developed in the Bureau of Meteorology in Australia, developed to the commercial version in the British Met Office, is the application of the autoregressive (AR) model to the field of precipitation. In the STEPS model, the field of precipitation is divided into layers related to the spatial scale of rainfall structures using the fast Fourier transform (Seed, 2003) . Extrapolation and evolutionary algorithms are applied to individual layers, whereupon the predicted precipitation field layers are assembled into final forecasts for different lead times of the forecast (Bowler et al., 2006) . A similar approach is being developed also in the Spanish SBMcast model (Berenguer et al., 2011) .
OPERATIONAL NOWCASTING AT IMGW-PIB
Nowcasting models using the assumption of extrapolation of the current precipitation field usually consist of modules, which are summarized in Table 1 . At the Institute of Meteorology and Water Management -National Research Institute (IMGW-PIB), two models of this type are currently in operation: one, the INCA-PL2 -modernized at the IMGW-PIB, and based on the INCA (Integrated Nowcasting through Comprehensive Analysis) model of the Austrian meteorological service, forecasting precipitation and other meteorological fields (Haiden et al., 2011; Kann et al., 2012) ; and the other, the SCENE (Storm Cell Evolution and Nowcasting) -a model developed at the IMGW-PIB only for precipitation (Jurczyk et al., 2013) . The initial conditions are generated by the RainGRS system (Szturc et al., 2014) .
These models are important prognostic tools, however, the continuous development of algorithms requires the implementation of new techniques that improve the verifiability of forecasts and increase their lead times. (2) The INCA-PL2 rainfall model is based on the popular TREC extrapolation algorithm, using its continuous version of COTREC, applied to the entire field of precipitation (Mecklenburg, 2000) . This model does not detect convectional rainfall, therefore in the proprietary SCENE model their specificity is taken into account, and separate vector fields for non-convectional and convectional rainfall have been introduced. Different measurement and model data are used for the detection of convection (from POLRAD radar network, PERUN storm lightning detection system, Meteosat meteorological satellites, and from the mezzo-scale COSMO and AROME numerical models), and they are combined using the fuzzy logic technique (Jurczyk et al., 2012) .
Attempts have been made to implement in the SCENE the forecasting module of the rainfall evolution in addition to the advection of the precipitation field. A conceptual model was applied, which determines, on the basis of measured convection parameters, the evolution of each convective cell for the next 2 hours, similar to the British GANDOLF model (Pierce et al., 2000) . However, the validation of this version of the SCENE model did not show a significant improvement in the quality of forecasts.
PROPOSED MODEL FOR PRECIPITATION NOWCASTING: THE SNAR Assumptions
Due to the need to extend the lead time for nowcasting predictions, other solutions were applied. In the proposed SNAR model (Spectral Nowcasting with Autoregressive model) assumptions similar to those used in the STEPS model were adopted.
The nowcasting model being developed is based on: (a) spreading the precipitation field into layers associated with the spatial scale of precipitation objects (using Fourier analysis); (b) determining the extrapolation vectors; and (c) forecasting the precipitation field evolution using the second-order autoregressive model AR (2) There are plans to create, on the basis of the SCENE and SNAR models, one nowcasting system within the more general SEiNO (precipitation estimation and nowcasting system) system (Szturc and in., 2018) , which is modularly expanded (see : Table 1 ).
This means that individual algorithms can be freely exchanged depending on the validation results for different meteorological situations.
Division of the precipitation field into layers corresponding to the spatial scale of the precipitation objects -fast Fourier transform Spectral analysis of any given images, for instance of the precipitation field R(x, y, t), makes it possible to reject the least significant part of the information without introducing significant distortions. In the Fourier analysis, the distribution of the precipitation field into components differing according to the size of precipitation objects is carried out. In the studies described, fast Fourier transport and Gaussian Bandpass Filter were used.
In the fast Fourier transform (FFT), a series of harmonic components is selected, related to the different spatial scale of rainfall objects equal to 2 p , where: p is the number of the level (that is, of the harmonic component).
The number of levels depends on the spatial resolution of the rainfall data, which limits the lower value of the spatial scale, and the size of the domain that determines the upper value. In this study a division into 10 p levels was applied. Spatial scales in the range from 2 m to 2 km are used, that is, for m = 10: 1024, 512, 256, …, 2 km An example of dividing the precipitation field from Figure 1a to individual levels is shown in Figure 2 , while the result of their reassembly is presented in Figure 1b. Forecasting the evolution of the precipitation field -autoregressive model AR(2) Having generated the individual levels of the precipitation field, their evolution is predicted using the second-order autoregressive model AR(2). This facilitates obtaining forecasts for each level, and then adding them together to obtain the final forecast of the precipitation field. One of the advantages of this model is that it practically does not require calibration.
The precipitation field R is expressed in the units of R [dBR] = 10 · log 10 (c + R [mm]), g where constant c = 1 mm. The input to the model consists of three precipitation fields (pixels with x, y): R raw (x, y, t) for the current time step t; R raw (x, y, t -1) for the previous time step t -1; R raw (x, y, t -2) for time step t -2. 1) Decomposition of R raw (x, y, t) fields into m levels is performed using fast Fourier transform, as follows:
Further calculations in points 2 to 7 are performed separately for each level of .
2) The field of R raw (x, y, t) for the level p is normalized using the following formula:
where:
) -the average of z R raw (p, x, y, t) for the level of p; s(p, t) -standard deviation of the values of R raw (p, x, y, t) for the level of p.
3) The advection is performed for each pixel (x, y) of the level p from the time step t -1 and t -2 into step t using the advection vectors of (v x , v y ). Currently, algorithms for determining the field of precipitation advection vectors from the SCENE model (Szturc et al, 2018) are used, but ultimately the model will be based on the optical flow method (for instance, Pierce et al., 2012) . One common field of displacement vectors (v x , v y ) is used, from the time step of t -1 to t. A version is being developed allowing for the determination of vector fields for each level separately.
The result is two fields: R(p, x + v x , y + v y , t -1) as the result of advecting the field R(p, x, y, t -1) to the time step t and R(p, x + 2v x , y + 2v y , t -2) as the result of advecting the field R(p, x, y, t -2) to the term of t. 4) For the above fields, correlation coefficients are calculated, with the analysis for the given time step of t: r raw1 (p, t) between the fields of R(p, x + v x , y + v y , t -1) and R (p, x, y, t) , r raw2 (p, t) between the fields of R(p, x + 2v x , y + 2v y , t -2) and R (p, x, y, t) .
These coefficients are smoothed to the value of r 1 (p, t) and r 2 (p, t) by averaging with the previous time step (which has a reduced weight).
If the process is non-stationary, that is if coefficients r raw1 (p, t) and r raw2 (p, t) differ significantly, then the weights are not determined, and only the extrapolation forecast is calculated: R(p, x, y, t + 1) = R(p, x + v x , y + v y , t) and steps 5 and 6 are omitted.
5) The AR(2) model weights are determined based on the values of the above correlation coefficients (Wilks, 2011) :
r p t r p t p t r p t
or, in the simplified form:
These weights are then normalized.
6) The forecast for the time step of is obtained from the precipitation fields for steps and , taking into account the weight of the model AR (2) 
R p x y t p t R p x v y v t p t R p x v y v t
7) For lead times longer than one time step, the weight and forecast calculation (points 3 to 6) is repeated until the appropriate lead time is obtained using the same displacement vector field. In the simplified version, the weights are determined only for the first lead time, after which they are applied to all subsequent lead times (Seed 2003) . 8) Ultimately, for each lead time specified by time steps, de-normalization is performed for all levels of , and then added up as follows: 
A CASE EXAMPLE OF THE SNAR MODEL OPERATION
Tentatively, four versions of the precipitation field forecasting algorithm were tested, defined by: (a) the method of weighting -either according to Wilks (2011) (formula 4) or directly from correlation coefficients (formula 5); (b) the use of weights -for each lead time separately, or according to Seed (2003) , that is using one common set of weights. The best results, that is such as the most correctly reproduce the evolution of the precipitation field, were obtained at the initial stage of the work by calculating the weights for each lead time separately from the formula 4. The following example was created for this particular version of the model. Figure 1a shows the analysis of the precipitation field for June 29, 2017 at 12:00 UTC, when in large parts of Poland there was intense convection rainfall with intensities up to several dozen millimetres per hour. The RainGRS module provided precipitation analysis, whose time step is 10 minutes, and the precipitation fields are 10-minute totals. On the other hand, in Figure 1b we have presented a field of precipitation after re-assembling the levels (harmonic components) created as a result of spreading the precipitation analysis by the FFT technique. Figure 2 shows the analysis from Figure 1a after it has been divided into individual levels (harmonic components) related to the spatial scale of rainfall objects, from the largest being 1024 km (that is, exceeding the 900 × 800 km domain size for which RainGRS rainfall is estimated), to the smallest being 2 km. Figure 3 shows an example of a nowcasting forecast carried out with the model described above, where ultimately individual levels are re-assembled into forecasted precipitation fields for subsequent lead times. Figure 4 shows the behaviour of the model in the case example of convective rainfall discussed above. The charts show:
> coefficients of correlation between the precipitation field at the time of t, and rainfall fields at the t -10 min and t -20 min shifted with advection vectors to time t, which can be treated as measures of forecasts' autocorrelation, > AR(2) model weights calculated based on these correlation coefficients (formula 4).
With the increase in the lead time of prediction forecasts for large objects with the size of 256 km and higher, the precipitation correlation coefficient in a given time step with rainfall from previous steps decreases slowly, remaining at a similar high level (around 0.9), whereas for smaller facilities (below 256 km), the correlation decrease is clear, which is most probably associated with the occurrence of con- vection and then a much greater dynamics of precipitation phenomena. Figures 4a and 4b show the course of the correlation coefficient and the model weights depending on the lead times of the forecasts, for two different spatial scales of precipitation objects: 256 km -associated with non-convective rainfall, and 8 km -where the pronounced influence of convective phenomena is expected.
For large objects (see: Figure 4a ), the de-correlation, reflecting in the differences between the correlation coefficients for precipitation fields from t-10 min and t-20 min and the time field t is negligible, whereas more significant differences can be noticed only with shorter lead times. On the other hand, for smaller objects (see: Figure 4b ), these differences are clear for shorter lead times up to 90 minutes, and they reach 0.1 for the correlation coefficient, which also significantly affects the different forecast weights depending on the lead time. 
CONCLUSIONS
The above observations confirm that the subdivision of rainfall into at least two classes -convective and non-convective -is necessary in order to improve the verifiability of nowcasts. Furthermore, in the case of convective precipitation, it seems necessary to predict the evolution of the precipitation field. It can be concluded that the techniques described herein allow for some progress to be made in the nowcasting of the precipitation field. The pertinent algorithms require a detailed validation of various meteorological situations, using rainfall data available from the IMGW-PIB.
The developed algorithms will be implemented at the IMGW-PIB to the SEiNO system, and they will serve for the operational generation of nowcasting precipitation forecasts. These nowcasts constitute the input to hydrological rainfall-runoff models in the Hydrology System, in particular to the planned flashflood models (forecasting of violent freshet waves), as a tool for meteorological and hydrological forecasting, and they are made available to external users, in particular to regional and district crisis management centres, etc. Fig. 4 . Diagrams of correlation coefficients between rainfall field at t and fields from t -10 min and t -20 min advected to t (on the left), and weights of input fields (on the right) depending on spatial scale of the precipitation objects and the nowcast lead times
