We say that a real X is relatively r.e. if there exists a real Y such that X is r.e. (Y ) and X ≤T Y . We say X is relatively REA if there exists such a Y ≤T X. We define A ≤e 1 B if there exists a Σ1 set C such that n ∈ A if and only if there is a finite E ⊆ B with (n, E) ∈ C. In this paper we show that a real X is relatively r.e. if and only if X ≤e 1 X. We prove that every nonempty Π 0 1 class contains a real which is not relatively r.e. We also construct a real which is relatively r.e. but not relatively REA. We say that a real X is relatively simple and above if there exists a real Y such that X is r.e. (Y ) and there is no infinite Z ⊆ X such that Z is r.e. (Y ). We prove that every 1-generic real is relatively simple and above.
Introduction
One of the most basic notions in recursion theory is a real (viewed as an element of 2 ω ) being recursive in another real. One that soon follows is a real being recursively enumerable relative to another real. In studying these notions, we find an apparent question: When is a real r.e. relative to another real without being recursive in it? Definition 1. A real X is relatively r.e. if there exists a real Y such that X is r.e. (Y ) and X ≤ T Y . Jockusch first made progress towards classifying the relatively r.e. reals by showing that all 1-generic reals are relatively REA [1] . Later, Kurtz proved that the set of relatively REA reals has measure one [4] . Kautz improved this by demonstrating that all 2-random reals are relatively REA [3] . While the set of relatively r.e. reals seems very large, there is a natural limit to its size. Given any real X, we can find a real Y in the same Turing degree such that Y is not relatively r.e. We simply let Y be the set of initial segments of X. More generally, a real X is not relatively r.e. any time there is a Σ 1 machine taking enumerations of X to enumerations of X.
In this paper, we show that this is the only case in which X is not relatively r.e. We begin with some definitions of reductions where one enumeration is computed from another. Definition 3. A ≤ en B if there is a Σ n set C such that n ∈ A if and only if there is a finite E ⊆ B with (n, E) ∈ C.
Definition 4.
A ≤ e B if there is a Σ 1 machine which, given an enumeration of B in any order, outputs an enumeration of A.
It is easy to see that A ≤ e1 B iff A ≤ e B and we will use the terms interchangeably from now on. We will prove that a real X is relatively r.e. if and only if X ≤ e X. This demonstrates that the set of relatively r.e. reals is, in some sense, as large as possible.
We will show that not every relatively r.e. real is relatively REA by a direct construction. While we cannot guarantee that an X such that X ≤ e X is relatively REA in the general case, we can always find a witness Y that is close to being recursive in X. Given any Z > T X where Z is REA (X), we can find Y ≤ T Z.
Jockusch and Soare showed that every nonempty Π 0 1 class contains a real which has hyperimmune-free degree and hence is not relatively REA [2] . We sharpen this by showing every nonempty Π 0 1 class contains a real which is not relatively r.e. We also offer an improvement to Jockusch's result that all 1-generic reals are relatively REA [1] .
Definition 5.
A real X is relatively simple and above if there exists a real Y ≤ T X such that X is r.e. (Y ) and there is no infinite Z ⊆ X such that Z is r.e. (Y ).
We will prove that all 1-generic reals are relatively simple and above. This work formed part of the author's Ph.D. Thesis at the University of California at Berkeley. We thank Theodore Slaman, the dissertation supervisor, for his ideas on the topic and his repeated suggestions of new approaches to problems.
Main Theorem
Let X be a real such that X ≤ e X. To show that X is relatively r.e., we will use a witness Y which is simply a list of the elements of X (viewed as a set). We use a monadic conversion function m : ω ω → 2 ω , defined by m(A) = 1 A(0)ˆ0ˆ1A(1)ˆ0ˆ1A(2)ˆ0 . . .. By definition, X is then r.e. (Y ), but we must find an order for this list such that Y ≥ T X. We will do this using the partial order of all finite strings of elements of X. We choose Y to be the monadic form of a generic for this partial order. (⇐=) Let P be the partial order P = {σ ∈ ω <ω | ∀n < length(σ) [σ(n) ∈ X]}, ordered by reverse inclusion. Let G be a 1-generic (X) real in this partial order and let Y = m(G). Then X is r.e. (Y ), since n ∈ X if and only if 0ˆ1 nˆ0 ⊆ Y (adding n to Y is dense). It remains to show X is not r.e. (Y ).
Suppose X = W Y k for some k. We will use genericity to show any enumeration of X extending some condition computes an enumeration of X. This will imply X ≤ e X for a contradiction. Let
Given an enumeration of X, we can generate an enumeration of Q by adding elements of X to q in all possible orders. We can then find an enumeration of X using the claim. Hence X ≤ e X for the desired contradiction. Therefore X is not r.e. (Y ) and X is relatively r.e.
The proof can also be done in an arithmetic context, using an ordinary 1-generic (X) real G, and letting Y = { n, m | n ∈ X ∧ n, m ∈ G}. In this context we see that we can compute a witness Y from X and any 1-generic (X) real. Hence, given any real Z which is properly REA (X), we can find a witness which is recursive in Z.
We state two corollaries.
(=⇒) X ≤ en X. This implies X ≤ en X ⊕ 0 (n) since the existence of a subset of 0 (n) with a Σ n property is a Σ n question. By the argument used in the proof of Theorem 2.1 we can conclude there is a Z such that X ⊕ 0 (n) is r.e. (Z) and X is not r.e. (Z). We note that 0 (n) is r.e. (Z) implies 0 
Proof. We use Theorem 2.1 to find a real Z ≥ T X such that X is r.e. (Z). We then apply the proof of the Posner-Robinson Theorem above Z to get a real
3 Relatively r.e. but not Relatively REA We find a real A which is relatively r.e. but not relatively REA using a proof similar to Lachlan's construction of a minimal real [5] . We follow his definitions.
We
We define the function tree
Definition 6. A function tree T is a 1-tree if for every σ ∈ 2 <ω and i = 0, 1 we have T (σˆ0) adjacent to T (σˆ1) at length(T (σ)) and the string T (σˆi) − T (σ) depends only on i and length(σ).
Definition 7. A function tree T is e-regular if for every σ we have T (σˆ0) and T (σˆ1) split for e.
We define a function T : 1-trees × ω → 1-trees, by induction on the height of the tree. (T (T, e))( ) = T ( ). At stage s we label the strings of length s as σ 1 , σ 2 , . . . , σ 2 s and let τ 0 = . We search inductively for τ 1 , τ 2 , . . . τ 2 s such that for i = 0, 1 and all j ≤ 2 s we have τ j ⊇ τ j−1 and (T (T, e))(σ j )ˆiˆτ j is on T . For each j we look for the first appropriate γ, n, h such that
We then let τ j = γ. If a search does not halt then we let T (T, e) be undefined. Otherwise, we define T (T, e) at level s + 1 by for i = 0, 1 and j ≤ 2 s setting (T (T, e))(σ jˆi ) = (T (T, e))(σ j )ˆiˆτ 2 s .
We observe that if T is a recursive 1-tree and T (T, e) is defined then T (T, e) is an e-regular recursive 1-tree and a subtree of T .
We will build A using a sequence of recursive 1-trees T j | j ∈ ω and strings A j | j ∈ ω such that T j+1 ⊆ T j and A j+1 ⊇ A j for all j. We maintain A j = T j ( ) and let A = j∈ω A j .
Lemma 3.1. There exists a real which is relatively r.e. but not relatively REA.
Proof. We wish to meet the following requirements.
R e W e does not witness A ≤ e A.
We begin with T 0 =id and A 0 = . We order the priorities R 1 , N 1 , R 2 , N 2 , . . . and use an injury free priority argument. At stage s + 1 we act to meet the strongest priority requirement not yet satisfied. Let l = length (A s ).
To meet the requirement R e we check to see if there is a finite set E with (l, E) ∈ W e and a string σ on T s such that for all n ∈ E we have σ(n) = 1. If no such E exists then let γ = 0 . Otherwise, let τ be minimal such that σ ⊆ T s (τ ) and let γ be such that γ(0) = 1 and γ(n) = τ (n) for all n with 0 < n <length (τ ).
We then let T s+1 = T s [γ] and A s+1 = T s+1 ( ) and label R e as satisfied. To meet the requirement N e,k we check to see if T (T s , e) is defined. If it is, we let T s+1 = T (T s , e), A s+1 = A s , and label N e,m as satisfied for all m.
Otherwise, there are strings ν and τ such that T s (ν)ˆ0ˆτ is on T s and for all σ with T s (ν)ˆ0ˆτˆσ on T s and all n, h we fail to have
We then let m = length (T s (ν)) and consider two cases. Case 1: There is an i = 0, 1 and a σ such that letting µ = T s (ν)ˆiˆτˆσ we have µ is on T s and m ∈ W {e} µ k . We then let µ 0 = T s (ν)ˆ0ˆτˆσ and let γ be minimal such that µ 0 ⊆ T s (γ). Case 2: Else. We then let γ be minimal such that T s (ν)ˆ1ˆτ ⊆ T s (γ).
In either case, we let T s+1 = T s [γ] and A s+1 = T s+1 ( ) and label N e,k as satisfied.
This completes our construction. We now wish to verify that A is relatively r.e. and not relatively REA. Let e ∈ ω be arbitrary. Let s be the step at which R e was satisfied and let l = length (A s ). If l ∈ A then at step s we found a finite subset E of A s+1 with (l, E) ∈ W e . Similarly, if l / ∈ A then there is no finite subset E of A such that (l, E) ∈ W e . Hence l prevents W e from witnessing A ≤ e A. Thus A ≤ e A and by Theorem 2.1 we conclude that A is relatively r.e.
To show A is not relatively REA, let e, k ∈ ω be arbitrary. Let s be the step at which N e,k was satisfied. We may assume {e} A is total since we are done if it is not. If T was defined at step s then T s+1 is e-regular and can be used to show A ≤ T {e} A by the usual minimality argument. If it was undefined, let m be as in step s and consider the two cases. If the second case applied then m ∈ A but m / ∈ W Proof. Let T be a recursive tree such that the members of the Π 0 1 class are the paths through T . We will inductively construct a real X which will be the rightmost path through T and a set C which will witness X ≤ e1 X. The procedure will be recursive and we will only add elements to C so that C will be r.e.
We begin with X 0 = and C 0 = ∅. At stage s + 1, if X sˆ1 ∈ T we let X s+1 = X sˆ1 and C s+1 = C s . Otherwise, let l be greatest such that X s |lˆ0 ∈ T (l must exist since the class is nonempty). We then let X s+1 = X s |lˆ0 and
We observe that X is the rightmost path through T (we set X(m) = 0 if and only if there is no path through T extending X|mˆ1). We wish to show for all m ∈ ω that m / ∈ X if and only if (m, E) ∈ C for some finite E ⊂ X (viewed as a set). Suppose m / ∈ X. Let s be least such that for all t > s we have X s |m = X t |m. Then (m, {n < m | X(n) = 1}) was added to C at stage s + 1.
Conversely, suppose E ⊂ X and (m, E) was added to C at stage s. We note that the value of X at n does not change from 0 to 1 unless the value of X at k changes from 1 to 0 for some k < n. As a result, if X s |m = X t |m for some t > s then {n < m | X s (n) = 1} ⊆ {n < m | X(n) = 1} so E ⊆ X. Thus X s |m = X|m and m / ∈ X. Therefore C witnesses X ≤ e1 X so by Theorem 2.1, X is not relatively r.e.
Given any property with a nonempty Π 0 1 class of reals holding the property we can apply Theorem 4.1 to find a real X with this property which is not relatively r.e. [3] . We also note that X has r.e. degree so that when X is 1-random, X has degree 0 ′ .
Relatively Simple and Above
We show that every 1-generic real X is relatively simple and above by an argument similar to the arithmetic form of the proof of Theorem 2.1. To obtain a witness Y showing that X is relatively simple and above, we will need to find a sufficiently generic order in which to enumerate the elements of X. We find that X itself can be used to compute this order.
Lemma 5.1. Let X be 1-generic. Then X is relatively simple and above.
Proof. Let Y = { n, m | n ∈ X ∧ n, m / ∈ X}. Then Y ≤ T X and X is r.e. (Y ) since n ∈ X if and only if ∃m [ n, m ∈ Y ] (since X is generic, we can't have n, m ∈ X for every m). It remains to show that there is no infinite Z ⊆ X such that Z is r.e. (Y ).
Suppose towards a contradiction there is an infinite Z ⊆ X such that Z = W Y k for some k. We define a function j : 2 <ω → 2 <ω such that Y = j(X). Let j(σ( n, m )) = 1 iff σ(n) = 1 and σ( n, m ) = 0. Since X ∩ W j(X) k = ∅ and X is 1-generic, we can find a condition such that for every extension τ we have τ ∩ W j(τ ) k = ∅. We will then get a contradiction by adding an element to τ without changing j(τ ).
Let
]}. Then X / ∈ S, so let l be such that for every τ extending X|l we have τ / ∈ S. Since Z is infinite, let p ∈ Z with p > l and let t > l be such that p ∈ W j(X|t) k . We note that for any σ ⊇ X|l such that j(σ) = j(X|t) we have p ∈ W j(σ) k and σ / ∈ S, so p / ∈ σ. We can now obtain a contradiction.
Claim. There is a σ ⊇ X|l such that j(σ) = j(X|t) and p ∈ σ.
Proof. We define a sequence of strings σ i of length t inductively. Let σ 0 = X|t and σ 1 = σ 0 except σ 1 (p) = 1. At each stage we will remove all witnesses of changes made in the previous stage. We assume our pairing function is such that m, n > max(m, n) for all m, n.
For stage i ≥ 2 we let σ i ( b, a ) = 1 if σ i−1 (b) = σ i−2 (b) and let σ i ( b, a ) = σ i−1 ( b, a ) otherwise. We note that since b, a > b, the least m such that σ i (m) = σ i−1 (m) is strictly increasing by stage. Hence for some stage we have σ i = σ i−1 , and we let σ be this σ i .
We have p ∈ σ and note σ ⊇ X|l since p > l. It remains to show that j(σ) = j(X|t). Let n, m be arbitrary such that [j(X|t)]( n, m ) = 1. Then X(n) = 1 and X( n, m ) = 0. So at every stage i, σ i (n) = 1 and σ i ( n, m ) = σ i−1 ( n, m ). Hence σ(n) = 1 and σ( n, m ) = 0 so [j(σ)]( n, m ) = 1. Conversely, let n, m be arbitrary such that [j(σ)]( n, m ) = 1. Then σ(n) = 1 and σ( n, m ) = 0. The later implies X( n, m ) = 0. Suppose X(n) = 0. Let i be least such that σ i (n) = 1. Then σ i+1 ( n, m ) = 1, so σ( n, m ) = 1 for a contradiction. Hence X(n) = 1 so [j(X|t)]( n, m ) = 1. Therefore j(σ) = j(X|t).
Thus, Z is not r.e. (Y ). Therefore X is relatively simple and above.
