Molecular visualization of structural information obtained from computer simulations is an important part of the research work flow. A good visualization technique should be capable to eliminate redundant information and highlight important effects clarifying the key phenomena in the system. Current methods of presenting structural data are mostly limited to variants of the traditional ball-and-stick representation. This approach becomes less attractive when very large biological systems are simulated at microsecond timescales, and is less effective when coarse-grained models are used. Real time rendering of such large systems becomes a difficult task; the amount of information in one single frame of a simulation trajectory is enormous given the large number of particles; at the same time, each structure contains information about one configurational point of the system and no information about statistical weight of this specific configuration.
Introduction
Molecular visualization of structural information obtained from computer simulations is an important part of the research work flow. A good visualization technique should be capable to eliminate unnecessary redundant information and highlight important effects clarifying the key phenomena for the researcher as well as for the audience.
Current methods of presenting molecular structural information are generally limited to variants of the traditional "ball-and-stick" representation, with molecular surfaces an important additional tool. This approach, while good for simple chemical system, becomes less attractive when very large biological systems, such as lipid nano-particles (LNP) for drug delivery [1] , are simulated at microsecond timescales. In such simulations the structural aspects of the entire system are of interest and the visualization cannot be reduced to a detailed representation of a relatively small active site as the case in some ribosome simulations [2] , for example. Real time rendering of such large systems becomes a difficult task even on high end workstations; the amount of information in one single frame of a molecular dynamics trajectory is enormous at full atomic details. In addition, in coarse-grained simulations the features of interest typically are not at the level of individual atoms, and visualization methods that are based on the detailed chemical structure are by default not necessarily the best choice.
There have been previous attempts to improve the visualization quality and perception for structural data. For biologically relevant molecules, for example, there are several molecular representations which greatly help with interpretation of protein structures, such as various cartoon-based representations implemented in the VMD [3] molecular visualization software.
Such representations reduce the amount of redundant chemical information and highlight the features of the protein secondary structure relevant to its biological function. A limitation of this and similar methods is that they are only applicable to proteins.
A more general approach is to use average configurations for the visualization of ordered systems with low mobility [4, 5] . The method helps to remove structural variation of the visualized structures due to thermal vibrational motion and highlights the underlying ordered structure. At the same time, the method is poorly suited for disordered systems with significant molecular mobility at the time scale of the averaging and may result in non-physically looking structures. Mobility information is not a part of the average configuration but can be partially communicated by appropriate particle coloring [5] .
In this paper we report a novel visualization technique based on spatial atomic densities.
The method can be considered a natural extension and combination of the average configuration [4, 5] and the spatial distribution function [6] approaches for molecular visualization.
The power of this method are demonstrated on two large-scale test systems simulated using the MARTINI coarse-grained force field [7, 8] on a length-scale of ca. 50 nm. Software tools and utilities necessary for application of this technique, as well as the workflow are also reported in this paper.
The rest of the paper is organized as follows. The following section 2 details the method and the workflow required to apply the proposed technique. An application of the method to a case study of the structural features and dynamics of a drug delivery lipid nano-particle will be given in section 3.1. The section 3.2 will discuss the visualization and analysis of the collapse of the lipid monolayers at the air-water interface. Finally, our conclusions will be summarized in section 4.
The method

Property grids
The method is based on visualization of spatial information sampled from molecular simulations and mapped on a high-resolution 3-dimensional property grid for some specific time frame of interest. Such a grid represents a 3-dimensional field and can contain average infor- Figure 1 : (colour on-line) (A) A simulation box is mapped to a 3D grid; Properties of the particles found in a volume element (red) are sampled and averaged to produce the grid value for that volume element using a large number of the simulation trajectory snapshots for a specific time interval. (B) 3D grid of a locally averaged property. Values of the cells are obtained by applying an 3-dimensional moving average to the original grid. The values inside the local 3D domain (red transparent box) are averaged and assigned to the central cell (opaque red cell). The local domains are subjected to the periodic boundary conditions. mation about some property of the system in each volume element for the duration of the sampling time frame (see Fig. 1(A) ). Therefore, the averaging is done for a spatial location rather than for a specific particle. Generally, such grids can contain various types of data and represent scalar, vector, or tensor property fields such as, for example, density, potential energy, mobility, order parameter, linear momenta, force, or stress tensor. Each property of interest is sampled on a separate grid using a large number of snapshots of the system. This paper mainly focuses on the density as the sampled property of the system for illustration purposes but much of the power of the approach is based on the ability to combine density maps with arbitrary other grids, such as the densities of different entities or average energy grid, for example, and do calculations on them.
In this method the resolution of the 3D grid should be fine enough to resolve the smallest structural feature of interest; in atomistic simulations the grid spacing can be 0.5Å so that individual atoms can be resolved. For coarse grained (CG) simulations using the MARTINI [7] force field the grid spacing can be in the range 1.5-2.0Å to resolve the larger particles (beads) representing several atoms. The time frame for sampling should be short enough to prevent averaging of the temporal features of interest, such as structural elements or dynamical or configurational heterogeneities [9] [10] [11] . At the same time the sampling period must be sufficiently long to allow for representative sampling of the accessible phase space of the system. The 3D grids obtained using this approach are essentially 3-dimensional histograms with the number of bins significantly larger (by 1-2 orders of magnitude) than the number of samples (particles) in a single configurational snapshot of the system. Hence, in order to generate smooth and representative density grids the number of sampled configurations should be large, typically, several hundreds or even thousands, depending on the grid resolution, number of particles in the system, and the desired quality of the density grid.
The property grids then can be visualized directly using appropriate visualization tools or manipulated to produce more complex fields, such as cross-correlation densities or local average property grids [12] .
Locally averaged property grids
Property grids generated using the approach outlined above produce continuous property fields which contain information about the the density distribution of a specific set of particles in the system for a specified duration of time. At short sampling times the diffusive mass transfer is normally insignificant and the accessible configurational space is mostly determined by the molecular rattling motion determined by the nearest molecular neighbours.
Essentially, under these conditions, the system's density distribution is an ensemble of weakly overlapping single particle density distributions.
When coexisting phases in the system are of interest such short time density grids may not show a sufficiently clear difference in the density (or any other property) between these phases.
Following a definition of a phase as a uniform continuous domain of matter with similar properties, a phase property is a collective quantity determined by many molecules comprising the phase. An obvious solution then is to provide additional averaging of the density grid at the characteristic length scale for the phases of interest. In practice, application of a 3-dimensional moving average over such a characteristic local domain around each grid cell is a convenient method to achieve such local averaging as shown in Fig. 1(B) . The resulting property grid has the same dimensions and resolution as the original grid but its cell values are averaged over spatial domains local to each of the cells. The size of the domain necessary to provide the desired averaging can be estimated from the particle density and a typical number of molecules required to distinguish the phases.
Visualization workflow
To generate density grids suitable for the visualization approach described in this paper a number of steps are required:
The starting point is a single initial configuration of the system to be visualized. The configuration has to contain all required information so that a new simulation can be initiated from it to generate enough additional configurations for the averaging procedure, if the original trajectory was not saved at a high enough frequency.
The atomic densities are sampled on a high resolution grid in this method. The grid resolution should be appropriately selected. Typically each atom or particle is expected to occupy the volume of at least 3 × 3 × 3 grid cells. Many configurational snapshots are necessary for a sufficient density sampling on such a high resolution grid. Normally, hundreds or thousands of configurations are needed to generate smooth density maps.
A good rule for a uniform system is to have the number of particles times the number of configurations at least ten times the number of grid cells.
The simulation length is chosen so that it is short enough to avoid smearing of the structural features of interest due to diffusion, but sufficiently long to provide adequate sampling of the system's accessible volume. It can be 10 ps for an atomistic simulation of liquid water and 10 ns for a coarse grained simulation of a lipid membrane.
By increasing the sampling time one can shift the focus of attention from short time behaviour in the system to to processes occurring at longer time scales.
Once the number of required configurations and the length of the simulation for grid sampling is known, the simulation is performed and the configurations are saved to a trajectory data file. The GROMACS simulation package was used in this work, and the configurations were saved as an XTC trajectory file [13] . The saved trajectory information is then used to sample the particle locations for density grid generation. For each density of interest a separate density grid is generated, so they can be analyzed and visualized independently. In this work for each grid to be sampled a particle index was generated and added to a GROMACS index file. The trajectory and the index files were used by software developed in our group to generate and save the density grids [14] . Such high resolution grids carry a large amount of information, of the order of hundreds of megabytes per grid, so the data is compressed before it is written to disk to reduce the amount of storage space required.
Once the grids are generated they can be used for numerical analyses or manipulated to produce new grids, such as cross density products.
For visualization, normally, the grids have to be converted to an appropriate format first. In this work, ParaView [15] , an open source multi-platform data analysis and visualization application, was used to generate most of the figures. The grids, therefore, were converted to the XML base VTI format, native to the VTK visualization library [16] ParaView is based on, using software developed in our group [14] .
If a animation is to be generated using this density base approach, then all these steps have to be repeated for each frame of the animation.
Structural features of a lipid nano particle
To demonstrate an application of the proposed density based technique, a simulation of a lipid nano-particle (LNP) in an aqueous environment will be discussed in this section. The LNP studied in this work is designed for therapeutic siRNA drug delivery to a target cell to induce specific gene silencing following the RNA interference pathway [17] . In addition to water and the siRNA drug, the particle is mainly composed of cholesterol and a specially designed ionizable cationic lipid, as well as a small amount of a structural phospholipid.
A protective shell of a polyethylene glycol (PEG) grafted lipid is required for the particles to prevent aggregation and to protect the particles from being degraded by the immune system during systemic delivery [1, 17] . A more detailed understanding of the structure and the roles of all the components of the particle is required for designing more efficient and precisely targeted drug delivery systems. We have previously built a model of this particular particle and described initial simulations, as well as characterized its structure using traditional visualization and analysis techniques [1] , but the simulations presented here are new and start from a different procedure to make the initial model.
The simulations were done in a 57. 6 3 nm 3 cubic simulation box under periodic boundary conditions using the GROMACS simulation package [13] and the coarse grain MAR-TINI force field [7, 8] . The system was composed of 15984 molecules of 2,
cholesterol (CHOL) molecules [7] , 3996 molecules of 1,2-distearoyl-sn-glycerophosphocholine (DSPC) [7] , a phospholipid, 3996 PEG-lipid molecules (PEG-C2) [1] , and 1179533 water particles. The siRNA in this simulation was represented by 216 12 base pair double stranded RNA MARTINI molecules, in the current model indistinguishable from DNA [18] , and 11232 chloride anion particles were added to the system to neutralize the system. In the MARTINI force field the coarse graining is implemented by representing 4 heavy atoms, typically, by a single effective particle [7] . In total the simulation system contained 1714349 MARTINI particles, and represented a system of approximately 20 million atoms.
The particle was self-assembled from a mixture of the DLin-KC2-DMA, DSPC, cholesterol, and RNA molecules randomly distributed inside a sphere 25.5 nm in radius. The initial configuration for the LNP simulations was built using bio.b-gen simulation box generator developed in our group [19] . The PEG-lipid molecules were placed randomly around the sphere in a spherical shell between radii 26.0 and 26.5 nm. 130950 water particles were placed inside a sphere of radius 27.0 nm and 1059815 water particles were added to the rest of the system to achieve the desired level of lipid hydration and to maintain an uniform density throughout the system. After that, 11232 randomly selected water particles were replaced by Cl − ions to neutralize the system. The system was propagated for 200 ns at a temperature of 320 K using a 10 fs time step, during which the nano-particle self-assembled and equilibrated. The spacing for the density grids in this study was slightly less than 2Å with grid dimensions of 300 × 300 × 300 cells. The grid resolution was a compromise between the captured structural details and the computational effort of visualization: a typical MARTINI bead has an effective diameter of 4.7Å and can be resolved at this grid spacing; at the same time a grid of 27,000,000 cells still can be manipulated on current hardware. The grids were sampled using 1000 configurational snapshots of the system during a 100 ps simulation.
General structure of the nano particle
The general view of the lipid nano particle simulated in this works is shown in Figure 2 . A protective shell formed by the PEG-lipid wrapping the particle can be seen in Fig. 2 (A) as well as a number of RNA molecules present at the external surface. A cross-sectional view in Fig. 2 (B) reveals the internal structure of the particle [1] . Several water filled cavities are visible inside the particle separated by a bilayer-like lipid membranes. The RNA molecules are clearly seen inside the lipid membranes and appear to be uniformly distributed. The PEG-lipid density is mostly limited to the external surface but a few PEG-lipid molecules The external view of the particle. (B) A cross-sectional view represented by a 3.5 nm slab cut from the middle of the particles. The molecular densities of the components are shown by a set of semi-transparent iso-surfaces: magenta, the protective PEG-lipid (PEG-C2), red, the therapeutic siRNA (RNA), green, cholesterol (CHOL), yellow, the phospholipid (DSPC), and blue, the ionizable cationic lipid (DLin-KC2-DMA). All iso-surfaces were generated using 5 nm −3 density values.
can be seen inside the particle.
The density of water (solvent) shown in Fig. 3 (A) provides a representation of the external interface of the particle with the surrounding water. At the 100 ps time scale the diffusive contribution to molecular motion is small, so that the high resolution density grid contains most of the molecular level details cluttering the representation. By averaging the density grid locally the amount of detail is reduced, so that the general shape of the particle can be seen more clearly, see Fig. 3(B) . This representation of the particle external surfaces reveals these details much more clearly when compared with a more conventional particle view shown in Fig. 2(A) . Figure 3(C) shows the same water density iso-surface as Fig. 3 (B) but with a semi-transparent surface. Such a representation shows the water cavities inside the particle, their distribution, and sizes. Apparently, water entrapped inside the particle during the particle construction process aggregated into compact water pockets. Significant variation of Figure 3 : (colour on-line) Iso-surfaces of the solvent density in the lipid nano particle system at 5 nm −3 density values. (A) The original density shows too many molecular details, obscuring the overall topology of the particle surface. (B) A locally averaged water density using 9
3 cell averaging (≈ 1.7 3 nm 3 ) shows the particle surface topology more clearly. (C) A semi-transparent representation of the same local-average density iso-surface showing water cavities inside the particle. Figure 4 : (colour on-line) Volumes (red curve) of the 69 water cavities identified inside the lipid nano particle shown in Fig. 3(C) sorted by size. The corresponding cavity diameters are also shown (blue curve), assuming a spherical shape for the cavities. The threshold density value for the density domain analysis was 5 nm −3 . the water pocket sizes can also be noticed. A search for continuous domains in the averaged grid revealed 69 water cavities inside the particle. The plot of the estimated cavity diameters in Fig. 4 shows a two-tier cavity organization, with the larger cavities being in the 6-10 nm diameter range and the smaller cavities in the 0.5-2 nm range. The total volume of the internal cavities is 8172 nm 3 and their total estimated area is 6638 nm 2 . The domain of the solvent density lower than the threshold value corresponds to the rest of the particle and had a volume of 50475 nm 3 . The sum of these two volumes gives the total particle volume which can be used to estimate the particle radius of 24.1 nm. Thus, the external area of the LNP assuming its spherical shape can be approximated as 7300 nm 2 , and the total area of the interface with the solvent of approximately 14000 nm 2 . This analysis shows that the areas of the external and internal interfaces of the particle are similar, with 52 and 48 % respective contributions to the total area.
The distribution and structural ordering of the main lipid components of the nano particle can be evaluated from their particle densities shown in Fig. 5 . The short rigid cholesterol molecules demonstrate relatively low mobility inside the particle and produce well formed distinctive density "sticks" at this time scale, Fig. 5(A) . One can see that cholesterol is strongly ordered in the lipid membranes separating the water cavities in the particle. Although the DSPC molecules are longer and more flexible than cholesterol molecules, the amount of DSPC is four times smaller than that of cholesterol in the system, so that the densities of individual molecules can still be distinguished in Fig. 5(B) . Some water cavities can be distinguished in the DSPC density plot in Fig. 5(B) but, generally, the DSPC ordering is less apparent than in the case of cholesterol.
Figure 5(C) shows the density representation of the main component of the particle, the DLin-KC2-DMA cationic lipid. Its molar fraction in the particle is the same as that of cholesterol, but the DLin-KC2-DMA molecules are longer and more flexible, so that its density in Fig. 5(C) is fused together and the ordering around cavities is significantly more difficult to see. To address the question about DLin-KC2-DMA orientational ordering in the particle the densities of its hydrophilic head, linker, and hydrophobic tail groups were sampled separately and plotted in Fig. 6 . This representation clearly demonstrates strong ordering of the cationic lipid head groups around the water pockets.
A more careful examination of the component densities in Fig. 5 shows that the water cavity openings in the cholesterol density seem larger than in either the DSPC and DLin-KC2-DMA density plots. This observation suggests that the cholesterol molecules must be residing deeper in the lipid membranes separating the water pockets and not be present at the lipidwater interface. To observe the effect more clearly the iso-surface of DLin-KC2-DMA density shown in Fig. 6 (C) was colored by the cholesterol density and plotted in Fig. 7 . In this representation it becomes apparent that cholesterol molecules tend not to be present at the interfaces with water, as can be seen by dark blue color of the cavity surfaces; all the cholesterol molecules are deeper inside the lipid content of the particle.
Structural aspects of RNA encapsulation
No RNA molecules are present inside the water cavities (Fig. 2B ), but some RNA molecules are located at lipid-water interfaces, at the lipid side of the interface. Fig. 8 (A) provides a clearer view of RNA located at the lipid-water interface. The interface is mainly formed by the DSPC and DLin-KC2-DMA lipids. A RNA molecule is seen adsorbed at the interface Figure 6 : (colour on-line) The density of the DLin-KC2-DMA cationic lipid in the nano particle. The densities of the three parts of the lipid molecules were sampled on separate grids and plotted as separate iso-surfaces through 3 nm −3 densities: the hydrophilic head groups (red), linker groups (blue), and the hydrophobic tail groups (yellow). (colour on-line) RNA molecules adsorbed on water interfaces. The RNA molecules are shown as an iso-surface of the RNA density (red), the water interfaces are represented by the iso-surface of water density (semi-transparent blue). Shown in a 3.5 nm cross-sectional slab using 5 nm −3 iso-densities. An iso-surface of water and the chloride ion densities, as well as the RNA density provide a different representation of the same water cavity in Fig. 8(B) . Apparently, the water pockets carry a negative charge spread at the interface due to the chloride ions entrapped inside the cavities. The ions are adsorbed at the interface from the water side. The lipid side of the interface is mainly formed by the cationic, DLin-KC2-DMA, and zwitterionic, DSPC, lipids and is expected to be positively charged, explaining this attraction. Interestingly, the RNA molecules carry a negative charge of −22 and despite this fact they still prefer to adsorb onto the negatively charged water cavities.
It has been previously noted that the vicinity of the RNA molecules in the nano particle contains approximately fourteen times more DLin-KC2-DMA lipid molecules than DSPC molecules [1] . This ratio was estimated from RNA-lipid radial distribution functions and was significantly higher than the 4:1 molar ratio of these lipids in the particle composition.
This observation indicated a higher affinity of the DLin-KC2-DMA lipid for RNA molecules in comparison with the DSPC lipid. In this work the numbers of RNA-lipid contacts were visualized directly using spatial density correlations between the RNA molecules and the DSPC and DLin-KC2-DMA lipids (Fig. 10) . The number of RNA-DLin-KC2-DMA (blue)
contacts is higher than RNA-DSPC contacts (yellow); their ratio is visually also higher than the 4:1 ratio expected from the composition, in qualitative agreement with the previous work [1] . Domain analysis indicates that the ratio of the number of RNA-DLin-KC2-DMA contacts to the number of RNA-DSPC contacts is approximately 40:1, or 10 times higher than the molar ratio of these lipids. Apparently, the RNA molecules are mostly surrounded by the cationic DLin-KC2-DMA lipid and DSPC is forced from the these regions; under such circumstances DSPC is mostly expected to be present at water interfaces rather than in the vicinity of the RNA molecules. This observation is illustrated by Fig. 11 where an RNA molecule is shown bound to the surface of a water cavity. The RNA molecule lays flat on the water surface and there is practically no DSPC density in its immediate vicinity.
The actual role of the DSPC lipid in formation of lipid nano-particles is not yet fully understood, but it is known that some amount of DSPC is required for nano particle formulation to have in vivo drug activity [20] . Based on the observations made in this work we can speculate that the DSPC lipid is responsible for formation of more stable interfaces between the lipid content and water. Figure 11 : (colour on-line) A cut-away representation showing an RNA (red) molecule on the surface of a water pocket inside the lipid particle. The water interface is shown as the iso-surface of water density (blue). The yellow density iso-surface represents the DSPC lipid molecules. The surfaces were plotted using 5 nm −3 iso-densities.
Structure and dynamics of lipid monolayers with phase coexistence
The second case study demonstrating the application of the density based technique for visualization is a simulation study of lipid monolayers at the air-water interface. The simulations were done using the GROMACS simulation package [13] and the MARTINI coarse grain force field [7, 8] . The system used in this study is shown in Fig. 12 . Each monolayer was composed of 3840 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) molecules, 2304
1,2-(cis-cis-9.12-octadecadienoyl)-sn-glycero-3-phosphocholine (DOPC) molecules, and 3072 cholesterol (CHOL) molecules. Monolayers with these specific compositions in simulations separate into a liquid-ordered (Lo) and a liquid-disordered (Ld) phases at surface tensions in the range from 0 to 30 mM/m at the temperature of 290 K [21] .
The system setup comprised a water slab in vacuum with two symmetric monolayers at the two vapor-water interfaces (see Fig. 12(A) ). Partial collapse of the monolayer was induced by applying a near-zero (<5 mN/m) surface tension using a surface-tension coupling scheme, after which the monolayer compression was stopped using by switching to constant volume simulation. This led to monolayer folding [22] into bilayer discs in water; the bilayer discs bent and formed semi-vesicles attached to the monolayers (and filled with water), shown in Fig. 12(B) and (C) . This resulted in a complex 3D structure with the lipid components heterogeneously distributed between the monolayer at the interface and the bilayers in water. This structure is directly relevant for lung surfactant, a mixture of lipids with a small amount of proteins lining the gas exchange interface in the lungs. Lung surfactant monolayer at the air-water interface is connected to the bilayer reservoirs in water; this connectivity provides low surface tensions on interface compression and expansion, which is necessary for breathing [23] [24] [25] . The phase distribution in the monolayers and their properties are of the main focus in this paper. The results reported in this section are part of a larger study of lipid monolayers (Baoukina et al., in preparation).
The simulation box was 61.7 61.7 60.0 nm3 (with periodic boundary conditions); the spacing for the density grids in this study was slightly less than 2Å with dimensions of 315×315×305 grid cells. The grids were sampled using two different time frames,1 ns and 10 ns, with 1000 configurations in each time frame.
Lipid dynamics in the monolayers
The monolayers contain two coexisting phases: the Lo phase is rich in DPPC and CHOL, and the Ld phase mainly contains the unsaturated DOPC lipid. Such phase separation can be clearly seen in the top view of the monolayer in Fig. 12(C) .
The cholesterol ordering in the DPPC (yellow) lipid domain can be clearly seen; the red dots of cholesterol can also be seen in the blue disordered (DOPC) phase. While cholesterol ordering is very different in the two phases, the actual cholesterol mobility for the 1 ns sampling time appears similar as can be judged from the size of the accessible cholesterol volume. A cross-sectional view of the same cholesterol density in Fig. 13 (A) confirms this similarity: the cholesterol density distributions in the Ld phase are comparable to those in the Lo phase on the 1 ns time scale. However, the cholesterol density on the 10 ns time scale, shown in Fig. 13(B) , demonstrates a significant difference in mobility between the two phases: the more mobile cholesterol molecules in the Ld phase produce diffuse delocalized density clouds at this time scale, while the character of the density of less mobile cholesterol molecules in the Lo phase has not changed. A similar insights can be gained from the total lipid density plots shown in Fig. 14 , where the Lo phase maintains the molecular details on a 10 ns scale while in the Ld phase these details are completely smeared out by the molecular motion. Thus, by employing different time scales for density grid generation it is possible to visualize the difference in molecular mobility in two lipid phases.
Properties of the lipid phases
As was already mentioned in Section 2.2, identification of a chemical phase or distinguishing between several phases in the system often requires a local averaging to account for the collective nature of the phase behaviour. The graph in Fig. 15(A) shows the probability distributions of the density values in the original density grid of the DPPC lipid as well as in two locally averaged grids. The monotonous shape of the original density probability distribution is typical for a molecular rattling motion, when all the molecules are vibrating around their positions determined by the nearest neighbours without actual diffusion. Under these conditions, there is no significant overlap between the accessible volumes of neighbouring molecules and the total probability distribution is similar to that of a single molecule. When accessible volumes overlap, several molecules contribute to the property value of the overlap region, which results in an enhanced probability for that average value. Such overlapping regions have similar properties and the density probability shows a peak at the density value specific for this phase.
The graphs in Fig. 15(A) show negligible overlap in the original DPPC density grid, and a presence of a distinct phase in the grid averaged over 11 3 cell local volumes (≈ 2. Figure 16 shows the isosurfaces for the DPPC density corresponding to these density values.
The part of the probability distribution with density less than 4 nm −3 corresponds to interface regions (and the Ld phase); the main peak with a higher density corresponds to the bulk Lo phase; and the sub-peak of the highest density is due to the DPPC clusters inside the bulk phase. A better insight into the nature of the DPPC clusters can be obtained from Fig. 17 where the original DPPC density is shown together with the cluster surfaces. the gel-Lo-Ld coexistence region in the ternary phase diagrams of DPPC:DOPC:cholesterol mixtures forming lipid bilayers [26, 27] .
To contrast the differences between the immobile Lo phase and the mobile Ld phase, Fig. 15(B) shows analogous density distributions for the DOPC lipid prevalent in the Ld phase. Apparently, at this timescale, the natural diffusion in the phase provides sufficient averaging, so that the presence of a bulk phase can be seen in the probability distribution of the original density. Local averaging of the density grids does not produce new evidence of any additional phases enriched in DOPC.
Conclusions
A density based visualization technique has been applied to the results of molecular dynamics simulation of two different systems in the frame work of the MARTINI force field. It has been shown that very large systems can be visualized because the density based approach to to the cationic lipid inside a lipid nano-particle in Section 3.1. The DPPC clusters in the lipid monolayers in Section 3.2 were identified after the probability distributions of the locally averaged grid density values were plotted and then used for targeted density visualization.
The approach for data analysis and visualization proposed in this work undoubtedly offers a number of unique options which can potentially benefit any modern molecular dynamics simulation study.
