Abstract. We examine the efficiency of hash-coding and tree-search algorithms for retrieving from a file of k-letter words all words which match a partially-specified input query word (for example, retrieving all six-letter English words of the form S**R*H where "*" is a "don't care" character).
1. Introduction. We examine algorithms for performing partial-match searches of a direct-access file to determine their optimal forms and achievable efficiency. First we present a model for file and query specifications, within which we will analyze various search algorithms. Section 2 discusses the historical development of the "associative search" problem and reviews previously published search algorithms. Section 3 examines generalized hash-coding search algorithms, and 4 studies a tree-search algorithm.
We begin with a general outline of an information retrieval system, and then proceed to define our problem more precisely.
An information retrieval system consists of the following parts:
(i) a collection of information, called a file. An individual unit of a file is called a record.
(ii) a storage or recording procedure by which to represent a file (in the abstract) on a physical medium for future reference. This operation we call encoding a file. The encoded version of a file must, of course, be distinguishable from the encoded versions of other files. The medium used is entirely arbitrary; for example, punched or printed cards, ferromagnetic cores, magnetic tape or disk, holograms or knotted ropes. There are clearly many possible encoding functions, even for a given storage medium. To choose the best one for an application is the encoding or data structure problem.
(iii) a method by which to access and read ( (iv) a user of the system, who has one or more queries (information requests)
to pose to the system. The response to a query is assumed to be a subset of the ]i/e--that is, the user expects some of the file's records to be retrieved and presented to him. If the user presents his queries one at a time in an interactive fashion, we say that the retrieval system is being used on-line, otherwise we say that it is being used in batch mode. We shall only consider on-line systems.
(v) a search algorithm. This is a procedure for accessing and reading part of the encoded file in order to produce the response to a user's query. It is, of course, dependent, but not entirely, on the choice of storage medium and encoding function. This algorithm may be performed either by a computer or some individual who can access the file (such as a librarian).
The above broad outline of an information retrieval system needs to be fleshed out with more detail in order to make precise the problem to be studied. We now present some formal definitions required for the rest of this paper. These details restrict the model's generality somewhat, although it remains a good approximation to a large class of practical situations.
1.1. Attributes, records and files. A record r is defined to be an ordered k-tuple (rl, r2, , rk) of values chosen from some finite set Z. That is, each record is an ordered list of k keys, or attributes. For convenience, we assume that Z ={0, 1,-.., v-1}, so that the set k is the se[ of all k-letter words over the alphabet Z, and has size vk. We shall generally restrict our attention to the case v 2, so that the set 5; is just the set of k-bit words. Since any record type can be encoded as a binary string, this entails no great loss in generality. Furthermore, it seems to be the case that binary records are the hardest type for which to design partial-match retrieval algorithms, since the user has the greatest flexibility in specifying queries for a given number of valid records.
A file F is defined to be any nonempty subset of Z.
These definitions are not the most general possible; however, they do model a significant fraction of practical applications. A more general scheme, such as that proposed by Hsiao and Harary [25] , would define a record to be an unordered collection of (attribute, value) pairs, rather than an ordered list of values for a predetermined set of attributes, as we have chosen here. Making realistic assumptions about the frequency of occurrence of each attribute, and related problems, seems to be difficult, and we shall not pursue these questions in this paper.
1.2. Queries. Let O denote the set of queries which the information retrieval system is designed to handle. For a given file F, the proper response to a query q 60 is denoted by q(F) and is assumed to be a (perhaps null) subset of F.
The following sections categorize various query types and describe the particular query types to be considered in this paper.
1.2.1. Intersection queries. The most common query type is certainly the intersection query, named after a characteristic of its response definition-a record in F is to be retrieved if and only if it is in a specified subset q(Z) of E , so that def q(F)= F CI q(Zk).
(This notation is consistent since F= Zk implies q(F)= q(E).) The sets q(E) completely characterize the functions q(F) for any file Fby the above intersection formula. Intersection queries enjoy the property that whether some record r 6 F is in q(F) does not depend upon the rest of the file (that is, upon F-{r}) so that no "global" dependencies are involved. The class of intersection queries contains many important subclasses which we present in a hierarchy of increasing generality:
1. Exact-match queries. Each q(,E) contains just a single record of Y. An exact-match query thus asks whether a specific record is present in F.
2. Single-key queries, q(,E) contains all records having a particular value for a specified attribute. For example, consider the query defined by {r :lr 1}.
3. Partial-match queries. A "partial-match query q with s keys specified" (for some s -< k) is represented by a record f R with k s keys replaced by the special symbol "*" (meaning "unspecified"). If f (f,.... f), then for k-s values of ], we have "*". The set q() is the set of all records agreeing with in the specified positions. Thus
A sample application might be a crossword puzzle dictionary, where a typical query could require finding all words of the form "B*T**R" (that is: BATHER, BATI'ER, BETTER, BETTOR, BITTER, BOTHER, BUTLER, BUTTER).
We shall use Os throughout to denote the set of all partial-match queries with s keys specified. 4 . Range queries. These are the same as partial-match queries except that a range of desired values rather than just a single value may be specified for each attribute. For example, consider the query defined by q(Zk) {r ;kl(1 _-< rl -< 3)A( 1 _-< r -<-4)}. The class of Boolean queries is identical to the class of intersection queries, since one can construct a Boolean function which is true only for records in some given subset q(Z) of Z (the characteristic [unction of q(Zk)).
Note that each intersection query requires total recall; that is, every record in F meeting the specification must be retrieved. Many practical applications have limitations on the number of records to be retrieved, so as not to burden the user with too much information if he has specified a query too loosely.
1.2.2. Best-match queries. A different query type is the pure best-match query. A pure best-match query q requests the retrieval of all the nearest neighbors in F of a record 6 Y_. using the Hamming distance metric d over Z k.
Performing a pure best-match search is equivalent to decoding the input word into one or more of the "code words" in F, using a maximum likelihood decoding rule (see Peterson [35] ). Thus we have q(F) {r FI(Vr' F)(d(r', ) >= d(r, ))}. 1.2.3 . Query types to be considered. In this paper we shall only consider partial-match queries. The justification for this choice is that this query is quite common yet has not been "solved" in the sense of having known optimal search algorithms to answer it. In addition, partial-and best-match query types are usually considered as the paradigms of "associative" queries. The simpler intersection query types already have adequate algorithms for handling them. The more general situation where it is desired to handle any intersection query can be easily shown to require searching the entire file in almost all cases, if the file is encoded in a reasonably efficient manner. (Besides, it takes an average of lY_.I bits to specify which intersection query one is interested in, so that it would generally take longer to specify the query than to read the entire file!) A practical retrieval system must therefore be based on a restricted set of query types or detailed knowledge of the query statistics.
1.3. Complexity measures. The difficulty of performing a particular task on a computer is usually measured in terms of the amount of time required. We shall measure the difficulty of performing an associative search by the amount of time it takes to perform that search.
Our measure is the "on-line" measure, that is, how much time it takes to answer a single query. This is the appropriate measure for interactive retrieval systems, where it is desired to minimize the user's waiting time. Many information retrieval systems can, of course, handle queries more efficiently in a batch manner--that is, they can accumulate a number of queries until it becomes efficient to make a pass through the entire file answering all the queries at once, perhaps after having sorted the queries. The practicability of designing a retrieval system to operate "on-line" thus depends on the relative efficiency with which a single query can be answered. That is the study of this paper.
When a file is stored on a secondary storage device such as a magnetic disk unit, the time taken to search for a particular set of items can be measured in terms of (i) the number of distihct access or read commands issued, and (ii) the amount of data transmitted from secondary storage to main storage. For most of our modeling, we shall consider only the number of accesses. Thus, for the generalizations of hash-coding schemes discussed in 3, we count only the number of buckets accessed to answer the query.
Several measures are explicitly not considered here. The amount of storage space used to represent the file is not considered, except in 3.3 to show that using extra storage space may reduce the time taken to answer the query. The time required to update a particular file structure is also not considered--this can always be kept quite small for the data structures examined.
1.4. Results to be presented. We give a brief exposition of the historical development of "associative" search algorithms in 2.
In 3 we study generalized hash functions as a means for answering partialmatch queries. We derive a lower bound on their achievable performance, and precisely characterize the class of optimal hash functions. We then introduce a new class of combinatorial designs, called associative block designs. Interpreted as hash functions, associative block designs have excellent worst-case behavior while maintaining optimum average retrieval times. We also examine a method for utilizing storage redundancy (that is, we examine the efficiency gains obtainable by storing each record more than once).
In 4 we study "tries" as a means for responding to partial match queries. "Tries" (plural of "trie") are a particular kind of tree in which the ith branching decision is made only according to the th bit of the specific record being inserted or searched for, and not according to the results of comparisons between that record and another record in the tree. Their average performance turns out to be nearly the same as the optimal hash functions of 3.
The results of 3 and 4 seem to support the following.
Conjecture. There is a positive constant c such that for all positive integers n, k and s, the average time required by any algorithm to answer a single partial match query q 6 Slade [44] , the first associative memory design was proposed by Dudley Buck in 1955. The hoped-for technological breakthrough allowing large associative memories to be built cheaply has not (yet) occurred, however. Small associative memories (on the order of 10 words) have found applications--most notably in "paging boxes" for virtual memory systems (see [12] ). Minker [32] has written an excellent survey of the development of associative processors.
2.2. Exact-match algorithms. New search algorithms for use on a conventional computer with random-access memory were also being rapidly discovered in the 1950's. The first problem studied (since it is an extremely important practical problem) was the problem of searching for an exact match in a file of single-key records. Binary searching of an ordered file was first proposed by Mauchly [30] . The use of binary trees for searching was invented in the early 1950's according to [28] , with published algorithms appearing around 1960 (see, for example, Windley [46J--there were also many others).
Tries were first described about the same time by Rene de la Briandais [11] . [28, 6.4] ).
2.3. Single-key search algorithms. The next problem to be considered was that of single-key retrieval for records having more than one key (that is, k > 1). This is often called the problem of,"retrieval on secondary keys". L. R. Johnson [26] proposed the use of k distinct hash functions hi and k sets of lists Lmfor and Gray suggested a similar solutionwcalled Multilist--in which each attributevalue is associated with a unique list through the use of indices (search trees) instead of hash functions (see [20] , [36] ). Davis and Lin [10] In between, log(work) decreases approximately linearly with s. J. A. Feldman's and P. D. Rovner's system LEAP [13] allows complete generality in specifying a partial match query. LEAP handles only 3-key records, however, so that there are at most eight query types. This is not as restrictive as might seem at first, since any kind of data can in fact be expressed as a collection of "triples": (attributename, objectname, value). While arbitrary Boolean queries are easily programmed, the theoretical retrieval efficiency is equivalent to an inverted list system. Several authors have published algorithms for the partial match problem different from the inverted list technique. One approach is to use a very large number of short lists so that each query's response will be the union of some of the lists, instead of an intersection. Wong and Chiang [47] To answer a partial-match query q Q, we must examine the contents of the lists with indices in
Here we make the natural extension of h onto the domain O.
The basic retrieval algorithm can thus be expressed The difficulty of computing the set h(q) depends very heavily on the nature of the hash function h. It is conceivable that for some pseudo-random hash functions h, it is more time-consuming to determine whether h(q) than it is to read the entire list L, from the secondary storage device. Such hash functions are, of course, useless, since one would always skip the computation of h(q) and read the entire file to answer a query. We will restrict our attention to hash functions h for which the time required to compute the set h(q) of indices of lists that need to be searched is negligible in comparison with the time required to read those lists.
We denote the average and worst-case number of lists examined by SEARCH to answer a partial-match query with s keys specified, given that the file We shall denote the average number of lists examined, taken over all partial-match queries in Q, by A(h). We denote the minimum possible average number of lists examined for a query q Q, by mmin(k, W, S,/9) where h is assumed to be a balanced hash function mappingX {0, 1 We illustrate the principle by means of an example. Suppose we wish to construct a "crossword puzzle" dictionary for six-letter English words. Let b 2 be the number of lists used. Given a word (for example, "SEARCH"), we construct a w-bit list index (bucket address) by forqaing the concatenation:
of six (w/6)-bit values; here g is an auxiliary hash function mapping the alphabet into (w/6)-bit values.
For a partial-match query with s letters specified, we have, in this case, As(h) Ws(h)= 2 w-s(w/6. This approach is clearly feasible as long as b -> 2k, since one or more bits of the list index can be associated with each attribute.
A similar technique has been proposed by M. Arisawa [2] , in which the ith key determines, via an auxiliary hash function, the residue class of the list index modulo the ith prime (see also [34] ).
For nonbinary records, the analysis fortunately turns out to be simpler than for binary records. In this section we prove that schemes that use the above string-homomorphism idea are, in fact, optimal. The term Qmin(max fi, k-1) is a lower bound on the number of partial-match queries beginning with a "*", and Qmin(f,, k 1) is a lower bound on the number of partial-match queries beginning with "i", that require examination, of L.
We can perform the analysis by passing to the continuous case. Define the function Q'mi, as follows. 
When x is the kth power of some integer y, 1 -< y _-< v, the lower bound provided by Q'mn(X, k) is, in fact, [45] " when k > log2 (b), an optimal hash function is one which merely extracts the first log2 (b) bits of each record for use as a list index. As we shall see later, this hash function is only one of many which minimize the average number of lists examined, some of which also do better at minimizing the worst-case behavior as well. Sacerdoti [43] has also suggested that this scheme may be practical for partial-match retrieval.
We shall only consider balanced hash functions in this section. This eliminates considering obviously "degenerate" hash functions mapping all the records into a single list (costing one list examination per search). Furthermore, if each record in Z is equally likely to appear in the file (independent of other records), then the expected length of each list will be the same. A formal justification for the restriction to balanced hash functions will be given later on, after we examine more closely the average search time of optimal balanced hash functions.
The Denote by Omin(X, k) the minimal value of Q(B,) for any B, of size x, B, c {0, 1} .
We now note that Proof. Directly from the above formula for Q(x) or by noting that if q is counted in Q(), then q0, q 1 and q* will be counted in Q x(_). Proof. The 
where the minimum is taken over all pairs of nonnegative integers y, z such that y + z + 1 x, y -> z and y =< 2-. By induction, the right-hand side of (1) 
Q(01-w-1)< Q(t-1 k-w)+Q(2---t-1 k-w).
It is simpler to note that the general statement Q(x k) < Q(t-1" k) + Q(x k) is always true; in fact, it is implied directly by (1), Lemma This can't be asserted in an "iff" manner for s 0 or s k, since Ao(h)= b and A(h)---1 independent of h.
Theorem 3 can be proved in the same manner as Theorem 2. We note here the differences, using Qs(Bi) and Qmin,s(X, k) to count queries in Qs rather than Q. LEMMA 7. Qmin,s(x, k)-->min (Qmin,s(Xo, k-1)+Qmin,s(Xo, k-1)+ Qmin,s-l(Xl, k 1)) where the minimum is taken over all pairs ofnonnegative integers Xo, xl, such that Xo + xl x, Xo >= xl and Xo <-_ 2-1.
The proofs of these lemmas are omitted here (see [40] ). The proof of Theorem 2 then proceeds along the same lines as that of Theorem 1; with (1) being replaced by
Os(x k)<-min(Os(y:k-1)+Os_l(y:k-1..)+Os_l(z k-l)).
We omit details hre of the proof, as it varies little from the proof of (1) . The Note that th'e optimal choice of w does not depend on k, due to the fact that the probability (2/3) of examining L when IB, I-2 -w does not depend on k. Since our above analysis only considered a single arbitrary bucket, all buckets should have the same optimal size determined above. That is, the hash function should be balanced.
3.2.
Minimizing the worst-case number of lists searched. The worst-case behavior of the hash function of Corollary 1 is obviously poor; if none of the specified bits occur in the first w positions, then every list must be searched. In this section we find that other optimal average-time hash functions exist which have much improved worst-case behavior, often approximately equal to the average behavior. We also consider a simpler strategy involving storing each record in several lists.
To obtain good worst-case behavior Ws(h) for h {0, 1} {1,''', b 2w}, the hash function h(x) must depend on all of the bits of x, so that each specified bit contributes approximately equally and independently towards decreasing the number of lists searched. We shall also restrict our attention to balanced hash functions satisfying the conditions of Theorems 2 and 3 so that optimal average time behavior is ensured. While we have no proof that these block shapes are necessary for optimal worst-case behavior, the fact that Ws(h) is (iii) alone is enough to make the construction of ABD's a difficult combinatorial problem, comparable to the construction of balanced block designs (see [9] ). Furthermore, with the exception of a construction due to Preparata based on BCH codes for the case w k-1, the existence of ABD's of arbitrary size does not seem to be answered by any previous results of combinatorial design theory.
(See [40] , [41] , however, for an interpretation of ABD's as a special case of group-divisible incomplete block designs, defined in [5] (iii) Between each pair of rows in the ABD there must be at least one column they contain differing digits. There must be at least () such row-rowin which column differences. On the .other hand, each column can contribute at most (bw/2k) such differences by (i) of this theorem.
Parts (i) and (iii) of the above theorem can be used to restrict the search for ABD's. Note that (i) implies that bw/2k must be integral, so that no ABD(5, 4)'s exist, for example. Part (iii) implies that to achieve large (record length)/(list index length) ratios k/w, we must let w grow to at least 2k/w, approximately. For k _-< 20 the above restrictions imply that the ABD(k, w)'s could only exist for the following (k, w) pairs:
(4, 3), (8, w) for 4 -< w _-< 7, (10, 5) , (12, 6) , (12, 9) (14, 7) (16, w) for 6 <_-w <-15, (18, 3t) for 2=<t-<5, (20, 10) , (20, 15) . We first present a simple infinite class of ABD's. The construction here is due to Ronald Graham. Franco Preparata has discovered another construction for a class of the same parameters, based on cyclic BCH erro-correcting codes [38] .
TI-IEOREM 5. An ABD(2', 2' 1) exists ]:or >-_ 2.
Proof. We exten,d our notation for an ABD; a row containing r "-" 's will to + 1 of these rows might contain cyclic shifts of * 10'-1.) (ii) Row for + 2 -< _-< 2k t-1 contains digits in columns 1 to + 1, a * in column + 1 + [(i-t)/2], and -'s elsewhere. The digits used are arbitrary except they must satisfy part (ii) of the ABD definition. It is easy to check that this is an ABD. V1 We present in Table 3 an ABD(8, 7)(t 3) constructed this way. Graham has also constructed an ABD(16, 13) with a similar two-part method. This design is given in Table 4 . The ABD's of Theorem 5, while interesting as a solution to a combinatorial problem, are essentially useless as hash functions since the number of buckets is unacceptably large. We wish to have ABD's such that the ratio k/w does not tend to 1. The following theorem does just that.
THF.ORFM 6. Given an ABD(k, w) and an ABD(k', w') such that k/w k'/w', one can construct an ABD(k + k', w + w').
Proof. For each possible pair of rows (R1, R2) with R1 ABD(k, w), ABD(k', w'), let the concatenation RR be a row of the ABD(k + k', w + w'). This is easily shown to be a legal ABD. VI We can now form an ABD (8, 6) or an ABD(12, 9) from the design of Table 1 . Table 5 gives the ABD(8, 6) so constructed. 00"000"0 00"0100" 00"0"100 00"01"10 00"011"1 00"0011" 00"0"011 00"00"01 100"00"0 17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32 101 100"100" 111 100"'100 121 100"1"10 131 100"11"1 141 100"011"
151 100"*011
161 100"0"01 *10000"0 *100100" *100"100 *1001"10 *10011"1 *100011* "100"011 "1000"01 1"1000"0 1"10100" 1"10"100 1"101"10 1"1011"1 1"10011" 1"10"011 1"100"01 331 11"100"0 34] 11"1100" 351 11"1"100 361 11"11"10 371 11"111"1 381 11"1011" 391 11" 1"011   40  41  42  43  44  45  46  47  48 11"10"01 011"00"0 011"100" 011"'100 011"1"10 011"11"1 011"011" 011"*011 011" 0"01   49  50  51  52  53  54  55  56  57  58  59  6O  61 *01100"0 *011100* *011"100 *0111"10 *01111"1 *011011" *011"011 *0110"01 0"0100"0 0"01100" 0"01"100 0"011"10 0"0111"1 621 0"01011" 631 0"01"011 641 0"010"01
Theorem 5 allows us to construct an infinite family of ABD's of type (4t, 3t), for -> 1, using the ABD of Table 1 . This is approaching utility (an ABD (16, 12) is conceivably useful, say) but we need "starting" designs with large k w to obtain a family with large k/w. On the other hand, we know by Theorem 4 (iii) that designs with large k w must have k at least 2(k/w) approximately. Unfortunately, these tables get rapidly unmanageable by hand. Computer searches for an ABD (8, 5) or an ABD(10, 5) also ran out of time before finding any. The question as to whether ABD(k, w)'s existed with k/w >4/3 thus remained open until the following theorem, showing that k/w can be arbitrarily large, was discovered.
THEOREM 7 . Given an ABD(k, w) and an ABD(k', w') one can construct an ABD(kk', ww').
Proof. Each row R of the first ABD generates 2 w(w'-l) rows of the resultant ABD, as follows. The set of rows of the ABD(k', w') is arbitrarily divided into equal-sized subsets, Ao and A1. Each character x of R is replaced by a string of k' characters" if x *, x is replaced by .k,, otherwise x is replaced by some row in Ax.
The w digits of R are replaced independently in all possible ways by rows from the corresponding sets Ao and A1.
This generates a table with 2 ww' rows of length kk', each row having (k w)k' + w(k'-w') kk'-ww' *'s. Any two rows of the resultant ABD must contain differing digits in at least one column, since rows replacing differing digits must differ, or if the two rows were generated from the same row of the first design, then one of the digits replaced will have been replaced by two (differing) rows from the second ABD. The number of *'s in each column turns out to be 2wW'(kk'-ww')/kk',asrequired, sothatwehavecreatedanABD(kk ', ww'). [ The theorem allows us to form ABD's with arbitrarily large ratios k/w. For example, we can now construct an ABD (16, 9) or an ABD(64, 27) (in general, an ABD(4', 3') for t_>l) from the ABD(4, 3) of Table 1 . The following table illustrates the rows generated for an ABD(16, 9). TABLE 6 Rowsofan ABD (16, 9) 00*00ff 000 0"" 00 0 00"000"0"*** 100" 00"000"0"**** 100 00"000"0"*** 1" 10 00"0100"****00"0 100" 11" 100"000"0"*** 11" 100"0" 100"*** 11" 100"01 * 10"*** 0"01 00"0"***00"011" 00"0"***00"0011" 00"0"***00"0"011 Consider first the hash function h associated with an ABD(k + k', w + w') which was created by the concatenation (Theorem 6) of an ABD(k, w) and an ABD(k', w') (with associated hash functions g and g', respectively). Then Ws(h) max W.(g). Wo(g') for 0_-<s _-< k + k', 0 <-u =< k, 0-< v -< k'. For example, the ABD(8, 6) created from two of our ABD(4, 3)'s has Ws(h) as in Table 7 . The behavior of an ABD constructed by insertion is more difficult to work out. It seems the worst case here occurs when the specified bits occur together in blocks corresponding to the digits of the first ABD (of type (k, w)) used in the construction.
Under this assumption (for which I have no proof) the worst-case behavior of an ABD (16, 9) created from two of our ABD(4, 3)'s can be calculated to be as given in Table 8 . 2) can not exist). The "design" in Table 9 yields reasonably good worst-case performance. Table 10.   TABLE 10 Behavior of the previous design s 0 2 3 W,(h) 4 3 2 Concatenating this function with itself will yield larger "designs" having a k/w ratio of 3/2 and having good worst-case retrieval times. Another "design" yields a k/w ratio of 2 (Table 11 ). The technique is actually quite simple, and will be illustrated by an example. Suppose we have a file of 2 30 100-bit records (that is, each record consists of 100 one-bit keys). The method of the previous section would have required the construction of an ABD(100, w), for w near 20ma difficult task. Let us instead simply create five (-100/20) independent filing systems, and let each record be filed once in each system. Each bucket system will have 220 lists. The first system will use the first 20 bits of each record as its list index, the second system will use the second 20 bits of the record, and so on. Now suppose we have a query q 05. At least one of the five systems will have at least s/5 bits specified for its list indexmso we can use this system to retrieve the desired records. The number of buckets searched is not more than 22-rs/51.
In general, if b 2 is the number of buckets per system, and we have k-bit records to store (records with nonbinary keys can, of course, always be encoded into binary), we will establish rn k/w distinct bucket systems, divide the record into m w-bit fields, and use each field as a bucket address in one of the systems.
The worst-case behavior of this scheme follows a strict geometric inequality: 3 , that an optimal block shape for a hashing algorithm for partial-match retrieval is a "subcube" of y_.k, suggests using tries as an alternative data structure. Since the set of records stored in each subtrie of a trie is a subcube of Ek, recursively split into smaller subcubes at each level, tries might perform as efficiently as the optimal hash functions of the preceding section.
4.1. Definition of tries. Tries were introduced by Rene de la Briandais [11] , and were further elaborated on by E. Fredkin 15] , D. E. Knuth [28, 6.3] , and G. Gwehenberger [23] .
A trie stores records at its leaves (external nodes). [3] has examined a similar approach in more detail; we shall not pursue it further here.
Our cost measure c(n, s, k) shall be the average number of internal and external nodes examined by Triesearch to respond to a partial match query q e O, given that the trie contains n k-bit records.
Consider an arbitrary node M at level w + 1 in a trie. There are at most 2 nodes at this level. Let m m denote the common prefix of the records in the subtree with root M; the bits ml m specify which w branches to take to get from the root of the trie to M. Finally, let p(n, w, k) denote the probability that in a random trie there is a node M at level w + 1 with prefix m".mw (this is independent of the actual values of m.-. m if each n-record file F is equally likely). Note that there will be such a node if and only if the number of records with prefix m... m is not zero and the number with prefix m... m_ is not one.
Thus -2t,-'+l). 2,,_w] Assuming that n << 2k, we may approximate the latter two terms by the probability of having zero (resp., one) success in 2 k-w (resp., 2-w+l) trials, where the probability of success is n2-. Using the Poisson approximation to the binomial distribution, we have p(n, w, k)-1-exp (-n2-)-n2 exp (-n2-+).
This expression is independent of k, as we might expect, since once enough bits of a record are known to distinguish it, it is stored as a leaf in the trie, independent of the total record length. The function p(n, w, k) is very nearly a step function; it is approximately 1 for w < log2 (n), going very quickly to 0 for w > log2 (n), passing the value 1 / 2 at (log2 (n)-.0093), approximately.
Thus probability that a node M at level w + 1 will be examined for a partial match query q 6 Os is just Ami.(k, w, s) , where Ami.(k, w, s) is the function defined in 3.12. Since there are 2 nodes at level w + 1 in a complete binary tree, we get that the total expected cost of Triesearch is 1+ Z p(n, w, k) Amo(k, w, s).
l=wk
(1-exp(-n2-)-n2 exp(-n2-W+))(2-s/k)w. algorithms for random data for which the number of lists used is IFI. For the usual situation involving highly nonrandom data, tries are probably the best practical choice, since the tries will store any data efficiently, whereas a hashing algorithm which selects record bits to use as a list index might result in a large number of empty lists and a few very long lists. For nonrandom data, an interesting problem arises if the branching decision may be made on any of the untested bits; we wish to choose the bit on which to split the subtile that will yield the best behavior.
(Note that it is the most unbalanced tries which perform best.) For this modification, it may also be possible to take into consideration the probability that any given bit may be queried.
$. Conclusions. The hashing and trie-search algorithms presented perform more efficiently than any previously published partial-match search algorithms.
Retrieving from a file of n k-bit words all words that match a query with s bits specified takes approximately n ig2(2-s/k time, a little more than n 1-s/k, our conjectured lower bound on the time required by any algorithm. The main open problems are the proof or disproof of this conjecture, the existence questions for ABD's of general parameters, and the generalization of the results of this paper to handle nonrandom data with nonuniform query distribution probabilities.
