In this paper we characterize the convex hull of feasible points for a disjunctive program, a class of problems which subsumes pure and mixed integer programs and many other nonconvex programming problems. Two representations are given for the convex hull of feasible points. each of which provides linear programming equivalents of the disjunctive program. The first one involves a number of new variables proportional to the number of terms in the disjunctive normal form of the logical constraints; the second one involves only the original variables and the facets of the convex hull. Among other results, we give necessary and sufficient conditions for an inequality to define a facet of the convex hull of feasible points. For the class of disjunctive programs that we call facial, we establish a property which makes it possible to obtain the convex hull of points satisfying n disjunctions, in a sequence of it steps, where each step generates the convex hull of points satisfying one disjunction only.
Introduction: Disjunctive programming
By disjunctive programming we mean linear programming with disjunctive constraints. Integer programs (pure or mixed), and a host of other nonconvex programming problems (general quadratic programs, separable nonlinear programs, etc.) can be stated as linear programs with logical conditions. By logical conditions we mean, in the present context, statements about linear inequalities involving the operations "and" (conjunction), "or" (disjunction), "complement of" (negation). The operation "if.. .then" (implication) is known to be equivalent to a disjunction. The operations of conjunction and negation applied to linear inequalities give rise to (convex) polyhedral sets and hence leave the problem of optimizing a linear form subject to such constraints within the realm of linear programming. That is why we view the disjunctions as the crucial element in a logical condition, and call this whole area of mathematical programming, disjunctive programming.
Several special cases of disjunctive programming have been studied in the past.
Work on such problems includes the papers by Glover and Klingman [g, 91, Owen
[13], Zwart [16] and others. The more recent work of Glover [7] is also highly relevant to our topic. Finally, Jeroslow's recent contribution to general cutting plane theory [12] provides many insights that are useful in our context too.
In our own earlier work on the subject [3-51, we addressed the general problem of obtaining valid cutting planes from arbitrary logical conditions brought to disjunctive normal form. The family of cutting planes that we obtained includes improved versions of many earlier cuts of the literature and also new cuts with some attractive features (low computational cost, coefficients of different signs, etc.). The disjunctive programming formulation seems to be particularly helpful in taking advantage of problem structure where such structure originates in the "logical" nature of the physical conditions that the problem constraints are meant to translate (like in the case of multiple choice constraints, set partitioning, etc.).
The discovery by Jeroslow [l l] of the fact that the family of cutting planes introduced in our paper [4] is exhaustive, i.e., comprises all valid cutting planes for the given problem, provided at least part of the motivation for the present paper, which studies the properties of the (closed) convex hull H of the feasible points of a disjunctive program (DP). Our initial goal was simply to characterize the facets of the convex hull, i.e., find necessary and sufficient conditions for a member of the family of inequalities introduced in [4] to define a facet of H. Once this goal was achieved, however, other interesting developments were obtained as a by-product of our investigations; so that the paper in its present form goes beyond the mere characterization of facets.
In Section 2 we give a first representation of H. This leads to the formulation of a linear programming equivalent of (DP), which has a block diagonal structure with as many blocks as there are terms in the disjunction to which the constraints of (DP) are reduced when expressed in disjunctive normal form. Some properties of this linear programming equivalent of (DP) are established and its connections with a branch and bound procedure for (DP) are discussed.
Section 3 starts out with a characterization of the family of all valid inequalities for a given disjunctive program. This family is closely connected to the "reverse" polar of the feasible set of (DP), and the remainder of Section 3 is used to investigate the properties of the latter. The results of this are then used in Section 4 to characterize the facets of H. The characterization is a constructive one, i.e., it provides the tools for calculating the facets by solving a large linear program. Since the size of this linear program is proportional to the number of terms in the disjunctive normal form of (DP), the cost of calculating a facet may be prohibitive when the number of terms is large, but is quite acceptable when there are only a few terms in the disjunction.
This situation has led us to the question as to when H can be obtained via generating a sequence of "partial" convex hulls; i.e., expressing the constraints of (DP) in conjunctive normal form, when is it possible to generate H by first generating the convex hull HI of the feasible points of the linear program and one disjunction only; then generating the convex hull Hz of feasible points of HI (which is a polyhedral set) and one disjunction only (another one), etc. It turns out, and this is the subject matter of Section 5, that such a procedure is valid for the class of disjunctive programs that we call facial, and which subsumes the most important cases of disjunctive programming.
In terms of a mixed integer program (IP), with II O-l variables, defined on a linear constraint set Fo, this means that if Hk is the (closed) convex hull of the set of points satisfying Fo and the constraints Xj = 0 or 1 for the first k variables, then (IP), is equivalent to the mixed integer program (E)n_k in which the constraints of FO are replaced by the facets of /fk, and only the last n -k variables are integer constrained. This result establishes new connections between branch and bound and cutting planes and opens up promising possibilities for new hybrid algorithms.
The mathematical tools used in our paper are those of convex analysis, mainly concepts and results related to polarity. In this sense the present paper can be viewed as a continuation of our earlier work on convex analysis as applied to integer and nonconvex programming [l, 21.
For an arbitrary set S CR", we will denote by cl S, conv S, aff S, lhS, cones, dims, and linS, the closure, the convex hull, the affine hull, the linear hull, the conical hull, the dimension and the lineality of S. For a polyhedral set S CR", we will denote by vert S and dirS the set of vertices (extreme points) and the set of extreme direction vectors of S, respectively. For definitions and background material on these and related concepts the reader is referred to [ 151 or [ 141 (see also [lo] ), but we have tried to make the paper reasonably self-contained.
The disjunctive programming problem (DP) can be stated as the problem of minimizing a linear function cx, c E R", x E R", subject to
Ax>,ao, x30,
where A is m x n, a0 E Rm, Dh is mh x n, dh, E Rmh, h E Q, Q is a (not necessarily finite) index set, and the last condition requires that x satisfies at least one of the systems Dhx 2 dt, h E Q (see [4] for illustrations of how various integer and other nonconvex programs can be brought to this form).
The linear program (LP) associated with (DP), i.e., the problem min{cx 
where d' E R" and die is a scalar, i E Qj, j E S. The connection between (1) and (2) is that each system Dhx ad/$ h E Q, of (1) has ISI inequalities, exactly one from each disjunction ViGQ,(dix adjo) of (2) and that all distinct systems Dhx 3 dt with this property are present in (1); so that Q = n,,, Qj, where n stands for Cartesian product. Since the operations A ("and", conjunction) and V ("or", disjunction) are distributive with respect to each other [i.e., if A, B, C are inequalities, A A (
, any logical condition involving these operations can be brought to any of the above forms, and each of the two forms can be obtained from the other one.
We illustrate the meaning of these two forms on the case when (DP) is a O-l program in n variables. Then the disjunctive normal form is 2. The linear programming equivalent of (DP)
Let F be the feasible set of (DP), i.e., the set of points satisfying the constraints of (DP). Expressing the latter in the disjunctive normal form (1 ), i.e., 2 is the convex combination of finitely many points and directions of F. Hence X E clconv F. This proves that S C clconv F.
Since conv F C S C clconv F and S is a closed set while clconv F is the smallest closed set containing conv F, clearly S = clconv F. 0
Corollary 2.1.1. rf {x ER" 1 Ax >, a~, x , > 0} is bounded, then Theorem 2.1 remains true when Q* is replaced by Q.
Proof. If the hypothesis holds, then the homogeneous system Ahth -ao$ 2 0, (th, <,") 3 0, has no nontrivial solution for any h E Q -Q". (ii) if 5 is a vertex of P, then there exists k E Q such that $ = 1, (th, <,") = (0,O)
for h E Q -{k}, and x = <k is a vertex of Fk.
(iii) x is an optimal solution to (DP) if and only if t as defined in (i) is an optimal solution (99).
Proof. (i)
If X E vertclconv F, then X E Fk, hence AkX 3 a{, X 3 0, for some k E Q.
Therefore 4 E P, where 4 is defined by (t", 4,") =(x, l), (<", 4,") = (O,O), h E Q -{k}. Also, f is an extreme point (hence a vertex) of P. Since each block ofA contains a copy of the coefficient matrix of (LP), and differs from the other blocks only in its lower part corresponding to (ok, -d,h), if one wants to think about solving (99) the most natural approach seems to be some decomposition- Such a procedure would be analogous to applying the dual simplex method "in parallel" to the q subproblems (LPh), in the sense that one would always pivot in the subproblems with smallest objective function value, until one of them becomes feasible; then its solution is optimal for (DP).
When q is large, solving (39) is costly. On the other hand, one might be tempted to believe that if one happens to guess which term of the disjunction (1) yields an optimal solution X to (DP), and solves the corresponding linear program (LPk ), then (9.9) can be used to price out the other subproblems without actually solving them, so as to prove optimality. Theorem 2.2 shows that such hopes are likely to be unfounded: while (9.17) can indeed be used to price out the subproblems, due to the high degree of degeneracy of (YY), a very large number of bases can be associated with the same optimal solution; and of all these bases, only those which correspond to the requirements of Theorem 2.2 are dual feasible, i.e., will prove the optimality of the solution. Furthermore, from (ii) it seems that finding a dual feasible basis for a @rrn optimal solution requires as many dual simplex pivots as are needed to raise the objective function value rlha,h of the dual of each (LPh) (hence also of the primal) to the level of ~2.
While these are important drawbacks when q is large, we will presently show that the disjunction (1) can be imposed gradually rather than all at once, i.e., the problem (SPY) can be built up step by step. This can be done by replacing the disjunctive normal form (1) with the conjunction of several disjunctions, each of which has fewer terms than q. There is a variety of forms in which a logical constraint can be expressed, and if the disjunctive normal form (1) is at one end of the spectrum, with IQ\ rather large, at the other end of the spectrum one has the conjunctive normal form, (2) , where each IQil is as small as possible, but the corresponding disjunction represents only one of ISI disjunctions which have to hold. Since, as mentioned in Section 1, Q = n,,, Qj, the smaller the sets Qj (for given Q), the larger the set S, and vice versa.
The following algorithm solves the disjunctive program (DP) in finitely many steps, by building up the linear program (99) step by step. We state it for the disjunctive condition expressed in the conjunctive normal form (2), but the algorithm can be adapted in an obvious way to any intermediate form.
0. Solve (LP) and append to the optimal simplex tableau one of the disjunctions j ES of (2). Set up the problem (99) corresponding to this disjunctive program, using copies of the optimal basis of (LP) to construct a dual feasible starting basis for (99). Go to 1.
1. Perform dual simplex pivots (or their equivalent in some decomposition framework)
on (99), until a primal feasible solution 4 is obtained. Let (Ek) be the subproblem corresponding to (4") $ ) # 0, and Bk the (dual feasible) basis for (LPk) associated with l". Go to 2. -2. Append to (LPk) a disjunction j E S of (2), not yet represented among the constraints --Of (LPk), i.e., replace (LPk) by lQj[ new subproblems, each of which consists of (LPk), plus the homogenized version of one of the terms of disjunction j. Use the last (dual feasible) basis B, and copies of Bk, to construct a dual feasible basis for the expanded (_Y'.9). Go to 1.
The procedure stops when step 2 cannot be carried out, since all the disjunctions of (2) are represented among the constraints of (LPk). Then i" is an optimal solution to the disjunctive program (DP).
This algorithm is analogous to a "parallel" version of branch and bound. A more thorough exploration of its potential merits and drawbacks would exceed the framework of the present paper. Therefore, here we will not pursue this further, but rather turn to the problem of exploring the set of all valid inequalities for (DP), i.e., the problem of identifying the convex hull of F.
The family of valid inequalities for (DP)
A constraint B is said to be a consequence of, or implied by a constraint A, if every x that satisfies A also satisfies B. We are interested in the family of inequalities implied by the constraint set of a general disjunctive program (DP). The family of all such inequalities includes of course all valid cutting planes for (DP). On the other hand, the set of points satisfying all members of the family is precisely clconvF, the closed convex hull of the set of feasible solutions to (DP). A characterization of this family is given in the next theorem, which is an easy but important generalization of a classical result. The "if' part is Theorem I of our paper [4] , the "only if' part is due to R. Jeroslow [ 111.
Let Q* be the set of those h E Q such that {x E R" 1 Ahx 2 ai, x 3 0} # 8. We will assume that Q" # 0; i.e., (DP) has a solution. we note that CIX > CIO is a consequence of (1) 
Remark 3.1. If the ith inequality of a system h E Q* of (1) is replaced by an equation, the ith component of Bh is to be made unconstrained. If the variable xi in (1) is let to be unconstrained, the jth inequality of each system c( 2%: + ahDh, h E Q", is to be replaced by the corresponding equation. With these changes, the theorem remains true.
An inequality xx 3 1x0 satisfying the conditions of Theorem 3.1, i.e., a "valid" inequality ax>cca, may or may not be a cutting plane, i.e., may or may not cut off a nonempty subset of Fe, the feasible set of the linear program (LP). If cxo > 0, however, then the inequality is not only a valid cutting plane, but one which cuts off the current solution defined by x = 0.
For given aa, the family of inequalities zx 3 ro implied by (1) such that oha + ahdi > ~(0 I
In view of its relationship to ordinary polar sets, we will call F#(ao) the reverse polar of F (scaled with ~0). Indeed, the ordinary polar set of F is
F'={y~R~jyx<l, VxkF}
and if we denote by F'(cro) the scaled polar of F, i.e., the set obtained from F" by replacing 1 with ~0, then the relationship between F# and F" is given by F#(ao) = -F"
(-MO).
The size, as opposed to the sign, of ~0, is of no interest to us in the present context.
Therefore, we will distinguish only between the three cases a0 > 0 (or a0 = 1 ), CIO = 0 and a0 <O (or a0 = -l), and whenever the sign of CIO makes no difference, we will simply write F# for F#(ao).
Next, we derive some basic properties of reverse polars, which we need in order to characterize the facets of convF. Most of these properties are parallel to those of ordinary polars, but some are different. Though here we state them for F#, they are valid for the reverse polars of arbitrary sets whose closed convex hull is polyhedral.
Moreover, those properties which do not specifically refer to polyhedra, carry over to arbitrary sets, modulo a closure operation. Some properties follow immediately from the definitions. Thus, for arbitrary sets
Before stating the next theorem, we note that for an arbitrary set S and closed halfspace H+, S c H+ + clconv S C H+. (ii) Follows from the corresponding property of ordinary polar sets (and cones), and the fact that F#(ora) = -F'(-ao). 0
Since FO is contained in the nonnegative orthant, so is F and clconv F. Thus, clconv F has at least one vertex, and if unbounded, it has at least one extreme direction. Now, let the vertices (extreme points) and extreme direction vectors of clconv F be denoted by vertclconvF={ut,...,u,} and dirclconvF={vt,...,v,}, respectively.
Theorem 3.3. F# is the convex polyhedral set
For arbitrary sets S and T, we denote by S + T the Minkowski sum of S and T, i.e.
S+T={.xIx=s+t, SES, teT}.

Theorem 3.4. Assume F' # 0. Then
Proof. polars and
For an arbitrary subset S of R", the linear hull of S, denoted lhS, is the subspace of R" generated by S, i.e., the set of all linear combinations of points of S. Clearly, lh S is the smallest subspace of R" containing S. The affine hull of S, denoted aff S, is the affine manifold (linear variety) generated by S, i.e., the set of all such linear combinations of points of S, where the sum of coefficients equals 1. of a d-dimensional polyhedral set SC R", if XX 3 a~, 'v'x E S, and {x E S 1 MX = CQ} is a facet of S, i.e., CIX = CCC, for exactly d affinely independent points x of S. We say "exactly" in order to exclude the case when clx = CIO is a singular supporting hyperplane for S, i.e., contains all of S. For the sake of brevity, and in keeping with the terminology used in integer programming, we will call the inequality xx 3 QJ itself a facet when it defines a facet. The condition cc E 1 h F is necessary since, whenever FW is less than full dimensional, each facet of F## defined by a hyperplane H can also be defined by any other member of the family of hyperplanes H' such that ( 1 h F) n H' = (1 h F) n H. Thus, we represent this family of hyperplanes by its (unique) member whose normal lies in 1 h F.
The following result will also be useful for the actual calculation of facets. and since ga = a~, a E F#, it follows that gx = a0 is a supporting hyperplane for F#, which contains a.
(ii) Suppose gx = a0 is a supporting hyperplane for F# which contains a. Then
i.e., g E F##, and ag= ao, i.e., gE {XE FM 1 ax=ao}. Cl Theorem 4.1 characterizes the facets of FM; our main interest, however, lies in the facets of clconvF rather than FM. Next, we characterize the facets of clconvF in terms of the reverse polar F#. We do this separately for the two cases when a0 # 0 and a0 = 0.
Theorem 4.2. Assume 0 E aff F. If a0 # 0, then ax 2 uo is a facet of clconv F if and only if it is a facet of FM.
Proof. (i) If r. >O, then Xx 3 (x0, Vx E clconv F ++ SIX 3 ~0, V_Y E cl(conv F + cone F) = F##
If r. < 0, then xx 3 x0, Vx E clconv F H MX 3 ~0, Qx E clconv( F U { 0) ) = F".
In both cases, ax>cco is a supporting halfspace for clconv F if and only if it is a supporting halfspace for F##.
(ii) Next, we show that if 30 # 0 and c(x 3 a0 is a supporting halfspace for F"', then
The relation c is obvious, since clconvF C F ## To show the converse, we assume . 
Corollary 4.2.1. Assume 0 E aff F. The inequality rx 2 x0, where x0 # 0 and J E 1 h F, is a j&et of clconv F, if and only if r # 0 and CI E vert( F# n LI ), i.e., r + L is a (n -d)-dimensional face of F#. In particular, [f d = n, then LXX 3 x0 is a facet qj' ckonv F if and only if 8x # 0 is a vertex of F#.
Next, we turn to the case where x0 = 0. x satisfying a'x= aA and a2x= .;(a1 #a*), is that a=a'3,1 + a2;12 for some 11, 12 such that a:Rl + a&l2 = 0. Setting AI = l/a: yields Rz = -l/a: and a= al/a: -a'/a$ 0
Theorem 4.3. If XX 20 is a facet of clconv F, and r E 1 h F, then LX # 0 and r E dir (F' n L').
Conversely, if CI # 0 and x E dir(F# n L' ), then ax 2 0 is either a facet or u (d -2)-
dimensional ,fhce of clconv F. In the latter case, the (d -2)-dimensional face is the
We now turn to the problem of actually calculating facets of convF. To this end, we will use the expression given for F# in Section 3, namely, The latter problem is, as one would expect it to be, closely related to the representation of clconvF introduced in Section 2. We are interested in characterizing the class of vectors g E R" for which P,*(g, a~) has a finite minimum. This of course is the same as the class of g E R" for which P2*(g, ~0) is feasible and has a finite maximum.
Since F# # 0 by assumption, PT(g, ~0) has an optimal solution if and only if P,*(g, a~)
has a feasible solution. We will denote the objective function value of P;"(g,c(o) by i. Another way of looking at this is as follows. Let dimL = linF# = I, and AL be a n x I matrix whose columns generate the subspace L; i.e., An optimal solution to P,*(g,ao) which satisfies (i) and (ii), will be called regular. An optimal solution to P,*(g, 0) which satisfies (i) and (ii) will again be called regular. for as = 1, -1 and 0 we obtain all the facets of clconv F containing the vertex g; furthermore, these facets correspond, for a given aa, to alternative regular optimal solutions of the same linear program P,*(g,ao); so that if one facet containing g, i.e., one regular optimal solution to P,*(g,ao) is found, the other facets containing g are easy to obtain.
Theorem 4.4. (i) If g E clcone F, g # 0, then for every 2 > 0 such that lg E clconv F (and such 1 always exists), PT(g,clo) has a feasible solution t, with ChEQ* $=A-'.
Conversely, if t is a feasible solution to Pc(g,clo) with
We will conclude this section with a few considerations on the practical solvability of PT(g, a~) or its dual. First, if ~(0 = 0, then P;"(g, a~) has a homogeneous constraint set and thus has no nontrivial basic solution. On the other hand, if any nonzero vector (y, u) is an optimal solution, then so is (i,y, Au) for any 3, > 0. Therefore PT (g, 0) can be normalized, for instance, by adding the constraint e& < 1, where e = (1,. . . , 1 ), to each subsystem h E Q". The new problem will then have nontrivial basic solutions (if it has nontrivial solutions at all), with the same optimal objective function value as before.
Another problem that arises, whatever the value of ~0, is that the set Q* = {h E Q / Fh #0} is usually not known. This difficulty can be circumvented by using the following result. Let P,(g,ao), P2(g,cro) , be the pair of dual linear programs obtained from PT(g,ao) , P~(g,cxo) , by replacing Q* with Q. Then we have the following correspondence between P, (g,zo) , Pz(g,ao) and their starred counterparts. (g, cc,) ), according to (ii). Therefore, all optimal solutions (j, U) to PI (g, a~)
have a value of gj= ChEe UO$. Since all feasible solutions to P~(g,cco) are trivially feasible for PT (g,cco) , and the optimal value of a feasible solution to PT(g,s(o) is also ChCg gU$, it follows that all optimal solutions to P,(g,ao) are also optimal for P;"(g, uo). Cl The if part is obvious, since from (3) d'x=d;o is the weighted sum of these equations, with weights ph > 0, h E M+, and Vj > 0, j EN+. To see the only if part, assume it to be false. Then either ak.T # akO for some X E F and k E M+ (case 1 ), or Xj # 0 for some ,? E F and j E N+ (case 2). We discuss case 1 only, since the same reasoning applies to case 2. For the remainder of this section we assume that (DP) is facial. Further, we also assume that FO is bounded. This is an important restriction from the theoretical point of view, but inconsequential in practice, since boundedness can always be achieved by regularizing Fo.
!f there exists (p, v) E R"' x R", satisjjiny
One important consequence of the facial property of a disjunctive program (DP) is that every vertex of clconv FS, the closed convex hull of feasible points of (DP), is a vertex of Fo, as shown in the next theorem.
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Using again the disjunctive normal form, let F'={xM $2;;)). From a practical point of view, the most important consequence of the facial property is the fact, to be shown below, that the convex hull of FS can be obtained via a stepby-step procedure which generates a sequence of "partial" convex hulls.
We first state an auxiliary result which we need in order to prove our next theorem.
Lemma 5.1. Let P ,,. . . ,P, he u finite set of'polytopes, P = lJL=, Ph, und let P he contuined in the closed hulfspace H' = {x E R" 1 d'x dd,o}. Then H n conv P = conv(H n P), where H = {x E R" 1 d'x = d;"}.
Proof
. Let H f'conv P # B (otherwise the lemma holds trivially). Clearly, (H n P) C (H n conv P), and therefore conv(H (1 P) C conv(H n conv P) = H n conv P.
Next, we prove the inclusion 2. Let u' , . . . , UP be the vertices of all the polytopes P,,, h=l , . . . , r. Since r is finite and each Ph has a finite number of vertices, p is finite. Further, conv P is closed, and vet-t conv P C (U,'=, vert Ph). We claim that in the above expression for x, i.k>O =+ d'uk=d. IO. Indeed, if there exists i" >0 such that diuk <die, then a contradiction. Hence, x is the convex combination of points uk E H n P, or x E conv(H n P). 0
The above lemma is stated in terms of an arbitrary set P which is the union of a finite number of polytopes, and which is contained in a halfspace Hf. In terms of our problem, let FS be expressed in the conjunctive normal form (2) and for any T C S, let FT is the union of a finite number of polytopes (Fo is assumed to be bounded).
While this is not obvious from the above expression, it becomes obvious when FT is stated in disjunctive normal form.
Consider now any disjunction ViEQ, (d'x 2 dis) for an index j E S -T, and denote
From the facial property of (DP), we have
i.e., affI$={xER"Id'X=&) and d'x <die for all x E Fo, hence for all x E FT.
Applying the lemma yields
or, since aff F;: n conv FT = F;: n conv FT and we can restate the above result as follows.
Lemma 5.1'. For any T C S, i E Qj, j E S -T, E;; n conv FT = conv(fi n FT),
Before we use the above result to prove the main theorem of this section, it will be useful to point out the fact that the statement in the lemma is not true for arbitrary disjunctive programs (i.e., those not having the facial property). Though 4 is always convex, it is not true in general that given S1 2 R", & CR", S1 and S2 bounded, St convex, then Proof. For R = T and R = S -T, we express FR in disjunctive normal form, i.e., Were one to generate all the facets of convF{'), the same procedure could then be applied to replace the problem with n-l O-l variables by one with n-2 O-l variables; and in n stages one would obtain the linear program over the convex hull of feasible O-l points. Note that at each stage one would have to generate facets of convF{j), where F{J) is the feasible set of a disjunctive program with only one disjunctive constraint (xj = 0 V Xj = 1). The only (but crucial) difficulty in the way of using this approach as a n-stage procedure to solve O-l programs in n variables, lies in the fact that the number of facets of each set convF(j} is very large. Nevertheless, by using some information as to which facets are likely to be binding in the region between the linear programming optimum and the integer optimum, one might be able to make the above approach efficient by generating at each step only a few facets of the current set F(j). Next, we outline a procedure based on this idea. Let i be the first index of I n N (ordered arbitrarily) such that 0 < a,0 < 1, and go to 1. If XkX 3 (xi, k = 1 , . . . , p are the facets that were generated, let
Fo~{x~Fo~r~x~x~, k=l,..., p}, let i be the smallest index in I n N such that O<x? < 1, and go to 1.
There is no need to keep forever the facets generated at a given iteration. The easiest rule to follow seems to be the one that is customary in cutting plane methods, namely to keep only those facets whose associated slack variables leave the basis; and drop them as soon as the slack variable in question becomes basic again.
The procedure outlined above is based on the idea that the (translated) polyhedral cone defined by those facets of conv(Fg U F;, 1) containing x0 (d-l of which also contain x' ) is a good approximation of conv(F,,o U Fi, 1) in the vicinity of x0. The question is, of course, how far does one have to get from x0 before this approximation ceases to work. To put it in different terms, the facets of conv(Fi,a U Fi, 1) generated at a given iteration will keep xi integer for a number of subsequent iterations; the question is, for how many. Theoretical considerations do not seem to offer an answer to this question, which therefore can only be settled empirically.
