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Abstract. In this paper, we consider an extended coined Szegedy model and discuss the existence
of the point spectrum of induced quantum walks in terms of recurrence properties of the underlying
birth and death process. We obtain that if the underlying random walk is not null recurrent, then
the point spectrum exists in the induced quantum walks. As an application, we provide a simple
computational way of the dispersion relation of the edge state part for the topological phase model
driven by quantum walk using the recurrence properties of underlying birth and death process.
1 Introduction
The Szegedy model [16] is one of the intensively investigated quantum walk models because
the eigenproblem is reduced to that of the underlying random walk. Using this fact of the
spectrum, we can see the effectiveness of quantum search driven by this quantum walks on
some finite graphs e.g., [11] and references therein, and also limit distribution on some infinite
graphs e.g., [7]. The spectral map from the induced quantum walk to the underlying random
walk is obtained by the Joukowsky transform [7]. In that sense, quantum walk contains all
the information of the underlying random walk. Then the following natural question arises:
How does the underlying random walk’s behavior affect the induced quantum walk ?
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As a trial to answer this question, in this paper, we treat recurrence properties of the
underlying random walk on the half line. The recurrence property of random walk can be
classified into the three classes: positive recurrent; null recurrent; and transient [14] (see
Definition 2 for more detail). In this paper, we treat a coined walk which is converted from
the Szegedy model ∗. Here a coined walk is defined by pair of a connected graph G = (V,E)
and a sequence of unitary matrices (Cu)u∈V assigned to each vertex. The detailed definition
of this coined walk, named extended coined-Szegedy model and the underlying random walk
is denoted by Section 2. Our obtained main result is as follows.
Theorem 1.1. For the extended coined-Szegedy model on the half line, if the underlying
random walk is not null recurrent, then the induced quantum walk has point spectrum.
Therefore if the underlying random walk does not have continuous singular spectrum
and not null recurrent, then localization happens [15]. Moreover if the underlying random
walk is positive recurrent, then the point spectrum of the quantum walk is derived from
the stationary distribution of this random walk (see Proposition 3.1). On the other hand,
if the underlying random walk is transient, then the point spectrum of the quantum walk is
derived from the finite energy flow [8] which cannot be expressed by the eigenspace inherited
by the random walk (see Proposition 3.2). As an application of this theorem, we compute
the dispersion relation of the topological phase simulator model driven by an alternative
quantum walk [1] which is determined by the parameters α, β ∈ [0, 2π). We show that the
edge state of this model is described by the recurrence properties of the underlying random
walk (see Theorem 4.1 and also Fig. 1). Since the recurrence property of the random walk is
determined by the global structure (see Theorem 3.1), then the edge state is stable to small
spatial perturbation of parameters α, β with respect to the horizontal direction.
This paper is organized as follows. In Section 2, the definition of our quantum walk model
is explained and also we introduce an extended detailed balanced condition to connect the
underlying random walk. In Section 3, we restrict the treated graph to the half line. We show
the existence of the point spectrum of the induced quantum walk in terms of the underlying
random walk’s behavior which is corresponding to the proof of Theorem 1.1. In Section 4,
the result is applied to the topological phase model, and we obtain another aspect of the
edge state from the random walk’s point of view.
2 Extended coined-Szegedy model
Let G = (V,E) be a connected graph which may has infinite number of vertices but whose
degree is uniformly bounded. A is the set of symmetric arcs induced by E. The inverse arc
of a ∈ A is a¯ and the origin and terminus vertices of a are o(a) and t(a), respectively. The
support edge of a is denoted by |a| ∈ E.
The total Hilbert space of quantum walk is A := ℓ2(A). The inner product is standard.
We take the subspace Au = {ψ ∈ A | t(a) 6= u ⇒ ψ(a) = 0}, and it holds A = ⊕u∈VAu.
The local unitary operator on Au is denoted by Cu and we describe the coin operator
∗In [12], it is shown that coined quantum walks are unitarily equivalent to several kinds of quantum walk
models such as 2-staggered walk [10], the Szegedy model [16], split step quantum walks and so on by some
graph deformations of the original graph [12].
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C = ⊕u∈VCu. Let S be the shift operator such that (Sψ)(a) = ψ(a¯). Then the total time
evolution of our quantum walk is U = SC. To extract some relation between quantum walk
and random walk behaviors, we take the following assumption which is motivated by [5]:
Assumption 1. Let σ ∈ (0, 2π) be a real valued constant.
(1) σ(Cu) = {1, eiσ} for any u ∈ V ;
(2) dimker(1− Cu) = 1
Remark 2.1.
(1) If σ = π, then the coined-Szegedy model appears [13].
(2) We call Assumption 1’ by just replacing Assumption 1 (1) into σ(Cu) = {eiσ1 , eiσ2}.
This model can be represented by the σ = σ2−σ1 case with the modification of U ′ = eσ2U
for the Assumption 1 model.
For u ∈ V , let αu ∈ ℓ2(V ) with ||αu|| = 1 be normalized (+1)-eigenvector of Cu; that is,
ker(1 − Cu) = Cαu. We define α : A → C such that α(a) = αt(a)(a). Let us K : ℓ2(V ) →
ℓ2(A) such that (Kf)(a) = α(a)f(t(a)). The adjoint K∗ is described by (K∗ψ)(u) = 〈αu, ψ〉.
Then we have the following lemma.
Lemma 2.1. Let L ⊂ A be denoted by Kℓ2(V ) + SKℓ2(V ). Then we have
(1) U(L) = L;
(2) L⊥ = (ker(1− S) ∩ kerK∗)⊕(ker(−1− S) ∩ kerK∗) holds. Under this decomposition,
we have U |L⊥ = eiσ ⊕ (−eiσ).
Proof. Remark that K is an isometric operator, that is, K∗K = 1V . Using this fact, we
obtain
UL = LT˜ ,
where L : ℓ2(V )⊗ ℓ2(V )→ ℓ2(A) such that LT [f g] = Kf + SKg for f, g ∈ ℓ2V and
T˜ =
[
0 eiσ
1 (1− eiσ)T
]
.
Here T = K∗SK. Since T˜ has the inverse, then T˜ : ℓ2(V ) ⊗ ℓ2(V ) → ℓ2(V ) ⊗ ℓ2(V ) is
bijection. Therefore the part 1 is completed the proof. For the part 2 of the proof, let us
consider L⊥. It holds
L⊥ = [(ker(K∗) ∩ ker(K∗S)) ∩ ker(1− S)]⊕ [(ker(K∗) ∩ ker(SK∗)) ∩ ker(1 + S)].
Since K∗Sψ = ±K∗ψ = 0 for any ψ ∈ ker(K∗) ∩ ker(±1 − S), we have
(ker(K∗) ∩ ker(K∗S)) ∩ ker(±1− S) = ker(K∗) ∩ ker(±1 − S).
For any ϕ ∈ ker(K∗) ∩ ker(±1 − S), it is easy to check that Uψ = ±eiσψ since U =
S(KK∗ + eiσ(1−KK∗)). Then it is completed the proof of part 2.
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We put T := K∗SK which will play an important role. It is easy to see that
(Tf)(u) =
∑
a:t(a)=u
α(a¯)α(a)f(o(a)).
Definition 1. If there is a function π : V → C such that
α(a¯)π(o(a)) = α(a)π(t(a)) (∀a ∈ A), (2.1)
then we say T is reversible and π is called a reversible measure.
Let P be the probability transition operator defined by
(Pf)(u) =
∑
o(a)=u
p(a)f(t(a)),
where p(a) := |α(a¯)|2. Here the matrix expression is (P )u,v =
∑
o(a)=u,t(a)=v |α(a¯)|2, which
describes the transition probability from u to v. If T is reversible, since α(a¯)α(a) =
|α(a)|2π(t(a))/π(o(a)), then T is reexpressed by T = D−1PD.
The (±eiσ)-eigenspace of L⊥ are denoted by H±, respectively. Then ψ ∈ H± iff
ψ(a)± ψ(a¯) = 0 (∀a ∈ A), (Skew symmetricity(+), Symmetricity(−), respectively) (2.2)
〈αu, ψ〉 = 0 (∀u ∈ V ), (2.3)
respectively. If T is reversible, then the condition (2.3) is reduced to∑
t(a)=u
ψ(a)m(|a|) =
∑
o(a)=u
ψ(a)m(|a|) = 0. (Kirchhoff condition) (2.4)
Here m(|a|) := α(a¯)π(o(a)) = α(a)π(t(a)).
Lemma 2.2. If T is reversible, then P is also reversible.
Proof. Just taking the square modulus to both sides of (2.1), we obtain the conclusion.
Lemma 2.3. If T is reversible and π ∈ ℓ2(V ), then 1 ∈ σ(U |L) and ker(1− U |L) = CKπ.
Proof. It is easy to see that (Tπ)(u) = π(u) for all u ∈ V . Then if π ∈ ℓ2(V ), ker(1−T ) = Cπ
by the Perron-Frobenius theorem since T is isomorphic to the probability transition matrix P .
Remark that the coin operator C is expressed by C = KK∗+ eiσ(1−KK∗) and K∗K = 1V .
Then UKπ = SKπ holds. Since π is an reversible measure, it holds that
(SKπ)(a) = (Kπ)(a¯) = α(a¯)π(o(a)) = (Kπ)(a)
for any a ∈ A. Then we obtain the conclusion.
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3 On the half line
Let us consider quantum walk on half line with the self loop at the origin. Here the inverse
of the self loop a¯∗ is regarded as a¯∗ = a∗ in this paper. Recall that S is the flip flop shift.
For the self loop a∗, Sδa∗ = δa∗ .
It is known that the following quantum coin is a minimal representation for quantum
walk on the half line [2, 9] which means that for any time evolution operator U ′, there exists
the minimal representation quantum walk U and diagonal unitary operator W such that
U ′ = WUW−1 and the necessary number of parameters for the representation is minimum.
The minimal representation quantum walk’s coin assigned at vertex j is
Cj =
[−ηj ρj
ρj η¯j
]
,
where ηj ∈ C with |ηj | ≤ 1, and ρj =
√
1− |ηj|2. Then any quantum walks on the half line
can be represented by the sequence of ηj ’s, which are called the Verblunsky parameters. Here
in this paper, for each vertex, “|0〉 := T [1 0]” ∈ C2 represents the arc from the right direction
to each vertex, and for each vertex except the origin, “|1〉 := T [0 1]” ∈ C2 represents the
arc from the left direction to each vertex, and for the origin, |1〉 represents the self loop. Let
(j;R) denote the arc whose terminus is j and origin is j + 1 while (j + 1;L) denote the arc
whose terminus is j+1 and origin is j for every j ≥ 0. Let (0;L) denote the self loop at the
origin. Consider the moving shift operator Sm : ℓ
2(A)→ ℓ2(A) such that
(Smψ)(x;R) = ψ(x− 1;R) (x ≥ 0); (Smψ)(x;L) = ψ(x+ 1;L) (x ≥ 1);
and (Smψ)(0;L) = ψ(0;L). On the other hand, remark that
(Sψ)(x;R) = ψ(x+ 1;L) (x ≥ 0); (Sψ)(x;L) = ψ(x− 1;R) (x ≥ 1);
and (Sψ)(0;L) = ψ(0;L). Then we have U = SmC
′, where
C ′ = S−1m SC =
⊕
x∈Z+
[
ρj η¯j
−ηj ρj
]
.
Since the eigenequation for Cj is described by
(iλ)2 − 2Im(ηj)(iλ) + 1 = 0,
a necessary and sufficient condition for Assumption 1’ is that there exists κ ∈ [−1, 1] ⊂ R
which is independent of j such that Im(ηj) = κ. The spectrum of Cj is σ(Cj) = {−ie±iφ},
where cosφ = κ, and ker(Cj + ie
iφ) = CT [
√
pj
√
qj ]. Here
pj =
1
2
(
1− Re(ηj)√
1− κ2
)
; qj =
1
2
(
1 +
Re(ηj)√
1− κ2
)
.
In Appendix, we show the computational way of this eigenvector. In what follows, we
consider the following underlying random walk P = DTD−1; the probabilities associated
with the right and left moving at position j ≥ 1 are pj and qj , respectively, and for j = 0,
q0 is the probability staying at the same position. Since the graph is a tree, the reversible
measure always exists. Indeed, the reversible measure of T is expressed by
π(j)
π(0)
=
√
p0 · · · pj−1
q1 · · · qj .
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3.1 Review on recurrence properties of random walk
Definition 2. ([3, 14]) Let Tj be the return time to position j of the random walk.
(1) If P (Tj <∞) = 1 and E(Tj) <∞, then we say the random walk is positive recurrent.
The stationary state is proportion to 1/E(Tj).
(2) If P (Tj <∞) = 1 and E(Tj) =∞, then we say the random walk is null recurrent.
(3) If P (Tj <∞) < 1, then we say the random walk is transient.
Useful necessary and sufficient conditions for random walk on half line case are as follows:
Theorem 3.1. ([14]) Let
cR :=
∑
j≥0
p0 · · · pj−1
q1 · · · qj , cT :=
∑
j≥1
q0 · · · qj
p0 · · · pj .
Then we have
(1) the random walk is positive recurrent iff π ∈ ℓ2(Z+), that is, cR < ∞ (which implies
cT = ∞). Moreover the stationary distribution at position j is π2(j)/(1 + cR) with
π(0) = 1;
(2) the random walk is null recurrent iff cR =∞ and cT =∞;
(3) the random walk is transient iff cT <∞ (which implies cR =∞).
3.2 Eigenvalue of QW and positive recurrent random walk
For the half line case, it is easily to see that T is reversible iff P is positive recurrent because
of the shape of eigenvector of C ′js. Then by Lemma 2.3, we obtain the following statement.
Proposition 3.1. [13] if P is positive recurrent, the (−ieiφ)-eigenspace of U exists such that
ker(−ieiφ − U) = CKπ = Cψ∗. Here ψ∗ is ψ∗(0;L) = 1,
ψ∗(j;R) = ψ∗(j + 1;L) =
√
p0 · · ·pj
q0 · · · qj for j ≥ 0.
Therefore if the initial state has an overlap to this eigenspace and there are no singular
continuous spectrum [15], then the localization happens.
3.3 Finite energy flow of QW and transient random walk
We found that if the underlying random walk is positive recurrent, then σp(U) 6= ∅. Now
how about the opposite case; that is, the underlying random walk is transient ? To answer
this question, we consider the eigenspace H± = ker(±1−S)∩ kerK∗. Letting ψ ∈ L⊥, from
the Kirchhoff condition, we have
√
qjψ(j;L) +
√
pjψ(j;R) = 0. (j ≥ 0) (3.5)
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First we assume ψ ∈ H−. Then ψ(a¯) = −ψ(a¯) must be hold. On the self loop (0;L),
since (0;L) = (0;L) and the skew symmetry condition, ψ(0;L) = 0 holds. By using (3.5)
recursively, we have ψ(a) = 0 for any a ∈ A. Thus H− = 0.
On the other hand, let us consider ψ ∈ H+ case. By the symmetricity we can put
ψ(0;L) := 1. Then (3.5) implies ψ(0;R) = −√q0/p0, and using the symmetricity again we
have ψ(1;L) = −√q0/p0. In the same way, (3.5) and the symmetricity imply ψ(1;R) =
ψ(2;L) =
√
q0q1/p0p1. Taking the same procedure recursively, we obtain
ψ(0;L) = 1, ψ(j;R) = ψ(j + 1;L) = (−1)j+1
√
q0 · · · qj
p0 · · · pj (j ≥ 0) (3.6)
Therefore ψ is a flow on the half line satisfying the Kirchhoff condition and the symmetricity.
From the above expression of ψ, we can notice that the condition of ||ψ||ℓ2(A) <∞ is nothing
but cT <∞. Then we summarize the statement below.
Proposition 3.2. The underlying birth death process is transient if and only if H− 6= 0.
The eigenspace is described by H− = ker(ie−iφ − U) = Cξ∗. Here ξ∗(0;L) = 1, and
ξ∗(j;R) = ξ∗(j + 1;L) = (−1)j+1
√
q0 · · · qj
p0 · · ·pj (j ≥ 0).
Therefore if the initial state has an overlap to this eigenspace and there are no singular
continuous spectrum [15], then the localization happens.
4 Application to the simulation of the dynamics on
topological insulator
4.1 AE Model
We consider the infinite graph cutting 2-dimensional lattice at the x = 0 line and add the
self loops to every vertex located in the x = 0 edge. Then the vertex set of this graph
is Z+ × Z. We denote ∂V = {(0, y) | y ∈ Z} ∈ V . The total Hilbert space is denoted
by ℓ2(A) ∼= ℓ2(V ;C2). A quantum walker moves vertical and horizontal directions of G
alternatively. The quantum coins for vertical and horizontal directions are parametrized
by α, β ∈ R, respectively. The time evolution starting from the self loop at the origin is
described by the iteration of the unitary map Γ : ℓ2(V ;C2)→ ℓ2(V ;C2) [1]:
(Γϕ)(x, y) = QαQβϕ(x− 1, y − 1) +QαPβϕ(x− 1, y + 1)
+ PαQβϕ(x+ 1, y − 1) + PαPβϕ(x+ 1, y + 1), ((x, y) /∈ ∂V ), (4.7)
and
(Γϕ)(x, y) = SαQβϕ(x, y − 1) + SαPβϕ(x, y + 1)
+ PαQβϕ(x+ 1, y − 1) + PαPβϕ(x+ 1, y + 1), ((x, y) ∈ ∂V ). (4.8)
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Here for two-dimensional γ-rotation matrix
Hγ =
[
cos γ − sin γ
sin γ cos γ
]
(γ ∈ [0, 2π)),
we define
Pγ = |0〉〈0|Hγ, Qγ = |1〉〈1|Hγ, Sγ = |1〉〈0|Hγ.
4.2 Review on the edge state computed by the spectral analysis
on CMV matrix
By the translation invariant of this model with respect to the vertical direction, we take the
Fourier transform with respect to y;
ϕˆ(x; k) := (Fϕ)(x; k) =
∑
y∈Z
ϕ(x, y)eiky.
The dynamics is the collection of some quantum walks on the half line with respect to the
wave number k ∈ [0, 2π) discussed in the previous section. Moreover the unitary map on
this infinite quotient graph; the half line, is isomorphic to the CMV matrix as follows.
Proposition 4.1. ([4]) Let Ck be the CMV matrix whose Verblunsky parameters are (η(k), 0, η(k), 0, . . . ),
where η(k) = − sin(α + β) cos k + i sin(α− β) sin k.
(Γnϕ)(x, y) =
∫ 2π
0
(
Λ−1k (
TCk)nΛkϕˆ
)
(x)e−iky
dk
2π
,
where Λ−1k : ℓ
2(Z+)→ ℓ2(Z+;C2) is defined by
(Λ−1k f)(j) =
[
e−iω(2j+1)f(2j + 1)
e−iω(2j)f(2j)
]
.
Here
ω(2j) = −j arg(〈0|Hˆk|0〉), ω(2j + 1) = (j + 1) arg(〈1|Hˆk|1〉),
with
Hˆk =
[
e−ik cosα cos β − eik sinα sin β −e−ik cosα sin β − eik sinα cos β
e−ik sinα cos β + eik cosα sin β −e−ik sinα sin β + eik cosα cos β
]
.
The problem is essentially reduced to the spectral analysis on the CMV matrix Ck. By
the standard spectral analysis on the CMV matrix, we obtain the following spectral decom-
position of σ(Ck).
Lemma 4.1. ([4]) For fixed k ∈ [0, 2π), the spectrum of Ck is decomposed into continuous
spectrum σ
(k)
c and point spectrum σ
(k)
p , that is, σ(Ck) = σ(k)c ⊔ σ(k)p , where
σ(k)c = {eiθ | | cos θ| ≤ ρ(k)} (4.9)
σ(k)p =
{
{eiθ0(k)} : sin(α− β) 6= 0, k /∈ {π/2, 3π/2},
∅ : otherwise. (4.10)
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Moreover we have
σ(Γ) =
⋃
k∈[0,2π)
(
σ(k)c ⊔ σ(k)p
)
. (4.11)
Here
ρ(k) :=
√
1− |η(k)|2, (4.12)
m0(k) := m0 =
{
|R(η(k))|/
√
1− Im2(η(k)) : ρ(k) 6= 0
1 : ρ(k) = 1,
(4.13)
θ0(k) :=
{
arcsin(−Im(η(k))) : R(η(k)) ≥ 0,
π − arcsin(−Im(η(k))) : R(η(k)) < 0, (4.14)
Defining θc(k) as arccos(ρ(k)), that is,
θc(k) = arccos
(√
cos2(α− β)− sin 2α sin 2β cos2 k
)
, (4.15)
we find that the continuous spectrum of Ck is {eiθ | θ ∈ [θc(k), π − θc(k)] ∪ [π + θc(k), 2π −
θc(k)]}, and the point spectrum is {θ0(k)} if it exists. Then the the dispersion relations
between the wave number k vs quasi-energy θ is described as follows.
Proposition 4.2. ([4]) The dispersion relation for bulk and edge states, Bu and Ed, are
Bu =
⋃
k∈[0,2π)
[θc(k), π − θc(k)] ∪ [π + θc(k), 2π − θc(k)] (4.16)
Ed =
{
{(k, θ0(k)) | k ∈ [0, 2π) \ {π/2, 3π/2}} : sin(α− β) 6= 0,
∅ : sin(α− β) = 0, (4.17)
Remark that θ0(k) is a monotone function and having two jumps at k = π/2 and k =
3π/2. See Fig. 1 for (α, β) = (5π/4, π/6) case.
4.3 Simple proof of the edge state using the recurrence properties
of the underlying random walk
The reduced quantum walk in the Fourier space for fixed k is the quantum walk with the
self loop at the origin whose quantum coin assigned at j is
Cj =
[−η(k) ρ(k)
ρ(k) η¯(k)
]
.
Then we have
p := pj =
1
2
(
1− R(η(k))√
1− κ2
)
, q := qj =
1
2
(
1 +
R(η(k))√
1− κ2
)
.
Let Pk be the transition operator of underlying random walk on the half line parameterized
by k. From [6], the number of eigenvalues of Pk is at most 1, that is, |σp(Pk)| ≤ 1. We can
easily to see that
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(1) R(η(k)) > 0 iff Pk is positive recurrent;
(2) R(η(k)) = 0 iff Pk is null recurrent;
(3) R(η(k)) < 0 off Pk is transient.
Then just checking the recurrent properties of the underlying random walk, we can compute
the edge state without a direct spectral analysis on the CMV matrix, and we can also obtain
the eigenvectors as follows:
Theorem 4.1. Put κ = Im(η(k)).
(1) If Pk is positive recurrent which is equivalent to R(η(k)) > 0, then σp(Ck) = {ei arccos(−κ)},
ker(ei arccos(−κ) − Ck) = Cψ∗ and m = 1/||ψ∗||2 = 1/(q − p).
(2) If Pk is transient which is equivalent to R(η(k)) < 0, then σp(Ck) = {ei(π−arccos(−κ))},
ker(ei(π−arccos(−κ)) − Ck) = Cξ∗ and m = 1/||ξ∗||2 = 1/(p− q).
(3) If Pk is null recurrent which is equivalent to R(η(k)) = 0, then σp(Ck) = ∅.
Proof. For the cases (1) and (2), applying Propositions 3.1 and 3.2 for ηj = η(k) case, we
obtain the desired conclusion. For the case (3), since Cj = e
−iκI2, the walk becomes a free
walk. Then the point spectrum does not exist.
See Fig. 1 for (α, β) = (5π/4, π/6) case.
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Appendix A Computation of ker(Cj + ie
iφ)
The (−ieiφ)-eigenvector of Cj is expressed by
ker(Cj + ie
iφ) = C
[
ρj
ηj − ieiφ
]
.
Recall that cos φ = κ = Im(ηj) and e
iφ = κ+i
√
1− κ2. Then each element of the eigenvector
can be deformed by
ρj =
√
(1− κ2)− Re(ηj)2 = A+A−, ηj − ieiφ =
√
1− κ2 + Re(ηj) = A2+,
respectively. Here we put
A± :=
√√
1− κ2 ± Re(ηj).
Therefore the normalized eigenvector is expressed by
1√
A2+ + A
2
−
T [A− A+] =
T [
√
pj
√
qj],
where
pj =
1
2
(
1− Re(ηj)√
1− κ2
)
, qj =
1
2
(
1 +
Re(ηj)√
1− κ2
)
.
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