Abstract-Wireless links are often unreliable and prone to transmission error due to varying channel conditions. These can degrade the performance in wireless networks, particularly for applications with tight quality-of-service requirements. A common remedy is to use channel coding where the transmitter node adds redundant bits to the transmitted packets in order to reduce the error probability at the receiver. However, this perlink solution can compromise the effective link data rate, leading to undesired end-to-end performance. In this paper, we show that this latter shortcoming can be mitigated if the end-to-end transmission rates and channel code rates are selected properly over multiple routing paths. We formulate the joint channel coding and end-to-end data rate allocation problem in multipath wireless networks as a network throughput maximization problem, which is non-convex. We tackle the non-convexity by using function approximation and iterative techniques from signomial programming. Simulation results confirm that by using channel coding jointly with multi-path routing, the end-to-end network performance can be improved significantly.
I. INTRODUCTION
Recent advances and technological developments in communication, digital electronics, and radio frequency systems have placed wireless networks at the forefront of today's data transmission systems. Wireless links can, however, be unreliable and prone to transmission errors due to background noise, environmental obstacles, weather conditions, and user mobility. Unreliable links can degrade network performance particularly for applications with tight quality-of-service requirements such as voice-over-IP and video streaming. It is, therefore, crucial to develop efficient strategies in order to improve the reliability of data transmission in wireless networks [1] .
Communication reliability in a wireless network can be improved using several methods including channel coding [2] , network coding [3] - [5] , data rate allocation [2] , [6] , and multipath routing [7] - [9] . We propose joint application of channel coding and multi-path routing to realize greater reliability when compared with using either channel coding or multipath routing on an individual basis. The central contribution of our work lies in surmounting some of the challenges posed by the optimal resource allocation problem in this setting.
Channel coding is commonly used as a tool to leverage reliable transmissions over lossy wireless links. With channel coding, the transmitter node of each link encodes the transmitted packets by adding auxiliary or redundant bits. Adding the extra bits increases the distance among the codewords and decreases the packet error probability. If the number of extra bits is the same across all wireless links, then the channel coding is non-adaptive. On the other hand, if we change the amount of redundant bits for each link based on its current channel state, then the channel coding is adaptive.
In general, channel coding introduces a trade-off between data transmission reliability and data transmission rate [2] , [9] - [12] . In fact, by changing the code rate, i.e., the ratio of the data bits compared to data plus redundant bits, we can change the data rate at which the information is transmitted over each wireless link. In particular, the code rate can be decreased in order to improve (reduce) the probability of error at the cost of having lower data rates. Similarly, we can increase the code rate to increase the transmission data rate, but at the cost of increasing the probability of error. Through this article, we answer the following question: How should we select end-toend data transmission rates and per-link channel code rates in order to achieve the optimal rate-reliability trade-off in multipath wireless networks?
Adaptive channel coding, without multi-path routing, has been used by Lee, Chiang and Calderbank [2] to enhance the communication reliability. We introduce two key improvements to the model considered by Lee, Chiang and Calderbank. First, Lee, Chiang and Calderbank assumed that the links in the network are either wired or interference-free wireless. On the contrary, we fully incorporate the impact of wireless interference. Second, we consider the case where there are multiple end-to-end routing paths available across the network. Clearly, this includes single-path routing as a special case. These two modifications require non-trivial techniques for optimal resource allocation.
In summary, the contributions we make here are:
• We formulate network aggregate throughput maximization in multi-path wireless networks with channel coding (Section II). Both adaptive and non-adaptive channel coding are being considered.
• We tackle the non-convexity of the formulated optimization problem in two steps (Section IV). First, we introduce certain function approximations to reformulate the problem as a signomial programming problem. Next, we develop an iterative algorithm to solve the resulting signomial programming problem by solving a chain of tractable geometric programming problems. Although our proposed algorithm is centralized, it sheds light on the extent to which per-link channel coding can improve end-to-end performance in wireless network with multipath routing. It can also be used as a benchmark for performance comparisons with other heuristics. Further, we introduce a non-adaptive channel coding scheme with lower complexity as a sub-optimal practical solution.
• We investigate the convergence properties of the proposed algorithm as well as its efficiency. The latter is particularly studied by evaluating the impact of the approximations made in the derivation of the algorithm. In fact, we see that in spite of the approximations, the algorithm converges to the optimal solution in most cases (Section V).
• Finally, we show the advantages of an adaptive coding scheme using our design over a non-adaptive coding scheme with lower computational complexity (Section V). Through simulations, we investigate the timecomplexity tradeoff between the adaptive and nonadaptive schemes.
II. SYSTEM MODEL
Consider an ad-hoc wireless network. We can model the network topology as a directed graph G(V, E), where V = {1, 2, . . . , V } is the set of wireless nodes and E is the set of wireless links. Let I = {1, 2, . . . , I} denote the set of all unicast sessions in the network. For each session i ∈ I, the source and destination nodes are denoted by s i and t i , respectively. Furthermore, we denote K i = {1, 2, . . . , K i } as the set of all available routing paths from source node s i to destination node t i across the network. For each session i ∈ I, each link e ∈ E, and each k ∈ K i , we have a We define R e as the code rate of wireless link e ∈ E, i.e., the ratio of the data bits to data plus redundant bits. Notice that if no channel coding is performed, then R e = 1 as there will be no redundant bits in the transmitted packet. Given the source transmission rates α = (α k i , ∀ i ∈ I, k ∈ K i ) and the link code rates R = (R e , ∀ e ∈ E), we can model the aggregate traffic load on wireless link e ∈ E as
From (1), the smaller the code rate R e , the more redundant data is added to the transmitted packets on link e ∈ E leading to more reliable transmission (i.e., transmission with lower error probability). However, this will be at the cost of increasing the packet transmission traffic load on the link.
Let R 0e ≤ 1 denote the cut-off rate on wireless link e ∈ E. We assume that the rate R e of the adopted coding schemes (e.g., convolutional codes) is limited by the cutoff rate [13] . Given code rate R e ≤ R 0e , we can bound the packet error probability on wireless link e as [13] 
where T is the coding block length. In general, the cut-off rate R 0e depends on the signal-to-noise ratio (SNR) and the modulation scheme being used. For example, for a binary phase shift keying (BPSK) waveform [13] , we have
where γ e denotes the SNR at the receiver node of wireless link e ∈ E. In particular, we have
where Γ e depends only on the transmission and noise powers, d e is the distance between the transmitter and receiver nodes of wireless link e, σ is the path loss exponent (e.g., between 2 and 5), and f e is the small-scale fading gain. Given the per-link failure model in (2), for each session i ∈ I, the probability that a packet is transmitted successfully along the k th routing path, for k ∈ K i , is obtained as
From (5), for each session i ∈ I, the aggregate receiving rate at destination node t i becomes
We can model the mutual interference among the wireless links in a network by using a contention graph G C (V C , E C ). In the contention graph G C , the set of vertices V C represents the set of all wireless links E in the network graph G. There exists an edge between any two vertices in set V C if the wireless links corresponding to the two vertices mutually interfere with each other (i.e., the receiver node of one link is within the interference range of the sender node of the other link). Given the contention graph, each complete subgraph (i.e., a subgraph in which all vertices are connected to all other vertices) is called a clique. A maximal clique is then defined as a clique which is not a subgraph of any other clique [14] . We denote the set of all maximal cliques in contention graph G C by Q C . Only one link among all the links corresponding to the vertices of a maximal clique Q ∈ Q C can be active at a time.
Let c e denote the nominal data rate of link e ∈ E. The ratio ue ce denotes the proportion of time that link e ∈ E is active when it is being used at a data rate of c e . It is required that
where ν ∈ (0, 1] is called the clique capacity.
III. JOINT OPTIMAL TRANSMISSION RATE AND CHANNEL CODE RATE ALLOCATION
Considering (1), (2), (6) , and (7), the rate-reliability tradeoff can be described as follows. For each link e ∈ E, by increasing the code rate R e we can reduce the traffic load on each link as we have already shown in (1). Thus, higher transmission rates would be allowed with the same clique capacity. On the other hand, by decreasing the code rate R e , we can reduce the error probability in (2) which leads to higher probability of successful transmission along each routing path as shown in (5) . Therefore, we may select either higher transmission rates, but with more packets being prone to error, or lower transmission rates, but with higher percentage of correctly received packets. The key question to be answered is: What transmission rates α and code rates R should be selected to achieve optimal performance? To answer the above question, we formulate the optimization problem as follows:
where R 0 = (R 0e , ∀ e ∈ E) denotes the vector of cut-off rates for all links in the network. The objective function in (8) is the summation of receiving rates for all sessions, where for each session i ∈ I, the receiving rate is as in (6) . By solving (8), we can find α and R such that the total number of successfully received packets across all sessions is maximized.
IV. SOLUTION APPROACH
In general, problem (8) is non-convex and can be difficult to solve. Note that the non-convexities in problem (8) come from the following three sources: (a) The product forms in the objective functions. (b) The exponential forms in the inequality constraints with respect to error probabilities. (c) The fractional forms in the inequality constraints with respect to clique capacities. In this section, we propose an iterative algorithm to solve the network aggregate throughput maximization problem to achieve optimal allocation of source transmission rates α as well as optimal channel code rates R in the network.
A. Problem Reformulation to Tackle Non-convexities
Consider the three sources of non-convexities for problem (8) which we mentioned earlier. Let us first consider the issue with having exponential forms in the inequality constraints in the error probability models. By using the Taylor series expansion, we can rewrite the error probability (2) as
where X e = 2 −T R0e , L e = T log 2, and N e is a positive integer with N e 1. The model in (9) is in polynomial form.
Furthermore, we notice that if the error probabilities are relatively small (which is usually the case in practice), we can approximate the receiving rate for each session i ∈ I as
(10) Considering the worst-case packet error scenario in (9) and by replacing it, along with (10) in problem (8), we can rewrite the network aggregate throughput maximization problem as maximize α,R i∈I k∈Ki
(L e R e ) n n! subject to e∈Q i∈I k∈Ki
The objective function and constraints in problem (11) are signomials, i.e., polynomials with both positive and negative terms. Therefore, we can apply signomial programming techniques [15] to solve problem (11) as we explain next.
Let t be an auxiliary variable. Problem (11) becomes 
(13) Next, we follow the signomial programming techniques introduced in [15] to approximate the polynomial on the right-hand side of (13) , which is a function of only α, as a monomial, i.e., a polynomial with only one term and positive multiplier. This approximation can be performed around some initial pointα. For a parameter f s > 1, which is close to 1, we have
where [α/f s , f sα ] is a small neighborhood around initial point α. For notational simplicity, we define a new termΛ, which only depends on the initial pointα, aŝ
From (14) and (15), inequality (13) can be approximated around the initial pointα aŝ
The above constraint is a posynomial, i.e., a polynomial with only positive terms. Replacing (16) 
The above optimization problem is a standard geometric program, which can be easily converted into a convex problem (cf. [15] , [16] ). Therefore, problem (17) can be solved by the interior point method [17] . Thus, we can solve the signomial programming problem (12) by iteratively solving (17) .
We are now ready to introduce Algorithm 1 for solving problem (8) . Algorithm 1 starts by initializing various system parameters. The initial end-to-end transmission ratesα are selected such that optimization problem (17) is feasible. Several iterations are performed, where in each iteration, we solve the geometric programming problem (17) in Line 5 by using the interior point method [17] . Given the optimal transmission rates α opt in each iteration, we update parameterΛ according to (15) and correspondingly reformulate optimization problem (17) to be solved again in the next iteration. The iterations continue until the changes in optimal objective value t opt is sufficiently small compared to the previous iteration.
Algorithm 1 : Algorithm to solve optimization problem (8) . t old := t opt .
5:
Solve problem (17) to obtain α opt , R opt , and t opt .
6:
UpdateΛ as in (15), givenα := α opt . 7: until |t opt − t old | ≤ . 8: Optimal end-to-end data rates := α opt ; Optimal per-link code rates := R opt .
The convergence of the algorithm in each iteration is guaranteed since the interior point method is used [18] . According to [15] , although there is no proof that this algorithm always converges to the optimal solution of (17), it is observed through simulations that Algorithm 1 always converges to the optimal solution after a number of iterations.
B. Non-adaptive Channel Coding
In this subsection, we simplify the system model in Section IV-A and assume that the channel code rate is fixed and is no longer an optimization variable in our design. That is,
The impact of such an assumption is two-fold. First, it simplifies the clique capacity constraints in problem (8) as for each maximal clique Q ∈ Q, we have
This implies e∈Q i∈I k∈Ki
which is simply a linear inequality constraint. Second, since we are adding extra equality constraints to problem (8) , any solution we achieve is a sub-optimal solution for problem (8) .
V. PERFORMANCE EVALUATION
In this section, we assess the performance of our proposed joint channel coding and transmission data rate allocation algorithm (Algorithm 1). In our simulation model, each network topology is an m × m square grid with V = |V| = m(m − 1) wireless nodes positioned in randomly selected grid locations. As an example, for the network in Fig. 1 , we have m = 5 and V = 20. The network includes m source and destination pairs, with potentially many available routing paths from the source node to the destination node. Unless stated otherwise, the rest of the system parameters are selected as follows: T = 10, N e = 15, f s = 1.1, R 0e = 1, ν = data rates to be small, i.e.,α k i = 0.01 for all i ∈ I and any k = 1, . . . , K i , in order to guarantee a feasible starting point for Algorithm 1, as we already discussed in Section IV-A. Algorithm 1 is iterative and each iteration includes a function approximation step and a geometric programming step. Considering the topology in Fig. 1 , the convergence of the objective value for problem (8) , when Algorithm 1 is used, is shown in Fig. 2 . Recall that the objective value for problem (8) is the network aggregate throughput. From the results in Fig. 2 , Algorithm 1 converges after around 30 iterations. Similar results can be obtained for other network topologies.
Recall from Section IV that we use approximation (9) in order to convert optimization problem (8) into a tractable geometric programming problem as in (11) . We can improve the accuracy of the approximation in (9) by increasing the value of N e . However, this would be at the cost of making optimization problem (11) more complicated. Therefore, we are interested in choosing N e to obtain a reasonable accuracy with low computational complexity. Considering 50 random topologies, the simulation results, when N e varies from 1 to 20, are shown in Fig. 3 , where each point indicates the average optimality error observed among all topologies. We define the optimality error as the difference between the achieved throughput at a particular choice of N e and that at sufficiently large choice of N e , i.e., N e = 20. Results in Fig. 3 show that the optimality error approaches zero when N e is 10 or higher.
We now present how choosing the code rate for each link individually (i.e., adaptive channel coding) can lead to different optimality and computational complexity results, compared to the case when channel coding is non-adaptive. Recall from Section IV-B that in a non-adaptive channel coding scenario, all wireless links adopt the same code rate R as expressed in (18) . In this case, for each fixed R, optimization problem (8) becomes a linear program. As we explained in Section IV-B, this can significantly reduce the computational complexity, but results in sub-optimal design solutions. Consider the network in Fig. 1 . The corresponding simulation results are shown in Fig. 4 . Here, we examine various choices of the non-adaptive code rate R within the feasible range [0, R 0 ]. We can see that by using non-adaptive channel coding, the highest throughput is achieved when the code rate on all links is 0.65. At this point, we reach 89% of the optimal value that is achievable by using adaptive channel coding. It is interesting to also look at the distribution of the optimal adaptive code rates at all links, compared to the optimal non-adaptive code rate. In the adaptive channel coding case, the optimal code rates for various links can be significantly different. The corresponding Fig. 6 . Performance in a fading channel for 50 channel snapshots. We can see that it is more efficient to update the code rates at each snapshot compared to the case that code rates are obtained once for all snapshots.
results are shown in Fig. 5 .
Finally, we study the impact of fading on the system performance when Algorithm 1 is used. Recall from Section IV-A that we can incorporate the impact of fading by separately solving optimization problem (8) for each wireless channel realization with fading gains f e and corresponding cut-off rates as in (3) and (4) . In this case, Algorithm 1 is invoked every time new channel measurement data becomes available. We refer to each channel measurement data as one channel snapshot. Simulation results for the network topology in Fig. 1 for 50 different channel snapshots are shown in Fig. 6 . In our simulation model, we generate the fading gains at each channel snapshot based on a random realization of the Rayleigh fading distribution. For the results in Fig. 6 , we compare the performance in two design scenarios. The first design is an adaptive channel coding scheme based on the average fading information. That is, solving optimization problem (8) only once by assuming that the fading gains take their average values within the Rayleigh fading distribution. On the other hand, in our second design, we solve problem (8) once for each channel snapshot. We can see that on average, the latter case (solid line) can improve the aggregate throughput among all end-to-end sessions compared to the former one (dash line). The achieved performance improvement is at the cost of a significantly higher computational complexity due to the requirement of solving optimization problem (8) for each snapshot, which may not always be desired in practice.
VI. CONCLUSION
In this paper, we considered the problem of using per-link channel coding in wireless networks with multi-path routing. We focused on per-link channel code rate selection and end-toend transmission data rate allocation through network throughput maximization, which results in a non-convex problem. We tackled the non-convexity by using appropriate function approximations and iterative techniques from signomial programming. Moreover, we studied different variations of our proposed per-link channel code rate selection and end-to-end data rate allocation algorithms to address both adaptive and non-adaptive channel coding and also the impact of fading. Simulation results confirmed that by using channel coding jointly with multi-path routing, we can significantly improve the end-to-end network performance. We also showed through simulations that as a sub-optimal approach with less complexity, non-adaptive channel coding achieves a high degree of optimality compared to adaptive channel coding. As for future work, we will consider the problem of finding the optimal data transmission and channel code rates in a distributed manner.
