In this paper, we present a nonmonotone filter trust region algorithm for solving nonlinear equality constrained optimization. Similar to Bryd-Omojokun class of algorithms, each step is composed of a quasi-normal step and a tangential step. This new method has more flexibility for the acceptance of the trial step compared to the filter methods, and requires less computational costs compared with the monotone methods. Under reasonable conditions, we give the globally convergence properties. Numerical tests are presented that confirm the efficiency of the approach.
Introduction
We analyze an algorithm for solving optimization problems where a smooth objective function is to be minimized subject to smooth nonlinear equality constraints. More formally, we consider the problem, (P) min f (x) s.t. c i (x) = 0, i ∈ I = {1, 2, . . . , m} where x ∈ R n , the functions f : R n → R and c i (i ∈ I ) : R n → R are all twice continuously differentiable. For convenience, let g(x) = ∇ f (x), c(x) = (c 1 (x), c 2 (x), . . . , c m (x)) T and A(x) = (∇c 1 (x), ∇c 2 (x), . . . , ∇c m (x)). And f k refers to f (x k ), c k to c(x k ), g k to g(x k ) and A k to A(x k ), etc.
There are many trust region methods for equality constrained nonlinear programming (P). For example, Byrd [1] , Omojokun [15] and Dennis, EI-Alen and Maciel [7] . Also, there are several related approaches and recent extensions such as Bryd, Schnabel and Shultz [2] , Celis, Dennis and Tapia [3] , Powell and Yuan [16] . But in these works, a penalty or augmented Lagrange function is always used to test the acceptability of the iterates. However, as we all know, there are several difficulties associated with the use of penalty function, and in particular the choice of the penalty parameter. Too low a choice can result in an infeasible point of (P) being obtained, or even an unbounded increase in the penalty. On the other hand, too large a choice damps out the effect of the objective function. Hence, in 2002, Fletcher and Leyffer [8] proposed a class of filter methods, which does not require any penalty parameter and has promising numerical results. Consequently, filter technique has employed to many approaches, for instance, SLP methods [6] , SQP methods [10, 11] , interior point approaches [18, 19] , bundle techniques [9] and so on. Furthermore, Fletcher and Leyffer [10] give the global convergence of the filter-SQP method, then Ulbrich [21] gets its superlinear local convergence.
Filter technique, in fact, exhibits a certain degree of nonmonotonicity. The nonmonotone technique was proposed by Gripple et al. in 1986 [14] and combined with the line search strategy. In 2003, Ulbrich [20] proposed a class of penalty-function-free nonmonotone trust region methods for nonlinear equality constrained optimization without filter technique. And the Lagrange function as one of the criteria to decide whether a trial point is accepted or not. Similar work can be seen in [4, 5, 13] .
Motivated by the idea and methods above, we proposed a class of nonmonotone filter trust region methods for solving problem (P). Similar to the Byrd-Omojokun class of algorithms, each step is composed of a quasi-normal step and a tangential step. The main contribution of our paper is to employ the nonmonotone idea to the filter technique, so that the restoration phase, a common feature of the large majority of the filter methods, is not needed. As a consequence, the scale of the calculation is decreased in a certain degree.
This paper is organized as follows: in Section 2, we introduce the nonmonotone filter technique and the fraction of Cauchy decrease. We propose the nonmonotone filter trust region method in Section 3. Section 4 presents the global convergence properties and some numerical results are reported in the last section.
The nonmonotone filter technique and fraction of Cauchy decrease

The nonmonotone filter technique
In filter method, originally proposed by Fletcher and Leyffer [8] , the acceptability of iterates is determined by comparing the value of constraint violation and the objective function with previous iterates collected in a filter. Define the violation function h(x) by h(x) = c(x) 2 2 , it is easy to see that h(x) = 0 if and only if x is a feasible point. So a trial point should either reduce the value of constraint violation or the objective function f .
In traditional filter method, a point x is called acceptance to the filter if and only if
where 0 < γ < β < 1, F denotes the filter set. Different from the traditional criteria of filter idea, with nonmonotone technique, we call that a point x is acceptable to the filter if and only if
where
λ kr = 1, λ kr ∈ (0, 1) and there exists a positive constant λ such that λ kr ≥ λ. Similar to the traditional filter methods, we also need to update the filter set F at each successful iteration, the technique is comparable to the traditional one except that we do it based on criteria (2) not (1).
Fraction of Cauchy decrease condition
Consider the following unconstraint minimization optimization problem
where f : R n → R is a continuously differentiable function. A trust region algorithm for solving the above problem is an iterate procedure that computes a trial step as an approximate solution to the following subproblem
where H is the Hessian matrix ∇ 2 f (x) or an approximate to it and ∆ > 0 is a given trust region radius.
To assure the global convergence, the step is required only to satisfy a fraction of Cauchy decrease condition. This means that d must predict via the quadratic model function q(d) at least as much as a fraction of the decreased given by the Cauchy step on q(d), that is, there exists a constant σ > 0 fixed across all iterations, such that
where d cp is the steepest descent step for q(d) inside the trust region.
Lemma 1. If the trial step d satisfies a fraction of Cauchy decrease condition, then
Proof. See Powell [17] for the proof.
A nonmonotone filter trust region algorithm
Given an approximate estimate of the solution x k at kth iteration, following Byrd [1] , Omojokun [15] , Dennis et al. [7] and Ulbrich et al. [20] , we obtain the trial step
by computing a quasi-normal step d n k and a tangential step d t k . The purpose of the quasi-normal step d n k is to improve feasibility. To improve optimality, we seek d t k in the tangential space of the linearized constraints in such a way that it provides sufficient decrease for a quadratic model of the objective function
d n k is the solution to the subproblem
where ∆ k is a trust region radius and A k = ∇c(x k ) ∈ R n×m . In order to improve the value of the objective function, we solve the following subproblem to get
Then we get the current trial step
, where d n k and d t k are called the quasi-normal step and the tangential step respectively.
In usual way that impose a trust region in step-decomposition methods, the quasi-normal step d n k and the tangential step d t k are required to satisfy d
Here, to simplify the proof, we only impose a trust region on d n ≤ ∆ k and d t ≤ ∆ k , which is natural. Borrowed from the usual trust region idea, we also need to define the following predicted reduction for the violation function h(x) = c(x) 2 .
and the actual reduction
Similarly, to evaluate the descent properties of the step for the objective function, we use the predicted reduction of f (x)
In general trust region method, the step d k will be accepted if
where ρ ∈ (0, 1) is a fixed constant. But in this paper, considering nonmonotone technique, we replace the condition (11) by
where rared f k is the relaxed actual reduction of f (x)
Moreover, it will be convenient to introduce the reduced gradient
where W (x) denotes a matrix whose columns form a basis of the null space of A(x) T . The first order necessary optimality conditions (Karush-Kuhn-Tucher or KKT conditions) at a local solutionx ∈ R n of (P) can be written as
A formal description of the algorithm is given as follows.
Algorithm A
Step 0. Let 0 < ρ < 1, 0 < γ < β < 1, 0 < λ ≤ 1, 0 < γ 0 < γ 1 ≤ 1 < γ 2 , M ≥ 1. Choose an initial point x 0 ∈ R n , a symmetric matrix H 0 ∈ R n×n and an initial region radius
Step
Step 2. Solve the subproblem (6) and (7) to get the quasi-normal step d n k and the tangential step
Step 3. If x k + d k is acceptable to the filter, go to step 4, otherwise go to step 5;
Step 4. If pred Step 5.
Step 6.
, M}, k = k + 1 and go to step 1. Remark 1. At the beginning of each iteration, we always set ∆ k ≥ ∆ min , which will avoid too small trust region radius.
Remark 2. In the above algorithm, let M be a nonnegative integer. For each k, let m(k) satisfy
In fact, if M = 1, the algorithm actual is a monotone method, the nonmonotonicity is showed as M > 1.
The convergence properties
In this section, to present a proof of global convergence of algorithm, we always assume that the following conditions hold. Assumptions.
A1. The objective function f and the constraint functions c i (i ∈ I = {1, 2, . . . , m}) are twice continuously differentiable. A2. For all k, x k and x k + d k all remain in a closed, bounded convex subset S ⊂ R n . A3. The matrix sequence {H k } is uniformly bounded. A4. The functions A = ∇c, (A T A) −1 , W and (W T W ) −1 are uniformly bounded on S. Hereby, W (x) denotes a matrix whose columns form a basis for the null space of A(x) T .
By the assumption, we can suppose there exist constants
Lemma 2. At the current iterate x k , let the trial point component d n k actually be normal to the tangential space. Under the problem assumptions, there exists a constant α 1 > 0 independent of the iterates such that
Proof. Because d n k is actually normal to the tangential space, we have d
Using the fact that
Lemma 3. Under the assumptions, there exist positive constants α 2 , α 3 independent of the iterates such that
Proof. The proof is an application of Lemma 1 to the two subproblems (6) and (7).
Lemma 4. Suppose that the assumptions hold, then Algorithm A is well defined.
Proof. We will show that there exists δ > 0 such that step d k is accepted whenever ∆ k ≤ δ. So we consider the following two cases. Case 1. h k = 0 Without loss of generality, we can assume that c k ≥ . Then we start with δ ∈ (0, ] such that the closed δ-ball about x k lies in S. Since δ ≤ , we have that ∆ k ≤ δ ≤ . Then by (18) , it holds pred c k ≥ α 2 ∆ k , and
That means the trial point x k + d k is acceptable to the filter.
To prove the implementation of Algorithm A, we only need to show that if pred
We have rared
If ĝ k = 0, then by Algorithm A, x k is a KKT point of (P). So, we assume that there exists a constant such that
Hence, if we reduce δ such that δ ≤ , then for all
. Therefore
By h k = 0, it must hold d n k = 0, then together with (19) , we obtain
Hence,
Therefore, the trial step is accepted for all ∆ k ≤ δ.
From Lemma 4, we can see that Algorithm A is well defined. By the machinist of Algorithm A, it is obviously that there exists a constant∆ > 0, such that ∆ k ≥∆ for sufficiently large k.
Lemma 5. Suppose that the assumptions hold and Algorithm A does not terminate finitely, then lim k→∞ h k = 0.
Proof. If Algorithm A cannot be terminate finitely, then there are infinite many points accepted by the filter. We prove the result in two cases by the definition of filter.
(
In view of convenience, let
which implies that {h(
Since β ∈ (0, 1), we deduce that h(
holds by the Algorithm A. That is lim k→∞ h(x k ) = 0.
(ii). Suppose there exists an infinite subsequence S on which
Then we first show that for all k ∈ S, it holds
We prove (30) by induction.
Assume that (30) holds for 1, 2, . . . , k, then we consider that (30) holds for k + 1 in the following two cases.
By the fact that p t=0 λ kt = 1, λ kt ≥ λ, and h r ≥ 0, we have
Then for all k ∈ S, (30) holds. Moreover, since { f k } is bounded below, let k → ∞, we can get that
h r < ∞ It follows that h k → 0 (k → ∞).
Lemma 6. Suppose that the assumptions hold. If Algorithm A does not terminate finitely, then lim inf k→∞ ĝ k = 0.
Proof. Suppose by contradiction that there exist constants > 0 andk > 0 such that ĝ k > for all k >k. Then similar to the proof of Lemma 4, we have
for all k >k. Since h k → 0, c k → 0, we have
From h k → 0, we also have d n k = 0. So
In Table 1 , the problems are numbered in the same way as in Schittkowski [18] and Hock and Schittkowski [12] . For example, "S216" is the problem 216 in Schittkowski [18] and "HS6" is the problem 6 in Hock and Schittkowski [12] . NF, NG represent the number of function and gradient calculations and 'ITER' means the number of iterations.
The numerical results show that the nonmonotone algorithm is more effective than monotone one for most test examples. Moreover, the higher the level of nonmonotonic, the better the numerical results.
For comparison, we have included the corresponding results obtained by the traditional filter method [8] (column 'FILTER') and the optimization code in Matlab (column 'MATLAB'). For all problems, these algorithms achieved the same optimal function value. The results show that the new algorithm is robust and effective, especially for the nonmonotone one.
