Abstract. In this paper we prove a Central Limit Theorem for standard kernel estimates of the invariant density of one-dimensional dynamical systems. The two main steps of the proof of this theorem are the following: the study of rate of convergence for the variance of the estimator and a variation on the Lindeberg-Rio method. We also give an extension in the case of weakly dependent sequences in a sense introduced by Doukhan and Louhichi.
Introduction
This paper considers estimation of the marginal density f of a stationary sequence (X n ) n∈N of dependent random variables. If (X n ) n∈N satisfies mixing conditions, Robinson [24] obtains the following result:
wheref n (x) is a standard kernel density estimate defined as follows (see Rosenblatt [25] ):
with a sequence (b n ) n∈N ∈ (R + ) N and a compact supported kernel K : R → R (we note D its support) satisfying: where b n and K are defined as in (1.3) . Finally, the appendix is devoted to an extension to the case of weakly dependent sequences in a sense introduced by Doukhan and Louhichi [13] (Th. A.1).
Definition of the class T of transformations
In this part we detail the technical assumptions required for the Central Limit Theorems given in Section 4. We first assume that the kernel K is in the set BV. We consider a closed interval I := [L, R] ⊂ R, and T a function from I into itself. We denote λ the Lebesgue measure on I and int(I) the interior of I. We assume:
• for all k in N, for all x in int(I), lim t→0 + T k (x + t) =: T k (x + ) and lim t→0 − T k (x + t) =: • T admits at least an invariant probability measure µ 0 which is absolutely continuous with respect to
Lebesgue measure: dµ 0 = fdλ; • let S := supp(µ 0 ) be the support of µ 0 . If I 2 := S ∩ C(f ) where C(f ) denotes the continuity set of f, then λ(S \ I 2 ) = 0. Recall that µ 0 is the distribution of X 0 and that (X n ) n∈N is defined by (1.4). Finally we assume the control of correlations described by inequality (1.5) in the introduction (note that the absolutely continuous invariant probability measure µ 0 is unique because of the control of correlations (1.5)).
The following "tent-map" (see Fig. 1 in Sect. 5) belongs to T (hence T = ∅):
In the next sections, λ(D) denotes the Lebesgue measure of the compact set D.
Convergence in mean squares in the stationary case
In this section, we provide the mean squares convergence of the invariant density estimates for dynamical systems in the class T . Let T be in T , then the series of correlations are summable (1.5).
Remark 3.1. In many examples (see Sect. 5) we have a stronger property: the exponential decay of correlations. A classical way to prove it is by using the theory of transfer operators (see Collet [8] ).
Recall that µ 0 is the absolute continuous invariant probability measure for T , that f is its density with respect to Lebesgue measure on I, and that X 0 ∼ µ 0 . (X k ) k∈N is then a stationary process with marginal density f. We estimate f by standard kernel estimates of the invariant density. We get the following mean squares convergence result:
Lemma 3.1. Let T be in the class T andf (x) be defined by (1.2) and (1.3) . Assume , of the rate of convergence off n (x) is given in [5] (or more recently in [19] ). Our result provides lim n→+∞ (nb n )Var f (x) = C, C ≥ 0. This accurate rate of convergence is necessary in order to obtain the forthcoming Central Limit Theorem (Th. 4.3) from Lindeberg-Rio technique.
To prove such a result in a mixing frame, the authors (e.g. [13] ) usually assume that the couples {(X 0 , X k )} k∈N * have regular joint densities. Here these distributions are singular and therefore our study is quite different. We first need the two following lemmas:
Lemma 3.2. Assume that T is in the class T and let x
∈ I 1 ∩ I 2 . Assume that b n −−−→ n→∞ 0. Then for each k ∈ N * , there exists a sequence ε(n, k) −−−→ n→∞ 0 such that Cov K x − X 0 b n , K x − X k b n = b n ε(n, k).
Lemma 3.3. Assume that T is in the class T and let x
As D is compact, tb n → 0 uniformly in t ∈ D as n tends to infinity. Hence the existence of onesided limits at point x implies
Then n ≥ n 0 =⇒ A n,k bn = 0 and we can write A n,k = b n ε 2 (n, k), with ε 2 (n, k) = 0 for n large enough.
, which concludes the proof.
Proof of Lemma 3.3. We have
By the control (1.5) of correlations and from Lemma 3.2 and inequality (3.1), there exists a constant M > 0 such that
This entails
0 and concludes the proof.
Remark 3.3.
Using similar arguments, we can prove that for all 0 ≤ i < j ≤ n − 1, and for any bounded function ϕ,
We make use of this remark in the next section to prove the central limit Theorem 4.3.
We are now in position to prove Lemma 3.1.
Proof Lemma 3.1. Let Var indf (x) denote the variance of
where the X k 's are independent copies of the X k 's. We have:
As x ∈ I 1 ⊂ int(I), we have for n large enough
As f is continuous at point x, and as K is compactly supported and satisfies (1.3), apply twice the dominated convergence theorem (see e.g. [26] , p. 27) to obtain
Remark 3.4. Quote that Bosq and Lecoutre ( [6] , p. 76) ask an additional differentiability assumption on f in order to obtain an equivalent of the bias together with this result.
which concludes the proof.
Remark 3.5. We may also study the MISE defined as follows
As usual (see [2] ) the rate of convergence of the MISE to 0 depends on the regularity of f. If T is Lasota-Yorke and Markov, we can deduce the regularity of the density f from the one of T (see [1] ).
A Central Limit Theorem in the stationary case
Many versions of a Central Limit Theorem for the partial sums of dynamical systems
have been proved in the literature. For example Liverani [18] , Viana [27] prove a CLT in the case where s = 1 for some piecewise expanding dynamical systems. Barbour et al. [4] prove a functional CLT with respect to s in the case where T is some expanding map of the unit interval into itself. They use first a coupling method: they prove that the iterates of T can be closely tied to an m−dependent process. Then they use techniques which are derived using Stein's method, so they obtain bounds on the rate of convergence. Here we prove a CLT for the density estimates. We study the following process
We do not use a decomposition in Bernstein blocks. Here the idea is to adapt the Lindeberg method after Rio [23] . To be in position to use such a method, we need the mean squares convergence result stated in Section 3 (Lem. 
Theorem 4.1. Let T be in the class T andf(x) be defined by (1.2) and (1.3) . Assume that 
where Σ l is defined by (4.2) . 
We can also write such a theorem if the regularity of the invariant density f in terms of Hölder spaces is not necessarily an integer. Let ν denote the regularity of the function f , this means that setting ν = α + β with α ∈ N and 0 ≤ β < 1 there exists a constant A > 0 such that f is α-times continuously differentiable with
β for x, y belonging to an arbitrary compact interval. We get the following result:
Theorem 4.2. Let T be in the class T andf(x) be defined by (1.2) and (1.3). Assume that
where Σ l is defined by (4.2 
is a subset of I, let clos(A) denotes the closure of A. We assume in that case that there exists a positive integer p such that for all
if the partition {a j } j∈J is infinitely countable, we assume that for all j ∈ J, T (I j ) = I. We now give easy examples of such transformations T .
1. the r-adic maps T (x) = rx [1] , where r ∈ N, r ≥ 2. We have 0 = a 0 < 
For this map we know the exact form of the invariant density,
, which is infinitely continuously differentiable. For these transformations T , we know (e.g. [1, 7, 15] 
) that the regularity of the invariant density f depends on the one of T . If the partition is finite and if T is piecewise two-times continuously differentiable, then f is piecewise continuously differentiable. If moreover T is onto on each interval of the partition, then f is continuously differentiable. In the case where the partition is infinitely countable, a further assumption on the Schwarzian derivative of T is needed (see e.g. [1, 10]) to conclude that f is Hölder continuous.
If the regularity of f is not an integer, no equivalent of the bias seems to be known. The optimal rate is reached but we do not get an explicit equivalent of the bias. Hence we sometimes prefer not to consider the bias term but rather to restrict our attention to the centered estimation process
We get the following result (see also Applications 6.1 and 6.2 in Sect. 6 for some use of this result): 
where Σ l is defined by (4.2) .
Working with arbitrary l and with some f > 0 implies that the sequence of estimation processes
, whereẆ is the Gaussian white noise. Now for sake of simplicity we develop the proof for l = 1. The general case is similar. If one wants to know the asymptotic behaviour in distribution of the vector (Y n (x 1 ), . . . , Y n (x l )), it is sufficient to use the following proof of Theorem 4.3 (in the case l = 1) with
. We first prove Theorem 4.3 and then deduce Theorems 4.1 and 4.2 by studying the bias term defined by
Proof of Theorem 4.3 with l = 1. Let us first notice that if f (x) = 0, then Y n (x) tends to zero in mean squares (Lem. 3.1), so it also converges to zero in law.
From now on, we suppose that
In the following c will denote some constant independent of k and n, which may vary from line to line. We
, where c is positive. We recall that for all h, k in BV
We set, for k = 0, . . . , n − 1 and n = 1, 2, . . . ,
Empty sums are, as usual, set equal to 0. Hence
Consider now a bounded thrice differentiable function h : R → R with continuous and bounded derivatives.
. The theorem will follow from (4.5), if we prove that lim n→∞ ∆ n (h) = 0. Let
n independent of k, and
So, as in Lemma 3.3, we show that sup 0≤k≤n−1 (na
Let us assume that the array {Y n,k ; 0 ≤ k ≤ n − 1, n ≥ n 0 } is independent and is independent of the sequence (
j=k+1 Y n,j , still with empty sums set equal to 0. We can now write Rio's decomposition
The function x → h k,n (x) = Eh(x + T n,k ) has the same derivability properties as h, e.g.
• Bound of ∆ (2) k,n (h). Using Taylor expansion yields for some (random) ρ n,k ∈ (0, 1):
From the independence of the Gaussian sequence (Y n,k ) n∈N, 0≤k≤n−1 and the process (X n ) n∈N ,
We thus need
k,n (h). We write, again with some random τ n,k ∈ (0, 1),
We analyze separately the terms in the previous expression. We have
To estimate the middle term, write (with Rio)
We can also write
and
, by replacing twice Z n,l by g(X n−l−1 ). Hence using (4.4) and Remark 3.3 we obtain:
So, as it is the dominant term, we get the same bound for the other terms. Summing up yields:
Proceeding as for (4.9) implies:
Hence from (4.10) and from Remark 3.3:
We also have
Adding (4.11) and (4.12) and summing up the expression for all i yields:
We add equations (4.7), 1 2 (4.9) and (4.13) to obtain:
We sum (4.14) for all k to conclude:
With the techniques used to prove Lemma 3.3 we can prove
Replacing M n , δ n , l n by their upper bounds, we easily see on (4.15) that
This concludes the proof of Theorem 4.3. 
bn ) , where ψ : I → R is some monotone function.
Instead of BV we can also take a Banach space (B, · B ) whose norm satisfies:
• there exists M > 0 such that for all n in N, K
Equation (4.9) and Lemma 3.2 still hold, thus we can prove Theorem 4.3. Lipschitz norm does not yield the second point above. Hence we cannot replace the norm ||.|| BV by the Lipschitz norm. Therefore the class of examples is not really large. It is a real problem which is due to the kernel density estimates whose Lipschitz norm has order O
Proof of Theorems 4.1 and 4.2. For sake of simplicity, we write the proof for l = 1. We first writê
The behaviour off n (x) − Ef n (x) is given by Theorem 4.3. Hence we restrict our attention to BIAS n (x) = Ef n (x) − f (x).
The sequence (X n ) n∈N is stationary because X 0 follows the invariant law µ 0 . 
Hence using (4.16) and Taylor's decomposition on each J s,n we get for n ≥ n 0
where for all n ≥ n 0 and for all s ∈ D, t s,n is some real satisfying 0 < t s,n < 1.
Then as f (m) is continuous in x and as 0 < t s,n < 1 for all s ∈ D and for all n ≥ n 0 , we have for each fixed s ∈ D : t s,n sb n −−−→ n→∞ 0. Hence, proceeding as in the proof of Lemma 3.2 (study of Q n ), we get, by the dominated convergence theorem,
Hence, as soon as there exists ρ m ∈ R + such that nb
This concludes the study of Theorem 4.1.
General case (Th. 4.2):
Here we use the integral form of Taylor's decomposition. Let n 0 ∈ N * be such that for n ≥ n 0 the interval
Recall that ν = α + β where α ∈ N and 0 ≤ β < 1.
Empty sums are set equal to 0. For n ≥ n 0 ,
As D s j K(s)ds = 0 for all 1 ≤ j ≤ α we deduce:
As f has the regularity ν = α + β (in terms of Hölder spaces) on V , there exists some constant A independent of n such that:
As D is compact and as
Hence there exists some non-negative constant C independent of n such that: 
Examples of dynamical systems in the class T
Without being exhaustive we will now give some examples of dynamics T which satisfy all the previous assumptions.
• Lasota 
. , l.
Since modifying the values of a map over a finite set of points does not change its statistical properties, we may assume that T is either left-continuous or right-continuous (or both) at a i , for each i = 1, . . . , l.
Then let P (1) be some partition of I into intervals η such that η i ⊂ η ⊂η i for some i and such that (T η ) is continuous.
For n ≥ 1, P (n) is the Markov partition of I: P (n) (x) = P (n) (y) if and only if
is the largest partition on which T n is monotone.)
Assumption 5.2. (expansivity). There exist C
(n) and all n ≥ 1.
Assumption 5.3. (topological mixing). There is an interval I
, eventually enters I * , and T I * is topologically mixing: for each interval J ⊂ I * there is n ≥ 1 such that T n (J) = I * .
Lasota and Yorke [16] , Liverani [17] , Viana [27] and others study such functions. It may be shown (Viana [27] ) that T admits a unique absolutely continuous invariant probability measure µ 0 (dµ 0 = f dt where dt is the Lebesgue measure on [0, 1]). In addition, µ 0 is ergodic and its support coincides with I * .
We also have that f has bounded variation on [0, 1] . This implies that f is continuous on [0, 1] except at most for countably many points. So our assumptions in Section 1 are satisfied.
The "tent-maps" having a large enough slope and the r-adic transformations, for r > 1, of the interval are two examples of Lasota-Yorke functions.
-"tent-map" It has T constant and strictly larger than 1 in absolute value, in each of the monotonicity intervals [0, c) and (c, 1].
Moreover if c = • Functions with infinitely many monotonicity intervals. The precedent case extends, under appropriate conditions, to piecewise expanding maps with countably many domains of smoothness and monotonicity (see e.g. Broise [7] , Viana [27] ). For example if we consider the Gauss-map, that is the map T defined by
] for x = 0 and T (0) = 0, we have summable decay of correlations and an invariant probability measure µ 0 absolutely continuous with respect to Lebesgue on [0, 1] and whose density has bounded variation. We have, keeping the former notation, I * = I. Furthermore the Gauss-map satisfies the assumptions in Section 1. Therefore we have the result for the invariant density estimates in that case. 
A non-stationary case
Lasota-Yorke functions T , introduced in Section 5, have additional properties which allow us to extend the previous results to the non-stationary case. We use the same definitions as before (e.g. (X n ) is the stationary dynamical system). Now let p be any density function on I = [0, 1] with bounded variation. We set p(t) = 0 for t / ∈ I. We define a random variable X 0 with distribution p(t)dt and the (non-stationary) dynamical system X n = T n X 0 , n ≥ 1 (as in ( 1.6)).
Classical results
In the case of Lasota-Yorke function T , the invariant density f of T has bounded variation. We define the Perron-Frobenius operator L (for sake of simplicity we write L for L T ) as follows:
The following theorem collects properties of both the Perron-Frobenius operator L and the associated invariant density f of the Lasota-Yorke function T . 
f has also bounded variation. 
where Cov denotes the covariance with respect to the invariant probability measure µ 0 , and λ is the same as in (6.3).
Remark 6.1. The second assertion of Theorem 6.1 yields that if T is Lasota-Yorke, we can not have f (x) = 0.
Convergence in mean squares
Let us first recall the definition (1.7) ofp(x):
where b n and K are defined in the introduction by (1.3). The following result extends Lemma 3.1 to nonstationary dynamical systems, I 1 and I 2 being defined as in Section 2. λ(D) < ∞ still denotes the Lebesgue measure of the compact D.
Lemma 6.1. Let T be a Lasota-Yorke function andp n (x) be defined by (1.3, 1.6) and (1.7) . Assume that
Proof of Lemma 6.1. Write
Note that C i,j depends on n.
• Study of
By inequality (6.2) of Theorem 6.1, f is bounded below by 1 γ > 0, so we can write:
bn ). In the following c will denote some constant independent of n, i, and j which may vary from line to line. Quote that there exists a constant c independent of n such that ||L n p|| ∞ ≤ c. Indeed, ||L n p|| ∞ ≤ ||L n p|| BV and by assertion (6.1) in Theorem 6.1, sup n∈N ||L n p|| BV < ∞. We obtain A n,i,j ≤ c b n λ j−i by using Theorem 6.1. Analogously, for B n,i,j , we have
Using the bound λ < 1 now yields
Remark 6.2. Using similar arguments, we can prove that given any h ∈ BV and k ∈ L 1 (dt) we have for all
Using Theorem 6.1 and the proof of Lemma 3.2, we get
The right hand side of this inequality tends to 0 as n tends to infinity.
Remark 6.3.
• Study of V n :
Using Var indf (x) introduced in formula (3.2), it is worth decomposing V n as follows:
where
We have
Hence, using (6.3) in Theorem 6.1 we get
. Then using the following identity
we have by (6.1, 6.2) and (6.3) in Theorem 6.1:
As 0 ≤ λ < 1 and as D K 2 (s)ds < ∞, the right hand side of this inequality tends also to 0 as n tends to infinity.
Hence by (6.10, 6.11) and (6.2),
Collecting (6.5) and bounds (6.9) and (6.12) yields the result: 
Let us now consider the case where the invariant density f has a regularity ν = α + β with 0 ≤ β < 1 and α ∈ N. 
As in the stationary case, we sometimes prefer to study the centered estimation process
(6.14)
We then get:
Theorem 6.4. Let T be a Lasota-Yorke function andp(x) be defined by (1.3, 1.6) and (1.7) . For all
converge in distribution to a standard N (0, I l ) random variable. 
where for all n, X 0
. . , X n−1 . We assume that the sequences
for i ∈ N, are independent of each other. Hencep
n (x) are r + 1 independent copies of p n (x), and we can considerŶ
We also assume that r depends on n, r = r(n), with 
Hence using Bernstein's inequality in Pollard ([20], pp. 192, 193) we get for all η > 0
The exponential term above tends to 0 as n tends to infinity. Hence, we can approach Y n (x) by the empirical quantityŶ n (x). The advantage ofŶ n (x) is that it can be simulated. Indeed it does not involve the knowledge of f (x).
Application 6.2 Now letp
(1)
n (x) be two independent copies ofp n (x). The difference as f (x) only appears in the variance term of the limit of Φ n (x) and not in the quantity Φ n (x) itself. Hence to simulate Φ n (x) we have neither to approach Ep n (x) using exponential inequalities as in Application 6.1 nor to know f (x) (as X 0 has the distribution p(t) dt where p is known).
Proof of Theorem 6.4 with l = 1. We use notations g n , M n , l n , and δ n of Theorem 4.3. As in the proof of Theorem 4.3 we obtain
, for some positive constant c. We set for k = 0, . . . , n − 1 and n = 1, 2, . . . ,
Empty sums are, as usual, set equal to 0.
Recall that
We still consider a bounded thrice differentiable function h : R → R with continuous and bounded derivatives,
∞ , for j = 0, 1, 2, 3. As in the proof of Theorem 4.3, also consider σ 2 n = Var S n , and set in that case for some standard Gaussian r.v. η, ∆ n (h) = E(h(S n ) − h(σ n η)). As in the proof of Theorem 4.3, the theorem will follow if we prove that lim n→∞ ∆ n (h) = 0.
Let us assume {Y n,k ; 0 ≤ k ≤ n − 1, n ≥ n 0 } to be defined as in Section 3. T n,k is also defined as before. We are now in position to use Rio's decomposition
We still use the function x → h k,n (x) = Eh(x + T n,k ), which has the same derivability properties as the function h.
We proceed as in Section 4. Inequality (6.8) replaces inequality (1.5). For example inequality (4.12) in the proof of Theorem 4.3 is replaced by
Hence doing this with each inequality of the proof of Theorem 4.3 we conclude the proof of Theorem 6.4.
Let us now prove Theorems 6.2 and 6.3.
Proof of Theorems 6.2 and 6.3. We have the following decomposition:
The termp n (x) − Ep n (x) is studied in Theorem 6.4. The term Ef n (x) − f (x) = BIAS n (x) is studied in the proof of Theorems 4.1 and 4.2. It does not depend on the density p. So we just have to study the term Ep n (x) − Ef n (x). We have
Using inequality (6.3) in Theorem 6.1, equality (6.16) and D K 2 (s)ds < ∞ we get Remark 6.5. Notice that sup t∈I |L n 1(t) − f (t)| tends to 0 exponentially fast, hence L n 1 also appears to be a good evaluation of f. Unfortunately explicit computations of L n 1 involve a complete knowledge of iterated preimages with respect to T. Example given for r ∈ N * the r−adic transformation involves r n such preimages.
The results presented in this appendix improve CLTs stated by Doukhan and Louhichi in a more general non-causal frame (see [13] ). We work here indeed under a fundamental causality assumption. Contrarly to Doukhan and Louhichi [13] , we do not use Bernstein blocks but a variation on the Lindeberg-Rio method. We also relax assumptions in Coulon-Prieur and Doukhan [9] . Indeed, in [9] , the authors need two points in the future. Here we just consider one point in the future ξ j1 .
Note that the notions of weak dependence and dynamical systems are not that much different. For example let us define the autoregressive model by:
with T : R → R such that |T (u) − T (u )| ≤ c|u − u | for some 0 ≤ c < 1 and for all u, u ∈ R, and with (η n ) n∈Z some real valued i.i.d inovation process satisfying E|η 0 | < ∞. This model is s-weakly dependent. A generalization of this model is given by: X n+1 = F (X n , ε n+1 ), with (ε i ) i∈N a sequence of independent random variables (r.v.s) and with F a measurable function. Such Markov chains are actually noisy dynamical systems (see Baladi et al. [3] ).
We refer to [9] for further examples of weak dependent sequences.
Density estimation in the case of weak dependence
We are now going to extend Theorem 4. 
Remarks.
• Here we need the existence of marginal densities f k (x, y) of the bivariate random variables (ξ 0 , ξ k ). It is a classical assumption in that frame. We recall that in the case of dynamical systems, such densities are singular. The strong estimate
is standard under this condition while in the dynamical case, we just use that
for a sequence ε(n, k) −−−→ n→∞ 0 for any k. We also replace the summable decay of correlations (see (1.5)) of dynamical systems in the class T by a weak dependence condition.
Furthermore, in the case of stationary dynamical systems, we do not have any reason to suppose that
tends to 0 as n tends to infinity, so using our estimates it appears to be hopeless to consider the Lipschitz or an Hölder norms as in the case of weak dependence instead of the norm || • || BV without adding assumptions on the sequence (b n ) n∈N .
• The conditions hold respectively if θ r = O(r −a ) for some a > 3 (resp. a > 4).
• This result improves on a previous result in Doukhan and Louhichi [14] , e.g. under association we need Cov(ξ 0 , ξ r ) = O(r −a ) for a > 5 while the previous result was obtained assuming a > 12 and for causal shifts it was needed that θ r = O(r −a ) for some a > max{9,
• For strongly mixing sequences, the condition α n = O(n −a ) for a > 1 ensures this CLT as proved by Robinson [24] (and also Ango-Nze and Doukhan [2] ); this asumption is of a different nature, e.g. linear processes satisfy mixing conditions (under additional regularity conditions, see Doukhan ([11] , Chap. 2.3). The decay rate of the coefficients are there more restrictive.
The proof of Theorem A.1 is a variation on the proof of Theorem 4.3. We refer to Coulon-Prieur and Doukhan [9] , where the proof is written under stronger assumptions (in terms of dimension of the "future"). The same techniques provide some general limit theorem for triangular arrays under weak dependence (see [9] ).
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