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PHANTOM HOLOMORPHIC PROJECTIONS ARISING FROM
STURM’S FORMULA
KATHRIN MAURISCHAT AND RAINER WEISSAUER
Abstract. We show the analytic continuation of certain Siegel Poincare´
series to their critical point for weight three in genus two. We proof that
this continuation posesses a nonhomomorphic part and describe it. We
show that Sturm’s operator also produces a nonhomorphic share for weight
three, we call it a phantom term. Weight three is the distinguished weight
for genus two where this phenomenon arises.
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1. Introduction
For hermitian symmetric domains H = G/K the complex structure on H cor-
responds to a decomposition Lie(G) ⊗R C into subspaces Lie(K) ⊕ p+ ⊕ p−.
The maximal compact subgroup K of G acts on the subspaces p±, correspond-
ing to the complexified holomorphic resp. antiholomorphic tangent space of H
at the origin. For arithmetic subgroups Γ of the group G the Hilbert space
L2(Γ\G, dg) decomposes into the discrete spectrum L2dis(Γ\G, dg) and a con-
tinous spectrum. Part of this discrete spectrum is obtained as follows. By
assumption the group G is of hermitian type, hence there exist discrete series
representations of G. Among these are the representations π of the holomor-
phic discrete series. The isotypical subspace L2(Γ\G, dg)π of L2dis(Γ\G, dg) on
which G acts by one of these holomorphic discrete series representations π is
isomorphic to a finite direct sum of π with multiplicity say m(π). It is well
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known that these subspaces L2(Γ\G, dg)π occur in the cuspidal part of the
spectrum. The projection operator
Pπ : L
2(Γ\G, dg) −→ L2(Γ\G, dg)π
can be studied by various techniques. Since a holomorphic discrete series rep-
resentation contains a unique lowest K-type τ , it often suffices to study the
projection operator Pπ on the τ -isotypic subspace L
2(Γ\G, dg)τ of the action
of K on L2(Γ\G, dg). Classically, the analysis of the projection operator Pπ
is then often achieved by passing from functions f in L2(Γ\G, dg)τ to func-
tions h on H, defined by h(gK) = Jτ (g)f(g) using an explicit cocycle factor
Jτ whose definition involves the lowest K-type of π. The functions h on H
so defined transform under the action of γ ∈ Γ with respect to the modular
transformation property h(γZ) = Jτ (γ, Z)h(Z). The functions f in the sub-
space L2(Γ\G, dg)π correspond to the holomorphic functions on H with this
transformation property. Putting L2-conditions aside (for simplicity), the pro-
jectors Pπ thus become holomorphic projectors. Classically, they were studied
in terms of Fourier expansions using the theory of Poincare series in [12], [3]
for the classical case G = SL2 and in [9] for the case of the symplectic groups
G = Spm.
For the case G = SL2 this becomes more concrete as follows. The holomorphic
discrete series π = πk of SL2 is parametrized by the integers k ≥ 2, the weight
of their lowest K-type, and it is well known that m(πk) can be identified with
the dimension of the space of cuspidal modular forms [Γ, k]0 of weight k with
respect to the arithmetic group Γ on the complex upper half plane H. Suppose
Γ contains translations, so that the modular transformation property h(γz) =
jk(γ, z)h(z) implies h(z) = h(z + n) for some integer n that allows to expand
h(z) into a Fourier expansion
h(z) =
∑
t
a(t, y) exp(2πitz) =
∑
t
b(t, y) exp(2πitx) .
For z = x + iy the Fourier coefficients b(t, y) are functions of the imaginary
part. In this special context it has been shown by Sturm [12] for k > 2 and
Gross-Zagier [3] for k = 2 that, up to some explicit normalizing constant c(k)
depending only on k, the projector Pπ for π = πk from above corresponds to
the following holomorphic projector defined on the level of Fourier coefficients
by
b(t, y) 7→ bhol(t) = c(k) ·
∫ ∞
0
b(t, y) exp(−2πty)(ty)k dx dy
y2
.
So the holomorphic projection of h(z) is given by the holomorphic modular
form
∑
t bhol(t) exp(2πitz).
Concerning the higher dimensional cases studied in [9] and [7], it turned out
that for the holomorphic discrete series of scalar weight high enough again the
holomorphic projectors Pπ are given by analogous holomorphic projections on
the level of Fourier coefficients generalizing the Sturm projections from above.
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One could therefore believe, that this holds quite generally for all holomor-
phic discrete series representations of the symplectic group Spm. However, in
the higher rank case new phenomena occur. Although the Sturm projection
operators are defined, in general they do not coincide with the corresponding
projector operators in all cases. This may be the general situation for those
holomorphic discrete series whose lowest K-type is small. For the special case
m = 2 we analyze this in detail. The holomorphic discrete series π = πk of the
group Sp2 are indexed by their lowest K-types k = (k1, k2) that are given by
integers k1 ≥ k2 ≥ 3. The ‘smallest’ case is k1 = k2 = 3, the case of scalar
weight 3. We show that in this case, as opposed to the cases of weight greater
3, the Sturm projection does not describe the projection operator Pπ for the
holomorphic discrete series of scalar weight 3.
For this we use Poincare´ series of exponential type of weight (3, 3). Their mero-
morphic continuation is established by the methods of [7]. That is, we use the
resolvents of special Casimir operators whose pole behavior on L2(Γ\Sp2(R))
is described by representation theory. By a careful inspection of the spectral
components containing the K-type (3, 3) nontrivially, the continuation of the
Poincare´ series is seen to be analytic in the critical point. More precisely, their
spectral locus there consists of the expected holomorphic discrete series repre-
sentation π−(3,3) and in addition the holomorphic representation π
hol
(1,1) of weight
one (Theorem 3.2). Correspondingly, the Poincare´ series written as modular
forms on H have a decomposition
pT = f + ∆
[2]
+ (hT ),
where fT is a holomorphic cuspform of weight (3, 3) and ∆
[2]
+ (hT ) is the non-
holomorphic derivative of a holomorphic modular form of weight (1, 1) by the
Maass operator ∆
[2]
+ . Both components are nontrivial in general (Theorem 5.8).
This reflects the property of Sturm’s operator.
Theorem 1.1. Let h be a holomorphic cuspform on H of weight (k, k). For
κ = k + 2 ≥ 4 Sturm’s operator applied to the nonholomorphic image ∆[2]+ (h)
is zero, but for κ = 3 it does not vanish.
So Sturm’s operator will realize the projection Pπ only up to some additional
phantom projection Qπ to a space of phantom components
L2(Γ\G, dg)phan(π) ⊂ L2(Γ\G, dg)
defined by certain representations phan(π) associated to π, which in the case
above is phan(π) = πhol(1,1).
2. Notation and resolvents
We follow the notation of [7]. Let G = Spm(R) be the symplectic group of
genus m. Apart from section 5.1 we restrict to the case m = 2. Realize G as
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the group of those g ∈Mm,m(R) satisfying g′Wg =W for
W =
(
0 −Em
Em 0
)
.
We have the usual action of G on the Siegel halfspace H, for g =
(
a b
c d
)
∈ G,
gZ = (aZ + b)(cZ + d)−1 .
The stabilizer K of i = iEm ∈ H is a maximal compact subgroup of G. It is
isomorphic to the unitary group U(m). We denote by
g 7→ gi =: Z = X + iY
the obvious isomorphism of G/K to H. Let g be the Lie algebra of G realized
as gC ⊂ M2m,2m(C) consisting of those g satisfying g′W + Wg = 0. Then
gC = p+ ⊕ p− ⊕ kC, where kC is the Lie algebra of K given by the matrices
satisfying (
A S
−S A
)
, A′ = −A , S′ = S ,
and
p± =
{(
X ±iX
±iX −X
)
, X ′ = X
}
.
Let ekl ∈Mm,m(C) be the elementary matrix having entries (ekl)ij = δikδjl and
let X(kl) = 12(ekl + elk). The elements (E±)kl = (E±)lk of p± are defined to be
those corresponding to X = X(kl), 1 ≤ k, l ≤ m. Then (E±)kl, 1 ≤ k ≤ l ≤ m
form a basis of p±. A basis of kC is given by Bkl, for 1 ≤ k, l ≤ m, where
Bkl corresponds to Akl =
1
2 (ekl − elk) and Skl = i2(ekl + elk). Let E± be
the matrix having entries (E±)kl. Similarly, let B = (Bkl)kl be the matrix
with entries Bkl and let B
∗ be its transpose. E+, E−, B and B
∗ are matrix
valued matrices. Formal traces of their formal products, e.g. tr(E+E−), are
not invariant under cyclic permutations of their arguments. The center zC of
the universal enveloping Lie algebra U(gC) is generated by m elements. The
Casimir elements C1, C2 belong to zC,
C1 =
1
2
(tr(E+E−) + tr(E−E+)) + tr(BB) ,
C2 =
1
2
(
tr(E+E−E+E−) + tr(E−E+E−E+) + tr(B
4) + tr((B∗)4)
)
+2
(
tr(E+E−BB) + tr(E−E+B
∗B∗)
)
−
∑
i,j,k,l
{(E+)kl, (E−)ij}BjkBil
+
(m+ 1)2
2
(tr(E+E−) + tr(E−E+)) .
PHANTOM PROJECTION 5
For a smooth representation π of G the actions of the Casimir elements re-
stricted to scalar K-types (κ, . . . , κ) are given by
π(C1) = π(tr(E+E−))− κm(m+ 1− κ)
and
π(C2) = π(tr(E+E−E+E−)) +mκ
4
+((m+ 1)2 − 2κ(m+ 1) + 2κ2)(π(tr(E+E−))− κm(m+ 1)) .
For genus m = 2 let
(1) hC = CB11 + CB22 ⊂ kC
be a common Cartan subalgebra for kC and gC. Let ∆
+ be the set of positive
roots for hC such that their root spaces belong to CB12 + p
−. Writing Λ =
(Λ1,Λ2) for Λ ∈ h∗C, where Λj = Λ(Bjj), these root spaces are
g(1,−1) = CB12, g(2,0) = C(E−)11 ,
g(1,1) = C(E−)12, g(0,2) = C(E−)22 .
Half the sum of positive root is
δ = δG =
1
2
∑
Λ∈∆+
Λ = (2, 1) ,
while δK =
1
2(1,−1) is half the sum of positive compact roots. Applying the
linear form Λ to the images of C1 and C2 under the Harish-Chandra homomor-
phism we get
Λ(C1) = Λ(γ(C1)) = Λ
2
1 + Λ
2
2 − 5 ,
Λ(C2) = Λ(γ(C2)) = Λ
4
1 + Λ
4
2 − 17 + 3Λ(C1) .
The diagonal subalgebra aC is another Cartan subalgebra, and by choosing
Euclidean coordinates Λ = (Λ1,Λ2) there we get an isometric isomorphism to
hC. So the above formulas retain valid. Choosing the system of positive roots
correspondingly,
∆+ := {α1 = (0, 2), α2 = (1,−1), α1 + α2, α1 + 2α2} ⊂ a∗C ,
a is the split component of the Borel subgroup
B =
{(
T X
0 T ′−1
)
| T upper triangular
}
⊂ G .
The Weyl group W of G acts on a∗
C
. It is generated by the simple reflections
sα1 and sα2 . We also define a1 = ker(α1) to be the split component of the
Klingen parabolic P1 ⊃ B, and a2 = ker(α2) to be the split component of the
Siegel parabolic P2 ⊃ B.
6 KATHRIN MAURISCHAT AND RAINER WEISSAUER
Let u and v be complex variables. In [7, sec. 3] there are chosen elements
D+(u,Λ) =
∏
α∈∆ long
(
αˇ(Λ)− u) ,
D−(v,Λ) =
∏
α∈∆ short
(
αˇ(Λ)− v) ,
or equivalently,
D+(u,Λ) = (Λ
2
1 − u2)(Λ22 − u2) ,
D−(v,Λ) =
(
(Λ1 + Λ2)
2 − v2)((Λ1 − Λ2)2 − v2) .
They are the images of the Casimir elements
D+(u) :=
1
2
(
C21 − C2 + 11C1 − 2(u2 − 1)C1 + 2(u2 − 1)(u2 − 4)
)
,
D−(v) := 2C2 − C21 − 34C1 − 2(v2 − 9)C1 + (v2 − 9)(v2 − 1)
under the Harish-Chandra homomorphism. Let Γ be any subgroup of finite
index in the full modular group Sp2(Z) containing the group
Γ∞ = {
(±E2 ∗
0 ±E2
)
∈ Sp2(Z)}
of translations. The space L2(Γ\G) is a representation space for G = Sp2(R) by
right translations. This G-action comes along with an action of the universal
enveloping algebra U(gC) on C∞-vectors and action of the elements D+(u) and
D−(v) allows extension to L
2(Γ\G). Behavior and existence of the resolvents
R± of the Casimir operators D± on L
2(Γ\G) are regulated by their spectrum.
We are interested in the scalar K-type κ = (3, 3).
Proposition 2.1. The resolvent R−(v) exists as a meromorphic function on
Re v > 1. The resolvent R+(u) exists as a meromorphic function on Reu >
1
2 .
Its spectral pole locus within L2(Γ\G)(3,3) at u = 1 is given by the two discrete
parameters Λ = (2, 1) and Λ = (0, 1).
Proof of Proposition 2.1. The meromorphicity of the resolvents on the given
domains is shown in [7, sec. 3]. The poles of R+(u) in u = 1 are given by the
1-dimensional continuous spectral component Kα1(1) = (iR, 1) and discrete
components indexed by Λ = (s, 1). By Proposition 3.1 the first does not occur
in L2(Γ\G)(3,3). By Theorem 3.2, the remaining discrete parameters are the
claimed. 
3. On the spectrum of L2(Γ\G)
We give results on the occurrence of the K-type (3, 3) in L2(Γ\G).
Proposition 3.1. In the 1-dimensional continuous spectral component included
in the parameter Kα1(1) = (iR, 1) the K-type (3, 3) is trivial.
PHANTOM PROJECTION 7
Proof of Proposition 3.1. By [5, Sec. 7.1] this spectral component for the gen-
eral symplectic group G˜ = GSp2(A) is globally given by∫
iR
indGP1(ω1|·|it ⊗ ω(det))|det|−it/2) dt ,
for unitary characters ω1, ω of Gm, where for an element
m(λ, g) =


λ
a b
ν/λ
c d


of M˜Kl, where λ ∈ Gm and g =
(
a b
c d
)
∈ GL2 with ν = det g, the character
ω1|·|it ⊗ ω(det))|det|−it/2 is defined as
ω1|·|it ⊗ ω(det))|det|−it/2(m(λ, g)) = ω1(λ)|λ|itω(ν)|ν|−it/2 .
So at the real place the element
m0 = m(1,
(
0 1
−1 0
)
) ∈ K ∩M1
always produces the value
ω1|·|it ⊗ ω(det))|det|−it/2(m0) = 1 ,
while for theK-types ±(3, 3) which equal det±3 on the unitary groupK ∼= U(2)
we must have (see 5.1)
det±3(ψ(m0)) = ±i .
So this continuous spectral component does not contain K-type (3, 3). 
Theorem 3.2. Let π be an irreducible unitary representation of G = Sp2(R)
with infinitesimal character in the Weyl group orbit of Λ = (1, s) containing
the K-type (3, 3) nontrivially. Then either Λ = (2, 1) and π is the holomorphic
discrete series representation π−(3,3) of minimal weight (3, 3), or Λ = (0, 1) and
π is the holomorphic representation πhol(1,1) of weight one (non-discrete series).
Theorem 3.2 is proven by the following series of lemmas.
Lemma 3.3. [15, Theorem 1.1] If π and π′ are irreducible representations of
the same infinitesimal character containing the same scalar K-type nontrivially,
then π and π′ are equivalent.
We include a simple proof of this lemma.
Proof of Lemma 3.3. It follows from Casselman’s subrepresentation theorem
that π and π′ are constituents of the same induced representation. By Peter
Weyl’s theorem a scalar K-type occurs with at most multiplicity one in an
induced representation. So π equals π′ there. 
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Lemma 3.4. Any irreducible unitary representation π of G with infinitesimal
character Λ Weyl conjugated to (1, s) occurring in L2(Γ\G) is either a discrete
series representation or occurs in the following list of irreducible Langlands
quotients J ′(P, σ, ν) for parabolic subgroups P 6= G.
(a) For the Siegel parabolic subgroup P = P2, σ = σ
+
2 is the discrete series
representation of M2 of minimal (K ∩M2)-type 2 and ν = 0. Then π
has infinitesimal character Λ = (1,−1).
(b) Let P=P1 be the Klingen parabolic subgroup. Either σ = (σ
±
1 ,±) is a
discrete series representation of M1 of minimal (K ∩M1)-type 1 and
ν = e1. Then π has infinitesimal character Λ = (1, 0). Or σ = (σ
±
2 ,−)
is a discrete series representation of M1 of minimal (K ∩M1)-type 2
and ν = e1. Then π has infinitesimal character Λ = (1, 2).
(c) If P = B is the Borel subgroup, σ = 1 is the trivial representation of
MB and ν = (1, 0) or ν = (2, 1). Then π has infinitesimal character
equal to ν.
Proof of Lemma 3.4. We follow Nzoukoudi’s [8] classification of the irreducible
unitary representations via Langlands quotients. The parabolic subgroup P =
G produces the discrete series.
For the Siegel parabolic, the quotients J ′(P2, σ, ν) belong to limits discrete
series representations σ = σ+n of M2
∼= SL2(R)± with infintesimal character
(n−1)(e1−e2) and characters ν = z(e1−e2) for complex z. For the infinitesimal
character Λ = (n+z,−n+z) of the quotient to belong to the Weyl orbit (1, s)W
we must have z ∈ Z. The unitary constraint then is 0 ≤ z ≤ 1 and n odd. The
only possible choice is Λ = (1,−1), ν = 0 and σ = σ+2 .
For the Klingen parabolic, σ = (σ±n ,±) is a limit of discrete series of M2 ∼=
SL2(R)×Z2 with infinitesimal character 2(n−1)e2, and ν = 2ze1, z complex, is
the character. So the quotient has infinitesimal character Λ = (2z, 2n), which
belongs to the Weyl orbit (1, s)W only if 2z = ±1. The unitary constraint
then forces σ = (σ±n ,−) for arbitrary n ≥ 0 or σ = (σ±1 ,+). As J ′(P2, σ, ν)
isn’t discrete series, we have the Eisenstein constraint ||Λ||2 ≤ ||δ||2 = 5 for the
Langlands quotient to belong to the residual spectrum of L2(Γ\G). So n = 0, 1.
The subgroup MB of the Borel group is isomorphic to Z2 × Z2, and any rep-
resentation σ = σǫ1,ǫ2 of MB is described by two signs ǫ1, ǫ2 on generators.
The infinitesimal character Λ of the Langlands quotient equals ν = (z1, z2).
The unitary contraint implies that ν is either purely imaginary, or of the form
(x+ iy, x− iy) with 0 < x ≤ 12 and y ∈ R, or of the form (x, iy) with 0 < x ≤ 1
and y ∈ R×, or z1 ≥ z2 ≥ 0 are real and z1 + z2 ≤ 1 or (z1, z2) = (2, 1)
and σ = 1. So only in the last two cases it may belong to the Weyl orbit
(1, s)W . In case Λ = ν = (1, iy) the infinitesimal character of the quotient
is not real. So it doesn’t appear in the residual spectrum of L2(Γ\G). The
remaining possibilities are Λ = (1, 0) or Λ = (1, 2) with σ = 1. 
Lemma 3.5. Among the discrete series of G there is a unique one carrying the
K-type (3, 3) nontrivially and having infinitesimal character in the Weyl orbit
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(1, s)W . This is the holomorphic discrete series representation π−3 of minimal
K-type (3, 3).
Proof of Lemma 3.5. For a semisimple real Lie group G with rankG = rankK
the discrete series representations are parametrized by Harish-Candra param-
eters (infinitesimal characters) Λ which belong the weight lattice and satisfy
〈αˇ,Λ〉 6= 0 for all roots α ∈ ∆ and 〈αˇ,Λ〉 > 0 for all positive compact roots
α ∈ ∆+c . There is a unique choice of positive roots ∆+Λ for which Λ is dominant.
Then the Blattner weight for Λ is given by
βΛ =
1
2
∑
α∈∆+Λ
α−
∑
α∈∆+c
α .
The minimal K-type of πΛ is given by the Blattner paramter
k = Λ+ βΛ ,
and all other K-types of πΛ are of the form
k +
∑
α∈∆+Λ
nαα ,
for nonnegative integers nα ([4, IX.7]). For G = Sp2(R) we choose the Cartan
subalgebra hC of both G and K as in (1) Chooinge simple roots α1 = 2Λ2 and
α2 = Λ1−Λ2 as before, the short root α2 is compact (i.e. its root space belongs
Lie(K)C = kC) and we choose ∆
+
c = {α2}. The root system of gC with respect
to hC is
∆ = {±α1,±α2,±(α1 + α2),±(α1 + 2α2)}
= {(0,±2), (±1,±1), (±2, 0)} .
There are four sectors of weight vectors satisfying the above conditions for ∆+c
corresponding to the dominant weights of the following four choices of positive
roots. For the general symplectic group GSp2(R) these reduce by equivalence
to the choices
∆+1 = {(0, 2), (1,−1), (1, 1), (2, 0)} ,
where the dominant weights Λ = (Λ1,Λ2) satisfy Λ1 > Λ2 > 0, and
∆+2 = {(0,−2), (1,−1), (1, 1), (2, 0)} ,
for which dominant weights Λ = (Λ1,Λ2) satisfy Λ1 > −Λ2 > 0.
The holomorphic discrete series π−k of GSp2(R) belong to ∆
+
1 . Here β1 = (1, 2)
and the minimal K-type k is given by k = (Λ1+1, 3) for dominant infinitesimal
character (Λ1, 1). For the K-type l to occur we must have that l or −l is
contained in k + Z≥0(0, 2) + Z≥0(1,−1). So the K-type l = (3, 3) only occurs
in π−k if k = (3, 3) with infinitesimal character (2, 1).
The nonholomorphic discrete series π+k belong to ∆
+
2 . Then β2 = (1, 0), the
dominant infinitesimal characters are Λ = (Λ1,Λ2), where Λ1 > −Λ2 > 0.
The Blattner parameter for Λ = (Λ1,−1) is k = (Λ1 + 1,−1). The arising
K-types l are of the form ±l ∈ k + Z≥0(1, 1) + Z≥0(0,−2). So l = (3, 3) can
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occur as a K-type in π+k at most in case k = (3,−1), which has infinitesimal
character (2,−1) Weyl conjugated to that of π−(3,3). But this is impossible by
Lemma 3.3. 
Lemma 3.6. Concerning case (b) of Lemma 3.4, the Langlands quotient be-
longing to σ = (σ−1 ,+) with ν = e1 has nontrivial K-type (3, 3). It is the holo-
morphic representation πhol(1,1) of weight one. In all other cases of Lemma 3.4
(a)-(c) the K-type (3, 3) is zero.
Proof of Lemma 3.6. The (K ∩MS)-types of discrete series representation σ+2
in case (a) are included in 2 + 2Z. By Frobenius reciprocity, the induced
representation indGPS (σ
+
2 ) does not contain the odd scalar K-type (3, 3), nor
does its Langlands quotient. Concerning the limits of discrete series in case
(b), the holomorphic limit of discrete series σ−1 of SL2(R) contains the K-
type 3 nontrivially, as well does the limit of discrete series (σ−1 ,+) of MKl
∼=
SL2(R) × Z2. Again by Frobenius reciprocity, the corresponding Langlands
quotient contains the K-type (3, 3) nontrivially.
The irreducible Langlands quotients are pairwise inequivalent. The quotients
left by cases (b) and (c) have infinitesimal characters conjugated to either (2, 1)
or (1, 0). If one of them contained a nontrivial K-type (3, 3), it was equivalent
to either π−(3,3) or π
hol
(1,1) by Lemma 3.3. 
4. Poincare´ series for weight three
We define Poincare´ series of weight κ = 3. For complex variables u and v and
positive definite (2, 2)-matrices T with half-integral entries let
PT (g, u, v) =
∑
γ∈Γ∞\Γ
HT (γg, s1, s2) ,
where
HT (g, s1, s2) =
exp(2πi tr(TZ))
Jκ(g, i)
tr(TY )s1 det(Y )s2 ,
for Jκ(g, Z) = det(cZ + d)
κ for g =
(∗ ∗
c d
)
, and
s1 =
v − 2u− 1
2
and s2 =
u− (κ−m)
2
=
u− 1
2
.
By [7, Cor. 4.4] these Poincare´ series belong to L2(Γ\G) within their area of
convergence
A = {(u, v) ∈ C2 | Reu > 2 and Re v > 5} .
The function HT (g, s1, s2) is nonholomorphic (in the variable g) apart from
(s1, s2) = (0, 0). One expects the Poincare´ series to have analytic continuation
to the critical point (s1, s2) = (0, 0), equivalently (u, v) = (1, 3), which is
holomorphic with respect to g. By the same method as for case κ = 4 ([7,
Sec. 6]) we show that indeed this analytic continuation exists along the line
s1 = 0, but that there is a nonholomorphic share.
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Theorem 4.1. The Poincare´ series PT (·, u, v) admit meromorphic continua-
tion in L2(Γ\G)κ to the cone
{(u, v) ∈ C2 | Re u > 1
2
, Re v > 1} .
The poles are contained in a finite number of lines u = const. and v = const..
The limit
PT (·, 1, 3) := lim
u→1
PT (·, u, 2u + 1)
exists as a function of L2(Γ\G)κ. It has a C∞-representative. Its nonzero
spectral components belong to the isotypical components of irreducible represen-
tations with infinitesimal characters Λ = (2, 1) and Λ = (1, 0).
Proof of Theorem 4.1. By abuse of notation, we omit the dependence on T in
our notations, i.e. P (g, u, v) := PT (g, u, v). As in [7] we use Casimir operators
and their resolvents for the continuation. Their actions depend on the weight
κ = 3. For the two Casimir operators C1 and C2 we calulate
C1(P (g, u, v)) = 4(s
2
1 + 2s1s2 + 2s
2
2 + 2s1 + 3s2)P (g, u, v)
−16π(s1 + s2)P (g, u, v + 2)
−8 det(T )s1(s1 − 1)P (g, u + 2, v)
+32π det(T )s1P (g, u + 2, v + 2)
and
C2(P (g, u, v)) =(
17u4 + 2v4 − 12uv3 + 30u2v2 − 36u3v + 15u2
+6v2 − 18uv − 32)P (g, u, v)
+256π2(s1 + s2)(s1 + s2 + 1)P (g, u, v + 4)
−128π(s1 + s2)
(
(s1 + s2)
2 + 3(s1 + s2) +
23
8
)
P (g, u, v + 2)
+32det(T )2s1(s1 − 1)(s1 − 2)(s1 − 3)P (g, u + 4, v)
−256π det(T )2s1(s1 − 1)(s1 − 2)P (g, u + 4, v + 2)
−16 det(T )s1(s1 − 1)(7u2 + 3v2 − 9uv − u+ 7
2
)P (g, u + 2, v)
+512π2 det(T )2s1(s1 − 1)P (g, u + 4, v + 4)
−64π det(T )s1(4u2 − 3uv − 10u+ 9v − 8)P (g, u + 2, v + 2)
−256π2 det(T )(s1 + s2)(4s1 + 2s2 + 1)P (g, u + 2, v + 4) .
We used the computer algebra system Magma to verify these results. But
for continuation we need to apply operators which produce Poincare´ series of
better convergence in either u or v. These operators are the known D+(u) and
D−(v), respectively:
D+(u) :=
1
2
(
C21 − C2 + 11C1 − 2(u2 − 1)C1 + 2(u2 − 1)(u2 − 4)
)
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and
D−(v) := 2C2 − C21 − 34C1 − 2(v2 − 9)C1 + (v2 − 9)(v2 − 1) ,
respectively. We get
D+(u)P (g, u, v) =(2)
+16det(T )2s1(s1 − 1)(s1 − 2)(s1 − 3)P (g, u + 4, v)
−128π det(T )2s1(s1 − 1)(s1 − 2)P (g, u + 4, v + 2)
+256π2 det(T )2s1(s1 − 1)P (g, u + 4, v + 4)
+8det(T )s1(s1 − 1)(u+ 1)(v − 2)P (g, u + 2, v)
−32π det(T )s1(6s1s2 + 3s1 + 8s22 − 8)P (g, u + 2, v + 2)
+64π2 det(T )(v − u− 2)(u − 2)P (g, u + 2, v + 4) ,
respectively,
D−(v)P (g, u, v) = +64π
2(v − u)(v − u− 2)P (g, u, v + 4)(3)
+32π(u− 1)(v + 1)(v − u− 2)P (g, u, v + 2)
+128π det(T )s1(s1 − 2)(v + 1)P (g, u + 2, v + 2)
−256π2 det(T )(v − u− 2)2P (g, u+ 2, v + 4) .
Step 1. Meromorphic continuation. In [7, sec. 3] the spectral poles of the
resolvents R+(u) and R−(v) of D+(u) and D−(v), respectively, were studied.
They exist as meromorphic functions with the following properties.
Proposition 4.2. [7, Prop. 3.1, 3.2, 3.3] The resolvent R+(u) of D+(u) is
meromorphic on Re u > 12 . On the 2-dimensional continuous spectrum, which
is included in the parameters ReΛ = 0, it is holomorphic. On the 1-dimensional
spectrum it is meromorphic with a finite number of simple poles u = c including
u = 1, which arise from components Kα1(x) or Kα1+2α2(c). On the discrete
spectrum R+(u) is meromorphic with a finite number of poles corresponding to
the roots of (Λ21 − u2)(Λ22 − u2) for infinitesimal characters Λ = (Λ1,Λ2).
The resolvent R−(v) of D−(v) is meromorphic on Re v > 1. On the 2-di-
mensional as well as on the 1-dimensional continuous spectral components it
is holomorphic. On the discrete spectrum R+(u) is meromorphic with a finite
number of poles corresponding to the roots of ((λ1+Λ2)
2− v2)((λ1−Λ2)2− v2)
for infinitesimal characters Λ = (Λ1,Λ2).
Iterated application (see [7, sec. 4]) of the resolvents R+(u) and R−(v) to the
Poincare´ series yields their meromorphic continuation as L2-functions to the
largest area on which the resolvents exist, that is to the cone
{(u, v) ∈ C2 | Re u > 1
2
, Re v > 1} .
Step 2. The L2-limit P (·, 1, 3) := limu→1 P (·, u, 2u + 1) exists. Let
L2(Γ\G) = L2ReΛ=0(Γ\G)
⊕
γ,c
L2γ,c(Γ\G)
⊕
Λ
L2Λ(Γ\G)
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be the spectral decomposition of L2(Γ\G) and denote by
P•(·, u, v)
the according spectral components of the Poincare´ series. Notice that (u, v) =
(1, 3) is an inner point of the area of meromorphicity. We analyze the operator
D+(u). We choose v = 2u+1, so the limit series has equation s1 = 0. Equation
(2) simplifies on the intersection of s1 = 0 with the cone of convergence to
D+(u)P (·, u, 2u + 1) = 64π2 det(T )(u− 1)(u− 2)P (g, u + 2, 2u + 5) ,
where P (·, u+ 2, 2u+ 5) actually is convergent in (u, v) = (1, 3). As the mero-
morphic continuation is unique, this holds everywhere on s1 = 0. Equivalently,
as D+(1) = D+(u)− (u2 − 1)(C1 − (u2 − 4)),
D+(1)P (·, u, 2u + 1) = (u2 − 1)
(
C1 − (u2 − 4)
)
P (·, u, 2u + 1)
+64π2 det(T )(u− 1)(u− 2)P (·, u + 2, 2u + 5) .
Thus,
D+(1)
nP (·, u, 2u + 1) = (u2 − 1)n(C1 − (u2 − 4))nP (·, u, 2u + 1)
+(u− 1)P(·, u) ,
where P(·, u) is a symbol for a C[u]-linear combination of Poincare´ series which
actually converge in (u, v) = (1, 3). Choosing n greater than the pole order of
P (·, u, v) in (u, v) = (1, 3), we have
lim
u→1
||(u2 − 1)n(C1 − (u2 − 4))nP (·, u)|| = 0
as well as
lim
u→1
||(u− 1)P(·, u)|| = 0 .
Applying Schwarz’ inequality we deduce
lim
u→1
||D+(1)nP (·, u, 2u + 1)||2 = 0 .
Written according to the spectral decomposition,
0 =
∑
Λ
|D+(1,Λ)|2n lim
u→1
||PΛ(·, u, 2u + 1)||2
+
∑
γ,c
lim
u→1
||D+(1)nPγ,c(·, u, 2u + 1)||2
+ lim
u→1
||D+(1)nPReΛ=0(·, u, 2u + 1)||2 .
So any single summand is zero: The limit limu→1||PΛ(·, u, 2u + 1)|| exits for
any discrete parameter Λ. It is nonzero only if D+(1,Λ) = (Λ
2
1 − 1)(Λ22 − 1) is
zero. So the remaining nonzero discrete components PΛ(·, u, v) have parameters
Λ = (1,Λ2) and are indeed analytically continued in (u, v) = (1, 3). On any
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continuous component apart from Kα(1), the resolvent R+(1) exists, thus there
we have
lim
u→1
||P•(·, u, 2u + 1)||2 = lim
u→1
||R+(1)nD+(1)nP•(·, u, 2u + 1)||2
≤ ||R+(1)||2n• · lim
u→1
||D+(1)nP•(·, u, 2u + 1)||2 = 0 .
On the component Kα(1) we have D+(u) = (u
2 − 1)M+(u), where M+(u) can
be parametrized by (u2 + t2) and is bounded from below by u2. So from
0 = lim
u→1
||D+(1)nPα,1(·, u, 2u + 1)|| = lim
u→1
(u2 − 1)n||M+(1)nPα,1(·, u, 2u + 1)||
we deduce as before that ||M+(1)Pα,1(·, u, 2u + 1)|| exists. As the resolvent
M−1+ (1) is an operator bounded by u
−1 = 1, the limit
lim
u→1
||Pα,1(·, u, 2u + 1)||2 = lim
u→1
||M+(1)−nM+(1)nPα,1(·, u, 2u + 1)||2
≤ ||M−1+ (1)||2nα,1 · lim
u→1
||M+(1)nPα,1(·, u, 2u + 1)||2
exists. So the limit P (·, 1, 3) := limu→1 P (·, u, 2u+1) exists as an L2-function.
Step 3. The spectral locus of P (·, u, v) in (1, 3). We examine the possible spec-
tral components left from Step 2. Within the continuous spectrum, the only
remaining component is indexed by Λ = (1, iR) = Kα1(1). But by Propo-
sition 3.1, in this component the K-type κ = (3, 3) does not occur. As the
K-type is passed on the continuation, the P (·, 1, 3) has weight κ. So its con-
tinuous spectral component is identically zero. The remaining discrete spectral
components are indexed by Λ = (Λ1, 1). By Proposition 3.2, only two compo-
nents occur within L2(Γ\G)κ: The holomorphic discrete series representation
πκ of minimal K-type κ = (3, 3) and of infinitesimal character Λ = (2, 1), and
a non-discrete series representation of infinitesimal character Λ = (0, 1).
Step 4. There is a C∞-representative. The limit P (·, 1, 3) is the solution of an
elliptic differential equation with C∞-coefficients. So itself is C∞ by regularity
theory. 
5. Phantom holomorphic projection
5.1. Differential operators. Let ρ be an irreducible unitary representation
of U(m) on a finite dimensional vector space Vρ. By the homomorphism J :
G → GLm(C), J(g) = (ci + d), we get an isomorphism ψ = J |K : K→˜Um(C).
So ρ(g) := ρ ◦ ψ(g) is an irreducible unitary representation of K. As ρ is the
restriction of an irreducible representation of GLm(C), the element Jρ(g) =
ρ(ci+ d) ∈ Aut(Vρ) is well-defined for all g ∈ G.
In the following we make use of formulas developed in [14, §3]. The notation
there is according to the choice of the isomorphism K ∼= U(m) given by the
complex conjugate ψ¯ of ψ. This implies to work instead of ρ with the rep-
resentation ρ(ψ¯(g)) = ρ(g¯) on Vρ, which is isomorphic to the contragredient
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representation ρ∗ ◦ ψ of K. So we must carfully replace ρ∗ by ρ in some of the
formulas in [14, §3].
For the Siegel upper halfspaceH = G/K of genusm let C∞(H, Vρ) be the space
of C∞-functions on H with values in the space Vρ of the K-representation ρ.
We have the isomorphism [14, p. 30]
C∞(G,Vρ◦ψ¯)
K →˜ C∞(H, Vρ) ,
f(g) 7→ Jρ(g)f(g) .
Here C∞(G,Vρ)
K is the subspace of K-invariant functions in C∞(G,Vρ) =
C∞(G) ⊗ Vρ, on which K acts by right translations Rgf(x) = f(xg). By
Schur’s lemma C∞(G,Vρ)
K is the K-isotypical component for the representa-
tion (ρ ◦ ψ¯)∗. But this is isomorphic to ρ ◦ ψ and we can identify C∞(G,Vρ)K
with C∞(G)ρ, the ρ-isotypical component of C
∞(G) on which K acts by right
translations. So we get isomorphisms
φρ : C
∞(G)ρ →˜ C∞(H, Vρ) .
The universal envelopping algebra U(gC) of the complex Lie algebra gC of G
acts from the right on C∞(G) and this action commutes with the left action
of G. The abelian Lie algebra p+ (respectively p−) can be identified with the
holomorphic (respectively antiholomorphic) tangent space of H in Z = iE. So
U(p−) acts on C
∞(G) by leftinvariant differential operators.
Lemma 5.1. For the adjoint representation of K on U(p+) it holds
U(p+) ∼= Symm• Symm2(Cm) =
⊕
ρk
Vρk ,
where ρk runs through the irreducible repesentations of K of highest weight
k = (k1, . . . , km) for ki ∈ 2Z and k1 ≥ k2 ≥ · · · ≥ km ≥ 0.
Proof of Lemma 5.1. This is [14, Lemma 3] with respect to the change from ψ¯
to ψ. 
The representation of K on U(p−) is dual to that on U(p+). For any irreducible
representation ρ in U(p+) there are operators E
ρ
+ on the ρ-isotypical component
of U(p+), respectively E
ρ
− in U(p−) on the ρ
∗-isotypical component of U(p−)
[14, p.43f.]. They map a K-isotypical subspace C∞(G)τ of C
∞(G) to the direct
sum of K-isotypical subspaces C∞(G)τ˜ , where
ρ⊗ τ =
⊕
τ˜ ,
respectively ρ∗ ⊗ τ in case Eρ−. We get the Maass operators E+ respectively
E− by choosing ρ = ρk of highest weight k = (2, 0, . . . , 0). More generally, we
get Maass operators E
[µ]
+ respectively E
[µ]
− by choosing
k = (2, . . . , 2, 0, . . . , 0)
where µ is the number of 2s occurring. By the above identifications φτ and
φρ⊗τ =
⊕
τ˜ φτ˜ we have the commutative diagramm
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C∞(G)τ C
∞(H, Vτ )
C∞(G)ρ⊗τ C
∞(H, Vρ⊗τ )
Eρ+
φτ
∆ρ+
φρ⊗τ
,
respectively
C∞(G)τ C
∞(H, Vτ )
C∞(G)ρ∗⊗τ C
∞(H, Vρ∗⊗τ )
Eρ
−
φτ
∆ρ
−
φρ∗⊗τ
.
An explicit description of the operators ∆
[µ]
+ respectively ∆
[µ]
− is found in [14,
pp. 33, 44]. ∆
[µ]
+ acts on C
∞(H, Vτ ) = C∞(H) ⊗ Vτ with values in C∞(H) ⊗
V(2,...,2,0,...,0) ⊗ Vτ For h ∈ C∞(H) and v ∈ Vτ it is defined up to a factor 2µ by
∆
[µ]
+ (h(Z)⊗ v) = (2i)µ(τ ⊗ det
1−µ
2 )(Y −1) · ∂[µ]Z
(
(τ ⊗ det 1−µ2 )(Y )h(Z)⊗ v
)
.
Here ∂Z =
1
2 (∂X − i∂Y ) is the matrix valued operator with components 12(1 +
δij)
∂
∂Zij
for the symmetric matrix Z = X + iY ∈ H with components Zij , and
for a matrix M let M [µ] =
∧µ(M) be the matrix of the µ-th exterior power of
M , i.e. the
(
m
µ
)× (mµ)-matrix of the minors of M of size µ (see [1, p. 208ff]).
Analogously, ∆
[µ]
− acts on on C
∞(H, Vτ ) = C∞(H)⊗Vτ with values in C∞(H)⊗
V(0,...,0,−2,...,−2) ⊗ Vτ via
∆
[µ]
− (h(Z)⊗ v) = ∆[µ]− (h(Z))⊗ v
for h ∈ C∞(H) and v ∈ Vτ and is defined up to a factor 2µ by
∆
[µ]
− (h(Z)) = (−2i)µY [µ](det
1−µ
2 )(Y −1) · ∂¯[µ]Z
(
(det
1−µ
2 )(Y ) · h(Z)
)
· Y [µ] .
5.2. Sturm’s operator. Let Y = {Y = Y ′ ∈Mm(R) | Y > 0} be the space of
positive definite symmetric matrices and let X = {X = X ′ ∈Mm(R) | |Xjk| ≤
1
2 , 1 ≤ j, k ≤ m} be a stripe of width one. Let the genus m equal two. Let
F ∈ M˜κ(Γ) be a (nonholomorphic modular) form of bounded growth (see [9,
2.4])) of weight κ. Let f(g) = Jκ(g, i)
−1F (gi) be the preimage of F under
φρ for ρ = (κ, κ). Define correspondingly eT (g) = Jκ(g, i)
−1 exp(2πi tr(Tgi)).
Sturm’s operator for weight κ for positive definite T is
F 7→ a(T ) := c(κ)−1 det(T )κ− 32
∫
Γ∞\G/K
f(g)eT (g) dg .
Here c(κ) =
√
π(4π)3−κΓ(κ− 32)Γ(κ−2) ([9, p. 84]) is chosen such that Sturm’s
operator is the identity on Fourier coefficients of holomorphic forms. Up to a
constant Sturm’s operator is the invariant pairing of F with exp(2πi tr(TZ))
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of level κ,
F 7→ a(T ) = c(κ)−1 det(T )κ− 32
∫
Γ∞\H
F (Z) exp(−2πi tr(TZ)) det(Y )κdvZ ,
where dvZ =
dX
det(Y )3/2
dY
det(Y )3/2
is the invariant measure on H such that dg =
dvZdk, and dY =
∏
k≤l dYkl as well as dX =
∏
k≤l dXkl. Replacing F by its
Fourier expansion
F (Z) =
∑
T=T ′
A(T, Y ) exp(2πi tr(TX))
we get
a(T ) = c(κ)−1
∫
Y
A(T, Y ) exp(−2π tr(TY )) det(TY )κ− 32 dY
det(Y )
3
2
.
In case κ ≥ 4 Sturm’s operator
S : F (Z) 7→
∑
a(T ) exp(2π tr(TZ))
realizes the orthogonal projection to the holomorphic part of F . The Fourier
expansion
F˜ (Z) =
∑
T>0
a(T )e2πi tr(TZ)
gives rise to a holomorphic cuspform F˜ ∈ [Γ, κ]0 of weight κ, and for all f ∈
[Γ, κ]0 it holds
〈F, f〉 = 〈F˜ , f〉 ,
where 〈·, ·〉 is the scalar product of the Hilbert space L2κ(Γ\H). This is shown
in [7] (see also [9] in case κ ≥ 5) by using Poincare´ series of weight κ defined
analogously to ours which are holomorphic cuspforms for κ ≥ 4.
We are interested in the action of Sturm’s operator on images of ∆
[µ]
+ in the
special case µ = 2. So let k = (2, 2) and ρk = det
2 then
∆
[2]
+ : C
∞(H2, Vτ ) → C∞(H2, Vτ⊗det2) ,
and ∆
[2]
+ ◦ φτ = φτ⊗det2 ◦ det(E[2]+ ), is explicitly given on H by
∆
[2]
+ (h)(Z) = (2i)
2(τ ⊗ det− 12 )(Y −1) det(∂Z)
(
(τ ⊗ det− 12 )(Y )h(Z)
)
.
Proposition 5.2. Let h ∈ [Γ, k]0 be a holomorphic cuspform on H of weight
(k, k), where κ = k + 2. Sturm’s operator applied to the Fourier coefficients of
the nonholomorphic image ∆
[2]
+ (h) is zero in case κ ≥ 4. But for κ = 3 it does
not vanish.
Proof of Proposition 5.2. We apply ∆
[2]
+ to a holomorphic cuspform h ∈ [Γ, k]0
on H2 of weight (k, k). So Vτ = C and
h˜(Z) = ∆
[2]
+ (h)(Z) = −4 det(Y −1)k−
1
2 det(∂Z)
(
det(Y )k−
1
2h(Z)
)
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is a function onH2. (This formula for Maass’ operator is also due to Shimura [11]
and can be found in [9, 3.1].) It has K-type (k + 2, k + 2) and belongs to the
automorphic representation generated by the holomorphic cuspform h. Let
h(Z) =
∑
T=T ′
a(T ) exp(2πi tr(TZ))
be its Fourier expansion. The Fourier coefficients b(T, Y ) of the function
h˜(Z) = b(T ;Y ) exp(2πi tr(TZ))
are
−4a(T ) det(Y ) 12−k det(∂Z)
(
det(Y )k−
1
2 exp(2πi tr(TZ))
)
· exp(−2πi tr(TZ)) .
Let
A(T, Y ) = b(T, Y ) exp(−2π tr(TY ))
be the coefficient in the Fourier expansion in X only. For Sturm’s formula we
study whether the limit
(4) lim
s→0
∫
Y
A(T, Y ) exp(−2π tr(TY )) det(TY )k+2+s− 32 dY
det(Y )
3
2
is zero. We make use of the Lemmas 5.4, 5.5, and 5.6 below. Applying
Lemma 5.4 to the functions f(Z) = det(Y )k−
1
2 and g(Z) = exp(2πi tr(TZ)) we
get
det(∂Z)
(
det(Y )k−
1
2 exp(2πi tr(TZ))
)
= −1
4
C2(k − 1
2
) det(Y )k−
3
2 g
− i
2
C1(k − 1
2
) det(Y )k−
3
2 tr(Y 2πiT )g
+det(Y )k−
1
2 (2πi)2 det(T )g ,
where C2(k − 12) = (k − 12)k and C1(k − 12) = k − 12 by Lemma 5.5. So the
Fourier coefficient b(T, Y ) is
(5)
(4π)2a(T ) det(T )
(
k(k − 12)
(4π)2
det(TY )−1 − (k −
1
2)
4π
det(TY )−1 tr(Y T ) + 1
)
.
By a change of variables 1 Y 7→ 4πT 12Y T 12 , for the limit (4) we have to compute
the integral∫
Y
(
k(k − 1
2
) det(Y )−1 − (k − 1
2
) det(Y )−1 tr(Y ) + 1
)
exp(− tr(Y )) det(Y )k+ 12+s dY
det(Y )
3
2
1The integral is
∫
Y
b(T ;Y ) exp(−4pi tr(TY )) det(TY )k−1/2+s dY
det(Y )3/2
, which equals
(4pi)2a(T ) det(T )
∫
Y
(
k(k − 1/2)(4pi)−2 det(TY )−1 − (k − 1/2)(4pi)−1 det(TY )−1 tr(TY ) + 1
)
× exp(−4pi tr(TY )) det(TY )k−1/2+s dY
det(Y )3/2
. For the change of variables Y 7→ 4piT 12 Y T 12
this equals (4pi)−2(k+1/2+s−1)a(T ) det(T )
√
pis(s− 1/2)Γ(s + k − 1/2)Γ(s + k − 1)
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up to the factor (4π)−2(k−
1
2
+s)a(T ) det(T ), which by Lemma 5.6 is given (up
to a factor
√
π) by
k(k − 1
2
)Γ(s+ k − 1
2
)Γ(s+ k − 1)
−2(k − 1
2
)(s + k − 1
2
)Γ(s + k − 1
2
)Γ(s+ k − 1) + Γ(s+ k + 1
2
)Γ(s+ k) .
But this equals
s(s− 1
2
)Γ(s + k − 1
2
)Γ(s+ k − 1) .
So for all k > 1 respectively κ = k + 2 > 3 the limit (4) is zero,
lim
s→0
∫
Y
A(T, Y ) exp(−2π tr(TY )) det(TY )k+2+s− 32 dY
det(Y )
3
2
= 0 .
While in case k = 1 (i.e. κ = 3) it is a multiple of
lim
s→0
s(s− 1
2
)Γ(s+
1
2
)Γ(s) = −1
2
Γ(
1
2
) 6= 0 .
Collecting constants and having in mind c(3) = π2 , the Sturm operator maps
A(T, Y ) 7→ − 1
4π
a(T ) det(T )
in case k = 1, while it is zero for k > 1. 
Remark 5.3. In case of weights (k, k) for k = 0, 12 the Fourier coefficients
(5) vanish. For k = 12 this follows from the theory of singular modular forms
[2], [10]. So for these weights Sturm’s operator is supposed to establish the
holomorphic projection, too.
Lemma 5.4. For quadratic matrices A,B define the symbol 2 · (A ∩B) by
(A+B)[2] = A[2] + 2 · (A ∩B) +B[2] .
Then it holds
∂
[2]
Z (fg) = ∂
[2]
Z (f)g + 2(∂Z(f) ∩ ∂Z(g)) + f∂[2]Z (g) .
Especially for m = 2, it holds
2 · (Y −1 ∩ T ) = det(Y )−1 tr(Y T ) .
Proof of Lemma 5.4. See [1, pp. 208, 211]. In case of genus m = 2 we have
A[2] = det(A), so 2(A ∩ B) = A11B22 + A22B11 − A12B21 − A21B12 and the
identity 2(Y −1 ∩ T ) = det(Y )−1 tr(Y T ) follows. 
Lemma 5.5. [1, p. 213] It holds
∂
[h]
Y det(Y )
α = Ch(α) det(Y )
α(Y −1)[h] ,
where Ch(α) = α(α+
1
2) · · · (α+ (h−1)2 ).
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Lemma 5.6. It holds
(6)
∫
Y
e− tr(TY ) det(Y )s−3/2 dY =
√
π det(T )−sΓ(s)Γ(s− 1
2
)
as well as
(7)
∫
Y
e− tr(Y ) tr(Y ) det(Y )s−1 dY = 2
√
π(s+
1
2
)Γ(s)Γ(s+
1
2
) .
Proof of Lemma 5.6. The identity (6) is well-known (e.g. [11, p. 467]). Differ-
entiating by ∂T in T = E2 we get∫
Y
e− tr(Y )Y det(Y )s−3/2 dY = sE2
√
πΓ(s)Γ(s− 1
2
) ,
so especially∫
Y
e− tr(Y ) tr(Y ) det(Y )s−1 dY = 2
√
π(s+
1
2
)Γ(s +
1
2
)Γ(s
1
2
) .

5.3. Poincare´ series. Let ρ be the irreducible representation of K of minimal
weight (κ, κ) for κ = 3. The images
pT (gi, s) = φρ (PT (g, u, 2u + 1)) = Jκ(g, i)PT (g, u, 2u + 1) ,
of the Poincare´ series P (g, u, 2u+1) under the isomorphism φρ define Poincare´
series on H,
pT (Z, s) =
∑
γ∈Γ∞\Γ
e2πi tr(TγZ)
det(Im γZ)s
Jκ(γ, Z)
.
Here s and u are related by s = 12(u − 1). The Poincare´ series pT inherit the
analytic properties of their preimages PT .
Corollary 5.7. For Re s + κ2 > 2 the series pT (z, s) converge absolutely and
locally uniformly in s and uniformly on the Siegel fundamental domain F for
Γ. They belong to L2κ(Γ\H), the Hilbert space of functions on Γ\H of weight κ
with scalar product given by
〈f, g〉 =
∫
F
f(Z)g(Z) det(Y )κ dvZ ,
where dvZ = det(Y )
−(m+1)dXdY . They have meromorphic continuations to
Re s > −12 as functions in L2κ(Γ\H), which are analytic in the critical point
s = 0. That is, the limit
pT (·) := lim
s→0
pT (·, s) ∈ L2κ(Γ\H)
exists in L2κ(Γ\H) and is C∞.
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Theorem 5.8. The analytic continuations pT of the Poincare´ series of weight
(3, 3) to the critical point s = 0 decompose into
pT = fT + ∆
[2]
+ (hT ) ,
where fT ∈ [Γ, 3]0 is a holomorphic cuspform of weight (3, 3), and hT ∈ [Γ, 1]
is a holomorphic modular form of weight (1, 1). In general the two forms fT
and hT are nonzero. The form hT is recovered from pT by application of the
antiholomorphic Maass operator ∆
[2]
− ,
∆
[2]
− (pT ) =
3
4
· hT .
Proof of Theorem 5.8. The analytic continuations pT of the Poincare´ series to
s = 0 have the claimed decomposition by Theorem 4.1. Let
F (Z) =
∑
T=T ′
A(T, Y )e2πi tr(TX)
be the Fourier expansion of a nonholomorphic modular form of bounded growth
of weight 3. We use unfolding to get for Re s+ 32 > 2
〈F, pT (·, s¯)〉 =
∫
F
F (Z)
∑
γ∈Γ∞\Γ
e−2πi tr(TγZ¯)
det(Im γZ)s
j(γ, Z)
3 det(Y )
3 dvZ
=
∫
F
∑
γ∈Γ∞\Γ
F (γZ)e−2πi tr(TγZ¯) det(Im γZ)s+3 dvZ
=
∫
X
∫
Y
F (Z)e−2πi tr(T Z¯) det(Y )s+3 dvZ .
But the last integral∫
X
∫
Y
F (Z)e−2πi tr(T Z¯) det(Y )s+3 dvZ
=
∫
X
∫
Y
∑
T˜
A(T˜ , Y )e2πi tr((T˜−T )X)e−2π tr(TY ) det(Y )s dX dY
=
∫
Y
A(T, Y )e−2π tr(TY ) det(Y )s dY
exists for Re s ≥ 0 (this indeed is the definition of bounded growth), and its
value at s = 0 is up to a factor the image a(T ) of Sturm’s operator applied to
F . As analytic continuation is unique, we have
〈F, pT 〉 = c(3) det(T )−
3
2 a(T ) .
This especially applies to the nonholomorphic function F = ∆
[2]
+ (h) for a holo-
morphic cuspform h ∈ [Γ, 1]0, where Sturm’s operator is seen to be nonzero by
Proposition 5.2. So the nonholomorphic component ∆
[2]
+ (hT ) cannot be zero in
general. Similarly choosing F ∈ [Γ, 3]0, Sturm’s operator is the identity on F .
So the holomorphic component fT does not vanish in general.
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The operator ∆
[2]
− is explicitly given by
∆
[2]
− (f(Z)) = (−4) det(Y )5/2 det(∂¯Z)
(
det(Y )−1/2f(Z)
)
.
Applied to the Poincare´ series pT = fT +∆
[2]
+ (hT ) we have
∆
[2]
− (pT ) = ∆
[2]
− ◦∆[2]+ (hT ) ,
as the holomorphic cuspform fT is deleted by ∂¯Z and thus by ∆
[2]
− . We first
find for the weight (1, 1)-function hT
∆
[2]
+ (hT ) =
1
2
det(Y )−1hT + 2idet(Y )
−1 tr(Y ∂Z(hT ))− 4 det(∂Z)(hT ) .
Applying ∆
[2]
− to this sum, the second and third term delete each other, while
for the first we have
∆
[2]
−
(
1
2
det(Y )−1hT
)
= −2 det(Y ) 52 det(∂¯Z)
(
det(Y )−
3
2hT
)
=
1
2
det(Y )
5
2hT · C2(−3
2
) det(Y )−
5
2 =
3
4
· hT ,
so
∆
[2]
− ◦∆[2]+ (hT ) =
3
4
· hT .

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