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本論文では，スキーマ進化に伴う XPath 式修正アルゴリズムを提案する．ここで，XPath[5] は，代
表的な XML への問合せ言語である．スキーマ S，S に対する更新操作を op，XPath 式を p としたと
き，本アルゴリズムは pを XPath式 p0 に変換する．ただし，p0 は opを S に適用した更新後のスキーマ
op(S)に対して検索した結果が，S に対して pで検索した際の結果と (可能な限り)等価となる式である．
本アルゴリズムについて説明するために，簡単な例を示す．図 1.1(a)の DTDに対し，要素 students
が要素 schoolの子要素として挿入されたとする (図. 1.1(b))．このスキーマ進化に従い，本アルゴリズ
ムは次の XPath式
図 1.1 XPath式変換例












トンは RELAX NGの正式なモデルであるとともに，XML Schemaや DTDもまた有限木オートマトン













作を提案している．文献 [12, 9]は，スキーマに対する更新操作および 2つのスキーマ間の差分を抽出す









木オートマトンは 4次組 TA = (N;; s; P )と定義される．ここで，
 N は状態の有限集合
  は要素名の有限集合
 s 2 N は初期状態
 P は X ! a(arg) または X ! Y の形をした遷移規則の有限集合， ただし， X;Y 2 N，a 2 
であり，reg は N 上の正規表現である
遷移規則 X ! a(arg)および X ! Y において， X は規則の左辺， Y および a(reg)を右辺といい， a
を規則のラベル， reg を内容モデルという．例えば，図 2.1の有限木オートマトン TAa は，図 1.1(a)の
DTDと等価である．N における \School"は要素 \school"の型を表す．要素 \pcdata"は任意の文字列
を表すものとする．L(TA)は有限木オートマトン TAの言語を表す，すなわち TAに対して妥当な木の
集合である．
N = fSchool; Student; ID;Name;Address; Supervisor;Pcdatag;
 = fschool; student; id; name; address; supervisor;pcdatag;
P = fSchool! school(Student); Student! student(IDNameAddress Supervisor?); ID! id(Pcdata);
Name! name(Pcdata);Address! address(Pcdata);Supervisor! supervisor(Pcdata);
Pcdata! pcdata()g:
図 2.1 有限木オートマトン TAa = (N;;School; P )
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2.2 有限木オートマトンの積演算
有限木オートマトンの積演算を定義する [21]．TA1 = (N1;1; s1; P1)と TA2 = (N2;2; s2; P2)を有
限木オートマトンとする．一般性を失うことなく，1 = 2 =  と仮定する．まず，N1 上の正規表現
reg1 と N2 上の正規表現 reg2 に対して，それらの積 reg1  reg2 を構成する．reg1  reg2 は N1 N2 上
の正規表現であり，n11n21   ni1 が reg1 と一致しかつ n12n22   ni2 が reg2 と一致する場合に，N1 N2 中
の状態の系列 [n11; n12][n21; n22]    [ni1; ni2]は reg1  reg2 と正確に一致する．
このとき，reg1 と reg2 の積を受理する正規表現の構成方法は以下の通りである：
1. reg1から reg 01(N1N2上の正規表現)を構成する．これはN1中の各 nを [n1; n12]j[n1; n22]j    j[n1,
nk2 ]で置き換えることで行われる．ただし，n12; n22;    ; nk2 は N2 の列挙である．同様に reg2 から
reg 02(N1 N2 上のもう一方の正規表現)を構成する．
2. reg 01 と reg 02 にそれぞれ等価な 2つのオートマトンの A1 と A2 を構成する．
3. A1 と A2 の積オートマトンを構成する．
4. この積オートマトンから正規表現 reg1  reg2 を構成する．
このとき，TA1 と TA2 の積オートマトンは TA3 = (N1 N2;; s1  s2; P3)である．ただし，
P3 = f[n1; n2]! a(reg1  reg2) j (n1 ! a(reg1) 2 P1;
n2 ! a(reg2) 2 P2)
[f[n1; n2]! [n1; n02] j (n1 2 N1; n2 ! n02 2 P2)g
[f[n1; n2]! [n01; n2] j (n1 ! n01 2 P1; n2 2 N2)gg
木 tに対して，t 2 L(TA3)であるとき，かつそのときのみ t 2 L(TA1)かつ t 2 L(TA2)が成立する．
2.3 XPath式
要素名の有限集合を とする．XPath式 pを以下のように定義する．
 p ::= =p0
 p0 ::=  :: l j p0=p0 j p0[q] (l 2 )
  ::=child j descendant-or-self j preciding-sibling j following-sibling
 q ::= p0







 reg = または reg = a (a 2 )のとき，pos(reg) = fg.
 上記以外の場合，pos(reg) = fg [ fu j u = vw; 1  v  n;w 2 pos(regv )g
ここで，regv は reg における位置 v の子孫から成る部分式を表す．
例えば，reg = (AjB)の場合，前置記法により reg = (j(AB))と表される．pos(reg) = f; 1; 11; 12g
であり，図 3.1において，は , 1 は j, 11は A, 12は B の位置を表す．
次に，一般性を失うことなく，状態 Aと要素名 aに対して，左辺が Aでラベルが aの遷移規則は高々
一つであると仮定する．もし 2つの遷移規則 A! a(reg1)と A! a(reg2)が存在した場合，これらの式
は遷移規則 A! a(reg1jreg2)に統合することができる．
3.2 有限木オートマトンに対する更新操作
有限木オートマトン TA = (N;; s; P )に対する更新操作を次のように定義する．
図 3.1 (AjB) の木構造
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N = fSchool; Students;Student; ID;Name;Address; Supervisor;Pcdatag;
 = fschool; students; student; id; name; address; supervisor; pcdatag;
P = fSchool! school(Students);Students! students(Student);
Student! student(IDNameAddress Supervisor?); ID! id(Pcdata);
Name! name(Pcdata);Address! address(Pcdata); Supervisor! supervisor(Pcdata);
Pcdata! pcdata()g:
図 3.2 有限木オートマトン TAb = (N;; School; P )
N = fSchool; Students; Student; ID;Name;Address;Pcdatag;
 = fschool; students; student; id; name; address;pcdatag;
P = fSchool! school(Students); Students! students(Student); Student! student(IDNameAddress);
ID! id(Pcdata);Name! name(Pcdata);Address! address(Pcdata);Pcdata! pcdata()g:
図 3.3 有限木オートマトン TAc = (N;;School; P )
 状態の追加 ins state(A; a;B; i) : 左辺が Aでラベルが aである遷移規則の内容モデル内の位置 i
に新しい状態 B を追加する．
 更新操作の追加 ins opr(A; a; opr; i) : 左辺が Aでラベルが aである遷移規則の内容モデル内の位
置 iに演算子 opr (，+，?)を追加する．
 状態の削除 del state(A; a; i) : 左辺が Aでラベルが aである遷移規則の内容モデル内の位置 iの
状態を削除する．
 更新操作の削除 del opr(A; a; i) : 左辺が Aでラベルが aである遷移規則の内容モデル内の位置 i
の演算子を削除する．
 状態の挿入 nest state(A; a;B; b; i) : 左辺が Aでラベルが aである遷移規則の内容モデル内の位
置 iの部分式 E を状態 B に置換する．さらに遷移規則 B ! b(E)を P に追加する．
 状態の抜き取り unnest state(A; a; b; i) : この更新操作は nest stateの反対の操作である．すな
わち，左辺が Aでラベルが aである遷移規則の内容モデル内の位置 iの状態 B を，左辺が B でラ
ベルが bの遷移規則の内容モデル reg に置換する．
 状態の置換 replace state(A; a;B; i) : 左辺が A でラベルが a である遷移規則の内容モデル
内の位置 i の状態を B に置換する．本論文では，この更新操作は unnest state(A; a; i) と
nest state(A; a;B; b; i)のペアとして扱う．この更新操作は「要素名の変更」として使われる．
ここで更新操作の例を示す．図 2.1の有限木オートマトン TAa に対し，
nest state(School; school;Students; students; )を適用し，図 3.2の有限木オートマトン TAb を得る．






XPath式は次のように有限木オートマトンへ変換される．まず，ロケーションステップ  :: lを有限木
オートマトンに変換する．各変換後の有限木オートマトンは入力と出力状態をもつものとする．入力状態
は， :: lに対する「コンテキストノード」，出力状態は  :: lによって指定される「結果のノード」であ
る．p1=p2，p0[q]，もしくは =p0 の形をした XPath式 pに対して，pの構造に沿って再帰的に pを有限木
オートマトンに変換する．
ロケーションステップに対する有限木オートマトンへの変換
ロケーションステップ  :: l に対する有限木オートマトンを (N;; s; P ) と定義する．以下，A !
(   ) という記述は fA! (   ) j  2 gを表すものとする．
  = childの場合
{ 初期状態 s : B
{ P は以下の遷移規則を持つ
 A! (A)
 B ! (A(BjC)A)
 B ! C
 C ! (ADA)
 D ! l(A)
  = descendant-or-selfの場合
{ 初期状態 s : B1
{ P は以下の遷移規則を持つ
 A! (A)
 B1 ! (A(B1jC)A)
 B1 ! C
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 C ! (A(B2jD)A)
 C ! D
 B2 ! (A(B2jD)A)
 D ! l(A)
  = preceding-siblingの場合
{ 初期状態 s : B1
{ P は以下の遷移規則を持つ
 A! (A)
 B1 ! (A(B1jB2)A)
 B1 ! B2
 B2 ! (ADACA)
 C ! (A)
 D ! l(A)
  = following-siblingの場合
{ 初期状態 s : B1
{ P は以下の遷移規則を持つ
 A! (A)
 B1 ! (A(B1jB2)A)
 B1 ! B2
 B2 ! (ACADA)
 C ! (A)
 D ! l(A)
有限木オートマトンの入力状態と出力状態の有限集合はそれぞれ fCgと fDgである．C はコンテキスト
ノードを表し，Dは C からロケーションステップ  :: lで探索して得られるノードである．
XPath式の有限木オートマトンへの変換
XPath式 pの有限木オートマトンへの変換を定義する．p = p1=p2，p = p[q]，p = =pの場合を考える．
pの有限木オートマトン TAp の状態集合をNp，入力状態集合をNIp  Np，出力状態集合をNOp  Np
と表す．
p1=p2 の場合
p1，p2 はそれぞれ有限木オートマトン TAp1 = (Np1 ;; sp1 ; Pp1)，TAp2 = (Np2 ;; sp2 ; Pp2) に変
換済みであるとする．さらに，TA = (N;; s; P ) は TAp1 と TAp2 の積オートマトンとする．このと
き，p1=p2 の有限木オートマトン TAp1=p2 は TAp1=p2 = (Np1=p2 ;; s; P )と定義され，ここで状態集合
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Np1=p2 は次のように定義される．
Np1=p2 = f[np1 ; np2 ] j (np1 2 NOp1 ; np2 2 NIp2) _
(np1 2 (Np1  NOp1); np2 2 (Np2  NIp2))g
また，TAp1=p2 の入力状態集合 NIp1=p2 と出力状態集合 NOp1=p2 は次のように定義される．
NIp1=p2 = f[np1 ; np2 ] j np1 2 NIp1np2 2 (Np2  NIp2)g
NOp1=p2 = f[np1 ; np2 ] j np1 2(Np1 NOp1); np2 2 NOp2g
=pの場合
TAp = (Np;; sp; Pp)を pの有限木オートマトンとする．このとき，=pの有限木オートマトン TA=p
は TA=p = (N=p;; R; P=p)と定義され，状態集合 N=p は次のように定義される．
N=p = Np [ fRg
P=p = Pp [ fR! root(D)g
ここで，R は TA=p の初期状態，root はルートノードに対応する要素名である．TA=p の入力状態集合
NI=p と出力状態集合 NO=p は次のように定義される．
NI=p = fRg
NO=p = NOp






ての述語を除いた XPath式を pの主式とする．また，pが =p1[q]=p2 のように述語を持つ場合，=p1=q を
pの従式とする．例えば，p = =a[f ]=b[c=e]=dの場合，=a=b=dが主式，=a=f，=a=b=c=eが従式となる．
図 5.1にアルゴリズムを示す．opは有限木オートマトン TAに適用される更新操作である．pは入力
された XPath式，p0 は主式，p1;    ; pk は従式である．本アルゴリズムは，p0; p1;    ; pk を opに従い
p00; p
0
1;    ; p0k に変換し，p00; p01;    ; p0k を統合し式 p0 を返す．より具体的には，本アルゴリズムは，まず
pを p0; p1;    ; pk に分割する (1行目)．次に，更新操作に従い関数 Transform(後述)で p0 を p00 に変換
する．del state により p0 が更新後のスキーマで結果が空になる場合，p00 = nil とし，p に対する変換
を終了する (3,4行目)．上記以外の場合は，p1;    ; pk を関数 Transformで p01;    ; p0k に変換する (6～8
行目)．最後に，p00; p01;    ; p0k を統合し結果として返す．従式 p0i が nil となった場合，p0i を統合する際
に除外する．例えば，p = =a[f ]=b[c=e]=dを考える．p0 = =a=b=c，p1 = =a=f，p2 = =a=b=c=eと分割さ
れる．cが unnest stateにより抜き取られるとする．本アルゴリズムにより，p00 = =a=b=d，p01 = =a=f，
p02 = =a=b=eとなり，これらの式が統合され p0 = =a[f ]=b[e]=dが結果となる．
次に，関数 Transformについて述べる．TA = (N;; s; P )は有限木オートマトン，opは TAに対す
Input : XPath式 p，有限木オートマトン TA，TAに対する更新操作 op
Output : XPath式もしくは nil
1. pを主式 p0，従式 p1;    ; pk に分割する．
2. p00  Transform(p0; TA; op);
3. if p00 = nil then
4. return nil;
5. else
6. for i 1 to k do




1;    ; p0k を p0 に統合する．
10. return p0;
図 5.1 Mainアルゴリズム
第 5章 XPath式修正アルゴリズム 11
Transform(p; TA; op)
Input : XPath式 p = =ls1=    =lsm，有限木オートマトン TA = (N;; s; P )，TAに対する更新操作 op．
Output : XPath式または nil
1. pの有限木オートマトン TAp = (Np;; sp; Pp)を構築する．
2. TAと TAp の積オートマトン TA00 = (ND Np;; sD  sp; P 00)を構築する．
3. switch op
4. case ins state(A; a;B; i)
5. case ins opr(A; a; opr; i)
6. case del opr(A; a; i)
7. return p;
8. case del state(A; a; i)
9. Delete(A; a; i)
10. case nest state(A; a;B; b; i)
11. Nest(A, a, B, b, i)
12. case unnest state(A; a; b; i)
13. Unnest(A, a, b,i)
14. end
15. return p;
図 5.2 関数 Transform
る更新操作，pは述語を持たない XPath式である．本アルゴリズムの目的は，更新前のスキーマと更新
後のスキーマにおいて検索結果が一致し，かつ妥当であるように pを p0 に変換することである．ただし，
TAから状態及びそれに対応する要素が削除された場合，これが不可能となることがある．そこで，関数
Transformを以下の方針で構築する．
 opが ins state，ins opr，del opr の場合，pは変換不要．ただし，ある要素 l に対して，pの途
中のロケーションステップで l が探索された後，続いて兄弟軸で l が探索される場合，l の演算子
(*または +)を削除するような更新は本アルゴリズムの対象外とする．例えば，図 1.1(a) に対する
p = =school=student=following-sibling::studentを考える．このとき，del opr(School; school; )
により student に付与されている*が削除される場合，この更新は本アルゴリズムの対象外となる．
 opが nest state(A; a;B; b; i)の場合，pに対してロケーションステップ child :: bの追加が必要か
どうか判定し，必要ならば pの適切な箇所に追加する．
 opが unnest state(A; a; b; i)の場合，pからノードテストが bのロケーションステップの削除が必
要かどうか判定し，必要ならば当該ロケーションステップを削除する．
 opが del stateの場合，pを次のように修正する．
{ op により更新後の TA から p の検索対象要素が全て削除された場合，p の結果は空となる．
そのため，本アルゴリズムは nilを返す．
{ 上記以外の場合，すなわち更新後の TAに pの検索対象要素が残っている場合，本アルゴリズ
ムは pを残っている要素を検索する XPath式に変換する．
図 5.2に関数 Transform，図 5.3～5.5に手続き Delete，Nest，Unnestをそれぞれ示す．図 5.3の 6行
目，図 5.4の 1行目，図 5.5の 1行目の state(A; a; i; P )は遷移規則 r の内容モデル内の i番目の状態を
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Delete(A; a; i)
1. 更新後のスキーマの有限木オートマトン TA0 = (N 0;; s0; P 0)を構築する．
2. TA0 と TAp の積オートマトン TA0p = (N 0 Np;; s0  sp; P 0p)を構築する．
3. if L(TAp)  L(TA0p) then
4. return p;
5. else if (lsm に対応する状態) 2 N 0 Np then
6. C  state(A; a; i; P ) // C は削除される状態
7. Pp 内の Aから C への遷移規則を r とする．
8. r に対応する p のロケーションステップを lsj とする．lsj は削除される要素の親要素をノードテストに指
定しているロケーションステップである．
9. axis lsj+2 の軸;
10. l lsj+2 のノードテスト;
11. p =ls1=    =lsj=axis :: l=lsj+3=    =lsm;
12. else if pが主式 then
13. return nil;
14. else
15. C  state(A; a; i; P ) // C は削除される状態
16. if P 00 内に Aから C への遷移規則 r が存在する then
17. r に対応する pのロケーションステップを lsj とする．lsj は削除される要素の親要素をノードテストに指
定しているロケーションステップである．
18. p =ls1=    =lsj ;
19. end
20. end
図 5.3 手続き Delete
Nest(A; a;B; b; i)
1. C  state(A; a; i; P ) // C は新しい状態の子になる状態
2. if P 00 内に Aから C への遷移規則 r が存在する． then
3. r に対応する p のロケーションステップを lsj とする．lsj は新しい要素の親要素になる要素をノードテス
トに指定しているロケーションステップである．
4. if lsj+2 の軸が preceding-siblingまたは following-sibling then
5. if lsj+2 に対応する状態が C に含まれていない then
6. p =ls1=    =lsj=child :: b[lsj+1]=lsj+2=    =lsm;
7. else if lsj に対応する状態が C に含まれていない then
8. axis lsj+2 の軸;
9. l lsj+2 のノードテスト;
10. p =ls1=    =lsj=lsj+1=axis :: b=child :: l=    =lsm;
11. else
12. p =ls1=    =lsj=child :: b=lsj+1=    =lsm;
13. end
14. else
15. p =ls1=    =lsj=child :: b=lsj+1=    =lsm;
16. end
17. end
図 5.4 手続き Nest
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Unnest(A; a; b; i)
1. C  state(A; a; i; P ) // C は抜き取られる状態
2. if P 00 内に Aから C への遷移規則 r が存在する． then
3. r に対応する p のロケーションステップを lsj とする．lsj は抜き取られる要素の親要素をノードテストに
指定しているロケーションステップである．
4. if lsj+2 の軸が preceding-siblingまたは following-sibling then
5. if lsj+2 に対応する状態が C に含まれていない then
6. axis lsj+1 の軸;
7. l C の子の状態に対応する要素名の内 1つ;
8. p =ls1=    =lsj=axis :: l=lsj+2=    =lsm;
9. else if lsj+1 に対応する状態が C に含まれていない then
10. axis lsj+2 の軸;
11. l1    ln  C の子の状態に対応する要素名;
12. p =ls1=    =lsj+1=axis :: l1j    j=ls1=    =lsj+1=axis :: lm;
13. end
14. else
15. if lsj+1 の軸が descendant-or-self and lsj+2 が述語の先頭のロケーションステップ then
16. p =ls1=    =lsj 1;
17. else
18. axis lsj+1 の軸;
19. l lsj+2 のノードテスト;



















図 5.6 nest stateの例 1
意味する．ここで，rは P における左辺が Aでラベルが aの遷移規則である．opが ins state，ins opr
または del opr の場合，pを修正しない (4～7行目)．
opが del stateの場合，更新後のスキーマと pの積オートマトン TA0p が TAp を全て含むかを否か，す
なわち L(TAp)  L(TA0p) であるかを判定する (図 5.3の 3行目)．L(TAp)  L(TA0p) である場合，pの
探索経路上の要素に対して更新が行われていないので，pを修正しない (3,4行目)．L(TAp)  L(TA0p)
ではなくかつ，N 0 Np に lsm(XPath式の最後尾のロケーションステップ)に対応する状態が含まれて
いる場合，すなわち，pが最終的に検索する要素が更新後のスキーマ上に存在する場合，更新操作により
削除される要素をノードテストに指定しているロケーションステップ lsj+1 を削除し，lsj+2 の軸を lsj+1
















図 5.7 nest stateの例 2
の軸に置換する (5～11 行目)．7 行目の r は，A を左辺に持ち内容モデルに C を持つ遷移規則である．
すなわち，Aから C への遷移を含む遷移規則である．8行目の lsj は，r に対応するロケーションステッ
プ，すなわち状態 C のラベル cを指定しているロケーションステップである．L(TAp)  L(TA0p)では
なくかつ，pが主式の場合，本アルゴリズムは nil を返す (12,13行目)．上記以外の場合，すなわち pが
従式の場合，opにより消失する部分に対応する pのロケーションステップを削除する (14～19行目)．
op が nest state(A; a;B; b; i) の場合，p に対して修正が必要か否かを判定する (図 5.4 の 2,3 行目)．
兄弟軸に更新が影響するか否かを判定する (4～16 行目)．5,6 行目，7～10 行目の修正は，それぞれ
図 5.6，5.7のような更新が起きた場合に対応する．5,6行目では，pの j + 1番目のロケーションステッ
プを child :: b[lsj+1]に置換する．7～10行目では，lsj+2 の軸 axisを持つ新しいロケーションステップ
axis :: bを挿入し，lsj+2 の軸を child軸に変更する．上記以外の場合，すなわち lsj+1，lsj+2 両方とも
が C に含まれている場合，pに新しいロケーションステップ child :: bを挿入する．また，兄弟軸に影響
を及ぼさない場合，pに新しいロケーションステップ child :: bを挿入する (14,15行目)．
opが unnest state(A; a; b; i)の場合，pに対して修正が必要か否かを判定する (図 5.5の 2,3行目)．次
に，兄弟軸に更新が影響するか否かを判定する (4～16行目)．抜き取られる要素を lsj+1 で指定している
場合，pの j + 1番目のロケーションステップを lsj+1 の軸 axis，抜き取られる要素の子要素の内 1つ l
をノードテストに持つ axis :: lに置換する (5～8行目)．兄弟軸で指定している要素が抜き取られる場合，
lsj+2 の軸で抜き取られる要素の全ての子要素それぞれ指定した式の和集合を作成する (9～13行目)．ま
た，兄弟軸に影響を及ぼさず，削除されるロケーションステップ lsj+1 が述語 q を持ち，かつ，lsj+1 の
軸が descendant-or-selfである場合，qを削除する (15,16行目)．上記以外の場合，lsj+1 を pから削除す
る (18～20行目)．
最後に，本アルゴリズムの時間計算量について述べる．TA = (N;; s; P )をスキーマの有限木オート
マトンとし，pを p0; p1;    ; pk に分割できる XPath式とする．また，jpjを pのロケーションステップ
数，jTAjを TAのサイズとする．図 5.2の 1行目の pの有限木オートマトン TAp の構築に O(jpj)かか
り，図 5.2の 2行目と図 5.3の 2行目の積オートマトンの構築に O(jpj・jTAj)かかる．そして，図 5.1の
6～8行目より変換を行う XPath式の数は k である．図 5.3の 3行目の L(TAp)  L(TA0p)のような有
限木オートマトン同士の比較は，一般には時間のかかる演算 (EXPTIME困難)[16]である．しかし，本
研究において TA0p は TA0 と TAp の積オートマトンであるため，L(TA0p)のサイズは L(TAp)のサイズ









OS : Windows 7 Home Premium
CPU : IntelCore2 Quad Q8400 2.66GHz
メモリ : 4.00GB
使用言語 : Ruby 1.9.3
使用したスキーマは，MSRMEDOC (version 2.1.1 and 2.2.2)[3]，NLM Journal Publishing Tag Set




まず，MSRMEDOC を用いた評価実験について述べる．MSRMEDOC version 2.1.1，version 2.2.2
をそれぞれ D211，D222 とする．D211 の要素数は 185 個，D222 の要素数は 205 個である．表 6.1 に
D211 から D222 へスキーマ進化する際に行われた更新操作を示す．ここで，「その他」は属性の追加であ
り，本アルゴリズムでは対象としていない操作である．
D211 に対する XPath式を，XQgen[20]を用いて 100式生成した．これらの式には述語や兄弟軸が含
まれないため，手作業で 4式に述語を付与し，5式を兄弟軸を含む式に修正した．XPath式の平均ロケー
ションステップ数は 5.96，最小ロケーションステップ数は 2，最大ロケーションステップ数は 7である．
表 6.1 D211・D222 間の更新操作
ins state del state nest state unnest state replace state ins opr/del opr その他 合計
61 11 27 0 0 60 32 191
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descendant-or-self軸は一つの式に対して高々一回，preceding-sibling軸と following-sibling軸は一つ
の式に対してどちらか一つが高々一回使用されている．100式のうち descendant-or-self軸は 84式に含
まれている．また，100式のうち 7式が D222 で結果が空になる．
上記の 100 式を本アルゴリズムで変換する．93 式は D211 の検索結果と同じものが D222 でも得られ
た．残る 7 式の XPath 式では，D211 上で検索されていた要素が D222 で全て消失するため，本アルゴ
リズムは nil を返した．この 7 式を表 6.2 に示す．これらの式は，p 内のノードテストで指定している
要素 LIST，NOTE，FIGURE，FORMULA(REMARKの子要素)，PRIVATE-CODES(COMPANY-
DOC-INFO の子要素)，REMARK(COMPANY-REVISION-INFO の子要素)，NCOI-1(SDG の子要
素)が更新により消失したため，D222 で結果が空となる．述語を持つ式 p1; p2; p3; p4 の変換は次の通り
である (表 6.3)．
 COMPANY-REVISION-INFOの子要素 REMARKが削除されたため，p1 の述語を削除する．
 REMARKが削除されたため，p2 の述語内の最後のロケーションステップを削除する．
 D211 で検索していた要素 REMARKが削除されたため， p3 は D222 で結果が空となる．そのた
め，本アルゴリズムは nilを返す．
 Pと FT，Pと STDの間に要素 L-1が追加されるため，p4 に新しいロケーションステップ L-1を
追加する．
同様に，兄弟軸を含む式 p5; p6; p7; p8; p9 の変換は次の通りである (表 6.4)．
 FIGUREと兄弟軸で指定しているGRAPHICの間に要素 L-GRAPHICが追加されるため，p5 に
おいて兄弟軸で新しいロケーションステップ L-GRAPHICを指定し，child軸で GRAPHICを指
定する．
 FIGUREと GRAPHICの間に要素 L-GRAPHICが追加されるため，p6 において GRAPHICに
対応するロケーションステップを L-GRAPHIC[GRAPHIC]に置換する．
 兄弟軸で指定している SDGの子要素 NCOI-1が削除されたため，p7 は D222 で結果が空となる．
そのため，本アルゴリズムは nilを返す．
 XREFが削除され，兄弟軸を使用できなくなるため，p8の SDG-CAPTIONを指定する軸を child
軸に置換する．




上記の XPath式 100式と 191個の更新操作での，総実行時間は 2.840秒，1式当りの実行時間は 0.027
秒である．
次に，NLM Journal Publishing Tag Set Tag Library を用いた評価実験について述べる．The NLM
Journal Publishing Tag Set Tag Library version 2.3，version 3.0をそれぞれ D23，D30 とする．D23
の要素数は 211個，D30 の要素数は 233個である．表 6.5にD23 からD30 へスキーマ進化する際に行わ
れた更新操作を示す．
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D23 に対する XPath 式を，XQgen を用いて 100 式生成した．そのうち手作業で，5 式に述語を付与




まれている．また，100式のうち 11式が D30 で結果が空になる．
上記の 100式を本アルゴリズムで変換する．89式は D23 の検索結果と同じものが D30 でも得られた．
残る 11 式の XPath 式では，D23 上で検索されていた要素が D30 で全て消失するため，本アルゴリズ
ムは nil を返した．この 11式を表 6.6に示す．これらの式は，p内のノードテストで指定している要素
citation, contract-num, contract-sponsor, copyright-yearが更新により消失したため，D30 で結果が空
となる．述語を持つ式 p10; p11; p12; p13; p14 の変換は次の通りである (表 6.7)．
 time-stampが削除されたため，p10 の述語を削除する．
 targetが削除されたため，p11 の述語内の target以降の部分式を削除する．
 contract-numが削除されたため，p12 はD30 で結果が空となる．そのため，本アルゴリズムは nil
を返す．
 chem-struct-wrapper が chem-struct-wrap に置換されたため，p13 の述語内の chem-struct-
wrapperを chem-struct-wrapに置換する．
 custom-meta-wrapが custom-meta-groupに置換されたため，p14の述語内の custom-meta-wrap
を custom-meta-groupに置換する．
同様に，兄弟軸を含む式 p15; p16; p17; p18; p19; p20; p21; p22; p23 の変換は次の通りである (表 6.8)．
 copyright-yearが削除され，兄弟軸を使用できなくなるため，p15 の countsを指定する軸を child
軸に置換する．
 兄弟軸で指定している article-metaの子要素 copyright-yearが削除されたため，p16 は D30 で結
果が空となる．そのため，本アルゴリズムは nilを返す．
 journal-metaと兄弟軸で指定している journal-titleの間に要素 journal-title-groupが追加される
ため，p17 において兄弟軸で新しいロケーションステップ journal-title-groupを指定し，child軸
で journal-titleを指定する．
 journal-meta と journal-title の間に要素 journal-title-group が追加されるため，p18 において
journal-titleに対応するロケーションステップを journal-title-group[journal-title]に置換する．
 chem-struct-wrapperが chem-struct-wrapに置換されたため，p19，p20 の chem-struct-wrapper
を chem-struct-wrapに置換する．
 article-categoriesの子要素 subj-groupが抜き取られるため，p21 を D23 で検索されていた要素，
すなわち subj-groupの子要素を全て兄弟軸で指定した式の和集合の式に修正する．
 article-categoriesの子要素 subj-groupが抜き取られるため，p22 において subj-groupに対応する
ロケーションステップを削除し，subj-groupを指定していた軸で subjectを指定する．
 article-categoriesの子要素 subj-groupが抜き取られるため，p23 において subj-groupに対応する





に適用可能であると考えられる．上記の XPath式 100式と 733個の更新操作での，総実行時間は 7.036
秒，1式当りの実行時間は 0.067秒である．
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表 6.5 D23・D30 間の更新操作
ins state del state nest state unnest state replace state ins opr/del opr その他 合計
504 82 3 0 24 0 120 733
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