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Entrance Laws for Feller Diffusions on (0, co) 
and Doob’s h-Path Transformation * 
A. BOSE 
Carleton University, Ottawa, Canada 
Communicated by T. Hida 
We consider the problem of constructing entrance laws for Feller diffusions on 
the state space (0, co). Our method, based on Feller-McKean theory of one- 
dimensional diffusions, gives an analytic expression for the entrance density in 
terms of transition density. Moreover, the entrance density is the density of the first 
passage time to the left boundary {Ot. Also, the entrance density is related to the 
transition density via Doob’s h-path transformation. 
1. INTRODUCTION 
The objective of this paper is the description of entrance laws associated 
with Feller diffusions on (0, co). This method is constructive enough to allow 
for an analytic description of the entrance density which is then shown to be 
the density of the first passage time to the left boundary {O}. 
According to Dynkin [ 19701, a family of measures {,u(c, I): t E T, 
TE B(E)] is an entrance law for the transition function p(s, x; t, r) of a 
Markov process on the state space E if 
1 p(s, dx)p(s, x; s + t, r> = P(l + s, r>, s, t E r. E 
McKean [ 19561 has shown that the transition function of a linear Feller 
diffusion has a density with respect to its speed measure. Let p(x, f, y) denote 
the transition density with respect to the speed measure m of such a diffusion 
on its natural scale with the state space (0, co). 
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We propose to show that 
t>O and x,yE(O,co), (1.1) 
does satisfy 
Thus v(t, y) is the expression of an entrance density with respect to the speed 
measure m. Under the added assumption that the boundary at (co} is 
natural, we show that IF yv(t, y) m(dy) equals one. Also, yv(t, y) is the h- 
path transform of the original transition density and thus could be inter- 
preted as the transition density of a diffusion on (0, co) starting from the 
entrance boundary at (0). 
Our assumption that the diffusions are on their natural scale is not a 
restriction at all. It is well known that every linear Feller diffusion can be 
transformed into another diffusion process on natural scale without changing 
the space structure. 
We show next that the relation (1.2) is also valid for a process not on a 
natural scale. 
EXAMPLES. Consider the continuous state branching process defined by 
the forward Kolmogorov equation: 
where a, p are constants and y > 0. 
If the population size at t = 0 is x, then the transition density with respect 
to the Lebesgue measure given by Feller [ 195 1, p. 2351 is 
P(X, f, Y) = x 
a2 exp(at) 
p’ [exp(at)- 112 exp [ 
a{x expW + Yl 
- p{exp(at)- 1) 1 
x? 
1 
[ 
a{xy exp(at)} 1’2 ** 
,yo n! (n + l)! p{exp(at) - 1) I * 
Then the corresponding 
et, Y> = 
a2 exp(at) 
P’[exp(at) - 112 exp -B(exp$) - 1) [ 1 
does satisfy the defining relation (1.2). We also note that v(t, y) satisfies the 
original forward equation. 
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Similarly, v(t, y) constructed from the transition density of the Brownian 
motion absorbed at the origin is also an entrance density for that process. In 
this case, 
46 Y) = &$ exp(-y2/2t) 
is the first passage time density for the absorbed Brownian motion. 
The unifying point of these examples is, in the terminology of Feller 
theory of diffusion, that the origin in both examples is an accessible 
boundary. For the continuous state branching process {O} is an exit 
boundary and for the absorbed Brownian motion {0} is regular, absorbing. 
2. STATEMENT OF THE RESULTS 
THEOREM. Consider one-dimensional Feller diffusion on its natural scale 
with the state space (0, co) such that {0} is either regular absorbing or exit. 
Denote by p(x, t, y) the transition density of such a dtflusion with respect to 
its speed measure m. The Feller form of the generator is thus (d/dm)(d/dy). 
Defme u(t, y) as lim,+,(a’/ax)p(x, t, y). Then: 
(I) For each n > 0, (Y/W) v(t, y) exists as a jointly continous 
function on (0, co) x (0, 00). Moreover, for each fixed y > 0, 
(P/W) u(t, y) = o(1) as t 1 0. 
(II) Denote by P,[T,, < t] the cumulative distribution of T,,, the first 
passage time to { 0 }. Then 
(III) (Y/W) v(t, y) = ((d/dm)(d/dy))” v(t, y); n = 1, 2,... . 
(IV) v(t + s, y) = IF v(t, x)p(x, s, Y) m(dx); t, s > 0. 
(V) J: yv(t, y) m(dy) = 1, provided we assume in addition that (a, } 
is a natural boundary. 
3. EIGENFUNCTIONS 
Let us start by assuming that the reader is familiar with the basic theory 
of one-dimensional Feller diffusions, e.g., Breiman [ 1968, Chapter 161. 
Suppose that the diffusion is on its natural scale on (0, co) with the speed 
measure denoted by m. Let /I E (0, a). Define m(O+) := lim,lo m{ (x,/3)}. 
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Then (0) is called 
(a) regular, absorbing if m(O+) < co and It xm(dx) < co; 
(b) exit if m(0’) = co and Itxm(dx) < co; (3.1) 
(c) natural if J+{ xm(dx) = co. 
Note that for a diffusion on its natural scale, a finite boundary can not be 
“entrance.” However, for such a diffusion the boundary at infinity can be 
either natural or entrance. See Breiman [ 1968, Section 16.71. 
It is known that the eigenspace of the Feller generator, (d/dm)(d/dy), is 
spanned by two strictly positive, continuous, convex functions ui(x, A) 
(i= 1,2;;1 > 0) such that on (0, co) 
ur(. , A) is strictly increasing, while uz(. , A) is strictly 
decreasing. (3.2) 
In Breiman, one sees that these eigenfunctions are the Laplace transform 
(with respect to t) of the first passage times. The boundary behaviour of 
these eigenfunctions is exhibited in Table I. See also Table I in McKean 
[ 1956, p. 5241. The necessary proofs based on analytic techniques could be 
found in Feller [ 1957, pp. 4724801. The superscript (+) denotes the right 
derivative. 
Let us quote a result on convex functions. The necessary proofs could be 
found, for example, in Freedman [ 197 1, pp. 212-2161. 
Suppose f is convex on an open interval I. 
(i) f satisfies a Lipschitz condition on any compact subset 
in the interior ofl. 
(ii) f has finite right derivativef+, which is non-decreasing 
and continuous from the right. 
(iii) f has finite left derivative f -, which is non-decreasing (3.3) 
and continuous from the left. 
TABLE I 
(O} is: 
Regular 
absorbing Exit Natural (00) is: Natural Entrance 
u,(O, A) =o =o =o ud=J* 1) =+w =+w 
ul+(O,i) >o >o =o u:(w,A) =+w <-too 
u,(O, A) <+w <+w =+w U*(Wr A) =o >o 
G(O, n) >-w =--a, =-w u:(w,i) =o =o 
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(iv) f+>f-. 
(v) f+(x)<f’tI%(x’ <f-(y) for x< y. 
LEMMA 3.4. (i) If (0) is regular absorbing or exit, then 
(a) ~;L~u:(x,A)=~;~~~,(x,A)/x, 
(b) li~xu:(x,A)=O. 
(ii) If { co ] is natural then lim, ‘Ta, yu:(y, A) = 0. 
Proof: (i) For the type of boundaries at (O), ~~(0, A) = 0, Thus for 
convex u,(x,A), lim,lo~~(x,l)=u~(O,l)=lim,l,[u,(x,~)-u,(O,A)/x]. 
This establishes (a). To prove (b), note that for x > 0, 
u:(x, A) > u;(x, A> > [u,<x, n> - u,(O, A)]/x. 
Since u,(., A) is decreasing, obtain 
(ii) For a natural boundary at {co}, lim,r, u2(y, A) = 0. Hence 
choose x large enough so that u2(x, A) < E. Note also lim, ,a, xu:(u, A) = 0. 
Thus it sufftces to establish lim sup,, T,(Y - x) ] u:(y, A)] = 0. F_or y > x, 
(y -x) U$(JJ, 1) > [QJI, A) - uz(x, A)]. But a*(. , A) is decreasing, hence 
0 < liyTy (Y - x) 14 (Y, A)1 < liy,zp LGx, 2) - u,(Y, A>1 
= uz(x, A) < E. I 
Following Feller 11957, Lemma 5.3, p. 173] and McKean [ 1956, p. 523, 
footnote] we shall assume the Wronskian identity: 
u:(X,/1)U*(X,~)--ll:(X,~)U1(X,IZ)= 1, o<x<m. (3.5) 
One of the consequences is the following very important lemma. 
LEMMA 3.6. If {0} regular absorbing or exit, then 
u:(o,~)u,(o,1)= 1. 
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ProoJ: From the Wronskian identity (3.5), it suffices to establish 
liTJ u:(x, A) u,(x, 2) = 0. 
For 0 < x < y, lim, lo u,(x, A) u;(y, A) = 0. But 
O<li~f~1pu,(x,1) lu:(x,A)I ~li~~~pU1(x,~)lu:(y,A)- u:(x,A)I 
+ li:yp u,(x, A) I~(A 2% 
UI(X, A)[u:(Y, A> - u:(x, A>] = u,(x, A> j-; --$$ [u,(z, A)] Wz) 
= Ul(X, A) J’h4,(z, A) m(dz) 
x 
< %(x9 A> 1’ u,(z, A) Wz) 
x 
< u,(O, 1) 1” Au,(z, A) m(dz) 
x 
To obtain the inequalities use (3.2) and (3.3)(ii). Thus 
O~li~~~~u~(x,i)~u,t(~,~)-~~(x,~)I 
~~,(o,~)l~:(Y,~)--u:(o,~)I. 
Now let y 1 0. fl 
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4. THE FUNDAMENTAL SOLUTION 
The formula connecting the transition density (with respect to the speed 
measure m) and the eigenfunctions ui(x, A) (i = 1, 2) is 
5 O3 ew(-W&, t, Y) dt = G(x, I, y) := Q-T 1) u,(Y, A), x < y, 0 
= U,(Y, A) u*(x, A>, x > y. 
(4.1) 
In fact, McKean [ 19561 inverted the Laplace transform defined above to 
show the existence of the transition density function p(x, t, y) (with respect 
to the speed measure) having the following properties: 
(i) p(. , t, .) is strictly positive, symmetric on (0, co) X (0, co) 
for each t > 0. 
(ii) 
an 
For n 2 0, the derivative F p(x, t, y) exist as 
continuous functions on (0, 0~)) x (0, co) x (0, co) and 
& p(x, t, y) = o( 1) as t ] 0 and x # y. 
(iii) -& p(x, t, y) = (+-$)“P(& t, Y); n = 1,2,-. . 
(iv) loa P(X, t, Y) WY) < 1; t > 0. 
(v) P(X, t + s, Y) = loa P(X, t, Z)P(Z, s, Y) Wz); t, s > 0. 
(vi) The behaviour of p(x, t, y) near the boundaries is given 
in Table II. See Remark 4.2 in McKean [ 1956, p. 5411. 
TABLE II 
(4.2) 
(0) is: 
Regular 
absorbing Exit Natural (co) is: Natural Entrance 
=o =o =o lim P(X, t, Y) =o >o 
XTm 
lim JC p(x, f, y) > 0 >o =o 
xl0 ax 
lim c p(x, I, y) =o =o 
XTCC ax 
FELLER DIFFUSIONS AND DOOB'S TRANSFORMATION 449 
Remark 4.3. The method of eigen differential expansion used by 
McKean [ 1956, pp. 525-5331 provides a real inversion for the Laplace 
transform defined in (4.1) and allows one to describe the properties (i.e., 
(4.2)(+(iii)) of p(x, t, y) in the t variable for x, y E (0, co). However, the 
behaviour near the boundaries (i.e., (4.2)(iv)-(vi)) is derived using certain 
“auxiliary” functions, which we now discuss. 
5. PASSAGE TIMES AND THEIR PROPERTIES 
We begin by stating the following theorem due to McKean [ 1956, p. 5351: 
THEOREM. Given x, y E (0, co), there exist right continuous increasing 
functions ~i(X, a, y): [0, a~) + R ’ (i = 1,2) such that 
(i) Qi(x, 0, y) = 0 and Qi(x, ., y) < 1 provided x # y; 
(ii> jaw exp(-At) d@,(x, t, Y> = u,(x, I)/u,(Y, A) (x < Y>; 
(iii) jaw exp(-At) d@,(x, 6 Y) = UAX, ~)/u~(Y, A) (x > Y); (5-l) 
(iv) for fixed y and t, al(. , t, y) is convex increasing 
on (0, y) and Qi2(., t, y) is convex decreasing on (y, 03); 
(v) Qpi(x, t, y) = o(t”)(t 1 0) n > 0, x # y (i = 1, 2). 
Remark 5.2. While dealing with the “auxiliary” functions @i (i = 1, 2), 
one should consider the third variable, here y, as fixed. During the proof of 
(II), we shall show that Q2(x, t, y) is the cumulative distribution function of 
the first passage time to y from the right (x > y). Similarly, @,(x, t, y) is the 
cumulative distribution function of the first passage time to y from the left 
(x < Y>- 
LEMMA 5.3. If {0} is either regular absorbing or exit, then 
(i) lim,lo @,(x9 t, Y) = 0, x < y; 
(ii) for x E [0, y), both (8+/3x) @,(x, t, y) and @,(x, t, y)/x decrease 
as x decreases and remain bounded as a function oft; 
(iii) @:(O, t, y) := lim,~,(~+/~x) @i(x, f, y) = lim,jo[@,(x, t, y)/x]; 
(iv) @ : (0, . , y) is monotone increasing. 
Proof: (i) From 5.l(ii) via integration by parts and using 5.1(i) obtain 
i O” exp(-At> @,(x9 6 v) df = ul(xy ~)/‘[WY, A)], 
x < y. (5.4) 
0 
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But @,(x, t, y) is monotone decreasing in x as x decreases and remains 
bounded in t. Let x 1 0 to obtain 
i 
cc 
0 
exp(-At) l$ @,(x, t, y) dt = 0. 
The conclusion follows from monotonicity of lim, lo @,(x, . , JJ). 
(ii) Remembering that the right derivative is non-decreasing ((3.3)(ii)), 
it suffices to show that (8+/8x) @i(x, t, y) is a bounded function of t for 
x E [O, Y>. 
Let O<x<z<z+G<y. Put v=z+6. Then for a=(~-x)/ 
(8-t (z-xx)}, one has au + (1 - a)x = z. Consequently, @i(z, t, y) < 
a [ @,(v, t, y) - @i(x, t, y)] + @i(x, I, y). Remembering that Qbi is a bounded 
function of t, conclude 
[@l(Z, 6 Y> - @,(x9 ( Y)l/(Z -x) Q l/IS + tz -x)1 < l/S. 
Similarly, every v E (x, z) can be written as (1 - a)x + az with a = 
(u - x)/(z - x). Hence 
@,(h (9 Y) - @,,(x, t, Y) < [@l(Z, (7 Y) - @1(x, 6 Y)l(V - X)/(Z -xl. 
Putting x = 0, observe that @,(u, t, y)/v < @,(z, t, y)/z. 
(iii) The proof is similar to the proof of Lemma 3.4(a). 
(iv) Since @i(x, ., y) is monotone increasing and @,(x, t, y)/x is 
monotone decreasing as x decreases, the conclusion follows. 1 
The relationship between the auxiliary functions and the fundamental 
solution is given in the following theorem due to McKean. 
LEMMA 5.5. For n > 0 and t > 0, one has 
6) ~p(x,t,y)=jddO,(x,r,z)~p(z.t-r,y) 
n+1 
= tQ,fx,i,z)& i P(Z, t-7, Y>& x<z< y, 0 
= hqx,r,z) 
I 
a 
n+1 
at”i’ P(Z, t - 7, Y) dr, y<z<x. 
0 
ProoJ It sufftces to estblish (i) as the proof of (ii) is similar. The first 
equality, obtained using the convolution rule of the Laplace transform, is 
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from Theorem 4.2 in McKean [ 1956, p. 5371. The second equality is 
obtained using integration by parts and the properties of @, and p, i.e., 
(4.2)(ii) and (5.1)(i). 1 
The implication of these convolution representations is established in the 
next lemma. 
LEMMA 5.6. For z > 0, suppose f and g are two functions such that 
f(x, t): (0, z) x [0, rm) + [0, co) with 
(i) f(x, -) is bounded; 
and g(t, y): [0, 00) x (z, co) --f [0, 00) has the property that 
(ii) fir n > 0, (ayaty g(t, y) exists as a jointly continuous function of 
(t, y) and goes to zero as t 1 0. 
Then the convolution 
q(x, t, Y) := I,’ f (x, 5) g(t - ~7 Y) dt, x<z< y, (5.7) 
is dt@%rentiable in t. In fact, for n > 0, (P/at”) q(x, t, y) is jointly continuous 
in (t, y) and goes to zero as t 1 0. If, in addition, we also have that 
(iii) limXI 0 @‘/ax) f (x, r) = lim,., f (x, r)/x and f (x, 5)/x is 
uniformly bounded in r then (a”/at”)[lim,I,(a+/ax) q(x, t, y)j is also jointly 
continuous in (t, y) and goes to zero as t 1 0. 
Proof. Using (ii) rewrite (5.7) as 
q(x, t, Y) = I,’ f (x, 5) I,;-’ f g(a, Y) da dz. 
Then the difference quotient, [q(x, t + h, y) - q(x, t, y)]/h with h > 0, can be 
expressed as the sum of (l/h) 1; f(x, r) ~~?~-’ (a/au) g(a, y) da dz and (l/h) 
J-i’” f(x, z) J;+h-’ (a/au) g(u, y) da dr. The second integral is bounded by 
(l/h) I:+” ] f (x, r)l dr It ](a/&) g(u, y)] da. Since f (x, .) is bounded, 
(i’” ] f (x, r)] ds/h remains bounded as h decreases. However, 
j-t @/au) g(u, y)] da -, 0 as h 1 0. Also, 
1 do --f & g(t - 5, Y) as h 1 0. 
Similar argument is valid for h < 0. Combining, (a/at) q(x, I, y) = 
j; f (x, T)(a/at) g(t - r, y) dz. Hence, by induction, 
$- 46, t, Y> = 1’ f (x, 7) $ g(t - 7, Y) dry x<z< y. (5.8) 
0 
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Coming to establish the joint continuity, observe that the difference 
[(P/at”) q(x, t + h, y + y’) - (P/W) q(x, t, y)] can be expressed as the 
sum of three terms, namely, Jg f(x, r) JS-’ (a” + 1/W’+ ‘)[ g(a, y + y’) - 
do, Y)] do dry 
g(o,y+ v'>dudr 
and 
jff’“f(X, t) jy -$ g(u,y+y’)duds. 
Remembering that (a”/W) g(t, y) is jointly continuous, tends to zero as 
f 10 and& .) is bounded, each of the terms can be arbitrarily small. Also, 
shows that (P/W’) q(x, t, y) = o(1) as t 10. From (5.7) one also has 
lim,~,@+/~x) 4(x, t, Y) = Ji 1 im, l,@‘/ax) f(x, r> g(t - r, Y) dr. The 
interchange is justified by (iii). As before, we have the representation 
-$, [jg $4(x, t, Y > ] = j; Fg -$ f(x, r) $ g(t - ~7 Y> dry (5.9) 
which is jointly continuous in (t, y) and goes to zero as t 1 0. 1 
Lemma 5.6 allows us to describe the boundary behaviour of the 
fundamental solution. 
LEMMA 5.10. If {0} is either absorbing or exit, then 
(9 l$ P(X, 1, Y) = 0; 
(ii) lii $- p(x, t, y) = ‘;1g p(X, 4 Y)/x > 0; 
(iii> u,(Y, J)MO, A) = ‘;Ig jam exp(-lt)[p(x, t, y)/x] dt 
= 
i 
m exp(-At)[l;lg P(X, t, Y)/xI dt 
0 
i 
a, 
= exp(-At) ~(6 Y) dt, 
0 
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where v(t, y) := lim, ,,(a +/ax) P(X, & Y); 
(iv) v(t, y) = jr @:(O ) 7, z) ; P(Z, t - 79 Y) d7, o<z<y, 
0 
where @:(O, 7, z) := lim,~,(a+/ax) @i(x, t, z). 
Proof (i) From Lemma 5.5(i) set n = 0 to obtain 
p(x,t,y)=~~~,(x,r,z)~p(z,t-7,y)dr. (5.11) 
Now let x 1 0 and use Lemma 5.3(i) to obtain the conclusion (i). The 
interchange is justified by (4.2)(ii) and (5.3)(ii). 
(ii) Remembering the properties of @r as stated in Lemma 5.3, we 
may apply Lemma 5.6 to (5.11) to obtain 
‘;‘i $ p(x, t, y) = !o’ I$ $ @,(x, 7, z) $ p(z, t - 7, y) ds 
= :l;l~{~~(x,t,z)/x}~p(z,t-7,y)d7 
I 
(5.12) 
= $-II j’ {Q~(x, 7, z>/x} ; P(G t - 7, Y> d7 
= l$ P(.? t, Y)lX. 
> 0. 
The strict inequality is from Table II. 
(iii) The first equality is from Lemma 3.6. Applying the convolution 
rule to (5.11) obtain, for x < z < y, 
I 
00 
ev(-At) P(X, t, Y) dt 
0 
= exp(-At) @i(x, t, z) dt ] [lam ew(-At) i P(G t, Y) dt 1. 
Thus 
I m exp(--At> g p(z, t, y) dt = Au,(z, A) QY, A), z < y. 0 
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We have used formulae (4.1) and (5.4). So from (5.12), via the convolution 
rule, obtain 
i 
al 
0 
exp(-W 1;1g { P(X, t, Y)/x} dt 
1^ 
cc 
= exp(-W 
0 
lim u,(x’L) ’ 
Xl0 X lu,(z, A> I 
[Ju,(z, J 
= U,(Y, ~)/uz(O, A>. 
} ; P(Z, t - r, Y> dr] dt 
1 U*(Y, A>1 
We have used Lemmas 3.4(i) and 3.6. The final equality is from part (ii) and 
the definition of v(t, y). 
(iv) This equality is obtained by applying Lemma 5.6 to relation 
(5.11). 1 
LEMMA 5.13. For every n > 0 and y > Ofixed, (a”/&“) @,(x, t, y) exists 
as a jointly continuous function of (t, x) E (0, 03) x (0, y) and as t 1 0, 
Similar result holds for @*(x, t, y) for x > y. 
Proof. This lemma, along with some additional statements, appears as 
Theorem 4.4 in McKean [ 1956, p. 5421. We will outline a proof for 
Q2(x, t, y) (x > y) for completeness only. For complete details, one should 
consult the above-mentioned reference. 
Let g(z, t, x) with z > y be the kernel corresponding to the given boundary 
condition at co and to regular absorbing boundary condition at y. Let Wi 
(i = 1, 2) be the corresponding eigenfunctions. Then, as in Breiman [ 1968, 
Theorem 16.691, [w,(x, A)/w,(y, A)] = E,[exp(-AT,)] = [U&G A)/u,(Y, A)], 
y < x, where T,, denotes the first passage time to y. Then, as in Lemma 3.6, 
w: (y, A) w,(y, A) = 1. Similarly, as in Lemma 5.lO(iii), for y < z < x, 
I 
co 
0 
exp(-At) ‘;E $ g(z, t, x) dt 
= Wf(Y, A) W*(& A) = wz(x, A)/W,(Y, n) 
= u2(x, ~)/u~(Y, A) = ,fom exp(--At) d@,(x, t, Y). 
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Taking the inverse transform, 
@*(x, 4 Y) = J-i !‘E $ g(z, u, x) do, y<z<x. (5.14) 
Let Vi (i = 1,2) be the auxiliary functions associated with the process 
restricted to (y, co). Then, as in Lemma S.lO(iv), for y < z < u < x, one has 
This representation shows, because of results similar to Lemma 5.6, that 
WW Pimz~y@ + /W g( z, CT, x)] is jointly continuous in (a, x) and goes to 
zero as u 1 0. Because of equality (5.14) conclusion follows. 1 
LEMMA 5.15. Assume (0) is either regular-absorbing or exit. Denote 
@:(o, t, Y) := l$ g @1(x, t, y) and @2(Y, t, 0) := l;lr(: @*(Y, t, x). 
Then: 
(i) (a/at) @ :(O, t, y) is jointly continuous in (t, y) and goes to zero 
as t 1 0. 
(ii) G2( y, t, 0) exists as a jointly continuous function in (t, y) ahd 
goes to zero as t 1 0. 
(iii) (P/W) Q2( y, t, 0) = 1: @t(O, r, z)(8’/#‘) p(z, t - 5, y) dr, 0 < 
z < y, n = 0, I, 2 ,... . 
(iv) t --) lim, l0 Qp2( y, t, 0) is monotone and lim, lo GZ( y, t, 0) = 1. 
(v) y -+ Q2( y, t, 0) is convex, decreasing on (0, 00). 
Proof: (i) For x < z < y, one has the convolution representation 
= ‘~,(x,r,z)~cP,(z,t-r,y)dr. I 0 
The last equality is obtained by integration by parts and using Lemma 5.13. 
Hence by Lemmas 5.6 and 5.1(i) we have the desired conclusion. 
(ii) We begin by showing that Q2( y, t, a) is increasing on (0, y). For 
x < z < y, the convolution representation 
@z(y, t, x> = I:; @z(y, u, z) @&, t - u, x) da 
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gives, as @*(z, a, x) < 1, the desired monotonicity of Q2(y, t, .). Thus, by the 
bounded convergence theorem, 
I 
t 
Qz(y, 1, 0) = lim 
xl0 0 
@*(z, 0, x) $ @2(Y, t - 0, z) da 
= I ’ @z(z, 070) $ @?(y, f - u, z) do. 0 
Since @*(z, u, 0) < 1, using Lemma 5.6 along with Lemma 5.13 we have the 
desired conclusion. 
(iii) Using the monotonicity of Q2(y, t, .), obtain 
u2ty, ~)/PuAO, A)1 = l$ lom exp(-W WY, t, x> dt 
= I O” exp(-lt) Qp,(y, t, 0) df. 0 
But the Laplace transform of the continuous function (in t) (t @:(O, r, z) 
JI(Z, t - r, y) dr (0 < z < y) is, by the convolution rule, [u : (0, A) u,( y, 2)/i ], 
which, by Lemma 3.6, equals u,(y, ,I)/[Iu,(O, A)]. By the continuity of 
@Jy, ., 0) established in (ii) the conclusion follows for n = 0. Then proceed 
as in Lemma 5.6. 
(iv) Remembering that y -+ @r(y, t, x) is decreasing on (x, co), obtain, 
by letting x 10, that y --+ @*(y, t, 0) is decreasing on (0, co). Also t + 
Q2(y, t, x) is monotone implies t + lim, lo @*(y, t, 0) is monotone. Then the 
equality 
I O” exp(-At) @*(O, t, 0) dt = l$ Ul(Y, ~)/[W@ l>l= l/k* 0 
and the fact that @*(O, t, 0) := lim,lo Q2(y, t, 0) < 1 give @*(O, t, 0) = 1 
(a.s. dt). But @,(O, t, 0) is monotone in t, hence the result. 
(v) Recall y + @*(y, t, x) is convex, decreasing on (x, co) and x --) 
@*(y, t, x) is increasing on (0, y). Fix a, u > 0. Then for E > 0, one can find 
z > 0 such that (a) z < min(u, v); (b) @*(a, t, z) Q @*(u, t, 0) + E; and 
(c) @*(u, t, z) < @*(u, t, 0) + E. Hence 
@,[A24 + (1 - n>v, t, O] < @,[Lu + (1 - n)u, t, z] 
s A@,(& t, z) + (1 - 1) @,(h t, z) 
< A@,@, t, 0) + (1 - n> @*(21, t, 0) + E. 
Since E is arbitrary, this completes the proof. 1 
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6. PROOF OF THE MAIN RESULTS 
Proof of I. Set n = 0 to the equality (5.5)(i) and apply Lemma 5.6 to 
obtain 
1;1i ; p(x, t, y) ] = j’ @ : (0, r, z> $ P(Z, t - ~3 Y> dr> o<x<z<y. 
0 
But the left-hand side equals v(t, y). See (5.1O)(iv). Now applying 
Lemma 5.6 obtain the desired conclusion and the representation 
nil 
~v(t,y)=f@x4?J)~ P(Z, t - r, Y> dr, It = 0, 1, 2 )...) 
0 
(6.1) 
where @: (0, r, z) := lim, ,,(a’ /ax) @,(x, r, z). [ 
Proof of II. We know from Lemma 5.15 that 
I m exp(-At> Qb2(y, t, 0) dt =u,(Y, A)/[Au2(0, A)]. 0 
Also, t -P GZ(y, t, 0) is monotone, differentiable and goes to zero as t 1 0. 
Hence, integrating by parts, 
I 
m 
exp(-lt) d@,(y, t, 0) = 
0 
z2jtti = E,[exp(-AT,)], 
2 3 
where To := first passage time to (0). The last equality is from Breiman 
[ 1968, Theorem 16.691. Taking the inverse transform, ~?~(y, t, 0) = 
P,[To < t]. But from Lemma 5.15(iii), 
$ @2( Y, t, 0) = ,f ’ @: (0, z, z) $ p(z, t - 5, y) dz = v(t, Y). 
0 
The last equality is from (5.1O)(iv). 
As the fundamental solution satisfies the evolution equation, (4.2)(iii), 
v(t, Y) = J-l @p:(O ,qz)ddp(z,t--t,y)ds 
0 dm dy 
=4dl’~:(O,r,z)p(z,t-r, y)dz 
dm dy o 
= -& f @z(Y, t, 0). 
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Combining (4.2)(ii) and (iii), we know that (d/dm)(d/dy) p(z, t, y) and 
p(z, t, y) are jointly continuous in (t, y). Also from Lemma 5.15(i), 
@:(O, r, z) is continuous in r. These facts allow us to make the above 
interchange. The last equality is from (5.15)(iii). This completes the 
proof. I 
Proof of (III). From (6.1), 
(-+$)“[$P(ZJ-LY)] dr 
6:(0,r,z)~p(z,t-r,y)dr 
n v(t, y). 
Justifications are as in the proof of II. 1 
Remark 6.2. We have established (an/W) a2( y, t, 0) = ((d/dm)(d/dy))” 
Q2( y, t, 0). This is an extension of Theorem 4.4 in McKean [ 1956, p. 5421, 
where the equality (an/W) @*(y, t, x) = ((d/dm)(d/dy))” Q2( y, t, x) is shown 
to hold for y > x with regular absorbing boundary condition at x. 
For the proof of (IV), we need the following 
LEMMA 6.3. The map t + I,” v(t, z)p(z, s, y) m(dz) is continuous for 
t > 0. 
Proof. Let t E [tl, t2] c (0, co). Choose (xi, x2) c (0, oo). For z > x2 
and x E (x,, x2), Lemma 5.1O(iv) gives 
v(t,z)=f@;(o, 
0 
u, x) 4 p(x, t - u, z) da. 
Now remembering Lemma 5.15(i) and integrating by parts obtain 
v(t, z) = 1; g CD f (0, t - u, x) p(x, u, z) da. 
FELLER DIFFUSIONS AND DOOB’S TRANSFORMATION 459 
Again using Lemma 5.15(i), sup{](8/&) @:(O, 5,x)(: t, < t ,< t2} < co. Thus 
for z>x*, Iv(f,z)l~suP{l(a/a~)~:(o,z,x>l:tl~~~t,}S::p(~,o,z)~~. 
Using the Chapman-Klomogorov equation (i.e., (4.2)(v)) and Fubini, we 
conclude by the Weierstrass M-test that jz v(t, z) p(z, s, y) m(dz) converges 
uniformly on [ti, t,]. Thus t + I,“, v(t, z) p(z, s, y) m(dz) is continuous. 
For z E [x,, x2], dominate v(t, z) by sup(v(t, z): (t, z) E [t,, f2] x [x~,x~]}, 
which is finite because of statement (I). Thus I:: v(t, z) p(z, s, y) m(dz) is 
continuous in t. 
Finally, for 0 < z < x,, we establish ]:I v(t, z) p(z, s, y) m(dz) is 
continuous in t by showing that lim,i, Ii v(t, z) p(z, s, y) m(dz) = 0 
uniformly on [t,, t2], 
II 
g P(Z, s, Y) : 0 < z < XI 
I, 
E 
-G sup rv(t, z) m(dz). 
0 
It is known that (a+/az) p(z, s, y) is continuous for z E (0, x,] and has a 
limit, namely, vts, Y), as z 1 0. Thus it suffices to establish 
lirn,i* IS zv(f, z) m(dz) = 0 unitiormly on [tr , 12]. Also, from (II), v(t, z) = 
(d/dm)(d/dz) @*(z, t, 0). Thus 
je zv(t, 2) m(dz) = j;z$ $ [@*(z, 1, O)] m(dz) 
0 
= czd@:(z, t,O) s 0 
= &@:(&, t, 0) - $T& z@:(z, t,O) - jh:(z, t,O) dz 
0 
= &@:(&, t, 0) + 1 - Qz(&, t, 0). 
Remembering @*(a, t, 0) is convex decreasing and @*(O, t, 0) = 1 (Lemma 
5.15(iv),(v)), note, using (3.3)(iv) and (v), that z ]@:(z, t, O)] < 1 - 
@*(z, GO). Thus lim z lo z ( @P:(z, t, O)( = 0. Hence li zv(t, z) m(dz) < 
2[ 1 - Qz(s, t, O)]. But 1 - @*(E, t, 0) is continuous in t for every E > 0 and 
for fixed t goes to zero as E 10 (Lemma 5.15(iv)). Thus by Dini’s theorem 
~&o;y;(t, ;’ mtdz) = 0 uniformly on [t,, t,]. This concludes the proof of 
. . 
Proof of (IV). Since v(t, JJ) can be expressed as lim, Lo p(x, t, y)/x 
(Lemma 5.1O(ii)), applying Fatou’s lemma to the Chapman-Kolmogorov 
equation for p(x, t + s, y) we have, for t, s > 0, 
vtt + s9 Y) - jom v(t, z) P(Z, & Y) m(dz) > 0. (6.4) 
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Similarly, from the Chapman-Kolmogorov equation using Fubini, 
5 
m 
exp(-dt) p(x, t + s, y) dt 
0 
= j; G(x, 4 z> P(Z, s, Y) m(dz) + jm Gtx, A z> P(Z, s, Y> Wz) 
x 
= j; Qz, A> u,(x, A> P(Z, s, Y> Wz) + jm G(x, 4 z) I@, s, Y) Wz) 
x 
& jx u,(x, A) uz(z, A) I+, s, Y) mtdz) +jm W-G 4 z) P(Z, sv > Ndz) 
0 x 
= 1  ^O” u,(x, A> W, A) P(Z, s, v> Wz). 0 
To obtain the inequality, remember that u,(., A) is strictly increasing while 
z+(., A) is strictly decreasing (3.2). Hence, using Fatou’s lemma, 
joa exp(-At) v(t + s, y) dt < u:(O, A) jam Qz, A) ~(z, S, V) m(dz) 
= jam exp(-At) 1 joa v(t, z) P(Z, 8, Y) m(dr)t dt. 
The equality is from Lemma 5.lO(iii). So combining with (6.4) get 
Jam exp(-At)[v(t + s, y) - Jam v(t, z) p(z, S, Y) m(dz)l dt = 0 
Taking the inverse transform the conclusion follows since both v(t, JJ) and 
lp v(t, z) p(z, s, v) m(dz) are continuous in t. See statement (I) and 
Lemma 6.3. m 
Proof of(V). Given a diffusion on its natural scale over the state space 
(0, co), the associated h-path process is defined by the transition function 
given by 
4(x, t, &I = $ P(X, t, Y> N.Q), x, y, t > 0. 
The proof that q(x, t, dy) does indeed define a diffusion could be adapted 
from the paper of Doob [ 19571, which, however, deals with the Brownian 
motion. But a similar transformation has also been used by Feller [ 1957, 
p. 471, footnote] to relate the behaviours at a regular absorbing or an exit 
boundary to an entrance boundary. 
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From the assumption that the right boundary at { 03 } is natural, we first 
establish 
A jm exp(-At) 1" YP(X, t, y) m(dy) dt = x, 0 0 
exp(-At) P(X, t, Y> dt m(dy) I 
= A ja yG(x, 4 Y) m(&) 0 
= 1 j; YU,(Y, A) dx, A> WY) + A j” YU,(X, A> dy, A) WY) 
I 
= G-G A> jxY%(Y, 1) WY) + u,(xv 1) ja: Y&(Y, A) ddy) 
0 x 
=U2(x,~)jXyd~:(y.~)+~I(X,~)jmydu;(y.~) 0 x 
For a natural boundary at {co ), lim, ta u2( y, A) = 0. See Table I. Also from 
Lemma 3.4, lim, , o. yu: ( y, A) = 0. Hence 
A j” exp(W) jm YP(X, t, Y> dt m(b) 0 0 
= x{u*(x, A) u:(x, A) - uC(x, A) u,(x, A)} =x. 
The last equality follows from the Wronskian identity (3.5). As 
k’ YP(X, t, Y) m(dy) is a positive function oft, using the theorem on 
uniqueness of Laplace transforms of measures [Feller, 1971, p. 4321, obtain 
I 
03 
YP(X, t, Y> WY) = x (a.s. dt). 0 (6.5 > 
Note that the left-hand side of (6.5) is lower semi-continuous in t. Then 
{t: l? yp(x, t, y) m(dy) > x} is open. Unless this set is empty, we have a 
contradiction to (6.5). Thus for t > 0, 
I 
co 
YP(X, t, Y) m(dy) < x. (6.6) 0 
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We now establish 
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I 
co 
YV(f, Y) WY) = 1 (as. dt). (6.7) 
0 
Taking the Laplace transform of the left-hand side of the above and using 
Lemma 5.lO(iii), 
jrn exp(--At) jm yv(t, Y> m(dy) dt 
0 0 
+--f u,(Y, A)] Wy)lMO~ A)] 
But if (co} is natural, 0 = lim,tm uz(y,l). See Table I. Also from 
Lemma 3.4, lim, lo yu:(y, A) = 0 = lim, Trn yu: (y, A). Thus (p exp(-lt) 
[Jo” yv(t, y) m(dy)] dt = l/k. Noting that t + Jr yv(t, y) m(dy) is positive, 
obtain (6.7). But 
jm yv(t + s, y) m(dy) = jom Y jam v(t, x) Ax, s, Y) m(dx) m(dy) 
0 
= jo* V(f,X) joa YP(X, sv Y) +b) Wx) 
< I O” xv@, x) m(dx). 0 
The inequality is obtained using (6.6). This implies that (6.7) holds for 
all t. I 
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