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1. INTRODUCTION 
The method of averaging is an important tool in the rigorous study of 
differential equations with a small parameter. Since the publication of the 
now classic book by Bogoliubov and Mitropolskii [S] the literature on 
averaging has grown immensely, most of which is not relevant here. For 
historical and bibliographical information, the interested reader is referred 
to the recent books by Sanders and Verhulst [ 171 and by Lochak and 
Meunier [ 111; both books include interesting applications, and the latter 
work focuses on applications of multiple-phase averaging techniques to 
topics in mathematical physics. 
In this paper, we develop an improved theory of single-phase, Nth order 
averaging for N3 2 under smoothness hypotheses that are probably close to 
minimal. The theory applies to an initial-value problem (IVP) of the type 
(1.1) 
wheres>Oisasmallparameter, tER+=[O,30),.yER”,f:~cUxR+ x 
R, -+R”, and i’ E U, an arbitrary open set in R” in which the solution 
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remains for the t, E values of interest. Moreover, f is sufficiently smooth in 
X, E so that it can be written in the form 
IV 
f(x, t, E) = c &j-l fi(x, t) + K” r,v(.x-, t, E), (1.2) 
i= I 
where each f, is locally ?c-Lipschitz on U x R + and l-periodic in t, and r,w 
is bounded on sets K x R + x [0, cK] c 9, where Kc U is compact and Ed 
is a positive constant which may depend on K. The precise conditions are 
given in (A), (B), and (C) of Section 3. 
Our Nth order averaging theory of periodic systems of type ( 1.1) leads 
to the most general results of its kind presently known. Furthermore, it can 
be extended to a very general class of aperiodic systems ( 1.1 ), as will be 
discussed in a future publication [16]. 
Henceforth in this paper, N is fixed and 22 unless an explicit statement 
to the contrary is made. 
At its heart, averaging is a transformation procedure which leads to a 
systematic perturbation expansion in E based on an autonomous system. 
The goal of this method is to understand certain classes of motions defined 
by the exact system (1.1) in terms of motions defined by the autonomous 
system. Here we focus on an approximation theorem relating exact and 
approximate solutions. Properties of solutions of ( 1.1) are not assumed. In 
fact, existence of a unique solution x( t, E) of ( 1.1) over large time intervals 
as well as the approximation theorem will be a consequence of our 
analysis. The essential ingredients of our approach are as follows. We look 
for an autonomous IVP 
$= % Ei V,(c), 
,=I 
.Y - I 
u(O, E) = 5-t x E’ Fyi((), 
i=l 
with a unique solution ~',~(t, E) and a near-identity transformation 
w=u+ c &‘Pi(U, t)%+A,(v, t,&), 
r=l 
which for L’= tj,Jt, E) transforms (1.3) into the IVP 
dr=i;, E’f,(W, t)+&‘Vg,(o,, t)+&~“+‘hN(L~ .,,, t, E), 
M’(0, E) = 4 + E” c(,,((. E), 
(1.3a) 
(1.3b) 
(1.4) 
(1Sa) 
(1Sb) 
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which is close in form to (1.1) (1.2). We anticipate that this closeness will 
lead to rt’,(t, E) being a good approximation to .u(t, E), where ~.,,v(t, E) is the 
value of H’ in (1.4) for t’ = I’~( t, E). We require each Pi and g, to be l-periodic 
in t with g, being of zero t-mean. By this requirement and Eqs. (1.3)-( 1.5) 
one arrives heuristically at expressions which, in particular, determine each 
Pi(l), I) up to an additive function of LJ. Once these additive functions are 
chosen, these expressions determine the functions Vi, g,M, hv:, vi, and c(, 
uniquely. The flexibility in the definition of each Pi can be used to develop 
a normal-form structure for the V,‘s in a specific problem; however, this 
will not be pursued here. 
Let T be any positive constant < T, = T,(t), where [0, T,) is the maximal 
right interval of existence in U of the IVP 
du 
- = V,(u), dT 
u(0) = 5, (1.6) 
where V, is locally Lipschitz in U under our assumptions (see Section 3). 
Our main result is that I/.u(~, E) - )cJz, .s)ll = O(E”), uniformly for 
t E [0, T/E] as ~10, under smoothness conditions on the fi’s which are 
probably close to minimal (eachf, is required to have a Frechet derivative 
of order N - i with respect to ,Y which is locally .u-Lipschitz on U x R + ). 
This result is stated as Theorem 1 of Section 3. The presence of the periodic 
function of zero-mean, g,, in (1.5a) is essential in proving this estimate 
under these conditions. To see that the above error estimate is to be 
expected, subtract ( 1.5) from ( 1.1 ), integrate and use ( 1.2) to find 
6 ~‘%,v(t, &)I1 + f 2s’ Ilfi(-4s E), s) -fiO+,:b, EL s)ll ds 
r=l 0 
+ E” g,v(o,w(s, &),~)ds Ilhd~~,b, E), s, E)ll ds 
+ E.N+ I 
s 
’ II~.v(-4% Eh $7 &)ll. 
0 
Since u,.J t, E), defined by (1.3), is a slowly varying function of t and g,v(v, t) 
has zero f-mean, ills g,v(u,(s, E), s) dsll = 0(&t+ 1). Furthermore, assuming 
that on appropriate regions ~l,~, A,,,, rJv are bounded and the fjfi’s are 
?c-Lipschitz, we obtain 
II*46 E) - “iv(4 &)I1 
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where Jz“~ and 9, are positive constants. An application of Gronwall’s 
inequality gives 
5’ - I 
Ilx(t, E) - rr,Jt, &)/I < cHN~,Y (1 + st) exp g,v 
( > 
igo 2 Et, (1.8) 
which entails the above result, if all this heuristic reasoning can be justified 
for 0 < t 6 T/E when E > 0 is small enough. The main thrust of this paper is 
to make rigorous the above argument under rather weak conditions on the 
.L’s. We will then have a systematic perturbation expansion, (1.4), of solu- 
tions of the nonautonomous problem ( l.l), complete with error bounds, 
based on solutions of the autonomous problem (1.3). 
The guiding solution, u(r), introduced by Perko [ 14, 151 and defined by 
(1.6), as well as the fact that ~~~~~ satisfies the IVP (1.5) will play a central 
role in our method of proof. The continuation theorem assures us that u(r) 
approaches the boundary of U as T t T, and another use of the continua- 
tion theorem will give existence of the solution of (1.1) on [0, T/E]. This is 
an important practical point, which seems to have been overlooked in pre- 
vious work, in that it optimizes the time interval of application of the 
approximation, not in terms of the asymptotic 0( l/s) result but in terms of 
the order constant T. Because of our minimal conditions )I’.~ may only 
satisfy (1.5a) for almost every t E [0, T/E]. The transformation procedure 
outlined above differs from the more natural approach where the exact 
problem (1.1) is transformed to a perturbation of an autonomous system 
such as (1.3). Our approach has the advantage of allowing a direct com- 
parison of the exact solution I and the approximate solution M’,~ as well as 
avoiding an inversion of the transformation and thus the use of the implicit 
function theorem. While these two points are convenient but not necessary 
in the ordinary differential equation case presented here, they are of major 
importance in the extension of averaging to partial differential equations 
by Ben Lemlih and Ellison [2, 33, where the inversion problem involves 
inverting unbounded operators. 
The first authors to give a systematic treatment of Nth order averaging 
of systems (1.1) appear to be Zabreiko and Ledovskaja [ 181, whose work 
is based on that of Krasnosel’skii and Krein [lo] on first order averaging. 
In [ 181, conditions are imposed on the pi’s rather than directly on thefi’s, 
and under these and other conditions asymptotic results are asserted 
(without proof) to hold over E -‘-time intervals. The paper of Zabreiko and 
Ledovskaja was criticized incisively by Perko [14], who pointed out an 
error therein concerning its applicability to almost periodic systems of 
type (1.1). At any rate, for periodic systems of this type, such indirect con- 
ditions for Nth order averaging are neither warranted nor desirable. 
Perko’s work [ 14, 151 on higher order averaging for such periodic systems 
is closest in spirit to the present paper, but differs from it significantly in 
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assumptions and methodology. In particular, in [14] and [ 151, stronger 
smoothness assumptions than ours are imposed on f in ( 1.1) as well as the 
severe and unnecessary condition that U be convex. Nevertheless and as far 
as we know, [ 141 and [ 151 are the first studies of Nth order averaging for 
periodic systems which are both rigorous and useful in applications. 
Reference [ 141 also discusses Nth order averaging for a class of quasi- 
periodic systems. 
A different approach to first and higher order averaging was inaugurated 
by an interesting paper of Besjes [4], which influenced Dutch mathe- 
maticians working on the subject [ 17, Chap. 33. Besjes treated both peri- 
odic and aperiodic ODE systems. A version of Lemma 1 of [4] has been 
used in the present paper (see Lemma 5, Section 4.2). In [4], the smooth- 
ness conditions for second order averaging are similar to, but stronger than 
Perko’s, and a theory of Nth order averaging of periodic systems is 
sketched without a detailed statement of the relevant hypotheses. 
An interesting theory of first and second order averaging for periodic 
and aperiodic systems (1.1) was discussed recently by Sanders and 
Verhulst [ 173 using ideas of Eckhaus [S]. In the periodic case for N= 2, 
its main merit is that it imposes weaker smoothness conditions on f,,f? 
than those assumed in previous treatments. In this special case, our 
hypotheses are essentially the same as theirs and our results are more 
satisfactory. Their principal averaging theorems for N = 2 in the periodic 
and aperiodic cases ( [ 171, Theorems 3.51 and 3.4.6, respectively) assert 
that iuZ(t, E) approximates .u(t, E) over time intervals of the form [0, T*/E] 
in the limit E JO, the approximation being of the usual s2 order in the peri- 
odic case. However, these authors do not obtain estimates relating these 
intervals to the maximal forward intervals of existence of the solutions of 
the corresponding averaged IVP’s, as is done here and in [14]. Such 
estimates could presumably be obtained by combining their methods with 
methods discussed in Section 4.2. A more careful mathematical treatment is 
needed to make their work completely rigorous for N = 2, as well as to 
construct a mathematically precise averaging theory for arbitrary N 2 2 
along the lines advocated in [ 171. 
The organization of this paper is as follows. In Section 2, we construct 
the Nth order averaging approximations to (1.1) at a formal level. In 
Section 3, we precisely state our hypotheses and main result-Theorem 1. 
The principal goal of Section 4 is to prove Theorem 1. This is effected in 
Section 4.2 using lemmas proved in Sections 4.1 and 4.2. 
In Sections 3 and 4, absolute continuity and various measure and 
integration technicalities of a classical nature play important roles; these 
ideas are needed because of the weakness of our smoothness hypotheses. 
The reader who is not particularly interested in these technicalities, or who 
simply wishes to understand the main thrust of this paper before delving 
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into them, may find Remarks (3) and (4) to Theorem 1 to be helpful (see 
Section 3). The former remark is devoted to proving Theorem 1 in the 
case N= 1, where the notational and other complications occurring in the 
proof for general N > 2 are absent. In the latter remark, we discuss how the 
task of proving Theorem 1 for N> 2 is considerably simplified by a 
relatively modest strengthening of the relevant smoothness hypotheses. 
The method of averaging is important in the study of particle motions in 
crystals ( [7]). In a subsequent paper, we will apply our Nth order averag- 
ing method to give a definitive treatment of the axial channeling continuum 
model [7] which is important for understanding a special class of these 
motions. In this application, U is a nonconvex open set which is multiply- 
connected. 
We thank the reviewer of this paper for useful remarks. These included 
the suggestion that it would be helpful to mention the simplifications intro- 
duced in the arguments of Section 4 by making stronger smoothness 
assumptions. 
2. FORMAL CONSTRUCTION OF THE NTH ORDER 
AVERAGING APPROXIMATION 
To determine equations for the Vi’s, Pi’s, g,V, and h,,, in (1.3)-( 1.5), we 
differentiate (1.4) along the solutions of (1.3), insert the result into (1.5a), 
expand in powers of E and equate coefficients of E’ for i = 1, . . . . N. The 
remaining terms, which are formally O(.?+ ‘), define h,V. 
Before proceeding, we collect a few elementary results from calculus 
which are necessary for the above construction and the following analysis 
and which will also enable us to avoid Perko’s assumption [ 14, 151 that 
the open set U (see Section 1) is convex. It is convenient to use the nota- 
tion D; for the qth derivative with respect to its pth (vector or scalar) 
argument. In what follows, derivatives will always be understood in the 
sense of Frechet. If q = 1 we may suppress the superscript and if there is 
only one argument we may suppress the subscript. 
A standard problem in perturbation theory, which will arise in our 
analysis in two ways, is to expand the values U(E) =f( g(s)) of a composite 
function in powers of a perturbation parameter E. Here f is in C”‘(0) with 
values in R”, for some m 20, n >, 1, and some open subset 0 c R”, and 
g: R + R” is a power series, g(s) = Cj&gksk, with a finite number of 
nonzero terms such that g(J) c C? for some open interval Jc R. Hence u is 
c” on J and therefore 
U(E) = f i- DkU(0) Ek + Em + ‘P(F), 
k=,,k! 
(2.la) 
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for 0 6 E < so, where so is a positive constant such that [0, so] c J and 
I ’ 
&P(&)=@- l)! I (1 -+r)“~- ’ [D?.4(&?‘) - D’%(O)] &, (2.lb) o 
with D”u = u. Hence if D%(E) is Lipschitz on (0, so] with constant L, then 
11 p(s)11 d L/(nz + 1 )! at each such E and we refer to (2.1) as the Lipschitz 
form of Taylor’s formula. Using formula A of Fraenkel [9, p. 1611, it is 
easy to show that’ 
=Z,n,! .Lr! D”f(g(4)‘(g;:(E), . . ..gnk.(4) (2.2) 
for 0 d E d so, 1 d k <m, m 2 1, where B,, . . . . /I, are positive integers 
and where the latter sum is taken over all partitions n(k) of k, 
k=n,k, + ... +n,k,. Here the k;s and ni’s are positive integers such that 
O<k,< .‘. <k, and n=n,+ ... +n,, and g;(.s)=(gp(s),...,gp(s)) (q 
components), with gP(s) = ( l/p!)(dpg(s)/dsp). Recall that if h: Q + R” is 1 
times Frtchet-differentiable, then D’h(x) can be identified (within isometric 
isomorphism) with an I-linear operator from R” x . . . x R” = R”’ into R”. 
To begin the formal construction we note that if eachf,(o, t) (i = 1, . . . . N) 
in Eq. ( 1.2) is sufficiently smooth in v for (u, t) E U x R + , we can use (2.1) 
and (2.2) to expand every fi(rl; t) (1 G id N) in powers of E: 
.fi(,1’, t) =f;(a + d,,r(Ll, I, E), t) 
=.f,(k t)+ c Ekfjk(u, t)+L+‘+‘p,(L!, f,&), (2.3a) 
k=l 
where 
, D;fi(u, t). (P;t; (~7, t), .. . . P’$(u, t)), (2.3b) 
r. 
for 1 < i < N- 1, 1 <k < N-i, the sum in (2.3a) being defined as zero for 
i = N, and it being supposed that c and u + LI,~(o, t, E) are in U. Here 
p;(u, t,&)=p(E) for the case u(E)=~,(w, t),m= N-i(1 <i<N) in Eq. (2.1). 
Here and subsequently, v, t are considered as independent variables. 
’ In the excellent research paper [9], published in 1978, one finds the surprising statement 
that the author ,was unable to find explicit formulas in the mathematical literature for 
arbitrary-order derivatives of compositions of differentiable vector functions. See [9] and 
[ 131 for bibliographical comments on the matter; see also [I]. 
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Following the procedure outlined in the first paragraph of this section, 
the equations defining the V,‘s, Pi’s, g,\, and Iz,~ can be written 
V,(u) + QL(u, I) = F;(u, t), 16i<N, (2.4a) 
,v .- 2 ,A- I N 
h.Y(&4&)’ c Ek c D,P,(~,~).~,+,+,~,(o)- 1 PK(t’,bE), 
k=O I=k+ I k=l 
(2.4b) 
where 
Q,(u, t) = 
D2pi(z’* 09 l<i<N--I, 
-g,v(u, t), i=N, 
and 
(2.5) 
f, (h t), i= 1, 
F,(u, t)= 
i- I 
fi(h t)+ c { .fk.r=k(u, t)-DIPk(uy f)’ vjek(u)}, 2<i<N. 
k=l 
(2.6) 
An important part of our proof of the averaging theorem is to use the 
Lipschitz form of Taylor’s formula to show that the p;s are bounded 
functions of E, i.e., that the remainder in (2.3a) is O(E”-‘+‘). 
Before extracting the K’s, pi’s, and g, from (2.4a) we define the mean 
and oscillating parts of a function h(x, t) from U x R + into R” which is 
l-periodic and locally integrable in t on R + = [0, lx ) by 
h(x) = !” /z(s, t) dt, 
0 
(2.7a 
and 
respectively. 
h(x, t) = h(x, t) -h(x), (2.7b 
We now require that Pi(u, t), i= 1, . . . . N- 1 be l-periodic in t (without 
this requirement the error analysis will not go through). so that D, Pi(u, t) 
is of zero mean in t. If we also require that g,(o, t) be of zero mean in t, 
we find formally from (2.4a) that 
V;(u) = Fi(U), i = 1, . . . . N, (2.8a) 
Pi(z), ~)=~~~~(v,s)ds+p~(u), i= 1 , . . . . N- 1, (2.8b) 
0 
g,~(u,‘f) = - F,(u, t). (2.8~) 
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Equations (2.4a), (2.5), (2.6), (2.8a), and (2.8b) define the e’s, pi’s, and y’s 
inductively. The reason for the name Nth order averaging is now apparent 
since the N Vi’s are determined by a time average. The pi’s, which are 
functions of integration on which we will impose certain smoothness condi- 
tions, give rise to an interesting normal form question. Namely, can the p,‘s 
be determined to simplify the q.‘s. This will not be pursued in this paper. 
We simply note that a resonance type problem appears if one attempts to 
choose p, so that V, = 0. 
We next determine the initial conditions on the averaged and 
approximate IVP’s, given by (1.3) and (1.5) respectively. Using IZ’JO, E) = 
~‘~~(0, E) + xy=;’ E~P,(L~,JO, E), 0), (1.3b) and (1.5b), and assuming that 
Pi( ., 0) (i= 1, . . . . N) is sufficiently smooth and that tj,JO, E) is in its 
domain, we obtain by (1.3b), (1.5b), (2.1), and (2.2): 
- P, (5, Oh i= 1, 
vi(r) = 
i 
(2.9a) 
r-l 
-pi(5, O)b C Pk.;-k(5), l<i<N-1, N>,3, 
k=l 
N I 
@,,(4, E) = 1 a,(L E), (2.9b) 
k=l 
where 
pk.,(r)= 1 l nk, ! . . . nk, ! 0;’ PAL 0). h:;w, ..., v::(5)) (2.10) n(k) 
for l<kGN-2, ldl<N-1, N>3,andwherea,(<,E)(l<kQN-l)is 
P(E) for the case U(E)= Pk(uN(O, E), 0), m= N-k- 1. 
The formal construction of the averaged and approximate problems is 
now complete. In summary, the Nth order averaging approximation 1~ to 
x is given by (1.3) and (1.4), where the Pi’s, VI’s, and q,‘s are given 
by (2.8) and (2.9). The differential equation for MI given in Eq. (1.5a), while 
not necessary for defining the approximation, will play a central role in the 
error analysis. 
3. STATEMENT OF ASSUMPTIONS AND MAIN RESULT 
In order to state our assumptions, we need to define two classes of 
functions. 
DEFINITION. Let k be a positive integer and CC c R” an open set. Denote 
by B’(8) the class of functions g: I![” -+ R” for which Dkp ‘g(-lr) exists and 
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is locally Lipschitz on 8 (Dog = g). Denote by P’(c) the class of 
functions h: C x R + -+ R” such that h(s, t) is l-periodic and measurable 
in I at each x E 0, D’;- ’ k(x, t) exists and is locally x-Lipschitz on (6 x R + , 
and D-{ h(x, t) is locally bounded thereon for j = 0, . . . . k - 1 (Dyh = h). 
Remarks. (1) Measurability and integrability will be understood in 
the Lebesgue sense. Needless to say, R”-valued functions will be termed 
measurable, integrable, or absolutely continuous if each of their com- 
ponents possess these respective properties. Another approach would be to 
use the Bochner integral. 
(2) Let g: (5 x R + + R” be such that g(x, t) is periodic in t at each 
x E 0 and D-{g(.u, t) exists on t x R + for some j > 0. To say that D{ g (x, t ) 
is locally x-Lipschitz on 6 x R + means that for each (x, t) E c x R + there 
is a neighborhood of (s, t) in Cfl x R + on which D{ g(r, t) is x-Lipschitz. If, 
in addition, Dj g(x, t) is locally bounded, then it is x-Lipschitz on each 
compact subset of P x R + and, by the periodicity of g, is x-Lipschitz on 
each KxR,, where Kc lfi is compact. 
(3) If g E #(P ) for some k 2 1, then Djg is locally Lipschitz and 
locally bounded on 6 for 0 <jG k- 1. If h E@(P), then each D{ h(.u, r) 
(0 <j 6 k - 1) is locally x-Lipschitz and locally bounded on I!? x R + . 
(4) .~“(P)x&(L~) and @(P)I#(@) for 1 <k,<l. 
Let U c R” be open. Henceforth we will fix N >, 2 (except in the discussion 
of the case N= 1 in Remark (3) to Theorem 1) and will assume that the 
functionf in (1.2) and each of the functions p, satisfy the following 
conditions: 
(A) f: 9 + R”, where &@ c U x R + x R + such that for each compact 
Kc U there exists an Ed > 0 such that K x R + x [0, Ed] c 9. Moreover, 
f(x, r, E) is continuous in (x, t) on G@ and x-Lipschitz on each 
KxR, x [O,E~]. 
(B) f has the form (1.2), where eachf,: UxR, +R” is in 
PPifl(U)(l <i<N) and Y,~. . 5? + R” is bounded on each of the above 
subsets K x R + x (0, Ed]. 
(C) For 1 <i<N- 1, ~,E%?“~~+‘(U). 
Remarks. (1) By (A) and (B), each fi( 1 <i< N) is continuous in 
(x,t) on UxR,. 
(2) Note from (B) that fi( . , t) E CNei( U) for each t E R + , which is 
precisely the smoothness needed for the Taylor expansion in (2.3). Further- 
more, the fact that DTei fi(x, t) is locally x-Lipschitz will be sufficient for 
pi to have an s-independent bound in that equation. 
A short preliminary discussion is in order before stating Theorem 1. 
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Let V,(i=l,..., N), P,(i=l,..., N - 1) be functions acting on their 
respective domains U and U x R + , as specified by (2.8). Lemma 3 (Sec- 
tion 4.1) shows that these functions exist and that each Vi is locally 
Lipschitz on U, whence the IVP (1.6) has a unique solution ~(5) in U in 
some maximal right interval [0, T, ). As stated in Section 1, we define T as 
a positive number less than T,. It can be readily shown (see Section 4.2) 
that under the present hypotheses there exists a positive constant E$ such 
that for 06 td T/E, 0 <&GE: the IVP (1.3) has the unique solution 
u:\( t, E) E U and that 
(see (1.4)) exists and is in U at each such t, E. 
We can now state 
THEOREM 1. Let conditions (A)-(C) qf this section hold for some N 2 2. 
Then there exist positive constants EX and C, such that for all 0 6 t 6 T/E, 
0 < E < e5 the IVP ( 1.1) has a unique solution x( t, E) in U and 
Ilx( t, E) - tv.v(t, &)I1 < Cy&Y (3.2) 
Remarks. (1) Within the framework of the proof of the theorem 
presented in Section 4.2, additional smoothness assumptions on the 
functions fi change at most the constant C,,, in (3.2). 
(2) The boundedness condition on rJV in (B) can be replaced by the 
weaker condition that rN be bounded on each subset Kx [0, TK/&] x 
(0, ~~1, where Kc U is compact and T, is a positive constant which may 
depend on K. Then Theorem 1 holds with T replaced by any positive 
constant < min{ T,, T,, }, where 0, is the closure of the precompact set CJ, 
defined by (4.5) below. However, this weaker condition on rN is somewhat 
artificial. 
(3) The case N = 1 which we will now discuss is particularly simple 
and illustrates certain aspects of our approach unencumbered by minimal 
conditions and the notation of the Nth order case. Basically, the proof that 
follows is a generalization of the ingenious proof of Besjes [4, Proof of 
Theorem 23. For N= 1, we assume that (A) holds, that f has the form 
( 1.2), with f, : U x [w + + [w” continuous and locally x-Lipschitz, and with r, 
satisfying the boundedness condition in (B) for N = 1. Define ,r,( t, E) = 
u(E~) for 0 < t < T/E, E > 0 in terms of the guiding solution U(T). let 
S={.YER”:.Y=U(T), O<s<TJ-, choose a positive d < inf{ 11.~ - ~11 : x E S, 
J~E[W”-U}, and define U’cCJ as {xER”:.x=~+z, YES, li;li<d/2). 
Moreover, for 0 < E d E’ let .u( t, E) be the unique solution of ( 1.1) in 
U’ defined on the maximal right interval [0, /I(E)) of existence for 
such solutions, where E’ is the positive constant Ed in (A) for K= u’. 
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Then llx(r, E) - trl,(t, &)I\ d ME( 1 + ct) exp L&t for t E [0, B(E)) n [0, T/E], 
0 <E GE’, where M, L are constants. This follows, in particular, by the 
above .y-Lipschitz property of f, , the fact that g,(t), t) =f,(t+ t) - V,(o) 
satisfies an estimate of type (4.9) at every such t, E, and the boundedness 
property of r,. Now assume that B(E) Q T/e for 0 <E Q E’ and then choose 
a positive constant ET ds’ so small that ME:( 1 + T) exp LT< d/2. Then 
s(t, E) does not approach the boundary of U’ for r t P(E) when 0 <E 6 ET, 
which is a contradiction. Thus r(r, E) exists in U’ for 0 < t d T/E, 0 < E 6 ET 
and Ilx(t, E) - w,(t, &)I1 d C,E at all these t, E for some constant C,. Hence 
the conclusions of Theorem 1 hold for N= 1. 
We believe this proof of the averaging theorem to be the simplest in the 
literature. 
(4) Many of the arguments of Section 4, needed directly or indirectly 
to prove Theorem 1 in that section for the general case Na 2, can be 
significantly simplified by appropriately strengthening the smoothness 
requirements on the fi’s and pi’s, e.g., by replacing conditions (A)-(C) 
by (A), (B’), (C’). Condition (B’) is (B) with PNPi+‘(U) replaced by 
PNpi+‘(U) (i’l, . ..) N - 1). Here, for any positive integer k, P”(U) is the 
set of functions g: U x R + + R” such that g(x, t) is l-periodic in r on R at 
each IE U and whose derivatives 0: g(.u, t) exist and are jointly con- 
tinuous in x and t on U x R + for all 1 <j6 k. Condition (C’) is (C) with 
aN-‘+‘( U) replaced by CN--rf’( U) (i= 1, . . . . N- 1). The major simplilica- 
tions introduced by the replacement of (A)-(C) by (A), (B’), (C’) are as 
follows. First, all the integrals in this paper may be viewed as Riemann 
integrals. Second, in Section 4, Lemmas 1 and 2 become superfluous, and 
Lemmas 3 and 4 can be simplified significantly. However, Lemmas 5 and 
6 of that section are still needed in their present forms. The simplifica- 
tion of Lemma 3 consists in replacing PPi+ ‘(U), gn;pi+‘(U), Y’(U) 
by C,” - i+ ‘( U), P.” ~- if ‘( U), P’( U), respectively, in assertion ( 1) of that 
lemma, and in omitting assertion (2). This modified assertion (I ) follows in 
an elementary way by (2.6t(2.8) and induction. The simpler version of 
Lemma 4 is obtained by omitting the absolute continuity assertion and 
“a.e.“, and its proof is elementary. Third, the r-integrability of certain 
functions occurring in the proof of Lemma 5 and Theorem 1 in Section 4 
is obvious under the stronger conditions. 
4. PROOF OF THEOREM I 
Section 4.1 below is devoted to proving some auxiliary results 
(Lemmas l-2) and properties of the Vi’s, Pi’s, g,, and vi’s (Lemma 3) 
needed to establish Theorem 1. Further results needed in this connection 
are proved in Section 4.2. In Lemma 4, we show that by,,., defined by (3.1), 
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satisfies the IVP (1.5) a.e. Lemma 5 is a version of one of Besjes [4] and 
Lemma 6 asserts the boundednes of h, and aN. It is in this final lemma 
that we avoid Perko’s assumption on convexity in [ 141 and [ 151 by using 
the Taylor’s expansion in E discussed in Section 2. On the basis of these 
results, Theorem 1 is proved at the end of Section 4.2. 
4.1. Auxiliar~~ Results 
The first lemma is a simple generalization of a classical result of integra- 
tion theory. It will be needed to prove the main results of this subsection, 
Lemmas 2 and 3, and is an essential element in our derivation of the 
differential equation obeyed by W( t, E). 
LEMMA 1. Let Lfi c R” he open and Ic R an intercal, bounded or not. Let 
g: 15 x I + R”, with g(x, t) locally x-Lipschitz on L’ x I and locally integrable 
in t on I for all ?I E 9. Then there exists a subset JC I qf measure zero, 
independent of x, and such that 
lim!{‘g(x,s+t)ds=g(.~,t) (4.1) 
r+OT 0 
(R”-1imit)for (x, t)eC x (Z-J). 
Proof Let & be a denumerable dense subset of 0. Since g(.u, . ) is 
locally integrable on I for x E 6, (4.1) holds for all x E C, t E I - J,, where 
J, c I has measure zero. Define J as the set of measure zero which is the 
union of all the J.y’s, x E d. 
Fix IE L’: and E >O. Let X c G be a compact set containing ?I, and 
let L > 0 be an .v-Lipschitz constant for g in X. Since JX! is dense in C, 
there is a~E~~nn3l((~-_l((<E/3L. Hence, for t, t+TEZ, 
t+s)ds-g(y, t) + llgo: t)-g(x t)ll 
go: t+s)ds-g(l: t) (4.2) 
But the last term can be made less than ~/3 for t E I- J by making 151 small 
enough since y E & and (4.1) holds on C x (I- J). 
Some basic properties of the functions in Z@(C) and ppk(C) are stated in 
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LEMMA 2. Let CC c R” be open and &(x, t) = St, g(x, s) ds. Then: 
(1) gE9”(C) impfies ZE@(~), g~9~(Ifi), and @E@(C), for k > 1. 
(2) gE@(C), k> 1, and cp: [0, a] -+ 8 absolutely continuous implies 
@(q(t), t) is absolutely continuous in [0, a]. 
(3) g E sk(C), k 2 2, implies It is dijfirentiable at each (x, t) E C x 
(R + - J), where J c R + has measure zero. 
Proof: (1) We first prove the statement g E P’(0) ==g E 5?Ik(CJ) for 
k 2 1 made in part (1) of the lemma. By the local boundedness and local 
s-Lipschitz properties of Df ~ ’ g(.x, t) on I? x R + , this follows directly from 
the fact that 
D”--‘g(x).h= I,‘Dl;-‘g(x, t).h dt (4.3) 
on 8 for k > 1, h E R” x . . x R” ((k - 1 )-fold). Equation (4.3) is trivial for 
k = 1. Now let g E P’(C) for some k > 1. Using the local boundedness and 
r-measurability of D” ~ ‘g(x, t) on C? x R + , its x-continuity on I!!’ at each 
PER+, and the bounded convergence theorem, it follows that all the 
partial derivatives ~?~-‘g(.\r)/a.~;l ... ax: of g of order k - 1 exist, are 
,u-continuous on P, and equal JA d” - ‘g(-y, t)/&x;’ . . . c?.x~ dt there. Since 
DECO-‘, D”-‘g(- 1s exists on Cc. Equation (4.3) is an immediate conse- )
quence of these remarks for k > 1 at the stated x, h. 
An immediate consequence of g E Y’(C) is that g E Yk(&), since 
g E Wk( ~7”) can be viewed as a function in P’(0). The proof that 
ge P’(P) =z- Z~EY”(C~) is similar to the proof that go gk(C), and hence 
assertion (1) of the lemma follows. 
(2) To prove assertion (2) we define 
G(t)= &(rp(r), t) = j-’ g(cp(r), s) ds. 
0 
Fix E > 0 and let (f,, t’, ), . . . . (t,,, t: ) be a finite collection of disjoint inter- 
vals on [O,a] with 6= xy(t:-t,). Let K,=(cp(t):O<t<a)cf, and 
note that K, is compact. Since g is locally x-Lipschitz and locally bounded 
on PxR+, g - is s-Lipschitz and bounded on K, x R + , with constants L 
and A4, respectively. It follows that 
f IlG(t:)-G(ri)ll Gf S” llg(q(f:)t s)-s(p(ti), s)II ds 
1 I 0 
+ f i“; IltT(cp(t: ), s)ll ds 
I I, 
,,Z 
d L 1 IkAt: I- dt;)lI + Mk 
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where we have used the fact that 2(x, t) has zero r-mean. Since q(r) is 
absolutely continuous, the right-hand side of the inequality can be made 
less than E by making 6 small. 
(3) To prove assertion (3) of the lemma, we first remark that if 
g E Y’(P) for some k 2 2, then 
(&)(x+h, t+r)-(@)(x, r)=D,(@)(x, t).h 
for XEC”, PER, and (h,r) + 0. To prove this, one uses the mean-value 
theorem for 2, the local boundedness of D, S, and the bounded convergence 
theorem. Assertion (3) of the lemma now follows from (4.4) and Lemma 1. 
The final lemma of this subsection shows, in particular, that the detini- 
tions of the Vi’s and P,‘s, given in (2.8a) and (2.8b), as functions with 
domains U and U x R + , respectively, make sense; this lemma will be very 
useful in the next subsection. 
LEMMA 3. (1) Vi~@“P’f’(U) for l<i<N, P,E~~““+‘(U) for 
l<i<N-1, andg,vE9’(U). (2) For 1 <i<N- 1, Pi(x, I) isdifferentiable 
at each (.u, t) E (I x (R + - J), where JC R + has measure zero. (3) The q;s 
of (1.3b) are ~c~ell-defined inducfively 613 (2.9a) and (2.10). 
Proof ( 1) By (2.8), assumption (C) and part ( 1) of Lemma 2, in 
order to prove assertion (1) of the present lemma, it suffices to show that 
,i,,‘v-i*‘(U) f or i= 1, . . . . N. For i= 1, this relation follows from part (1) 
of Lemma 2, since F, = fi E Yp”( U) by (2.6) and assumption (B). To prove 
it for l<i<N, we will assume that Fi~9”-‘+‘(U) for l<igl<N-1 
and show that this entails F,, , E 9,‘-’ (U). Recalling (2.6) and the fact that 
f ,+ , E 3”-‘( U) by (B), this property of F,, , will follow if the functions 
.fk,l+,pk, D,P,(., .). I’,+,-,(.) are in P-‘(U) for k= 1, . . . . 1. 
Consider D,Pk(.,.).C7,+,-k (.) first. By the inductive hypothesis and 
part (1) of Lemma 2, P,E~~“~~+‘(U)~~“~‘+‘(U) and VI+,Pk~ 
,,~~Itk(U)~~~.~~‘(U). Thus D,P,(a, t) and V,+,P,(u) are (N-l-l)- 
fold r-differentiable on (I x R + for k = 1, . . . . 1, and their v-derivatives of 
orders < N-f - 1 are locally bounded and locally v-Lipschitz thereon at 
each such k. Whence D, P, ( ., . ) . V,, , k (. ) E Pp”’ -‘( U) by these properties 
and Leibniz’s rule. The proof that fk, , + , k E gPNp'( U) at these k values is 
similar. 
(2) Assertion (2) of the present lemma follows directly by (2.8b), 
assumption (C), and assertion (3) of Lemma 2. 
(3) To prove assertion (3) of the present lemma, it suffices to show 
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that the derivatives in (2.10) exist. But this is true since Pi EY‘~~‘+‘( Or) for 
l<i<N- 1 by part (1) of this lemma. 
Remark. It is here that the importance of g,v in our analysis becomes 
clear. To eliminate g,,, from (1.5a), we would need to include an E”P,~ term 
in (1.4). However, P.,, EP’( U) by the last lemma, and hence D, P,v(.u, I) 
would not exist without further smoothness assumptions on thefi’s. 
4.2. Further Lemmas and Proof of Theorem 1 
Recall that the unique solution u(5) of the IVP (1.6) exists and is in U 
for 0 d T ,< T. Define the compact set S = {x E R”: x = u(r), 0 6 T 6 T} c U, 
choose d positive and less than the distance between S and c?U, and define 
the three nested open subsets 
Ui= {xER”: x=y+z, YES, llzll <id/3), 
i= 1, 2, 3, (4.5) 
of U with compact closures. Let s0 be the positive constant .sK in assump- 
tion (A) of Section 3 corresponding to the compact set K = 0,) the closure 
of U3, the largest of the sets Ui. It is important in a specific problem to try 
to choose U, T, and d to optimize the error bounds; however, we will not 
pursue this in the general setting of this paper. 
Our strategy for proving Theorem 1 involves showing: (i) a solution 
uN( t, E) of the IVP (1.3) exists uniquely ih U, for 0 6 t 6 T/E if E is restricted 
to a suitably small interval 0 < E < s1 < cO; (ii) i+~Jr, E), defined in (3.1) (see 
also (1.4)), remains in Uz 1 U, for 0 < t < T/E if E is restricted to a possibly 
smaller interval 0 <E 6 sZ; (iii) crv,(t, ) E is absolutely continuous in t on 
[0, T/E] for 0 <E 6 E?, satisfies (1.5a) a.e. on this r-interval at each such E, 
and fulfills (1.5b) at these E values; (iv) for E restricted to a possibly even 
smaller interval 0 < E < E;, a solution .u(r, E) of the IVP (1.1) exists 
uniquely in U3 2 Uz for 0 < t $ TIE. Here we have suppressed the 
N-dependence of the frequently appearing constants E, and E?. Given that 
the results (i)-(iv) hold, the desired existence, uniqueness, and approxima- 
tion Theorem 1 follows directly by standard arguments. 
To prove (i), we consider the IVP 
(4.6a) 
i=l 
related in an obvious way to (1.3). By Lemma 3 (Section 4.1) the rhs 
of (4.6a) is locally x-Lipschitz on U and continuous in (x, E) on U x R + 
IMPROVED NTH ORDER AVERAGING 399 
and the rhs of (4.6b) is well defined. Also the rhs of (4.6b) is continuous 
in E, and the IVP’s ( 1.6) and (4.6) are the same when E = 0. Therefore, it 
is easy to show (see [6, Theorem 4.3, p. 591, although in our context the 
proof is quite simple) the existence of a positive constant E, Q c0 such 
that a solution ii,v(s, E) of the IVP (4.6) exists uniquely and satisfies 
I~~~~(T,E)-u(T)~~<~/~ forO<~<T,0<&<&~. Defininga,~(r,&)=~,~(&t,&) 
for 0 < t < T/E, 0 <E 6 Ed, (i) follows. 
By Lemma 3, part (l), each P,(l<i<N-1) is bounded on O,xR+, 
so there exists a positive constant c2 d E, such that A,\, of Eq. (1.4) satisfies 
I/A.&, f, &)lI cd,‘3 (4.7) 
for (x, t, E) E U, x R + x [0, ~~1, whence, in particular, .Y + A,%,(.u, t, E) E U2 
at each such (.u, t, E). By (3.1), (4.7), and (i), it follows that \r,$,(t, E)E U2 at 
these t, E, and hence (ii) is true. 
We will prove (iii) in the context of Lemma 4. Note that pi(t’, t, E) 
(i= 1, . . . . N) is well defined by (2.3a) for (L’, t, E) E U, x R + x (0, EJ under 
our hypotheses on thefi’s. Note also that h,, is well defined on 
U, x R + x (0, Ed] by (2.4b) under these hypotheses. 
LEMMA 4. The.function \vIv( ., E) is absolutely continuous on [0, T/E] for 
O-c&<& 2r and for each such E satisfies the differential Eq. (1.5a) a.e. on 
[0, T/E] and also satisfies (1.5b). 
ProoJ: ( 1) Since t’,Jr, E) is differentiable in t on [0, T/E] for 0 < E < E? 
and since, by part (1) of Lemma 3, each Pi fulfills the requirements of 
part (2) of Lemma 2, we conclude that every Pi(uN( t, E), t) is absolutely 
continuous in t on [0, T/E] at all such E. The stated absolute continuity of 
~*,~(t, E) follows immediately from these properties of ~1,~ and the Pi’s by 
recalling ( 1.4). 
(2) By (1.4) and part (2) of Lemma 3, the application of the chain 
rule involved in deriving the equation 
is justified for almost all t E [0, T/E] when 0 <E < Ed. Note also that at each 
such E, D,P,(u,(t, E), t)=Fj(u.(t, E), t) (i= 1, . . . . N- 1) a.e. on [0, T/E] by 
Lemma 3, part (2), together with (2.8b) and Fi:iEzv-‘+‘(i= 1, . . . . N- 1). 
Combining this fact with (4.8), (1.3a), and (2.3)-(2.8), and recalling the 
comments on the pi’s and h, just before Lemma 4, it follows that )t.,v(f, E) 
satislies (1.5a) for almost all t E [0, T/E] if O< E GE?. By Lemma 3, 
part (3), the vi’s are well defined by (2.9a) and (2.10). Furthermore, for 
E E (0, c2 1, the a,((, E)‘S are well defined by the line after (2.10), since 
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v,(O, E) E U1 for 0 <E < E? by (i) and E? < E,. It thus follows by the way the 
vi’s were constructed that rl,,(O, E)= 5 +E”cI,~(& E), where uN is given 
by (2.9b). 
Before proving (iv) and Theorem 1, we need to derive certain properties 
of g,, Iz,~, and c(.~. A special property of g,.+(tl,Jt, E), t) is discussed in 
Lemma 5, which is a generalized version of one of Besjes [4] mentioned 
previously and which we will prove for completeness.’ Lemma 6 asserts the 
boundedness of c(,~([, E) and h,V(~~, t, E) for (x, t, E)E U, x R, x (0, E?]. 
LEMMA 5. For 06 t< T/E, O<E<E,, 
g,do,v(s, E), s) ds (4.9) 
where f, is a constant. 
ProoJ: Recall that g,V(x, t) = - p:N(.~, t) is of zero t-mean at each x E U 
and is bounded and x-Lipschitz on 0, x R + , and that uN(t, E) E U, for 
OdtdT/E, O-C&<&,. We also note that g,Y(u,~(.,&),.)EL’(O, T/E) at each 
E E [0, E~ 1, as follows by g,EP’( U), the continuity of o,(t, E) in t on 
[0, T/E] at all these E, and a standard theorem [ 12, Theorem 68.2, p. 3393. 
Hence we have at each such t, E, 
+ f gN( u,&, E), s) ds 
n 
GL, i ii Ilu.,,(s,&)--L’,~(i-l,&)II ds+M,, 
;= I i- I 
where L, is an x-Lipschitz constant and M, a bound for gN(X, t) on 
&xR+, n < t<n + 1, and we have used the‘ fact that g,V(x, r) has zero 
mean in t for fixed X. Furthermore, since u,(t, E) is a solution of (1.3a) 
which stays in U1 at each 0 < t < T/E, 0 < E < E~ and each Vi is bounded on 
U,, it follows that at these t, E, there exists an M, such that the inequality 
~lu,(s,~)-~CN(i-1,~)~(~~MZholdsforOdi-1~s6i~tandhencethat 
for some positive constant rl at the latter t, E values. 
’ The statement of the assumptions of the relevant lemma of [4] (Lemma I ) is incomplete 
in an obvious way. 
IMPROVED NTH ORDER AVERAGING 401 
The final lemma of this subsection is 
LEMMA 6. There e.uist constants Tz, f3 such that 
,for (s, t, E)E 0, x R, x (0, cl] and 
(4.10) 
(4.11 ) 
for EE (0, E2]. 
ProoJ: By Lemma 3, part (I), all the terms in the double sum on the 
rhs of (2.4b) are bounded on D, x R + . Fix (~1, t) E U, x R + and i = 1, . . . . N 
and let Us = fi(g(&), t), where g(s) = .Y + d,(x, t, E) so that 
g( [0, sZ]) c U,, as proved above. Hence there exists an open interval 
Jc R containing [0, sZ] and such that g(J) c 17,. Thus ui is well defined 
on J and is CN ~ i( J) thereon. Whence Eqs. (2.1) and (2.2) apply to ui and 
the present g for 0 <E<.Q. Moreover, DN-iz4i(~) is Lipschitz on [0, sZ] 
with constant independent of (u, t) E U, x R + . Therefore, the same is true 
of pi, as one infers by specializing to the case under discussion the sentence 
after that containing (2.lb). This Lipschitz property of Dypi ui(&) follows 
easily from (2.2), specialized to this case, and the facts that the D{A.(x, t) 
1 <j< N - i are bounded and Lipschitz on 0, x R + , and that A,(x, t, E) 
and its s-derivative are smooth in E and bounded on 0, x R + x [0, s2 1. 
Therefore h,,, is bounded thereon, as asserted in (4.10). Equation (4.11) 
follows from a similar analysis of (2.9b) and (2.10), using (2.2) with 
g(s)=5+zt:: skqk(5), u~(E)=P,(~(E),O) and the fact that Drpiui(&) is 
s-Lipschitz on [0, E?]. 
Proof of Theorem 1. By Lemma 4, tt,Jt, E) is absolutely continuous in 
t on [0, T/e] at each 0 < E 6 Ed and satisfies 
and (1.5b) at almost all such t when 0 <&GE]. By Remark (1) after 
assumption (C) in Section 3 and the continuity of wN(tr E) in t on [0, T/E] 
at each such E, each fi(wN(t, E), t) is continuous in t at all such t, E and 
hencef,( \vN( ., E), .) E L’(0, T/E) at every such E. (This integrability property 
also follows by .(B) and a previously mentioned result [ 12, Theorem 68.2, 
p. 3391). Moreover, g,v(+( .) E), .)EL’(O, T/E) for O<E dsa by a remark 
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made in the proof of Lemma 5. Since +Jf, E) also has this integrability 
property, so does h,,,(~~v(f, E), t, E) and we can write: 
Il’,y( t, E) = 4 + E iV+ ‘a,(<, E)+ i Ei~‘.f&(S, E), s) ds 
i= I 0 
I’ .I + E:v 
J g,v(tr,,(& E), s) ds+~“+’ i ” h,(tl,ds, E), s, E) ds. 
(4.12) 
0 
By (A) and O<E<E~<Q, (recall that so = sli in (A) for K= u3 1, 
a unique solution x(t, E) of the IVP (1.1) exists and remains in CJ, in 
some maximal interval 0 6 t < /I(E) at each such E. Subtracting (4.12) 
from the corresponding integral equation obeyed by x(t, E), we obtain 
(1.7) for t E [0, P(E)) n [0, T/E] = J(E), 0 <E < Ed, where LflN is a constant 
independent of T and x,,, is an x-Lipschitz constant for all of the f,‘s on 
O,xR+. Here we have used Lemmas 5 and 6, assumption (B), the fact 
that T.~(I, t, E) is bounded on 0, x R, x [0, E?], and the fact that 
r,v(d .? E),., E)EL’(J(E)) for O<E<E,, which can be proved similarly to 
the above integrability property of h,W. 
The proof now proceeds as in Remark 3 to Theorem 1. Gronwall’s 
inequality applied to (1.7) gives (1.8) for t EJ(E), 0 <ES&~. Assume 
P(E) < T/E and choose EX < E* so that the right hand side of (1.8) evaluated 
at E = E,$ and Et = T is strictly less than d/3. Then .Y( t, E) does not approach 
the boundary of U3 for t Tfl(s) when 0 < E<E:. which is a contradiction. 
Therefore (3.2) holds for 0 6 t d T/E and 0 < E d slay. 
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