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Abstract
Calls are uttered by many species of fish, birds, mice, whales, non-human primates
and by humans. In most cases, their acoustic structure and the context of emission were
studied concerning their signaling value. Calls can be categorized as semantic calls with
pre-determined meaning and in non-semantic calls lacking a particular meaning. Little is
known about the signaling value of non-semantic calls that are both acoustically invariant
and produced in large numbers during the course of a day. In particular, since such calls
are almost identical from rendition to rendition, the call per se and the sequence of calls
cannot contain much information, except an individual signature.
Birds such as the zebra finches (Taeniopygia guttata) have a rich repertoire of calls
used for vocal communications. One of these calls, the “Stack” call, is non-semantic,
acoustically-invariant and their most frequent utterance. The succession of these calls dis-
plays, i.e. the inter-call intervals show a profound inter- and intra-individual diversity in
the dynamic range, lasting from a fraction of seconds to hours. In this thesis, I investi-
gated the full range of calling dynamics in pair-wise (one male and one female) living zebra
finches. In particular, I studied (1) the organizational rules of “Stack” calling in the con-
text of dyadic interactions of male and female, (2) the neurophysiological correlates of the
calling interactions, and (3) the auditory processing of single sounds and sound sequences
with varying inter-call intervals. I used a telemetric system for simultaneous measurements
of all vocal and neuronal activities of male and female zebra finches that freely interacted
with each other. The results presented in this thesis show that:
1. The “Stack” calling intervals were characterized as a power-law function, scaling with
the exponent (α) ranging between 2 < α < 3, which implies that all “Stack” calls in
that scale have similar dynamic patterns.
2. The power-law function suggests that information could be encoded by varying the
inter-call intervals, which is reflected in the exponent (α) of the power-law function.
3. Based on the power-law scaling, I was able to show that the calling activity of zebra
finches is physiological- and sensory state-dependent and that reactive calling and
self-consistent calling behavior changed independent of each other.
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For theoretical reasons, power-law scaling does not cover the whole dynamic range.
The distribution of inter-call intervals deviates from the power-law characteristic below a
minimum value τmin. For those callings, I showed that:
1. Calling interactions are performed alternatively with pauses.
2. Neurophysiological studies of these fast calling interactions showed that male neurons
of the sensorimotor song control nucleus HVC (higher vocal center) not only displayed
premotor activity related to male’s own calls, but also displayed auditory-elicited
discharge to incoming female calls and predictive discharge to upcoming female calls
that were uttered in bouts of male-female vocal exchange. Thus, HVC is a general
vocal communication controlling nucleus rather than a song control nucleus.
3. With separation experiments I showed that the predictive discharge of HVC required
sensory cues originating from the mate.
Information coding and decoding is essential to animal communications. To decode the
sound signals, animals require a bottom-up and a top-down process [33]. I investigated the
top-down process, namely the hierarchical process between sensorimotor (the HVC) and
the auditory system (Field L), the primary auditory cortex-like region of birds. I compared
the auditory responses of Field L neurons of males and females since females lack a dif-
ferentiated HVC and thus likely lack a HVC to Field L projection. The results showed that:
1. Male and female Field L responded similarly to single natural sounds.
2. When the natural sounds were played repeatedly as trains with varying inter-sound
intervals, the neuronal responses attenuated faster in male Field L than in female
Field L.
3. Unfortunately, due to small number of studied animals, I could not (statistically)
demonstrate that HVC activity is required for Field L response properties.
Zusammenfassung
Viele Arten von Fischen, Vögel, Mäusen, Walen, nicht-menschlichen Primaten und
Menschen nutzen vokale Kommunikation. In den meisten Fällen wurde deren akustische
Struktur und der Zusammenhang der Lautäußerung im Hinblick auf den Signalwert un-
tersucht.. Die Rufe können als semantische Rufe mit vorgegebener Bedeutung und als
nicht-semantischen Rufe ohne besondere Bedeutung kategorisiert werden. Über den Sig-
nalwert der nicht-semantischen Rufe, die akustisch unveränderlich sind und im Laufe des
Tages häufig geäußert werden, ist wenig bekannt. Da diese Rufe von Lautäußerung zu
Lautäußerung fast identisch sind, können der Ruf an sich und die Rufabfolge, abgesehen
von einer individuellen Signatur, nicht viel Information enthalten.
Vögel, wie z.B. Zebrafinken (Taeniopygia guttata) verfügen über ein vielfältiges Reper-
toire an Rufen für vokale Kommunikation. Einer dieser Rufe, der sogenannte
”
Stack“ Ruf,
zählt zu den nicht-semantischen Rufen, ist akustisch unveränderlich und wird hauptsächlich
von domestizierten Zebrafinken geäußert. Die Abfolge dieser Rufe, z.B. die Zwischenruf-
Intervalle, zeigt eine tiefgehende inter- und intraindividuelle Diversität im Dynamikumfang,
die von Sekundenbruchteilen bis hin zu Stunden andauern können.
In dieser Dissertation untersuchte ich das gesamte Spektrum des Dynamikumfangs
bei paarweise lebenden (ein Männchen und ein Weibchen) Zebrafinken. Vor allem un-
tersuchte ich (1) die organisatorischen Regeln der
”
Stack“ Rufe in einer dyadischen In-
teraktion zwischen männlichen und weiblichen Zebrafinken, (2) die neurophysiologischen
Zusammenhänge der Vogelrufe, und (3) die auditorischen Prozesse einzelner Töne und
aufeinanderfolgender Töne mit unterschiedlichen Zwischenruf-Intervallen.
Ich verwendete ein telemetrisches System für gleichzeitige Messungen aller vokalen und
neuronalen Aktivitäten bei männlichen und weiblichen Zebrafinken, die frei miteinander
kommunizieren. Die Ergebnisse, die ich in dieser Dissertation präsentieren möchte, zeigen,
dass:
1. Die
”
Stack“ Ruf - Intervalle als ‘Power-law’-Funktion charakterisiert wurden, skalierend
mit dem Exponenten (α) zwischen 2 < α < 3. Das bedeutet, dass alle
”
Stack“ Rufe
in dieser Skalierung ähnliche dynamische Muster haben.
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2. Die ‘Power-law’-Funktion nahe legt, dass Informationen durch Variation der Zwis-
chenrufe Intervalle codiert werden könnten, was sich im Exponent (α) der ’Power-
law’-Funktion widerspiegelt.
3. Basierend auf der Skalierung der ‘Power-law’-Funktion, die Aktivität der Vogelrufe
bei Zebrafinken vom physiologischen und sensorischen Zustand abhängig ist und,
dass sich Reaktionsrufe und selbständiges Rufverhalten unabhängig voneinander un-
terscheiden.
Rein theoretisch deckt die Skalierung der ‘Power-law’-Funktion nicht den gesamten
Dynamikumfang ab. Die Verteilung der Zwischenruf-Intervalle weicht von der ‘Power-
law’-Funktion unterhalb eines Minimums τmin. ab. Für diese Rufe konnte ich aufzeigen,
dass:
1. Ruf-Interaktionen finden wahlweise mit Pausen statt.
2. Neurophysiologische Untersuchungen dieser schnell ablaufenden Rufinteraktionen zeigen,
dass die Neuronen im männlichen sensomotorischen Kern HVC (higher vocal center)
nicht nur prämotorische Aktivität im Zusammenhang mit eigenen Rufe darstellten,
sondern auch auditorisch ausgelöste Aktivität auf eingehende weibliche Rufe und
prädiktive Aktivität auf aufkommenden weiblichen Rufe, die in wechselseitiger Kom-
munikation geäußert wurden. Daraus folgt, dass das HVC eher einem allgemeinen
Kontrollsystem für die vokale Kommunikation entspricht, als einem Gesangsystem.
3. Anhand von Trennungsexperimenten konnte ich zeigen, dass für die prädiktive Ak-
tivität im HVC vom Partner stammende sensorische Auslöser erforderlich sind.
Informationskodierung und Informationsdekodierung sind für die Tierkommunikation
unerlässlich. Um die Tonsignale zu dekodieren, sind die Tiere dem Bottom-up und dem
Top-down Prozess [33] unterworfen. Ich untersuchte den Top-down-Prozess, namentlich
den hierarchischen Prozess zwischen sensomotorischem System (HVC) und auditorischem
System (Field L), dem primären auditorischen Vorderhirn im Vogel. Ich verglich die au-
ditorischen Antworten in Field L-Neuronen bei Männchen und Weibchen weil dem weib-
lichen Vorderhirn ein differenziertes HVC fehlt und vermutlich eine neuronale Projektion
von HVC auf Field L fehlt. Die Ergebnisse zeigen, dass:
1. Das männliche und weibliche Field L reagieren in ähnlicher Weise auf natürliche
Laute.
2. Wenn die Töne in Zügen wiederholt gespielt wurden, wurden die neuronalen Antworten
im männlichen Field L schneller schwächer, als im weiblichen Field L.
3. Aufgrund der zu geringen Anzahl der zu untersuchenden Tiere, konnte ich leider nicht
(statistisch) zeigen, dass die HVC-Aktivität für Reaktionseigenschaften im Field L
erforderlich ist.
Chapter 1
Introduction
Social animals produce a large number of vocalizations. While learned songs and calls
with a predetermined meaning (semantic calls) are widely credited with sound signaling
in social communications [135, 162, 54], little is known about those calls that have no
predetermined meaning (non-semantic calls), in particular, if they are not contingent upon
specific contexts. Zebra finches (Taeniopygia guttata) are songbirds of the Estrildid family
of the Passeriformes order. They are highly social animals, which gather and vocalize
in flocks. Mates (the male and female forming a reproductive pair) are an inseparable
dyad, always keeping in touch and synchronizing their movements with calls [147, 246].
In contrast to a few Estrildid species with singing females [68, 70] songs in zebra finches
are male specific, whereas male and female zebra finches share a similar call repertoire
[54] in which the SStackcalls are the most frequent utterances of domestic zebra finches in
flocks [15, 211] that may allow explicit bi-directional communication between zebra finches
during rapid vocal exchanges. If mates are physically separated, but allowed visual and
auditory contact, they still maintain the pair-bond by the exchange of calls [166].
Semantic calls are generally produced infrequently, whereas non-semantic calls of zebra
finches and others are produced in large numbers during the course of a day [246, 15, 54].
In relation, calls such as the “Distance” call of zebra finches [222] and “Alarm” calls of
chicken [56] are produced rarely and are semantic, whereas “Stack” calls are non-semantic.
However, in rhesus macaques (Macaca mulatta), the predetermined “Food” calls are also
produced in a nonfood context [93], suggesting that acoustically similar calls occur in
diverse socio-ecological contexts. Similar to non-semantic calls of monkeys [93, 161], the
“Stack” calls of zebra finches are produced in large amounts and may allow animals to asso-
ciate their own calls with others. However, this interpretation remains hypothetical due to
the methodological difficulties in measuring and quantifying the occurrence of acoustically
similar calls in freely behaving animals in a social context. In this thesis, I investigated
the organizational rules of non-semantic “Stack” calling of zebra finches. Thus, the term
“call” refers to the “Stack” call in zebra finches, if not specified otherwise.
Recent technique has improved the on-bird recording of vocalizations and allows an
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accurate assignment of the acoustically similar calls to individual birds in a social context
[211]. Traditional time series analysis of behavioral data mainly employs auto-correlations
and cross-correlations [80] to analyze self-contained (calls that are uttered after previous
own calls without acoustic input from others) and reactive (calls that are uttered after
hearing calls of others) behaviors. Their products however only reveal a short range of
temporal correlations, e.g., by using lagged cross-correlations, the vocal activity of zebra
finch mates were contingent upon the partner activity over a window of 2 seconds [211, 77]
and up to 60 seconds for most human dyads [57, 106]. Using on-bird microphones and
cross-correlation analysis, Gill et al. found that a small proportion of “Stack” calls is
used by sexual partners to maintain vocal contact [77]. The cross-correlation analysis only
reveals this very short range of vocal dynamics and concerns what we call reactive calls
[211, 77]. It is unclear how the large numbers of “Stack” calls are organized beyond this
short dynamic range. In particular, the organization of consecutive (self-contained) calls,
as another key component of calling interaction, has not been taken into account.
To investigate the organizational rules of natural behavior in a large dynamic range, the
inter-event intervals are widely used to describe the link between dynamic processes and
behavioral events based on the time series theory, in which the state transition between
events generally depends on the history of mechanical processes [191]. The Poissonian
description is well-documented in explaining human dynamics, in which the heavy tailed
inter-event intervals of human activity are a consequence of periodic cycles with a cascad-
ing random process, namely the Poisson process [129, 128]. The Poissonian model predicts
that the time interval between two consecutive events follows an exponential distribution,
e.g., the email communication of humans [7] and mobility of humans [200]. It has been
discovered that the distribution of time intervals in a specific activity, such as the consecu-
tive sent e-mails by an individual, is heavily tailed distributed (i.e. some e-mails were sent
after long waiting times) and is well approximated by a power-law function. In contrast,
a non-Poissonian model based on priority queuing mechanisms provides a direct descrip-
tion of human activity by measuring the actual time differences between the consecutive
activities [7], but this model is largely influenced by an external factor, namely the circa-
dian cycle that may give rise to heavy-tailed inter-event intervals. Although both models
provide an accurate description of heavy-tailed dynamics in human activity, these distinct
explanations are controversial. Recently, a multi-modal model was introduced to bring the
Poissonian and the priority queuing explanations together. It suggests that the observed
heavy-tailed dynamics are tied to the multiple active states of individuals and the interac-
tions between them [185]. Nevertheless, these models, including the Poissonian model, the
priority queuing model and the multi-modal models, were based on data only consisting
of consecutive events. The questions of whether behavioral dynamics are state-dependent
and how the interactive events impact on the observed dynamics remained unaddressed.
In line with previous studies, the first part of this thesis aims at investigating the behav-
ioral process of calling interactions in zebra finches by incorporating the description of be-
havioral dynamics into a context of dyadic interactions. The goal is to clarify the plasticity
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of calling behaviors and the biological relevance of “Stack” calls during moment-by-moment
interactions in zebra finches over large time-windows using mathematical descriptions such
as the power-law. That is, the frequency of interaction between two individuals is approx-
imated by an inverse square power exponent (α) of inter-event intervals of interactions
[153]. Previous analyze of vocal activities focused on callings that occur within short-time
windows (2 seconds) around the focal call of the mate [211, 77]. This analysis showed that
only a very small portion of all “Stack” calls are used to maintain vocal contact between
sexual partners [77].
Although the short-time range of calling dynamics constitutes a very important part
in calling interactions [77], the power-law description can only cover a long-range of dy-
namics due to theoretical reasons [153, 39]. Thus, the second part of this thesis aims at
the organizational rules of short-range call interactions and their neurophysiology, in pair-
living zebra finches. As mentioned above, cross-correlation analysis reveals that “Stack”
calls are produced in relation to the partner’s “Stack” calls within a window of 2 seconds
history [211, 77]. Since zebra finches have rather rapid call exchanges of 250 ms or less,
they might have a mechanism to anticipate the upcoming calls of their partners during a
calling interaction. Previous studies in humans and monkeys show that the sensorimotor
system contributes to the predictive coding in a context-based reaction to experimentally
associated objects [100, 114, 131]. However, the predictive coding during a natural social
interaction remains unknown. The second goal of this thesis is to search for such predictive
mechanisms in the sensorimotor nucleus HVC that is a well-known essential part of the
so-called song control system of songbirds [157]. More specifically, are there auditory-vocal
correspondent neurons that show anticipation for calls?
The auditory responses in the sensorimotor nucleus HVC may correspond to the vocal
performance during song learning and learned vocal communication [119, 42, 172], but the
auditory mode of HVC neurons in response to songs was gated off in the awake birds [188].
HVC activity is related to 6 afferent nuclei: nucleus avalanche (Av), Field L, magnocellular
nucleus of the anterior nidopallium (mMAN), nucleus interface (NIF), robust nucleus of the
arcopallium (RA) and uvaeform nucleus (Uva) [158, 28, 61, 62, 182, 1], among which the
primary auditory forebrain Field L has a direct link between the subcortex-like auditory
system and sensorimotor system in songbirds [61]. In contrast to the HVC neurons that
preferentially respond to the bird’s own songs (BOS) [132], Field L has broader auditory
tunes to acoustic stimuli while being more selectivity for natural sounds than synthesized
sounds [121, 81, 2]. Furthermore, auditory responses of Field L neurons do not differ be-
tween the awake and under anesthesia [188]. As mentioned above, songs and in relation
the song control system in zebra finches are male specific, whereas male and female zebra
finches share a similar auditory system. Since females can discriminate songs just as males,
and Field L is related to spectrotemporal encoding of natural sounds [212, 214, 149], it is
suggested that there is a similar structure of Field L in females and males, relating to the
function. However, the behavioral studies by using an operant conditioning and a lesion in
HVC in various songbird species support the impact of the sensorimotor system on acoustic
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discrimination [32, 44, 125, 187]. These results may suggest a sexual dimorphism in the
primary auditory forebrain. Female and male zebra finches may have different preferences
to contextual sounds in a complex acoustic environment, although both have the auditory
preference to natural sounds over mechanic sounds. In other words, the maintenance of
auditory sensitivity may differ between female and male zebra finches. To test this hypoth-
esis, a robust paradigm to experimentally examine the auditory maintenance is required.
Subsequently, in Manuscript 2.3 I compared the neuronal activity of a male and female
Field L in response to a set of playback trains. The playback trains were designed accord-
ing to the auditory scene analysis [31]. In a classic paradigm of an auditory scene analysis,
a sequence of repeated gallops is presented to the listener. Each gallop consists of two pure
tones (“A” and “B”) at different frequencies. If the frequency separation between these
two tones is sufficiently large and the playback rate is sufficiently high, a listener is likely
to perceive two separated streams (“AAA . . . ” and “BBB . . . ”) at the same time instead
of one stream (“ABABAB . . . ”) as displayed paradigm. Such auditory segregation of pure
tones has been reported in birds, monkeys and humans [31, 59, 17, 18]. A recent psychoa-
coustic study in humans reported that auditory experiences, such as listening to trains
of repeated words (spoken words with lexical meaning) and non-words (synthetic words
without lexical meaning). Lexicon affected the possibility to identify words in playback
trains [21]. Therefore, the playback trains of an auditory scene analysis may provide an
ideal paradigm to examine the maintenance of auditory sensitivity to contextual sounds in
male and female birds.
1.1 A comparative view of vocalizations
The need of auditory feedback distinguishes learned vocalizations from innate vocaliza-
tions since the latter do not require auditory feedback for development. Human speech and
the song of certain bird taxa (parrots, hummingbirds, songbirds) are learned vocalizations,
depending strongly on the auditory feedback and vocal practicing during development
[46]. In contrast to learned vocalizations, there are surprisingly large numbers of taxa
and species that produce only innate sounds, such as squirrel monkeys (Saimiri sciureus)
[36], macaques [160] and mice [89, 127]. In this section, I compared innate and learned
call categories with semantic and non-semantic calls in different animal taxa including in-
sects, fish, birds, mice, meerkats, non-human primates, humans and then zebra finches. In
principle, semantics determine whether or not the meanings are linked to previously estab-
lished referents, and how this linkage can be accomplished [55]. By this principle and using
the knowledge and experience acquired from various observations, vocalizations emitted in
distinct social contexts from different groups of domestic zebra finches can be classified [54].
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1.1.1 The call repertoire of zebra finches
The calls of wild zebra finches were originally classified into 12 categories: “Tet”, “Dis-
tance”, “Stack”, “Wsst”, “Thuk”, “Distress”, “Kackle”, “Ark”, “Whine”, “Copulation”,
“Begging” and “Long Tonal” [246]. Recently, a data driven classification has divided the
calls of domestic zebra finches into 10 categories: “Begging”, “Long Tonal”, “Whine”,
“Nest”, “Tet”, “Distance”, “Wsst”, “Distress”, “Thuk” and “Tuck” [54], in which, as
compared with the nomenclature of Richard Zann, the “Stack” calls were combined with
“Tet” calls, the “Tuck” calls were established, the “Nest” calls were used to combine the
“Kackle” and the “Ark” calls, and the “Copulation” calls were excluded. Thus, some of
these call categories were defined in relation to the social contexts in which these vocal-
izations were emitted, whereas “Long Tonal” and “Tet” were classified in relation to their
acoustic structures. All calls, except the “Distance” calls of males, are innate and all calls
show a stereotyped individual acoustic structure.
In this thesis, the “Tet” and the “Stack” are kept as separate categories since they
are distinguishable based on their acoustic structures. The sonogram of the “Tet” calls
shows a pile of down-sweep shaped harmonics, whereas the sonogram of the “Stack” calls
shows a pile of flat shaped harmonics (Figure 1.1 A & C). Neither the “Stack” nor the
“Tet” calls are sex-specific (Figure 1.1 A & C). Both call types are uttered over a large
dynamic range in that some calls are produced in a very fast succession whereas others are
produced after long silent gaps (Figure 1.1 B & D). Further, the successions showed that
both could be used in response to others (reactive calling) or following the own previous
calls without vocal activity of others (self-consistent calling). Since “Stack” calls occur in
diverse circumstances, they are likely produced without a predetermined signaling value.
Thus, we classified them as non-semantic calls compared to semantic calls, such as the
“Distance” calls and the “Begging” calls, in which the productions occurs in a specific
context.
1.1.2 Innate calls in various animal taxa
Many arthropods, such as crickets and fruit flies, use sound for localizing and mating
rituals [103, 150]. Fish generate low frequency calls to transfer acoustic signals in water
[12]. Amphibians and reptiles produce calls to attract mates or frighten off rivals [229, 41].
Like these calls, data from various mammalian species show that their calls, too are in
innate [160]. Mice vocalizations sound normally even when the mice are raised in isolation
or cross-fostered [160]. Most strikingly, mice are able to produce normal vocalizations even
when their motor cortex is lesioned [89]. Recent evidence in marmoset monkeys (Callithrix
jacchus) has shown that vocalizations of infant marmoset monkeys change in acoustic fea-
tures [208] and vocal interactions [38]. However, this is due to selection based learning
[151], and the calls of nonhuman primates have been confirmed to be innate by using an
isolation method in all species studied in this way [239, 88, 49].
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Figure 1.1: Specifications of “Stack” calls and “Tet” calls in a male and a female zebra
finch and successions of these two types of calls during calling interactions and isolation of
the male and female zebra finches. (A) The sonograms and (B) a succession of the “Stack”
calls (black) and the “Tet” calls (red) in a male zebra finch. (C) The sonograms and (D)
a succession of the “Stack” calls (black) and the “Tet” calls (red) in a female zebra finch.
(E) Successions of the “Stack” calls during isolation in a male and a female zebra finch.
The vertical lines in B, D and E correspond to the events of “Stack” (black) and “Tet”
(red) calls over time.
Compared with learned bird songs that occur in species of songbirds, parrots and hum-
mingbirds, the acoustic structures of most bird calls are simple and develop independently
of experience [135]. One of the known exceptions among songbirds concerns the distance
call of zebra finches, which are learned in males but not in females [199]. Budgerigars and
parrots of the Psittaculidae family have been shown to mimic calls for specific contexts
[110]. Among birds, examples of learned calls only come from species that also learn to
sing. Since it is, in many cases, difficult to distinguish between songs and calls, learned
calls might be seen as simple songs. Nevertheless, as stated above, calls of species of most
bird taxa are innate.
In zebra finches, there is a call repertoire firstly described by Richard Zann [246]. and
lately refined by Elie et. al. [54]. This list provides a description of each call according
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to its acoustic structure and putative meanings. Some calls are associated with unique
semantic meanings, whereas other calls, in particular the “Stack” calls, appear to be pro-
duced erratically and do not show any semantic meaning. All calls of zebra finches are
innate with exception of the males’ “Distance” calls.
1.1.3 Innate semantic calls of zebra finches
From a functional perspective, “Begging”, “Distance” and “Alarm” calls provide refer-
ential information for conspecifics and heterospecifics to indicate certain contexts [53, 54].
“Begging” calls are almost a sign signal for the parents to take care of their offspring
[223]. Loud “Distance” calls are used to contact partners when they are out of sight [222].
“Alarm” calls explicitly refer to danger, such as the presence of predators [56].
1.1.4 The innate non-semantic calls of zebra finches
The “Stack” calls together with the “Tet” calls are the most common calls of zebra
finches [246]. In the wild, they combine them in a very complex way with different lo-
comotion. “Stack” calls are the most uttered vocalization in the laboratory [246, 15]. A
“Stack” call is not sexually dimorphic. Although female “Stack” calls seem to be variable
in duration from 0.05 to 0.15 seconds [246], we observed that male “Stack” calls varied in
duration from 0.05 to 0.1 seconds, too.
Time series approach of cross-correlation is used to address the possible coordination
between two animals. Cross-correlation in the occurrence time of “Stack” calls of male
and female zebra finches showed consistent interaction patterns between bonded zebra
finch pairs. Although the number of calls differs every day, the possibility of calling and
answering between male and female of a pair is consistent after bonding [77]. The cor-
relation of elapsed time indicated that the male “Stack” calls were used to respond more
contingently to the mates than to others. Unlike “Alarm” calls, which are produced when
animals are presented with predators, “Stack” calls are not an explicit semantic signal.
However, the overall daily occurrence of “Stack” calls may provide semantic information.
As opposed to the conventional sense of signaling, the successions of zebra finches’ “Stack”
calls and mouse’s ultrasonic calls show large variations (Figure 1.2). Neither a single
“Stack” call nor a succession of “Stack” calls can easily be determined as signaling. One
difficulty in characterizing the usage of the “Stack” calls is due to the lack of predictability.
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Figure 1.2: Comparison of the vocal dynamics between zebra finch and mouse. (A) A
zebra finch’s “Stack” call, (B) a succession of zebra finch “Stack” calls. (C) A mouse’s
ultrasonic call, (D) a succession of mouse calls. Figure 1.2 C & D are modified from [152]
with CC-BY license 4.0. Black lines indicate the calling events.
1.2 Plasticity of bird call productions
Here, I address the plasticity in relation to the usage of the calls, but not in relation to
their spectro-temporal structure since most calls are stereotyped innate sounds, as detailed
before.
As stated in the introduction, semantic calls can also occur in a nonspecific context.
The “Food” calls are semantic calls of monkeys and chicken [136, 93]. These calls are not
only given in this context, but are often produced in nonfood contexts [136, 93], indicating
that the production of these putative “Food” associated calls is not necessarily “Food”
specific, but may have other social consequences or could express other implicit contexts.
Further, the “Food” calls in monkeys are produced throughout the day. The analysis of
all-day activities showed that the rate of “Food” calls changed but not the structure, sug-
gesting that the call rates convey information about the physiological states of the monkeys
[93]. Budgerigars, parrots and chicken changed their call rates adaptively in response to
different schedules of reinforcement [117, 78]. Moreover, operant conditioning in budgeri-
gars [130] and humans [116] confirmed that call usage is plastic in association to different
contexts. Cumulative evidence suggests that call rates of birds are plastic and that call
usage can be adapted to a particular context. The utterance of “Stack” calls in zebra
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finches may also be adaptive, i.e. change from moment to moment to cope with changing
situations during social interactions. In my thesis, I refer to the term “adaptive” in the
sense of behavioral plasticity.
1.3 The structure of vocal interactions
There are two major forms of vocal communications: one-way communication and two-
way communication. The one-way vocal communication refers to a series of actions that
involve the sender, encodes information and sends it to the receiver. In the one-way vocal
communication, sensory feedbacks from the receiver can, but do not have to be involved,
whereas the two-way communication involves mutual activity. Vocal interaction is a special
form of the two-way communication, in which the coordination between the sender and
the receiver is rapidly adapted from moment to moment to cope with changing situations.
Both, one-way and two-way communications are determined by a set of conditions includ-
ing the time, the place, the process and the context. In addition, it can be influenced by
the circadian rhythm, the environment, the way of vocal performance and the contextual
relativeness situated in the vocal communication.
Vocal interactions may be classified in three forms, i.e. alteration, duet and chorus
according to their temporal organizations and the number of participating animals [98].
A wide range of birds, for example, magpie larks (Grallina cyanoleuca) [87], plain-tailed
wrens (Pheugopedius euophrys) [236], and white-browed sparrow-weavers (Plocepasser ma-
hali) [225] are duet-singing birds. Duet-singing birds produce antiphonal notes for terri-
torial defense in addition to identifying different neighbors. Hall and Magrath discovered
that the temporal precision of duet singing is learned during pair bonding in some songbird
species [87].
1.4 The models of vocal interactions
Developing an approach to quantify the calling activity and determining dynamic pat-
terns of calling interactions, may open the possibility for a comparative study to determine
the function of innate calls via model species, such as monkeys, mice and zebra finches.
In particular, here I present methods allowing the analysis of calling-based interactions in
both, the short-time range (seconds) and the long-time range (entire day).
Insights into behavioral patterns are often gained by using model systems that describe
complex behaviors. To describe the dynamics of vocal interactions in humans, a special-
ized computer system, called the Automatic Vocal Transaction Analyzer (AVTA) [34], was
used to sample and detect vocal interactions by which the vocal activity of each individ-
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ual was sampled every 250 ms. These time series were transformed as a sequence of four
binary numbers: 0, 1, 2 and 3, which represent the four observable dyadic vocal states
of the dialogue: 0: partner A and B are both silent; 1: A is vocalizing while B remains
silent; 2: B is vocalizing while A remains silent; 3: A and B vocalize simultaneously. This
recording approach is an exhaustive classification of everything that can possibly happen
in a two-person, on-off vocal stream [106] and has been widely used in many studies of
two-person vocal interactions [96, 107, 57, 58, 106]. However, considering the rapid inter-
action with monosyllabic calls in many animal species, the response time of “Stack” calls
(time difference between the offset of initial call and the onset of answering call) between
a zebra finch pair can be as short as 250 ms. the 4-Hz sampling rate is much too low for
detecting calling interactions in zebra finches. To achieve a better time resolution of vocal
states and a sufficient acoustic resolution to differentiate between different vocal types, we
incorporated a high sampling rate (22050 Hz) into the dyadic interaction system in zebra
finches’ dyads.
Once animals engage in vocal interactions, they have to balance between self-generated
action patterns and reactions to cope with changing internal and external environments.
By using “Stack” calls, the challenge for the birds during interactions and for us in charac-
terizing self-generated action patterns and reactions during vocal interactions lies in both
actions being performed identically in terms of muscle activity and production-related
movements. One solution for disassociating self-generated action patterns and reactions is
to use a mixture model by dividing a behavioral pattern into self-dynamics and pairwise
reaction [11]. With this, we are able to attribute experimental data to the model and
demonstrate their statistical properties [11], thereby exploring the changes of specific ac-
tivity of the model in response to perturbation experiments [11]. By adapting this mixture
model for the zebra finch’ dyads, a calling interaction can be divided into self-contained and
reactive calls. Then we examined the statistical supports [153, 39, 206] for the attributed
model consisting of self-contained and reactive calls, which represent self-dynamics and
reactions, respectively. In difference, traditional time series analysis of behavioral data is
mainly employing auto-correlations and cross-correlations [80] and the Markovian analysis
[84] to analyze interactions between individuals, but their products only reveal a short-time
range of temporal correlations.
1.4.1 Vocal interactions in the long-time range
Calling interaction in zebra finches is a complex behavior. To explore a complex be-
havior without much prior knowledge, we first require a quantitative description for this
behavior. The “Stack” calls in zebra finches are produced over a large dynamic range.
That is: some calls are produced in a very fast succession, whereas some calls are produced
after long silent gaps, sometimes many orders of magnitude in time (Figure 1.1). Despite
their erratic occurrences, intuitively, people would think that the production of “Stack”
calls should not be random. Due to a large dynamic range, power-law distribution can
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be an ideal candidate to capture the characteristic of the productions of bird calls. How-
ever, power-law distribution is not the only distribution that describes natural phenomena.
Some human activity, such as making telephone calls, in which the distribution of the time
it takes before next call, is well approximated by exponential functions. A report has
shown that the distribution of inter-spike interval in the efferent optic nerve of the horse-
shoe crab fits well to the lognormal distribution [228]. These right-skewed distributions
share a similar characteristic. That is: most events occur with much shorter inter-event
intervals than a small number of events with longer inter-event intervals, which results in
a tail to the right of the probability density histogram. Debates about the tails of the
inter-event intervals is dedicated to the dynamics of natural behaviors [128]. There are
critical problems in the tail distributions to describe natural phenomena, in particular it
is not clear whether they are power-law, lognormal, exponential or something else [153, 39].
In given situations, the behavioral mean should be fluctuating around a certain point
to which animals maintain their behavioral variance within bound. That is essential for
the central limit theorem. Not only in the infinite physical system [198], but also in the
biological system, the Gaussian distribution has its meaning, so that being away from the
mean is not an error. In the biological system, especially in freely behaving animals, the
mean and the variance are not Gaussian. In fact, the variances are much larger than the
mean. In 1961, Taylor summarized that the population variances of many organisms are
proportional to a fractional power of the population mean in nature [210].
In contrast to the studies of physics, where the infinite system helps to predict extreme
cases, the studies of the biological system are always limited by finite sampling. Moreover,
even in the physical world, new studies in the fields of fractals and chaos characterize ob-
jects or events with features with no characteristic scales [198]. The attractive feature of
power-law should also be considerable in the biological system. Examples of power-law be-
haviors have been studied in a wide range of complex phenomena in the biological system,
including the allometric scaling in animals [230], network behaviors in human society [9],
metabolism [176], neuroscience [204] and the bursty nature of human activity [7]. Nonethe-
less, if claiming a biological behavior or phenomenon is a power-law function, one must
be cautious because the concept of power-law behavior originates from the infinite system
[206]. Therefore, a consensus analysis and a systematic statistical test must be done, when
using a power-law function. If used with caution, a robust feature of the power-law may
help in data interpretation [206].
1.4.2 Mathematics of power-law and the empirical data
To determine, whether the data obey a power-law, a framework for quantifying power-
law function in empirical data is required. In this section, I will describe some mathematical
properties of power-law distribution and compare them with empirical data in calling
behaviors. Most of the variables refer to the inter-call intervals. Therefore, I use τ to
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indicate inter-event interval in the following functions. Mathematically, if variables τ obey
power-law, the probability density function of τ follows:
p(τ) ∼ τ−α
, where α is the exponent. This is an approximation function, meaning that in natural
phenomena, not all τ , but most of empirical data are applicable for power-law distribu-
tion. The limitation is not only because of practical reasons, but also due to mathematical
reasons. If considering the probability function follows: p(τ) = Cτ−α, where C is the
constant. p(τ)dτ = Cτ−αdτ . The density function is convergence, only if the value of τ is
bigger than certain values. For instance, the series of
∫∞
τmin
τ−αdτ converges, but the series
of
∫ τmin
τ τ
−αdτ diverges as τ → 0 [153, 39].
To reveal the power-law behavior of the empirical data, it is to plot the histogram on the
logarithmic scales of both sides of the probability density equation. The data are normally
treated with a certain width of bins. There are several ways to define bin widths, such as
linear and logarithmic in order to achieve the best representation of the tail distribution of
the data. Using linear bin width, as bins have equal size, the calling behaviors with linear
bin often show a high value plateau (Figure 1.3 A), consisting with the data in which some
calling events occur after a long waiting time. The exponent will be strongly biased by
the high values. Using logarithmic bin width, the data will be sampled with increasing bin
widths; in turn, the sampling errors will be decreased. Although the estimated exponents
with logarithmic scale may capture the true value, as I choose manually in Figure 1.3 A,
the bin width must be selected with caution. However, either using linear or logarithmic
bin widths, some information from the data must be discarded because of the sampling by
binning.
To capture the data without throwing away any data point, it is useful to transfer the
probability density function into a cumulative density function of power-law distribution
(Figure 1.3). If the probability density function is p(τ) and the cumulative density func-
tion is P (τ) =
∫∞
τ p(τ
′
)d(τ
′
). For τ ≥ τmin, we obtain: P (τ) = ( ττmin )
−α+1 [153, 39]. The
cumulative distribution also follows a power-law, but displays a different exponent α − 1.
For example, if the exponent of the cumulative distribution is 1.5, the true exponent α will
be 1.5 + 1 = 2.5. All exponents mentioned in this thesis are the “true” exponent α, except
for specific indications. For τ ≥ τmin, the tail of the cumulative distribution will still fall
onto a straight line. The complementary empirical cumulative distribution may capture
the power-law behavior without losing any data points. The plotting procedure follows:
1): Let (τ1, · · · , τn) be the inter-event intervals. 2) The values are sorted in ascending order
(τ1′ , · · · , τn′ ) with a new set of indices: (1
′
, · · · , n′). 3) The tail distribution 1 − P (τ) can
be seen by plotting 1− indices
n
against sorted inter-event intervals (τi) on logarithmic scales
[153, 39]. 4) τmin to τmax, where τmax is the largest value of the data. Worth noticing that
the exponent value α = −(b− 1), where b is slope of the fitting line to the eCDF (Figure
1.3 B, light blue).
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Figure 1.3: Plotting empirical data and fitting to power-law. (A) Comparison of plotting
empirical data with a linear bin, a logarithmic bin and plotting data using complementary
cumulative distribution (eCDF). Bin width for linear bin is 1.5 seconds. Logarithmic bin
has k = 11 bins, thus it creates spanned intervals 10n1 , · · ·, 10n11 . The values of ni are
linearly spaced from log100.5 to log10τmax, where τmax is the largest value of the data. (B)
Power-law function makes sense for the values larger than a lower bound.
Moments
Moments are an important mathematical quantification of a function, which can be
used to differentiate power-law distribution from another distribution. The nth moment of
the distribution is defined as: < τn >∼
∫∞
τ p(τ)dτ . The first moment < τ > is the average
inter-event interval. The second moment is the variance. There are higher moments, such
as skewness and kurtosis that represent the shapes of a probability distribution. While
there is a fixed τmin , the maximum inter-event interval could go to ∞. When integrating
the distribution function over the range from τmin to τmax, the nth moment of the dis-
tribution will be: < τn >=
τ−α+n+1max −τ−α+n+1min
−α+n+1 [8]. By using the limit prediction, the value
of < τn > depends on −α + n + 1. If n ≤ α − 1, the value of < τn > will be finite as
τmax → ∞. If n ≥ α − 1, the value of< τn > will go to infinity as τmax → ∞. Therefore,
all moments diverge if n is larger than α− 1.
If the power-law scaling with the exponent α is in a range between 2 and 3, only the first
moment (i.e. the average value) is finite, the second moment (i.e. the variance) and the
higher moments go to infinity. Yet strictly speaking, the second moment goes to infinity
only if τmax →∞. For empirical data, the maximum of inter-event intervals always exists,
but the measured variance of the data that follow power-law must be significantly larger
than the measured variance of other data, that follow lognormal or exponential distribu-
tions.
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Scale
Scale-free: Power-law distribution is also called “scale-free” distribution. The name
of “scale-free” captures the feature of the distribution that lacks an internal scale. Simply
speaking from the perspective of the moments, if the distribution is a bounded distribution
that has convergent moments, such as exponential distribution, the randomly chosen value
is in the range of < τ > ±σ. The randomly chosen value from a power-law distribution
will be significantly diverse from the average value < τ >, because the variance can be
very large.
Another feature of scale-free distribution is that the distribution is the same, from
whatever scale we look at it [153]. That means, the distribution feature is the same if
scales of variables (the inter-call interval, in my case) are multiplied by a common fac-
tor: p(bτ) = g(b)p(τ), for any factor b. Detailed proof of the scale-free property can be
found in Newman’s review paper [153]. In this thesis, I simplified the function as being
a homogeneous function to better illustrate the scale-free property. Let g(b) be b−α that
is equivalent to p(τ). Thus: p(bτ) = C(bτ)−α = Cb−αp(τ). It represents that the form of
the function is the same (i.e. as a power law with an exponent (α) as variables τ mul-
tiplied by any factor b, only the constant has changed proportionally from C to Cb−α.
The power-law distribution is the only function that satisfies the scale-invariant property
[153], which is unique, because the sharp of the function can be zoomed in or out by any
factor, in contrary to the sharps of other distributions varying by looking at different scales.
Periodicity
Power-law distribution is not the only right-skewed distribution for natural phenomena.
There are still other systems such as Poisson processes, which would result in a more rapid
decrease of the likelihood of elapsed times as the elapsed times increase. Or perhaps, least
of all, it would be a chaotic process, which would result in an uncorrelated white noise.
A better insight in the periodicity can help us to characterize the fluctuations of natural
behaviors.
In this section, I compared different 1/fβ noises by following Gisiger’s review on “scale
invariance in biology” [79], including the white noise (β = 0), Brown noise (β = 2), pink
noise (β = 1) and violet noise (β = −2). I first generate random time series that follow the
characteristics of different color noises (Figure 1.4). The occurrences of the white noise val-
ues follow a Gaussian process. It gives values alternating around an expected mean value
(µ = 0) within an expected boundary (σ). Most importantly, the white noise represents
an uncorrelated signal: the values are totally independent of any other value on the time
series (Figure 1.4 A). If the next value is produced by adding a random value by following
the Gaussian distribution to a previous value, the process of integrating white noises will
generate a Brownian motion, the time series is so-called Brown noise. By this process,
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the values are strongly correlated in a short range of time (Figure 1.4 B). A short-range
fluctuation results in a significantly different time series in comparison with white noise,
although both time series follow the Gaussian process. In the Brown noise time series,
the values keep increasing or decreasing for a certain range of time, as we can see on the
curve (Figure 1.4 B). On the other hand, the time series of pink noise appears to be similar
to Brown noise, except that pink noise is noisier with a lot of high frequency modulation
along the whole time series (Figure 1.4 C). The pink noise process may be equivalent to
the Brown noise process plus the white noise process, just as if the behavior of the Brown
noise process is observed with measurement errors. Therefore, the pink noise can be ob-
served in many physical and biological systems [173, 79]. In visual appearance, the violet
noise seems to be similar to the white noise, because the values of the violet noise are also
positively and negatively alternating around an expected value 0. Since the violet noise
is the result of the differentiation of the white noise, the positive and negative values are
also alternating around an expected value, resulting in a time series that appears similar
to those of the white noise (Figure 1.4 D). In contrast to the white noise time series, the
positive and negative values of violet noises are correlated. Such short-range of fluctuation
requires a power-spectrum analysis to be distinguished from the white noise.
The periodogram or the power spectrum S(f) of the signal estimates the contributions
of each frequency (f) to the signal [79]. By analyzing the periodograms, we are able to
differentiate between these color noises more clearly than looking at different time series.
The white noise should have equal density at every frequency as expressed by the noise
function: p(f) ∼ 1/fβ with β = 0, as when plotting with the double logarithmic scale, the
power spectrum of white noise signal shows an almost straight line with a slope equal to
0 (Figure 1.4 A). Brown noise is the consequence of integrating the Gaussian process, by
which positive values are likely to be closed together in time, so as the negative values are
likely to be closed together. Therefore, fluctuation between many successions of positive
and many successions of negative values over time will result in more possibilities of lower
frequency than faster frequency. The frequency is the fraction of time (f = 1
T
). The
lower the frequency, the longer the duration of fluctuation time. We modeled the various
noises with the mean and the variance equal to 0 and 1, respectively. The time series of
Brown noise appears to have large fluctuations over time. The power spectrum shows that
the abundance of longer durations of fluctuation is much higher than shorter durations
of fluctuation (Figure 1.4 B). For the pink noise, as there are more shorter durations of
fluctuations, S(f) decreases slower than for the Brown noise (Figure 1.4 C). It is worth
noticing that, by comparison to the white noise with β = 0, both, in Brown and pink noise
power density decreases with increasing frequency. The pink noise with β = 1 has equal
power in all frequency ranges that are proportionally wide, whereas the power of Brown
noise with β = 2 decreases much faster than the pink noise by increasing frequency. The
power spectrum of the violet noise β = −2 falls on a straight line on a double logarithmic
plot with a slope equal to 2. Further, the periodogram reveals a quantitative feature of
the color noise signal. The power of the violet noise increases by increasing frequency,
which indicates that higher frequency fluctuations occur more often than lower frequency
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Figure 1.4: Time series and periodograms of different color noises. (A) White noise: The
positive and negative values of white noise are alternating in time, but the values are not
correlated. (B) Brown noise: The values are increasing and decreasing in a short period of
time, which results in a long-range fluctuation. (C) Pink noise: that is equivalent to the
brown noise, but with more high frequency modulations. (D) Violet noise: The positive
and negative values are correlated and alternating in time.
fluctuations (Figure 1.4 D). Compared with the values of white noise, the values of violet
noise are correlated, but these values are organized such that positive and negative values
are alternating in time [165].
1.4.3 Statistic of power-law
Since the power-law descriptions have been discovered in the empirical world, many
mechanistic models arose to explain power-law functions that seem to be omnipresent in
biological and non-biological systems. More and more reports claim that certain behav-
iors follow power-law dynamics, but often lack sufficient data or statistical support [206].
A frequently encountered problem is that many empirical data are non-negative values
and right-skewed, in which a tail will be seen by most of the right-skewed distributions.
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Moreover, a straight line appearing on the log-log plot is a hint, but that is very far from
statistical support of power-law, because the tail can be stretched in different shapes by
binning the data with different scales [153] (Figure 1.3). Although in many people’s views
the data fitting is not an exact science compared with analytic mathematics, we will first
acquire knowledge of whether or not a certain behavior is quantifiable. With this, we may
further derive the underlying basis for this behavior. If statistical tests support that a
behavior expresses power-law characteristics, the scaling features of power-law can help us
to explore the biological relevance of this behavior, such as by using perturbation experi-
ments (see Manuscript 2.1).
In this section, I introduced the fitting procedure described by Clauset et. al. [39].
Although a perfect fitting can neither exist nor be realistic, their method has so far been
the best algorithm to fit power-law to empirical data in respect to its mathematical fea-
tures. Among others, the most important aspect is that power-law scaling is not valid
for the full range of data. Lower values saturation (τmin) and higher degree cut off (τmax)
are often observed in real data. With the constraint of the ranges between and , we will
have a clean region that fits to the power-law (Figure 1.3 B). In contrast to the scaling
properties of network sciences, in which the τmax has a clear meaning with the analytical
support, the τmax does not have a clarified meaning in vocal interaction yet. In this the-
sis, I speculated that the τmax could be the largest inter-call interval at which it is still
biological informative for one vocal event related to the previous one. In contrast to the
τmax, which can go to infinity for a power-law, the τmin must be bigger than 0, not only for
practical reasons, but also, most importantly, because of the mathematical reason derived
from power-law properties. For the practical reason, there would be very large numbers
of possible fits to the empirical data if all the lower values were considered for the fitting.
For the mathematical reason, there must be a lower bound value of τmin by which the
power-law makes senses, because the integral of power-law function τ−αdτ over a certain
range of value will be convergence only if the range is between τmin and +∞, whereas
the power-law function will be divergence when the values are approaching 0. Taken to-
gether, I fitted the data over a range from τmin to the possible largest value in observations.
To avoid confusions, I used “min τ” and “max τ” to indicate the dynamics ranges of
the data, “τmin” and “τmax” to indicate scale regions for power-law. The fitting procedure
has the aim to estimate the exponent from a discrete set of data points (i.e. the inter-call
intervals, τ) from τmin to any possible largest value in observations (about 1000 seconds
for our longest observation period: 10 hours during the day). The fitting algorithm follows
Clauset et. al. by estimating the lower saturation for the scaling region [39, 8].
The fitting procedure aimed to estimate the exponent from a discrete set of inter-event
intervals (τi, i = 1, · · · , n) from a lower bound: τmin to any possible largest value in a
continuous recording. The steps of the fitting procedure are:
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1. Estimate the candidate exponents α
′
the candidate τ
′
min between the shortest and
the longest inter-call intervals:
α
′
= 1 + n
[
n∑
i=1
ln
τi
τ
′
min − 12
]−1
2. Many (α
′
, τ
′
min) pairs will be obtained from step 1. Assuming that the discrete
power-law distribution is: p(τ) = 1
ζ(α,τmin)
τ−α, thus the cumulative density function
(CDF) will be:
P
′
(τ) = 1− ζ(α, τ)
ζ(α, τmin)
3. Calculate the distance (D) between the empirical CDF and the estimated CDF:
D = maxτ≥τmax|eCDF (τ)− P
′
(τ)|
4. Repeat steps 1 – 3 until we have all possible (α
′
, τ
′
min) pairs calculated by whole range
of τ
′
min from the shortest (i.e. min τ) and the longest inter-event intervals (i.e. max
τ). By looking at the plot of distance (D) against τ
′
min, we will obtain the minimum
distance with corresponding τmin and exponent α.
5. Calculate the p-value to test the similarity (i.e. the distance (D) in step 3) between
the empirical and the simulated CDFs. The Kolmogorow-Smirnov statistic was used
to quantify the distance between the empirical CDF and the synthetic CDF with
corresponding parameters. The closer the p-value is to 1, the more the simulated
data with corresponding α and τmin are similar to the real data.
1.4.4 Vocal interaction in the short dynamic range
For theoretical reasons, power-law scaling does not cover the whole dynamic range (see
Introduction 1.4.2.). The distribution of inter-call intervals deviates from the power-law
characteristic below a minimum value τmin. In this subsection, I introduced the call-based
vocal interactions in the short dynamic range from 0 up to 2 seconds (Table 2.1.).
As mentioned above, the dynamics of call-based vocal interactions can be defined as a
mixture of the self-contained and the reactive dynamics. The self-contained and reactive
behaviors in the short dynamic range can be revealed by the auto- and cross-correlations.
Many studies have reported that the vocal activity of either individual was potentially con-
tingent upon what the partner did over a window of up to 5 seconds for zebra finch dyads
[52, 211, 77, 166, 205] and up to 60 seconds for most human dyads (Jaffe et al., 2001).
These events that fall into the short dynamic range are often observed as the low-degree
saturation in the range between 0 and τmin on the log-log plot of empirical data (Figure
1.3). This indicates that some reactive and self-contained events that occur faster than
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τmin, do not follow the power-law. In contrast to the plasticity of the calling activity that
may give rise to the power-law behavior in the long dynamic range, the observation of the
low-degree saturation in the range between 0 and τmin may due to the certainty of some
calling activity. As the cross-correlation analyses showed, the zebra finches responded
more contingently to their mates than to others. This indicates some higher degree of
certainty in the vocal coordination between paired zebra finches than between unfamiliar
zebra finches.
1.5 Neurophysiology of call-based vocal communica-
tions
In Manuscript 2.2, we studied the neurophysiology of the sensorimotor system for call-
based vocal interactions in the short dynamic range. In this chapter, I will introduce the
neurophysiological background of call-based vocalizations in birds.
Vocal communication is a complex behavior that allows animals to interact with each
other by using sound signals. Interactions depend on the ability to control motor outputs
while analyzing sensory inputs [174]. Previous studies showed that perceiving and produc-
ing sound signals requires both, sensory and motor systems [23, 227, 169]. In part, own
sound signals and sound signals of others are monitored continuously in the auditory cor-
tex of squirrel monkeys [50, 51]. The motor system and sensorimotor system both pertain
to active and passive feedback [95, 30, 192]. Although sensorimotor systems are critical
to task-specific motor performances and the motor learning [102, 217, 240], it is still un-
known how sensorimotor systems contribute to natural vocal interactions. In the following
sections, I will first introduce the motor control, then the auditory processing and the
sensorimotor control of calls in birds. Subsequently, I will introduce the neurophysiology
of vocal interactions in birds.
1.5.1 Motor control of bird calls
In contrast to insects and fish, calls of birds and mammals depend on respiration. The
neural control of vocalizations of songbirds consists of two distinctive forebrain circuits to
produce learned and unlearned vocalizations [157]. The pathways converge into a common
pathway in the brainstem [233, 234]. The medullary vocal-respiratory circuit, including
the syringeal motonucleus (XIIts), nucleus retroambiguialis (RAm) and rostroventral res-
piratory group (rVRG), is common to all vocalizing birds [234, 177, 67] (Figure 1.5). All
these nuclei of the vocal- respiratory circuit are defined by the mRNA expression of an-
drogen receptors [69]. In addition to the vocal- respiratory circuit, anatomical studies and
electrical stimulation showed that the avian midbrain, dorsomedial nucleus (DM) of the
intercollicular complex (ICo) are a gating apparatus for initiating vocalization in chicken
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[167], pigeons and zebra finches [235]. DM innervates RAm and XIIts that control vocal
productions [27, 231, 232, 234, 235]. Electrical stimulation studies suggest that the mid-
brain area receives a descending vocal command from the diencephalon in quails [193] and
from the archistratum in pigeons [248].
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Figure 1.5: The song systems of songbirds and non-songbirds. Songbirds and non-songbirds
share a similar motor system in the brainstem. The song system with interconnected nuclei
in the forebrain is presented in songbirds as compared with non-songbirds. Compared with
a non-songbird, a songbird has an elaborate interconnected nuclei in the forebrain. DLM,
nucleus dorsolateralis anterior, pars medialis; DM, dorsomedial nucleus of the midbrain nu-
cleus intercollicularis; HVC, higher vocal center; lMAN, lateral magnocellular nucleus of the
anterior nidopallium; mMAN, medial magnocellular nucleus of the anterior nidopallium;
NIF, nucleus interface of the nidopallium; nXIIts, tracheosyringeal portion of the nucleus
hypoglossus; RA, robust nucleus of the arcopallium; RAm, nucleus retroambigualis; rVRG,
rostro-ventral respiratory group; X, Area X. Modified from [24] with permission.
Male zebra finches sing and call while females only call. Simpson and Vicario explored
the sexual dimorphic vocal control of calls in zebra finches. They found out that male
songs and female calls maintained largely unaffected after DM lesions. RA lesions how-
ever, impaired song performance in males dramatically. These results indicate that, in
zebra finches, the vocal command of songs begins in the archistriatum [233]. But as com-
mon to all birds, instead of as a central pattern generator for vocalizations, the DM may
be an integral part for gating songs and calls which are driven by an integration mecha-
nism involving intrinsic and extrinsic inputs from cortex-like and subcortex-like forebrain
areas. Although some in-vitro studies have been done to explore the physiological mech-
anism of DM [112] and the vocal-respiratory axis [183, 182], the behavioral correlation of
these circuits is unknown in-vivo due to the difficulty of deep brain recoding in behaving
1.5 Neurophysiology of call-based vocal communications 21
animals. Female zebra finches seem to produce calls even without RA projection to DM
[235, 203]. Hence, ICo seems to serve as vocal command to drive call productions in both,
male and female zebra finches. However, the neuronal mechanism underlying vocal gating
of ICo/DM is unknown.
The forebrain vocal control system of songbirds consists of two pathways, the motor
pathway and the anterior forebrain pathway, each of which emerges from the sensorimo-
tor nucleus HVC [156]. The sensorimotor system plays an essential role in song learning
and production [157, 139, 118, 4, 124, 146]. Recent studies showed that a specific type of
HVC neuron reflects the feedback monitoring between sensory and motor information for
song communication in swamp sparrows [172]. However, multiunit recordings showed that
the neuronal activity in the forebrain nucleus HVC is also associated with the production
of harmonic calls, although unspecified by the author [138]. More specifically, a subset
of RA-projecting HVC neurons is associated with the production of “Distance” calls in
zebra finches [85]. Furthermore, two other motor-related forebrain nuclei, the NIF and
RA showed a neuronal correlation with the production of calls [138, 132, 211]. The first
evidence that forebrain vocal areas are involved in call interactions comes from the work
of Ter Maat et al. in RA [211]. Premotor activity of HVC related to innate calls such as
the “Stack” call in a social context is unknown.
1.5.2 Auditory representations of bird calls
Vocal controls are tightly linked to auditory representations (Figure 1.6). Many behav-
ioral studies showed that birds (whether they learn sounds or not) are able to discriminate
sounds based on their structure and their semantics [160, 75, 71, 212, 24, 53]. Noticeably,
zebra finches are able to distinguish individual “Distance” calls, which differ very little in
their acoustic parameters [221]. For the auditory representation, most studies were dedi-
cated to the neurophysiological basis of auditory learning, in particular, the song learning
and memory in birds (reviews [71, 170, 212, 24]). Few were done for the auditory repre-
sentations of bird calls [37, 15, 16, 53].
Field L is the auditory cortex analog forebrain area of birds [120, 81, 2]. It is subdivided
into three sub-regions L1, L2 and L3 that are interconnected with secondary auditory areas
in the caudal nidopallium (NCM) and caudal mesopallium (CM). A connection between
the auditory system and the song system of songbirds emerges from the shelf region of the
sensorimotor nucleus (HVC) [109, 133]. Concerning the auditory representations of natural
sounds of songbirds, the midbrain nucleus mesencephalicus lateralis dorsalis (MLd) and the
primary auditory region (Field L) are not selectively tuned to particular semantic sounds,
but sensitive to the spectral and temporal structure of natural sounds [212, 243]. However,
guinea fowls (Numida meleagris) showed auditory selectivity in Field L to species-specific
calls [26]. Auditory selectivity to semantic sounds is commonly found in the secondary
auditory system and the sensorimotor nucleus HVC. Neurons of NCM and CM of zebra
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finches show a distributed pattern of auditory sensitivity to “Distance” calls [53]. The
HVC neurons are selective for the birds’ own songs (BOS) [220], whereas the secondary
auditory areas, including NCM and CM, are not selective for the BOS, but showed selec-
tivity for conspecific songs [74, 75]. Lewicki and Arthur suggested a hierarchical processing
in the avian auditory system by showing the gradients of an auditory context-dependent
sensitivity between Field L and HVC [121].
During life-history, zebra finches produce variable versions of calls ranging from “Beg-
ging” calls in juveniles, “Nesting” calls during nesting periods, “Wsst” calls under stress
and “Distance” calls for daily routines. Elie and Theunissen analyzed the neural represen-
tations of these semantic categories of calls in primary and secondary auditory areas. They
found that the neurons in these auditory areas are highly selective for different semantic
categories of calls [53] but are distributed throughout the auditory forebrain.
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Figure 1.6: The forebrain auditory system and its connectivity with the song system.
Abbreviations: Cb, cerebellum; CLM, caudal lateral mesopallium; CMM, caudal medial
mesopallium; DLM, nucleus dorsolateralis anterior; HP, hippocampus; HVC, higher vocal
center; L1, L2, L3, subdivisions of field L; LaM, lamina mesopallialis; lMAN, lateral mag-
nocellular nucleus of the anterior nidopallium; NCM, caudal medial nidopallium; nXIIts,
tracheosyringeal portion of the nucleus hypoglossus; RA, robust nucleus of the arcopallium;
V, ventricle. Adapted from [24] with permission.
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1.5.3 Neurophysiology of vocal interactions
To this day, very few studies have investigated the neurophysiology of inter-agent vocal
interaction in a social context [211, 60]. Recently, a lightweight radio transmitter and a
wireless neurophysiological system have been developed for recording individual sounds
and neuronal signals simultaneously. With this approach, it has been shown that a bi-
lateral interaction pattern of “Stack” call communication emerges between paired-bonded
zebra finches [211, 77], and the premotor nucleus RA is related to call productions during
calling interactions [211].
The sensorimotor nucleus HVC is widely credited with song learning and performance,
but little is known on how the HVC contributes to the coordination of ongoing vocal in-
teractions. In duet-singing birds, such as in plain-tailed wrens (Pheugopedius euophrys),
males and females produce alternating singing to coordinate with each other. The sen-
sorimotor nucleus HVC is associated with both, the production of duet songs [63] and
the coordination of duet singing [60]. By analyzing the sequences of the duet songs and
comparing to the solitary songs, Fortune et. al. showed that the duet songs of plain-tailed
wrens are not fixed action patterns, which could be sang separately and yet precisely fell
into each other’s song gaps [60]. On the contrary, the duet singing of plain-tailed wrens is
very variable since singing errors occur quite often during ongoing duet singing [63].
Although the production of “Stack” calls in zebra finches per se does not need the fore-
brain pathway [199], the plastic usage of “Stack” calls may require forebrain pathways to
cope with changing situations in a social context. In zebra finches, vocal interactions with
“Stack” calls can be as short as 250 ms. If the response time excesses the time of auditory
processing, two possibilities may allow rapid interactions. First, they may learn a series
of action patterns that timely interleave with each other, so that the resulting gaps be-
tween the actions of each performer are very short. Second, they may use the expectation,
which is known to benefit the response time to stimuli in humans [86]. Studies in humans
[100, 114] and monkeys [131] reported that the sensorimotor system and context-based
interactions with the experimental objects play an important role in the predictive cod-
ing of upcoming events, which constitutes an essential prerequisite to social interactions.
However, the predictive coding during a natural social interaction remains largely unknown.
1.6 Neurophysiology of expectations
Neurophysiological research of expectation dates back to the 1960s. Kornhuber and
Deecke found neural activity, so-called readiness-potential prior to the onset of self-initiated
movements in the motor cortex of humans [113]. Walter et. al. discovered that human
brains associated with expectation of sensory events by measuring the contingent negative
variation [226]. This contingent negative variation consists of two components: the re-
24 1. Introduction
sponse to the initial stimulus and the response to the terminal stimulus [226]. The interval
between the initial and the onset of terminal stimulus was about 1 second. Both, initial
and terminal stimulus alone, elicited a post-stimulus activity in the brain. Only if two
stimuli were paired, the readiness-potential appeared prior to the onset of the stimulus,
no matter whether the latter stimulus was passively attentive or actively prompted by
pressing a button [226]. Furthermore, Walter et.al. showed that the readiness-potential
was not only associated with volitional movements, but also associated with involuntary
movement such as the corneal reflex [226]. Therefore, the readiness-potential occurs only
if it is contingent upon a cue that is given prior to an operant event, no matter whether
the operant event is either sensory or motor.
The relationships between sensation, movement and decision making have been debated
heatedly since the readiness-potential and expectancy was reported in the 1960s [123]. In
relation to the expectation of upcoming auditory events in context-based communications,
here I focused on introducing some recent neurological observations of anticipated sensa-
tions in the sensorimotor or premotor cortices. The first question about the sensation in
the sensorimotor or premotor cortices is their functional relevance since the sensory cortices
may be totally capable of mediating the perceptual discrimination of the stimuli. For this
question, Romo and his colleagues showed that the sensory representation in the cortical
motor area contributes to decision making and guides motor behavior. In their study, when
two paired stimuli at different frequencies (F1 and F2) were presented to monkeys (Macaca
mulatta), the movement decision was made based on the discrimination between F1 and
F2 [184]. Further, they found that the cells in the premotor cortex and the supplementary
motor area fired sustainably during the gap period between F1 and F2. By contrast, the
primary and secondary sensory cortices only fired transiently to F1 and F2 [184]. Although
they did not further elaborate the importance of cued stimulus (F1) in the auditory rep-
resentation of operant stimulus (F2), their data and analyses are similar to Walter’s study
and further suggest, that the decision to act according to the operant stimulus was made
by matching the expectancy to the operant stimulus (F2), when the cued stimulus (F1) is
encoded in working memory during the gaps between F1 and F2. Indeed, motor perfor-
mance requires sensory information, and sensorimotor and premotor areas play a crucial
role in motor planning and decision making [180, 40, 131]. Sensory information not only
guides movement via feedback control, but also relates to feed-forward control regulating
the accuracy and the timing of movements [241, 101]. If movements were only guided by
sensory feedback, the movements would be slow and clumsy, since the brain would need
to update the sensory consequence given by the last movements before performing the
next. The solution to this problem is the inverse model of the sensorimotor integration, by
which particular movements are expected to achieve certain desired sensory consequences
by experiences. On the other hand, the forward model of the sensorimotor integration
will anticipate the sensory consequence by actions [241]. In other words, a forward model
anticipates what is going to happen by giving it a try. Despite the importance of sensory
information to calibrate self-generated actions, in this thesis, I asked how the sensory in-
formation is coordinated in the sensorimotor system during ongoing vocal interactions. In
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particular, does the sensorimotor system in birds generate neuronal activity to anticipate
upcoming vocalization during context-based vocal interactions?
In Manuscript 2.2, we focused on the sensorimotor association in male HVC for the
short dynamic range (0 – 4 s) of call-based vocal interaction in zebra finches. Since pair-
bonded zebra finches are able to reliably react to their partners in less than 250 ms, a
similar mechanism underlying expectation may exist in zebra finches as described above
in humans.
1.7 Sex differences of auditory object formation
Previously, I introduced the dynamics of call-based vocal interaction in the short dy-
namic range between 0 and τmin and in the long dynamic range between τmin and +∞.
In this chapter, I will introduce further works in the auditory coding of natural sounds in
male and female zebra finches’ auditory forebrain. Here, I compared the auditory responses
to natural sounds between the male and female auditory forebrain. I further elaborated
a putative mechanism of a sensorimotor feedback that may cause the sexual difference of
auditory responses to natural sounds in the auditory forebrain.
Resolving the acoustic information from a natural acoustic environment depends cru-
cially on the temporal structures in addition to spectral structures [22]. In order to investi-
gate the spectro-temporal regularity of sound elements in a complex environment, auditory
scene analysis provides an ideal paradigm when compared with introducing a mixture of
natural sounds that may induce more noises than information in a decoding scheme. In
a classic auditory scene analysis, a sequence of syllables is presented to a listener. Each
syllable consists of two tones at different frequencies (“A” tone and “B” tone). “A” and
“B” tones are separated with a silent gap (inter-tone interval). While the repeated syllables
are presented at increasing rates (i.e. the inter-syllable intervals are decreasing), a listener
is likely to report hearing two separated streams, if the frequency difference between “A”
tone and “B” tone is large [31]. With this approach, studies in human [31] and European
starlings [18] reported that the inter-tone interval (the gap between “A” and “B”), the
inter-syllable interval (the gap between two consecutive “AB”) and the spectral difference
between tones are crucial to auditory stream segregation.
Previous studies by using operant conditioning and discrimination tasks reported that
female canaries exhibited a higher probability of courtship solicitation displays (CSD) to
song syllables that were uttered with high speed and were broad-banded [32, 44]. European
starlings and zebra finches showed more attention to specific features in conspecific songs
in discrimination tasks [125, 72, 73]. Furthermore, HVC-lesioned female canaries lost the
acoustic preference for conspecific songs over conspecific poor-stimulating songs and het-
erospecific songs [32, 44]. Lesions to HVC affected the discrimination of conspecific songs
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in European starlings [73]. Lesions of the anterior forebrain pathway of the song system
and of HVC also affected the conspecific and heterospecific song discrimination in zebra
finches [125, 187]. In summary, the forebrain nuclei of the song control system appear
linked to the acoustic discrimination of male and female songbirds. However, the neuronal
mechanism underlying the sexual difference of auditory perception and the sensorimotor
feedback in maintaining auditory sensitivity to conspecific sounds is unknown. Field L
has bi-directional connections with the secondary auditory areas of NCM (caudal nidopal-
lium) and CM (caudal mesopallium) and a connection with the shelf region of HVC [62].
Although the physiological importance of these routes between sensory and sensorimotor
system is unknown [212], given the anatomical and behavioral evidence mentioned above,
I examined the auditory properties in male and female Field L to investigate putative
mechanism of sensorimotor feedback underlying auditory sensitivity to conspecific sounds.
In Manuscript 2.3, we investigated the neuronal mechanism underlying auditory re-
sponse to trains of syllables. The train of syllables was composed of repeated syllables
including natural syllables and mechanic sounds. The natural sounds were: 1) conspecific
song syllables that subdivided into the bird’s own song (BOS) syllable for males, i.e. the
familiar song syllable for females, and the not bird’s own songs (NBOS) syllable for males,
which was unfamiliar song for females. 2) heterospecific song syllables were extracted from
a song of a common blackbird (Turdus merula). 3) mechanic gallop sounds consisted of
two tones at different frequencies with 17.8 semitone difference (2800 Hz for “A” tone and
1000 Hz for “B” tone). In Manuscript 2.3, we examined the temporal coding (spike tim-
ing) and the spectral coding (spike rate) of male and female Field L neurons in relation to
different stimuli with varied lengths of inserted gaps. Further, we employed an auditory
scene paradigm to examine the temporal and spectral regulation of natural sounds in a
playback train.
Unfortunately, the data of GABA treatments do not provide sufficient support for the
impact of the pre-motor activity of HVC on the sensory properties of field L. In the dis-
cussion of this thesis and in the supplementary text of the Manuscript 2.3, I provide pilot
data related to this question and discuss the putative mechanism of sensorimotor feedback
in maintaining auditory object formation of natural sounds in the auditory forebrain.
1.8 A telemetric approach for simultaneously measur-
ing vocal and neuronal activity of freely interact-
ing animals
Telemetric approaches provide opportunities for advancing our understanding of how
animals interact vocally with each other in their environment [189, 77]. Many group-living
social animals, such as zebra finches, communicate with each other by using acoustically
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rather similar vocalizations. The on-bird audio-transmitters and electrophysiological trans-
mitters enable to gain temporal precision of behavioral and neuronal activities from be-
having individuals simultaneously (Figure 1.7).
A
0.5 cm
B
 c
Figure 1.7: A telemetric approach for measuring vocal and neuronal activity of freely
interacting animals. (A) Both male and female zebra finches were equipped with backpack
audio-transmitters (invisible on-birds in this figure, but shown in zoom image). Male was
equipped with an electrophysiological transmitter. (B) The male zebra finch was equipped
with an electrophysiological transmitter.
Since the on-bird radio transmitter faces tightly toward the surface of the animal’s body,
the on-bird microphone records a higher power in the low frequencies as compared to the
external recording and the recording of non-focal animals (Figure 1.8 A) [77]. This power-
spectral characteristic enables us to differentiate individual vocalizations easily. Further,
the same animal can be equipped with multiple transmitters to monitor other variables such
as neuronal signals and vocalizations simultaneously. E.g., we have successfully recorded
single-units in the male HVC (Figure 1.8 B). These singing-related units exhibited stereo-
typed bursting patterns that tightly locked to the song syllables during active singing
(Figure 1.8 C).
The telemetric infrastructure consists of three parts: transmitter, receiver and data
storage. We separate these parts into three individual boards to ensure real-time moni-
toring and big-data storage. We used two types of transmitters in this thesis: a wireless
microphone for vocal activity and a wireless neurophysiological transmitter for neuronal
activity (Figure 1.7). The wireless microphone weighs 0.6 g, including one battery (Typ 10,
PR 70). The battery lasts for 12 – 14 days of continuous transmitting. The transmitting
range is 5 meters. The wireless neurophysiological transmitter weighs 0.9 g, including two
batteries (Typ 10, PR 70). The batteries lasted for 7 days of continuous transmitting.
The transmitting range is 10 meters. The transmitted signals (transmission frequency:
375 – 380 MHz for audio signals and 270 – 290 MHz for neurophysiological signals) were
picked up by respective antennas, which were positioned outside of the sound boxes. Each
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Figure 1.8: Simultaneous recordings of vocal and neuronal activity in freely interacting
zebra finches. (A) Comparing spectrogram between external and on-bird recordings. Ex-
ample multi-units recording in male HVC that synchronizes with microphone recordings.
Color-coded circles indicate focal recording from the on-bird microphones (red: female,
blue: male). (B) Example single-unit recording in male HVC. (C) The neurophysiological
recording in HVC showed the singing-related unit exhibited stereotyped bursting patterns.
antenna was connected to the communications receiver (AR8600, AOR, USA). All signals
coming from the respective communications receivers (AR8600) were digitized simultane-
ously by an 8-channel audio interface (M-audio fast track Ultra 8R, USA). We sampled
multi-channel signals at a rate of 22050 Hz by using a customized program (ASIO Rec
by M. Abels) and stored them as uncompressed files (WAV). The sounds were extracted
from an uncompressed WAV file by setting a trigger level. A customized program (Sound
Explorer Pro by R.F. Jansen) was used to compare sounds automatically with respect
to a set of temporal-spectral parameters: the duration, the mean frequency and its stan-
dard deviation, the model frequency and its standard deviation, the wiener entropy and
its standard deviation, the fundamental frequency and its standard deviation, the time of
zero crossing, the time of maximum positive peak and the time of maximum negative peak.
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The sounds were subsequently sorted by a k-means clustering algorithm according to the
distance matrix generated by the temporal-spectral comparison. After manual refinements
by visual inspection of the spectrograms of the sounds, data are saved as: 1) a text file that
contains information of the timestamps and the cluster identities. 2) a set of bitmap files
that illustrate all sounds in each cluster. 3) a set of binary files that contain the spectral
information of the images. As the result, a duration of 8 hours recording ( 1.18 TB, sample
rate: 22050 Hz) can be reduced to several hundred KB of text file that contains a precise
time series. To process the neurophysiological data, the data were down-sampled to 11050
Hz and subsequently high-pass filtered with a cutoff frequency 300 Hz. In order to have
an overview of synchronized data, the vocalization data were down-sampled to 8 KHz and
fed into Spike 2 (Cambridge Electronic Design, UK) together with the neurophysiological
data. Spikes were extracted and sorted with spike 2. Spike-forms and spike-times were
saved as a mat file for further analysis in Matlab (MathWorks, US).
30 1. Introduction
Chapter 2
Manuscripts
This chapter consists of three manuscripts. The first and the second manuscripts cover
the dynamics of call-based vocal interaction in the long dynamic range between τmin and
+∞ and short dynamic range between 0 and τmin, respectively. The first manuscript
was designed to identify the behavioral characteristics, whereas the second manuscript
contributed to the neurophysiological base of call-based vocal interactions in the short
dynamic range. The third manuscript was to examine the sexual differences of auditory
responses to complex auditory scene in auditory forebrain of zebra finches. In this chapter,
I kept the original tags and letterings for figures with respect to each manuscript. I added
additional tags for figures in this chapter in order to line up for the tags of this thesis. The
first figure of this chapter will be “Figure 2.1”, the second figure will be “Figure 2.2” and
so on. Further, I added all the references as part of the bibliography in the end of this thesis.
2.1 Power-law scaling of vocal activity in zebra finches
2.1.1 Abstract
Social mammals and birds have a rich repertoire of communication calls. Some call
types are uttered rarely but in specific contexts while others are produced in large num-
bers but are not linked to a specific context. An example for the latter is the “stack” call
that male and female zebra finches utter thousands of times per day in a seemingly erratic
manner. We quantified this calling activity of captive zebra finches by using on-bird tele-
metric microphones that permitted a precise temporal resolution. We separated the calling
interactions into the reactive and the self-contained callings. Despite a large dynamic range
in the succession of calling events, the temporal distribution of the reactive and the self-
contained calling was characterized by a power-law with exponents ranging between 2 and
3, which implies that all calls in that scale have similar dynamic patterns. This evidence
of power-law scaling provides an accurate description of the calling dynamics. This quan-
titative description shows that calling dynamics of mated zebra finches depend transiently
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on physiological (water availability) and social (separation from the reproductive partner)
situations of the individuals. The calling dynamics may inform about an individual’s state,
even though a single “stack” call has no predetermined meaning.
2.1.2 Introduction
Many animals, in particular group-living birds and mammals communicate with reper-
toires of species-specific but individualized sounds such as calls that might be uttered in
very large numbers during the course of a day [135, 15, 152]. Individual calls can be uttered
either with a specific context [134, 56, 35, 194, 222, 215, 54] or without a discernable con-
text [136, 93]. The latter have no obvious predetermined signaling value and often occur in
diverse circumstances such as group progression and social interaction [137, 93, 126]. Pre-
vious works on vocal communication have focused mainly on context-specific calls. Those
studies examined either the relationship between form and function of such calls [135, 54]
or the linguistic-like characteristics [161, 162]. Context-specific calls account, however,
only for a small part of the emitted sounds. Some group-living birds produce thousands
of calls per day that are not answered by conspecifics and that are not answers to calls
from other birds [211, 77]. “Stack” calls of captive zebra finches (Taeniopygia guttata)
for example appear to be self-contained without specific context, in particular those that
are not contingent upon mates or other group-members. Both self-contained callings (own
call is uttered after an own call) and reactive callings (own call is uttered after the call of
others) of mammals and birds occur with a large dynamic range [52, 209]. The problems
of characterizing these events in previous studies are due to the fact that the production
of these calls appears not to follow any discernible pattern.
Insights into behavioral patterns are often gained by using mathematical models that
describe complex behaviors. In a stream of vocalizations for example, some callings might
be self-contained action patterns and others are reactions during vocal interactions, while
both actions are performed identically in terms of muscle activity and observed movements.
One method to discriminate between self-contained and reactive callings is to use a mixture
model that divides the behavior into self-dynamics and pairwise reactions [11]. Moreover,
traditional time series analysis mainly employs auto- and cross-correlations to analyze self-
contained and reactive behaviors but their results only reveal a short-range (1 minute or
less) of temporal correlations in bird and human dyads [106, 52, 211, 77, 166, 205]. How-
ever, similar to human activities such as email communication [7] and mobility [200], the
“stack” calling of zebra finches has a much larger dynamic range [52, 209]. Time series
analytical tools that cover large dynamic ranges (hours to several days) such as power-
law distributions showed indeed that human activities follow a power-law distribution [7].
That is, the frequency of interaction between two individuals is approximated by an inverse
square power exponent (α) of inter-event intervals of interactions [7]. The power-law de-
scription confers strong predictive power and has been used to reveal the orderly scale-free
pattern in many complex behaviors [91, 165, 198]. For example, healthy heart activity in
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humans displays a scale-free pattern and changes of scaling exponents reflect a pathologic
state [165]. We speculated that the dynamics of the self-contained and of the reactive call-
ings might be described by power-law distributions and vary with the physiological states
of the zebra finches.
Debates about the dynamics of natural behaviors concern whether the bursts of activ-
ities [52] and the distribution of their inter-event intervals are exponential, lognormal or
power-law [128]. In this study, we quantified the calling activity of zebra finch pairs by
using on-bird telemetric microphones that permit a high temporal precision of the measure-
ments while the animals interact freely with their reproductive partners. We examined the
statistical support [153, 39, 206] for various mathematical models for the self-contained and
reactive callings, which represent self-dynamics and reactions, respectively. Subsequently,
we probed the models of self-contained and reactive callings by perturbation experiments
to directly access the plasticity and homeostasis of the behaviors [11]. We applied biologi-
cally meaningful perturbations by either limiting social-sensory cues or the access to water
in order to explore the dynamic changes of the reactive and self-contained calling activity
[202, 166]. In many species including the zebra finch, audio-visual integration is a common
feature [25, 90, 221, 166]. Hence, separating auditory from other sensory cues emitted by
the mate may change the reactive calling. Furthermore, the reproductive activity of zebra
finches depends on the availability of water. Previous studies showed that water-restricted
zebra finches reduced their singing activity [175] but otherwise adapted rapidly to that
condition, reflecting their evolutionary origin as birds of arid zones. Hence in this study
we removed water for a short period from one individual (male or female) of a mated
pair at a time but allowed social (audio and visual) contacts between them. We examined
dynamic changes of self-contained and reactive callings in response to the above treatments.
2.1.3 Results
Quantification of calling activity
To quantify the calling activity, we used a telemetric audio recording system to identify
the vocal events generated by 22 male-female pairs of zebra finches with high temporal
precision. Zebra finches do not utter sounds during the night. Thus, we excluded the long
silent pauses corresponding to the night from the quantification of vocal dynamics. The
daily patterns of successive calling events exhibited characteristic bursts of rapid vocal
exchanges separated by periods of silence (Fig. 1a & Supplementary Fig. S1a – S1o). For
both male and female zebra finches, the numbers of calls accumulated in a nearly linear
relationship with time (Fig. 1b [i.]). About 90% of measurements (108 and 106 of 119 days
of measurement for males and females, respectively. 22 pairs) showed high coefficients of
linear relationships (R2 > 0.9) between the numbers of accumulated calls and time (Fig.
1c [i.]). If we consider that the change of calling activity (∆N) with respect to time (∆t)
corresponds to the call rate (γ), we obtain: ∆Ni
∆ti
= γi (1), where i indicates the individual
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male or female. The call rates (γ) of males and females were not constant over time but
appeared to vary appreciably with 86% of the regression coefficients being < 0.1 (Fig. 1b
[ii.] & Fig. 1c [ii.]). Furthermore, changes in call rate (∆γ) varied in a range between –2
and 2 calls per second squared (Fig. 1b [iii.] & Fig. 1c [iii.]). The average min are -0.66
and -0.55 and the average max are 0.74 and 0.60, for females and males, respectively. The
periodograms show a positive correlation between the power spectra (S) and the frequency
(f) of ∆γ (see example in Fig. 1b [iv.]). This indicates that positive and negative values
of call rate changes are close to each other and alternate in time. The average slopes of
the periodograms are 0.86 and 0.82 for female and male birds, respectively (Fig. 1c [iv.]).
This analysis showed a short-range fluctuation in the changes of call rates. Subsequently,
we explored the potential power-law behavior of the inter-event intervals.
Power-law scaling of calling interactions
It is uncertain whether the burst-like vocal activity and the inter-event intervals be-
tween single calls are distributed exponentially, log-normally or according to power-law
[153, 39]. To study the dynamics of calling interactions, we considered a model consisting
of self-contained and reactive callings to describe calling interactions. For a fixed recording
time window [0, T ], let the initial event be t0 at 0, the times of calling events for female
and male be tfi and tmj , respectively. Self-contained events follow vocal events of the same
bird (tf−f and tm−m), whereas reactive events follow events of the partner (tm−f and tf−m,
Fig. 2a). An interaction can be characterized by a transition between self-contained and
reactive callings in male and female zebra finches (Fig. 2b). To determine the burst dynam-
ics of calling interactions, we measured the inter-event intervals (τ), including the female
self-contained inter-event intervals (τf−f = tfi+1 − tfi), the male self-contained inter-event
intervals (τm−m = tmj+1 − tmj), the female reactive inter-event intervals (τm−f = tfi − tmj)
and the male reactive inter-event intervals (τf−m = tmj − tfi) of the 22 pairs of zebra
finches. By plotting the distribution of inter-event intervals, we found that the empiri-
cal cumulative distribution function (eCDF) of the self-contained inter-event intervals (i.e.
τf−f and τm−m) and the reactive inter-event intervals (τm−f and τf−m) is approximated by
a power-law distribution: PPower−Law(τ) =
(
τ
τmin
)1−α
(2), where α indicates the exponent
and min the lower bound (Fig. 2c, the example is taken from the female-male pair “a”,
see supplementary Fig. S1).
The power-law scaling is not valid for the full range of data. Lower value saturations
(τmin) and higher value cut offs (τmax) are often observed in real data. In the mathematics
of power-law, values of τmax can go to infinity and the values of τmin must be larger than
0. For this reason, there would be very large numbers of possible models fitting to the
empirical data if all the lower values were considered for the fitting, i.e., there must be a
lower bound value of min below which the power-law does not make sense. The integral
of power-law function τ−αdτ over a certain range of values will converge only if the range
is between τmin and +∞, whereas the power-law function will diverge when the values are
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approaching 0. Taken together, we fitted our data over a range from τmin to the largest
observed values. In contrast to power-law functions, the exponential functions are not
constrained by a dynamic range.
The exponential cumulative distribution functions (Exp CDF): PExp(τ) =
τ
µ
(3) with
the corresponding measured average inter-event intervals (µτ ) did not capture the distribu-
tion of the data (Fig. 2c). Furthermore, the measured standard deviations of inter-event
intervals (στ ) were significantly larger than the estimated values (Table 1 & Supplementary
Table S1). In order to quantify statistical significance between the empirical data and the
models, we fitted the data to the power-law cumulative distribution function (equation
(2)) by using the fitting algorithms 32. Log-log plots of the eCDF of display a heavy tail
decreasing in the fashion of a straight line (Fig. 2c). The Exp CDF decreased much faster
than the eCDF and the Kolmogorov-Smirnov test between the Power-law CDFs and the
Exp CDFs rejected the hypothesis of exponential distribution (p < 0.001). In contrast,
the Power-Law CDF fitted well to the data (pf−f = 0.065, pm−m = 0.605, pm−f = 0.490,
pf−m = 0.029, Kolmogorov-Smirnov test). 83% of our data (73 of 88 modes of callings,
i.e. 4 modes in each pair) could be fitted significantly to the power-law distribution (p >
0.01, Supplementary Fig. S1 & Supplementary Table S1). Data that failed fitting to the
power-law distribution also failed fitting to the exponential distribution. Taken together,
our analysis showed that the dynamics of calling interactions were described by power-law
distributions with 2 < α < 3 (Table 1) in which the mean value of calling activity is finite,
whereas the variance is divergent. A power–law function has a well-defined mean only if
the exponent α > 2 and has a finite variance only if α > 3 (the mathematical explanations
and further examples can be found in Supplementary Text S2 and Supplementary Fig. S4).
min τ max τ µτ στ τmin α
f − f 0.120 (0.100) 879.5 (197.6) 4.045 (2.438) 21.624 (11.718) 3.290 ± 3.270 2.34 ± 0.35
m−m 0.100 (0.002) 603.0 (526.7) 4.535 (2.989) 30.652 (17.992) 2.389 ± 1.148 2.24 ± 0.25
m− f 0 (0) 371.9 (160.9) 3.331 (1.436) 14.474 (7.384) 2.202 ± 1.625 2.41 ± 0.36
f −m 0 (0) 338.0 (191.9) 2.175 (1.501) 11.100 (6.786) 2.070 ± 1.103 2.42 ± 0.31
Table 2.1: Table 1. Measured values and estimated parameters of the calling behavior.
Abbreviations: f − f : female self-contained callings; m−m: male self-contained callings;
m−f : female reactive callings; f −m: male reactive callings; min τ : minimum inter-event
interval (in seconds); max τ : maximum inter-event interval (in seconds); µτ : mean inter-
event interval (in seconds); στ : standard deviation of inter-event interval (in seconds); τmin:
lower bound for fitting algorithms (in seconds); α: exponent of power-law distribution.
(measured value: median (25% quantile); estimated parameter: mean ± s.d., n = 22)
Previous analysis of human activities suggested that power-law dynamics were a sim-
ple consequence of circadian cycles and Poisson processes [129, 185], partially because the
data included long periods of inactivity such as sleep during the night. To rule out this
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possibility, we excluded the nightly period of inactivity and sorted the calling events with
respect to their inter-call intervals in a descending order, and then plotted the sorted call-
ing events against the day-times. Neither the occurrences of calling events after short
inter-call intervals nor the occurrences of calling events after long intervals had a circadian
bias (Supplementary Fig. S5).
The power-law scaling changes transiently in response to perturbations
First, we consider that the burstiness of inter-event intervals could be the consequence
of a fixed behavioral pattern. Especially the reactive events might not be causally related
to answering mate’s calls. Second, although we define the states of events based on the
observation of calls, some calls might follow other activity, e.g. nonverbal gestures. Thus,
it is possible that 1) the reactive dynamics could be the consequence of a self-contained
behavior of each individual instead of one depending on external cues such as the partner’s
calls, and that 2) the predefined reactive state is irrelevant for a reaction. In order to rule
out these possibilities, we performed a sensory perturbation experiment by allowing zebra
finch mates to interact only via microphones and loudspeakers. The results from one such
pair are shown in Fig. 3: The power-law dynamics persisted during separation in which the
reproductive partners could communicate acoustically (Fig. 3b & 3d, “sep”) and showed
a similar mathematical function to that during cohabitation (Fig. 3a & 3d, “coh”) in all
four modes of callings. Moreover, we measured the calling behavior during isolation (Fig.
3c & 3d, “iso”) in which the reproductive partners could not communicate acoustically or
visually. After isolation, the exponents of the self-contained callings stayed at around 2
(Fig. 3d), whereas the exponents of the “reactive” callings decreased strongly below 0.5
during isolation (Fig. 3d, Supplementary Fig. S6). In summary, the power-law scaling of
the calling dynamics revealed that the self-contained calling behavior is distinct from the
reactive calling behavior.
Subsequently, we tested the power-law scaling in response to biological relevant per-
turbations (1. reproductive partner is out of sight but in hearing range; 2. water is
transiently not available) in eight zebra finch pairs (Fig. 4). The heavy-tailed dynamics
were maintained unchanged during separation with acoustical interconnection (<eCDF>
sep) as compared to that during cohabitation (<eCDF> coh) in all four modes of call-
ings. The exponents of the self-contained female (pf−f = 0.578) and male (pm−m = 0.371)
callings persisted unchanged as indicated by a two-sided Wilcoxon signed-rank test (n
= 8), whereas the exponents of the reactive female (pm−f = 0.027) and male (pf−m =
0.039) callings decreased during separation with acoustical interconnection as indicated
by a right-sided Wilcoxon signed-rank test (Fig. 4a, n = 8). This indicates that the
self-contained callings are indeed self-contained and not affected by the social-sensory en-
vironment, whereas the reactive callings depend on multiple-sensory cues. However, we
could not exclude the possibility that some reactive callings are by chance. Such incidental
“reactive” callings can be considered as an experimental noise, as any other experimental
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noise. Nevertheless, the perturbation experiments suggest that the incidental noise is not
the main factor in this system.
2.1.4 Discussion
Zebra finches, like many other group living vertebrates produce large numbers of sounds
per day [135, 152, 54, 219]. Calls that are answered by others or calls with a predeter-
mined meaning, e.g. advertising calls, are generally thought to be biologically meaningful
[56, 135, 222, 54]. However, calls without identified meanings that are not answered by
conspecifics are a mystery. Next to answered “stack” calls, zebra finches of both sexes utter
thousands of un-answered “stack” calls that are acoustically identical to the answered ones
[211]. We show that the time intervals of both the self-contained “stack” callings and the
reactive (answered and answers) “stack” callings of zebra finch pairs are characterized by
a power-law distribution. This power-law model provides an accurate statistical descrip-
tion of the calling activity that changed transiently with varying physiological states. In
particular, the calling activity during separation and water-removal experiments remained
power-law distributed with exponents ranging between 2 and 3, indicating that the zebra
finches maintained calling rates within bounds during altered environmental conditions
and recovered to pre-perturbation values after the birds were re-supplied with water. Al-
though the power-law distribution was frequently suggested for large data sets, there are
actually very few good biological examples [206], including allometric scaling of metabolic
rate [230] and power-law distribution of biological taxa [238]. The present study reports
the first power-law scaling of vocal communications of vertebrates and extends the analysis
of vocal time series that were previously limited to short time ranges of vocal contingency
[211, 77]. Next to the impact of social interactions [166, 205], calling dynamics were regu-
lated by the physiological states in zebra finches.
How could the power-law properties be biologically informative? Due to the scale-free
properties of the power-law behavior, a receiver such as the mate may just need to analyze
a fraction of all inter-call intervals to compute the expected distribution of daily calling in-
tervals. Since this distribution is stable under normal conditions, a conspecific could learn
the activity pattern of a focal individual, e.g. of the reproductive partner. The actual
signature (exponent) of the calling pattern of an individual would inform the pre-informed
receiver about deviations that reflect social or physiological disturbances of the calling indi-
vidual. In relation, since the acoustic structure of “stack” calls is almost invariant [246, 54],
the sequential hearing of several “stack” calls contains very limited information. However,
information could be encoded in varying the inter-call intervals, which is reflected in the
exponent of the power-law function. Adjusting the exponent of the callings may extend
the information capacity limited by invariant calls such as the “stack” calls.
The power-law characteristics of “stack” calls allowed us to study the biological dynam-
ics of this behavior. We tested its stability under different environmental conditions: 1)
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visual separation of the reproductive partner, 2) auditory and visual separation of the re-
productive partners (isolation), and 3) temporarily restricted access to water (see Materials
and Methods) [202, 166]. We chose these conditions to simulate important situations in the
life of zebra finches assuming that vocal communication of captive zebra finches is similar
to their wild-living conspecifics. These birds live in the grasslands of Australia, mate for
life and breed opportunistically following sporadic rainfall [247]. Vocal contact with the
mate during foraging or dispersal in grassland is certainly part of their pair-maintenance
behavior. Rainfall is essential to initiate breeding periods although the animals are well
adapted to survive without drinking water for very long periods [202]. Each of the simu-
lated conditions affected the exponent of the power-law function of either the self-contained
calling, the reactive calling, or of both. The direction of change differed between exper-
iments. A decrease of the exponent was observed following isolation and an increase of
the exponent was observed following water removal. Furthermore, the distribution of the
call intervals of the visually deprived or water-restricted males and females relaxed to the
pre-perturbation values once the situation normalized. Thus, the daily calling intervals
(ranging from 50 ms to 20 minutes) of mated male and female zebra finches are charac-
terized by individual signatures that are stable over days and that are sensitive to varying
sensory and physiological states. This long-term stability of calling pattern may indicate an
important role for pair maintenance and success. Another role of the power-law behavior of
calling activity might concern the situations in which the mate is out of visual and auditory
detection range [166]. To know that long call intervals occur regularly might prevent zebra
finches immediately searching the reproductive partner once it is out of sight. Because
zebra finches mate for life and are opportunistic breeders, information about the mate and
therefore well-synchronized vocal behaviors could be important for breeding success [77],
as suggested based on the temporal correlations of reactive callings.
Some data that are approximated by a power-law distribution can also be modeled by
the lognormal distribution (e.g. Gibrat’s proportionate growth model) [145]. These are
feasible models for natural phenomena and have comparable distribution properties, which
result in very similar regressions over a range of inter-event interval values (τi) between τmin
and τmax [145]. Gibrat’s law may also hold for our data when assuming a growth process
[76, 66, 145], where two zebra finches start to communicate with an initial set of 0. At each
step, they may accelerate or reduce the rate of response times. After sufficient steps, their
inter-event intervals (τ) change proportionately, independent of initial τ0 and would be
lognormally distributed. Besides and lognormal models, it is plausible that Weibull [201],
bimodal distributions [244], and time-scale segmenting [128] may capture the dynamic pat-
terns of daily calling interactions. However, all these models such as Gibrat’s law explain
only 50% of our data sets (44 of 88 modes of callings based on 22 pairs and 4 modes
of calling per pair) while the power-law distribution explains 83% of our data sets. Our
statistical tests and empirical measurements (Table 1, Fig. 1, Supplementary Table S1)
showed that the daily moment-by-moment calling interactions of zebra finches, consisting
of self-contained and reactive calling activity are best approximated by a power-law model.
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Our data suggest two types of calling behavior in zebra finches: the self-contained and
the reactive calling. This distinction is supported by the independent changes of the sig-
natures of these two behaviors, e.g. after separation of the mates only the reactive calling
behavior changes. It remains, however, to be seen if self-contained callings and reactive
callings are controlled by separate vocal circuits, as suggested for primates [164], and how
internal states could influence the homeostasis of calling behavior. Nevertheless, our study
suggests that the utterance of large numbers of calls as seen in many birds [137, 135, 54]
and mammals [93, 92, 152, 219] is a characterization of the physiological state of the sender,
even though a single call has no predetermined meaning.
2.1.5 Materials and Methods
Animals
Animal care and experiments were approved by the Government of Upper Bavaria (Az.
55.2-1-54-231-25-09). All further animal husbandry or handling was conducted according
to the directives 2010/63/EU of the European parliament and of the council of 22 Septem-
ber 2010 on the protection of animals used for scientific purposes. Experimental animals
were adult male and female zebra finches obtained from our breeding facility. Zebra finches
were kept in a 14/10 (Light/Dark) cycle, food and water ad libitum. For pair-formation,
one female and one male bird were force-paired by keeping them pairwise in cages (size:
54x40x28 cm), placed in custom-made, sound-attenuated boxes. Each sound box was
equipped with a microphone (C2, Behringer, Willich-Münchheide II, Germany), a speaker
(FRS 8, 30w, 8Ω, VISATON, Germany) and a telescopic antenna for wireless recordings.
Further, 18 pairs were studied in the frame of the perturbation experiments (see below).
Sound recording
Vocalizations of birds were recorded for 4 to 10 hours per day between 05:10 a.m. and
23:20 p.m. (Supplementary Table S1). Each bird was equipped with a custom-made wire-
less microphone transmitters (0.6 g including a battery) [211]. The microphone was placed
on the back and fixed with an elastic band around the upper thighs of the bird. The
frequency modulated radio signals were received with communication receivers (AOR5000,
AOR Ltd., Japan). Audio signals were either fed into an eight channel audio A/D con-
verter (Fast Track Ultra 8R, Avid Technology, Inc. U.S.A.) and recorded with custom-
made software or registered on a data recorder (DASH8X, Astro-Med Inc., RI, U.S.A.).
The audio signals were recorded continuously and written to WAV files. Vocalizations were
extracted from audio files by using custom-written software (sound explorer, available at
https://github.com/ornith). The vocalizations of zebra finches were clustered by analyzing
their sound features [211].
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Perturbation experiments
1. Separation: Eight zebra finch pairs were used for separation by limiting visual cues
emerging from their mates (ID: c, i, j, k, l, m, n, o corresponding to Supplementary
Table S1). Male and female zebra finches were separated into two sound-attenuated
boxes for four hours. Animals were communicating via wired microphones and speak-
ers, which delayed the communication by less than 1 millisecond (ms) (Supplementary
Fig. S3).
2. Isolation: The calling activity of the male and female partner was tested in isolation
(visual and acoustic separation) by separating the partners into two sound-boxes
without acoustic and visual interconnections for eleven hours (N = 3 pairs).
3. Temporarily restricted access to water: Seven zebra finch pairs (ID: p – v) were used
for the water-removal experiment. Each pair was first put into a recording chamber
for cohabitation during 5 – 7 days prior to the treatment. The procedure of the
treatment was as follows: 1 day of water-removal from the male; 2 – 3 days of recovery;
1 day of water-removal from the female; 2 – 3 days of recovery. Vocalizations of both
male and female birds were recorded through backpack microphones from 06:30 to
21:30 (light/dark cycle: 7:00/21:00). During the water-removal experiments, mates
were separated with a transparent plastic board, so that the male and the female
had auditory and visual contact, but only one mate had access to the water. Food
was provided ad libitum for both males and females during the procedure.
Data analysis
The periodogram S(f) estimates the contributions of each frequency (f) to the signal.
Let us consider the change of call rates (∆γ) in time (t). We obtained a time series ∆γ1,
∆γ2, · · ·, ∆γi at times t1, t2, · · ·, ti. The periodogram S∆γ(f) of a time series ∆γ(t) is
defined as the contribution of each frequency f to the time series ∆γ(t). An uncorrelated
white noise will appear as a flat line (i.e. slope 0) on the periodogram. If a time series has a
high power at low frequency, this time series has a long-range fluctuation. By contrast, if a
time series has a high power at high frequency, this time series has a short-range fluctuation.
The fitting procedure [39, 10] aimed to estimate the exponent from a discrete set of
inter-event intervals from a lower bound: τmin to any possible largest value in a continuous
recording (about 1,000 seconds for our longest observation period: 10 hours during the
Light cycle). The steps of the fitting procedure in our study were as follows:
1. Let the inter-event intervals be τi, i = 1, · · ·, n. We estimate the candidate exponents
α
′
and the candidate τ
′
min between the shortest and the longest inter-call intervals.
The larger n we have, the more precise the estimated α
′
is approximated by the true
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α [39].
α
′
= 1 + n
[
n∑
i=1
ln
τi
τ
′
min − 12
]−1
2. Many (α
′
, τ
′
min) pairs will be obtained from step 1. Assuming that the discrete
power-law distribution is: p(τ) = 1
ζ(α,τmin)
τ−α, thus the cumulative density function
(CDF) will be:
P
′
(τ) = 1− ζ(α, τ)
ζ(α, τmin)
3. Calculate the distance (D) between the empirical CDF and the estimated CDF:
D = maxτ≥τmax|eCDF (τ)− P
′
(τ)|
4. Repeat steps 1 – 3 until we have all possible (α
′
, τ
′
min) pairs calculated by whole
range of τ
′
min from the shortest (i.e. min τ) and the longest inter-event intervals (i.e.
max τ). By looking at the plot of distance (D) against τ
′
min, we obtain the minimum
distance with corresponding τmin and exponent α.
5. Calculate the goodness of the fit of the exponential and lognormal distributions to the
real data. Kolmogorov-Smirnov statistic was used to quantify the distance between
the empirical CDF and the synthetic CDF with corresponding parameters. The closer
the p-value is to 1, the more the simulated data with corresponding α and τmin are
similar to the real data.
Maximum likelihood estimation (mle, in MATLAB, Mathworks) was used to estimate
the parameters (θ) of the exponential model (µ) and the lognormal model (µ, σ). Let the
inter-event intervals be τi, i = 1, · · ·, n. The parameters are estimated by maximizing the
log-likelihood function: logL(θ; τi, τ2, · · · , τi) =
∑n
i=1 log(τi|θ), where p(τn|θ) is the likeli-
hood probability function. The parameters θ can be one parameter (µ) for exponential
function and multiple parameters (µ, σ) for the lognormal function. All data points (i.e.
form any possible smallest to any possible largest value in a continuous recording) were
used for the maximum likelihood estimation. To estimate the goodness of the fits of expo-
nential and lognormal distributions to the data, we used Kolmogorov-Smirnov statistic to
test the distance between the empirical CDF and the estimated CDF.
The empirical cumulative distribution function (eCDF) is shown by a plot of events
against the sorted inter-event intervals (τ) with corresponding indices. We used the One-
sample Kolmogorov-Smirnov test to test whether the empirical data follow the exponential
distribution. The Power-law distribution was estimated using fitting algorithms as de-
scribed by Clauset et. al. [39]. The decreases of exponents in all variables were analyzed
with a right-sided Wilcoxon signed-rank test by testing whether the data (e.g.αcohabitation
– αseparation) came from a distribution with a median greater than 0. The increase of ex-
ponents was analyzed with a left-sided Wilcoxon signed-rank test by testing whether the
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data (e.g. αbase line – αwr male) originated from a distribution with a median smaller than
0. The two-sided Wilcoxon signed-rank test was used to analyze whether the data (e.g.
αcohabitation – αseparation) came from a distribution with a median different than 0. The test
results are considered for significance at a 5% confidence level. The one sided Wilcoxon
signed-rank test was performed only after the two-sided Wilcoxon signed-rank test indi-
cated significance.
2.1.6 Supplementary Information
Supplementary Text S1
Quantitative analysis of calling activity in response to water-removal. We
consider a system where the change of calling activity (∆N) with respect to time (∆t)
corresponds to the rate (γ). Thus we obtain: ∆Ni
∆ti
= γi, where, i indicates individual males
or females. This equation accounted for a linear dynamics and the number of vocal events
grew positively with time. Our measurements showed that temporary water-removal did
not change the calling activity, neither the linear accumulation of calls over time (Supple-
mentary Fig. S2b [i.] & 2c [i.]), nor the diversity of instantaneous call rates (Supplementary
Fig. S2b [ii.] & S2c [ii.]), nor the changes of call rates (Supplementary Fig. S2b [iii], S2b
[iv.], S2c [iii.] & S2c [iv.]). It also suggests that the temporary water-removal does not cause
severe abnormality in calling behaviors. Finally, we analyzed the probability distribution
of the call rates. We found that the treatment of water-removal affected the distributions
of the call rates in both male and female, although just one individual was treated at a
time. Before these treatments, the likelihood to call with lower rates was higher than the
likelihood to call with higher rates in the female and the male (Supplementary Fig. S2a
[v.]). During the water-removal from the male (Supplementary Fig. S2b [v.]) and from
the female (Supplementary Fig. S2c [v.]), the likelihood to call with lower rates changed in
the female whereas the call rates of the male became irregular and were distributed nearly
equally between minimum and maximum call rates. The distribution of call rates in the
male and in the female returned to a similar pattern ones the animals had again access to
water (Supplementary Fig. S2d [v.]). Although we did not find a consistent pattern for
the call rates, we assume that 1) regularity of call rates and 2) maintaining the changes of
call rates (i.e. the acceleration) within bounds during calling interactions are two impor-
tant factors for the scaling property of interaction dynamics. However, we were unable to
derive an accurate mechanistic model (e.g. no power-law function) that would analytically
predicts the call rates in vocal interactions.
Supplementary Text S2
The moments and the periodicity of the power-law distribution. We showed
that the calling activity followed a power-law with exponents range between 2 and 3 in
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which the mean value of calling activity is finite, whereas the variance is divergent. Ac-
cording to the moment in mathematics, the nth moment of a distribution is defined as:
< τn >∼
∫∞
τ p(τ)dτ , where the τ is the inter-event interval and the p(τ) is the probability
function. The first moment: < τ > is the mean inter-event interval. The second moment:
< τ 2 > is the variance of inter-event intervals. While there are a τmin and a τmax for a
power-law distribution, the nth moment will be: < τn >=
τ−α+n+1max −τ−α+n+1min
−α+n+1 . The value of
< τn > depends on −α + n + 1 [10]. If n ≤ α − 1, the value of < τn > will be finite
as τmax goes to +∞. If n > α − 1, the value of < τn > will be infinity as τmax goes
to +∞. For empirical data, the τmax always exists. The measured variance of the data
that follow power-law must be significantly larger than the measured mean values and the
variance of the data that follow lognormal or exponential distributions. By contrast, the
tail distribution of this “reactive” behaviors (Fig. 3c) have exponents much smaller than
2 (Supplementary Fig. S6, n = 3). As predicted by the moment < τn > neither the mean
nor the variance will be finite. The measured mean (µf−m = 208.5 s and µm−f = 333.2 s)
and variance (σf−m = 392.1 s and σm−f = 750.6 s) are large.
Cricket songs are considered as one of the fixed action patterns [94]. We recorded two
song bouts from a field cricket in isolation that contained 150 and 133 trills, respectively.
Each trill contained 3 – 4 syllables. We measured the inter-trill intervals of these two song
bouts. The exponents of these two song bouts are 4.01 (α1 = 0.33 s, σ1 = 0.14 s, n1 = 150
trills) and 4.22 (α2 = 0.38 s, σ2 = 0.18 s, n2 = 133 trills), respectively. The measured means
and variances agree with the prediction of the moment in which n < α − 1, hence both
mean and variance will be finite. Furthermore, the periodograms show that the trill rates
(γ) of the cricket’ songs have a spectrum with higher power (Sγ(f)) at lower frequencies
(i.e. a long-range of fluctuation), and the changes of the trill rates (∆γ) have a spectrum
with equal power (S∆γ(f)) at every frequency (i.e. slope ∼ 0) (Supplementary Fig. S4).
These analyses support a Brownian characteristic, i.e. a stochastic process in generating
trills of the cricket’s songs. In contrast to the self-similar patterns (i.e. the normal calling
activity of zebra finches) and the fixed action patterns (i.e. cricket’s song), the signals of
uncorrelated behaviors should have equal density at every frequency as expressed by the
periodograms of both γ and ∆γ. As predicted, the “reactive” calling of the isolated zebra
finch mates (α ≤ 2, depicted in Fig. 3d) exhibited an uncorrelated (i.e. slope ∼ 0) and a
week long-range of fluctuations in γ (i.e. the γ has a spectrum with small power in the low
frequency that constitutes a large part of the signal), suggesting an uncorrelated behavior
(Supplementary Fig. S4).
Table 2.2: Supplementary Table S1. Estimated param-
eters and statistical tests for different zebra finch pairs
during cohabitation before treatments.
ID Peri Symb N min τ max τ µτ στ τmin α Ppl µlogN σlogN PlogN
a 16:07- f-f 2245 0.04 1418 4.67 32.96 3.66 2.21 0.07 0.52 1.14 0.04
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Table 2.2: Supplementary Table S1. Estimated param-
eters and statistical tests for different zebra finch pairs
during cohabitation before treatments.
ID Peri Symb N min τ max τ µτ στ τmin α Ppl µlogN σlogN PlogN
2:07 m-m 281 0.10 543 6.67 34.2 1.49 2.05 0.61 0.76 1.19 0.25
m-f 850 0 278 2.13 10.89 1.72 2.26 0.49 -0.44 1.36 0
f-m 850 0 1478 5.81 62.19 1.78 2.21 0.03 0.06 1.32 0.36
b 06:36- f-f 802 0.45 469 5.81 21.69 3.36 2.36 0.68 1.10 0.86 0.01
16:36 m-m 2359 0.17 2329 5.30 48.87 3.58 2.36 0.92 0.84 0.99 0.01
m-f 2100 0.08 2150 4.26 51.66 2.79 2.43 0.14 0.15 1.26 0.05
f-m 2101 0 2004 2.79 44.04 1.93 2.29 0.04 -0.45 1.37 0
c 05:22- f-f 2922 0.19 666 3.46 21.56 2.13 2.58 0 0.44 0.90 0.04
15:22 m-m 266 0.12 677 19.45 60.76 4.00 1.84 0.70 1.57 1.48 0.43
m-f 706 0 1042 7.94 53.47 1.69 1.97 0.53 0.23 1.54 0.30
f-m 706 0 343 5.04 24.11 1.91 1.92 0.74 -0.19 1.62 0
d 05:12- f-f 3837 0.13 753 5.72 34.70 2.61 2.10 0 0.16 1.45 0
23:12 m-m 1218 0.15 2044 12.86 90.60 5.96 2.06 0.05 0.86 1.33 0
m-f 543 0 1376 13.38 73.01 2.71 1.79 0.71 0.41 1.97 0.65
f-m 543 0 996 9.89 58.40 3.99 1.95 0.37 0.24 1.91 0.29
e 06:11- f-f 7197 0.04 72 1.48 2.09 3.52 3.12 0.68 0.01 0.85 0.09
22:11 m-m 2690 0.12 2011 9.64 78.68 2.36 2.10 0 0.85 1.16 0
m-f 3268 0 1255 1.59 22.76 2.10 2.63 0.10 -0.85 1.35 0
f-m 3267 0 2600 2.59 46.49 1.57 2.42 0.20 -0.48 1.42 0
f 07:00- f-f 17973 0.09 1490 2.43 14.34 1.86 2.44 0.02 0.20 0.94 0
22:00 m-m 661 0.13 618 4.43 27.10 1.81 2.36 0.09 0.55 0.97 0.05
m-f 1158 0 82.08 1.44 4.06 1.66 2.66 0.34 -0.60 1.37 0
f-m 1159 0 61.63 1.54 4.62 1.38 2.47 0.05 -0.53 1.32 0.34
g 14:00- f-f 6934 0.10 1501 1.82 19.19 3.40 2.20 0.80 -0.52 1.23 0
22:00 m-m 1025 0.12 1140 3.93 40.33 2.29 2.03 0.05 -0.09 1.07 0
m-f 2632 0 3762 3.28 77.20 0.97 2.92 0 -0.80 1.14 0
f-m 2633 0 335 1.20 6.79 1.40 3.21 0.01 -0.37 1.06 0
h 18:00- f-f 3170 0.09 189 2.39 7.71 1.51 2.40 0.01 0.25 0.87 0
22:00 m-m 240 0.30 712 9.48 54.38 1.60 2.08 0 0.68 1.13 0.14
m-f 738 0.00 349 2.49 15.88 1.02 2.30 0 -0.43 1.40 0.04
f-m 737 0 263 2.23 12.54 1.13 2.22 0.27 -0.37 1.34 0.14
i 18:00- f-f 631 0.06 184 5.37 14.23 5.37 2.32 0.70 0.74 1.34 0.04
22:00 m-m 1210 0.10 527 4.52 18.02 3.02 2.64 0.20 0.90 0.87 0.15
m-f 809 0.01 161 4.21 11.29 2.71 2.39 0.65 0.51 1.40 0
f-m 809 0.01 61 2.53 4.53 3.09 2.62 0.64 0.10 1.35 0.32
j 18:00- f-f 672 0.15 1420 8.49 82.21 0.72 1.95 0.34 -0.08 1.22 0
22:00 m-m 2865 0.06 217 1.97 6.76 1.62 2.33 0.69 -0.07 1.05 0.04
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Table 2.2: Supplementary Table S1. Estimated param-
eters and statistical tests for different zebra finch pairs
during cohabitation before treatments.
ID Peri Symb N min τ max τ µτ στ τmin α Ppl µlogN σlogN PlogN
m-f 1143 0 178 1.36 7.38 0.58 2.10 0.47 -0.93 1.33 0.01
f-m 1143 0 164 1.05 5.81 1.18 2.37 0.03 -1.02 1.24 0
k 18:00- f-f 999 0.14 1811 5.73 77.24 1.06 2.20 0.03 -0.13 1.08 0.07
22:30 m-m 2221 0.08 567 2.14 15.00 1.67 2.46 0.60 -0.07 0.97 0.01
m-f 922 0 29 0.68 1.72 1.07 2.62 0.77 -1.09 1.12 0.12
f-m 921 0 1115 1.85 36.72 1.06 2.68 0.91 -1.10 1.19 0.02
l 18:00- f-f 2419 0.12 1281 4.33 40.81 1.57 1.91 0.70 -0.12 1.15 0
22:00 m-m 1729 0.12 36 0.68 1.53 0.87 2.81 0 -0.85 0.80 0
m-f 2059 0 45 0.61 2.00 0.60 2.67 0.11 -1.22 1.14 0.05
f-m 2060 0 407 0.69 9.25 0.43 2.42 0.02 -1.54 1.15 0
m 18:00- f-f 620 0.14 198 3.68 12.85 1.24 1.98 0.25 0.23 1.19 0.19
22:00 m-m 1772 0.11 588 4.57 20.10 3.36 2.42 0.18 0.80 0.94 0.01
m-f 1128 0 64 1.39 3.76 1.34 2.46 0.47 -0.51 1.25 0.08
f-m 1129 0 231 2.11 10.90 1.84 2.57 0.01 -0.41 1.35 0.38
n 18:00- f-f 17973 0.09 1490 2.44 14.34 1.86 2.44 0.02 0.20 0.94 0
22:00 m-m 661 0.13 618 4.43 27.10 1.81 2.36 0.09 0.55 0.97 0.05
m-f 1158 0 82 1.44 4.06 1.66 2.66 0.34 -0.60 1.37 0
f-m 1159 0 62 1.54 4.62 1.38 2.47 0.05 -0.53 1.32 0.34
o 18:00- f-f 950 0.10 58 1.32 3.15 1.58 2.99 0.05 -0.26 0.95 0.05
22:00 m-m 1786 0.11 564 3.67 17.99 2.80 2.16 0.14 0.33 1.13 0.01
m-f 2129 0 26 0.59 0.98 1.30 3.47 0.40 -1.12 1.13 0.07
f-m 2129 0 192 0.94 6.50 1.28 3.01 0 -1.02 1.22 0
p 06:30- f-f 886 0.12 302 2.77 9.21 1.75 2.33 0.32 0.26 1.08 0
18:08 m-m 9789 0 1411 5.87 51.09 1.24 1.81 0.20 -0.73 1.73 0
m-f 1110 0.15 1528 4.91 52.62 7.75 2.35 0.91 0.19 1.20 0
f-m 1111 0 256 1.88 10.21 1.93 2.25 0.68 -0.43 1.34 0.11
q 06:30- f-f 869 0.18 1006 8.85 52.85 2.54 2.10 0.23 0.96 1.17 0.07
14:08 m-m 807 0 268 4.55 21.04 2.49 1.91 0.75 -0.43 1.68 0
m-f 364 0.10 1822 14.07 74.66 4.85 2.05 0.52 1.28 1.43 0.25
f-m 363 0.01 1051 12.55 66.11 3.70 2.13 0.02 0.97 1.60 0.04
r 06:30- f-f 607 0.10 2399 8.50 68.99 4.60 2.08 0.34 0.80 1.19 0
14:08 m-m 1591 0 264 1.38 8.27 1.35 2.33 0.92 -0.86 1.29 0
m-f 1207 0.13 649 6.48 38 1.54 2.23 0.22 0.62 1.08 0.02
f-m 1207 0 632 5.08 31 1.12 2.13 0 -0.14 1.44 0.01
s 06:30- f-f 3031 0.12 297 3.26 11.72 3.30 2.10 0.71 0.14 1.19 0
14:08 m-m 2574 0 224 1.48 6.02 1.31 2.33 0.16 -0.59 1.28 0
m-f 2776 0.16 395 2.6 9.63 1.80 2.63 0.46 0.44 0.78 0
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Table 2.2: Supplementary Table S1. Estimated param-
eters and statistical tests for different zebra finch pairs
during cohabitation before treatments.
ID Peri Symb N min τ max τ µτ στ τmin α Ppl µlogN σlogN PlogN
f-m 2777 0 145 1.80 4.95 2.14 2.57 0.13 -0.30 1.37 0
t 14:08- f-f 655 0.11 1845 10.57 70.48 5.69 2.42 0 1.28 1.16 0.02
21:30 m-m 1485 0 1529 8.72 85.86 2.76 2.19 0.31 0.03 1.63 0.54
m-f 417 0.12 246 4.43 13.06 3.56 2.29 0.43 0.59 1.22 0.81
f-m 417 0 398 6.41 24.59 4.86 2.22 0.62 0.54 1.57 0.97
u 06:30- f-f 4049 0.14 1902 13.28 77.51 16.58 2.00 0.67 1.17 1.29 0
14:08 m-m 1117 0 1178 3.49 45.97 1.77 2.44 0.03 -0.58 1.31 0
m-f 1708 0.15 695 4.53 18.97 2.43 2.34 0 0.69 0.99 0
f-m 1708 0 186 1.50 7.71 2.16 2.69 0.18 -0.57 1.21 0
v 06:30- f-f 1493 0.13 1137 3.76 24.81 3.12 2.72 0.07 0.62 0.93 0.13
14:08 m-m 2815 0 557 2.99 19.31 2.60 2.46 0.01 -0.35 1.51 0
m-f 1797 0.15 184 3.39 8.65 3.27 2.43 0.22 0.49 1.10 0.67
f-m 1797 0 341 2.44 11.30 3.50 2.50 0.08 -0.21 1.40 0.53
Abbreviations: ID: identities of the tested zebra finch pairs; Peri: the start and the
end of a recording; Symb: f-f: female self-contained callings, m-m: male self-contained
callings, m-f: female reactive callings, f-m: male reactive callings; N: number of events;
min τ : minimum inter-event interval (in seconds); max τ : maximum inter-event inter-
val (in seconds); µτ : average inter-event interval (in seconds); στ : standard deviation of
inter-event interval (in seconds); τmin: lower bound for fitting algorithms (in seconds); α:
exponent of power-law distribution; Ppl: p-value indicates the statistical significance of the
fit to the power-law, the closer p-value is to 1, the more likely that the empirical data fit
the distribution. The model accepts p > 0.01 for a significant fitting. µlogN : indicates
the mean value (location) of the data’s natural logarithm. σlogN : indicates the standard
deviation (scale) of the data’s natural logarithm. PlogN : p-value indicates the statistical
significance of the fit to the lognormal distribution model, the closer p-value is to 1, the
more likely that the empirical data fit to the model. The model accepts p > 0.01 for a
significant fitting. N = 22 pairs.
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Figure 2.1: Figure 1. Calling activity of zebra finch pairs. (a) Example of a succession of
calling interactions between a female (upper panel) and a male (lower panel) zebra finch.
Vertical black lines corresponding to calling events are plotted as a function of time (in
seconds). (b) Quantitative measurements of calling activity of one zebra finch pair (male
in blue, female in red). (b [i.]) Calling events were accumulated in a linear relationship
over time; (b [ii.]) the call rates (γ) corresponds to the number of calls (∆N) in a unit of
time (∆t = 30 s); (b [iii.]) The changes of call rates (∆γ) were plotted as the function of
time; (b [iv.]) The power spectra (S) and the frequency (f) of were positively correlated.
(c) Statistical summary of all 22 tested zebra finch pairs including 119 days of calling
activity. (c [i.]) The density counts of the coefficient of determination (R2) of cumulative
calls (bin: 0.1). The values of R2 are in range from 0 to 1. With increasing linearity of
the data, R2 approaches 1. (c [ii.]) The density counts of the R2 of call rates (bin: 0.04).
With decreasing linearity of the data, R2 approaches 0. (c [iii.]) The density counts of the
changes of call rates (∆γ) (bin: 0.35). (c [iv.]) The density counts of the slopes for the
power spectrum of ∆γ (bin: 0.14)
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Figure 2.2: Figure 2. The self-contained (female: “f −f”; male:“m−m”) and the reactive
(female “m − f”; male: “f − m” callings exhibit power-law dynamics. (a) Schematic of
calling events (t) and inter-event intervals (τ). (b) Calling interactions are described as a
mixture of self-contained (“f − f”; “m−m”) and reactive (“m− f”; “f −m”) callings of
male and female zebra finches. (c) The empirical cumulative distribution functions (eCDF,
dotted line, dark blue) of the inter-event intervals (τ) were plotted in a log-log scale.
Estimated power-law cumulative distribution function (Power-Law CDF, solid lines, light
blue) were modeled by using the maximum likelihood method [39]. Estimated exponential
cumulative distribution functions (Exp CDF, dashed lines, magenta) were modeled with
corresponding average inter-event intervals (µτ ). Data are shown from the female-male pair
“a”. α: the exponent of a power-law distribution; P (τ): the cumulative distribution of the
inter-event intervals τ ; (s): the inter-event intervals in seconds. (for estimated parameters,
see Supplementary Table S1)
2.1 Power-law scaling of vocal activity in zebra finches 49
coh
sep
iso
coh
sep
iso
coh
sep
iso
coh
sep
iso
0 10,000 20,000 30,000
a
b
c
female   (coh)
male   (coh) 
time (s)
time (s)
time (s)
0 10,000 20,000 30,000
10,000 20,000 30,0000 40,000
10-4
10-3
10-2
10-1
100
10-2 100 102 104
P
(  
)
10-4
10-3
10-2
10-1
100
10-2 100 102 104
P
(  
)
10-4
10-3
10-2
10-1
100
10-2 100 102 104
P
(  
)
10-4
10-3
10-2
10-1
100
10-2 100 102 104
P
(  
)
d
f-f m-m m-f f-m
ττττ
female   (sep)
male   (sep) 
female   (iso)
male   (iso) 
(s) (s) (s) (s)τ τ τ τ
Figure 2.3: Figure 3. The power-law scaling of the self-contained (“f − f”, “m−m”) and
of the reactive (“m− f”, “f −m”) callings change independently. a: Successions of calling
events of a female and a male during cohabitation (coh). b: Successions of calling events of
a female and a male after separation (sep) of the birds into two acoustically interconnected
chambers allowing only acoustic interactions. c: Successions of calling events of a female
and a male after separating the birds into two chambers without any interconnection,
neither visual nor auditory (iso = isolation). d: Comparison of empirical cumulative
distribution functions (eCDFs) between the inter-event intervals (τ) of cohabitation (coh),
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Figure 2.4: Figure 4. The exponents of different callings changed transiently in response to
the social context (a) and the access to water (b). (a) Comparison of median empirical cu-
mulative distribution functions (<eCDF>) between the inter-event intervals (τ) of “stack”
calls during cohabitation (coh) and separation (sep). After limiting the social input to the
auditory cues, the exponents of “m − f” (pm−f = 0.039, n = 8) and “f − m” (pf−m =
0.027, n = 8) decreased while this did not change the exponents of “f − f” and “m−m”
(p > 0.7, n = 8). (b) Comparison of <eCDFs> between the situations before, during and
after removal of water. Removing water from males (wr male) increased the exponents of
“m−m” (pm−m = 0.023, n = 7). Removing water from females (wr female) increased the
exponents of “m −m” (pm−m = 0.016, n = 7), of “m − f” (pm−f = 0.016, n = 7) and of
“f − m” (pf−m = 0.008, n = 7). The other modes of callings remained unchanged (p >
0.050, n = 7). The exponents of base line and recovery were similar for all four modes of
callings (p > 0.100, n = 7, recovery data are not shown on the ladder plots). n.s. and ∗
indicate non-significant and significant, respectively. P (τ): the cumulative distribution of
the inter-event intervals; τ(s): the inter-event intervals in seconds.
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Figure 2.5: Supplementary Fig. S1a – S1c: Successions of calling interactions between
females and males of all zebra finch pairs (pairs a – c) not exposed to any treatment.
Comparisons between empirical data and exponential cumulative density models with es-
timated parameters (Supplementary Table S1) for the self-contained female callings (i.),
the self-contained male callings (ii.), the reactive female callings (iii.) and the reactive
male callings (iv.). P (τ): the cumulative distribution of the inter-event intervals; τ(s):
the inter-event intervals in seconds.
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Figure 2.6: Supplementary Fig. S2. Water-removal influences the distribution of the call
rates of both male and female zebra finches. Shown are four measurements, (a) providing
water and food ad libitum for both sexes, (b) removing water only from the male, (c)
removing water only from the female, and (d) providing water and food ad libitum for
both mates after the end of experiment. In a-d, (i.): the cumulative number of calls over 7
– 8 hours of recording. (ii.): The call rates (γ) correspond to the number of calls (∆N) in a
unit of time (∆t = 30 sec); (iii.): The changes of call rates (∆γ); (iv.): The power spectrum
of ∆γ; (v.): The probability density functions of call rates (p(γ)). The inset displays the
corresponding cumulative density function (P (γ)) of the treatments a - d, respectively.
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Figure 2.7: Supplementary Fig. S3. Synchronous recording of vocal interactions during
sensory perturbation. (a) illustrates the segments of male (blue) and female (red) backpack
recordings. Both male and female vocalizations were recorded by a microphone in the
male-hosted sound box (green). b: By comparing the time shifts between the sound waves,
we found a size of 3 samples (0.1 ms, sample rate: 22050) discrepancy between the male
backpack recording and the male-hosted sound box. c: a size of 10 samples (0.5 ms, sample
rate: 22050) discrepancy between the female backpack recording and the male-hosted sound
box.
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Figure 2.8: Supplementary Fig. S4. Comparing the tail distributions of different behavioral
categories. (a) The tail distributions of inter-event intervals that fall into three different
behavioral categories: (1.) “reactive” callings of isolated zebra finches (α ≤ 2), (2.) the
natural calling activity of zebra finches (2 < α < 3), (3.) the trills of cricket songs (3 ≤
α). (b) The periodograms of the instantaneous rates (γ) of the three different behaviors
depicted in (a). (c) The periodograms of the change of the instantaneous rates (∆γ) of
three different behaviors depicted in (a). Note that the signal has a long-range fluctuation
if the signal has a high power at low frequency (i.e. slope < 0). The signal has a short-
range fluctuation if the signal has a high power at high frequency (i.e. slope > 0). The
white noise signal has equal power at every frequency (i.e. slope ∼ 0).
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Figure 2.9: Supplementary Fig. S5. Power-law dynamics of calling intervals is not affected
by the daily circadian cycle. (a) Events of self-consistent (‘f-f’, ‘m-m’) and of reactive
(‘m-f’ and ‘f-m’) callings of one zebra finch pair are sorted with respect to their inter-event
intervals (τ) and plotted against the day time of occurrence. The occurrences of calling
events after short and long inter-event intervals (τ) distributed equally on the logarithmic
scale of inter-event intervals (τ) during active periods. (b) In all studied pairs of zebra
finches, the occurrences of calling events after short τ and long τ distributed equally on
the logarithmic scale of τ . Color assignment to 22 pairs of zebra finches (a - v). The events
that occurred after long τ (> 60 s) are indicated by black circles.
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Figure 2.10: Supplementary Fig. S6. Isolation changes the exponents of “reactive” callings.
(a - c): Successions of calling events of three zebra finches pairs after separation of the
male and the female of each pair into separated chambers that did not allow visual or
vocal interactions with others. (d) Comparision of the empirical cumulative distribution
functions (eCDF) and the exponents (α) between τf−f , τm−m, τm−f and τf−m of these three
zebra finches pairs. Symbols “open circle”, “closed circle” and “open square” represent the
data of pair a, b and c depicted in (a), (b) and (c), respectively.
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2.2 Sensorimotor expectation in call-based vocal com-
munications of zebra finches
2.2.1 Abstract
Forebrain nucleus HVC (higher vocal center) is a cortex-like sensorimotor area essential
for singing and song learning in zebra finches. However, the sensorimotor mechanism for
calling interactions in a social context was unknown. To study the role of the HVC in
calling interactions, we used a wireless telemetric system for simultaneous measurement
of neuronal activity and vocalizations in birds that freely interact with each other. In as
non-social context, the same male HVC neurons displayed stereotypic premotor activity
related to own calling. In a social context, the HVC neurons showed calling related premo-
tor activity and a predictive discharge to upcoming female calls and a responsive discharge
to hearing these calls. The predictive discharge required either auditory or visual cues
and was obligate for the elicitation of the auditory response to the females’ call. Next
to singing, HVC seems for the learning of call-based vocal communications in a mating
context.
2.2.2 Introduction
Social animals such as zebra finches use a large number of calls to interact within their
social group and in particular with their mates [246, 15, 77, 54]. During a natural vocal
interaction, all birds are confronted with a mixture of sounds. Relevant information can
only be retrieved and delivered when there is an effective system to process auditory in-
puts while controlling vocal outputs [172]. Furthermore, the interaction pattern of callings
shows that vocal responses between zebra finch can be very fast (∼ 200 ms) and that calling
becomes vary mate-specific during the breeding cycle [211, 77, 20]. If the call productions
were neither a consequence of fixed action patterns nor random, animals would profit from
an anticipation of upcoming events to achieve such rapid responses. Studies in humans
[100, 114], monkeys [131] and birds [20] suggest that the predictive coding in the premotor
and the sensorimotor systems may benefit the response time in relation to experimental
objects. However, the predictive coding for a natural social interaction remains unknown.
To study sensorimotor mechanisms underlying vocal interactions in a social context,
we employed telemetric systems that enable a precise synchrony and the continuous mon-
itoring of vocal activity and neurophysiological activity in the avian sensorimotor song
control nucleus HVC. With this technique, it has been shown that zebra finches respond
more contingently to their sexual partners than to other group members [211, 77] and that
the premotor song control nucleus RA (robust nucleus of the archistriatum) plays a role
in active calling [211]. The motor-cortex like RA is the afferent area of the sensorimo-
tor cortex-like HVC in the descending song control pathway of songbirds [157, 24]. HVC
seemed an appropriate target for this study since it is known to process individualized
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auditory song units to control the production of song motor units and being important for
the learning of vocal sequences [172, 171]. In addition, previous studies reported incidental
observations that the song control nucleus HVC also pertains to active calling of isolated
birds [138, 132, 85].
In this study, we analyzed the temporal organizations of calling interactions of mated
zebra finches. Subsequently, we investigated the context-dependence of neuronal activity
in male HVC in the social context to delineate the sensorimotor mechanisms underlying
calling interactions in zebra finches.
2.2.3 Results
Stable calling interactions between pair-bonded zebra finches
Pair-living zebra finches produce multiple vocalizations to interact with each other
(Fig. 1a). While song is only uttered by males, which accounts for a small subset of all
vocalizations (Fig. 1b), male and female zebra finches share an extensive repertoire of
calls (Fig. 1c) of which the “stack” calls are the most commonly uttered calls (Fig. 1b,
Supplementary Fig. S1, 66.7± 22.1% in male and 85.3± 8.4 in female, mean± s.d., n = 8).
The cross-correlation histograms depicted in Fig. 1d & Fig. 1e are the outcome of
mixture associations. To differentiate the elements of calling associations, we measured
the occurrences of different possible associations between male and female mates. First,
we divided the calling events into single events and associated events: If the calls are pre-
ceded or followed by other calls within 500 ms, these calls are defined as associated calls.
The calls other than associated calls are defined as single calls. The silent gaps greater
than or equal to 500 ms in duration are defined as pauses. Subsequently, we divided the
associated calls into 16 types of possible associations with a set of elements (“M”, “F”, “–”)
(see Materials and Methods), where “M”, “F”, “–”, corresponds to a male “stack” call, a
female “stack” call and a pause, respectively (Fig. 2a & b). Our analysis showed that the
associated male calls (“xMx”) were more frequent than the single male calls (“–M–”) in
pair 2 (n = 12 days) and in other tested male zebra finches (Fig. 2c, p = 0.02, right-sided
Wilcoxon signed-rank test, n = 8 pairs). In contrast, the associated female calls (“xFx”)
were as abundant as the single female calls (“–F–”) (Fig. 2d, p = 0.20, two-sided Wilcoxon
signed-rank test, n = 8 pairs). Despite the permutation-based classification, the boundary
to differentiate “MMF” and “FMM” as the repeated calls or the alternated calls is vague.
Hence, we focused on four classifications: the repeated calls without pause (“MMM” in
male; “FFF” in female), the repeated calls with pause (“MM–”, “–MM” in male; “FF–”
and “–FF” in female), the injected calls without pause (“FMF” in male; “MFM” in female)
and the alternated calls with pause (“–MF” and “FM–” in male; “–FM” and “MF–” in
female) (Fig. 2e, f). Our results showed that males and females used alternated calls with
pause more often than other call types (p < 0.01, right-sided Wilcoxon signed-rank test, n
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Figure 2.11: Figure 1. Vocal interactions between male and female zebra finches. (a)
Successions of [i.] male and [ii.] female vocal events. The horizontal axis denotes time;
each vertical line corresponds to a vocal event. (b) Pie charts illustrate the proportions
of different call types in [i.] male and [ii.] female zebra finches. (c) The spectrograms
of different call types in [i.] male and [ii.] female zebra finches. (d) A left asymmetric
calling interaction patterns between male and female zebra finches of pair 1. (e) A right
asymmetric calling interaction patterns between male and female zebra finches of pair 2.
The accumulative counts of finding N male “stack” calls before and after female stack calls
are plotted as function of time with a fixed time interval (50 ms) in [i.] day 1, [ii.] day
2 and [iii.] day 3, where the onset of female “stack” calls were aligned at zero. [iv.] The
standard score (Z-Score) was calculated to compare calling interaction patterns between
days. The gray dotted lines correspond to calling interaction patterns of individual days,
whereas the blue line corresponds to average Z-Scores.
= 8).
Neuronal activity of male HVC during calling interactions
We recorded the male HVC with a wireless telemetric device and put backpack radio-
microphones on both male and female zebra finches to measure neural activity and vocal-
izations simultaneously in freely behaving animals that interact with each other (Fig. 3a).
Since the HVC of female zebra finches is very small, we have so far been unsuccessful in
recording female HVC activity in freely behaving birds. Our recordings showed that the
calling-related units correlated with the self-produced calls and the perception of female
calls. We tested males in isolation by plotting the spiking activity related to the onset
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of the males’ calls and the playbacks of female calls. The calling-related units displayed
premotor activity related to their own “stack” calls (Fig. 3b [i.]).The same HVC units
responded to the playbacks of the calls of their female mates (Fig. 3b [ii.]).
Next we studied the calling-related activity of male HVC neurons in a social context
with their female mates. Like in the isolated male, HVC neurons displayed stereotypic
premotor firing pattern related to their own calls (Fig. 3c [i.] in the males behaving in
a social context. The calling-related (motor) activity of HVC neurons exhibited precise
premotor activity at –17.5 ± 13.9 ms before calling. This premotor activity was preceded
by pre-inhibition at –162.5 ± 30.6 ms and followed by a post-inhibition at +163.8 ± 114.4
ms (mean ± s.d. n = 8) relative to the onset of their own calls (Fig. 3c [i.]). However, the
same male HVC units showed auditory related increased activity not only after (+162.5
± 53.9 ms) but also before (–193.7 ± 26.7 ms) the onset of the female calls in the social
context (Fig. 3c [ii.]). Units that showed an increased activity prior to a female call did
not show call-production related activity.
We showed that calling interactions in zebra finches were carried out mainly by alter-
nated calling in addition to the repeated calls (see above). We, thus, investigated neuronal
activity in male HVC during the different vocal contexts defined above. In comparing
the neuronal activity related to alternated calling versus repeated calling, HVC neurons
reduced activity significantly in relation to repeated male calls (Fig. 3d [i.], comparing
“xMx” versus “MM–”, F(1,14) = 18.79, p = 6.9×10−4; comparing “xMx” versus “MMM”:
F(1,14) = 97.77, p = 1.1× 10−7) and repeated female calls (Fig. 3d [ii.], comparing “xFx”
versus “FF–”: F(1,14) = 7.10, p = 0.02; comparing “xFx” versus “FFF”: F(1,14) = 7.02,
p = 0.02). By contrast, male HVC neurons displayed strong neuronal activity related to
alternated calling. Although the numbers of the injected male calls without pause were
as small as the repeated male calls without pause in males (Fig. 2e, p = 0.84, two-sided
Wilcoxon signed-rank test, n = 8), and the numbers of the injected female calls without
pause were larger than the repeated female calls without pause (Fig. 2f, p = 0.02, right-
sided Wilcoxon signed-rank test, n = 8), male HVC neurons displayed neuronal activity
related to their own injected calls without pause (“FMF”) as strong as related to their own
alternated calls with pause (“FM–”) (Fig. 3e [i.], F(1,14) = 3.46, p = 0.08). Similarly,
the injected female calls without pause (“MFM”) elicited neuronal activity as strong as
the alternated female calls with pause (“MF–”) (Fig. 3e [ii.], F(1,14) = 0.02, p = 0.90) in
male HVC.
Male HVC released pre-sensory activity in relation to the upcoming calls of
female mates
Above we showed that male HVC displayed neuronal activity before and after the onset
of female calls during calling interactions. If auditory input provided by female calls was
processed by HVC, this would explain the auditory-elicited discharge after the onset of
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female calls. But what causes the activity of male HVC neurons before the onset of female
calls?
We first tested whether the activity prior to the onset of female calls was induced by
external cues. Males produced a great proportion of calls that were associated with their
own calls and with those of their female mates. These associated calls could induce the
activity prior to the onset of female calls. If it is so, the firing patterns of HVC units related
to the single female calls (“–F–”) should be different from the pattern related to associated
female calls (“xFx”), but our results showed no significant difference between them (Fig.
3f [ii.], comparing “xFx” versus “–F–”: F(1,14) = 0.23, p = 0.64). These results suggest
that the neuronal activity in HVC prior to the onset of the hearing of female calls is not
a premotor activity but is related to a pre-sensory activity that may resemble a predictive
coding.
In order to predict upcoming calling events, zebra finches must have acquired con-
junctive cues to foresee that their partners are about to vocalize. Conjunctive cues can
either be call-context-dependent such as strings of related calls [99] or social-sensory (non-
auditory)-dependent such as social gestures or postures [163]. For simplicity we refer to
call-context as context cues and to social-sensory (non-auditory) as sensory cues. If both
context and sensory cues were blocked, the single female calls would not be predicable, and
HVC would not be able to generate predictive discharge related to upcoming female calls.
To test this hypothesis, we limited the sensory cues by separating the female and male
mate (n = 4 pairs) into two distant boxes with acoustic interconnections, i.e. mates could
only communicate acoustically. Either (1) limiting sensory cues (Fig. 4b, F(1,6) = 0.26,
p = 0.63) or (2) limiting context cues by selecting those single female calls that occurred
without any vocal association including other call types and songs for at least 1 second
(Fig. 4c, F(1,6) = 2.71, p = 0.15) did not change the activity of HVC units prior to the
onset of female calls. However, by limiting both sensory and context cues, the premotor
activity prior to the onset of female calls decreased significantly (Fig. 4d, F(1,6) = 7.93, p
= 0.03). The pre-sensory activity of male HVC neurons required cues that emerged from
the female. In the social context, HVC neurons of male zebra finches may respond to the
female calls only if they produce a pre-sensory activity (comparing supplementary Fig. S3c
[ii.] versus supplementary Fig. S3e, g [ii.]).
Furthermore, all males increased their response times to answer their mates’ calls dur-
ing separation (Fig. 5a, p = 0.002, right-sided Wilcoxon signed-rank text, n = 9). In
contrast, females did not change their response times significantly during separation (Fig.
5b, p = 0.730, two-sided Wilcoxon signed-rank text, n = 9).
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Figure 2.12: Figure 2. Different types of calling associations between male and female
zebra finches. Diagrammatic representations of different possible calling associations in (a)
male and (b) female. x-axis: time. Vertical bars: the calling events of male (blue) and
female (red). The vertical bars with dashed lines represent the calling events of opposite
sex at corresponding times. The horizontal bars: the 500 ms durations. (c) Comparing
the proportions of the associated male calls (asso “xMx”) versus single male calls (single
“–M–”) (left panel) in pair 2 and (right panel). (d) Comparing the proportions of the as-
sociated female calls (asso “xFx”) versus the single female calls (single “–F–”) (left panel)
in pair 2 and (right panel). (e) Bar plot: the proportions of different male calling associa-
tions (“xMx”) in pair 2, Ladder plot: comparing between the proportions of different male
calling associations. (f) Bar plot: the proportions of different female calling associations
(“xFx”) in pair 2. Ladder plot: comparing between the proportions of different female
calling associations.
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Figure 2.13: Figure 3. Neuronal activity of male HVC during calling interactions. (a) Male
and female vocalizations were recorded simultaneously with extracellular activity of HVC
neurons in a male zebra finch. (b) Calling-related unit of male HVC neurons exhibited [i.]
premotor activity pattern in relation to his (own) calls and [ii.] activity pattern in relation
to the playbacks of the calls of his female mate in isolation. n = 3. (c) Calling-related
unit of male HVC neurons exhibited [i.] premotor activity pattern in relation to their own
calls and [ii.] in relation to the calls of their female mates in a social context. Gray lines
indicate the individual traces (indv). Blue and red lines are the mean traces (mean). (n =
8). Premotor activity of male HVC neurons [i.] related to their own calls and [ii.] related
to female calls in different contexts, i.e. (d) calling repetition; (e) calling alternations and
(f) single callings. n = 8. Only mean traces were showed on (d – f). (See other examples
in Supplementary figure S3 and see Supplementary Table S1 for all pairwise F-tests).
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Figure 2.14: Figure 4. Premotor activity of male HVC neurons in relation to female calls
are sensory and context dependent during calling interactions. (a) Control situation, where
the sensory cues and the context cues were intact during cohabitation. Female calls were
closely associated with male calls. (b) The sensory cues were limited by separating a male
and a female zebra finch into two acoustic interconnected sound boxes while the context
cues were intact. Female calls were also closely associated with male calls. (c) The context
dependent cues were limited by selecting those single female calls that occurred without
any vocal association for at least 1 second, while the sensory cues were intact during
cohabitation. (d) Both the sensory and context dependent cues were limited. Upper
panels illustrate different contexts, in which female calls (red vertical strikes) associated
differently with male calls (blue vertical dashed strikes) as function of time. Lower panels
display the neuronal activity of male HVC related to female calls in different contexts.
Example of one zebra finches pair. See other examples in Supplementary figure S4.
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Figure 2.15: Figure 5. Limiting social-sensory cues affect the response times during calling
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2.2.4 Discussion
By using a telemetric system, we described neuronal mechanisms of song control nu-
cleus HVC underlying natural calling interactions of zebra finch dyads. We showed that
male HVC neurons displayed distinctive neuronal activities related to male-female calling
interactions as compared with call repetitions. Second, we showed that the calling (motor
production) related HVC neurons are as well involved in sensory processing of incoming
female calls. In particular, we showed that the sensory processing of HVC neurons depends
on the social context: Being in social context leads to auditory responses of HVC neurons
only if a pre-sensory activity is produced. Thus, HVC neurons play distinctive roles in
1) initiating a call, 2) the decision to call in response to incoming female calls, and 3)
the evaluation of the reliability of the mate’s calling behavior. In contrast to HVC neu-
rons, male RA neurons only show premotor activity for active calling, but exhibit neither
auditory-elicited discharge to incoming female calls nor predictive discharge to upcoming
female calls [211] and in consequence are likely to execute the HVC motor instructions
for call production. Likewise, in song control RA neuronal activity is related to the pro-
duction of motoric details of the syllables but not in the temporal organization of singing
[124]. Although bilateral damage to RA and HVC have no effect on the production of
harmonic “Stack” calls [199], the calling-related activity in HVC found in previous studies
[138, 132, 85] and in this study may suggest that the telencephalic song pathway is as-
sociated with active callings. Many songbirds, like zebra finches are social animals. The
calling-related activity in HVC may contribute to the plasticity of the calls that ensures a
complex vocal interaction in a social group. Recent work has obtain evidence regarding the
call timing associated with the telencephalic song nucleus RA, to which the RA projection
neurons in HVC exhibited a premotor activity in relation to the harmonic “Stack” calls
[20]. Such neuronal coordination between RA and HVC may encode shared information
about call timing that facilitates vocal interactions in a social context.
The pre-sensory activity of HVC neurons further suggests that activity in this sensori-
motor nucleus bring about an action and resemble a predictive discharge to evaluate the
sensory states of self and others for better prediction of upcoming sensory events. The
expectation could not be done without exogenous sensory and contextual cues. Limiting
the sensory cues caused significant delays of response times in male but not female zebra
finches. This might hint to the fact that female zebra finches develop only a rudimentary
HVC [82] that might lack the circuitry necessary to produce and evaluate sensory expec-
tations. Thus, for vocal communication, female zebra finches might rely only on sensory
processing that takes place in their auditory cortex-like forebrain areas [178, 74] and that
then inform HVC or other areas capable to initiate call production. Unfortunately, we
were unable to record from female HVC in order to clarify if they differentiate sensori-
motor neurons similar to those of male HVCs. The male-specific effect on call response
times together with a sex-specific HVC circuitry, would be consistent with the idea that
the sensory representation in sensorimotor cortex is a process of sensory evaluation driven
by action [14], whereas the sensory representation without action can be accomplished
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by sensory cortex [64]. Accumulating evidence show that the predictive representation
requires mirror neuron systems [111] and contextual information [131], and substantially
supports the internal model of sensory-motor coupling [190] in which the motor command
serves an efference signal that captures the causal relationship between actions and sen-
sory cues [241]. Similar to prediction of visual cues, auditory events are also perceived in
a predictable manner [19]. In this respect, the neuronal activity of male HVC may build
up a connection between the motor commands of calls and their consequences of upcom-
ing female calls as sensory feedbacks, thereby facilitating cognition and bonding during a
natural social interaction.
How could the predictive discharge of male HVC be behaviorally relevant? First, sen-
sorimotor expectation might benefit response time in actions [100]. Second, sensorimotor
expectation might help to strengthen the usage of calls for maintaining pair bonding. Zebra
finches may need reinforcement learning to adjust call usage to the calling behavior of the
mate during the breeding cycle. Zebra finches show a dynamic and plastic call usages in
social groups that is in addition related to breeding success [77]. In addition to anticipate
the perceptual effect of their own calls, male zebra finches may also use such action-effect
[101] associations with their potential mates. Let’s consider the female call is a positive
reinforcer [99], the pair bonding by emerging a pattern of calling interactions would be
enhanced, if the predictive discharge were rewarded by the upcoming female calls. By
contrast, if a predictive discharge kept failing to predict upcoming female calls, the pat-
tern of calling interactions would not emerge or would gradually stop occurring. Such
processes underlying the enhancement of pair bonding may be driven by intrinsic senso-
rimotor output that coincides with extrinsic sensory input of female calls in a social context.
2.2.5 Materials and Methods
Animals
Animal cares and experiments were carried out according to the Government of Up-
per Bavaria (Az. 55.2-1-54-231-25-09). Experimental zebra finches were adult male and
female zebra finches (Taeniopygia guttata) obtained from our breeding facility. The birds
were kept in cages, placed in custom-made, sound-proofed boxes. Each sound box was
equipped with a microphone, a speaker and a telescopic antenna for wireless recordings.
Zebra finches were kept in a 14/10 Light/Dark cycle (fluorescent lamps), 24oC and 60-70
% humidity.
Sound recording
Custom-made wireless microphones (0.6 g including a battery) were used for wireless
sound recording [211]. The wireless microphone was placed on the back and fixed with
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elastic band around the upper thighs of the animal. The frequency modulated radio sig-
nals were received with AOR5000 communication receivers (AOR, Ltd., Japan). Audio
signals were either fed into an eight channel audio A/D converter (Fast Track Ultra 8R,
Avid Technology, Inc. U.S.A.) and recorded with custom-made software or registered on
a DASH8X data recorder (Astro-Med, Inc., RI, U.S.A.).
Playback experiment
Playback experiment was performed in isolation, where male was separated from fe-
male and was broadcasted by the recorded “stack” calls of his female mate via a speaker
(FRS 8, 30w, 8Ω, VISATON, Germany). Female “stack” calls were recorded by the in-box
microphone (TC20, Earthworks, U.S.A.) prior the experiment. The playback sequences
were uniformly randomized from the interval between 1 and 30 seconds. The total number
of playback calls was n = 960.
Implantation of electrode and chronic recording of neuronal activity
Male zebra finches were anesthetized using isoflurane inhalation (0.8-1.8% at 0.5l O2
/min). Animal was kept warm on a constant temperature pad and warped in a thin gauze
blanket. The skin of the head was plucked, disinfected and treated with lidocaine (Xylo-
cain Gel 2%, AstraZeneca). After a window on the skull was opened, the bifurcation of the
midsagittal sinus was served as reference coordinate. A 2 MΩ tungsten electrode (FHC,
Bowdoin, U.S.A.) was lowered to HVC using a micromanipulator (Lugis and Neumann,
Feinmechanik & Elektrotechnik, GmbH, Germany). After verifying the signals of HVC
by playing back BOS, NBOS and noise [133], the window on the skull and the pins for
both reference and recording electrode was covered and fixed with dental cement (Tetric
evoflow, Ivoclar Vivadent, GmbH, Germany). Animal was equipped with a custom-made
neural telemetric device and placed back to sound box for chronic recordings of both vocal
and neural signals [211]. After finishing experiment, a lesion was made at the recording
site by using a linear stimulus isolator (WPI, Inc, U.S.A.).
Sorting vocalizations and neural data
All vocal and neuronal signals were recorded continuously at 22050 Hz sampling rate
and written to WAV files. Vocalizations were extracted from audio files by using custom-
written software (sound explorer). The vocalizations of zebra finches were clustered by
analyzing their sound features [211]. Spike sorting and clustering were done by using
custom-written software based on C++ language [211].
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Analysis of behavioral data
We record the vocalizations of female and male calls simultaneously. To analysis the
interaction pattern of calls between male and female zebra finches, we calculate the prob-
ability of finding N events of male calls that occur before and after the female calls as
function of time with a fixed bin interval (50 ms). The onset of female and male calls
denote tfi (1 ≤ i ≤ N f ) and tmj (1 ≤ j ≤ Nm), respectively. The relative time lags (τ
mf
ji )
of male calls to female calls are the time differences between all male calls to each female
call. Hence, we obtain τmfji = t
m
j×Nf − t
f
Nm×i, where the counts of all time lags (τ
mf
ji ) will be
Nmfji = N
m×N f . The interaction pattern is approximated by a cross-correlation between
the probability density functions of male and female calls. Let the probability density func-
tions of male and female calls to be Prm and Prf , the discrete cross-correlation will be:
κ(τ)mf =
∑∞
a=−∞ Pr
m[a]Prf [a + b], where a and b sets of integers which indicate the dis-
crete time sequence of Pr and κ(τ) , respectively. κ(τ)mf indicates the calling interactions
between male and female zebra finches. In Fig. 5, the absolute time lags (|τ |) were calcu-
lated to indicate the absolute response times, i.e. the time differences between two joint
call events. Hence, the response times of female calls to male calls will be: |τmf | = tfi − tmj ,
where the response times of male calls to female calls will be: |τ fm| = tmj − t
f
i . Two
sided Wilcoxon signed-rank test was used for the null hypothesis that the response times
|τ fmseparation|− |τ
fm
cohabitation| or |τ
mf
separation|− |τ
mf
cohabitation| come from a distribution with median
different than 0. If the result of two-sided Wilcoxon signed-rank test indicates significant.
Right-sided Wilcoxon signed-rank test is used for the null hypothesis that the response
times |τseparation| − |τcohabitation| come from a distribution with median greater than 0. The
test results are considered for significance at a 5% confident level.
Analysis of neuronal data
Analyzing response pattern is similar as analyzing calling interaction pattern. We
recorded the neuronal activity of male HVC simultaneously with vocalizations of female
and male zebra finches. The spike times denote tsk (1 ≤ k ≤ N s). We calculate the proba-
bility of finding N events of spike that occur before and after the male calls as function of
time with a fixed bin interval (10 ms) i.e. κ(τ)sm indicates the neuronal activity related to
male calls, i.e. the probability of finding N events of spike that occur before and after male
calls as function of time with a fixed bin interval (10 ms). κ(τ)sf indicates the neuronal
activity of male HVC related to female calls, i.e. the probability of finding N events of
spike that occur before and after female calls as function of time with a fixed bin interval
(10 ms). Standardized Z-score was calculated to compare between individuals (n = 8).
The values corresponding to Z-scores of 1.96 or –1.96 indicate the cumulative percentages
of 95% or 5% accordingly. We used F-test to compare the neuronal activity patterns. For
example, the average curve depicted in Fig. 3c [i.] was used as the reference to compare the
curves between “xMx” and “–M–” depicted in Fig. 3f [i.]. The sum of squared distances
between reference and tested curves (e.g. D1: “xMx” and D2: “–M–”) were calculated
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separately. The Null hypothesis is that the difference between D1 and D2 yields a same
variability as the difference within D1 and D2. F-ratio between sum of squared differences
between D1 and D2 and sum of squared difference within D1 and D2 were calculated. The
degree of freedom for between groups (dfb) and within groups (dfw) is 1 and 14 (n = 8), re-
spectively. The p value for the test is given by: 1−fcdf (x, dfb, dfw), where x denotes F-ratio.
Association of calling events
Since the likelihood of the calling responses accounts for a peak within a time window
of 500 ms, we use this time window to differentiate single and associated events. If any
(self and other) call event occurred 500 ms before and after a vocal event, this event will
be defined as an associated call event. If not, it will be defined as a single call event. Those
associated call events were divided into different groups to cover all the possibilities of as-
sociations, which were resulted by combination with repetition of an element set “male call
(M)”, “female call (F)” and “neither (–)”. There were 27 possible associations, if repletion
was allowed. We left out 9 associations, where the element “neither (–)” was placed in
the middle (e.g. “F–M”, “M–F and “–––”). Thus we obtained all 18 possible associations:
“–F–”, “–FF”, “–FM”, “–M–”, “–MF”, “–MM”, “FF–”, “FFF”, “FFM”, “FM–”, “FMF”,
“FMM”, “MF–”, “MFF”, “MFM”, “MM–”, “MMF”, “MMM”.
2.2.6 Supplementary information
2.2 Sensorimotor expectation in call-based vocal communications of zebra
finches 71
0
20
40
60
80
100
male female
pe
rc
en
ta
ge
 (%
)
Figure 2.16: Supplementary Fig. S1. The proportions of “stack” calls in males 66.7 ±
22.1% and females 85.3 ± 8.4%. (mean ± s.d., n = 8).
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Figure 2.17: Supplementary Fig. S2. Different types of calling associations between of
male and female zebra finches. Eight zebra finches pairs were tested (a – c). The panel
male [i.] compares between the proportions of the associated male calls (“xMx”) and the
single male calls (“–M–”). The panel female [i.] compares between the proportions of the
associated female calls (“xFx”) and the single female calls (“–F–”). The panel [ii. “xMx”]
compares the proportions of different calling associations in male. The panel [ii. “xFx”]
compares the proportions of different calling associations in female. The panel [iii. male
& female] illustrates the standard score (Z-Score) of calling interactions between male and
female. The gray lines correspond to different calling interaction patterns in different days,
(a) n = 3; (b) n = 12; (c) n = 2, whereas the blue line corresponds to average calling
interaction pattern.
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Figure 2.18: Supplementary Fig. S3. Neuronal activity of male HVC related to different
types of calling associations. (a) Neuronal activity of male HVC related to [i.] the associ-
ated male (“xMx”) and [ii.] the associated female (“xFx”) calls. (b) Neuronal activity of
male HVC related to [i.] the single male (“–M–”) and [ii.] the single female (“–F–”) calls.
(c – j) Neuronal activity of male HVC related to different types of associated male and fe-
male calls. To schematically illustrate different types of calling associations, the waveforms
of the male calls (blue) and female calls (red) are showed on the upper panels (Gray line
indicates individual trace. Blue and red lines indicate average traces of neuronal activity
[i.] related to their own calls [ii.] related to female calls, respectively.).
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Figure 2.19: Supplementary Fig. S4. Premotor activity of male HVC are sensory and
context dependent during calling interactions. (a) Control situation, where the sensory cues
and the context cues were intact during cohabitation. Female calls were closely associated
with male calls. (b) The sensory cues were limited by separating a male and a female
zebra finch into two acoustic interconnected sound boxes while the context cues were
intact. Female calls were also closely associated with male calls. (c) The context dependent
cues were limited by selecting those instant female calls that occurred without any vocal
association for at least 1 second, while the sensory cues were intact during cohabitation.
(d) Both the sensory and context dependent cues were limited. The neuronal activity of
male HVC related to female calls in different contexts was plotted against time. [i.], [ii.]
and [iii.] indicate three different individuals.
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value -M- xMx MM- -MM MMM MMF FMM FMF -MF FM-
-M- F 0
p 1
xMx F 3.1E-3 0
p 0.96 1
MM- F 19.21 18.79 0
p 6.2E-4 6.9E-4 1
-MM F 10.97 10.75 0.06 0
p 5.1E-3 0.01 0.81 1
MMM F 103.87 97.77 0.22 0.48 0
p 7.4E-8 1.1E-7 0.64 0.50 1
MMF F 45.80 44.43 0.35 0.61 0.07 0
p 9.1E-6 1.1E-5 0.57 0.45 0.79 1
FMM F 30.65 29.88 0.11 0.31 4.8E-3 0.06 0
p 7.3E-5 8.3E-5 0.74 0.59 0.95 0.80 1
FMF F 10.40 9.84 4.81 2.48 19.20 12.50 8.35 0
p 6.1E-4 0.01 0.05 0.14 6.3E-4 3.3E-3 0.01 1
-MF F 3.14 2.87 10.49 5.90 43.75 24.84 16.96 2.10 0
p 0.10 0.11 0.01 0.03 1.2E-5 2.0E-4 1.0E-3 0.17 1
FM- F 1.43 1.28 12.32 7.07 49.60 28.26 19.53 3.46 0.21 0
p 0.25 0.28 3.5E-4 0.02 5.8E-6 1.1E-4 5.8E-4 0.08 0.65 1
Table 2.3: Supplementary Table S1. Comparison of neuronal activity of male HVC in rela-
tion to their own calls between different types of calling associations. F-tests for pairwise
comparisons of different types of calling associations. “F” and “p” in the “value” column
indicate the F-values and the p-values, respectively.
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value -F- xFx FF- -FF FFF FFM MFF MFM -MF FM-
-F- F 0
p 1
xFx F 0.23 0
p 0.64 1
FF- F 3.27 7.10 0
p 0.09 0.02 1
-FF F 2.46 7.68 0.31 0
p 0.14 0.01 0.59 1
FFF F 3.11 7.02 0.01 0.23 0
p 0.10 0.02 0.94 0.64 1
FFM F 2.18 7.03 0.42 0.01 0.33 0
p 0.16 0.02 0.53 0.91 0.58 1
MFF F 2.37 7.80 0.39 4.8E-3 0.29 2.4E-3 0
p 0.15 0.01 0.54 0.95 0.60 0.96 1
MFM F 1.63 4.91 0.51 0.05 0.51 0.02 0.03 0
p 0.22 0.04 0.49 0.82 0.53 0.90 0.86 1
MF- F 1.51 3.65 0.25 2.6E-3 0.19 1.3E-3 2.4E-7 0.02 0
p 0.24 0.08 0.62 0.96 0.67 0.97 1 0.9 1
-FM F 1.96 5.89 0.41 0.02 0.31 2.6E-3 3.9E-3 0.01 2.3E-3 0
p 0.18 0.03 0.53 0.90 0.58 0.99 0.95 0.92 0.96 1
Table 2.4: Comparison of neuronal activity of male HVC in relation to female calls between
different types of calling associations. F-tests for pairwise comparisons of different types
of calling associations. “F” and “p” in the “value” column indicate the F-values and the
p-values, respectively.
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2.3 Spectrotemporal coding of auditory trains in the
auditory forebrains of zebra finches
2.3.1 Abstract
Many animals live in social groups. Hearing and communication in a complex acoustic
environment require an ability to segregate contextual sounds from environmental noises.
Field L is primary auditory forebrain area in birds that is highly selective to natural sounds
over synthesized sounds. It is however unknown how the neuronal sensitivity to contextual
sounds is maintained in a complex auditory scene. Based on previous studies on auditory
scene analysis in humans and birds, I investigated the neuronal mechanisms underlying the
spectrotemporal precision in neuronal response to single sounds and the maintenance of
sound elements in a stimulus train. I showed that Field L neurons responded equally well
and tightly locked to the spectrotemporal structures of single sounds with inserted gaps
and sounds without gaps. Furthermore, distinctive Field L neurons exhibited specific spec-
trotemporal coding of sound elements in response to stimulus trains. The activity of Field
L neurons was attenuated faster in response to stimulus trains of natural sound elements
than trains of artificial sound elements. Moreover, the habituation rate in response to
trains of natural sound elements was higher in males than in females. The results provide
further support for the temporal encoding of natural sounds in primary auditory forebrain.
The sexual specificity in response to stimulus trains may provide a valuable framework for
comparative studies in the auditory system.
2.3.2 Introduction
Sounds are rarely heard in isolation. Social mammals and birds that live in a complex
acoustic environment must develop a functional mechanism to discriminate contextual
sounds from environmental noises. Field L is a primary auditory forebrain area in birds
that are highly selective to natural sounds [120, 81, 2]. While discriminating natural sounds
from artificial noise, animals must simultaneously organize and segregate different types
of natural sounds to extract contextual information. For the neural substrate to resolve
the acoustic information from a natural auditory scene, encoding of temporal and spectral
structure of the sound is crucial [22]. In order to investigate the spectrotemporal regularity
of sound elements in a complex scene, auditory scene analysis provides an ideal paradigm
as compared with introducing a mixture of natural sounds that may induce more noise
than information in a decoding scheme.
In a classic paradigm of auditory scene analysis, a sequence of syllables is presented to
a listener. Each syllable consists of two pure tones with different frequencies (“A” tone and
“B” tone). “A” and “B” tones are separated by a silent gap (inter-tone interval). While
the sequence is presented at increasing rates (i.e. the inter-syllable intervals are decreas-
ing), a listener is likely to report hearing two separated streams, if the frequency difference
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between “A” tone and “B” tone is large [31]. With this approach, studies in human [31],
monkeys [59] and birds [18] reported that the inter-tone interval (the gap between “A” and
“B”), the inter-syllable interval (the gap between two consecutive “AB”) and the spectral
difference between tones are crucial for auditory stream segregation. Furthermore, psy-
choacoustic studies in human reported that auditory experience such as lexicon affected
the possibility to identify speech sounds in playback trains [21], suggesting a neural mech-
anism underlying auditory selectivity for familiar sounds in the auditory system.
In line with previous studies, here I investigated the neuronal mechanism underlying
spectrotemporal coding of auditory trains in the avian auditory forebrain. I adapted the
paradigm of auditory scene analysis and manipulated two coefficients: the spectral struc-
ture of the syllable and the inter-syllable interval. The durations of the inter-syllable
intervals is decreasing exponentially from 535 ms to 35 ms in the course of the stimulus
train. For the spectral coefficient, I compared the auditory sensitivity in relation to artifi-
cial tones, heterospecific (blackbird) and conspecific syllables. For the temporal coefficient,
I separated an intact syllable into two segments (“A” and “B”) and inserted a duration of
35 ms gap between these two segments in line with previous behavioral and physiological
studies, which showed that the intervals of zebra finches’ songs ranged between 20 ms and
100 ms and the mean interval of songs was approximated by 36 ms [186, 3]. In this study, I
first examined the neuronal activity in male and female Field L in relation to single stimuli
with varied lengths of inserted gaps. Further, I employed an auditory scene paradigm to
examine the temporal and spectral regulations of natural sounds in playback trains. Next, I
examined the neuronal activity in male and female Field L in relation to the stimulus trains.
2.3.3 Results
Comparison of auditory sensitivity to gaps in male and female auditory fore-
brain
To examine the temporal precision of auditory responses to stimuli, I compared the
auditory sensitivity to single syllables with gaps of different lengths between syllable seg-
ments (duration: 35 ms, 70 ms and 100 ms). Figure 1 shows three isolated neurons in male
Field L (Fig. 1 a) and three isolated neurons in female Field L (Fig. 1 b) that responded to
auditory stimuli. These male and female Field L neurons exhibited robust firing patterns
that were tightly locked to the spectrotemporal structure of the stimulus sounds regardless
of the lengths of inserted gaps. To compare the response precision in relation to single
stimuli with different lengths of gaps, I excluded responses that occurred during the “gap”
and shifted the responses to the segment 2 (S2) leftward to align with the responses to the
first segment (S1). I show that both male and female Field L neurons exhibited precise
timed auditory responses to the stimuli regardless of the length of inserted gaps and the
type of sounds (Fig. 1c, d). In male (n = 8), 88 % (127 out of 144 pairwise comparisons)
of data yielded a high degree of correlation (average Pearson coefficient: r = 0.49, p <
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0.001) between the responses to intact syllables and the responses to the syllables with
inserted gaps, whereas 12 % (17 out of 144 pairwise comparisons) of data did not show
significant correlation (average Pearson coefficient: r = 0.06, p ≥ 0.001); In female (n =
6), 82 % (98 out of 120 pairwise comparisons) of data yielded a high degree of correlation
(average Pearson coefficient: r = 0.54, p < 0.001) between the responses to intact syllables
and the responses to the syllables with inserted gaps, whereas 18 % (22 out of 120 pairwise
comparisons) of data did not show significant correlation (average Pearson coefficient: r
= 0.06, p ≥ 0.001).Furthermore, I used multi-way ANOVA analysis to test the effects of
the spectral parameter (stimulus), the temporal parameter (gaps) and the sexes on the
response strengths in Field L. The results show that the effects of the spectral parameter
(stimulus) contributed significantly to the variance of the response strengths (pdf(3,200) =
0.037). The temporal parameter (gaps) (pdf(3,200) = 0.458) and the sexes (pdf(3,200) = 0.127)
did not show significant effect on the variance of the response strengths.
Comparison of auditory responses to dynamic stimuli in male and female au-
ditory forebrain
The present study shows precise spike timing in response to individual stimuli that
depends on the spectrotemporal structure of the stimulus. I next examined the auditory
responses to trains of stimuli in male and female Field L. In each trial of the playback, a
synthesized syllable was repeated 48 times. The inter-segment interval (35 ms) was kept
constant except for the second last syllable (70 ms), whereas the inter-syllable intervals
were decreasing exponentially in the course of the trial (Fig. 2a). I show that the same
isolated neurons in male Field L (Nm1, Nm2 and Nm3 depicted in Figure 1a) maintained
a precise temporal spiking in response to initial syllables of the trains (Fig. 2b). The re-
sponse rates of the Neuron Nm1 in relation to BOS, conspecific (NBOS) and heterospecific
(blackbird) stimuli were attenuated in the later course of the stimulus trains, whereas the
response strengths of the Neuron: Nm1 in relation to pure tone stimuli maintained constant
throughout the playback (Fig. 2c). The response rates of the Neurons 2 and 3 (Nm2 and
Nm3) exhibited different degrees of cohabitation in relation to different types of stimulus
trains (Fig. 2c). The same isolated neurons in female Field L (as depicted in Figure 1b)
exhibited distinctive activity patterns in relation to different types of stimulus trains (Fig.
2d, e). I have identified a neuron (Nf1) that did not respond to stimulus trains of pure
tones, but showed a robust response to the spectrotemporal structure of natural sounds
(Fig. 2d, e). Further, auditory responses of this neuron (Nf1) to unfamiliar conspecific
and heterospecific sounds were attenuated in the later course of the stimulus trains. but
increased in the later course of the playback trains of the familiar conspecific sounds (Fig.
2d, e). Taking together, the results showed that field L neurons displayed distinctive cod-
ing schemes to the dynamic stimulus.
In order to compare the sexual differences in auditory responses to stimulus trains of
conspecific, heterospecific syllables and pure tones, I measured the multiunit activity in
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male and female Field L. I first employed an ANOVA analysis to test the effects of the
stimulus and the sexes on the habituation rates in Field L. The results showed that both
effects contributed significantly to the variance of the habituation rates (Fig. 3, stimulus:
pdf(3,51) = 0.040, sex: pdf(1,51) = 0.006). Further, I compared the habituation rates in rela-
tion to different playback trains in male and female, respectively. In both male and female
Field L, auditory responses (units) showed neither significant difference in discrimination
of BOS syllables (i.e. familiar syllables) from conspecific syllables (NBOS and unfamiliar
syllables, respectively) (pmale = 0.926, n = 8, pfemale = 0.834, n = 6) nor from heterospe-
cific syllables (blackbird) (pmale = 0.067, n = 8, pfemale = 0.789, n = 6). However, both
male and female Field L units showed significant difference in discrimination of natural
sounds (zebra finches’ and blackbird’s song syllables) from pure tones (Fig. 3, pmale =
0.039, n = 8, pfemale = 0.016, n = 6). Subsequently, I compared the habituation rates in
relation to different playback trains between male and female Field L. The paired-sample
test yielded a significantly higher habituation rate in relation to conspecific (BOS and
NBOS) trains and mechanic gallop trains in male than in female (Fig. 3, pBOS trains =
0.038, pNBOS trains = 0.032, pgallop trains = 0.021, n = 6 pairs). But male and female showed
no significant difference in the habituation rates in relation to heterospecific trains (Fig.
3, pblackbird trains = 0.366, n = 6 pairs).
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Figure 2.20: Figure 1: Auditory sensitivity to single stimuli with inserted gaps in male
and female auditory forebrain. (a) An illustration of three neuron types in male Field
L (Nm1, Nm2, Nm3) that responded to BOS syllables with different lengths of inserted
gaps (35 ms, 70 ms and 100 ms). Scale bar: 200 ms. (b) An illustration of three neuron
types in female Field L (Nf1, Nf2, Nf3) that responded to familiar song syllables with
different lengths of inserted gaps (35 ms, 70 ms and 100 ms). Scale bar: 200 ms. The
stimulus with 0 ms gap indicates an intact stimulus. (c) Comparing multi-unit responses
to stimuli with different lengths of gaps in male. The response profile to BOS is showed
in (a). PSTHs of firing rates were smoothened by the FIR filter with a 11-point Gaussian
window. (d) Comparing multi-unit responses to stimuli with different lengths of gaps in
female. The response profile to the familiar song syllable is showed in (b). (e) Comparing
sexual difference of auditory responses in Field L. The error bars show standard error.
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Figure 2.21: Figure 2: Multi-unit responses to stimulus trains in male and female Field
L. (a) Schematic illustration of the playback paradigm, in which 48 syllables were played
in a repetitive sequence. The inter-segment interval was kept constant while the inter-
syllable interval decreased exponentially. (b) Examples of three multi-unit activity in male
Field L (Nm1, Nm2 and Nm3) in relation to BOS syllables, NBOS syllables, blackbird
(heterospecific) syllables and pure tones. Scale bar: 200 ms. (c) Response strengths of
three neurons shown in (b) as a function of syllable repetition. (d) Examples of three
multi-unit activity in female Field L in relation to familiar song syllables, unfamiliar song
syllables, blackbird (heterospecific) syllables and pure tones. Scale bar: 200 ms. (e)
Response strengths of shown in (d) as a function of syllable repetition.
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Figure 2.22: Figure 3: Pair-wise comparison of habituation rates in relation to different
stimulus trains. n = 6 pairs. The error bars show standard error. * and n.s. indicate
significance and non-significance, respectively.
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2.3.4 Discussion
In present study, I show that Field L neurons in zebra finches responded precisely to
the spectrotemporal structure of sounds regardless of inserted gaps. In line with previous
studies that compared the neuronal responses between forward and reversed songs in Field
L [121, 2], I provided further evidence that auditory responses in Field L depend on the
spectrotemporal structure of the stimulus. This is consistent with the idea that tuning
for spectrotemporal structures of sounds in the primary auditory forebrain is the neuronal
basis for song selectivity in birds [212]. Moreover, the present study showed that Field
L neurons did not discriminate between conspecific and heterospecific song syllables, but
discriminated natural from artificial sounds. This result agrees with previous studies on
auditory selectivity for natural sounds over synthetic sounds in Field L [213, 2].
The present study advances the knowledge about temporal and spectral encoding of
stimulus trains with complex sound elements in Field L. In classical studies on auditory
scene analysis in primary auditory cortex of mammals and birds, pure tones with certain
semitone separations were presented at different rates [59, 17]. These studies showed that
neurons in the primary auditory system responded equally well to pure tones with differ-
ent frequencies that were presented at low repetition rates, but showed preference toward
one tone over another when the representation rate was increased. This suggested that
frequency selectivity plays an important role in auditory stream segregation [59, 17, 18].
In present study, I found Field L neurons exhibited spectral encoding of natural sounds.
These spectral encoded neurons were insensitive to the spectral structure of pure tone
but fired exclusively to the natural sounds with spectrotemporal characteristics. However,
when the stimulus trains of natural sounds were played in a sequential train with increasing
rates, I observed different degrees of habituation rates. Thus, I speculate that the auditory
representation of natural sounds in a complex acoustic scene results from the interplays
between heterogeneous neurons that attribute for the functional organization in the audi-
tory forebrain.
This study further showed that the neuronal representation of stimulus trains was sex-
ually dimorphic in zebra finches. Although both male and female zebra finches showed
indifference to familiar (his own song syllable for male) and unfamiliar song syllable, the
auditory responses to stimulus trains were attenuated faster in male than in female zebra
finches. The selectivity for familiar song as opposed to unfamiliar song may not be encoded
in Field L, but in secondary auditory forebrain CM [75]. I speculate that the sexual differ-
ence of auditory representation in the primary forebrain may link to the sexual dimorphic
song system in zebra finches. In fact, convergent evidence by using operant conditioning,
discrimination tasks and HVC-lesions support that the forebrain nuclei in song system
affect the acoustic discriminations in songbirds [32, 44, 125, 187, 72, 73]. Furthermore,
anatomical studies in birds have revealed horizontal and hierarchical inter-connected au-
ditory forebrain/areas [133, 62] . Furthermore, physiological studies and gene-expressions
further support for neuronal plasticity in auditory forebrain [143, 75]. Accumulated evi-
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dence may suggest that inter- and intra- cortical connections may allow neural trainings in
auditory forebrain for perceptual sensitivity. However, the neuronal mechanism underlying
the sexual difference of auditory perception and the sensorimotor feedback in maintaining
auditory sensitivity to species-specific sounds is unknown. Since the developed song system
may contribute to the singing behavior in male as compared with female zebra finches, Fur-
ther I inhibited the neuronal activity of HVC by infusing an inhibitory neurotransmitter
GABA into male HVC and compared the auditory responses to playback trains in male
Field L before (GABAHV C−) and after (GABAHV C+) the GABA treatment in male HVC
(Supplementary Fig. S4). Subsequently, I compared the auditory responses to auditory
trains in male Field L with GABAHV C−, male Field L with GABAHV C+ and female Field
L. Unfortunately, the data of GABA treatments do not provide sufficient support for the
impact of the pre-motor activity of HVC on the sensory properties of field L. In the sup-
plementary text S1, I provide pilot data related to this question and discuss the putative
mechanism of sensorimotor feedback in maintaining auditory object formation of natural
sounds in the auditory forebrain.
Zebra finches are group-living socially monogamous birds. Despite the importance of
signature songs for individual recognition, zebra finches communicate with each other by
using acoustically rather similar vocalizations. Interestingly, although the identical struc-
ture of harmonic calls in both sexes, there are on average about 14 semitones separation
(Supplementary Fig. S2, n = 10) between male and female harmonic calls. I speculate
that, when a mixture of harmonic male and female calls is presented in a complex acous-
tic environment, the auditory stream segregation in primary auditory forebrain may play
an important role in segregating acoustic information. Furthermore, electrophysiological
and corticographic studies in human patients and macaque monkeys (Macaca fascicularis)
showed that the high habituation rate was associated with the unattended stream and the
non-best frequency [59, 144]. Accordingly, the higher habituation rate in male than in
female zebra finches may reflex the maintenance of auditory sensitivity to conspecific song
that is higher in female than in male zebra finches. In other words, it could be that female
birds pay more attention to conspecific songs than male birds do.
2.3.5 Materials and Methods
Animals
8 male and 6 female adult zebra finches were tested in this study. 6 of male birds
were kept pairwise together with 6 female birds. Before each experiment, male and female
birds were kept pairwise in sound-attenuated box (size: 54x40x28 cm) for 1 – 2 weeks.
Each sound box was equipped with a microphone (C2, Behringer, Willich-Münchheide II,
Germany). Zebra finches were kept in a 14/10 Light/Dark cycle (fluorescent lamps), 24oC
and 60-70 % humidity.
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Stimulus
Songs were recorded from each pair and high-pass filtered with cutoff frequency at 300
Hz. The BOS syllables were extracted from the songs. The BOS syllable is the longest
syllable with most spectrotemporal complexity in the song bout. The familiar syllable
for the female was the BOS syllable of her cohabitated male (Supplementary Fig. S1 a
– h). A NBOS syllable was selected from previous data that is unfamiliar to all tested
birds (Supplementary Fig. S1 i). Blackbird (heterospecific) song was recorded in the field
(Starnberg, Germany) (Supplementary Fig. S1 j). For the single stimulus, an intact sylla-
ble was separated into two segments (“A” and “B”) and inserted lengths of 35 ms, 70 ms
and 100 ms gaps (the inter-segment interval) between these two segments (Supplementary
Fig. S1 k). The BOS syllables were separated into two segments at varied semitone dif-
ferences (Supplementary Fig. S2 a – h, 8.2 semitones difference in average, n = 8). The
semitone difference between “A” and “B” segment of NBOS syllable was 6 (Supplementary
Fig. S2 i). Blackbird syllable consists of “A” and “B” segment at 11.1 semitone difference
(Supplementary Fig. S2 j). The pure tone consists of “A” and “B” tone at 17.8 semitone
difference (Supplementary Fig. S2 k, 2800 Hz for “A” tone and 1000 Hz for “B” tone)
was generated by Audacity 2.0.2 (Audacity team, Carnegie Mellon University, freely avail-
able at: http://audacity.sourceforge.net/). The semitone difference between female and
male “stack” calls was 14.9 in average (Supplementary Fig. S2 l, n = 10). The playback
paradigm consists of 48 repeated syllables (with a fixed 35 ms inter-segment interval in
each syllable) and deceasing lengths of inter-syllable intervals from 535 ms to 35 ms (i.e.
an increase of playback rate). The stimulus was delivery by a speaker (Vifa 10 BGS 119/8,
Acoustic Systems Engineering, Germany) that was placed 40 cm in front of the animals.
The intensity of the playback sounds (∼ 65 dB) were calibrated by a Datalogging sound
level meter (HD600, Extech, US).
Extracellular recordings
Zebra finches were anesthetized using isoflurane inhalation (0.8-1.8% at 0.5l O2 /min).
Animal was kept warm on a constant temperature pad and warped in a thin blanket. The
head was immobilized and positioned in the surgical stereotaxic apparatus. The skin of the
head was plucked, disinfected and treated with lidocaine (Xylocain Gel 2%, AstraZeneca).
After a window on the skull was opened, the bifurcation of the midsagittal sinus was
served as reference coordinate. A 1 MΩ glass tetrode (multi channel systems MCS GmbH,
Germany) was lowered to Field L using a micromanipulator (Lugis and Neumann, Fein-
mechanik & Elektrotechnik, GmbH, Germany). The recoding sites associated with the
position of Field L were as follows: male Field L (n = 8): laternal (right): 1009 ± 71 µm;
rostal: 904 ± 98 µm; ventral: 1364 ± 161 µm; female Field L L (n = 6): laternal (right):
995 ± 84 µm; rostal: 995 ± 130 µm; ventral: 1232 ± 252 µm. Extracellular signals were
amplified via a customized amplifier (designed by M. Abels) and digitized by an 8-channel
audio interface (M-audio fast track Ultra 8R, USA) and stored at sample rate 22050 Hz in
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a PC.
Data analysis
All electrophysiological data were analyzed off-line in Matlab (MathWorks, US). Multi-
units and single-units were extracted by using spike 2 (Cambridge Electronic Design, UK).
The single-units were showed as raster plots. The PSTHs of multi-units in response to in-
dividual syllables were binned with 1 ms time window. To compare the precision of spiking
time between intact syllable and the syllable with inserted gaps, PSTH (peristimulus time
histogram) was filtered with a 11-point Gaussian window (equivalent to 11 ms associated
with 1 ms bin size for the PSTH). The delay induced by the FIR filter as a function of
frequency was compensated by shifting the average delay (5 ms). Single-units were first
sorted by PCA analysis (spike 2) and further verified by comparing the waveforms and
using the cross-correlation to compare the time lags between each unit (Matlab). Raster
plots of single-unit illustrate the accurate spiking times in relation to the onset of stimu-
lus. The multi-units response to each syllable in a playback train was averaged over the
responses to each syllable (including the responses during the inter-segment interval), but
the responses to the inter-syllable intervals were excluded. The habituation rate (the slope)
was estimated by the least square regression, in which the multi-units responses are the
variables as function of repetitions. Person correlation, one-way and multiple-way ANOVA
were performed in Matlab (MathWorks, US) with a criterion of α = 0.05 to determine sta-
tistical significance.
2.3.6 Supplementary Information
Supplementary text S1
I used tetrode to record the HVC neurons in response to single stimuli (Supplementary
Fig. S3 a). HVC neurons responded selectively to the bird own songs (BOS), in which
a particular song syllable elicited a robust firing pattern (Supplementary Fig. S3 b). In
order to investigate the temporal precision of HVC neurons in response to single stimuli
with inserted gaps, I presented a set of synthesized syllables to the anesthetized male zebra
finches (Supplementary Fig. S3 c). I isolated two types of neurons that responded to the
playback stimuli (Supplementary Fig. S3 d). The raster plots and the PSTHs showed
that both neurons responded strongly to the spectral structure of the second segments of
BOS syllables as compared with the responses to NBOS syllables. While increasing the
durations of silent gaps between the first and the second segment to 100 ms, the same
neurons 1 and 2 started to respond to the beginning of the second segments, whereas both
units were insensitive to the spectrotemporal structure of NBOS syllables (Supplementary
Fig. S3 e).
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A solution with 250 mM GABA + 5% dextran [13] was infused into male HVCs. The
multi-unit activity of Field L neurons in response to stimulus trains was measured and
quantified as the habituation rate. The data showed that the neuronal activity of male
Field L was decreasing in the course of stimulus trains. The habituation rates of neuronal
activity in male Field L in response to stimulus trains were slower after the infusion of
GABA, whereas the base-line activity did not change significantly as compared with the
change of habituation rates, indicating that GABA treatment did not influence the neu-
ronal activity in Field L via diffusion into Field L (Supplementary Fig. S4). However,
although changes of habituation rates were observed by GABA treatment, the statistical
test did not show significant effect of GABA treatment in 4 males. The statistical tests
indicated that the factor of sexual difference contributed significantly to the variance of the
habituation rates (Supplementary Fig. S4, pdf(1,66) = 0.010), whereas the GABA treatment
did not influence the habituation rates significantly (pdf(1,66) = 0.058) and the stimulus had
marginally significant effect on the habituation rates (pdf(3,66) = 0.049). The habituation
rates in response to 4 types of playback trains did not change after the GABA treatment
in male HVC (p > 0.27, two-sample t-test, n = 4).
Here I provided some preliminary results of functional relation between sensorimotor
nucleus HVC and primary auditory complex Field L. The results in the sexual differences
of auditory responses to stimulus trains may provide a valuable framework for integrat-
ing how sensorimotor feedback may influence the auditory processing playback trains of
natural sounds. To further investigate the sensorimotor feedback on the formation of audi-
tory objects in auditory forebrain, future experiments including tracing and simultaneous
recordings of HVC and Field L may allow detailed descriptions of the synaptic connections
between the sensorimotor system and the auditory system.
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Figure 2.23: Supplementary Fig. S1: Waveforms and spectrograms of the stimuli with 35
milliseconds of silent gaps. (a – h) Eight BOS (familiar) syllable; (i) NBOS syllable; (j)
heterospecific (blackbird) song syllable; (k) pure tones; (l) male and female calls.
90 2. Manuscripts
0
5
10
15
20
25
Fr
eq
ue
nc
y 
S
ep
ar
at
io
n 
(s
em
ito
ne
s)
BOS
(A : B)
NBOS
(A : B)
Calls
(   :   )
Blackbird
(A : B)
Pure tone
(A : B)
Figure 2.24: Supplementary Fig. S2: Semitone differences between “A” and “B” segments
of stimuli.
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Figure 2.25: Supplementary Fig. S3. The auditory responses to song syllables with dif-
ferent length of inserted gaps in male HVC. (a) Tetrode recordings of HVC neurons in
response to the playback of bird own song (BOS). (b) Neuronal activity in response to two
syllables in a song motif. (c) Comparison of neuronal activity in response to BOS syllables
and NBOS syllables with different lengths of inserted gaps (35 ms and 100 ms). Intact
syllable (0 ms gap). (d) Two clusters of single unit were acquired by spike sorting. Cross-
correlation between the spike times in these two clusters of single unit. Bin width is 1 ms.
(e) Raster plots of two isolated neurons 1 and 2 in response to 13 repeated playbacks of
BOS syllables and NBOS syllables with different lengths of inserted gaps. PSTHs showed
the summed activity of these two units in response to 13 repetitions of the stimuli with
inserted gaps (35 ms and 100 ms). 10 repetitions of the intact NBOS syllable (0 ms) were
tested. Bin width is 10 ms. The dash horizontal lines indicate the Z-scores at value 0. The
solid vertical lines indicate the onset and the offset of the stimulus.
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Figure 2.26: Supplementary Fig. S4. Inactivation of HVC decreased the habituation rates
in response to stimulus trains. (a) GABA infusion in HVC affected the habituation rate
of neuronal activity in male Field L in response to the stimulus trains. The base-line
activity was not affected by the treatment of GABA infusion. GABAHV C+ indicates the
GABA treatment in HVC as contrast to GABAHV C− without GABA treatment in HVC.
(b) GABA infusion in HVC influenced the habituation rates of male Field L neurons in
response to the stimulus trains.
Chapter 3
Discussion
Vocal signaling is a form of animal communication: Senders emit sounds, either single
or sequences of sounds, with particular spectro-temperal structures. Information might be
coded in the sound structure per se or the sequential organization of the sounds and silent
intervals or both. Claude Shannon has linked two most important concepts in communi-
cation: the information and the structural variance of signals [195]. The vocal signal is
detectable by the receiver in the communication system, because the vocal signal is deviant
from acoustic background scenes, and the receivers are able to identify the vocal deviances
[218]. In addition to information coding of sound structures, this thesis studies information
coding in inter-sound intervals, since many animal species communicate with acoustically
invariant sounds [29].
In the early 20th century, Paul Lévy found out that the probability distribution of
interval times in a random walk has infinite moments [197]. Such random walk trajectories
are described by a power-law distribution. Many fields, including Chemistry, Physics and
Biology, developed tools based on Lévy flights to study system dynamics. Most notably,
contemporary network science has grown rapidly, since Barabási and Albert reported the
invariant scaling property in the World Wide Web with a generic mechanistic support [9].
They found out that many network properties depend on the exponent of the power-law
function [10].
Power-law as an analytic tool is used to measure complex behaviors by a one dimen-
sional parameter, the exponent. The exponent is the scale to compare the similarity and
difference between systems and compare the changes of a complex behavior under different
circumstances. As mentioned in the introduction, power-law is a large-scale measurement
of complex systems. It is only valid for the values larger than a lower bound (τmin), i.e.
power-law cannot describe the dynamics of calling events that occur shorter than the lower
bound.
Power-law scales confer a strong predictive power, only if the candidate behavior is
proven by statistical supports. However, despite the attractive scaling features of power-
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law, it is remarkable that neglected statistical tests have led to questionable interpretations
[206]. As stated in the introduction, a burst-like pattern or a straight line appearing on
the log-log plot are hints but not a proof of a power-law function [153]. In addition, noise
and incomplete data can affect the examination of power-law [207, 206]. E.g., a previous
study found out that a power scale of “2” corresponds to the most optimal foraging pattern
in many animal species [224]. However, the conclusion is problematic, since the data do
not follow power-law [48]. Very few studies of power-law behaviors are actually supported
by statistical supports and mechanistic explanations [206]. The most noticeable “good”
examples of power-law functions are the allometric scaling for plants and animals [230],
Yule-Simon scaling for speciation [245] and power-law scaling of the World Wide Web net-
works [9].
Examination of statistical support for power-law support is not a nontrivial task. In
order to prove power-law behavior of call-based vocal communications we need adequate
data. To achieve this, I used on-bird microphone transmitters that permitted a precise tem-
poral resolution of vocal timings. With this, I recorded vocal activity continuously during
the day and avoided possible data manipulation such as data segmenting. Then, I applied
the maximum likelihood methods to compare the power-law model and the candidate data.
At last, I probed the exponents of power-law system by using biological meaningful pertur-
bations to exclude experimental noise, such as incidental “reactive” calls. We concluded
that call-based vocal communication follow power-law with the exponent ranges between
2 and 3.
In the following discussions, I focused first (3.1) on the information coding in animal
communication systems, and how the power-law dynamics is related to information cod-
ing in vocal communication systems. Then I summarized (3.2) the study of sensorimotor
expectation and how the male HVC neurons detected expected and unexpected acoustic-
invariant female calls. At last, I discussed (3.3) the top-down process of auditory decoding
of acoustic information in male and female primary auditory forebrains.
3.1 Power-law scales of information in vocal commu-
nication system
3.1.1 Vocal communication system in birds and humans
Animal communication is a process, by which animals provide information to others.
There are many ways to provide information in animal communication systems such as
making sounds, postures or releasing chemical trails. Both, animals and humans, share a
common trait in vocal communications, in which information is exchanged based on shared
experiences [46] and self-similar patterns [141].
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Human language is one particular form of vocal communications. The usage and the
comprehension of languages deeply depend on shared experiences, learned through social
interactions [46]. Further, statistical analysis of human language showed some basic pattern
that might encode information: the frequency of words in human languages is consistent
with the inverse square power-law distribution. This is the so-called Zipf’s law for human
languages, describing that all languages have a self-similar pattern. Letters, phonemes,
words or spoken English, German, Chinese follow the same power-law principle and can
be predicted by an exponent approximated by 1 [249]. A power-law pattern is also called
a scale-free pattern, because that pattern is the same on whatever scale (phonemes, let-
ters, words, sentences, paragraphs). The power-law feature allows for optimized usages
of words in human communications and prevents repetitive or random usage of words in
messages. For example, a message is stereotyped by repetitive usages of words, whereas
a message is diverse by random usage of words. Thus, the balance between these two
extremes (predictability and flexibility) in a power-law system allows for a high capacity
of information transfer in vocal communications. Moreover, the change of the exponent of
Zipf’s law during language acquisition has been observed in humans [141]. Human babies
undergo a babbling phase. The sounds produced by babies are likely random [142] and
the frequencies of babbling sounds are distributed equally. By the time human babies
have learned new languages, the distribution of sound repertoires, and the organizational
patterns of sound sequences converges toward the characteristics of Zipf’s law [142].
Birdsongs, as analogy to human language, share the same properties as mentioned
above. The frequencies of song syllables are not equally distributed, since some syllables
are used more often than others. For example, Indigo and Lazuli buntings have over 120
song syllable types. There is a strong bias towards certain types of syllables in the buntings’
songs [6]. In zebra finches, the juvenile birds produce first sub-song at about 30 days. The
acoustic structures of these sub-songs are noisy and distinct from adult songs. The zebra
finches develop stereotyped song motifs between 70 – 90 days of age [104]. As showed in
figure 3.1, the frequency of song syllables in adult zebra finches decreases in relationship
to their syllable ranks e.g. from the most frequent syllable (rank 1) to the less frequent
syllable (rank 9).
Next to language, birdsongs are considered as analogy to human music, since some
songbird species sing in harmonic series [45]. Similar to human language, human music
consists of sequential notes organized in temporal sequences, which links to the rhythm
and tempo. In particular, the rhythm reflects the quality of musical performance and
plays an essential role in emotional expressions. The birdsongs with sequential combina-
tions of notes agrees with the property of human music. However, the inter-note intervals
of birdsongs appear to be less variable than human music. The inter-syllable intervals in
zebra finch songs followed an exponential distribution [5, 159], indicating that the interval
times of birdsongs are constraint around an expected mean value and varied very little.
By contrast, the interval times between the notes of human music are more variable. E.g.,
I examined the interval times of a musical piece “Chair de lune” composed by Claude De-
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Figure 3.1: The relationship between the frequency of syllables and the syllable ranks in
zebra finches. N = 30 songs. Error bar indicates the standard error of the mean. These 30
song sequences were collected from the male zebra finches in Manuscript 2.1, 2.2 and 2.3.
bussy (played by Caela Harrison [43]). The exponent of this musical piece is approximated
by 2.5. Since this is within the exponent range of power-law scales of 2 and 3, it may
indicate a scale-free pattern in human music.
3.1.2 Measurements of information in vocal communications
Measurement of information
Despite the similarities and differences of vocal communications in animals and hu-
mans, an important question is, whether there is a fundamental trait in all forms of vocal
communications. As mentioned above, the variation of notes and times plays an important
role in human language, music and birdsong. Claude Shannon stated that the measure
of information is the measure of possibility [195]. In Shannon’s theory of communication
[195], logarithmic measurements provide a quantitative scale for various communicational
channels, where H(x) is the information entropy of x and p(x) is the probability of x:
H(x) = −log2p(x)
. For example, English texts have 27 symbols (26 letters and 1 space). If the occurrences of
each letter are equally possible, each letter has a quantity of information (H0): −log2 127 =
4.76. However, the frequencies of English letters are unequal in a real text, in which letter
“e” occurs more often than letter “z”. Hence, the average amount of information (H1) in
English text is 4.03 according to [196], according to formula:
Hi = −
n∑
i=1
pilog2pi
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, where pi is the probability of letter i in the text. This equation is used to quantify how
many information is contained in an English text and in any other communication system
[196, 141]. For example in birds, the vocal repertoire of zebra finches comprises songs and
calls. Songs in zebra finches are male specific and contain 5 – 15 distinct song syllables,
whereas male and female share a call repertoire of approximate 10 types of monosyllabic
sounds [237, 54]. If the occurrences of each syllable in zebra finches are equally possible,
zebra finches’ calls convey the maximum quantity of information: Hcalls = −log2 110 = 3.32,
whereas the zebra finches’ songs convey maximum quantity of information between 2.32
and 3.91. However, the frequencies of vocal types in animal communication system are not
equal (Figure 3.1). If the calls are independent and the entropy depends on the frequencies
of the calls, the first-order approximation: H1 is approximated by 0.79 ± 0.09 (n = 25).
This indicates a large bias toward a certain type of call(s) over others in zebra finches.
Measurements of informational degree of organization
The “order approximations” provide quantitative data of how much information is con-
tained in a sequence of animal vocalizations [196, 141]. Figure 3.2 shows a song sequence
of a male zebra finch that contains 8 syllable types and appears to be arranged in an
organized order. The zero-order (H0) approximation (estimated by choosing syllables in-
dependently with equal probability) and the first-order (H1) approximation (estimated by
choosing syllables independently with respect to the frequencies of syllables) do not seem
to be able to capture the natural sequence of bird song in zebra finches. In general, a series
of entropic approximations H1 (monogram), H2 (digram), H3 (trigram), H4 (tetragram),
H5 (pentagram) are used to measure the organizational complexity of animal vocalizations
[141]. The n-order of entropy is given by [196]:
HN = −
∑
i,j
p(bi, j)log2pbi(j)
, HN is the conditional entropy. HN is obtained by subtracting entropy of HN−1 from the
joint entropy between bi and j, where j is an arbitrary syllable following bi. According to
Channon’s paper [195, 196], HN is associated with the probability of N when previous N
– 1 syllabic orders are known. For example, there are 7 syllables following “a b c” in the
song depicted in figure 3.2 These 7 syllables are all “a”. In other words, it is with 100%
certainty to predict next syllable, if a sequence of three preceding syllables is known. In
this case, the information entropy of H4 is 0.
The information entropy of N entropic orders showed that birds’ songs had a high regres-
sion slope as compared to birds’ calls in zebra finches (Fig. 3.2.B). Decreasing information
entropy in increasing entropic orders indicates that the song syllable is more predictable
when a longer preceding sequence is known. By contrast, the sequence of bird calls is less
predictable than bird songs in zebra finch. By giving 4 zebra finch’ calls in a sequence, it is
still hard to predict, which call type will appear next. In other words, the predictability by
giving 4 calls (H5) does not differ much from the predictability by independent estimation
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A
B
Figure 3.2: Song and call sequences of a male zebra finch. (A) The song syllables are
labeled with letters. “i i i i i a b . . . ” represents the sequence of the song, “i” being the
introductory syllables, “a – f” being song syllables. (B) The four call syllables are labeled
with numbers “1” to “4”. “1 2 1 ...” represents the sequence of two calls (calls 3 and 4 are
not shown).
of the frequency of each call type (H1). The low predictability of zebra finch calls is not
caused by small number of call types. E.g., DNA sequences that consist of 4 nucleotides (C,
G, A and T) contain biological information to encode proteins. By increasing the entropy
order, the information entropy of DNA sequences of T7 phage and HSV (herpes simplex
virus) decreased more dramatically than the information entropy of zebra finch’ calls (Fig.
3.3. C). The frequencies of each nucleotide in both T7 and HSV are approximated by
25%, which corresponds to 2 bits of H1 information. By knowing a sequence of 10 nu-
cleotides (AATACGACTC), it is 100% predictable that the next nucleotide will be “A”
in T7 phage. The measure of the informational degree of organization confirms that the
sequence of zebra finch’ calls is hardly predictable and shows very little organizational rule.
3.1.3 Increase in information content by varying inter-call inter-
vals
Biological communication systems evolved by increasing the capacity of information
transfer [168]. To achieve this with a finite number of phonemes (or syllables), one solu-
tion is to combine phonemes into words. Such word formations and sequential combina-
tions are widely observed in human languages, birdsongs and whistles of marine mammals
[46, 168, 140].
As above mentioned, word formation extends the capacity of information beyond the
limit of single use of monosyllabic sounds. However, suppose there is a set of identical
monosyllabic sounds in a sequence or a musical piece is composed by a monotonic drum.
In this case, the maximum information is 1 bit, because there are only two notes (i.e. a
monotonic sound and a pause) that comprise the message. That is a common problem to
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Figure 3.3: The information entropy of call and song sequences with respect to different en-
tropic orders. (A) Comparing of the information entropy with respect to different entropic
orders between call and song sequences. (B) Comparing the slopes of the information en-
tropy between call and song sequences. nsong sequences = 30, ncall sequences = 25. Error bar
indicates the standard error of the mean. (C) Comparing the slopes of the information
entropy between call and DNA sequences of T7 Phage and HSV. T7 and HSV sequences
consist of 39936 and 152260 nucleotides, respectively. The sequences of nucleotides of
T7 phage and HSV are available online at: https://www.ncbi.nlm.nih.gov. The average
number of calls of the 25 recordings was 4300.
the communication system of many animal species without or with very little phonemic
variation.
The information capacity is defined as repertoire size of signals (S) to the power of
signal rate (r) [195]. Animals, such as birds, can either increase the song syllable size and
repetition rate to extend the capacity of information. But the rate of sound in animal
communication systems is always limited by the length of syllables. Animals frequently
use combinations of less distinctive sounds to convey, possibly, large amounts of informa-
tion [168]. However, the information coding by an increase of word length is likely limited
by the capacity of memory in animal communication systems [168]. Some animal species,
such as the zebra finches, produce large numbers of almost identical calls (“stack” calls)
throughout a day. Even though the call (= signal) rate (r) can reach up to 10 Hz (i.e.
less than 100 ms of syllable length), since the call repertoire (= signal) size (S) of “stack”
calls is 1, it is impossible to increase the information capacity by using identical calls in
regard to Sr. One could argue that increasing the amplitude levels would increase the
size of signals (S) of a call. But the receiver would have difficulties to decode the signals
of a call with different amplitude levels due to the environmental noise and the decoding
100 3. Discussion
system of the receivers. Thus, the acoustic signature of calls is the reliable solution to
increase the information capacity of calling. In Manuscript 2.1, we introduce another type
of information coding, namely the variation of interval times, by which animals adjust the
tempo of acoustic-invariant vocalizations to provide information to others, even though sin-
gle “stack” call has no predetermined meaning. Information seems encoded in varying the
inter-call intervals, which is reflected in the exponent of the power-law function. Adjusting
the exponent of the callings may extend the information capacity limited by invariant calls
such as the “stack” calls, and human music that is composed by monotonic instruments.
The similarity between the scale-free property of zebra finch calling and human music [97]
might indicate that zebra finch also use rhythm and tempo to convey information.
3.1.4 Power-law scaling of vocal activity and Barabasi’s model
for choice of actions
The queuing model based on human decision making [7] is so far the best analytic
model to predict bursty nature of human behaviors. That is: people have a list of tasks
with different priorities in their minds. The unevenness of timing to execute those tasks is
caused by attributed priorities to different tasks. Although identifying the priorities of the
tasks on an imaginary list in one’s mind seems to be impossible experimentally, the attrac-
tive feature of Barabasi’s view on human dynamics brings the study of conscious choice
of action in cognitive system and unconscious appraisal system in line with the studies of
behavioral dynamics, which may indicate two major forms: an explicit choice of action and
an implicit system that limits the options from which to choose [105].
Indeed, zebra finches have heterogeneous behaviors including vocal and non-vocal ges-
tures that could block each other’s way. As being vividly described by Richard Zann, an
Australian ornithologist: “The male leads the female in search of a suitable nest site he
gives Stack Calls much of the time. As he lands at a potential site, these switch to Kackle
Calls, and if the female shows interest he hops to and from her to the site giving Ark Calls
each time he lands on the site itself. If she approaches he performs the Head-down Tail-fan
display in which he bows down and fans the tail and mandibulates at the female while slowly
pivoting the body from side to side; Ark Calls are emitted continuously. At an old nest he
may pause in the entrance and fan his tail at the female, his white rump highlighted like
a beacon. ... If she is interested in a site she may approach in a Head Tail Twist, ...he
will Nest Whine and start nibbling or pushing any nest material nearby. Male often give
Undirected Songs....” [246].
Clearly, “Stack” calling is not the only behavior during social interactions. The hetero-
geneity of animal behaviors leads to a question: whether the definitions of self-contained
and reactive calls are solid, because some of reactive calls can be accidental since they
may follow other vocal or non-vocal gestures. In this thesis (Manuscript 2.1), we could
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not exclude the possibility that some reactive callings are by chance. Such incidental “re-
active” callings can be considered as an experimental noise, as any other experimental
noise. Nevertheless, the perturbation experiments suggest that the incidental noise is not
the main factor in this system. The interval statistics of “reactive” callings was socially
and physiologically dependent. One possible solution to this question is to perform video
recordings that permit precise description all observable vocal and non-vocal gestures in
succession. If there is any dependency between the decision making and information pro-
vided by self- and/or other-generated actions, we can measure the informational degree
of organization as described above to get a better understanding of whether a decision is
made based on preceding actions. More precisely, since vocal sequences and the interval
times might contain information and can be measured by power-law function, one potential
analysis would be to identify, if certain transitions between syllables are imperative. For
example, in figure 3.2, it is with 100% certainty to predict that syllable “a” follows “a b
c”. The transition time between “a” and “a b c” should be less variable. Although all
inter-syllable intervals in zebra finch songs are distributed exponentially, it is worth testing
the information content of song intervals in other animal species and to test the successions
of heterogeneous behaviors.
In addition, an imperative transition between syllables seems to have significant neu-
rophysiological meanings in song systems. Alison Doupe found that the LMAN (a song
system region) neurons responded more strongly to the imperative transition between “a
b c d” and “e f” than the non-imperative transitions between “a b c” and “d” or between
“e” and “f” (Doupe, 1997). Identifying the degrees of organizational rules may help us to
understand the neurophysiological mechanisms underlying sequential behaviors.
3.2 Sensorimotor expectation in call-based vocal com-
munications
In this thesis, the term “expectation” refers to a stance of behavioral or mental prop-
erties. Accordingly, anticipative activity refers to readiness-potential, since this thesis
focuses on the neuronal activity of male HVC in processing and anticipating the auditory
events of female calls during call-based vocal interactions. In addition to the call-based
vocal interactions, duet singing is a cooperative behavior in two-way interaction of birds.
Fortune et. al. have observed that plain-tailed wrens were able to catch up the pace of
their partners after missing one or two notes occasionally during duet singing [60]. Their
observation strongly suggests that there must be a cue for the birds to anticipate upcoming
notes during duet singing. In zebra finches, we observed overlapping of singing in a social
group, but never observed duet singing. One possible explanation is that the auditory
mode of HVC neurons may be gated off during active singing [188]. However, the auditory
mode of HVC neurons may still be active in a context-based call interaction, when the
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self-contained and the reactive vocal events can be very flexible in times (Manuscript 2.1).
For the rapid vocal responses that are less than 2 seconds in zebra finches, there may exist
a time window to allow an expectation for an operant response.
There is a match between the 2 seconds time windows of call-based vocal communica-
tions and the lower bound of power-law dynamics (τmin ∼ 2 seconds, Table 2.1.) in zebra
finches. The time scale of vocal exchanges between zebra finches’ pairs is largely less than
2 seconds. As introduced before (Introduction 1.5.3.), mechanisms related to ‘experience’
and to ‘expectation’ are particularly important for achieving an efficient vocal communica-
tion within this time frame. The experience dependent call-based vocal communication is
consistent with the idea that zebra finches’ calls are positive reinforcers [99]. With this, a
pattern of calling interactions would emerge, if the calls are rewarded by the mate’s calls.
It is, however, very difficult to record single units long enough to track the emergence of
reinforced anticipative activity during pair bonding. An implantable multi-channel elec-
trode array may help to answer this question.
The neurophysiology of expectation in call-based vocal interactions was studied in this
thesis. In a non-social context, the male sensorimotor nucleus (HVC) displayed neuronal
activity related to own calling and to the hearing of play-backed female calls. In a social
context, male HVC neurons not only showed premotor activity to own callings, but also
showed predictive discharge to upcoming female calls. Although the auditory mode of
HVC neurons is gated off during active singing [188], our results suggest that the auditory
mode of HVC neurons is active during call-based vocal communications in a social context.
Instead of pure sensation or motor control, this thesis showed that HVC plays a crucial
role in linking sensory information and vocal performance during vocal interactions. HVC
may not only guide vocal performance via sensory feedback, but via anticipative activity
to time of vocal output during social interactions. However, although our study suggests
that the auditory mode of HVC neurons may be gated-on during social interactions, the
underlying mechanism is not known. Whether the gating is driven by neuronal interactions
within the HVC or is driven by afferent areas of HVC, needs to be seen.
Further, since female HVC is very small, we were unsuccessful to implant electrodes in
female HVC. We have observed that female zebra finches could respond as fast as male
zebra finches, but could not adjust the response time after relocating female birds in a
separated but acoustic interconnected sound box, which only allowed sound-based com-
munications between male and female. The results suggest that vocal responses in female
zebra finches rely on the sensory experience (inverse model, see Introduction 1.6.), but does
not rely on the feed-forward control. Nonetheless, it is not known whether female zebra
finches have feed-forward control to regulate call timings during vocal interactions. Thus,
it would be desirable to record HVC neurons of females in future experiments.
In Manuscript 2.2, I introduced evidence of the sensorimotor expectation in HVC for
call-based vocal communications in a social context. Because neurophysiological record-
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ings in freely behaving birds limit the precision to identify cellular mechanisms underlying
expectation, further studies should design an experimental paradigm specifically for this
question. E.g. our study suggests that the auditory mode of HVC neurons may be gated-
on during social interactions. But whether the gating is driven by the cellular interactions
within the HVC or it is driven by external innervations, needs to be seen. Further, our
results suggest that the anticipative activity prior to the “operant” stimulus (F2, see In-
troduction 1.6., i.e. the female calls) requires a cued stimulus (F1), it is not known how
the link between F1 and F2 is established in HVC. Further questions are: what are the
F1s? Are they self-generated or the mates’ vocalizations? Does F1 also include non-vocal
gesture? If the operant action is the call (saying “stack” calls), zebra finches should be
trained to elicit “stack” calls in response to the cue stimulus (F1). Under this experimental
paradigm, we could manipulate different parameters that have been shown important to
evoke the anticipative activity in humans [226, 113], such as the interval times between
F1 and F2, changes of cue stimulus to F1’ after conditioning between F1 and F2 has been
established and so on. With the setup of experimental paradigms, we could identify how
neurons make link between F1 and F2, how neurons integrate the information from F1 and
maintain before the release of F2. Once the neuronal property has been determined, the
next step might be to eliminate the anticipative activity by using optogenetic techniques.
Finally, if the anticipate activity is important to the pair forming in zebra finches or other
cooperative behaviors such as dance and duet, we could reinforce or perturb such behaviors
by neuronal manipulations in behaving animals.
3.3 Acoustic representation in the auditory forebrains
In previous sections, I discussed if and how the song structure and inter-call intervals
encode information. Transmission of information form senders to receivers is the key in
animal communications. Even if we measure the information quantity of the emitted sig-
nals, we still need to understand how the signals are represented in the receiving animal.
Such neural decoding processes in animals involve both bottom-up and top-down processes
[33]. The bottom-up process is driven by sensory/perceptual filters to select allocated in-
formation [108], whereas the top-down process is driven by memory/experience-filters, goal
setting and attentional modulation [33].
In avian auditory systems, the higher level of bottom-up and top-down processes
emerges in the primary auditory forebrain (field L complex) [212, 24]. Field L consists
of L, L2a, L2b, L1 and L3 sub-areas [133]. These sub-areas exhibited different response
profiles to auditory stimulus, in which L2 showed more robust and unselective to auditory
stimuli, whereas other subareas such as L1 and L3 responded more selectively [122, 15, 3].
Therefore, if L1 and L3 receiving auditory inputs from L2 is the bottom-up process, the
emerging of auditory selectivity in L1 and L3 can be the result of hierarchical processes
via sensorimotor and secondary auditory systems. Since L1 and L3 are closely adjacent to
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secondary auditory areas and connect to HVC [133], the selectivity of L1 and L3 neurons
may be: (1) directly mediated by secondary auditory forebrain; (2) directly mediated by
HVC; (3) indirectly mediated by HVC through motor-to- auditory pathway via secondary
auditory forebrain: CMM [181]; least of all, (4) mediated by the intrinsic properties un-
derlying sex difference in male and female Field L.
In zebra finches, females don’t sing but only produce calls. Nevertheless, female ze-
bra finches showed auditory preference for familiar songs over unfamiliar conspecific songs
[179]. Zenk-expression and electrophysiological studies confirmed that female have well-
developed primary and secondary auditory forebrains for detecting the variations of songs
and calls [212, 242, 15, 16]. Females lack a differentiated HVC [82] and thus likely lack a
HVC to Field L projection. The experiments in Manuscript 2.3 were originally designed
to test the hypotheses (1 – 3) as above mentioned. First, the results in Manuscript 2.3
showed that the activity of male Field L neurons attenuated faster than female Field L
neurons in response to stimulus trains, suggesting that the selectivity of Field L neurons
is not mediated by secondary auditory forebrain. If it were, the auditory representations
of stimulus trains in male and female Field L neurons would be the same.
Unfortunately, I could not demonstrate whether HVC was directly or indirectly via sec-
ondary auditory forebrain (CMM) responsible for the stimulus-dependent response prop-
erties of field L of males and females. I infused a solution with 250 mM GABA + 5%
dextran into male HVC. I found decreases of habituation rates in male Field L after the
infusion of GABA (Manuscript 2.3, Figure 2.26). However, the statistical test did not
provide sufficient support for the impact of the pre-motor activity of HVC on the sensory
properties of field L.
Nevertheless, Manuscript 2.3 may provide a valuable framework for investigating how
a train of continuous sounds is encoded in the auditory forebrain and how sensorimotor
feedback may influence the auditory process of natural sounds. In this manuscript, the
auditory scene analysis was used for investigating the neuronal representations of complex
acoustic scenes in the auditory forebrain. Although the auditory scene analysis is an ideal
paradigm to achieve an optimized signal to noise ratio as a decoding scheme, the limitation
inherent in the auditory scene analysis are due to the synthesized unnatural sounds [31]. In
fact, different methodological constraints more or less limit comprehensive understanding
of neural correlations underlying neuronal representation of sounds from natural sources
[22]. Like our own experiment, previous studies attended to decompose a natural acoustic
scene into small components, then investigated the neural correlations of these components
that contains a part of acoustic information in a natural scene. In fact, a natural scene
likely provides a mixture of messages. Considering that single sounds [53] and sequences
of sounds [121, 2] comprise messages, the information of these components is quantifiable
according to Shannon’s theory. In addition, studies have used sound masking to investigate
the limit (capacity) of auditory system to decode signals in various species [82, 155, 47].
With this, an information map of natural sounds can be reconstructed by combining the
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information contents of these acoustic components.
By studying the sexual differences of auditory responses to continuous sound trains
in the primary auditory forebrain, we found that both male and female Field L encoded
similarly to single sounds. If the sounds were played continuously as trains, the neuronal
responses to the stimuli attenuated faster in male Field L than in female Field L. Electro-
physiological and corticographic studies in human patients and macaque monkeys (Macaca
fascicularis) showed that the high habituation rate was associated with the unattended
stream and the non-best frequency [59, 144]. Accordingly, the higher habituation rate in
male than in female zebra finches may reflect the maintenance of auditory sensitivity to
conspecific song that is higher in female than in male zebra finches. In other words, it
could be that female birds pay more attention to conspecific songs than male birds do.
The sexual difference of auditory representation may be co- evolutionarily related to the
vocal assortments in the social living zebra finches. Future behavioral studies may fo-
cus on how female zebra finches select for male partners based on their song features on
a group level to investigate the regulation of social feedback to shape the development of
male song. Future neurophysiological studies may focus on the sexual difference of anatom-
ical and physiological mechanisms underlying they sexual difference in the auditory system.
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Chapter 4
Summary
Information coding and decoding is essential to animal communication. Increasing the
repertoire size and the sequencing of syllables facilitate the information coding, but this
information coding is limited by the biological constraints such as the energetic cost [154]
and the capacity of memory [115, 83]. I propose that information coding by adjusting the
inter-call interval durations may extend the information capacity in animal communication
systems. The information coding of interval durations might play a particularly important
role for the communication of those animal species that produce large amounts of acousti-
cally invariant calls throughout a day.
The deviance of sounds in a sequence contains information. It is important for the ani-
mals to capture attention by unexpected events. This phenomenon is known as “mismatch
negativity” in human [148] and deviance detection in birds [16]. Similar, the deviance of
the inter-call interval durations might contain information, in particular, if the calls per se
are invariant. Since female zebra finches produce mostly acoustic-invariant calls, the self-
similarity (scale-free) feature of call timings may facilitate the prediction of their partners
to minimize surprise or free energy [65] during call-based vocal communications.
Further, I showed that male HVC exhibited anticipative activity to upcoming female
calls, even though the female calls are acoustically invariant. Future studies should identify
the neurophysiological mechanism underlying the prediction error (surprise) of hearing fe-
male calls that deviate from recent statistics. The measurement of information is the
measurement of probability, the surprise [195, 216, 65]. Since this study provides evidence
for the information coding of interval times, future study may design an experimental
paradigm to investigate how the information is gained and represented in the brain by
measuring the differences between the probability of the interval times for expected female
calls and the probability of the actual interval times for hearing female calls.
Furthermore, auditory coding in the brain is essential to the auditory representation
of information coming from the senders during communications. The top-down process
that is driven by memory/experience-filters [33] can affect the information coding of au-
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ditory representation. I compared the auditory representation of stimulus trains between
male and female primary auditory forebrain (Field L). The results showed that male and
female field L did not differ in responding to single stimulus, but showed different auditory
activity in response to stimulus trains. However, I could not demonstrate that HVC was
responsible for the stimulus-dependent response properties of field L of males and females.
Several limitations in this thesis affect the generalization of my findings to the vocal
interactions of other songbird species. I used zebra finch’ pairs as animal model. Zebra
finches are monogamous birds that pair for life while pairs are transient in many other
songbird species. The application of the methods described here to study the vocal activ-
ity of different species should inform, whether call usage in such species (e.g. those that
bond only briefly) is similar to zebra finches. It is known that some nonhuman primates
and marine mammals combine different types of calls in a sequence to encode information.
Thus, information coding based on inter-call intervals might be a general feature for ani-
mals that produce large numbers of call that are acoustically invariant.
Appendix A
List of abbreviations and symbols
Table A.1: List of abbreviations
Amb Nucleus ambiguus
Area X Area X in the basal ganglia
BOS Bird own songs
Cb Cerebellum
CLM Caudal lateral mesopallium
CMM Caudal medial mesopallium
CDF Cumulative distribution function
DLM Nucleus dorsolateralis anterior
DM Dorsomedial nucleus of the intercollicular complex
eCDF Empirical cumulative distribution function
F Female
HP Hippocampus
HVC Higher vocal center
LaM Lamina mesopallialis
lMAN Lateral magnocellular nucleus of the anterior nidopallium
M Male
min Minute
mMAN Medial magnocellular nucleus of the anterior nidopallium
ms Milliseconds
NBOS Not bird own songs
NCM Caudal medial nidopallium
NIF Nucleus interface of the nidopallium
Nr. Number of
nXIIts Tracheosyringeal portion of the nucleus hypoglossus
PAG Caudal periaqueductal gray
PDF Probability density function
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Table A.1: List of abbreviations
RA robust nucleus of the archistriatum
RAm Retroambigualis
rVRG Rostro-ventral respiratory group
s Seconds
V Ventricle
wr Water-removal
Table A.2: List of symbols
α Exponent
τ Inter-event intervals
γ Rate
σ Standard deviation
∞ Infinite
∆ Change of quantity
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