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NOMENCLATURE
α Thermal expansion coefficient 1/K
β Swashplate angle °
μ Dynamic viscosity Pa*s
ω Rotational speed of cylinder block rad/s
φD Source term representing heat produced by viscous shear in the fluid film 1/s2
τ Shear stress Pa
hp Pressure deformation of a solid body m
ϕ Shaft angle, measured clockwise from outer dead center °
A Area m2
aK Axial acceleration of the piston m/s2
aωk Acceleration of the piston due to the centrifugal effect m/s
2
Cp Specific heat J/(kg K)
dK Piston diameter m
dZ Bushing (or cylinder bore) diameter m
dGin Inner diameter of slipper-swashplate lubrication interface m
dGout Outer diameter of slipper-swashplate lubrication interface m
dhG Slipper-swashplate film thickness (assumed to be constant) m
e1 xK -component of the distance from the central axis of the bushing/cylinder
bore to the central axis of the piston at the displacement chamber end
of the piston-cylinder interface m
e2 yK -component of the distance from the central axis of the bushing/cylinder
bore to the central axis of the piston at the displacement chamber end
of the piston-cylinder interface m
e3 xK -component of the distance from the central axis of the bushing/cylinder
bore to the central axis of the piston at the case end
of the piston-cylinder interface m
xv
e4 yK -component of the distance from the central axis of the bushing/cylinder
bore to the central axis of the piston at the case end
of the piston-cylinder interface m
Fωk Force produced by centrifugal effect N
Fak Inertia N
FDk Force on piston produced by DC pressure N
FTG Forced produced by viscous friction in the slipper-swashplate interface N
FTk Force produced by viscous friction N
hG Film thickness in slipper-swashplate tribological interface m
K Bulk modulus Pa
lF Guide length m
mG Mass of slipper kg
mK Mass of piston kg
pr e f Reference pressure Pa
pCase Case pressure Pa
pDC Displacement chamber pressure Pa
QsK Leakage through the piston-cylinder interface m3/s
Rb Pitch diameter of pump m
RK Distance from central axis of the piston to a point on the fluid film,
used to calculate film thickness at that point m
Rz Distance from central axis of the bushing/cylinder bore to a point on
the fluid film, used to calculate film thickness at that point m
RQ1 Percent of the load imposed by Q3 and the external forces on Q1 in the
global y-direction that is carried by pressure
RQ4 Percent of the load imposed by Q2 and the external forces on Q4 in the
global y-direction that is carried by pressure
sK Piston position, measured from the current location of the center of the
piston head to its location at outer dead center m/s
vK Axial velocity of the piston m/s
Xa Body force per mass imposed on a fluid film element in the x direction m/s2
Ya Body force per mass imposed on a fluid film element in the y direction m/s2
Za Body force per mass imposed on a fluid film element in the z direction m/s2
h Film thickness m
xvi
ABSTRACT
Ernst, Meike. M.S.M.E., Purdue University, August 2015. Design Solutions for Piston Machines
with High Operating Pressures and Water as a Working Fluid. Major Professor: Monika Ivan-
tysynova, School of Mechanical Engineering.
Water hydraulics: the idea of using a nonflammable, environmentally friendly, cheap, non-
toxic fluid in hydraulic systems has a lot of appeal. Water’s renaissance as a working fluid, how-
ever, is crowned for only half the kingdom— it has found application in many low and medium
pressure systems, but in high-pressure systems, axial piston units of swashplate type and other
piston machines subjected to high side loads in the presence of high pressure gradients cannot
survive running on water. This is because water is around 30 times less viscous than mineral
oil, which gives it an extremely low load-carrying capacity that is especially detrimental for the
piston-cylinder tribological interface of the piston machines described. Increasing the load-
carrying capacity of this interface would enable such piston machines to operate in systems
with a 300 to 420 bar pressure gradient from the low to the high pressure line, e.g. construction
machinery, forest machinery, aircraft machinery. A series of simulation studies have been con-
ducted using FSTI, the fluid structure thermal interaction model developed at the Maha Fluid
Power Research Laboratory, in order to investigate the effect of minimum clearance, speed, four
micro surface shaping forms, and four different material properties on the load-carrying capac-
ity of the piston-cylinder interface of an existing 75cc axial piston unit of swashplate type. The
axial piston unit was chosen on account of the fact that axial piston units of swashplate type
suffer from a particularly high side load, turning this into a type of worst-case scenario. The
four surface shapes studied are the piston profile developed by Lasaar, the axial sine wave piston
profile invented by Ivantysynova, Garrett, and Frederickson, a new version of this profile consist-
ing of axial sine waves that switch between two amplitudes at their inflection points, and wide
circumferential grooves in the bushing. It was determined that the last surface profile in that
list can effect the greatest change in load-carrying capacity with the least amount of unwanted
side-effects out of all profiles examined. The four material properties examined are piston and
bushing density, modulus of elasticity, coefficient of thermal expansion, and thermal conduc-
tivity. Here it was determined that the modulus of elasticity of the piston, in particular, had the
xvii
highest level of influence on the pressure distribution of the interface, and thus its load carry-
ing capacity, out of all material properties investigated in this work. Finally, from the simulation
studies conducted, it is apparent that a significant improvement in the load-carrying capacity of
water-lubricated piston-cylinder interfaces with high side loads is possible.
11 OBJECTIVE/INTRODUCTION
1.1 Research Objective
The objective is to find solutions allowing for higher operating pressures in piston machines
that use water as a working fluid.
1.2 Why Water Hydraulics?
The objective above places this work squarely into the field of water hydraulics. Water hy-
draulics is simply the use of water, rather than oil, as the working fluid in hydraulic systems.
For example, the Archimede’s helix used to irrigate fields of crop 250 B.C. in Egypt had water
as its working fluid (Archimedes Screw 2015, Koutsoyiannis & Angelakis 2003). Likewise, the hy-
draulic press patented by Joseph Bramah in 1795 ran on water (Skinner 2014). For well over 2000
years, then, water has reigned as the main working fluid in hydraulics. However, even 110 years
after Bramah’s patent, industry worldwide still did not have the knowledge and manufacturing
capabilities needed to make water a functional lubricant in machine interfaces working under
extremely high loads.
For instance, the highly efficient, compact and power-dense swashplate type axial piston ma-
chines, whose pistons face a daunting side load, to this day do not run at the high pressures de-
sirable (~300 to 420 bar) for hydrostatic transmissions when water is used as the working fluid.
That is not to mention the corrosion, freezing, boiling, cavitation, and bacterial growth problems
associated with water (Krutz & Chua 2004). Oil therefore staged a coup d’état: by 1905, Harvey
Williams and Reynold Janney had worked out how to operate the axial piston machines of a hy-
drostatic transmissionwithmineral oil— and the entire industry switched hydraulic fluids, going
from water to oil (A Brief Hydraulics Encyclopaedia 2011). Now, in 2015 (another 110 years later),
water hydraulics is proclaimed as “the future.” Déjà vu! It’s the past! Why go back to water?
Water has a number of important advantages over oil. Table 1.1 shows that the thermal con-
2ductivity of water is roughly five times that of HLP 32, and that water’s specific heat trumps that
of HLP 32 by more than a factor of two. This means that water as a working fluid makes hydraulic
systems easier to cool. The table also shows that water has a higher bulk modulus than HLP 32,
making water a stiffer medium that is capable of orchestrating more precise machine motions
than oil (Krutz & Chua 2004). This benefit is magnified by the fact that air, a highly compressible
gas, is more soluble in oil than in water. Furthermore, oil has a higher film strength than water,
and thus bubbles tend to keep longer in oil than in water (Is Water Hydraulics in your Future?
2006). Water comes with lower insurance costs than oil (Krutz & Chua 2004) and can be used in
Table 1.1: Water Properties vs. HLP 32 Properties (Godfrey & Herguth 1995, Krutz & Chua 2004,
Wischnewski n.d.).
Property Units Water HLP 32
Viscosity (at 40 °C) Pa*s 0.0007 0.02
Thermal Conductivity W 0.6 0.12
Specific Heat J/(kg °C) 4.1 1.90
Bulk Modulus Pa 2.4∗109 1.6∗109
fire-fighting applications because it is nonflammable. Moreover, water comes with a “green” im-
age that allows companies producing water hydraulics components to advertise themselves as
environmentally friendly. Case in point: collectingwater can be done in an environmentally con-
siderate manner, whereas extracting oil is hard to do without tearing up the landscape and often
results in protest from conservationists. Spillage of hydraulic fluid containers is not a concern
with water because it will not cause any environmental damage, it will not require any cleanup,
it will not result in any unfavorable news coverage for the company or companies involved, and
replacing the lost fluid is inexpensive.
In fact, the hydraulics industry can save a considerable amount of money by using water. The
price of oil is set by the expense of extracting, refining and transporting it, as well as by the sup-
ply and demand market dynamics of this vanishing resource. Water, on the other hand, is widely
available and does not need to be shipped in from far away oil wells. This cuts down on both
transportation costs and import tariffs. In addition, there are no special dump sites or special
containers required for disposing of water, which makes this process cheap for water in compar-
ison to oil (Krutz & Chua 2004).
The most paramount property in all of tribology, however, is viscosity— and water’s viscosity
is low: typically around 1/30th of the viscosity of oil. The fact that water’s viscosity is so much
3lower than that of oil has two important consequences. Number one, the use of water in place
of oil can significantly reduce line losses due to viscous friction (Krutz & Chua 2004). Number
two, water has a lower load-carrying capacity than oil. This second consequence presents the
most fundamental problem in the implementation of water hydraulics. How can a fluid of such
low viscosity be made to carry any significant amount of load in the tribological interfaces of
hydraulic machinery?
This thesis will address the question above with regard to piston machines whose pistons face
a high side load. Specifically: how can a low-viscosity fluid be made to carry a high side load
imposed on the piston of a positive displacement machine running at a high operating pressure
of say, 300 (or even 400) bar? Answering this question is key for giving high-pressure applications
access to the benefits of water hydraulics. Present applications of water hydraulics include fire-
fighting, industrial cleaning, and the humidifying of wood (Product Overview 2008, Krutz & Chua
2004). Future applications will include construction machinery (wheel loaders, excavators, etc.)
and forest machinery. The piston-cylinder interface of an existing commercially available 75
cc axial piston machine of swashplate type has been simulated in order to answer the question
posed at the beginning of this paragraph. The pistons in axial piston units face an extremely high
side load, making this type of unit a worst-case scenario. The strategy for solving the problem at
hand is two-fold:
1. Impose micro-surface shaping on the surfaces forming the piston-cylinder lubrication in-
terface.
2. Change the material properties of the surfaces forming the piston-cylinder interface.
The first part of this thesis is devoted to the first strategy described above, and the remainder
focuses on the second strategy.
42 THE AXIAL PISTON MACHINE
2.1 Swashplate Type Axial Piston Machines
There are two types of axial piston machines: axial piston machines of swashplate type, and
bent-axis machines. This work addresses only the former type, because bent-axis machines pose











Figure 2.1: The axial piston machine.
An axial piston machine is a type of positive displacement machine. Although the axial piston
machine is sometimes optimized for only pumping or only motoring mode, in principle this unit
has both functionalities: it can run as a pump or a motor, depending on how it is operated. In
pumping mode, the spline shaft shown in Fig. 2.1 is turned. The turning of the spline shaft forces
5the cylinder block to rotate, which causes the pistons sitting inside the cylinder block to travel
circumferentially around the z-axis. The pistons are each attached to a “slipper” via a ball joint,
and the slippers sit on an angled swashplate. The angle that the swashplate makes with the y-
axis is denoted β, and has been marked in the left-hand image of Fig. 2.2. The fact that this
plate is angled means that as the cylinder block turns and the pistons travel around the z-axis
circumferentially, these pistons are also forced to move in and out of the cylinder block axially,
thus allowing them to pump fluid. Motoring mode reverses this process: high pressure fluid is
pushed into the machine, forcing the spline shaft to turn.
As the cylinder block rotates in pumping or in motoring mode, fluid is carried in so-called
“displacement chambers.” A displacement chamber is the space inside a cylinder block bore
between the piston and the valve plate (two displacement chambers are highlighted in red and
blue in Fig. 2.4). When the volume of the displacement chambers increases because the pistons
aremoving axially away from the end case, fluid is drawn into the displacement chambers. When
the volume of the displacement chambers decreases because the pistons are moving towards the
end case, the fluid is compressed within these chambers. The influx and exit of the working fluid
from the high and low pressure ports in the end case to the displacement chambers is regulated
by a “valve plate,” such as the one shown in Fig. 2.3. There are two angular positions of particular
importance set by the locations of the high and low pressure sides of this valve plate: ODC (outer
dead center) and IDC (inner dead center). ODC is the angular position about the z-axis at which
a piston is furthest away from the valve plate. IDC is the angular position about the z-axis at
which a piston is closest to the valve plate. Both of these positions are shown in Fig. 2.3. The
measure of angular position about the z-axis is known as the shaft angle (denoted ϕ), and this is





Figure 2.2: A side view of the axial piston machine (left image), and the piston cylinder interface
















Figure 2.3: The valve plate (based on schematic by Ivantysyn & Ivantysynova (2003)).
72.2 The Lubrication Interfaces
While the point of an axial piston machine is to achieve the macroscopic flow into and out
of the displacement chambers described in the preceding paragraphs, the key mechanisms that
mark out success or failure for this type of unit play out on a much, much smaller scale: in the
axial piston machine’s tribological interfaces— between surfaces only microns apart. The three
most important tribological interfaces in axial piston pumps are the piston-cylinder interface
(shown in red in the right-hand image of Fig. 2.2), the valve plate-cylinder block interface, and
the slipper-swashplate interface (Pelosi 2012). The pump designers’ concern with these lubrica-
tion interfaces arises from their two imperative and yet conflicting duties:
1. The first duty is to function as a bearing and prevent metal-to-metal contact.
2. The second duty is to function as a seal and prevent leakage out of the high-pressure side
of the pump.
Inadequate performance of either of these duties will produce intolerable pump efficiencies,
if not catastrophic component failure. Often, improving pressure buildup in a lubrication in-
terface will increase leakage, and vice versa, making these two duties a very difficult set of de-
mands to satisfy simultaneously. Out of the three interfaces mentioned, only the valve plate-
cylinder block and slipper-swashplate interfaces can be hydrostatically balanced (Pelosi 2012).
The piston-cylinder interface cannot be balanced without hydrodynamic pressure buildup. For
this reason, it is the most challenging of the three interfaces, and the subject of this thesis.
2.3 External Forces Acting on the Piston
Design solutions for the piston-cylinder interface of high-pressure water-lubricated piston
machines can only be sought in light of a thorough understanding of the external forces act-
ing on the pistons of such machines. These external forces are shown in Fig. 2.5. They can be

























Figure 2.4: Cross-section of an axial piston pump through the z-y plane (based on schematic by
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Figure 2.5: External piston forces (based on schematic by Ivantysyn & Ivantysynova (2003)), with
a view of the flat end of the piston shown in the image at the right.
2.4 Derivation of External Force Equations
FDk :
The largest force by far is FDk , the force produced by the pressure in the displacement cham-
ber. It is equal to the area of the piston end on which it pushes, multiplied by the difference in
pressures across the piston-cylinder interface (Ivantysyn & Ivantysynova 2003):















The inertia of the piston can be calculated as the product of the piston’s mass and acceleration:
Fak =−mK aK (2.10)





sK is the position of the piston— in this case the vertical distance of the center of the piston’s
head from its location at ODC. Fig. 2.4 shows this distance for a position of the piston head’s
center marked in the z-y plane by a yellow point. The position of the piston head’s center in the
x-axis is irrelevant here. Also shown are a piston at IDC (the piston on the left-hand side of the
image), and at ODC (the piston on the right-hand side of the image). From this figure it can be
seen that at ODC, sK = 0, while at IDC, sK = HK . An expression for sK in terms ofϕ at any arbitrary
point can be obtained by considering the yellow point in Fig. 2.4, which represents a position of
the center of a piston head.
sK for this point is equal to the difference between the length of the vertical yellow line in Fig.
2.4 and the length of the vertical red line. The vertical yellow line stretches from where the center
of the piston head would be if it were positioned at ODC to the y-axis. The y-axis is located such
as pass though the intersection of the z-axis and the diagonal dashed line running through the
centers of the piston heads when positioned at ODC and IDC. The red line starts at the yellow
point and moves vertically upwards to the y-axis.
Let Ly be the length of the yellow line, and Lr be the length of the red line. Then from Fig. 2.4:
Ly =Rbtan(β) (2.12)
Lr = Lg tan(β) (2.13)
Lg is the length of the horizontal green line shown in Fig. 2.4, which goes from the intersection
of the y and z-axes to the y-value of the yellow point. This is the same green line as that shown in
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Fig. 2.3. From Fig. 2.3, it is clear that:
Lg =Rbcos(ϕ) (2.14)
=> Lr =Rbcos(ϕ)tan(β) (2.15)
sK = Lr −Ly (2.16)
=> sK =Rbcos(ϕ)tan(β)−Rbtan(β) (2.17)
∴ sK =−Rbtan(β)(1− cos(ϕ)) (2.18)


















































∴ Fak =−mK aK =mKω2Rbtan(β)cos(ϕ) (2.25)
Fωk :
The force produced by the centrifugal effect is the product of the acceleration generated via
this effect, and the sum of the masses of the piston and its corresponding slipper:












∴ Fωk = aωk (mK +mG ) =ω2Rb(mK +mG ) (2.30)
FTk :
The force due to viscous friction in the lubrication interface (also referred to as “gap”) are sim-






The friction force in the slipper-swashplate interface can be calculated according to Newton’s























2.5 The Side Load
Consider the forces FDK , FaK , and FTK , each of which acts on the swashplate via the slipper.
According to Isaac Newton’s Philosophiae Naturalis Principia Mathematica: “erunt actio & reac-
tio, in omni instrumentorum usu, sibi invicem semper aequales (there is action and reaction in
all machinery used, and they are always equal to each other) (Newton n.d.)”. That is, these exter-
nal forces give rise to an equal and opposite reaction force that comes from the swashplate and
acts on the piston via the slipper. This reaction force is denoted FsK (Ivantysyn & Ivantysynova
2003), and is shown in Fig. 2.5. It is calculated as follows (note that FDK , FaK , and FTK all act in
the zK direction):
FsK = FDK +FaK +FTK (2.36)
FsK has a component in the yK direction (also shown in Fig. 2.5), which is denoted FsKy :
FsKy = FsK tan(β) (2.37)
The sumof FsKy ,the y-component of FωK and the y-component of FTG constitutes the “side load”
on the piston:
SideLoad = FsKy +FωKy +FTGy (2.38)
This side load is the biggest problem of the piston-cylinder interface, because it attempts to
push the piston into the surrounding cylinder bore or bushing. Specifically, FsKy , which is by
far the largest component of the side load, pushes the piston toward what is labeled as Point A
and Point B in Fig. 2.6. To really understand the impact of this force, it is convenient to split the
piston-cylinder interface axially into two halves: the “case end” is the half of the interface closest
to the piston head, whereas the “DC end” is the half of the interface closest to the displacement
chamber. Each half can further be split circumferentially into two quadrants, as shown in Fig.2.6.
On the case end:
1. Q1 (quadrant 1): The half of the case end that extends circumferentially 90 deg to the left
and right of the direction into which FsKy points.
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2. Q2 (quadrant 3): The half of the case end that is circumferentially opposite Q1.
On the DC end:
1. Q3 (quadrant 2): The half of the DC end that extends circumferentially 90 deg to the left
and right of the direction into which FsKy points.
2. Q4 (quadrant 4): The half of the case end that is circumferentially opposite Q2.
In order to prevent metal-to-metal contact in the piston-cylinder interface, enough pressure
must build up in Q4 to overcome both: the component of the external forces driving the piston
toward Point B, and the force generated by the pressure buildup in Q2. Likewise, the pressure
buildup in Q1 must exceed the sum of the component of the external forces driving the piston
toward Point A and the force generated by the pressure buildup in Q3. It is important to know
that in terms of the bearing function of this interface, high pressure buildup in Q2 and Q3 is often
(though not always) counterproductive. In light of water’s low load-carrying ability, it is easy to
obsess over how much pressure is being generated, and forget aboutwhere that pressure is being
generated. This is a bad mistake! High pressure buildup in the wrong location is dangerous— it
can push the piston into its surrounding cylinder bore!
Unfortunately, the piston-cylinder interface— by the very nature of its setup— produces high
pressure buildup in the wrong location: in Q2. This pressure buildup is generated mainly by the
influx of hydrostatic pressure from the displacement chamber, and by the influx of the hydro-
dynamic pressure from Q1. Fig. 2.7 shows the hydrodynamic pressure buildup via the “wedge
effect” in Q1. The piston and cylinder bore (or bushing) form a wedge in this quadrant, forcing
the fluid to build pressure where the surfaces converge. It should be noted here that although
this hydrodynamic pressure buildup has a detrimental effect on Q2, in Q1 it serves to prevent
metal-to-metal contact near Point A. There is thus a tradeoff between achieving sufficient pres-
sure buildup in Q1 to keep the piston clear of Point A, and moderating the pressure buildup in
Q2 to the point of allowing the pressure buildup in Q4 to overcome it. Sufficient pressure buildup
in Q1 and especially in Q4 are both critical to preventing metal-to-metal contact, but one is not
always easy to accomplish without compromising the other to a certain degree. This interplay
between “constructive” pressure buildup (pressure buildup inQ1 andQ4) and “destructive” pres-
sure buildup (pressure buildup in Q2 and Q3) is a recurring theme in all simulation sets to be


























Figure 2.7: Pressure buildup in the piston-cylinder interface.
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3 STATE OF THE ART
3.1 Water Hydraulics
Water hydraulics is over 1700 years older than the oldest steam engines (Trostmann 1996)—
it is an ancient way to transmit power. However, the birth of water hydraulics is not of interest
here— rather, the rebirth of water hydraulics is of interest, because it has brought to light the
problem addressed in this work. As already mentioned in the introduction, water hydraulics was
largely abandoned and replacedwith oil hydraulics in the post-William-and-Janney-transmission
years (A Brief Hydraulics Encyclopaedia 2011). A number of reasons stand behind this switch to
oil hydraulics: the growth of bacteria in water, the low boiling and high freezing points, corro-
sion, cavitation, and the exaggerated hammer effect water produces, to name a few (Krutz &
Chua 2004). Oil hydraulics took over in the early 1900’s, and stayed dominant for many decades
(A Brief Hydraulics Encyclopaedia 2011). The Jimmy Carter era, however, put new emphasis on
the importance of environmentally responsible engineering, and by the end of the 1980’s, re-
search to reinstate water as a competitive working fluid on the market was underway (Krutz &
Chua 2004). Water hydraulics was set to return!
One of the most prominent early markers of this return was the 1994 debut of Nessie, the
tap water hydraulics product line developed by Danfoss (Trostmann 1996). 1994 also marks
the beginning of the EUREKA project, which facilitated the design of a power pack utilizing
either seawater or raw water as working fluid— Germany, Norway, and Finland participated
(Hydropack 2010). In 1996, just as the EUREKA project ended, Trostmann (1996) published
Water Hydraulics Control Technology, which offers a general overview of water hydraulics sys-
tems, including design guidelines and, of course, a thorough discussion of water’s fluid proper-
ties and how they affect the operation of such systems.
One year beyond the advent of the new millenium, water hydraulics research was in full swing.
By the end of 2001, the collaboration of TU Dresden and Danfoss had yielded a forklift featuring
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a water hydraulic lift system (Krutz & Chua 2004). Dong et al. (2001) had published a study on
the volumetric efficiency of an axial piston pump designed to have seawater lubricate its piston-
cylinder interface. Purdue researchers headed by Krutz had overhauled the insides of an entire
lawnmower, converting the machine’s working fluid from oil to water (Krutz & Chua 2004, Stu-
dents Create Water Hydraulic System 2001). The transmission, braking system, and power steer-
ing had all been successfully modified. Furthermore, by 2004, Purdue researchers had devised a
test rig consisting of a pellucid hydraulic cylinder, whose translucence allows the cavitation at its
ports to be observed.
In 2008, Rokala et al. (2008) published on the response of the slipper-swashplate lubrication
interface film thickness to changes in swashplate angle in a water-lubricated axial piston ma-
chine. Four years later, Rokala (2012) describes a simulation study of six slipper designs in an
axial piston machine using water as a working fluid in his Ph.D. thesis. The six slippers feature six
different material combinations at the lubricating interface; the materials include steel and two
types of PEEK (polyetheretherketone). He concludes that the behavior of the lubricating inter-
face is worth simulating because the deformation of the adjacent surfaces is significant and can
give reason to restrain design parameters from being pushed to their absolute maximum or min-
imum. Water hydraulics continues to push forward, whether in the form of a recent conference
paper, such as “Simulation of Water Hydraulic Control System of Francis Turbine” by Walczak
& Sobczyk (2014) written for the 8th FPNI Ph.D. Symposium on Fluid Power in Lappeenranta,
Finland, or in the form of the the ever-expanding water hydraulics product lines on the market,
or the growth of companies devoted entirely to water hydraulics. However, that push forward
requires a corresponding push forward in terms of water hydraulics related research. The next
two sections will cover some of the important research pertaining to the materials used on the
tribological interfaces of water-lubricated piston machines, and to surface shaping used on the
piston-cylinder interface of piston machines.
3.2 Materials
Water as a working fluid in piston machines requires the use of materials that do not rust
or corrode when in contact with that fluid. While this limits the number of materials that can
be used, a substantial selection remains. This raises the question of which materials should be
chosen from that selection— many researchers have attempted to provide an answer. In 1999,
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for example, Wang & Yamaguchi (1999) published “Characteristics of the Bearing/Seal Parts of
Piston Pumps and Motors for Water Hydraulic Systems.” The paper describes an experimental
setup for measuring the film thickness, supply pressure, pocket pressure, and leakage of a hy-
drostatic thrust bearing as the load imposed on it is reduced, yielding the important conclusion
that the load-carrying ability of its lubrication interface grows when the Young’s modulus of the
materials that form it is reduced. The thrust bearing, in this case, is meant to represent the lu-
brication interfaces of water hydraulic machines. The 2003 materials investigation by Huayong
et al. (2003) is more specific to the piston-cylinder interface of axial piston pumps. The exper-
iments conducted measure the wear and friction on the piston and block materials, with the
piston represented by a cylindrical piece of material, and the cylinder block represented by a
brick-shaped piece of material. Two material combinations were tested, the first being a F102
plastic block with a 940 stainless piston, and the second being an Al203 ceramic block with a 940
stainless piston, with the conclusion that the first combination has less wear and a lower friction
coefficient.
In 2005, Kim et al. (2005) examined how CrSiN coatings affect friction on the cylinder block-
valve plate interface of axial piston pumps for shaft speeds under 1600 rpm, observing that the
coefficient of friction reduces drastically when going from a plasma-nitrided bronze block to
a CrSiN-coated block. Yin et al. (2012) were also interested in material combinations for ax-
ial piston pumps, although the focus of their 2012 publication is on sliding bearings, which
recommends the use of a 17-4PH stainless steel and PEEK 450-FC30 material combination for
such bearings. An effort has also been made to study materials for use in water-lubricated jour-
nal bearings. This is the subject of Litwin and Olszew’s 2013 paper entitled “Water-Lubricated
Sintered Bronze Journal Bearings- Theoretical and Experimental Research (Litwin & Olszewski
2013),” which describes experiments conducted using material combinations of X10CrNil8-8
and X30Crl3 journals paired with cast bronze bushings, and concludes that this material com-
bination cannot cope with the mixed lubrication present during the run-in phase. Start, stop,
and run-in conditions are an important consideration, but remain beyond the scope of the work
presented here.
Lastly, there has been important simulation work done regarding the selection of materials
forming the piston-cylinder interface in axial piston units running on mineral oil: in 2014, Mizell
& Ivantysynova (2014) published “Material Combinations for the Piston-Cylinder Interface of
19
Axial Piston Machines: A Simulation Study” in the 8th FPNI Ph.D. Symposium on Fluid Power in
Lappeenranta, Finland. While the working fluid is not water in that case, it is nevertheless im-
portant to contemplate the insights gained from this research and understand how the effect of
material properties on the operation of the interface changes with the working fluid. Three ma-
terial combinations were simulated by Mizell. The first consists of steel pistons, a steel cylinder
block, and brass bushings, the second of steel pistons, a steel cylinder block, and steel bushings,
and the third of aluminum pistons, a steel cylinder block, and steel bushings. Mizell concludes
that the aluminum pistons expand more due to thermal loads than the steel pistons during oper-
ation, and that the piston-cylinder interface with the third material combination therefore leaks
less. This is an interesting train of thought also for water-lubricated piston-cylinder interfaces,
which are highly prone to leakage. Thermal material properties will be studied with regards to
the water-lubricated piston-cylinder interface in a later chapter.
3.3 Piston and Bushing/Cylinder Bore Surface Shaping
Geometrical modifications of axial piston units— changing the piston diameter, changing the
maximum swashplate angle— can seriously compromise pump displacement. However, geo-
metrical modifications can also be done on a much smaller scale. Micro surface shaping of the
piston or bushing surfaces, while it can increase leakage, does not compromise the unit’s nomi-
nal displacement. Furthermore, surface shaping can cater to awide variety of the piston-cylinder
interface’s needs, from a reduction in mechanical losses and hence power loss, to a change in
the interface’s pressure field that allows for more load support, to the stabilization of the piston’s
movement. That last point was addressed by Yamaguchi in 1976: “Motion of Pistons in Piston-
Type Hydraulic Machines (Yamaguchi 1976)” recommends tapering the piston exponentially in
order to achieve a more stable piston travel.
Seven years later, in 1983, Ivantysynova (2012) introduced a piston whose diameter had been
reduced by 4 μm at either end in an effort to reduce power loss a the piston-cylinder interface.
The diameter reduction lends the piston a barrel-like shape, which was then modified by Lasaar
in 2003 to form a half-barrel shape, with the piston diameter reduced more at the end of the
piston closest to the piston head than at the end of the piston closest to the displacement cham-
ber (Lasaar 2003). This design, which will be examined more closely in Chapter 12, allows for
reduced minimum clearances, and thus for a reduced leakage flow. The idea can be taken even
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further, by implementing an axial sine wave shape on the piston, whose amplitude is on the
order of microns. Ivantysynova, Frederickson, and Garrett filed a patent for this shape in 2010
(Ivantysynova et al. 2012). Four years onwards, Wondergem et al. (2014), Wondergem (2014)
examines the axial sine wave piston profile (among others) vis-á-vis its ability to lower energy
dissipation at the piston-cylinder interface. The corresponding simulation results are published
in her paper for the 8th FPNI Ph.D. Symposium on Fluid Power in Lappeenranta, entitled “The
Impact of the Surface Shape of the Piston on Power Losses.” As said earlier, not only can mi-
cro surface shaping mitigate losses— it can also be used to manipulate the pressure distribution
within a lubricating interface. Park (2008), for instance, studies the effect of piston grooves on
pressure buildup in the piston-cylinder interface of oil-lubricated axial piston machines in his
paper “Lubrication Analysis Between Piston and Cylinder in High Pressure Piston Pump Consid-
ering Circumferential Grooves and Viscosity Variation with Pressure.” Another example of this
is the use of pressurized circumferential grooves in the cylinder bore, as is proposed in the DE-
OS 18 04 529 patent application (Berthold 1999). The grooves are connected to the axial piston
unit’s high pressure line, and serve to hydrostatically balance the piston. The patent application
DE-OS 14 03 754 proposes the same using pockets instead of circumferential grooves. Lastly, the
patent application US 5971717 proposes having circumferential grooves inside the cylinder bore
that are fed cool fluid during the unit’s operation in order to prevent component failure due to
overheating (Berthold 1999).
Of course, micro surface shaping also has a presence in the world of water hydraulics. In
1971, Schuller (1971) examined how whirl in three-lobe hydrodynamic journal bearings when
no load is imposed on them changes with minimum clearance and lobe height. Many years
later, in 2004, Majundar et al. (2004) studied the use of axial grooves in water-lubricated journal
bearings, finding that a decrease in groove width will increase both the stability of the journal’s
motion and the load-carrying capacity of the lubricating interface. Finally, in 2008, Wang et al.
(2008) implemented micro pits on silicon carbide slider bearings in order to increase the load-
carrying capacity of said bearings.
3.4 Current Axial Piston Machines using Water as a Working Fluid
Table 3.1 shows a selection of what is currently out on the market in terms of high pressure
axial piston units that are designed to have water as their working fluid. As can be seen, none
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exceed 210 bar in terms of working pressure. It should be noted that the Danfoss units are not
all designated for the same type of water— the PAH series utilized tap water (PAH Pumps n.d.),
whilst the PAHT andPAHTG series usewhat the company terms “ultra purewater (High-Pressure
Pumps for Ultra Pure Water Applications n.d.).” In either case, pressures on the order of 300 to
400 bar remain to be achieved.
Table 3.1: Currently available high pressure axial piston machines of swashplate type that use
water as a working fluid (Pumps n.d., PAH Pumps n.d., PAH F Pumps n.d., PAHT Pumps
n.d., PAHT G Pumps n.d., Axial Piston Pump APP 2013).
Company Unit Max. Pressure [bar]
The Water Hydraulics Co. P180 160 (Max. working pressure)
Danfoss PAH 10-12.5 160
Danfoss PAH 25-32 160
Danfoss PAH 63-80 160
Danfoss PAH F 20-40 160
Danfoss PAHT 25-32 160
Danfoss PAHT 63-90 160
Danfoss PAHT G 25-32 160
Danfoss PAHT G 63-90 160




Designing the piston-cylinder interface to meet the objective proposed in CH.1 entails calcu-
lating how the interface behavior changes in response to design modifications. The Maha Fluid
Power Research Center’s FSTI (Fluid Structure Thermal Interaction model)— a multi-physics
model for simulating the lubrication interfaces of axial piston units over the course of a shaft
revolution— has been employed for this task. Specifically, the piston-cylinder interface module
of FSTI developed by Pelosi (2012) has been used to generate the necessary data for this research.
This module calculates (among other parameters) leakage, power loss, film thickness, and pres-
sure buildup within the fluid film over one shaft revolution. It models only one piston’s journey
around the spline shaft, under the assumption that all other pistons run through their cycle in
the exact same way.
4.2 Piston-Cylinder Interface Coordinate Systems
The piston-cylinder interface module of FSTI utilizes two coordinate systems. The first of
these is shown in Fig. 4.1. The yK -axis is oriented such as to always point radially outward from
the central axis of the cylinder block. It lies on the dashed blue line connecting the cylinder
block’s central axis (the green point in Fig. 4.1) to the central axis of the cylinder bore that the
piston being examined sits in (the yellow point in Fig. 4.1). The xK - and yK - axes are set such that
the origin of this coordinate system is located on the central axis of that cylinder bore (the yellow
point). The zero-point on the zK axis is set such that it lies at the end of the piston-cylinder in-
terface adjacent to the displacement chamber. This can be seen in Fig. 4.2, which shows a piston
(in blue) with the fluid in the piston-cylinder interface shown as a transparent volume.
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Plane A is located at the end of the interface near the piston head, Plane B is at the end of the
interface adjacent to the displacement chamber, and the origin of the xK − yK − zK coordinate
system is located on Plane B.
Fig. 4.2 also shows that the piston does not sit straight in the bore— the piston and cylinder
bore axes do not align. The side load on the piston creates this tilt, which is quantified in terms of
the eccentricity of two control points, one located on Plane A, and one on Plane B. Both control
points are located on the central axis of the piston (Pelosi 2012). Fig. 4.3 shows Plane A and Plane
B, with the two control points shown in blue, and the point of intersection of the central axis of
the cylinder bore with the planes depicted as a red point. The eccentricity— the deviation of the
central axis of the piston from that of the cylinder bore— of the control point on Plane A in the
xK direction is denoted e3, and the eccentricity of the same point in the yK direction is denoted
e4. Likewise, the eccentricity of the control point on Plane B in the xK direction is denoted e1,
and the eccentricity of the same point in the yK direction is denoted e2. These eccentricities are
important because from them, film thickness can be calculated (see the next section).
The second coordinate system— the xˆ-yˆ-zˆ coordinate system— is shown in Fig. 4.4. The xˆ axis
starts on the positive xK axis and runs circumferentially around the piston-cylinder lubrication
interface(Pelosi 2012). The yˆ axis begins at the origin of the xK − yK − zK coordinate system and
runs along the central axis of the cylinder bore, with the positive end of the axis pointing toward
the piston head. The z-axis runs perpendicular to the surface of the cylinder bore, with the posi-
tive end pointing into the lubrication interface.
Conversion between the two coordinate systems is described by the following equations (Pelosi
2012):
xˆ =φKRK (4.1)








Figure 4.1: Piston-cylinder interface coordinate system 1.
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Figure 4.4: Piston-cylinder interface coordinate system 2 (image based on diagram in Pelosi
(2012)).
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4.3 Calculating Film Thickness
The film thickness at an angle φK (see Fig. 4.4) is calculated in FSTI using the following equa-
tion (Wieczorek & Ivantysynova 2002):
h(zK ,φK ) =
√














The film thickness at φK is the shortest distance between the piston surface and the yellow
point in Fig. 4.4. This yellow point is the point of intersection between the cylinder bore surface
and a line passing radially outward from the yˆ axis at an angle φK from the xK axis, in a plane
parallel to Plane A and Plane B (denoted Plane C in Fig. 4.4). Plane C is located such as to include
the point of intersection of the line discussed with the yˆ axis.
For clarity, Plane C is shown in Fig. 4.5. The derivation of Eq. (4.3) becomes evident from this
figure: the film thickness, denoted h and shown as a red line, is simply the distance from the blue
to the yellow point, minus RK (the piston’s radius). The blue point is the point of intersection
of the piston’s central axis with Plane C, and the distance between the blue and yellow point is
equivalent to
√
(Rzcos(φK )−xm(zK ))2 + (Rzcos(φK )− ym(zK ))2. The only term in Eq. (4.3) that
remains to be explained, then, ish. This is the change in film thickness due to elastic deforma-












Figure 4.5: Plane C (the circle filled in green is the plane, the circle filled in grey is the piston, the
image is based on a diagram in Pelosi (2012)).
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4.4 Code Structure Overview
An overview of the code’s structure, based on that given by Pelosi, is shown in Fig. 4.6.
Start: Initial Conditions 
Temperature (Finite Element Method) 
Elastic Deformation due to Thermal Loads (Finite Element Method) 
Film Deformation 
Fluid Properties 









Reynolds Equation Heat Flux 
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Figure 4.6: Flow chart for FSTI code (Pelosi 2012).
4.5 Thermal Deformation
The outermost loop of the code (the black rectangles in Fig. 4.6) is responsible for comput-
ing thermal deformations of the piston and cylinder block (Pelosi 2012). A FVM (Finite Volume
Method) is used to calculate the temperature field of the solid bodies based on a given set of
initial conditions in accordance with the following equation (Pelosi 2012):
 = (λ∇T ) (4.6)
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The temperature field, in turn, is used to calculate the thermally induced elastic deformation
of the solid bodies using a FEM (Finite ElementMethod). With this information in hand, the code
begins the loop marked by white rectangles in Fig. 4.6. First, the film deformation is computed.
If, at some point within the interface’s computational grid, the resulting film thickness falls below
a certain very small value set in the code, a contact algorithm sets in and calculates a “correction
force” at that grid point. The contact algorithm serves to prevent the piston from penetrating the
cylinder bore.
It should be noted here that the present version of FSTI cannot yet accurately model pressure
buildup in regions of “minimum film thickness” (0.1 μm or less). The presence of correction
forces in a certain region therefore indicates that metal-to-metal contact could be occurring in
this area— it does not guarantee that such contact occurs. In other words, in a region where
correction forces have been calculated, the pressure buildup may be sufficient to prevent con-
tact, but the danger exists that it is not sufficient. Especially for water hydraulics simulations,
that danger is high. Favorable design solutions for water as a lubricant in the piston-cylinder
interface must therefore minimize regions with a film thickness of less than 0.1 μm in order to
minimize the risk of metal-to-metal contact (provided that minimizing these areas does not re-
sult in the concentration of high correction forces on them, which also indicates a high risk of
component failure). The Maha Fluid Power Research Center has launched an investigation into
the pressure buildup occurring within regions of minimum film thickness, but until the comple-
tion of that investigation, the only sure way to eliminate the possibility of contact is to eliminate
regions of minimum film thickness.
4.6 Pressure Deformation
Upon completion of the film deformation step, the working fluid properties are updated, fol-
lowed by the computation of the elastic deformation of the piston and cylinder block due to pres-
sure buildup in the piston-cylinder lubrication interface (Pelosi 2012). The pressure-induced
elastic deformation is established via an influence matrix method— that is, using superposition.
The idea is that when a point load with a reference magnitude acts on a certain node in the mesh
of a solid body, it deforms the body in a certain way. When a point load with that same reference
magnitude acts on a different node in the mesh of a solid body, it deforms the body in a differ-
ent way. When a force due to pressure acts on a portion of the body, the resulting deformation is
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taken to be the sumofmany, many of these deformations due to point loads, eachwith itsmagni-
tude scaled to accurately represent the load on the body from the pressure field at that particular
point. The deformation of a solid body in response to a point load with reference magnitude can
be recorded in a so-called IM (influence matrix). For the piston and cylinder block, these IMs are
generated offline. During simulation, the effect of numerous point loads is appropriately scaled










Here, hp is the deformation of a solid body due to pressure, which is taken to be the sum
of two terms: the first is a summation of influence matrices— each scaled from the reference
magnitude pre f to the magnitude of the imposed load p— for a total of N faces; the second is the
deformation of the body due to the pressure buildup inside of the displacement chamber.
When the pressure-induced deformation of the piston and cylinder block are determined,
pressure buildup within the lubrication interface is calculated using the Reynolds equation.
4.7 Reynolds Equation
The Reynolds equation derives from the Navier-Stokes and continuity equations. The Navier-






















































































































Pelosi simplified this set of equations for the case of the piston-cylinder interface by making
the following assumptions (Pelosi 2012):
Table 4.1: Assumptions simplifying the Navier-Stokes equations for the case of the piston-
cylinder interface.
Number Assumption Implication
1 Inertia effects are negligible ρDuDt = 0
and conditions have reached steady state
ρDvDt = 0
ρDwDt = 0
2 Body forces (gravity) are negligible ρXa = 0
ρYa = 0
ρZa = 0



















4 Pressure is constant in the z-direction p = p(x, y)
∂p
∂z = 0






































The assumptions made also dictate that:




















0 = 0 (4.18)



















u and v can be solved for by integrating each of the two equations above twice, using four
boundary conditions. These boundary conditions are set using the surface velocities ut , vt , ub ,
and vb , which can be seen in Fig. 4.7, showing the unwrapped lubrication interface in the xˆ− yˆ−zˆ
coordinate system. The plane located at zˆ = 0 is shown in light green. The top (cylinder bore)
surface moves with a velocity ut in the xˆ direction, with a velocity vt in the yˆ direction, and with
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a velocity wt in the zˆ direction (Pelosi 2012). Likewise, the bottom (piston) surface moves with
a velocity ub in the xˆ direction, with a velocity vb in the yˆ direction, and with a velocity wb in
the zˆ direction. ut=vt=wt=0 because for the purposes of the Reynolds equation, the cylinder
bore surface is considered to be standing still while the piston surface moves relative to it. ub ,
vb , ut , and vt have been marked in Fig. 4.7. Also shown in Fig. 4.7 are the heights hb and ht .
For a particular point within the interface, such as the one shown in the figure, ht is the distance












Figure 4.7: The unwrapped lubrication interface (Pelosi 2012).


































With the fluid velocity in the xˆ and yˆ directions in hand, the relevant Reynolds equation for
the piston-cylinder interface can be established by plugging those velocities into the continuity

























∂z = 0 (4.23)























































∂z = 0 (4.26)
Plugging the expressions for u and v derived earlier into the equation above, integrating under
the assumption that the surfaces do not stretch in the xˆ or yˆ directions, and replacing wb with
the equivalent ∂h∂t gives the Reynolds equation tailored to the piston-cylinder interface as derived




































uˆK = ub =ωKRK (4.28)
vˆK = vb =−ωKRbtan(β)sin(ϕ) (4.29)
This Reynolds equation, when applied to a computational grid, can be expressed in the form
Ap = b; A, p, and b arematrices—with the pmatrix containing the pressure buildup at each point
in the grid. The piston-cylinder module of FSTI utilizes a Gauss-Seidel solver for the Reynolds
equation, which can be run either with or without a multigrid approach.
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4.8 Energy Equation
The temperature field in the piston-cylinder interface is computed via the steady state energy
equation (Pelosi 2012):
ρCpV ·∇T =∇· (λ∇T )+μΦD (4.30)













































































ΦD is the source term— it represents the heat produced in the fluid film via viscous shear (Pelosi
2012).
4.9 Force Balance
Once the pressure and temperature fields are computed using the Reynolds and energy equa-
tions as described in the previous two sections, they are checked for convergence (Pelosi 2012).
If convergence is not attained, the code runs through the inner loop indicated by the white rect-
angles in 4.6 again. This inner loop is repeated until convergence is achieved. At this point, the
heat flux between the piston and the lubrication interface, as well as between the cylinder block
and the lubrication interface are calculated. These will be used at a later step.
The code then moves into the gray force balance loop. The external forces, forces due to pres-
sure buildup, and correction forces are balanced out by adjusting the squeeze motion. The code
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then increments the time by t , updates the film geometry, and continues from the film defor-
mation step, looping through until the shaft revolution is complete. When the revolution com-
pletes, the temperatures of the solid bodies are updated using the mean of the heat fluxes cal-
culated earlier. If the new temperatures are close enough to those computed via the FVM in the
first step of the code, the simulation has converged and is considered complete. If not, the code
returns to that first step of calculating the temperature distribution of the piston and cylinder
block bodies.
4.10 Calculation of Losses
One of the most important functions of FSTI is calculating the losses— specifically leakage
and energy dissipation— incurred at the piston-cylinder interface. These losses speak toward
the effect that a particular piston-cylinder interface design has on the overall efficiency of the
axial piston unit. This is important information, because it helps to eliminate design ideas that
are unmarketable on account of lowering the unit’s efficiency to an unacceptable extent. The



















The so-called “torque loss” is simply the difference between the total energy dissipation and
the energy dissipation due to leakage, divided by the pump speed. The code also calculates
viscous friction at a particular shaft angle. This is done by integrating the viscous shear stresses



















5 WATER PROPERTIES MODEL
5.1 Objective
There are three fluid properties that FSTI must be able to calculate as a function of tempera-




3. Isothermal bulk modulus
In FSTI, each of these properties must be expressed solely as a function of temperature and
pressure. The goal of the water properties model, then, is to calculate the three properties listed
using only temperature and pressure as inputs, while keeping the number of mathematical op-
erations low in order to avoid long simulation run times.
Intricate models of water’s properties already exist. For example, Watson, Basu and Sengers
Watson et al. (1980) have developed a model for calculating the dynamic viscosity of water from
temperature and density. However, this model is only valid up to 3,500 bar, and the cutoff for
pressure in FSTI is 10,000 bar. Water’s density can be calculated from the Gibbs free energy, as
described in “RevisedRelease on the IAPWS Industrial Formulation 1997 for the Thermodynamic
Properties of Water and Steam” by the International Association for the Properties of Water and
Steam (Revised Release on the IAPWS Industrial Formulation 1997 for the Thermodynamic Prop-
erties of Water and Steam 1997). However, this calculation is only valid for pressures up to 1,000
bar. The Helmholtz free energy can be used to compute water’s bulk modulus, as explained in
“Revised Release on the IAPWS Formulation 1995 for the Thermodynamic Properties of Ordinary
Water Substance for General and Scientific Use,” again by the International Association for the
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Properties of Water and Steam (Revised Release on the IAPWS Formulation 1995 for the Thermo-
dynamic Properties of Ordinary Water Substance for General and Scientific Use 1995). This equa-
tion is valid for up to 10,000 bar, but the calculations are elaborate and hence time-consuming
for the computer. Many of these models are very complex in order to allow for the computation
of water properties close to the triple point, which is not needed here because the pump cannot
operate anyways when water begins to leave its liquid state. For this reason, and because their
range of validity is too small, the water property models just described are not suitable to the
objective pursued here.
5.2 The Implemented Model
Three simple polynomial fits were ultimately used in FSTI: one for the density, one for the vis-
cosity, and one for the bulk modulus. The fits were generated using water properties data from
NIST (Thermophysical Properties of Pure Fluids- NIST 12 Version 5.2 2006). The form of these
polynomials is shown here (Aρ-Lρ , Aμ-Rμ, and Ak-IK are constants):
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3 (5.5)
5.3 Units
All three polynomial fits use the following units:
Table 5.1: Polynomial fit input and output units.




Output Viscosity μPa∗ s
Output Bulk Modulus MPa
Some additional unit conversions (not included in the equations of the previous section) take
place within FSTI because it requires slightly different units from those in Table 7.1to be used for
inputs and outputs to working fluid property models.
5.4 Range of Validity
The polynomial fits are valid for all points at which water is in its liquid state within a pressure
range of 1 bar to 10,000 bar, and a temperature range of 288 K to 425 K. “Valid” here means that
the percent difference between data generated using the polynomial fits and NIST data is less
than 10 %.
For the density, this percent difference (denoted PDρ) is calculated as follows:
PDρ(p,T ) =
∣∣∣∣ρPol ynomialFi t (p,T )−ρNIST (p,T )ρNIST (p,T )
∣∣∣∣∗100 (5.6)
ρPol ynomialFi t (p,T ) is the density calculated using the polynomial fit developed at a particular
pressure-temperature combination (p,T), whereas ρNIST (p,T ) is the density according to NIST
at that same pressure-temperature combination.
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For the viscosity, the percent difference (denoted PDμ) can be calculated in a similar fashion:
PDμ(p,T ) =
∣∣∣∣μPol ynomialFi t (p,T )−μNIST (p,T )μNIST (p,T )
∣∣∣∣∗100 (5.7)
Likewise, the percent difference for the bulk modulus (denoted PDK ) can be calculated as:
PDK (p,T ) =
∣∣∣∣KPol ynomialFi t (p,T )−KNIST (p,T )KNIST (p,T )
∣∣∣∣∗100 (5.8)
The diagram in Fig. 5.1 shows the range over which the polynomial fits are valid as a rectangle
outlined in black. However, the polynomial fits are only valid in the regions within this rectangle
where water is a liquid. The polynomial fits are most easily generated over a rectangular area,
but the desired area over which the polynomials have to be valid (the area that falls within both,
the black rectangle and pressure-temperature range within which water is a liquid) is not quite
rectangular.
The polynomial fits were therefore generated over a smaller region, shown as a red rectangle in
Fig. 5.1, which falls entirely within the pressure-temperature range over which water is a liquid
and is rectangular. This region encompasses a pressure range of 50 bar to 10,000 bar, and a
temperature range of 300.3 K to 425 K (300.3 K is the lowest temperature at which water is a liquid
when the pressure is 10,000 bar (Thermophysical Properties of Pure Fluids- NIST 12 Version 5.2
2006)). Once the fits were generated, they were checked for validity over the whole area that falls
within both, the black rectangle and the region where water is a liquid. In short, the polynomial
fits were only generated using data that falls within the red rectangle shown in Fig. 5.1, but are
actually valid for all pressure-temperature combinations that fall within both, the black rectangle















Figure 5.1: Range of validity.
The polynomial fits for density, viscosity, and bulk modulus were conducted using NIST data
spanning 50 bar to 10,000 bar in 50 bar intervals, and 300.3 K to 435 K in 0.10 K intervals. This
means that nearly 2.7∗105 data points were used for each of the polynomial fits. The R-square
value (rounded to the nearest ten-thousandth) is 1.0000 for each polynomial fit. That is, the
polynomials come very close to NIST data within the red rectangle.
The 10,000 bar limit on the black rectangle was chosen to match the pressure value at which
FSTI is capped. Since the simulation does not allow for higher pressures, the water model need
not allow for higher pressures. The 425 K limit on the black rectangle was chosen on account
of being sufficiently high while allowing the generation of polynomial fits to remain relatively
simple, the 288 K limit is reasonable and does not mandate too many terms in the polynomi-
als either, and below 1 bar, cavitation becomes a great danger (FSTI does not yet capture this
phenomenon).
In order to show that the three polynomial fits are indeed valid over the pressure and temper-
ature ranges described, PDρ , PDμ, and PDK are plotted in Fig. 5.2-Fig. 5.4 for a pressure range
of 50 bar to 10,000 bar, and a temperature range of 300.3 K to 425 K. This is essentially the same
range covered by the red rectangle in Fig. 5.1, except the maximum temperature is restricted to
425 K, which is the largest temperature for which the developed water properties model is valid.
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As can be seen, the density polynomial fit comes within 0.4 % of NIST data over this range, dy-
namic viscosity comes within 3%, and bulk modulus within 4%. Fig. 5.5-Fig. 5.7 plot PDρ , PDμ,
and PDK over a pressure range of 50 bar to 5,000 bar, and a temperature range of 288 K to 425
K. This data range has been marked in Fig. 5.1 as a shaded blue region within the black rectan-
gle. Over this range, density again comes within 0.4 % of NIST data, dynamic viscosity comes
within 6%, and bulk modulus comes within 4%. The remaining points have been checked using
a separate MATLAB program. None exceeded a percent difference of 6%.
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Figure 5.2: PDρ Plotted for 300.3 K to 425 K and 50 bar to 10,000 bar.
Figure 5.3: PDμ Plotted for 300.3 K to 425 K and 50 bar to 10,000 bar.
Figure 5.4: PDK Plotted for 300.3 K to 425 K and 50 bar to 10,000 bar.
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Figure 5.5: PDρ Plotted for 288 K to 425 K and 50 bar to 5,000 bar.
Figure 5.6: PDμ Plotted for 288 K to 425 K and 50 bar to 5,000 bar.
Figure 5.7: PDK Plotted for 288 K to 425 K and 50 bar to 5,000 bar.
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6 PRESSURE PROFILE
In order to understand the forces acting in the piston-cylinder interface, it is important to
know how displacement chamber pressure changes with shaft angle. The pressure in the high
pressure port, the pressure in the low pressure port, and the displacement chamber pressure, all
plotted against shaft angle over one revolution, constitute the pressure profile of an axial piston
unit. See Kim et al. (2014) for a detailed explanation on how these pressures are calculated in
FSTI. Fig. 6.1, Fig. 6.2, and Fig. 6.3 plot the pressure profiles of three simulations, one run at
1,000 rpm, one at 3,000 rpm, and one at 5,000 rpm . All three use water as the working fluid and
are run at the P, displacement, and inlet temperature and with the minimum clearance listed
in Table 6.1. All three use the same materials: a 4032-T6 aluminum piston, a brass bushing, and
a AISI Type 304 stainless steel cylinder block. Each figure shows the high pressure of the 75 cc
unit being simulated in red, the low pressure in blue, and the displacement chamber pressure in
black, and all are plotted against shaft angle. It can be seen that even at 5,000 rpm, there are no
major pressure spikes, and so the challenges the interface has to overcome are simply a result of
the high displacement chamber pressure present over the first 180°of a shaft revolution.




Inlet Temperature °C 35.2
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Figure 6.1: Pressure profile for the simulation run at 1,000 rpm.
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Figure 6.2: Pressure profile for the simulation run at 3,000 rpm.
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Figure 6.3: Pressure profile for the simulation run at 5,000 rpm.
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7 BASELINE SIMULATIONS
The simulations presented in this chapter are “baseline” simulations: they are a yardstick for
measuring the performance of new design ideas. Two baselines have been simulated for this
purpose, both utilizing geometrical inputs pertaining to an existing 75 cc unit— which is used
for all simulation studies presented in this thesis— and both using a cylindrical piston profile.
The first simulation is the OB (“oil baseline”), which uses mineral oil as its working fluid, and the
original materials of the 75 cc unit for the piston, bushings, cylinder block and slipper. The OB
has been simulated with a wear profile on the bushing, but not on the piston (the effect of wear-
in on the piston is considered negligible). The second simulation is the WB (“water baseline”).
It uses water as a working fluid, and is simulated with the following material combination: an
aluminum piston, a brass bushing, a stainless steel cylinder block, and a bronze slipper. No wear
profiles are used for this simulation. The operating conditions and relative clearance for each
baseline are listed in Table 7.1, where relative clearance is defined as follows:
Relati ve Clearance =
(dZ −dK )
dK
per mil l (7.1)
Table 7.1: Baseline simulation inputs.
Input Units OB (Oil Baseline) WB (Water Baseline)
P bar 300 300
Speed rpm 3,000 3,000
Displacement % 100 100
Relative Clearance 1.6 per mill 0.58 per mill
Inlet Temperature °C 52.5 35.2
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Side Note: The pistons in the original 75 cc unit each contain a cavity, which is included in
the OB, but has been omitted for the WB and all other simulations in this work. The cavity is a
weight-saving measure that detracts from the rigidity of the piston, and must be removed when
the material is not stiff enough to provide sufficient structural stability in the presence of such a
cavity. This is the case for the aluminum piston of the WB.
While both baselines are presented here for comparison purposes, they do have slightly dif-
ferent functions. The OB is set up to model an existing design that is known to run at the given
operating conditions in real life. Comparing to the OB therefore means comparing to a design
that is known to be functional. The WB, on the other hand, has not been proven functional— and
it is not meant to be a target to work toward. Rather, it is a starting point: throughout this thesis,
one design modification at a time will be applied to this baseline to see how it responds.
Does increasing the value of a certain material property improve load-carrying capacity? Does
a certain micro surface shape on the piston reduce leakage? These questions can be answered by
changing the inputs of the WB to have a higher value for that material property, or to have that
certain micro surface shape on the piston, and then comparing the simulation results to those
of the original, unmodified WB simulation. Simply put: comparing to the WB means seeing
whether a certain design modification makes pump losses and load-carrying capacity “better”
or “worse.”
One good way to assess the performance of a design is to examine the fluid film thickness
(also referred to as “gap heights”) in the lubrication interface. The first four images of Fig. 7.1
show film thickness contour plots of the piston-cylinder interface at four different shaft angles
for the OB: ϕ = 45°, ϕ = 90°, ϕ = 135°, and ϕ = 270°. These contour plots make use of the xˆ− yˆ − zˆ
coordinate system. That is, the horizontal axis of the contour plots is the xˆ-axis, with its value
given in percent of the bushing length, the vertical axis is the yˆ-axis, measured in degrees from
the xK axis, and the contours give the film thickness, which is the distance from the bushing
surface to the piston surface along the zˆ-axis (see Fig. 4.4). As already explained, the xˆ − yˆ −
zˆ coordinate system is tied to the xK − yK − zK coordinate system, and since the xK − yK − zK
coordinate system rotateswith respect to the global z-axis, so does the xˆ− yˆ−zˆ coordinate system
shown in these contour plots. That is, the direction of the main component of the side load, FsK y ,
51
changes relative to both the xˆ− yˆ− zˆ and xˆ− yˆ− zˆ coordinate systems. For this reason, the piston’s
tilt and position within the film thickness contour plots changes as the shaft angle changes.
The color bar in the film thickness contour plots has been capped at 16 μm in all gap height
contour plots in order to show the lower film thicknesses in detail. The outlines of a few more
contours— at 20 μm, 40 μm, 60 μm, and 80 μm— have been marked in the dark red region to
give an idea of the film thickness distribution where it exceeds 16 μm. The focus on low film-
thicknesses derives from the concern over metal-to-metal contact. It is absolutely imperative to
avoid large regions of hard contact, because this will result in component failure. For this reason,
regions of minimum film thickness have been outlined in bright red. As mentioned earlier, “re-
gions of minimum film thickness” are regions with a film thickness of 0.1 μm or less. These are
the areas to watch because this is where contact could occur within the interface. Looking at the
gap height contour plot for ϕ = 45°, two red outlines are visible: one on the left end of the plot,
and one on the right end of the plot. The left end of the plot is the “DC end” of the lubrication
interface (the end that is adjacent to the displacement chamber). The right end of the plot is the
axially opposite end of the interface, which will be referred to as the “Case end.” In the gap height
contour plots at ϕ = 90°and ϕ = 135°, the red outlines have moved circumferentially, but are still
present. Only during the low-pressure stroke, at ϕ = 270°, do they finally disappear.
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Figure 7.1: OB film thickness.
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Where do these regions of minimum film thickness come from? Part of the answer is revealed
by the four images in Fig. 7.2. These four images are contour plots of the pressure buildup in the
piston-cylinder interface. The same coordinate system as for the gap height contour plots is used
here. The contours go up to 350 bar, as does the color bar (the simulation itself caps the pressure
at 10,000 bar, but the point of the contour plots is to see how the pressure is distributed within
the lubrication interface, not to gage how far it spikes at a particular point—and for this reason
the contour plots are capped at 350 bar). Areas with a pressure of 0.1 bar or less are outlined
in white, and the contours corresponding to a pressure of 325 bar (the displacement chamber
pressure) are outlined in black. To understand what is going on more easily, the focus will be
directed onto the contour plot corresponding to a shaft angle of ϕ = 45°. The small dark red spot
outlined in black on the right-hand side of this pressure plot is hydrodynamic pressure buildup
at the case end of the interface. The dark red spots outlined in black in the upper and lower
left-hand corners of the contour plot are hydrodynamic pressure buildup at the DC end of the
interface (these two spots are actually both part of the same region of hydrodynamic pressure
buildup at the DC end— it only looks like two separate regions because the unwrapped fluid film
is shown here).
The pressure spikes in these regions of hydrodynamic pressure buildup can be more easily
seen in Fig. 7.3, which shows a 3-D view of the pressure buildup in the fluid film at ϕ = 45°. The
information is the same as that in theϕ = 45°contour plot of Fig. 7.2, except that for this 3-D plot,
the pressure shown is capped at 10,000 bar instead of 350 bar. As already stated, the simulation
caps the pressure at 10,000 bar, so this 3-D plot shows the full extent of the calculated pressure
buildup. The color bar is still capped at 350 bar. The larger of the two pressure spikes shown is at
the DC end of the interface, and corresponds to the dark red spot in the upper left-hand corner
of the ϕ = 45°contour plot in Fig. 7.2. The smaller spike is at the case end of the interface, and
corresponds to the small dark red spot on the right edge of the ϕ = 45°contour plot in Fig. 7.2.
Even more important to note in the contour plots of Fig. 7.2, however, is the location of the
regions of very low pressure. In the upper left quarter of the ϕ = 45°pressure buildup contour
plot, a dark blue region outlined in white is visible. Since it is outlined in white, this area brings
up 0.1 bar of pressure buildup or less. At the same time, on the circumferentially opposite end of
the interface, there is a large red area generating roughly 300 bar of pressure (see the lower left
corner of the contour plot).
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Figure 7.3: OB pressure buildup at ϕ=45°in 3D.
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What happens here is that the external forces tilt the piston in the bore, as shown in Fig. 7.4,
such that displacement chamber pressure can easily spread into the piston-cylinder lubricating
interface on the DC end. In Fig. 7.4, the lubricating interface is the region within the rectangle
outlined in blue, and the movement of pressure from the displacement chamber into that in-
terface is indicated by red arrows. However, the extent to which displacement chamber pressure
can enter the interface is not circumferentially uniform. More specifically, pressure can enter the
interface where the piston tilts away from the bushing/cylinder bore, but is partially blocked by
the piston on the circumferentially opposite side. The circumferential non-uniformity of pres-
sure was already observed by Park (2008) in a study of piston grooves in an oil-lubricated piston-
cylinder interface.
The dark blue region in the upper left-hand corner of the ϕ = 45°contour plot indicates that,
at least in simulation, the region on the DC end of the interface where the piston comes closest
to the bushing is failing to counter the pressure forces imposed on it from the circumferentially
opposite side. The result is the region ofminimumfilm thickness in the upper left-hand corner of
the ϕ = 45°gap height contour plot in Fig. 7.1. Since these are the simulation results of the OB, it
is likely that in real life, there is pressure buildup in that region of minimum film thickness which
prevents metal-to-metal contact. Again, FSTI is not yet equipped to calculate pressure buildup
in regions of minimum film thickness. However, the battle between the region of hydrostatic
pressure entering from the displacement chamber and the hydrodynamic pressure spike on the
circumferentially opposite side of the DC end of the interface does exist— and in the case of a
water-lubricated interface, pressure buildup within regions of minimum film thickness may not
be enough to prevent contact.
To be more specific on that point: for the OB, regions of minimum film thickness are not a
concern because oil has a higher viscosity than water, and furthermore the viscosity of oil in-
creases significantly with pressure, allowing it to offer some load support within regions having
a film thickness of 0.1 μm or below. Moreover, since the OB is known to run in real life, there is
no question as to whether the pressure buildup within the calculated regions of minimum film
thickness is sufficient to make the interface functional or not. For the simulations run with water
as a working fluid, on the other hand, this is not the case. Regions of minimum film thickness
for such simulations indicate possible metal-to-metal contact, even if they are only as small as
those found in the OB. The load support generated within water-lubricated regions of minimum
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film thickness will not measure up to the load support that oil can generate over the same region
of minimum film thickness, and so bringing the regions of minimum film thickness for the water
simulations down to the size of the regions of minimum film thickness found in the OB simula-
tion is not enough. Sufficient load support in simulations run with water as a working fluid can
only be considered certain when there are no regions of minimum film thickness in the interface












END DC END 
Figure 7.4: Displacement chamber pressure entering the interface.
In simulation, there are three types of forces that can act on the piston:
1. External forces
2. Forces due to pressure buildup in the interface
3. Correction forces
As a reminder, correction forces are forces calculated by FSTI’s contact algorithm to prevent the
piston from penetrating the cylinder bore when the film thickness drops below a very small preset
value. They signal the possibility of contact.
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In order to quantify the load-carrying capacity of the piston-cylinder interface, the xK and
yK components of the correction forces at the two control points along the piston’s central axis
introduced in Chapter 4 will be plotted against shaft angle. Fig. 7.6 shows these correction force
components as yellow arrows on Plane A and Plane B from Fig. 4.2. The control points on which
they act are shown as blue points. To remind once more of how these control points are defined:
the first one is located where the piston’s central axis crosses what is labeled as Plane A in Fig. 4.2,
and the second one is where the axis crosses Plane B. Plane A sits on the case end of the interface,
and Plane B on the DC end of the interface. The red points in Fig. 7.6 are the intersection points
of the cylinder bore’s central axis with Plane A and Plane B. Knowing this, the parameter c1 is the
xK component of the correction force imposed on the control point in Plane B, and c2 is the yK
component of the correction force imposed on the control point in Plane B. Likewise, c3 is the
xK component of the correction force imposed on the control point in Plane A, and c4 is the yK
component of the correction force imposed on the control point in Plane A.
In Fig. 7.5, which plots the xK and yK components of the correction forces at the two control
points for the OB, the highest values are attained by c2 and c1 over the high pressure stroke. That
is, the highest correction forces are imposed on the DC end of the interface. This means that the
region near what is denoted Point B in Fig. 7.4 struggles more to prevent piston-bushing contact
than the region near Point A. For the OB, FSTI calculates that FSK y , the dominant component of
the piston side load, is opposed along the direction in which it acts at the DC end of the interface
by enough pressure buildup to counter what is coming down in terms of hydrostatic displace-
ment chamber pressure that has entered the interface plus some of the part of the external force
that the DC end of the interface must carry because of the turning moment it creates when push-

































Figure 7.5: Correction forces for the OB simulation.
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Figure 7.6: Correction force components on the two control points (in blue).
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However, not only the load-carrying capacity of the piston-cylinder interface is of consequence.
The interface’s contribution to pump losses must also be quantified appropriately. Three num-
bers convey that contribution: leakage, torque loss, and energy dissipation due to viscous flow.
These three numbers are plotted in Fig. 7.7 for the OB— and for the WB simulation as well, to
allow for comparison. (It is important to note that the losses shown are actually the sums of
the losses of all 9 piston-cylinder interfaces in the 75 cc unit.) What is immediately obvious and
somewhat striking is that the energy dissipation due to viscous flow for the WB is lower than that
of the OB. How can that be, and if this is indeed the case, why aren’t any of the big pump manu-























Losses at the Piston-Cylinder Interface 
Figure 7.7: Losses at the piston-cylinder interface for the OB and WB simulations (losses shown
are for all 9 pistons together).
The energy dissipation due to viscous flow is lower for the WB than for the OB because the
torque loss is lower for the WB than for the OB. Torque loss is strongly tied to viscous friction, and
the friction forces brought up in the WB simulation are lower than those of the OB simulation.
This can be seen by comparing Fig. 7.8 and Fig. 7.9, which plot the axial and circumferential pis-
ton friction against shaft angle for the OB and WB simulations, respectively. (Caution! The plots
use different scales). These four figures plot the axial and circumferential viscous friction forces
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imposed on the piston as a black line. The red and green lines are the poiseuille component
and couette component of those friction forces, the poiseuille component being the viscous fric-
tion associated with the pressure drop across the interface, while the couette component is the
viscous friction arising from the shearing motion between the piston and cylinder bore surfaces.
The OB exhibits a maximal axial friction couette component of roughly 45 N, while the WB
produces less than 1/3rd of that at the maximum of its total axial friction force. Likewise, the
maximum value of the OB’s circumferential friction couette component is over 5 times the max-
imum value of the total circumferential friction force for the WB. The WB’s couette components
are so much lower than those of the OB thanks to water’s low viscosity which, while putting
the unit at severe risk of catastrophic component failure on account of undermining the load-
carrying capacity of its lubrication interfaces, is lending a valuable service when it comes to
torque losses. In the realm of water-lubricated tribological interfaces, torque losses are not the
concern. Leakage is the concern.
Looking at Fig. 7.7, the discrepancy in leakage produced at the piston-cylinder interface by
the OB versus the WB is small. Why, then, is leakage the concern? The answer is that the effort
to design the interface to support the required amount of side load has a tendency to result in
an increase in leakage, as will become clear in later chapters. That is not to say that every con-
ceivable design solution with low leakage comes with poor load support— but for the WB, that
is exactly the case. Its leakage is reasonable, but its ability to support the side load is not up to
par with that of the OB. In this thesis, the OB is the cutoff point in the sense that the simulation
corresponding to a particular design has to at least excel the OB in terms of leakage and load
support in order to be considered a “good” design. This means that even if the WB’s leakage
number is considered close enough to that of the OB, its load support is not nearly satisfactory—
and it answers the question asked three paragraphs ago: water-lubricated axial piston units of
swashplate type with an operating P of 300 bar are not produced because while it is possible
to keep the associated leakage and even the overall power loss at the piston-cylinder interface
reasonable, keeping down the leakage and power loss while bringing up the necessary amount
of load support is very difficult to do.
Fig. 7.10 gives some insight into the WB’s load-carrying capacity shortcomings by plotting the
xK and yK components of the correction forces applied to the piston’s two control points against










































Figure 7.8: Axial friction (top) and circumferential friction (bottom) for the OB simulation.
roughly 40% higher than the maximum value attained by c2 for the OB! Furthermore, c1 reaches
a magnitude of nearly 4,000 N, which is around 30% higher than the OB’s maximum c1 value.
The c3 and c4 values are of course different for the OB and the WB, but that difference is much
smaller than for c1 and c2. c1 and c2 correspond to the control point at the DC end of the in-
terface, showing that the half of the interface nearest the displacement chamber has the most
trouble supporting load. In the case of the WB, FSK y is also opposed along the direction in which
it acts at the DC end of the interface by pressure buildup, but in the vicinity of ϕ=60 °, this is not
enough to counter what is coming down from the circumferentially opposite end of the interface










































Figure 7.9: Axial friction (top) and circumferential friction (bottom) for the WB simulation.
defeated by its own pressure buildup in terms of load support over a critical portion of the high-
pressure stroke, and is most certainly not capable of carrying its share of the imposed side load
during that period. The case end of the interface performs better, though not to the point of
perfection, as is evident from Fig. 7.10. One major problem at the DC end of the interface, one
minor problem at the case end of the interface— the stage is set for the first simulation study!
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Baseline Study Conclusions:
Twobaselineswere established—one representing a functional oil-lubricated interface against
whose simulation results success could be measured (the oil baseline), the other a baseline de-
sign lubricated with water which was subjected to one design modification at a time throughout
the thesis and which serves as a standard against which to measure improvement (the water
baseline). The water baseline generates a lower energy dissipation in the piston-cylinder in-
terface than the oil baseline on account of a much lower torque loss— courtesy of water’s low
viscosity. Furthermore, the leakage of the water baseline is only slightly higher than that of the
oil baseline. However, the water baseline has a major load-support problem on the DC end of
the interface over the high-pressure stroke. This load-support problem comes not only from
the portion of the external loads that the DC end of the interface must carry, but also from the
circumferentially uneven entrance of hydrostatic displacement chamber pressure into the lubri-
cation interface. The case end of the interface does not pose much of a load-support problem
































Figure 7.10: Correction forces for the WB simulation.
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Figure 7.11: WB film thickness (upper 4 images) and pressure buildup (lower 4 images).
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Figure 7.12: WB film thickness (upper 4 images) and pressure buildup (lower 4 images).
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8 CLEARANCE STUDY
Of all geometrical dimensions a piston machine can have, the nominal clearance between its
piston and the surrounding bushing or cylinder bore is easily the most crucial. This dimension is
among the foremost factors dictating leakage, which is an issue of particular importance inwater
hydraulics due to its low viscosity. The other issue of particular importance in water hydraulics—
load support— is sensitive to the clearance as well. To shed some light on this, nine simulations
have been run at the operating conditions specified in Table 8.1, each with a cylindrical piston
(no micro surface shaping), and each with a different clearance. The relative clearances used,
alongwith the corresponding simulationnames, are listed in Table 8.2. The samepiston, cylinder
block, bushing and slipper materials are used as for the water baseline.





Inlet Temperature °C 35.2
Table 8.2: Clearance study simulation names.
Relative Clearance Sim. Name
0.4 per mill Cmin0.4
0.58 per mill Cmin0.58
0.77 per mill Cmin0.77
0.97 per mill Cmin0.97
1.2 per mill Cmin1.2
1.4 per mill Cmin1.4
1.5 per mill Cmin1.5
1.7 per mill Cmin1.7
1.9 per mill Cmin1.9
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Fig. 8.1 plots the losses (leakage, torque loss, energy dissipation due to viscous flow) for all
nine pistons against the relative clearances simulated. From this graph, it is immediately obvi-
ous that leakage rises drastically with increasing relative clearance. There is no surprise here:
the greater the clearance, the more space the fluid has to slip past the piston from the displace-
ment chamber into the case, the more leakage results. The friction is a more interesting matter,
because in comparing the Cmin0.4 and Cmin1.9 simulations, the magnitude of the piston axial
friction is actually larger for the Cmin1.9 simulation than for the Cmin0.4 simulation over the
high pressure stroke. Fig. 8.2 shows this by plotting the axial friction against shaft angle for the
Cmin0.4 and Cmin1.9 simulations in black. One would expect friction to drop with increased
clearance, but this line of thought only encompasses the couette component of viscous friction,
which is shown in green in Fig. 8.2— indeed, the couette component of the axial friciton is lower
for the Cmin1.9 simulation than for the Cmin0.4 simulation over the high pressure stroke. The
poiseuille component of axial friction (the red line in Fig. 8.2), however, is much higher for the
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Figure 8.1: Losses at the piston-cylinder interface for all 9 pistons vs. relative clearance.
Similarly, the couette component of the piston circumferential friction is lower in magnitude
for the Cmin1.9 simulation than for the Cmin0.4 simulation, but the poiseuille component is
higher for the Cmin1.9 simulation over most of the high-pressure stroke. This can be seen in Fig.
8.3, which shows the piston circumferential friction for the Cmin0.4 and Cmin1.9 simulations.
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The poiseuille component of both axial and circumferential friction is dependent on the pres-
sure gradient within the interface, and the cross-sectional area over which that gradient acts (the
cross-section in question is perpendicular to the yˆ-axis for the axial friction, and perpendicular
to the xˆ-axis for the circumferential friction). The rise in the poiseuille component of axial and
circumferential friction in going from a relative clearance of 0.4 per mill to a relative clearance of
1.9 per mill is most likely associated with the change in cross-sectional area resulting from the
increase in film thickness that takes place when the relative clearance goes up.
The film thicknesses of the Cmin0.4 and Cmin1.9 simulations can be compared by examining
Fig. 8.4 (the top images pertain to the Cmin0.4 simulation, and the bottom two to the Cmin1.9
simulation). The Cmin1.9 simulation of course has larger regions with higher film thicknesses
than the Cmin0.4 simulation. However, it should also be noted that the Cmin0.4 simulation has
larger regions of minimum film thickness than the Cmin1.9 simulation. This is a consequence of
geometry. The larger the clearance, the less conformal the piston and bushing’s circumference
become, which makes the piston’s footprint smaller when it is forced up against the bushing.
Looking at the corresponding pressure buildup contour plots in Fig. 8.5, it can be seen that on
the DC end of the piston-cylinder interface (the left end of the plots), the Cmin0.4 simulation ex-
periences a high pressure buildup spanning xˆ=0°to xˆ=200°along its circumference, which pushes
the piston into the bore on the circumferentially opposite side, resulting in the large dark blue
patch in the upper left-hand corner of the pressure plots. The Cmin1.9 simulation has a lower
pressure over most of its DC end. Therefore, either the piston is being pushed into the bushing
harder for the Cmin0.4 simulation than for the Cmin1.9 simulation, or, more likely, the Cmin1.9
simulation has a higher concentration of correction forces. As can be seen from the existence of
these two possibilities, looking at film thickness and pressure buildup contour plots is not always
enough to draw conclusions.
To illustrate the content of these pressure contour plots in a more intuitive fashion, the pres-
sure in the fluid film is shown atϕ=50°, ϕ=75°, andϕ=100°for the Cmin0.4 simulation in Fig. 8.6,
and for the Cmin1.9 simulation in Fig. 8.7. Note that the color scale is cut off at 400 bar, and that
the fluid films in this type of image (throughout the thesis) are turned such that the region(s)
of minimum film thickness on the DC end of the interface at the bottom of the image. In other
words, the fluid film is oriented as shown in Fig. 2.6, except that it is rotated a little about the yˆ-
axis to show more of Q3 and Q4 than of Q1 and Q2 (this is done to make the high hydrodynamic
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pressure buildup on the DC end more visible). In the fluid films shown, the piston is moving
from left to right, which places the DC end of the interface on the right-hand side of the images,
and the case end on the left (as indicated in Fig. 8.7).
In both, Fig. 8.6 and Fig. 8.7, large red patches of high pressure buildup can be seen at the DC
(right) end of the interface. These are patches of high hydrodynamic pressure buildup, generated
primarily because the piston turns about its central axis as it travels around the shaft. In the of
the Cmin0.4 simulation, these patches are a bit larger because the clearance is smaller, which
means that the piston and bushing form a very narrow wedge and hence produce a significant
hydrodynamic pressure buildup, whereas in the Cmin1.9 simulation, the wedge is open wider,
and less hydrodynamic pressure is generated. Furthermore, because the film thicknesses are
lower in the Cmin0.4 simulation, that high hydrodynamic pressure buildup and the incoming
DC pressure do not have much space to dissipate within the interface, whereas for the Cmin1.9
simulation, there is a lot of volume between the piston and the cylinder into which the pressure
buildup can spread. Especially the region above the right end of the piston in the fluid films in
Fig. 8.6 and Fig. 8.7 is where much of the DC pressure and the pressure from the red patches can
dissipate into, and this region is clearly larger for the Cmin1.9 simulation than for the Cmin0.4
simulation. For the Cmin0.4 fluid films, this region, roughly corresponding to Q2, is shown in
light orange in the pressure plots, whereas in the Cmin1.9 simulation films, it is shown as light
yellow, which indicates that the pressure dissipates to a lesser degree in the Cmin0.4 simulation.
The advantage the Cmin1.9 simulation gets over the Cmin0.4 simulation due to this slight re-
duction in Q2 pressure is rather small. However, Q4 is able to build up quite a bit of force due
to pressure in the same direction as FSK y over the latter part of the high-pressure stroke in the
Cmin0.4 simulation. This must be the result of the Cmin0.4 simulation generating higher hydro-
dynamic pressure buildup in Q4 than the Cmin1.9 simulation. However, the Cmin1.9 simulation
also has a way to aid Q4. The larger clearance of the Cmin1.9 simulation allows more DC pres-
sure buildup to travel circumferentially around the piston, as can be seen by the fact that the
fluid films are a lighter shade of blue beneath the piston for the Cmin1.9 than for the Cmin0.4
simulations. This aids Q4. Of course, it also puts additional strain on Q1, which is attempting to
push the piston in the opposite direction in order to prevent metal-to-metal contact on the case
end of the interface.
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However, that alone does not explain the higher correction force components at the case end
of the interface for the Cmin0.4 simulation versus the Cmin1.9 simulation, which can be seen
in Fig. 8.8 (compare the green and black lines between the two graphs over the high-pressure
stroke). This comes predominantly from the combination of the Cmin0.4 simulation exhibit-
ing a higher force due to pressure buildup in Q4 pushing in the direction of FSK y from ϕ=60°to
ϕ=120°, along with higher correction forces in that quadrant pushing the piston in that same di-
rection over almost the entire ϕ=60°to ϕ=120°range. The higher force due to pressure buildup in
Q4 for the Cmin0.4 simulation is a result of hydrodynamic pressure buildup.
Clearance Study Conclusions:
A study has been conducted that takes the water baseline simulation and modifies the relative
clearance over a range of 0.4 per mill to 1.9 per mill. Leakage, and as a result, energy dissipa-
tion, were found to increase significantly over the simulated range. The simulations with relative
clearances of 0.4 per mill and 1.9 per mill were studied more closely, and it was determined that
increasing the relative clearance from 0.4 per mill to 1.9 per mill increases the load-carrying ca-
pacity of the interface at its case end. It should also be noted that using a 1.9 per mill relative
clearance offers a clear improvement over the water baseline simulation in terms of load sup-
port at the case end of the interface— however— the energy dissipation for the simulation with
a 1.9 per mill relative clearance is unacceptably high. It was also seen in the course of this study
that increasing the pressure buildup anywhere within the interface puts additional strain on the
circumferentially opposite side of the interface in terms of the required load-carrying capacity.









































































































Figure 8.3: Piston circumferential friction for the Cmin0.4 simulation (top) and the Cmin1.9 sim-
ulation (bottom).
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Figure 8.4: Film thickness for the Cmin0.4 simulation (upper images) and the Cmin1.9 simula-
tion (lower images).
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Figure 8.5: Pressure buildup for the Cmin0.4 simulation (upper images) and the Cmin1.9 simu-
lation (lower images).
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Figure 8.6: Pressure buildup in the fluid film of the Cmin0.4 simulation.
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A piston machine running with water as its working fluid must be able to cover a decent range
of speeds in order to be able to compete with units on the market that run using oil. For this
reason, it is important to understand how shaft speed affects the losses and load-carrying capac-
ity of the piston-cylinder interface. Nine simulations have been run at the operating conditions
listed in Table 9.1 with the express purpose of figuring out what shaft speed does to leakage, en-
ergy dissipation and load support. The shaft speeds simulated, along with the corresponding
simulation names, are listed in Table 9.2. Again for this simulation set, the same piston, cylinder
block, bushing and slipper materials are used as for the water baseline.




Inlet Temperature °C 35.2
Relative Clearance 0.58 per mill
Table 9.2: Speed study simulation names.











The effect that shaft speed has on leakage, torque loss, and energy dissipation can be seen in
Fig. 9.1, which plots these parameters against the simulated speed in revolutions per minute.
Torque loss and energy dissipation rise almost linearly with speed, while leakage initially drops
and then rises again, but changes very littlewith shaft speed overall. The significant rise in torque
loss with shaft speed is associated with a significant rise in the couette component of axial and
circumferential friction, as is evident from Fig. 9.2 and Fig. 9.3, which plot piston axial and the
circumferential friction, respectively, against shaft angle. The top image in both figures corre-












1000 1500 2000 2500 3000 3500 4000 4500 5000
Speed [rpm] 
Losses for No Micro Surface Shaping  





Figure 9.1: Losses at the piston-cylinder interface for all 9 pistons vs. shaft speed.
In Fig. 9.2, as in Fig. 9.3, the magnitude of the total friction rises in going from 1,000 rpm
to 5,000 rpm primarily on account of the increase in magnitude of its couette component, rep-
resented by a green line in these graphs. The couette component rises in magnitude from the
Sp1000 to the Sp5000 simulation because the speed with which the piston and bushing surfaces
move over each other increases with shaft speed. The poiseuille component of friction, shown
in red in Fig. 9.2 and Fig. 9.3 for axial and circumferential friction, respectively, changes little
between the two simulations in comparison to the couette component.
That leaves the mystery of the leakage behavior to be explained. One would expect the leakage
plotted in Fig. 9.1 to increase steadily with shaft speed, because it is easy to believe that if the
shaft spins faster, more fluid will leak over a given time span. However, this conclusion rests
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on the assumption that the amount of leakage per shaft revolution does not change with speed.
That assumption is false, as is made clear by Fig. 9.4, which plots leakage in liters per revolution
instead of liters per minute. The leakage in liters per revolution is decreasing with speed across
the 1,000 to 5,000 rpm range shown.
Fig. 9.5 shows the film thickness in the piston-cylinder interface at ϕ=45°and ϕ=90°, with
the top two contour plots corresponding to the Sp1000 simulation, and the bottom two to the
Sp5000 simulation. On the case end, the regions of minimum film thickness are slightly larger
for the Sp5000 simulation, which will block some of the flow from exiting the interface at that
speed. At the same time, however, the circumferentially opposite region with a film thickness
of at least 20 μm is larger for the Sp5000 simulation than for the Sp1000 simulation at ϕ=45°.
The slightly larger region of minimum film thickness at the case end of the interface therefore
does not entirely explain the drop in leakage. The pressure contour plots shown in Fig. 9.6 are
much more revealing. In this figure, pressure contour plots for three simulations are shown: the
Sp1000 simulation (top two images), the Sp3000 simulation (middle two images), and the Sp5000
simulation (bottom two images). The left column of contour plots corresponds toϕ=45°, and the
right one to ϕ=90°.
In comparing the pressure plots for these three simulations, it becomes obvious that as the
speed increases from 1,000 rpm to 3,000 rpm to 5,000 rpm, the (light) red region of high pressure
coming from the DC end of the interface (left-hand side of the contour plots) withdraws further
and further from the case end of the interface (right-hand side of the contour plots). The higher
the speed, the further from the case end of the interface the incoming DC pressure begins to un-
dergo a visible drop, culminating in the dark blue low-pressure patch on the right-hand side of
the contour plots. This dark blue patch is the low-pressure streak that follows the hydrodynamic
pressure buildup patch on the case end of the interface. Fig. 9.7 and Fig. 9.8, showing the pres-
sure in the fluid film for the Sp1000 and Sp5000 simulations at five different shaft angles, make
that streak easier to see. It should be noted that the orientation of these pressure plots has been
changed from that of previous ones shown such that the case end is at the top, and the DC end is
at the bottom of the image. The position of the fluid film is kept constant for all five shaft angles,
and it is the exactly the same between Fig. 9.7 and Fig. 9.8.
As the piston moves around the pump shaft, it turns about its own central axis and generates
hydrodynamic pressure buildup at its case end— this is the small red patch shown near the top
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of the fluid films in the two figures. However, as the piston turns it also drags a dark blue streak
of low pressure behind the small red spot of high hydrodynamic pressure. This is the afore-
mentioned low-pressure streak, which shows up as the dark blue low-pressure patch outlined in
white on the right-hand side of the pressure contour plots in Fig. 9.6. As can be seen from Fig.
9.7 and Fig. 9.8, the low-pressure streak is thicker for the Sp5000 simulation than for the Sp1000.
The thicker low-pressure streak forces the high pressure moving from the DC towards the case
end of the interface to drop off sooner for the Sp5000 than for the Sp1000 simulation. That, in
turn, lowers the pressures found to the left of the dark blue low-pressure patch on the case-end
of the interface outlined in white. Larger regions of lower pressure means less leakage across the
interface. Higher shaft speeds may bring higher pressures further into the interface from the DC
end, but those high pressures never make it through to the case end, and so leakage does not
increase between 1,000 rpm and 5,000 rpm at the simulated operating condition.
The larger patch of hydrodynamic pressure at the case end of the interface for 5,000 rpm is
apparently unable to compensate for the drop in incoming pressure from the DC end with re-
gards to leakage. Is it able to compensate for the presence of the thicker low-pressure streak in
terms of load-carrying capacity at the case end of the interface? Fig. 9.9, which shows the xK
and yK components of the correction forces at the two control points on the piston’s central axis
for the Sp1000, Sp3000, and Sp5000 simulations, says no. The correction forces at the case end
of the interface (the green and black lines) grow in magnitude with shaft speed. In the end, the
red patches of hydrodynamic pressure buildup seen in Fig. 9.7 and Fig. 9.8 are only thicker for
the Sp5000 simulation than for the Sp1000 simulation because the interface cannot support as
much load at the case end of the interface at 5,000 rpm as at 1,000 rpm. The decreasing ability
to support load at higher shaft speeds means the piston is pushed against the bushing harder at
that end of the interface, thus axially extending the area over which the piston and bushing are
close enough to formhydrodynamic pressure buildup, and of course the associated low-pressure
streak.
From roughly ϕ=20°to ϕ=45°, at least in the direction of FSK y , Q4 is generating more force
due to pressure buildup for the Sp5000 simulation than for the Sp1000 simulation, which creates
load-carrying problems at the case end of the interface. From about ϕ=60°to ϕ=120°, a drop of
pressure buildup in Q1 in the FSK y direction when going from 1,000 to 5,000 rpm hurts the load-
carrying capacity of the case end of the piston-cylinder interface. The stereotypical concern with
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water is over low speeds, at which hydrodynamic pressure buildup is lower, but as seen in this
chapter, the load-carrying capacity of the case end of the interface can suffer at high speeds as
well. On a more optimistic note, the DC end of the interface changes very little in terms of the
maximum magnitude of its correction forces over the range of simulated speeds, as shown in
Fig. 9.9. This part of the interface still constitutes the area of primary concern, but the 4,000
rpm increase between the Sp1000 and Sp5000 at least does not worsen its predicament. Over
the range of speeds simulated, then, high speeds mainly produce a load-support problem at the
case end of the interface, lowering the speed from 5,000 rpm to 1,000 rpm (while it does decrease
hydrodynamic pressure buildup) is not as detrimental to load support as one would expect, and
the DC end of the interface is just about equally self-destructive at either end of the simulated
speed range.
Speed Study Conclusions:
A study has been conducted that takes the water baseline simulation and modifies the shaft
speed over a range of 1,000 rpm to 5,000 rpm. It was determined that while the torque loss in-
creases with speed, the leakage, when measured in L/rev instead of L/min, actually decreases as
speed increases. It was also established that over this speed range the load-carrying capacity at
the case end of the interface is more heavily affected by the shaft speed than the DC end of the
interface, and that said load-carrying capacity decreases as speed rises. In comparison to thewa-
ter baseline, the simulation run at 1,000 rpm does better on the case end of the interface in terms
of load-carrying ability, while the simulation run at 5,000 rpm does worse there. The energy dis-
sipation at 1,000 rpm is also lower than that of the water baseline, which runs at 3,000 rpm, but
the increase in energy loss from 1,000 rpm to 5,000 rpm, while of course not advantageous, is not
forbiddingly high. Even at 5,000 rpm, the energy dissipation due to viscous friction is still below
2 kW, and the energy dissipation of the oil baseline is actually a bit above 2 kW. Speeds of up to
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Figure 9.4: Leakage at the piston-cylinder interface for all 9 pistons vs. shaft speed.
Figure 9.5: Film thickness for the Sp1000 simulation (upper images) and the Sp5000 simulation
(lower images).
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Figure 9.6: Pressure buildup for the Sp1000 simulation (top), the Sp3000 simulation (middle),
and the Sp5000 simulation (bottom).
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Figure 9.7: Pressure buildup in the fluid film for the Sp1000 simulation.









































































































Figure 9.9: Correction forces for the Sp1000 simulation (top), the Sp3000 simulation(middle),
and the Sp5000 simulation (bottom).
88










Figure 10.1: Surface shaping nomenclature.
Micro surface shaping is among the best strategies for increasing the load-carrying capacity
of low-viscosity fluids because when it comes to the weight and compactness of the unit, the
amount of fluid it can displace (prior to subtracting volumetric losses), and its maximum swash-
plate angle: micro surface shaping is absolutely uncompromising. It can deliver performance im-
provements without concession on any of those design aspects. However, surface shaping does
affect energy dissipation. For low-viscosity fluids, surface shapes that increase pressure buildup
often result in high leakage. Finding a functional design means winning the fight against both,
metal-to-metal contact and volumetric losses.
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In order to understand the simulation results that will be presented, it is important to note
the dimensions that define micro surface shaping on the components adjacent to the piston-
cylinder lubrication interface. These dimensions are shown in Fig. 10.1, and they are listed here:
1. Cmin : Minimum diametrical clearance between the piston and its cylinder bore/bushing
2. DKo : Outermost diameter of the piston, including the surface shaping
3. DBi : Innermost diameter of the bushing, including the surface shaping
4. lF : Length of the piston-cylinder interface (Ivantysyn & Ivantysynova 2003)
5. lKG : Length of the segment of the piston that can form part of the piston-cylinder lubrica-
tion interface (the piston head, for example, is not included in this because it will never be
part of the piston-cylinder lubrication interface)
The surface shaping studies that follow will show what does and does not work in terms of in-
creasing pressure buildup in Q1 and Q4, decreasing pressure buildup in Q2 and Q3, and prevent-
ing leakage from becoming excessive in the process. The materials used for all surface shaping
simulations are listed off in Table 10.1 below:
Table 10.1: Materials for surface shaping studies.
Component Material
Piston Material 4032-T6 Aluminum
Bushing Material Brass
Cylinder Block Material AISI Type 304
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Figure 11.1: The Lasaar Piston Profile (profile shown in red) (Lasaar 2003).
The “Lasaar” piston profile, shown in Fig. 11.1, was originally developed to decrease the power
loss generated at the piston-cylinder interface of axial piston units (Lasaar 2003). The piston’s
curvature confines the nominal minimum gap height to a single point along the profile, thus re-
ducing the requirement for extremely tight machining tolerances when manufacturing the pis-
ton to the axial position along its length marked out by that point. The point in question is shown
as a light blue point in Fig. 11.1 on the red profile line, 22.5 mm from the piston’s flat end. (Of
course, the most extreme tolerances corresponding to that blue point on the profile have to be
held all around the circumference of the piston— the Lasaar profile’s curvature reduces the need
for manufacturing precision axially along the piston, not circumferentially around it.) The idea
is that by allowing for less strictly kept dimensions at all points along the piston’s axis except for
the light blue point will make it easier to produce axial piston units with smaller clearances at
the piston-cylinder interface. Smaller clearances help to reduce leakage, which, in turn, reduces
power loss.
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Furthermore, the Lasaar piston profile serves to lower torque losses by cutting down on vis-
cous friction (Lasaar 2003). Lasaar himself investigated the reduction in axial viscous friction
that the profile produces by conducting a simulation study at the operating conditions shown in
Table A.1, using a 75 cc axial piston unit and a working fluid with a 30 cSt viscosity. In this study,
the curvature of the piston profile was varied while keeping a constant clearance. The results
of the study are a decrease in axial friction with increasing curvature, and an increase in leak-
age with increasing curvature. The rise in leakage, however, can be counteracted via use of the
smaller clearances that this design allows for.
Table 11.1: Operating conditions for Lasaar’s simulation study using a working fluid with a vis-





Water-lubricated piston-cylinder interfaces could well use a smaller clearance than their oil-
lubricated counterparts. Can the curvature of this Lasaar profile bring up enough hydrodynamic
pressure buildup to carry the required side load for high-pressure operation? Can it do so with a
reasonable amount of leakage? In order to investigate this, a very similar study to that described
in the preceding paragraphs has been conducted— but this time with water as the lubricant.
The operating conditions and relative clearance for this study are listed in Table A.2. It should
be noted here that the relative clearance is kept constant for all simulations conducted as part
of this particular study, and that this relative clearance is already significantly reduced from the
relative clearance corresponding to the oil baseline.
Table 11.2: Operating conditions for simulations conducted using scaled versions of the Lasaar





Inlet Temperature °C 35.2
Relative Clearance 0.58 per mill
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A total of nine simulations were run, each of them using a version of the Original Lasaar piston
profile that was scaled to achieve a certain value for the dimension CK shown in Fig. 11.1. For
the Original Lasaar piston profile, CK=8.5 μm. For clarity, the piston profiles corresponding to
the simulations conducted are plotted in Fig. 11.2, with the Original Lasaar profile in green. The
horizontal axis is the distance from the displacement chamber end of the piston, and the vertical
axis is the piston radius. Table 11.3 lists the values of CK that were simulated, along with the
name of the simulation corresponding to eachCK value.
The losses incurred at all 9 piston-cylinder interfaces of the pump are plotted against CK in
Fig. 11.3. Leakage rises nearly linearly as CK increases from 1 μm to 8.5 μm, as does energy
dissipation due to viscous friction. Torque loss, however, stays roughly constant. An increase in
leakage is usually associated with an increase in film thickness, which is to be expected when us-
ing an increasingly curved piston profile. The difference in film thickness between the RL1 and
the OL (this is the B35L profile from Lasaar Lasaar (2003)) simulations at ϕ=45°and ϕ=90°can
be seen by comparing the contour plots in Fig. 11.4. The upper two images correspond to the
RL1 simulation, which uses the flattest of the simulated piston profiles, and the lower two im-
ages correspond to the OL simulation, which uses the piston profile with the most pronounced
curvature of those simulated.
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Table 11.3: Baseline simulation inputs.



















Figure 11.2: The piston radius for the scaled Lasaar profiles simulated, plotted against distance
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Figure 11.3: Losses at the piston-cylinder interface for all 9 pistons vs. CK .
Figure 11.4: Film thickness for the RL1 simulation (upper image) and the OL (lower image).
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The most obvious change in film thickness occurs in the lower left quarter of the two left-
hand images, where the 40 μm contour moves a little further into the gap for the OL than for the
RL1 simulation. Overall, the increase in film thickness is not staggering, but it is present. The
increase in leakage from the RL1 simulation to the OL simulation (fromCK=1 μm toCK=8.5 μm)
is not staggering either, but it is not to be overlooked because the leakage of all nine simulations
conducted exceeds that of the OB, and for CK=8.5 μm, it exceeds the leakage of the OB by more
than a factor of 2.
Torque loss, on the other hand, appears to be of little concern— it barely rises with curvature.
This virtually unchanging torque loss as curvature becomes more and more pronounced is of
course a favorable result, but where does it come from? Fig. 11.5 shows the axial friction acting
on the piston, along with its poiseuille and couette components, for the RL1 and OL simulations
(for the RL1 simulation in the top image, and for the OL simulation in the bottom image). As can
be seen, for the operating conditions simulated here, the total axial friction is not significantly
altered in going fromCK=1 μm toCK=8.5 μm.
This is most likely a consequence of water’s low viscosity: because water is so much less vis-
cous than oil, the couette component of viscous friction it produces within this interface is much
lower thanwhen oil is used as a lubricant. The little bit of this couette component thatwater does
produce will not be significantly reduced by the slightly higher film thicknesses associated with
the use of the Lasaar piston profile. For much more viscous fluids, the change in film thickness
that results from using the Lasaar profile instead of a cylindrical piston can generate a more sig-
nificant change in the couette component of viscous friction.
The poiseuille component of axial friction is a little higher for the OL simulation than for the
RL1 simulation over what is roughly the second half of the high-pressure stroke, and the very
slight rise in torque loss with curvature may partly derive from this. However, the change in
poiseuille component of approximately 3N from the RL1 to the OL simulation near the end of
the high-pressure stroke is extremely small considering that the OB has a maximum total axial
friction of around 60 N. The poiseuille component of axial friction depends on the change in
pressure across the interface, which is fairly similar between the RL1 and OL simulations. This
can be seen in Fig. 11.6, which shows contour plots for pressure buildup in the piston-cylinder
interface at ϕ=45°and ϕ=90°. The top two images correspond to the RL1 simulation, and the
















































Figure 11.5: Axial viscous friction for the RL1 simulation (top) and OL simulation (bottom).
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Figure 11.6: Pressure buildup for the RL1 simulation (upper image) and the OL (lower image).
From what can be seen in these pressure plots, the difference between the RL1 and OL simu-
lations in terms of pressure buildup is small. However, the color scheme of these contour plots is
capped at 350 bar. To examine the load-carrying capacity of the piston-cylinder interface for the
RL1 versus the OL simulation more carefully, Fig. 11.7 plots the correction force components of
these two simulations. The high-pressure stroke maximums of the correction force components
at the DC end of the interface (the red and blue lines) are slightly higher for the OL simulation
than for the RL1 simulation. c3, on the other hand, is a little lower in magnitude for the OL
simulation, at least between ϕ=60°and ϕ=120°. Within this interval, both Q3 and Q4 generate a
higher force due to pressure in the same direction as FSK y for the RL1 simulation than for the OL
simulation, which helps the OL simulation at the case end of the interface.
The fact that the high-pressure stroke maxima of c1 and c2 increase in going from the RL1 sim-
ulation to the OL simulation indicates that increasing CK further in hopes of achieving better
load support at the DC end of the interface is pointless. The other end of the simulated range of
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Lasaar piston profiles does not offer much improvement either. Making the piston profile much
flatter than RL1 quickly becomes difficult from a manufacturing standpoint. A much larger jump
in load-carrying capacity is needed at the DC end of the interface for water-lubricated units that
what is achievable with the simulated set of Lasaar profiles.
Lasaar Piston Profile Study Conclusions:
A study has been conducted that takes the water baseline simulation and adds a Lasaar pro-
file on the piston. Nine different scaled versions of this profile were simulated. The RL1 and
OL simulations were studied more closely: the RL1 simulation runs with the profile that has the
least pronounced curvature out of the nine simulated, and the OL simulation runs with the pro-
file that has the most pronounced curvature. Leakage and hence energy dissipation increases
with curvature, with the energy dissipation exceeding 3 kW by the time CK=8.5 μm, which is the
curvature for the OL simulation. The oil baseline, by comparison, barely exceeds 2 kW in terms
of its energy dissipation. The case end of the interface does a little better in terms of load sup-
port for the OL than for the RL1 simulation over a large part of the high-pressure stroke, but the
main problem, which is load support at the DC end of the interface, remains unsolved by the
































































Figure 11.7: Correction forces for the RL1 simulation(top) and OL simulation (bottom).
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Figure 12.1: The axial sine wave piston profile (profile shown in red, based on patent by Ivan-
tysynova et al. (2012)).
The axial sine wave piston profile proposed in patent application EP20100759413 by Ivantys-
nova, Garrett, and Frederickson (Ivantysynova et al. (2012)) is shown in Fig. 12.1 above. Any
cross-section through the piston will yield the same sine wave along the length of its surface,
provided the cross-section is taken at a plane placed such that the zK -axis lies within it. This sine
wave shape is much more adept than the Lasaar piston profile at modifying pressure buildup
within the piston-cylinder lubrication interface in a manner favorable to its load carrying capac-
ity. However, for a low-viscosity fluid such as water, the sine wave profile demands a high price
for its service, to be paid in leakage and torque loss. Is the price worth paying? How can it be
reduced? To answer these questions, two studies will be presented here.
The first focuses on the number of waves along the length lKG , while the second examines the
effects of changing the amplitude of the sine waves (they are only microns high). All simulations
in this chapter have been run using the operating condition specified in Table 12.1. Similar stud-
ies have been undertaken by (Wondergem 2014), but with oil as working fluid and with the sole
101
objective of reducing leakage, torque loss, and power loss for an already functional unit. The goal
of the studies presented here, however, is to achieve significant leaps in load-carrying ability us-
ing this profile when the working fluid has an extremely low viscosity, and of course this leap in
load-carrying ability must be achieved without incurring excessive losses at the piston-cylinder
interface.
Table 12.1: Operating condition for simulations conducted using the axial sine wave piston pro-





Inlet Temperature °C 35.2
Relative Clearance 0.58 per mill
12.1 Wave Number Study
Table 12.2: Wave study simulation names.









Eight simulations make up the wave number study, whose abbreviated names are listed in Ta-
ble 12.2 along with the corresponding number of sine waves used along the length lKG of the
piston profile. The wave amplitude is kept at 12 μm for this study, and the relative clearance is
that listed in Table 12.1. The piston-cylinder interface losses plotted against number of waves
in the upper image of Fig. 12.12 make it immediately clear that from an efficiency perspective,
choosing a number of waves higher than 6.5 is not a good idea. Of course, the number 6.5 per-
tains to the 75 cc unit studied here. Other units may see their losses spike at a different wave
number. However, these high losses do not mean that the effect of wave number with regards to
pressure buildup in the fluid film should not be studied. On the contrary, every design brings its
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disadvantages, which can only be overcome with a thorough understanding of how that design
changes the losses and load-carrying capacity within the piston-cylinder lubrication interface.
Skipping over this understanding prevents the development of designs thatwill aid the interface’s
load-carrying capacity without such high losses. Moreover, the possibility of adjusting an exist-
ing high-loss design that establishes a sufficient load-carrying capacity to function with smaller
losses should not be disregarded. For this reason, an understanding of the axial sine wave piston
profile and the effect of wave number will be pursued here.
A fewmore important points should be noted regarding the losses versuswave number for this
profile. Firstly, the high torque loss values at 7.5 and 8.5 waves should be viewed with caution
because they come predominantly from small regions of minimum film thickness subjected to
extremely high loads. FSTI is not fully equipped to handle this, mostly because extremely high
loads on small regions of minimum film thickness of course pose the danger of component fail-
ure, and FSTI is designed to simulate units that run, not units that fail. That is, the excessive
torque losses near the right end of the plot make more of a statement about the concentration of
load within the interface than about its mechanical losses.
Secondly, the behavior of the leakage shown in Fig. 12.12 is not quite as straightforward to un-
derstand as one might assume. The leakage falls and rises between 12 and 16 L/min from 1.5 to
6.5 waves, and then shoots up to near 20 and 40 L/min for 7.5 and 8.5 waves, respectively. There
is no discernible upward or downward trend in leakage between 1.5 and 6.5 waves, which can
be seen more clearly in the bottom image of Fig. 12.2 (this is simply a zoomed-in version of the
graph above it). What should be understood here is that by changing the number of waves on
the piston, the effective starting position of the waves within the interface is also changed. One
number of waves may see the interface starting off with a sine wave valley on the case end of
the interface, while another may see it starting with a peak. Furthermore, whether the inter-
face starts off with a sine wave valley, or a peak, or a piston profile height in between those two
extremes at its case end is bound to become less and less important as the number of waves in-
creases. This “timing” of the piston profile— where the peaks and the valleys are at a given shaft
angle— will affect how the film thickness, changes with shaft angle. This will change the leak-
age, and especially if the sine wave peaks and valleys take on an unfavorable position at a shaft
angle when the piston is prone to leaking much because the forces acting on it are tilting it in a
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Figure 12.2: Losses at the piston-cylinder interface for all 9 pistons vs. number of waves.
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Figure 12.3: Film thickness for the W1.5A12 simulation (upper image) and the W8.5A12 (lower
image).
However, the number of waves in and of itself also plays a role. In order to show this, film
thickness has been plotted for the W1.5A12 simulation (1.5 sine waves) in the upper two images
of Fig. 12.3 at ϕ=45°and ϕ=90°, for the W8.5A12 simulation (8.5 sine waves) in the lower two im-
ages of Fig. 12.3, again at ϕ=45°and ϕ=90°. For the W1.5A12 simulation, there are fewer regions
of minimum film thickness than for the W8.5A12 simulation, but the area taken in by each such
region is larger for the W1.5A12 simulation than for the W8.5A12 (that is, the patches outlined
in red are larger for the W1.5A12 simulation than for the W8.5A12). The fact that the patches
of minimum film thickness are larger for the W1.5A12 simulation than for the W8.5A12 simula-
tion is simply a consequence of the piston profile’s geometry. The higher the number of waves
over the set length lsK , the sharper the sine wave peaks will be, and the sharper the sine wave
peaks are, the smaller the regions of minimum film thickness become. Do the more numerous
smaller patches of the W1.5A12 simulation constitute a larger or smaller total area of minimum
film thickness than the total area of minimum film thickness for the W8.5A12 simulation? To
105
put it more concretely: for which simulation is the area over which metal-to-metal contact may
occur the largest?
Fig. 12.4 plots the total interface area that is subject to correction forces calculated by the
contact algorithm against shaft angle. The top image corresponds to the W1.5A12 simulation,
and the bottom one to the W8.5A12 simulation. The W1.5A12 simulation does see higher areas
subjected to correction forces at certain shaft angles, especially near ϕ=50°. The W8.5A12 simu-
lation has lower peak values on the graph, but exceeds the W1.5A12 simulation in terms of area
subjected to correction forces near the middle of the high-pressure stroke. Comparing these two
graphs, the W8.5A12 simulation may appear to be the slightly better choice, but there is more to
consider.
As Wondergem (2014) points out, when the total area subjected to correction forces becomes
smaller, unless the correction forces themselves differ between the simulations, the correction
force to area ratio for a given element in the interface mesh rises. That is, the correction force be-
come more concentrated. This makes it less likely that the fluid will be able to generate enough
pressure buildup within the regions of minimum film thickness to prevent component damage.
Especially for a low-viscosity fluid like water, bringing up a significant amount of force via pres-
sure buildup over a very small area is difficult.
The concentration of the calculated correction forces can be quantified by looking at the ratio
of correction force to area on each element in the interface mesh. Fig. 12.5 plots the average
stress of all elements in the interface (black line). It also plots the average stress when only the
elements on the DC side of the interface (Q2 and Q4) are considered (the blue line), and the aver-
age stress when only elements on the case side of the interface are considered (Q1 and Q3). The
upper plot in Fig. 12.5 corresponds to the W1.5A12 simulation, and the lower plot corresponds
to the W8.5A12 simulation. Indeed, the W8.5A12 simulation sees slightly higher average stresses
over the high-pressure stroke than the W1.5A12 simulation because the regions of minimum film
thickness are smaller for the W8.5A12 simulation than for the W1.5A12 simulation.
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Figure 12.4: Interface area over which correction forces are applied for the W1.5A12 simulation
(top) and W8.5A12 simulation (bottom).
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Figure 12.5: Average stress generated by correction forces at the DC end of the interface (in blue),
the case end (in red), and over the entire interface (in black) for the W1.5A12 simu-
lation (top) and W8.5A12 simulation (bottom).
A choice must be made between using a high versus a low wave number, which in a slightly ex-
aggerated sense means choosing between having highly concentrated loads and small regions of
minimum film thickness versus having less concentrated loads and larger regions of minimum
film thickness. The best course of action is generating enough load support within the lubricat-
ing interface and making the correction forces small enough to keep tiny regions of minimum
film thickness from being a point of concern in terms of load concentration and stress on the
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material. Put more simply, having smaller regions of minimum film thickness (which generally
corresponds to more waves) is better if enough load-carrying capacity can be provided to keep
load concentration from becoming a big problem. That leaves the question of load support,
and how this is changed by using different wave numbers on the sine wave piston profile. The
answer can be drawn most easily out of a visualization of the pressure distribution within the in-
terface, plotted at several different shaft angles. Fig. 12.6 does exactly this: it shows the pressure
distribution in the fluid film between the piston and its bushing for the W1.5A12 simulation at
ϕ=50°,ϕ=75°, and ϕ=100°. (It should be noted that the color bar is capped at 400 bar for these
types of pressure plots throughout the thesis in order to better show the pressure distribution,
rather than simply the highest pressure values.)
Atϕ=50°, atϕ=75°, and atϕ=100°, the piston is in its high-pressure stroke, and in the images of
Fig. 12.6, it is moving from left to right in the fluid film shown. What can be seen in these images
is that the piston is tilted within the fluid film as shown Fig. 12.7. The fact that the piston is tilted
means that high pressure from the displacement chamber can enter the interface on its DC end.
The region where this pressure enters, in the upper right-hand corner of the fluid films shown,
roughly corresponds to the Q2 region in Fig. 12.7.On the circumferentially opposite portion of
the DC end, what is roughly Q4, the piston is pushed into the bushing. However, the constriction
of the piston (the large sine wave valley visible in all three images of Fig. 12.6) allows the pressure
to even out circumferentially. This is indicated by the dark red arrow shown on the ϕ=75°fluid
film. In this sense, the sine wave functions a little bit like the piston grooves studied by Park
(2008), which according to his simulations also decreased the circumferential pressure gradient.
Fig. 12.8 shows pressure distribution in the piston-cylinder interface at ϕ=50°,ϕ=75°, and
ϕ=100°for the W8.5A12 simulation, and here too, it can be seen that the sine wave valleys create
a circumferential channel for evening out the pressure around the piston. High pressure flows
from the upper right-hand corner of the fluid films shown downwards, as indicated by the dark
gray arrow on the ϕ=75°fluid film. The sine wave valleys form an arc beneath the piston, such as
the one outlined in red on the ϕ=75°fluid film. The pressure that travels as the gray arrow indi-
cates winds up beneath this arc, and is then able to aid Q4 in counteracting the external forces
imposed on the piston, along with the pressure buildup pushing down from Q2.
In comparing Fig. 12.6 and Fig. 12.8, it can be seen that having more waves means restricting
the pressure entering from Q2 more to the DC end of the interface. This is because the sine
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wave peaks in Fig. 12.8 are effectively blocking the pressure from the interface’s DC end from
reaching the case end. What is meant by “effectively” blocking will be explained in more detail in
a moment— first it is important to observe that when starting at the DC end in any of the three
fluid films shown in Fig. 12.8 and moving left, with every sine wave peak the pressure drops.
These pressure drops create vertical bands of color in the fluid film pressure plots of Fig. 12.8.
Fig. 12.9 has labeled these vertical color bands with numbers 1-5 for the shaft angle ϕ=50°. The
first band, at the DC end of the interface, is light orange/dark yellow, indicating a pressure of
close to 325 bar, which is displacement chamber pressure. Moving left, after the first sine wave
peak the pressure drops and the color turns light yellow. The light yellow region forms the vertical
color band labeled “2”. Moving further left, the pressure drops even more following another sine
wave peak, giving vertical color band 3 a light green hue, etc.
It should be noted here that DC pressure can very well move past the sine wave peaks shown in
Fig. 12.9 that are near the DC end of the interface. The sine wave peak that forms the left border
of vertical color band 1 does not block so much of the DC pressure pushing into the interface (it
may block the region in the sine wave valley to its left in Fig. 12.9 a bit as the piston moves to
the right into the displacement chamber). However, the sine wave peak at the right-hand edge
of vertical color band 5 does block high pressure from the DC end of the interface that is trying
to move past it and travel left into the pump case. This sine wave peak in the upper left-hand
corner of the fluid film shown is so close to the bushing surface that the pressure buildup to its
right cannot pass through. Thus, a circumferential band of low pressure is formed to the left of
this peak. This is the dark blue vertical color band 5 in Fig. 12.9. As the peak moves to the right,
towards the displacement chamber, DC pressure enters the vertical color band 5 region.
However, because the W8.5A12 simulation has many peaks, shortly after the one peak stops
blocking the case end of the interface, another one comes and blocks it. There is not enough
time in between peaks to bring the pressure in color band 5 on the case end of the interface up
to DC pressure, and as soon as it’s blocked off by a new wave peak, its pressure dissipates toward
case pressure again. For this reason, when a sine wave peak moves away from the case end, the
sine wave valley that follows it contains a low-pressure region. The DC pressure starts to bring
up the pressure in this region, but this of course takes time, especially since the sine wave valleys
dissipate the pressure a little by spreading it circumferentially around the piston. That creates
these circumferential bands of different pressures, which show up as vertical color bands in Fig.
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12.9. The sine waves are therefore effectively blocking the DC pressure from reaching the case
end— they literally block it off when they are at the case end of the interface, and the lingering
effects of that blockage create sharp pressure drops across the interface which then effectively
keep high pressure confined to the DC end of the interface.
This matters because if pressure from the DC end of the piston-cylinder interface can make
its way to what is labeled as Point A in Fig. 12.7, it can aid in preventing piston-bushing contact
at that point. If, however, most of that pressure is blocked from reaching this point by sine wave
peaks, it cannot aid the region to the same extent, which is bad news for load support in Q1. For
the W1.5A12 simulation, this is not such a problem for as long as the portion of the piston within
the lubricating interface is mostly the sine wave valley. The sine wave valley of a 1.5 wave piston
profile stretches over much more length than the valleys of a 8.5 wave piston, and although the
pressure does drop off from its DC end value a little in moving toward the case end, it is definitely
higher over most of the case end region than when 8.5 waves are used. Comparing the three
images in Fig. 12.6 to their Fig. 12.8 counterparts shows this: the region of the interface near its
left-hand edge is dark blue (at very low pressure) in Fig. 12.8, but in Fig. 12.6 there are regions of
green and lighter blue, and only a few small spots of dark blue that would indicate values close
to case pressure, which is 1 bar.
On the other hand, the profile with 1.5 waves does block the influx of pressure from the dis-
placement chamber into the DC end of the interface over a longer period of time than the profile
with 8.5 waves because its sine wave peak occupies a considerably greater portion of the pis-
ton’s length than a wave peak for an 8.5 wave profile. The fact that the peak of a 1.5 wave profile
stretches over more piston length means that it takes longer for it to exit the interface and enter
the displacement chamber, and all the time it spends near the DC end of the interface, it blocks
out displacement chamber pressure. More specifically, the piston has its largest diameter at the
sine wave peaks, and so when a peak is near the DC end of the interface, the space between the
piston and the bushing that DC pressure can pass through to enter the interface is constricted.
This effect is also present for the 8.5 wave profile, but for that profile, the sine wave peaks quickly
move off of the interface’s DC edge, and whenever there is a valley on the DC edge of the inter-
face, the space between the piston and bushing is large on that end of the gap, and DC pressure
can enter easily.
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For the 1.5 wave profile, this is more of an issue because its peak has such an extensive axial span
that it lingers in the interface’s DC entrance and thereby reduces the spread of DC pressure into
the interface.
Simultaneously, the low-pressure volume of fluid below the piston that the DC pressure can
dissipate into is larger, which also leads to an overall pressure drop in the interface. See Fig.
12.6: the piston moves from left to right into the displacement chamber, and as the sine wave
peak of the 1.5 wave profile is sitting on the DC end of the interface at ϕ=50°, and blocks out
displacement chamber pressure, the low-pressure region beneath the piston in the lower left-
hand corner of the fluid film shown is very large and drains away the little bit of DC pressure
that can enter from the right-hand side. At ϕ=75°, that space is reduced, and simultaneously
film thicknesses on the DC end are higher, allowing more pressure in, which does not dissipate
as much as before because the volume of low-pressure it enters is smaller. 25 degrees later, at
ϕ=75°, the DC end of the interface is wide open for high pressure to enter, and the fluid film
beneath the piston is very small, making it easier to pressurize using the incoming DC pressure.
Dissipating the DC pressure too quickly by having a large volume of low pressure fluid beneath
the piston means that the piston will have difficulty pushing up against the force generated by
the entering DC pressure in the upper right-hand corner of the fluid films shown.
Since the pressure fades in magnitude when moving from the DC to the case end, the pressure
in Q2 is typically highest closest to the displacement chamber, and that pressure buildup is best
counteracted if the DC pressure is allowed to move circumferentially around the piston to a lo-
cation in Q4 very close to the interface’s DC end (Q2 is roughly the upper right-hand corner of
the fluid films shown, and Q4 is in the lower right-hand corner). For the 8.5 wave piston profile,
this works out well because the peaks and valleys are so close together that even when there is a
sine wave peak right at the DC edge of the interface, there is a valley close by that creates an arc
under the piston that DC pressure can travel to and directly counteract the forces pushing the
piston into its surrounding bushing near what Fig. 12.7 denotes Point B. Fig. 12.10 outlines these
arcs close to the DC edge of the interface in black for the W8.5A12 simulation (fluid film on the
right) atϕ=50°. There is a very small arc that is right at the DC edge, and there is a second, slightly
larger arc, whose starting point is a distance sArc2 from the DC edge. For the W1.5A12 simula-
tion, whose fluid film is shown in the left-hand image of Fig. 12.10, there is also an arc outlined in
black, but its starting point is a distance sArc1 from the interface’s DC edge, and sArc1>sArc2 . Until
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the sine wave peak sitting at the DC edge of the interface for the W1.5A12 simulation moves into
the displacement chamber, it is very difficult for the interface to generate the needed load sup-
port because high pressure cannot get under the piston directly at Point B— only a little further
to the left. The closer to the lower right-hand corner of the shown fluid film the high pressure
can get, the easier it is for that pressure to push the piston off of the bushing on the DC end.
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Figure 12.8: Pressure buildup in the fluid film for the W8.5A12 simulation.
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Figure 12.9: Pressure buildup in the fluid film for the W8.5A12 simulation at ϕ=100°.
M=50° 
ݏ஺௥௖భ ݏ஺௥௖మ 
Figure 12.10: Pressure buildup in the fluid film for the W8.5A12 simulation (left image) and the
W1.5A12 simulation (right image) at ϕ=50°.
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All of this plays out as expected in the correction forces, which are graphed in Fig. 12.11. Again,
c1 and c3 are the xK components of the correction forces at the two control points on the piston
axis, and c2 and c4 are the yK components. c1 and c2 are calculated on the DC end of the lubri-
cation interface, and c3 and c4 sit on the case end. The upper graph corresponds to the W1.5A12
simulation, which shows a huge spike in c2 nearϕ=40°. As explained previously, the DC pressure
entering the interface dissipates too much when moving circumferentially around the piston
into the large low-pressure region to circumferentially even out the pressure buildup at the DC
end of the interface, the interface entrance on the DC end is small and does not let so much of
the high DC pressure in, and furthermore, the arc under which high pressure can go to push the
piston off of the bushing is unfavorably far from Point B. The peak value attained by c2 is roughly
7,000 N, which is about as much as the WB attains over the high pressure stroke. The maximum
value of c1 attained over the high pressure stroke by the W1.5A12 simulation is, notably, about
2,000 N below its WB counterpart. The high-pressure-stroke maximum of c3 is roughly the same
for both, the W1.5A12 simulation and the baseline, and that of c4 is roughly 1,000 N higher for
the W1.5A12 simulation.
The correction forces for the W8.5A12 simulation, on the other hand, see a high-pressure-
stroke maximum of only a little over 5,000 N for c2. The correction force components undergo
drastic periodic drops over the high-pressure stroke of this simulation. In the presence of a hy-
drodynamic pressure spike in Q4, this quadrant is able to counter almost all of the pressure
buildup in Q2 imposed on it in the direction of FsK y , plus the portion of the external load im-
posed on it in the direction of FsK y . Only when the hydrodynamic pressure buildup subsides
does load support drop again. The case end follows the same pattern, but because the blockage
of displacement chamber pressure from that end of the interface is so severe for this simulation,
as explained earlier, the time between hydrodynamic pressure spikes sees extremely low load
support at the case end of the interface in the direction of FsK y , which of course hampers the
ability of the case end to carry the FsK y force.
The most important difference to note between the W1.5A12 and W8.5A12 simulations is that
the discrepancy between force due to pressure buildup in Q2 and force due to pressure buildup
in Q4 in the direction of FsK y reaches a higher magnitude for the W1.5A12 simulation than for
the W8.5A12 simulation over the high-pressure stroke. However, for both, force due to pressure
buildup in Q4 in the direction of FsK y drops below the force due to pressure buildup in Q2 in that
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same direction over the high-pressure stroke, and for this reason it is worth considering mech-
anisms of bringing displacement chamber pressure into Q4 to aid with load support there. Of
course, that displacement chamber pressure will have to act in conjunction with hydrodynamic
pressure buildup in order to be able to handle the sum of pressure buildup from Q2 and part
of the external forces. Bringing hydrostatic pressure into Q4 to help with the interface’s load-
carrying capacity helps because it reduces the load that must be carried via hydrodynamic pres-
sure buildup, which is not water’s strong point. This is something to be kept in mind for studies
to be presented later.
Overall, the 5,000 N c2 maximum over the high pressure stroke for the W8.5A12 simulation
is progress in comparison to the WB simulation. It is better to have the high-pressure-stroke
maximum of c2 drop in return for higher correction forces at the case end than to have all the
correction forces concentrated in one direction at one end of the interface, but more progress
must be made. It should also be kept in mind that the W8.5A12, if it is to be used, must be
modified to bring down the associated leakage and torque loss. In short, the design is not usable




































































Table 12.3: Amplitude study simulation names.












The amplitude study consists of eleven simulations, each one run using the relative clearance
listed in Table 12.1, and an axial sine wave piston profile with 6.5 waves over the length lKG . Table
12.3 lists thewave amplitudes and corresponding abbreviated names of these simulations. Much
like in the previous section, the ability of the sine wave amplitude to modify pressure buildup in
the piston-cylinder interface should be seen with the measure of its cost in mind: Fig. 12.12 plots
leakage, torque loss, and energy dissipation due to viscous friction against wave amplitude. All
three increase significantly with wave amplitude, making the use of high-amplitude waves an
“expensive” endeavor in terms of the amount of pump efficiency sacrificed to make the unit
work with water rather than oil. However, the sine wave profile does allow for very small clear-
ances, and so within reason, the leakage can be brought down a bit further than shown here if the
clearance is cut down even more. This of course raises the question of which wave amplitude to
choose for a given unit, taking into consideration that choosing a very low wave amplitude may
raise the cost and difficulty of manufacturing, and that choosing a very high amplitude will cut
down on the unit’s efficiency, or necessitates the use of a much smaller clearance to avoid that
cut in efficiency.
Choosing from the higher end of the feasible amplitude range will result in smaller areas of low
film thickness than choosing from the lower amplitudes. To demonstrate that, Fig. 12.13 shows
four gap height contour plots: the upper two correspond to theW6.5A4 simulation, and the lower
two to the W6.5A12 simulation. The two contour plots in the left column show film thicknesses
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in the piston-cylinder interface at a shaft angle of ϕ=45°, and the two contour plots in the right
column showfilm thicknesses atϕ=90°. Clearly, the regions ofminimumfilm thickness (outlined
in red) on the left half of the plots are smaller for the W6.5A12 simulation (wave amplitude of 12
μm) than for the W6.5A4 simulation (wave amplitude of 4 μm). This explains the higher leakage
values for high-amplitude waves— higher film thicknesses, higher leakage. The smaller regions
of minimum film thickness mainly derive from the fact that sine waves with higher amplitudes
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Figure 12.12: Losses at the piston-cylinder interface for all 9 pistons vs. wave amplitude.
Fig. 12.14 shows the pressure contour plots corresponding to the gap height contour plots
in Fig. 12.13. The two on the top again correspond to the W6.5A4 simulation, and those at the
bottom to the W6.5A12 simulation. They are shown as the gap height contour plots were, at
ϕ=45°and ϕ=90°. In the lower two plots, the pressure drops in visible steps from the DC to the
case end of the gap (from left to right on the contour plot), just as it had for the W8.5A12 simu-
lation in the previous section. For the W6.5A4 simulation, however, the pressure drop is much
smoother (the pressure drop across the interface is less step-like). This is because the shallow
wave peaks of the W6.5A4 simulation do not block off the passage of pressure towards the case
edge of the interface for as long as the peaks of the W6.5A12 simulation. Fig. 12.15 and Fig.
12.16 illustrate this by showing pressure buildup in the fluid film at ϕ=50°, ϕ=75°, and ϕ=100°for
the W6.5A4 and W6.5A12 simulations, respectively. The left-hand edge of the leftmost image in
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Fig. 12.15 is tinted dark blue, because a sine wave peak in the upper left-hand corner of the fluid
film shown is blocking off pressure from moving into this region. The same goes for the left-hand
edge of the leftmost image in Fig. 12.16. 25°later, atϕ=75°, some of the dark blue region has faded
to light blue for the fluid film shown in Fig. 12.15, because now the sine wave peak has moved
away from the case edge of the interface, and the new peak that is on the verge of entering has
not gone in far enough to block off any significant amount of pressure.
In Fig. 12.16, however, the dark blue region on the left end of the fluid film has become larger
at ϕ=75°than it was at ϕ=50°. As can be seen, the peak that was very close to the bushing in the
upper left-hand corner of the fluid film atϕ=50°has not moved down enough to allow the spread
of high pressure from the region immediately to its right into the region immediately to its left.
The 4 μm amplitude sine wave peaks in Fig. 12.15 move away from the bushing wall faster than
the 12 μm amplitude sine wave peaks in Fig. 12.16. This means that when the peak finally does
move away from the bushing, the pressure in the valley that follows it is distinctly lower than its
neighboring valley on the displacement chamber side. For the 12 μm amplitude sine wave, this
difference in pressures between that the low and the high pressure valley does not disappear as
quickly as it would for the 4 μm amplitude wave because the 12 μm amplitude wave’s valleys
are deeper, and they hold a larger volume of fluid than the 4 μm amplitude wave valleys. For this
reason, the 12μm amplitude wave winds up with the steps in its pressure profile along the length
of the interface. A look back at Fig. 12.14 shows this: the vertical red bands of high pressure on
the left end of the bottom two pressure contour plots for the W6.5A12 simulation do not extend
far toward the right (toward the case end of the interface). The pressure that is transferred when
moving toward the case end is quickly dissipated circumferentially in the deep sine wave valleys,
which contain very little pressure due to being blocked off by a sine wave peak at the case end for
so long. In the two upper contour plots (for the W6.5A4 simulation), the pressure drop from one
valley to the next is less drastic. This of course means that the W6.5A4 simulation does better in
terms of load support near what Fig. 12.7 denotes Point A, because more high pressure can get
close to this point to separate the piston and bushing.
The hydrodynamic pressure buildup at the case and end of the interface differs between the
W6.5A4 and W6.5A12 simulations as well. Fig. 12.17 shows that the area over which hydrody-
namic pressure buildup takes place is larger for the W6.5A4 than for the W6.5A12 simulation.
This is because, as already stated, the W6.5A12 piston profile has a smaller footprint than the
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W6.5A4 profile. That is, the peaks of the W6.5A12 profile are sharper, and drop away from the
vicinity of the bushing where they can generate hydrodynamic pressure buildup more steeply,
making the hydrodynamic pressure patches axially shorter. However, the larger region of hydro-
dynamic pressure buildup for the W6.5A4 simulation is deceptive. Fig. 12.18 shows the same
two fluid films, but on a different pressure scale. The magnitude of the pressure buildup for the
sharper sine wave peak is higher.
The major difference between the W6.5A4 and W6.5A12 simulations simulations, however, is
the hydrodynamic pressure buildup in Q4. In the W6.5A12 simulation, this pressure buildup
peaks just after ϕ=60°, ϕ=100°, and ϕ=140°. These are the degrees at which a sine wave peak on
the piston exits the interface and enters the displacement chamber. The process of a sine wave
peak exiting the interface is illustrated using a short series of fluid film pressure plots, shown in
Fig. 12.19. In these fluid films, the displacement chamber is on the right-hand side, and the pis-
ton is moving from left to right into that displacement chamber. At ϕ=60°, Peak 1 is about to exit
the interface, and move into the displacement chamber. As it does so, the burden of supporting
the piston on the DC end of the interface falls onto Peak 2. Peak 2 falls towards the bushing,
building up high hydrodynamic pressure as the piston and bushing surfaces come very close
to each other. This can be seen when looking at the fluid film labeled ϕ=60°in Fig. 12.19. It
can also be seen in that fluid film that the sine wave valley labeled Valley 1 takes in some of the
hydrodynamic pressure generated by Peak 2. However, Valley 1 then begins to move into the dis-
placement chamber, bringing the pressure in Q4 down again until another sine wave peak exits
the DC end of the interface, and the process repeats. For the W6.5A4 simulation, high hydrody-
namic pressure builds following the exit of a sine wave peak into the displacement chamber as
well in a very similar procedure.
The main advantages of the 12 μm amplitude sine wave piston profile are that the deeper val-
leys allow the pressure to even out to a greater degree at the DC end of the interface than for
the 4 μm amplitude sine wave, and that the 12 μm amplitude waves can generate higher hy-
drodynamic pressure buildup in Q4. Specifically, in the direction of FSK y , the force due to the
hydrodynamic pressure buildup in Q4 spikes to higher values for the W6.5A12 simulation than
the W6.5A4 simulation, with the exception of the very first hydrodynamic pressure spike of the
revolution. This helps out on the DC end of the interface, as can be seen when comparing the
correction force graphs for the W6.5A4 and W6.5A12 simulations shown in Fig. 12.20. For the
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W6.5WA12 simulation, c2 has a lower maximum value over the high-pressure stroke than for the
W6.5A4 simulation, and it also drops away from that maximum value more quickly. However,
whenever the hydrodynamic pressure buildup the high-amplitude waves produce at the DC end
of the interface diminishes, load support at the DC end of the displacement chamber is low. Fur-
thermore, when the hydrodynamic pressure at the case end diminishes, load support is low as
well, especially because of the blockage of displacement chamber pressure from the case end of
the interface over extended periods of time, which diminishes the ability of the case end of the
interface to counter FSK y much more dramatically in the case of the W6.5A12 simulation than
in the case of the W6.5A4 simulation. The W6.5A4 simulation generates better load support at
the case end overall when considering the high-pressure stroke, but at the DC end it generates a
major problem in terms of load support near ϕ=50°.
Axial Sine Wave Piston Profile Study Conclusions:
A study has been conducted that takes the water baseline simulation and adds an axial sine
wave profile to the piston. A study on wave number was conducted for a wave amplitude of 12
μm, and an amplitude study was conducted for a profile with 6.5 waves. Leakage, torque loss,
and energy dissipation rise with wave amplitude when 6.5 waves are used, and an amplitude
of 4 μm already produces more energy dissipation than the oil baseline simulation. However,
having a high wave amplitude, for example 12 μm, does offer some important advantages for
load support at the DC end of the interface: it circumferentially evens out pressure buildup, and
it allows for the generation of high hydrodynamic pressure spikes that can drastically, if only
temporarily, bring down the correction forces. The drawback is that a high wave amplitude cuts
off displacement chamber pressure from reaching the case end of the interface over extended
periods of time, thus decreasing the load support there. It was also seen from this study that
a high number of waves helps in terms of creating small arcs near what is labeled as Point B
in Fig. 7.4, where displacement chamber pressure can go to aid in pushing the piston away
from the bushing at the DC end of the interface. However, the problem at the case end of the
interface prevails. The sinewave profilewith 8.5waves and a 12μmamplitude offers a significant
improvement over the water baseline in terms of load support at the DC end. In spite of the high
losses and drop of load-carrying capacity at the case end of the interface, because this design is
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capable of making such a big difference at the DC end in terms of load support, it is important to
understand its inner workings such that future designs may be developed with the advantages
and disadvantages of this design in mind.
Figure 12.13: Film thickness for the W6.5A4 simulation (upper images) and the W6.5A12 simula-
tion (lower images).
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Figure 12.14: Pressure buildup for the W6.5A4 simulation (upper images) and the W6.5A12 sim-
ulation (lower images).
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M=75° M=100° M=50° 
Figure 12.15: Pressure buildup in the fluid film for the W6.5A4 simulation.
M=50° M=75° M=100° 
Figure 12.16: Pressure buildup in the fluid film for the W6.5A12 simulation.
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M=60° 
Figure 12.17: Pressure buildup in the fluid film for the W6.5A4 simulation (left) and the W6.5A12
(right) simulation.
M=60° 
Figure 12.18: Pressure buildup in the fluid film for the W6.5A4 simulation (left) and the W6.5A12
(right) simulation (different pressure scale from previous graph).
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Figure 12.20: Correction forces for the W6.5A4 simulation (upper image) and the W6.5A12 simu-
lation (lower image).
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Figure 13.1: The composed sine wave piston profile (high-amplitude waves shown in red, low-
amplitude waves shown in blue).
In the previous chapter, it was explained that the sine wave peaks of high-amplitude waves
block a substantial amount of pressure originating at the DC end of the interface from reach-
ing the case end of the interface. Low-amplitude waves function better in this regard, because
they do not block the incoming high Q2 pressure from reaching the case end of the interface for
very long. It was also stated that sine wave piston profiles with deep wave valleys are beneficial
because they allow pressure buildup to even out between Q2 and Q4 to a great degree, which is
a good step toward preventing metal-to-metal contact at the DC end of the interface. The idea
behind the composed sine wave piston profile shown in Fig. 13.1 is to combine these favorable
attributes of high and low-amplitude sine wave piston profiles. The “composed sine wave” is a
sine wave that switches between a high and a low amplitude at its inflection points, such that
the sine wave peaks facing outward from the piston have the low amplitude, while the sine wave
valleys have the high amplitude.
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Seven simulations have been run at the operating condition specified in Table 13.1. The table
also lists the relative clearance used. All simulations have a composed sine wave piston profile
with a low wave amplitude of 4 μm. The high wave amplitude of the piston profile was varied for
these simulations— the high wave amplitudes used, along with the corresponding simulation
names, are listed in Table 13.2. Since these profiles combine high and low-amplitude sine waves,
the leakage values fall near those found in the middle of Fig. 12.12. This can be seen in Fig.
13.2, which plots leakage, torque loss and energy dissipation due to viscous flow for all nine
pistons against the high amplitude used in the composed sine wave piston profile. The energy
dissipation remains relatively low (not quite as low as the OB, but acceptably close), and the
leakage is high, but not spectacularly high. If the load-carrying capacity is decent, the leakage
can be brought down a bit more with a small reduction in clearance.
Table 13.1: Operating conditions for simulations conducted using the composed sine wave pis-





Inlet Temperature °C 35.2
Relative Clearance 0.58 per mill
Table 13.2: Composed sine wave study simulation names.
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Figure 13.2: Losses at the piston-cylinder interface for all 9 pistons vs. high wave amplitude.
Of the simple axial sine waves in the previous chapter, the W7.5A12 simulation comes closest
to the C6.5A4u12 simulation in terms of energy dissipation due to viscous flow. The C6.5A4u12
simulation is of particular interest because of the composed sine wave piston profiles simulated,
it has the deepest sine wave valleys, which means that the pressure can even out to the greatest
extent on the DC end. The W7.5A12 simulation makes for an important measure of compar-
ison, because in holding this simulation up against the C6.5A4u12 simulation, which is alike
in power loss, it can be seen whether the C6.5A4u12 profile can generate more load support
than the W7.5A12 profile for the same “cost” (cost here being the leakage and energy dissipa-
tion). If the C6.5A4u12 profile can generate more load support, its slightly more complex shape
is justifiable. To investigate this matter, the film thickness and pressure buildup of the C6.5A4u6,
C6.5A4u12, and W7.5A12 simulations are shown together in Fig. 13.3 and Fig. 13.4, respectively
at the shaft angles ϕ=45°and ϕ=90°. The top two contour plots in Fig. 13.3 and Fig. 13.4 corre-
spond to the C6.5A4u6 simulation, the middle two correspond to the C6.5A4u12 simulation, and
the bottom two correspond to the W7.5A12 simulation.
In comparing the film thickness of the C6.5A4u6 and C6.5A4u12 simulations, it can be seen
that the high wave amplitude used does not change the area taken up by regions of minimum
film thickness by very much. This is good in the sense that now the area taken up by the regions
of minimum film thickness can be controlled independently of the depth of the piston profile
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sine wave valleys (at least within a 6 to 12 μm range). This is important because if the regions of
minimum film thickness become extremely small, the correction forces calculated by the FSTI
simulations become highly concentrated. It is then unlikely that a low-viscosity fluid like water
can substitute enough pressure buildup for these correction forces in reality to prevent metal-
to-metal contact. On the other hand, if the regions of minimum film thickness are as large as
for the WB simulation, it is again very unlikely that whatever little extra load support water can
conjure there will be sufficient to keep the piston away from the bushing. With the composed
sine waves, the size of these patches can be adjusted by adjusting the low wave amplitude used,
without being forced to also change the depth of the sinewave valleys and therefore the easewith
which high pressure can pass from Q2 into Q4, and the extent to which it can aid the pressure
buildup in Q4 to counter the pressure buildup in Q2.
Another advantage of the composed sine wave is that even when the sine wave peaks are shal-
low, the deep valleys can still create a high arc under the piston at the DC end of the interface.
This can be seen from the black-and-white images of the fluid film in the piston-cylinder lubrica-
tion interface atϕ=50°for the Comp6.5A4u12 simulation (top image) and the W6.5A7 simulation
(bottom image) in Fig. 13.5. The arc formed under the piston in the lower right-hand corner
of these images can be seen clearly for the Comp6.5A4u12 simulation, but is so shallow as to
be barely visible for the W6.5A7 simulation. This means that for the Comp6.5A4u12 simulation,
more high pressure can get under the piston in that location and work to push it off of the bush-
ing there. This is also visible when comparing the pressure contour plots for the Comp6.5A4u12
simulation and W6.5A7 simulation in Fig. 13.4: looking at the upper left-hand quarter of the
ϕ=45°contour plots, it can be seen that for the Comp6.5A4u12 simulation, more pressure from
the large red region has leaked into the area between the two dark blue spots of nearly no pres-
sure than for the W6.5A7 simulation. This is a consequence of the higher arc under the piston
formed by the micro surface profile of the Comp6.5A4u12 simulation. The same is true for the
contour plots at ϕ=90°.
Otherwise, the overall pressure buildup is fairly similar between theComp6.5A4u12 andW6.5A7
simulations. This can be seen also by comparing Fig. 13.6 and Fig. 13.7, which show pressure
buildup in the fluid film for these two simulations at ϕ=50°, ϕ=75°, and ϕ=100°. The way the
pressure steps down from the DC to the case end of the interface is nearly the same for both. The
contour plots in Fig. 13.4 show that DC pressure drops off slightly less for the W6.5A7 simula-
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tion on its way to the case end, but only slightly. The big intended advantage of the composed
sine waves is that the deep sine wave valleys are complemented by shallow sine wave peaks al-
lowing for pressure buildup from the DC end of the interface to reach the case end of the inter-
face, thus helping keeping the load support on the case end from dropping as much as seen for
the W6.5A12 simulation. How helpful is this? Fig. 13.8 answers: on the case end of the inter-
face, not as much as one might think. Shown are the xK and yK components of the correction
forces at the two control points on the piston’s central axis for the C6.5A4u6 simulation (top im-
age), the C6.5A4u12 simulation (middle image), and the W6.5A7 simulation (bottom image). The
C6.5A4u12 and the W6.5A7 graphs are virtually the same. It’s not that the shallow peaks of the
C6.5A4u12 sine wave do not aid in letting pressure through to the case end of the interface—it’s
that the W6.5A7 profile, which has a smaller amplitude than the W6.5A12 profile examined in the
previous chapter, performs just as well in this regard.
The C6.5A4u6 and the C6.5A4u12 graphs differ significantly in terms of c1, and even visibly
in terms of how fast c2 drops off after reaching its high-pressure-stroke maximum. Looking at
these graphs, the C6.5A4u12 simulation appears to perform a little better on the DC end of the
interface. At the case end, the C6.5A4u12 simulation is slightly better than it was for the W6.5A12
simulation, but not nearly good enough either. The sine waves, and the composed sine waves,
can, over brief spans of time, create peaks in the pressure buildup that drastically improve load
support in that moment. However, it is difficult to get these sine waves to sustain that load sup-
port over the entire high-pressure stroke. One of the main problems remains circumferentially
evening out the incoming static pressure at the DC end, such that the hydrodynamic pressure
buildup generated by the piston at that end of the interface only has to contend with the exter-
nal forces in Q4, and not the external forces plus the DC pressure pushing down on the piston in
Q2.
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Composed Sine Wave Piston Profile Study Conclusions:
A study has been conducted that takes the water baseline simulation and adds a composed
sine wave profile to the piston. The intent of this design was to combine the advantages of high
and low-amplitude sine waves by creating an axial piston profile with deep valleys and shallow
peaks. Specifically, a composed sine wave with 12 μm valleys and 4 μm peaks was analyzed,
and in terms of both load-carrying capacity and losses the composed sine wave fails to outdo
the simulation with an axial sine wave profile with 6.5 waves and a 7 μm amplitude from the
previous chapter to the point of justifying the more complex composed sine wave design.
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Figure 13.3: Film thickness for the C6.5A4u6 simulation (upper images) and the C6.5A4u12 sim-
ulation (lower images).
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Figure 13.5: Fluid film for the C6.5A4u12 simulation (left) and the W6.5A7 simulation (right).
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M=50° M=75° M=100° 
Figure 13.6: Pressure buildup in the fluid film for the C6.5A4u4 and C6.5A4u12 simulations.
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Figure 13.8: Correction forces for the C6.5A4u6 simulation (upper image), the C6.5A4u12 simu-
lation (middle image), and W6.5A7 simulation (bottom image).
140
14 BUSHING GROOVES
In light of the previous chapter’s conclusions, this chapter introduces a design aimed at cir-
cumferentially evening out the pressure buildup at the DC end of the piston-cylinder interface. It
consists of a circumferential groove in the bushing or cylinder bore which, unlike the circumfer-
ential grooves introduced in 3, does not connect to any high-pressure source via through-holes,
channels, etc.— but rather makes use of the DC pressure that anyways enters the interface. Fig.
14.1 shows an example of what this groove can look like when implemented on a pump with
bushings inside its cylinder block bores. In this case, the groove is located on the inside of the
bushings. The upper image in Fig. 14.1 indicates this location on a cross-section of a generic ex-
ample piston machine. The lower image is the same as the upper image, except that the pistons
have been removed, and the grooves have been shaded red to make them easier to see. Fig. 14.2
shows the grooves implemented on a unit with an undercut and no bushings, in which case the
groove must be carved into the cylinder bore itself. The upper image in Fig. 14.2 again marks the
location of the groove, and the lower image makes it easier to see by removing the pistons and
highlighting the groove in red.
The top image in Fig. 14.3 has marked two of the three most critical dimensions of the groove
for the first case discussed (cylinder bores with bushings). The first critical dimension is the
width of the groove, denoted groove_w. The second is the position of the groove, denoted groove_p,
which is measured from the DC end of the lubrication interface to the DC end of the groove. It
should be noted here that the piston, even at outer dead center, must always have its flat end
within the displacement chamber, and not within the interface. More specifically, the flat end of
the piston may never enter the lubrication interface as it moves axially between outer and inner
dead center. Likewise, the edge of the piston located a distance lKG from its flat end (see Ch.??)
must never cross the edge of the groove as it moves axially between outer and inner dead center
(this is the edge where the portion of the piston that can form part of the interface ends and the
piston’s neck begins).
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The piston must obey these guidelines for two reasons. Firstly, the pressure buildup must be
allowed to even out circumferentially on the interface’s DC end in order for this surface shape to
function as intended. Secondly, the piston’s ends and edges should not fall down into the groove
because this will cause wear. These same guidelines also apply to the case of a cylinder block
with undercut, but without bushings. For this scenario, the two critical dimensions discussed
are labeled in the bottom image of Fig. 14.3. The third critical dimension, which is not labeled in
either of the images in Fig. 14.3, is the depth of the groove. FSTI assumes that the groove is deep
enough for the pressure to be uniform within it. Studies to determine the minimum required
depth to achieve this condition remain future work. The remainder of this chapter will therefore





































Figure 14.3: Groove in the bushing (top) versus in the cylinder bore (bottom), with critical di-
mensions marked in.
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The exploration of varying these two dimensions manifests itself in two studies, the first de-
voted to varying groove _w, and the second to varying groove _p. Both studies are run at the
operating condition specified in Table 14.1. The groove _w and groove _p dimensions, along
with the simulation names of the groove _w study are listed in Table 14.2. The simulation list for
the groove _p study can be found in Table 14.3. The simulations are named after the groove_w
and groove_p dimensions, both of which are expressed as a percentage of the bushing length
for the 75 cc unit being simulated. The bushing grooves are used here for the purpose of cir-
cumferentially evening out pressure at the DC end of the piston-cylinder lubrication interface
of a water-lubricated unit for the purposes of load support. In order to satisfy that purpose, the
width of the grooves has to be quite large. As will be seen, even a groove width that constitutes 18
% of the guide length is not wide enough for this purpose at the simulated operating condition.






Inlet Temperature °C 35.2
Relative Clearance 0.58 per mill
Table 14.2: groove_w simulation names.





Table 14.3: groove_p simulation names.





14.1 Groove Width Study
Fig. 14.4 plots the leakage, torque loss, and energy dissipation due to viscous flow against
groove_w for all nine piston-cylinder interfaces. As is to be expected, the leakage increases with
groove width— though not linearly. The torque loss exhibits no clear pattern (more simulations
would be needed to establish this), but there is no significant jump in magnitude until the groove
width is raised to 44 % of the bushing length, and even then it remains small. Due to the low
torque loss values, the energy dissipation is guided almost entirely by the leakage losses in terms
of its trend as groove_w increases. The energy dissipation of the Gp18w18 and Gp18w26 simula-
tions are both lower than that of the OB simulation, while the energy dissipation of the Gp18w35
and Gp18w44 simulations are above the OB simulation benchmark.
Fig. 14.5 shows the film thickness in the piston-cylinder interface at ϕ=45°for the Gp18w18,
Gp18w26, Gp18w35, Gp18w44 simulations. The vertical white stripe is the region in the interface
occupied by the groove, and the regions of minimum film thickness are outlined in red as for all
previous film thickness contour plots. Two trends are visible. First, the region of minimum film
thickness on the DC end of the interface (the left end of the contour plot— see the upper left-
hand corner) becomes progressively smaller as the width of the groove in the bushing increases.
Second, the region of minimum film thickness on the case end of the interface (lower right-hand
corner of the contour plots) increases with groove_w.
The first trend is explained by the pressure contour plots in Fig. 14.6, which correspond to the
film thickness contour plots of Fig. 14.5. As the groove width increases, the magnitude of the
pressure buildup at the DC edge of the interface circumferentially opposite the dark blue region
decreases. What starts as a dark red stripe of 325 bar or more at the lower left edge of the pressure
contour plot for the Gp18w18 simulation ends as a light red region for the Gp18w44 simulation.
The pressure buildup in this lower left region of the pressure contour plots pushes down on the
piston, and therefore contributes to running said piston into the bushing on the DC end, as
indicated by the dark blue spot of nearly no pressure buildup in the upper left-hand corner of
the pressure plots. As the pressure buildup along the lower left edge of the plots decreases in
magnitude, the region of minimum film thickness in the upper left-hand corner of the contour
plots in Fig. 14.5 shrinks.
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The second trend can also be explained using the pressure contour plots, but this is a little
more difficult to see. For this reason, Fig. 14.7 will be used here instead. What is important to see
in the pressure plots of Fig. 14.6 is that the pressure in the groove becomes lower as the groove
becomes wider. This occurs because the wider the groove becomes, the more it extends into
regions that have a low pressure in the absence of such a groove, and because the wider groove
constitutes a larger volume to be pressurized. The top image of Fig. 14.7 shows pressure buildup
in the fluid film for the Gp18w18 simulation at four different shaft angles: ϕ=60°, ϕ=80°, ϕ=100°,
and ϕ=120°. The top of the fluid film shown is the case end of the lubrication interface, and
the bottom is the DC end. The region occupied by the groove is marked by a dashed box. The
second image in Fig. 14.7 shows pressure buildup in the fluid film for the Gp18w44 simulation
in the same format.
In comparing these top two images of Fig. 14.7, it can be seen that at the case end of the inter-
face, there is a small area of high hydrodynamic pressure buildup (a red spot in these pressure
plots), followedby a blue streak of lowpressure (left of the red spot). For theGp18w44 simulation,
that streak of low pressure is thicker than for the Gp18w18 simulation. Clearly, the piston is being
pushed harder into the bushing for the Gp18w44 simulation than for the Gp18w18 simulation.
This makes sense when examining the third image of Fig. 14.7, which shows pressure buildup
in the fluid film for the Gp18w18 simulation (left fluid film shown) and the Gp18w44 simulation
(right fluid film shown) at ϕ=120°. For these pressure plots, the DC end of the interface is on the
right side of the image, and the case end is on the left. The piston is moving from left to right in
the fluid film shown, and again the location of the groove is indicated by a dashed box.
What can be seen by comparing these two pressure plots is that the pressure in the groove
is higher for the Gp18w18 simulation than for the Gp18w44 simulation. This means that the
pressure buildup that reaches the upper left-hand corner of the fluid films shown is higher in
magnitude for theGp18w18 simulation than for theGp18w44 simulation. That pressure buildup,
in conjunction with hydrodynamic pressure buildup, is responsible for pushing the piston off
of the bushing at the case end of the interface. Since this pressure is lower for the Gp18w44
simulation than for theGp18w18 simulation, the interface cannot support load aswell at the case
end of the interface for the Gp18w44 simulation as for the Gp18w18 simulation. Furthermore,
the wider the groove, the closer it comes to the case end of the interface. The closer the groove
comes to the case end of the interface, the more high pressure from the DC end of the interface
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can enter the region within the dashed red oval in the bottom image of Fig. 14.7. The pressure
within that region pushes the piston upward and into the bushing at the case end of the interface.
For these two reasons, the correction forces rise at the case end as the groove width becomes
larger. However, because the groove allows for the pressure to even out circumferentially on
the DC end of the interface, the correction forces at the DC end drop as the groove width in-
creases. This can be seen in Fig. 14.8, which shows the effect of groove width on the case and
DC ends of the interface by plotting the xK and yK components of the correction forces imposed
at the interface’s two control points for the Gp18w18 simulation (top) and the Gp18w44 simu-
lation (bottom). In going from the correction force plot of the Gp18w18 simulation to that of
the Gp18w44 simulation, the correction forces at the DC end of the interface (the red and blue
lines) drop dramatically over the high-pressure stroke. The maximum value of c2 over the high-
pressure stroke for the Gp18w44 simulation is roughly 5,000 N. This is approximately the same as
for the OB simulation, and around 2,000 N lower than for the WB simulation! The high-pressure
stroke maximum magnitude of c1 for the Gp18w44 simulation is roughly 3,000 N— also about
the same as for the OB simulation.
This is looking good because for the Gp18w44 simulation, only the correction forces at the
case end are higher for the Gp18w44 simulation than for the OB simulation. However, the cor-
rection forces at the case end for the Gp18w44 simulation do remain lower than those at the
DC end. Still, the decrease in load support at the case end must be mitigated if the increase in
load-carrying capacity at the DC end is to be taken advantage of. This is a good design to use for
three reasons. Firstly, the axial distance along the bushing over which extremely tight tolerances
have to be held is drastically reduced by the presence of the groove. This is because within the
groove, the tolerances are not so crucial and can be relaxed a little. Secondly, having the groove
on the bushing frees up the piston, which can be fitwith another surface shape— for example the
Lasaar piston profile, which, as already explained, allows for a further reduction of the clearance.
Reducing the clearance can be used to bring down leakage, which will bring down the energy
dissipation. Thirdly, the groove does not move in and out of the interface, unlike the axial sine
wave profile, for which the sine wave peaks and valleys on the piston enter and exit the inter-
face as the piston travels axially through the interface. Having the groove on the bushing means
having it in one set place throughout the shaft revolution, which makes the pressure field in the
piston-cylinder lubrication interface easier to control.
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However, the position of the groove within the guide length of the cylinder bore must be chosen




































































Energy Dissipation vs. groove_w 
(groove_p=18%) 
Figure 14.4: Losses for all 9 pistons versus groove_w.
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Figure 14.5: Film thickness for the Gp18w18 simulation (top plot), the Gp18w26 simulation (sec-
ond plot from top), the Gp18w35 simulation (third plot from top), and the Gp18w44
simulation (bottom plot).
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Figure 14.6: Pressure buildup for the Gp18w18 simulation (top plot), the Gp18w26 simulation
(second plot from top), the Gp18w35 simulation (third plot from top), and the
Gp18w44 simulation (bottom plot).
152
Groove 
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M=60° M=80° M=100° M=120° 
Groove 
Gp18w18 Gp18w44 M=120° M=120° 
Figure 14.7: Pressure buildup in the fluid film for the Gp18w18 simulation (top), the Gp18w44
































































Figure 14.8: Correction forces for the Gp18w18 simulation (top), and the Gp18w44 simulation
(bottom).
14.2 Groove Position Study
The losses generated at the piston-cylinder interface for the groove_p study simulations are
shown in Fig. 14.9. The leakage, torque loss, and energy dissipation all increase with groove_p.
The leakage increase comes from an increase in fluid film thickness, which can be seen from
the fluid film contour plots in Fig. 14.10. The top plot corresponds to the Gp18w35 simulation,
the second plot corresponds to the Gp26w35 simulation, and the bottom plot corresponds to
the Gp35w35 simulation. All three are shown at ϕ=45°. In comparing the film thickness contour
plots, it can be seen that as the groove moves toward the case end of the interface, the regions
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of minimum film thickness grow, and as a result, the regions with a film thickness above 20 μm
on the circumferentially opposite side grow as well. The more the piston gets pushed into the
bushing on one part of the interface, the larger the areas of high film thickness on the circumfer-
entially opposite side, and thus, the higher the leakage.
Why do the regions of minimum film thickness grow as groove_p increases? Fig. 14.11 ex-
plains: as the groove moves away from the DC end of the interface, it can no longer circumferen-
tially even out the pressure buildup on the DC edge of the interface, which increases the regions
of minimum film thickness there. On the case end, the problem is similar to that discussed in
the previous section. As groove_p increases, the pressure in the groove drops as it moves into
regions of lower pressure buildup than those found at the DC edge of the interface. The DC pres-
sure that can make its way toward the location of lowest pressure buildup on the case end of the
interface therefore drops in magnitude as groove_p increases, and so cannot push the piston off
of the bushing near that region as effectively. The result is a rise in c3 and c4 with an increase
in groove_p, which can be seen in comparing the correction force plots for the Gp18w18 and
Gp18w44 simulations shown in Fig. 14.12. c1 and c2 reach very similar high-pressure-stroke
maxima for both simulations, indicating that moving the groove towards the case end of the in-
terface is not helpful for load support at the DC end. Since moving the groove towards the case
end of the piston-cylinder interface is detrimental to load support there, and useless to load sup-
port at the DC end, the position of the groove be kept close as to the DC end of the interface as
possible.
Bushing Groove Profile Study Conclusions:
A study has been conducted that takes the water baseline simulation and adds a circumfer-
ential groove near the DC end of the bushing. The effect of groove width and groove position
was studied, and it was found that increasing the groove width and increasing the distance of
the groove from the displacement chamber both increase energy dissipation. However, it was
also found that a wide groove, such as that found in the Gp18w44 simulation, can significantly
improve load support at the DC end of the interface. In fact, the Gp18w44 simulation can reduce
the high-pressure-stroke maxima of the correction force components to fall roughly within the -
3,000 N to 5,000 N range, which is the same range within which the correction force components
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of the oil baseline fall over the high pressure stroke. The correction forces at the case end are
lower for the oil baseline, and the energy dissipation, specifically the leakage, is much lower for
the oil baseline than for the Gp18w44 simulation. However, further design modifications may
mitigate these problems. This design is very promising. Moving the groove towards the case
end of the interface, however, offers no advantages in terms of losses or load support, and so, as





































































Energy Dissipation vs. groove_p 
(groove_w=35%) 
Figure 14.9: Losses for all 9 pistons versus groove_p.
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Figure 14.10: Film thickness for the Gp18w35 simulation (top), the Gp26w35 simulation (mid-
dle),and the Gp35w35 simulation (bottom).
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Figure 14.11: Pressure buildup for the Gp18w35 simulation (top), the Gp26w35 simulation (mid-
































































Figure 14.12: Correction forces for the Gp18w35 simulation (top), and the Gp35w35 simulation
(bottom).
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15 INTRODUCTION TO MATERIAL STUDIES
Choosingwater as a lubricantmeans choosing newmaterials for the piston-cylinder interface—
the materials must resist surface degradation due to rust and corrosion. Furthermore, if the in-
terface is to survive, the deformation that these materials undergo due to pressure and thermal
effects must be conducive to generating high pressure buildup in Q1 and Q4. FSTI takes 5 mate-
rial properties into account:
1. Density
2. Young’s modulus
3. The coefficient of thermal expansion
4. Thermal Conductivity
5. Poisson’s ratio
The first four properties listed above have been examined in the course of four simulation
studies by taking a particular simulation setup, changing these material properties one at a time,
and examining how the property being changed affects pressure buildup and energy dissipation.
The materials used in the material studies are listed below:
Table 15.1: Materials for material studies.
Component Material
Piston Material 4032-T6 Aluminum
Bushing Material Brass
Cylinder Block Material AISI Type 304
Note: The study on density, the coefficient of thermal expansion, and thermal conductivity are
in the APPENDIX. Only the simulation study with the most significant results— the study of the
modulus of elasticity— will be examined over the course of the next chapter.
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16 MODULUS OF ELASTICITY
For this study, the four simulations have been run— all at the operating condition and with
the clearance shown in Table 16.1. However, the modulus of elasticity of the bushing and piston
have been modified from those corresponding to the materials seen in Table 15.1. Four different
combinations of piston and bushing moduli were simulated. They are listed in Table 16.2.





Inlet Temperature °C 35.2
Relative Clearance 0.58 per mill
Table 16.2: Modulus of elasticity study simulation inputs.





The losses corresponding to these simulations are shown in Fig. 16.2. As can be seen, the
simulations with the stiffest piston have the lowest losses. The EB200P200 simulation, which has
both the stiffest piston and the stiffest bushing, has the lowest losses of all. Compared to the sim-
ulation with the softest piston and bushing, the EB200P200 simulation offers a 40 % reduction in
both leakage and energy dissipation.
The leakage drops when increasing the modulus of elasticity of the piston because, as already
observed by Mizell Mizell & Ivantysynova (2014) in his comparison of using steel vs. aluminum
pistons in a 75 cc unit running with mineral oil as a working fluid, the pressure deformation
decreases as the modulus of elasticity increases. In the study presented by Mizell, the steel pis-
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tons contained a cavity while the aluminum piston did not, and of course this figures into the
resulting pressure buildup as well, but the principle holds in either case: the more deformable
piston, whether it is deformable on account of the presence of a cavity or on account of its ma-
terial properties, the more the displacement chamber pressure can push said piston against the
bushing wall, and the more leakage can get past it. For the pistons simulated here, none contain
a cavity so that the effect of the modulus of elasticity may be observed directly— and the effect
of increasing the modulus of elasticity of the piston is a significant reduction in gap heights. This
reduction can be seen in Fig.16.1, which shows the film thickness contour plots for all four sim-
ulations in Table 16.2, with the two simulations that have a piston modulus of elasticity of 50e9
Pa on the left and the two simulations that have a piston modulus of elasticity of 200e9 Pa on
the right. The red regions of high film thickness for the EB50P50 and EB200P50 simulations are
larger than those of the other two simulations, and the film thicknesses reached within them are
higher, as indicated by the presence of the 40 μm contour line in the left two plots, and its ab-
sence in the right two plots. What can also be seen from these contour plots is that the difference
between having a bushing with a modulus of elasticity of 50e9 Pa and a bushing with a modulus
of elasticity of 200e9 Pa.
Just as for the piston, the red region of high film thickness is larger for the EB50P200 simulation
than for the EB200P200 simulation. That is, the softer piston produces higher film thicknesses.
However, the difference between a simulation run with a low modulus of elasticity on the bush-
ing and one run with a high modulus of elasticity on the bushing is far smaller than the differ-
ence between two simulations run with a high and low modulus on the piston, respectively. The
piston’s modulus of elasticity produces a greater effect on the film thicknesses of the interface
than the bushing’s because the piston constitutes more material, and deforms more dramati-
cally when made of soft material than the bushing because of how it is situated within the bore
with respect to its surrounding pressure field.
The impact of the modulus of elasticity of the piston, and the sensitivity of the pressure field to
its magnitude, can be seen from Fig. 16.2, which shows pressure buildup in the fluid film for the
EP50B200 and EP200B200 simulations, both atϕ=45°. Both simulations have a bushing modulus
of elasticity of 200e9 Pa, but the piston’s modulus of elasticity for the EP50B200 simulation is a
quarter of that of the EP200B200 simulation. As can be seen, for the simulation with the higher
modulus, the piston is visibly tilted, but not visibly deformed. For the EP50B200 simulation,
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on the other hand, the high pressure coming in from the displacement chamber, which is on
the right-hand side of the images shown, has managed to push more of the piston towards the
bushing on the DC end of the interface. So much, in fact, that virtually no pressure can get under
the piston at the DC end.
This of course creates great problems in terms of load-carrying capacity on the DC end of the
interface. The case end has a similar problem, but on a smaller scale. The EP200B200 simulation,
whose piston does not sag towards the bushing on account of incoming DC pressure, fares better
because it sits on the bushing with a smaller portion of its own surface, which means that there
is more space under the piston where pressure from Q2 can travel to, which will then circumfer-
entially even out the pressure buildup in the interface to a greater degree, resulting in a higher
load-carrying capacity. The fact that the softer piston gives way to the incoming DC pressure,
increasing its influx into Q2 while simultaneously depriving it of access to a significant part of
Q4, thus creating a high pressure difference between the two quadrants, places a large load on
the DC end of the interface. The large pressure difference, in the company of a considerable side
force, quickly becomes unmanageable. Furthermore, as already mentioned, when a low mod-
ulus of elasticity is used on the piston, the film thicknesses become larger because, as can be
seen in these images quite clearly, the DC pressure takes advantage of the soft piston material to
widen its passage through the interface towards the case end. The result is more leakage.
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Figure 16.1: Film thickness for the EB50P50 simulation (top), the EB50P200 simulation (second




















Figure 16.2: Losses at the piston-cylinder interface for all nine pistons.
The same goes for a soft bushing, although by a slightly different mechanism. The high-
pressure fluid entering Q2 from the displacement chamber does not directly push the bushing
out of the way to get more space in order to transverse the interface and turn into leakage upon
reaching the case end. Instead, the fluid pushes the piston aside. In the best-case scenario, the
piston is supported by enough hydrodynamic pressure buildup to not be in contact with the
bushing, and as the DC pressure pushes the piston aside, the hydrodynamic pressure under it
pushes against the bushing and deforms it. Worst-case scenario: the hydrodynamic pressure
buildup under the piston is insufficient to separate it from the bushing, and so as the DC pres-
sure pushes on the piston, the piston directly pushes on the bushing and deforms it. In either
scenario, the bushing is deformed such as to create more space for the DC pressure to enter and
travel through the interface. In Fig. 16.4, this effect is demonstrated using the EP200B50 and
EP200B200 simulations. The fluid film of these simulations is shown at ϕ=45°, again with the
case end on the left and the displacement chamber end on the right.
Here it can be seen that the effect of the bushing’s modulus of elasticity on the pressure dis-
tribution in the piston-cylinder lubrication interface is not nearly as dramatic as the effect of
the piston’s modulus. However, the piston does push on and deform the bushing in the lower
right-hand corner of the fluid films shown— more so for the EP200B50 simulation bushing than
the EP200B200 simulation with the stiffer bushing. The greater bushing deformation of the
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EP200B200 simulation does mean more leakage because it allows the piston to move further
away from the circumferentially opposite side of the interface, where DC pressure is entering the
interface. The passage that high pressure has towards the pump case is wider, and so the inter-
face will leak more. However, the fact that the pressure field does not change much between the
two simulations means that choosing a bushing material with modulus of elasticity in mind is
not nearly as important as choosing a piston material with a careful eye on its modulus of elas-
ticity. This can be seen more concretely in Fig. 16.5, which shows the pressure contour plots
corresponding to the film thickness plots in Fig. 16.1.
The two plots on the left correspond to soft pistons (50e9 Pa for their modulus of elasticity),
and the two on the right correspond to the stiffer pistons (200e9 Pa for their modulus). The two
upper plots correspond to soft bushings (50e9 Pa for their modulus of elasticity), and the bottom
two to stiffer bushings (200e9 Pa for their modulus of elasticity). As can be seen, the difference
in pressure distribution between the plots on the left and those on the right is large. The dark
blue low-pressure region in the upper left corner of the plots shown is larger for the plots on
the left with the softer pistons than those on the right with stiffer pistons. The corresponding
region of minimum film thickness in the upper left-hand corner of the images in Fig. 16.1 is
larger for the plots on the left than those on the right as well. Moreover, it can be seen that DC
pressure can penetrate further into the interface before fading significantly in the pressure plots
on the left than those on the right. In short, pistons with a higher modulus of elasticity produce
a significantly more load-supportive pressure distribution within the interface than those with a
lower modulus. The bushing modulus on the other hand, makes little difference in comparison.
The two upper pressure plots in Fig. 16.5 are very similar to the bottom two plots, indicating that
increasing the bushing bulk modulus by a factor of four is not nearly as effective in terms of load
support as increasing the piston modulus four-fold.
The most important question here is, of course, how much impact the modulus of the piston,
or of the bushing, actually has on the calculated correction forces. This can be seen in Fig. 16.6
and Fig. 16.7, which show the xK and yK components of the correction forces calculated at the
interface’s two control points. In comparing the plots, it can be seen that while changing the
bushing modulus makes very little difference, changing the piston modulus by a factor of four
increases c2 by around 1,500 N, and c1 by about 1,000 N.
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This is very significant. In choosing the piston material for a water-lubricated unit, the modulus
of elasticity should therefore have high priority among all factors considered. It can considerably
raise the load-carrying capacity of the interface.
Modulus of Elasticity Study Conclusions:
A study has been conducted that takes the water baseline simulation and modifies the piston
and bushing moduli of elasticity. A total of four different combinations of two moduli values (50
GPa and 200 GPa) have been examined. The two simulations with the stiff piston (modulus of
elasticity=200 GPa) had a lower leakage, torque loss, and energy dissipation than the two simu-
lations run with a softer piston (modulus of elasticity=50 GPa). Making the bushing stiffer (going
from 50 GPa to 200 GPa) reduces the energy dissipation as well. This means that this design
modification comes at no “cost” in terms of additional losses incurred with its implementation.
Making the piston stiffer has a greater effect on load support than making the bushing stiffer. In
going from a piston modulus of elasticity of 50 GPa to a modulus of 200 GPa, the load-carrying
capacity of the DC end of the interface increases significantly. Of course, this improvement can
only be pushed so far, and even the simulated piston modulus of 200 GPa is not enough to com-
pletely eliminate correction forces at the DC end of the interface— in fact, it cannot even reign
the high-pressure-stroke maximum of the correction force component c2 to be lower than its OB
counterpart. However, this improvement at the DC end deriving from the use of a stiffer piston
comes without any negative repercussions at the case end of the interface. Bringing the piston
modulus of elasticity up from50GPa to 200GPa allows the load-carrying capacity to be increased
at the DC end of the interface, while reducing energy dissipation and without generating load-
support problems at the case end, making this a very worthwhile design modification for the







Figure 16.3: Pressure buildup in the fluid film at ϕ=45°for the EP50B200 and EP200B200 simula-
tions.
EP200B200 EP200B50 
Figure 16.4: Pressure buildup in the fluid film at ϕ=45°for the EP50B200 and EP200B200 simula-
tions.
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Figure 16.5: Pressure buildup for the EB50P50 simulation (top), the EB50P200 simulation (sec-







































































































































The losses and load-carrying capacity of the piston-cylinder tribological interface in an axial
piston unit in pumping mode with water as its working fluid have been examined in all due de-
tail vis-á-vis the effect of clearance, shaft speed, four different forms of micro surface shaping,
and four material properties. The merit of these design modifications was evaluated by simulat-
ing the lubrication interface of an existing 75 cc unit using the fluid structure interaction model
FSTI, which calculates the pressure buildup, film thickness, leakage, torque loss, and energy dis-
sipation (among many other parameters) of the lubrication interface over the course of one shaft
revolution.
An oil baseline was simulated— as a goal to work toward— and a water baseline was sim-
ulated, as a starting point against which design modifications could be measured. A speed and
clearance study were conducted to understand how the interface reacts to changes in those basic
two parameters. All simulations presented in these and subsequent studies were run at =300
bar, 3,000 rpm, and 100 % displacement (with the exception of the speed study, which was obvi-
ously run at various shaft speeds— but still at=300 bar and with 100% displacement). In terms
of load support, the clearance study revealed that increasing the relative clearance from 0.4 per
mill to 1.9 per mill aids load support at the case end of the interface. However, it also increases
leakage and thus energy dissipation due to viscous flow to a detrimental degree. Increasing the
shaft speed from 1,000 rpm to 5,000 rpm also increases energy dissipation— though not nearly
to the same extent as bringing the relative clearance up from 0.4 per mill to 1.9 per mill. In fact,
even the simulation run at 5,000 rpm still has a lower energy dissipation than the oil baseline.
Out of the four simulated surface shapes, only the axial sine waves, the composed sine waves,
and the bushing grooves made a significant difference in load support at the DC end of the inter-
face, which is the main problem in the water-lubricated interface. However, the composed sine
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waves did not prove useful: over the simulated high-amplitude range, they do not outperform
the simulated axial sine wave profiles to the extent they would need to in order to justify their
more complex shape. The axial sine waves and bushing grooves, on the other hand, are useful.
The leap they make can be seen when comparing their correction force components (c1, c2, c3
and c4) to those simulated for the oil baseline. While the correction force components for the
water simulations need to be much lower than those FSTI calculates for the oil baseline in or-
der for the interface to be deemed functional, getting to the level of the oil baseline in terms of
correction forces at least signifies making a significant improvement over the water baseline.
Over the high-pressure stroke, the oil baseline keeps its correction force components between
-3,000 N and 5,000 N. The axial sine wave profile with 8.5 waves and a 12 μm amplitude can
nearly get its correction forces within that range— c1 drops slightly below -3,000 N twice over the
high-pressure stroke, but c2 is brought down to roughly 5,000 N from the water baseline’s high-
pressure stroke c2 maximum of about 7,000 N. The Gp18w44 simulation, by comparison, does
manage to hold the correction force components roughly within the -3,000 N to 5,000 N range of
the oil baseline. The fact that this bushing groove manages to bring the high-pressure maxima
of the correction force components at the DC end of the interface down into the range held by
the oil baseline shows that this design offers a large load-support improvement over the water
baseline at the DC end. It is a huge jump— but that jump comes at a cost.
Both— the axial sine wave and the bushing groove discussed in the previous paragraph—
come with an unacceptably high leakage and an unacceptably high energy dissipation. The
Lasaar profiles simulated have much more reasonable losses by comparison, but their inability
to effect a substantial load support improvement renders these profiles useless for the purpose
pursued here. However, when looking towards the goal of load support in a water-lubricated
piston-cylinder interface, one should not simply cross the axial sine waves and bushing grooves
off the list of possible design modifications simply because of their high losses. Rather, it is im-
portant to understand how those profiles manage to improve load support at the DC end of the
interface, and to take that knowledge into consideration when moving forward and constructing
new designs. Both types of profiles will require additional designmodifications to be made to the
interface that bring down leakage and that keep the load support at the case end of the interface
from becoming as low as it is in the presence of these profiles.
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However, load support at the DC end of the interface is a very crucial problem, and especially
the bushing groove shows a lot of progress in this direction.
Finally, in terms of the examined material properties, the modulus of elasticity of the piston
asserted itself as the most important. It affects both the DC and case ends of the interface, and
enough to lower c1 by about 1,000 N and and c2 by about 1,500 N. The stiffest possible piston
material (the piston material with the highest modulus of elasticity) should therefore be chosen
for water-lubricated units to be run at high pressures. The piston material’s modulus of elastic-
ity, however, can only do so much: even the EB200P200 simulation could not bring down the
correction forces quite as far as needed. This indicates that combinations of different design
modifications may be the easiest way to bring the load support up to the required level. No such
combinations have been studied in this work, and it should be noted that the purpose here has
not been run an optimization for the simulated 75 cc unit. Rather, the purpose of this work has
been to lay bare all of the advantages and disadvantages that the individual design modifications
presented have to offer, and to clarify exactly where the problems in this interface come from.
Once a problem has been truly understood, its solution, if it is solvable, is inevitable.
17.2 Future Work
The present work has aimed at deeply understanding how the various design modifications
investigated change the load-carrying capacity and losses of the piston-cylinder interface of an
axial piston unit run with water as a lubricant. Getting a solid understanding of how the forces
due to pressure buildup in the interface vary in response to certain design modifications is im-
portant because a solution can be found more quickly if the problem is well-understood. How-
ever, this thorough examination of a limited number of surface profiles of course leaves much
to be explored. Even the profiles already examined still leave questions, the most important of
which is how deep the bushing grooves studied need to be in order for the pressure within them
to be roughly constant, which is what the simulations assume. There is also the question of how
the guide length affects the ability of these various profiles and many others to change the load-
carrying capacity of the interface. The results of the bushing groove study suggest that extending
the bushing length may prove helpful, because this will mean that when the pressure evens out
circumferentially, more of it remains on the DC end of the interface even if the groove is as wide
as those simulated in Chapter 14. That will improve the situation at the case end of the interface,
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which is currently suffering from trying to oppose the high pressure force coming up from Q3.
Finally, when a design has been found that is deemed perfectly functional via simulation, it is the
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Nine simulations have been run in order to study the effect of the piston’s density on pressure
buildup in the piston-cylinder interface, and on the power loss that is generated there. All nine
simulations are identical with the exception of three inputs:
1. ρ: The density of the piston
2. mK : The combined mass of one piston and one slipper
3. lsk : The distance between the center of the piston’s head and the combined center of mass
of one piston and one slipper
The three parameters above have been adjusted to correspond to nine different densities—
hence nine different simulations. All simulations in the set are run at the same operating condi-
tions and with the same relative clearance, as specified in A.1. The densities simulated are listed
in Table A.2, along with their corresponding mK and lsK . Both mK and lsK are expressed as the
percent difference between their actual value and the value they have in the WB. These values
are calculated as follows:




%Di f f erence[lsK ] =
lsK − lsK ,WB
lsK ,WB
∗100 (.2)
mK ,WB and lsK ,WB are the mK and lsK values for the WB simulation.





Relative Clearance 0.58 per mill
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Table A.2: Operating conditions for density study simulations.
Density mK lsK
[ kgm3 ] [% Difference] [% Difference] Simulation Name
1,000 -41.4 -54 D1000
2,000 -19.8 -10.2 D2000
3,000 1.85 14.9 D3000
4,000 23.47 31.3 D4000
5,000 45.10 42.7 D5000
6,000 66.71 51.2 D6000
7,000 88.34 57.8 D7000
8,000 110.0 63.0 D8000
9,000 131.6 67.2 D9000
The losses for all nine pistons corresponding to the nine simulations in Table A.2 are shown
in Fig. A.1. As can be seen, the leakage decreases slowly with density, while the torque loss
increases. The energy dissipation virtually stays the same. While the operating condition being
simulated is on the high end of the shaft speed range for the 75 cc unit being used as an example
here, density has a rather small effect in terms of these losses. However, there are units that
run much faster for which the piston density may be worth a second thought. For this case, it
should be noted that from ϕ=0°to ϕ=90°and from ϕ=270°to ϕ=360°, the force produced by the
centrifugal effect acting on the piston has a component in the same direction as FsKy , the most
dominant contributing force to the side load. This is depicted in the leftmost image of Fig. A.2,
which shows a top view of the cylinder block, with the location of the piston’s central axis marked
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Figure A.1: Losses at the piston-cylinder interface for all 9 pistons vs. piston density.
FωK , the force on the piston due to the centrifugal effect, always acts along the yK axis, pulling
the piston outward and away from the block’s central axis. FωKy , the component of FωK along
the global y-axis, points in the same direction as FsKy when the piston’s central axis is at the shaft
angle indicated by the yellow point in the leftmost image of Fig. A.2. The middle image of the
samefigure shows the piston’s central axis at a shaft angle forwhich FωKy points into the direction
opposite of FsKy . The rightmost image shows, in red, the shaft angles over which FωKy and FsKy
point into the same direction (ϕ=0°to ϕ=90°and from ϕ=270°to ϕ=360°, as already said). This is
the range of shaft angles over which FωK contributes to the side load. For the remaining shaft
angles, it opposes the side load.
The first case, when FsKy and FωKy point in the same direction, is shown in Fig. A.3 (FωKy is
shown as a green arrow). The second case, when FsKy and FωKy point in opposite directions, is
shown in Fig. A.4. From this, one could expect that fromϕ=0°toϕ=90°and fromϕ=270°toϕ=360°,
the correction forces would be highest on the case end, because the piston is being pushed to-
wards Q1 and Q2. For the other shaft angles, the piston is being pushed downward toward Q3
and Q4, as shown in Fig. A.4. One could therefore also expect that correction forces are higher
at the DC end for these shaft angles. In comparing the correction forces of the D1000 and D9000
simulations, which are shown in Fig. A.5, it can be seen that the correction forces at the case end
of the interface are indeed slightly larger in magnitude for the D9000 simulation over at least the
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first thirty degrees of the revolution simulated. It can also be seen that from ϕ=180°to roughly
ϕ=270°, c2 is visibly higher for the simulation with the higher density. However, the maximum
value of c2 is higher for theD9000 simulation than for theD1000 simulation prior toϕ=60°, which
does not fit the expectations just described.
These expectationswill not always be fulfilled—predicting the rise and fall of correction forces,
and thus load-carrying capacity, with changes in density is much more complicated than that.
The force FωKy also introduces amoment that causes the piston to tilt, and thatmoment depends
on where the piston’s center of mass is located with respect to the interface, which changes as the
piston moves in and out axially. Furthermore, as the piston is moved over by this additional FωK
force, the pressure distribution, and especially the hydrodynamic pressure buildup may change
a little, and thus the force balance will shift. Moreover,the FωK force not only has the compo-
nent in the global y-direction discussed but also a component in the global x-direction, and both
of those can influence the piston eccentricity, which can change the hydrodynamic pressure
buildup. In short, density is very difficult to control in terms of what it does to the pressure dis-
tribution. The best strategy is therefore always to decrease the density of the piston as much as
possible if the force it produces is not already negligible. For the simulation study conducted
here, a change in density from 1,000 kg/m3 to 9,000 kg/m3 makes a difference of roughly 400 N
in terms of the maximum value of c2, the highest component of the correction force. It is helpful
to cut this component of the DC correction forces down by 400 N, but as will be seen in the next
chapter, there exists another material property with a much bigger impact.
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Density Study Conclusions:
A study has been conducted that takes the water baseline simulation and varies the density
from 1000 kg/m3 to 9000 kg/m3, with the corresponding changes in mK and lsk taken into ac-
count as well of course. The change in energy dissipation generated when moving from one
end of the simulated density spectrum to the other is negligible, and the effect on load support,
which is most pronounced on the case end of the interface, is rather small as well. Furthermore,
that effect is complex and difficult to control. Density is not a good way to try and improve load
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Figure A.5: Correction forces for the D1000 simulation (top)and the D9000 simulation (bottom).
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Appendix B: Coefficient of Thermal Expansion
A short simulation study has been conducted to explore the effect of varying the thermal ex-
pansion coefficient of the piston and bushing between 10 °K−1 and 20 °K−1. The operating con-
dition used in the study is specified in Table B.1, and the piston-bushing thermal expansion co-
efficient combinations, along with their corresponding simulation names, are listed in Table B.2.
As can be seen, all possible simulations of a piston with a thermal expansion coefficient of 10
°K−1, 15 °K−1, or 20 °K−1 and a bushing with a thermal expansion coefficient of 10 °K−1, 15 °K−1,
or 20 °K−1 have been simulated. All other material properties were kept as those corresponding
to the materials listed in Table 15.1.





Inlet Temperature °C 35.2
Relative Clearance 0.58 per mill
Table B.2: Coefficient of thermal expansion coefficient study simulation names.










The losses calculated by the simulations listed in Table B.2 (for all nine pistons) are shown in
the bar graphs of Fig. B.1 and Fig. B.2. Both figures show the same data, but in Fig. B.1, the
three different colors represent the three different piston thermal expansion coefficients simu-
lated, whereas in Fig. B.2 the colors represent the three different bushing thermal expansion
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coefficients simulated. Fig. B.1 allows the effect of changing the piston’s coefficient of thermal
expansion to be seen easily by comparing the blue, gray, and green bars (the bushing thermal ex-
pansion coefficient is varied across the horizontal axis). That an increase in the piston’s thermal
expansion coefficient allows the piston to increase in size, thus narrowing the gap between the
piston and its bushing and resulting in a leakage decrease and a torque increase, is obvious. No
simulations are needed to establish that.
However, the simulations are needed to answer the question of by how much the leakage,
torque loss, and energy dissipation change when the piston’s coefficient of thermal expansion
increases from 10 to 20 °K−1. This is an important question because it establishes what level of
importance the thermal expansion coefficient assumes when choosing a piston material. Going
from 10 °K−1 to 20 °K−1 is a significant change in the thermal expansion coefficient— does it
produce a significant response? According to Fig. B.1, the piston thermal expansion coefficient
will have a tough time mitigating the high leakages produced by the sine wave simulations dis-
cussed earlier, among other examples, but when it comes to bringing the leakage down by half a
liter a minute or so it helps. That is, the piston’s coefficient of thermal expansion will not rescue
a design afflicted with major power loss problems, but it can cut the leakage down a little further
for a functional design.
The effect of changing the bushing’s coefficient of thermal expansion can be seen by compar-
ing the bars of different colors in Fig. B.2— the dark blue represents a bushing thermal expansion
coefficient of 10 °C−1, red is a bushing coefficient of 15 °K−1, and light blue is a bushing coeffi-
cient of 20 °K−1. The piston coefficient of thermal expansion is varied across the horizontal
axis. The bar graph demonstrates that changing the bushing coefficient of thermal expansion
has nearly no effect on the losses. Sure, if the inlet temperature were to be raised beyond the
35.2°C simulated, the bushing thermal expansion coefficient may begin to show a small effect—
but the impact of the piston’s thermal expansion coefficient would become more pronounced as
well. The thermal expansion coefficient of the piston will always outweigh that of the bushing in
terms of importance, simply because the piston contains more material that can expand under
thermal load than the bushing. The verdict therefore stands: choosing a bushing material with a
suitable thermal expansion coefficient is a waste of time.
189
If the coefficient of thermal expansion is to be considered in material selection at all, then for the
piston or the cylinder block (the latter of which has not been varied in this study), and with the
expectation that any reductions in leakage flow or power loss achieved by means of the piston’s
thermal expansion coefficient will be small.
Fig. B.3 and Fig. B.4 show the film thickness and pressure contour plots, respectively, for the
AlphaP10B10, AlphaP20B10, AlphaP10B20, and AlphaP20B20 simulations. These four form the
cornerpoints of the simulated coefficient range. The film thickness contour plots show that the
40 μm contour on the DC end of the interface at ϕ=45°recedes a little when the piston’s coef-
ficient of thermal expansion increases from 10 C−1 to 20 K−1. The difference is small, as are
the differences in the pressure plots of Fig. B.4. A careful look will reveal that the DC pressure
drops off a little more slowly when entering the interface for the AlphaP20B10 and AlphaP20B20
simulations, where the piston has a coefficient of thermal expansion of 20 °K−1. The subtlety of
the differences in these contour plots are explained by Fig. B.5 and Fig. B.6. Fig. B.5 shows the
thermal deformation of the part of the piston passing through the piston-cylinder interface for
the AlphaP20B20 simulation at four different shaft angles, and Fig. B.6 shows the bushing ther-
mal deformation. Both deformations remain just below 3 μm in magnitude. With the thermal
deformations this small in comparison to the film thickness, which can easily reach 40 μm, the
thermal expansion coefficients will not make much of a mark on the unit’s power loss.
In terms of load support, the thermal expansion coefficient impact of the thermal expansion
coefficient for the simulations studied here is not small— it’s negligible. Fig. B.7, Fig. B.8, Fig. B.9,
and Fig. B.10 show the xK and yK components of the correction forces at the two control points
on the piston’s central axis for the AlphaP10B10, AlphaP20B10, AlphaP10B20, and AlphaP20B20
simulations, respectively. As can be seen, they are virtually the same. c3 (the xK component of
the correction force imposed on the control point at the case end of the interface) rises slightly
when the piston’s coefficient of thermal expansion goes from 10 °K−1 to 20 °K−1, but even that
change is so small as to be barely visible on the correction force graphs. The thermal expansion
coefficient of the piston, like that of the bushing, is not a good instrument for ramping up load
support. For the operating condition simulated here it can, at best, provide some marginal im-
provement to the amount of leakage generated at the piston-cylinder interface, as a last resort
when a small improvement is desired and all other means of achieving it have been exhausted.
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One could argue that running the unit at higher temperatures would change this. However,
the interface cannot operate at much higher temperatures than those simulated here because
the higher the temperature, the higher water’s vapor pressure becomes. When that vapor pres-
sure exceeds the pressure in low-pressure regions, cavitation takes place. The subject of cavita-
tion has not been covered in this investigation— it remains future work— but it is nevertheless
an important consideration. The founder of the Danish Control Engineering Institute Erik Trost-
mann Trostmann (1996) states in his book Water Hydraulics Control Technology that water in
hydraulic circuits should be kept below 50°C as a cavitation-prevention measure. Water’s vapor
pressure at this temperature is a little above 0.1 bar. Looking at the large dark blue regions in Fig.
B.4, preventing cavitation at pressures down to nearly 0.1 bar is certainly a good idea. Some of
these regions are beyond aid in terms of temperature, and will have to have their pressures raised
via surface shaping or other interface modifications. However, there will always be a few regions
of very low pressure, even during the high-pressure stroke. For these areas, having interface tem-
peratures below 50°C is a useful safety measure. That said, the LambdaP10B10 simulation pre-
sented in the next chapter has a large region of temperatures of close to and even slightly above
50°C— and yet, the thermal piston and bushing deformations, while slightly higher than those
shown in Fig. B.5 and Fig. B.6, remain below 3 μm. As established in this chapter, thermal defor-
mations with such a low magnitude will not change the power loss by much and load-carrying
capacity next to not at all. Thus, unless the temperatures in the interface are made to be dan-
gerously high, the piston and bushing coefficients of thermal expansion are very unimportant
material properties when the piston-cylinder interface’s lubricant is water.
Note: The temperature distribution for the LambdaP10B10 simulation at ϕ=45°is shown in Fig.
B.11, with the temperature scale capped at 50°C (the scale is only capped in this figure to show
how much of the interface attains a temperature of at least 50°C, the temperature is NOT capped
at 50°C in simulation).
Coefficient of Thermal Expansion Study Conclusions:
A study has been conducted that takes the water baseline simulation and modifies the piston
and bushing coefficient of thermal expansion. Nine different combinations of piston and bush-
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ing coefficients were simulated, with coefficients between 10 K−1 and 20 K−1. Increasing the
piston’s thermal expansion coefficient from 10 K−1 to 20 K−1 can decrease energy dissipation
by a little over 0.2 kW, while increasing the bushing’s thermal expansion coefficient from 10 K−1
to 20 K−1 does not produce any significant change in energy dissipation for the simulated op-
erating condition. The change in load-carrying capacity within the simulated range of thermal
expansion coefficients at the simulated operating condition is negligible in comparison to what










































































Energy Dissipation due to Viscous Flow vs.






Figure B.1: Losses for all 9 pistons, with the colors representing the different thermal expansion










































































Energy Dissipation due to Viscous Flow vs.






Figure B.2: Losses for all 9 pistons, with the colors representing the different thermal expansion
coefficients used on the bushing.
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Figure B.3: Film thickness for the AlphaP10B10 simulation (top left), the AlphaP20B10 simulation
(top right), the AlphaP10B20 simulation (lower left), and the AlphaP20B20 simulation
(lower right).
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Figure B.4: Pressure buildup for the AlphaP10B10 simulation (top left), the AlphaP20B10 simula-
tion (top right), the AlphaP10B20 simulation (lower left), and the AlphaP20B20 simu-
lation (lower right).
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Figure B.5: Piston thermal deformation for the AlphaP20B20 simulation.


































































































































Figure B.10: Correction forces for the AlphaP20B20 simulation.
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Figure B.11: Surface temperature for the LambdaP10B10 simulation at ϕ=45°.
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Appendix C: Thermal Conductivity
In this final study, the effects of changing the piston and bushing thermal conductivities are
investigated using nine simulations, all run at the operating condition specified in Table 9.1. The
piston-bushing thermal conductivity combinations simulated are listed in Table C.2, along with
the corresponding simulation names. The losses are shown in Fig. C.1 and Fig. C.2, in the same
format as in chapter . Fig. C.1 shows that going from a thermal conductivity of 200 W/(mK) to 10
W/(mK) on the piston cannot even quite achieve a 0.3 L/min reduction in leakage. The change
in torque loss and energy dissipation with piston thermal conductivity is not overwhelmingly
useful either.





Inlet Temperature °C 35.2
Relative Clearance 0.58 per mill
Table C.2: Coefficient of thermal conductivity study simulation names.










There is a general trend of increasing leakage and torque loss as the piston’s thermal con-
ductivity increases. The increase in leakage comes from a very slight increase in film thickness,
because of course a higher thermal conductivity means that the piston undergoes slightly less
thermal expansion, thus allowing the film thickness to be a little higher than it would be if the pis-
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ton were to thermally expand to the extent that it would with a lower thermal conductivity. The
very slightly higher film thickness generated by a higher thermal conductivity can be seen in Fig.
C.3, which shows film thickness contour plots for the LambdaP10B10, LambdaP200B10, Lamb-
daP10B200, and LambdaP200B200 simulations. The LambdaP200B10 and LambdaP200B200
simulations, in which the piston has a thermal conductivity of 200 W/(mK), have a 40 μm film
thickness contour entering on the left-hand side of their plots, whereas the other two simula-
tions, for which the piston has a thermal conductivity of 10 W/(mK), do not. This indicates
a small increase in film thickness when the piston’s thermal conductivity goes from 10 to 200
W/(mK).
How the losses change with bushing thermal conductivity can be seen in Fig. C.2. From this
figure, in conjunction with Fig. C.1, it is clear that at the operating condition simulated, choosing
materials based on their thermal conductivity is not a very good way to reduce power loss— with
water as a working fluid it is far too ineffective. Fig. C.4 and Fig. C.5 help explain this by show-
ing the piston and bushing thermal deformations for the LambdaP10B10 simulation. This is the
simulation with the lowest piston and bushing thermal conductivities, which should therefore
be the most prone to temperature rise and thermal deformations. However, the piston and ther-
mal deformations are under 3 μm in magnitude, which is simply too little to create the desired
changes in loss and pressure buildup. Fig. C.6 demonstrates this last point by showing the pres-
sure buildup contour plots at ϕ=45°for the LambdaP10B10, LambdaP200B10, LambdaP10B200,
and LambdaP200B200 simulations, all of which are nearly indistinguishable. This means that
load support will not be significantly improved at the simulated operating condition by varying
the piston and/or bushing thermal conductivity.
Thermal Conductivity Study Conclusions:
A study has been conducted that takes the water baseline simulation and modifies the piston
and bushing thermal conductivities within the range of 10 W/(mK) and 200 W/(mK). Nine differ-
ent combinations of the piston and bushing thermal conductivities 10 W/(mK), 50 W/(mK), and
100 W/(mK) were simulated. At the simulated operating condition, the energy dissipation varies












































































Figure C.1: Losses for all 9 pistons, with the colors representing the different thermal conductiv-












































































Figure C.2: Losses for all 9 pistons, with the colors representing the different thermal conductiv-
ities used on the bushing.
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Figure C.3: Film thickness for the LambdaP10B10 simulation (top left), the LambdaP200B10 sim-
ulation (top right), the LambdaP10B200 simulation (lower left), and for the Lamb-
daP200B200 simulation (lower right).
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Figure C.4: Piston thermal deformation for the LambdaP10B10 simulation.
Figure C.5: Bushing thermal deformation for the LambdaP10B10 simulation.
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Figure C.6: Pressure buildup for the LambdaP10B10 simulation (top left), the LambdaP200B10
simulation (top right), the LambdaP10B200 simulation (lower left), and for the Lamb-
daP200B200 simulation (lower right).
