Generating natural questions from an image is a semantic task that requires using vision and language modalities to learn multimodal representations. Images can have multiple visual and language cues such as places, captions, and tags. In this paper, we propose a principled deep Bayesian learning framework that combines these cues to produce natural questions. We observe that with the addition of more cues and by minimizing uncertainty in the among cues, the Bayesian network becomes more confident. We propose a Minimizing Uncertainty of Mixture of Cues (MUMC), that minimizes uncertainty present in a mixture of cues experts for generating probabilistic questions. This is a Bayesian framework and the results show a remarkable similarity to natural questions as validated by a human study. We observe that with the addition of more cues and by minimizing uncertainty among the cues, the Bayesian framework becomes more confident. Ablation studies of our model indicate that a subset of cues is inferior at this task and hence the principled fusion of cues is preferred. Further, we observe that the proposed approach substantially improves over state-of-the-art benchmarks on the quantitative metrics (BLEU-n, METEOR, ROUGE, and CIDEr). Here we provide project link for Deep Bayesian VQG https: //delta-lab-iitk.github.io/BVQG/.
Introduction
The interaction of humans and automated systems is an essential and increasingly active area of research. One such aspect is based on vision and language-based interaction. This area has seen many works related to visual question answering [1] and visual dialog [11] . Current dialog systems as evaluated in [9] show that when trained between bots, AI-AI dialog systems show improved performance, but that does not translate to actual improvement for Human-AI dialog. This is because, the questions generated by bots are not natural and therefore do not translate to improved human dialog. Therefore it is imperative that improvement in the quality of questions will enable dialog agents to perform well in human interactions. Further, in [20] the au- Figure 1 . Here we give an overview of our network. We have three experts which provide us with information (advice) related to different cues. These are shown as Place Expert, Caption Expert and Tag Expert respectively. Then we have a moderator which weighs these advices and passes the resultant embedding to the decoder to generate natural question. thors show that unanswered questions can be used for improving VQA, Image captioning and Object Classification. So the generation of natural questions will further improve performance on these tasks. While not as well studied as the other tasks of answering questions or carrying a conversation, there has been work aimed at generating natural and engaging questions from an image [38, 23] which is the VQG task. The underlying principle for all these methods is an encoder-decoder formulation. We argue that there are underlying cues that motivate a natural question about an image. It is essential to incorporate these cues while generating questions. For each image, there may be a different underlying cue that is most pertinent. For some images, the place may be important ('Is it a cowshed?') whereas for others the subject and verb may provide more context ('Are the horses running?'). Our work solves this problem by using a principled approach for multimodal fusion by using a mixture of experts (MoE) model to combine these cues. We hypothesize that the joint distribution posterior based on the cues correlates with natural semantic questions.
To verify our hypothesis, we systematically consider ap-proaches to extract and combine descriptors from an image and its caption. We argue that some of the critical descriptors that could provide useful context are: a) Location description, b) Subject and Verb level description and c) Caption level description.
• Location description: For certain kinds of images that involve locations such as train-stations or bus-stations, the context is dominated by location. For instance, natural questions may relate to a bus or a train and hence could be more related to the destination or time related information. In such scenarios, other cues may be secondary cues. In our work, we obtain a posterior probability distribution that captures the probability of the location cue by training a Bayesian deep CNN.
• Subject and Verb level description: In certain images, the main context may relate to the subject and verb (for instance, food and eating). In such cases, subject-verb combinations dominate the context. Given an image we obtain a posterior probability distribution over the set of tags.
• Caption: For a set of natural questions, an important context could be obtained from an image caption. We can now use state-of-the-art image captioners to generate descriptive captions of an image, which is useful information for generating questions pertinent to the same image. We use this information by obtaining a posterior distribution on the caption generator.
We show the GradCAM [46] visualisations for the questions generated on the basis of single and multiple cues in Figure 2 . We see that the model focuses on different regions when provided single cues (Place and Caption in the second and third image in Figure 2 ) and asks poor questions, but when we provide both the Place and Caption cues to the model, it focuses on correct regions which results in sensible question. So incorporating multiple cues through a principled approach in our model should lead to more natural questions. We combine these distributions (cues) to estimate latent distributions which are then mixed through a moderator network and used by a decoder module to generate questions. On obtaining these distributions, we then obtain the combination of the cues that provides us with a combined latent distribution that is used by a decoder module that generates the question. The approach is illustrated in figure 1 . The main aspect that we focus on this paper is to investigate a number of cues that can provide us with the necessary semantic correlation that can guide generation of natural questions and the ways in which these cues can be combined. The contributions of this paper are as follows:
• We provide Bayesian methods for obtaining posterior distributions by considering the advice of various experts that capture different cues embedding and aid in generating more natural questions.
• We propose a method to capturing and minimizing uncertainty (aleatoric and epistemic) in question generation task.
• We show that by Minimizing Uncertainty in Multiple Cues (MUMC) method with the help of Gaussian cross-entropy and variance minimizing loss, improves the score.
• We also analyze the different ablations of our model and show that while each of these cues does affect the generation, a probabilistic combination of these improves the generation in a statistically significant way.
Related Work
The task of automatically generating questions is well studied in the NLP community, but it has been relatively less explored for generating image related questions. On the other hand, there has been extensive work done in the Vision and Language domain for solving image captioning [6, 15, 30, 48, 56, 25, 57, 14, 10, 24, 58] , Visual Question Answering (VQA) [37, 33, 1, 45, 34, 41, 16, 60, 28, 44] and Visual Dialog [11, 2, 54, 55, 61] . However, Visual Question Generation (VQG) is the task aimed at generating 'natural and engaging' questions for an image and was proposed by Mostafazadeh et al. [38] . It focuses more on questions which are interesting for a person to answer and not on those which can be answered simply by looking at the image and hence could be used to evaluate a computer vision model. One of the works in this area is [59] where the authors proposed a method for continuously generating questions from an image and subsequently answering the questions being generated. In [38] , the authors used an encoder-decoder based framework that has been further adopted in our work by considering various contexts. In [23] , the authors extend it by using a Variational Autoencoder based sequential routine to obtain natural questions by performing sampling of the latent variable. In a very recent work by [43] , the authors use an exemplar based multimodal encoder-decoder approach to generate natural questions. Our work extends our previous work [43] by proposing a deep Bayesian multimodal network that can generate multiple questions for an image. It has been shown that for small datasets, Bayesian Neural Networks [17] are robust to overfitting and weights are easily learned. The earliest works in Bayesian Neural networks by [39, 40, 35, 12, 13, 51, 8] focused on the idea that model weights come from a random distribution and tried to approximate the posterior distribution of the weights given the data. To approximate the intractable posterior distribution, variational inference is one of the existing approaches introduced by [22, 5, 21, 7] . Gaussian distribution is a popular choice for the variational distribution, but it is computationally expensive [7] . This can be overcome by using a Bernoulli distribution which we also use in our work. There has been some recent work which applies these concepts to CNNs [17] (Bayesian CNN) and LSTMs [19] (Bayesian LSTM) for obtaining probabilistic representations of images and sequential data respectively. These methods show that using Dropout [49] training in deep neural networks (DNN) can be interpreted as an approximate Bayesian inference in deep Gaussian processes and can be used to represent uncertainty in DNNs. Recently Kurmi et al. [31] has proposed a method to minimise uncertainty in source and target domain and Patro et al. [44] has proposed an gradient based method to minimise uncertainty in the attention regions for solving VQA task. To the best of our knowledge, the usage of Bayesian fusion of cues for end-to-end inference setting has not been considered previously for a deep learning setting. Having a principled approach for fusing multiple cues will be beneficial even in other settings such as autonomous robots, cars, etc. We compare our work with the some related works for question generation in the experimental section and show that considering different contexts and combining them using a product of experts setup can improve the task of natural question generation.
Method
We adopt a generation framework that uses an image embedding combined with various cues namely, place, caption and tag embeddings to generate natural questions. We propose a Multi Cue Bayesian Moderator Network (MC-BMN) to generate questions based on a given image.
Finding Cues
As location is one of an important cue, we used different scene semantic categories present in the image as a placebased cue to generate natural questions. We use pre-trained PlaceCNN [64] which is modeled to classify 365 types of scene categories. Captions also play a significant role in providing semantic meaning for the questions for an image. Tags provide information relevant to various topics in an image. We are using parts-of-speech (POS) tagging for captions to obtain these. The tags are clustered into three categories namely, Noun tag, Verb tag and Question tags. Noun tag consists of all the noun & pronouns present in the caption, and similarly, the Verb tag includes verb & adverbs present in the caption sentence whereas the Question tags consist of (Why, How, What, When, Where, Who and Which). Each tag token is represented as a one-hot vector of the dimension of vocabulary size. For generalization, we have considered five tokens from each category of the tags.
Representation module
Given an input image x i , we obtain its embedding g i using a Bayesian CNN [17] that we parameterize through a function G(x i , W i ) where W i are the weights of the Bayesian CNN. We have used a pretrained VGG-19 [47] CNN trained on ImageNet for image classification task as the base CNN which was also used by the previous state-of-the-art methods like [38] and [23] . To make Bayesian CNN [17] , We use pretrained CNN layers and put Dropout layer with dropout rate p, before each CNN layer to capture Epistemic Uncertainty. Then, we extracted g i , a ddimensional image feature from the Bayesian CNN network as shown in figure 3 . Similarly we obtain place embeddings g p using a Bayesian PlaceCNN G(x p , W p ) for place input x p . The Bayesian PlaceCNN is the pretrained PlaceCNN with similar placement of dropout layer as the VGG-19 CNN.
To generate caption and tag embeddings, we use a V (size of vocabulary) dimensional one-hot vector representation for every word in the Caption & Tags and transform them into a real valued word embedding X we for each word using a matrix W C ∈ R E C ×V . Then the E C dimensional word embeddings are fed to the Bayesian LSTM to obtain the required representations for the caption and tag inputs. Bayesian LSTM is designed by adding dropout layer into each gate of the LSTM and output layer of the LSTM as done in [19] . So we obtain g c , g t using a Bayesian LSTMs F (x c , W c ) and F (x t , W t ) for caption input x c , and tag input x t respectively.
Bayesian Fusion Module
There have been some works for VQA which use a projection of multiple modalities to a common space with the help of a fusion network to obtain better results [1, 65] . We use a similar fusion network to combine multiple modalities, namely caption, tag and place with the image. The fusion network can be represented by the following equations:
where, g is the embedding for corresponding cues, W and b are the weights and the biases for different cues( represent{p, c, t}). Here ⊗ represent element-wise multiplication operation. We use a dropout layer before the last linear layer for the fusion network. We also experimented with other fusion techniques like addition, attention, and concatenation but element-wise multiplication performed the best for all the metrics.
Bayesian Moderator Module
We propose a Moderator Module to combine the fused embeddings. The proposed model is similar to the work of [52, 3, 62] . The Moderator module receives input image x i and obtains a gating embedding g gat using a Bayesian CNN that we parametrize through a function G(x i , W g ). Then, a correlation network finds the correlation between gating embedding g gat and µ B to obtain scaling factors π B , where B ∈ {p, c, t}. Finally, Moderator combines the fused embeddings µ B with the scaling factors π B to obtain the final embedding g enc .
Decoder: Question Generator
The decoder's task is to predict the whole question sentence given an image I and its cues (C). The probability for a question word depends on the previously generated words. This conditional probability P (q t+1 |I, C, q 0 , ..., q t ) is modeled with a LSTM for sequential tasks such as machine translation [50] . We use a Bayesian LSTM similar to the one used in our Representation Module for this question generation task. At t =−1, we feed the moderator advice g enc to the LSTM. The output of the word with maximum probability in the distribution P (q t |g enc , h t ) in the LSTM cell at time step t is fed as input to the LSTM cell at step t+1 as mentioned in the decoder in figure 3 . At time steps t = 0 : (T − 1), the softmax probability is given by:
where h t is the hidden state and o t is the output state for LSTM.
Uncertainty in Generator Module
The decoder module is generating diverse words which lead to uncertainty in the generated sentences. The uncertainty present in the model can be captured by estimating Epistemic uncertainty [26] , and the uncertainty present in the data can be captured by estimating Aleatoric uncertainty [18] . The predictive uncertainty [36] is the total uncertainty which is the combination of both uncertainties. The predictive uncertainty measures the model's capability for generating question word token by focusing on various cues (caption, tag, and place) networks. We use the similar Bayesian decoder network to capture predictive uncertainty by approximating the posterior over the weights of Bayesian decoder using MC-dropout as described in [27, 31, 44] . The uncertainty in these cues moderators occurs mainly due to either noise or lack of data to learn mixture of cues. We proposed a method Minimising Uncertainty for mixture of Cue (MUMC), which enhances model performance by minimizing uncertainty. 
MUMC:
The decoder generates a logit out y i,g and variance network predict variance in each generated word token.
(
where f i = g gen is the output feature of the Bayesian Moderator Module. G o is the decoder network, G y is the final word token classifier and G v is the variance predictor network. In order to capture uncertainty in the data, we learn observational noise parameter σ i,g for each input point x i and its cues. This can be achieved by corrupting the logit value (y i,g ) with the Gaussian noise with variance σ i,g (diagonal matrix with one element for each logits value) before the softmax layer. We defined a Logits Reparameterization Trick (LRT), which combines two outputs y i,g , σ i,g and then we obtain a loss with respect to the ground truth. That is, after combining we get N (y i,g , (σ i,g ) 2 ) which is expressed as:
Where M is the total word tokens, L u is minimized for true word token M , and T is the number of Monte Carlo simu-lations. M is the element in the logit vector y i,t for all the classes. σ i,g is the standard deviation, ( σ i,g = √ v i,g ).
We compute gradients of the predictive uncertainty σ 2 g of our generator with respect to the features f i . We first compute gradient of the uncertainty loss L v with respect to cues moderator feature f i = g gen i.e. ∂Lv ∂fi Now we pass the uncertainty gradient through a gradient reversal layer to reverse the gradient of the all the cues is given by
We perform a weighted combination of forward cues moderator feature maps µ p , µ c , µ t with the reverse uncertainty gradients i.e.
We use residual connection to obtain the final moderator cue feature by combining original cue moderator feature with the gradient certainty mask ∇ y and is given by:
From this moderator feature we are generating question word tokens.
Cost Function
We estimate aleatoric uncertainty in logit space by distorting each logit value by the variance obtained from data. The uncertainty present in each logit value can be minimized using cross-entropy loss on Gaussian distorted logits as shown in equation-3. The distorted logits is obtained using Gaussian multivariate function with positive diagonal variance. The uncertainty distorted loss is the difference between actual cross entropy loss and the uncertainty loss Figure 6 . Sunburst plot of generated questions for MC-BMN on VQG-COCO dataset,VQG-Bing dataset, VQG-Flickr dataset are shown in Fig-a, Fig-b, Fig-c respectably : The i th ring captures the frequency distribution over words for the i th word of the generated question. While some words have high frequency, the outer rings illustrate a fine blend of words. mentioned in equation-4. The difference is passed through an activation function to enhance the difference in either direction and is given by :
The final cost function for the network combines the loss obtained through uncertainty (aleatoric or predictive) loss L v for the attention network with the cross-entropy.
In the question generator module, we use the cross entropy loss function between the predicted and ground truth question, which is given by:
where, N is the total number of training examples, M is the total number of question tokens, P(q t |(g enc ) i , q 0 , ..q t ) is the predicted probability of the question token, y t is the ground truth label. We have provided the pseudo-code for our method in our project webpage.
Experiments
We evaluate the proposed method in the following ways: First, we evaluate our proposed MC-BMN against other variants described in section 4.2. Second, we further compare our network with state-of-the-art methods such as Natural [38] and Creative [23] . Third, we have shown in figure 4, the variance plots for different samples drawn from the posterior for Bayesian and Non-Bayesian methods. Finally, we perform a user study to gauge human opinion on the naturalness of the generated question and analyze the word statistics with the help of a Sunburst plot as shown in Figure 6 . We also consider the significance of the various methods for combining the cues as well as for the state-of-the-art models. The quantitative evaluations are performed using standard metrics namely BLEU [42] , ME-TEOR [4] , ROUGE [32] and CIDEr [53] . BLEU metric scores show strong correlations with human for the VQG task and is recommended by Mostafazadeh et al. [38] for further bench-marking. In the paper, we provide the comparison with respect to only BLEU-1 and METEOR metrics and the full comparison with all metrics(BLEU-n, CIDER and ROUGE) and further details are present in our project webpage 1 . Table 1 . Ablation Analysis on VQG-COCO Dataset.It has the different variations of our model described in 'Comparison with State-of-the-Art and Ablation Analysis' section of the paper. As expected the performance with the generated captions is not as good as with the ground truth captions. Note that these are the max scores over all the epochs. PC tends for Predicted Caption
Dataset
We conduct our experiments on Visual Question Generation (VQG) dataset [38] , which contains human annotated questions based on images of MS-COCO dataset. This dataset [38] was developed for generating natural and engaging questions. It contains a total of 2500 training images, 1250 validation images, and 1250 testing images. Each image in the dataset contains five natural questions and five ground truth captions. It is worth noting that the work of [23] also used the questions from VQA dataset [ for training purpose, whereas the work by [38] uses only the VQG-COCO dataset. We understand that the size of this dataset is small and there are other datasets like VQA [1] , Visual7W [66] and Visual Genome [29] which have thousands of images and questions. But, VQA questions are mainly visually grounded and literal, Visual7w questions are designed to be answerable by only the image, and questions in Visual Genome focus on cognitive tasks, making them unnatural for asking a human [38] and hence not suited for the VQG task.
Comparison with different cues
The first analysis is considering the various combinations of cues such as caption and place. The comparison is provided in table 2. The second block of table 2 depicts the models which use only a single type of information such as Image or Place. We use these models as our baseline and compare other variations of our model with the best single cue. The third block takes into consideration one cue along with the Image information, and we see an improvement of around 4% in BLEU1 and 2% in METEOR score. The fourth block takes two cues along with the Image information and obtains an improvement of around 10% in BLEU and 3% in METEOR scores. The question tags performs the best among all the 3 tags. This is reasonable as question tag can guide the type of question. The second last block consists of variations of our method. the first variation corresponds to the model in which there is no dropout at inference time and the second one uses Gaussian dropout instead of the Bernoulli dropout which we have used across all the models. As we can see, the application of dropout leads to a significant increase in the BLEU score and also Bernoulli dropout works best. We also observe that our proposed method MC-BMN gets an improvement of 13% in BLEU and 5% in METEOR score over the single cue baselines. Tags work well in general along with other cues than caption as it provides more precise information compared to the caption, but the performance drops significantly if only the tag information is provided as there is not much information for generating sensible questions. While comparing the various embedding, we also evaluated various ways of integrating the different cues to obtain joint embedding.
Comparison with state-of-the-art methods and Ablation Analysis
The comparison of our method with various state-of-theart methods and ablation analysis is provided in table 2. We observe that in terms of METEOR score, obtain an improvement of around 3% using our proposed method over previous work by Mostafazadeh et. al [38] and Jain et. al [23] . For BLEU score the improvement is around 20% over [38] , 5% over [23] . But it's still quite far from human performance. Ablation Analysis: We consider different variants of our methods. These are use of Conventional CNN and a concatenation of the various embeddings (Multi Cue Simple Mixture (MC-SMix)), a Bayesian CNN and concatenation of the various embeddings (Multi Cue Bayesian Mixture (MC-BMix)), and the final one uses a mixture of experts Figure 7 . Examples of questions generated by our method for different images. First question in each image is generated by our method and second one is the ground truth question. More results are present in the project webpage. along with a conventional CNN (Multi Cue Simple Moderator Network (MC-SMN)). MC-SMN actually corresponds to our MC-BMN method without dropout. Our proposed method improves upon these ablations. 
Perceptual Realism
A human is the best judge of the naturalness of any question; we also evaluated our proposed MC-BMN method using a 'Naturalness' Turing test [63] on 175 people. People were shown an image with two questions just as in figure 7 and were asked to rate the naturalness of both the questions on a scale of 1 to 5 where one means 'Least Natural' and 5 is the 'Most Natural. ' We provided them with 100 such images from the VQG-COCO validation dataset which has 1250 images. Figure 8 indicates the number of people who were fooled (rated the generated question more or equal to the ground truth question). For the 100 images, on an average 61.8%, people were fooled. If we provide both questions as the ground truth ones then on an average 50 % people were fooled, and this shows that our model can generate natural questions.
Conclusion
In this paper, we have proposed a novel solution for the problem of generating natural questions for an image. The approach relies on obtaining the advice of different Bayesian experts that are used for generating natural questions. We provide a detailed comparison with state of the art baseline methods, perform a user study to evaluate the naturalness of the questions and also ensure that the results are statistically significant. Our work introduces a principled framework to include cues for vision and language-based interaction. We aim to further validate the generalization of the approach by extending this approach to other vision and language tasks. The resulting approach has been also analysed in terms of Conventional CNN, Bayesian LSTM with product of experts and we observe that the proposed Bayesian Expert model improved over all the other variants.
