Complex design problems are typically decomposed into smaller design problems that are solved by domain-specific experts who must then coordinate their solutions into a satisfactory system-wide solution. In set-based collaborative design, collaborating engineers coordinate themselves by communicating multiple design alternatives at each step of the design process. Previous research has demonstrated that classifiers can be a communication medium for facilitating set-based collaborative design because of their ability to divide a design space into satisfactory and unsatisfactory regions. The proposed kernel-based Bayesian network (KBN) classifier uses a set of example designs of known acceptability, called the training set, to create a map of the satisfactory region of the design space. However, previous implementations used deterministic space-filling sampling sequences to choose the training set of designs. The shortcoming of deterministic space-filling sampling schemes is that they do not adapt to focus the samples on regions of interest to the design team (exploitation) or, alternatively, on regions in which little information is known (exploration). In this paper, we introduce the use of KBN classifiers as the basis for sequential sampling strategies that can be exploitive, exploratory, or any combination thereof.
INTRODUCTION
Complex engineering design problems are often decomposed into smaller subproblems that are solved by distributed teams of experts. These distributed experts must exchange their subproblem solutions and coordinate them into a satisfactory system-wide solution. Different strategies are available for these exchanges, including point-based and setbased approaches.
Point-based approaches involve the communication of exclusively local information pertaining to the single most favored design found to date. In contrast to point-based methods, set-based methods communicate more than one design option, delaying the commitment to a single design point for as long as possible. Set-based methods have a more global focus on mapping feasible or satisfactory regions of a design space and, specifically, classifying the design space into satisfactory and unsatisfactory regions.
Consider the case of a design group whose design activity involves time consuming analyses and/or simulations that must be iteratively performed until they find designs that meet performance constraints on the results of those simulations. This group will need to restrict their iterative search to a region of their design space and to identify within this search domain a set of designs that meets their constraints. During the search, a set of designs will accumulate that contains both satisfactory and unsatisfactory designs. Classifiers present the possibility of interpolating knowledge of acceptability or unacceptability of a set of design points, called the training set, to the surrounding design space.
Because the performance constraints are defined over the outputs of simulations or analyses and need to be mapped onto the input search domain, the resulting region is rarely simple to describe. Simple methods such as using independently applied intervals over the design parameters, which we call interval classifiers, can only represent rectangular regions of the design space. Hence, interval classifiers lead to large classification errors, implying that some designs fall within the acceptable interval but are really unsatisfactory designs (false positive errors) and other designs fall outside of the acceptable interval but are really satisfactory designs (false negative errors). More sophisticated classifiers exist that are capable of representing regions of the design space that have complicated boundaries and that can even be disconnected.
Two particularly simple classifiers, the Parzen window classifier and the naïve Bayes classifier, have been shown in prior work to have significantly lower classification errors than interval classifiers [1] . In this prior work, we introduced the kernel-based Bayesian network (KBN) classifier framework, as described in Section 3, that includes both the Parzen window and naïve Bayes classifiers (and other types as well) in one representation. With a KBN classifier a new design point's class is determined by summing the contribution of Gaussian distributions centered on each acceptable design point and comparing it to the sum of all Gaussian distributions centered on each unacceptable design point. The higher sum determines the acceptability of the new design point. The sum of Gaussian distributions centered on the data and normalized by the number of distributions is called a Parzen window, or normal kernel density estimate (KDE) .
Classifiers that use probability distributions to represent class likelihood are called generative classifiers. Determinant classifiers build the class boundary directly. The probability distributions of generative classifiers can be sampled for the purposes of identifying new objects of the desired class. In our case, this means that more satisfactory designs can be created by sampling the KDE that represents the satisfactory region of the design space. Whether or not the sampled designs are actually satisfactory depends upon the accuracy of the classifier. The correct class of new designs can be determined directly by design analysis after which they can be added to the training set in order to improve the accuracy of the classifier. In this manner, classifiers can be used in a sequential sampling framework in order to locate new and potentially better designs by exploiting knowledge of the satisfactory design space captured by the classifier.
However, some samples will need to be taken from the regions of the design space for which little information is known and not just from the satisfactory region. Early in the search process, there will be no satisfactory designs in the training set to represent the satisfactory region of the design space and the classifier will predict that the entire design space is unsatisfactory. Another mechanism is needed to explore the design space in order to avoid regions that have already been sampled. In section three, we present a method that allows for an exploratory sampling strategy using kernel density estimates. Thus the same technique that allows for exploitive sequential sampling as described in the prior paragraph can be used with minor changes for the purposes of exploratory sequential sampling.
In the next section, other sequential sampling frameworks are discussed in comparison to the presented method. The third section presents the mathematical details of the proposed method. The fourth section demonstrates the ideas on an example problem using three different sampling strategies that are increasingly exploitive.
The paper concludes with a discussion of the results and directions for future work.
BACKGROUND
In previous implementations of our classifier approach to set-based design [1] , we relied upon deterministic space filling sampling methods-Hammersley [2] and Halton [3] sequences in particular.
Other space filling sampling strategies, such as Latin hypercubes [4] , introduce an element of randomness. The shortcoming of these space filling sampling schemes is that they do not adapt to focus the samples on regions of interest to the design team (exploitation) or, alternatively, on regions in which little information is known (exploration).
The primary goal for providing the capability of exploratory and exploitive sampling is to give the designer an enhanced ability to spend resources in a way that is more flexible than simple space filling non-adaptive sampling methods. The designer's search strategy will depend generally on the nature of the problem as well as the type and quantity of prior information that is available. At the heart of the proposed adaptive sampling methods is the ability to flexibly blend exploitive and exploratory sampling strategies.
Stochastic search methods such as simulated annealing [5, 6] feature a similar capability of changing search strategies between exploration and exploitation through a cooling schedule. Genetic algorithms (GA's) typically begin with a randomly generated exploratory population from which operators select and construct the next generation of points [7, 8] .
However, neither simulated annealing nor genetic algorithms explicitly represent the satisfactory region of the design space such as can be done with a classifier. A classifier can give the designer feedback on a new design point's acceptability before costly analyses and simulations are performed.
The proposed exploitive sampling strategy is a form of stochastic search in which a probability distribution is constructed to define a region of the design space which can be directly sampled for more points within that region. The basis for the proposed exploitive sampling is the class of optimization methods called estimation of density algorithms (EDA's). The continuous variable iterated density estimation evolutionary algorithm (ID A) uses a single KBN constructed with the top M performing design points and samples it for the next generation [11] . These algorithms are aligned with the genetic algorithm paradigm but with a more explicit definition of where the better points are likely to be. Similar to GA's, the IDEA framework maintains a constant population size for every generation, discarding underperforming designs as needed. In contrast, this research exploits the knowledge of all of the acceptable design points. A design point that satisfies acceptability constraints will remain acceptable while a design point that is within the current best set will not necessarily remain among the best. By pursuing acceptable design regions instead of optimal regions, there is less risk of over-committing resources to a local minimum.
EDA's typically rely upon a large initial random sample to explore the design space after which the sampling is exclusively exploitive. In contrast, the proposed exploratory method was designed to allow for exploratory sampling at any stage during the search process. Because the KDE can be built on any set of data points, an exploratory sample can be generated at any time during the search process.
The literature on sequential sampling is full of adaptive space-filling sampling methods that work in conjunction with metamodels (for example: [12] [13] [14] [15] [16] ). The proposed method does not rely upon information obtained from metamodels and the associated costs of training them, and hence this review does not cover these and derivative methods any further. Nevertheless, some methods developed in conjunction with metamodeling are included in this review because of the possibility of using them without a metamodel. Adaptive exploratory sampling methods that do not use metamodel information, including the proposed method, often take a similar, direct approach: they search for the point that is the furthest from the existing points. These methods include Maximin [17] , qualitative and quantitative sequential sampling (Q2S2) [18] , the proximity-based method proposed for use in conjunction with NURBs-based metamodels [16] , and minimal Kullback-Liebler information designs [19] . These methods are reviewed next.
The maximin approach seeks a point set that maximizes the minimum distance between any two given points. This method was initially presented as a batch process in which the locations of all points in the next sample set are placed in the design space simultaneously [17] . Implementing such a design could be costly because the number of variables in the optimization could be high. A more practical implementation is to use a batch size of one and to sequentially place each point such that the minimum distance between the new point and all of the existing training points is maximized [14] . This should produce a very similar result to the proposed method although the implementation is slightly different in that no attempt is made at identifying the closest point in the proposed approach; all points contribute to the distance measure although often by a small amount.
In Q2S2, a confidence surface is constructed as a factored product of a kernel function in each dimension with an additional product for the performance parameter that produces a 1 at a data point denoting that this point is known with complete confidence and that decays to -1 along the performance parameter axis denoting that these other values for the output are, with complete confidence, not associated with the design point [18] . The confidence function is integrated along the performance parameter axis, combined with all other integrated confidence fields from the other design points, squared, and minimized in order to find the next design point. The proposed exploratory sampling method is similar in nature to the Q2S2 process. However, the proposed method does not use the additional performance parameter axis and the associated integration and squaring. Hence, the proposed method should produce similar results but at a lower computational cost. Furthermore, the standard deviation of the Gaussian kernels is specifically controlled in the proposed method to produce well defined minima.
For space-filling sampling as proposed by Turner et al. a normalized proximity function is constructed as a tensor product of parabolic spans between the nearest control points of the NURBS surface [16] . If the control points coincide with the data points, then this method should produce very similar results as the proposed approach. Furthermore, by controlling the location of the control points such that the density of control points is correlated to the data point density then the control points provide a reduction in computational complexity. However, using the control points to define the proximity minima might oversimplify the exploratory search.
A maximum entropy sampling approach that is not for use in conjunction with metamodels was recently proposed by Jourdan and Franco called minimum Kullback-Liebler (KL) information designs [19] . The method is based upon an estimation of the entropy of a Gaussian kernel distribution. Monte Carlo sampling or a nearest neighbor distance approximation is used to estimate the entropy that is used in an exchange algorithm for finding the best space-filling distribution of points. The proposed method does not require computationally expensive estimation of the entropy for every candidate sample point, performing instead a limited number of gradient-based searches for which the derivatives are available. These details of implementation are formally presented in the next section.
KBN CLASSIFIERS FOR SEQUENTIAL SAMPLING
The purpose of creating a classification of the design space is to be able to predict whether new design points are satisfactory or not without running costly simulations. The classification of a design point is an interpolation from design points of known feasibility, called the training points, to new location of interest in the design space. For this purpose, a technique called kernel based Bayesian network (KBN) classification has been developed by several researchers [20] [21] [22] [23] . The KBN classifier is flexible in its ability to represent complicated regions of continuous domains by using kernel density estimation techniques. The use of Bayesian networks [24] to encode the joint probability distributions allows for possible improvements in classifier efficiency.
KBN classifiers use probabilistic methods for determining class membership based upon Bayesian decision theory [25] . The classification is over a D-dimensional design space for which a single design instance can be represented by a vector,
. Given an expression for the class conditional probability of a design instance given a class, , Bayes formula can be used to find the posterior probability of the class given the design parameters, , according to Eq. 1 where the index, k, is over two classes-acceptable ( ) and unacceptable ( ) designs-and is the prior probability of a class, c l .
Design is classified as a member of class and not class when . The prior probabilities, , can be estimated using the frequency of acceptable (or unacceptable) design points occurring in the training data according to Eq. 2 where N is the total number of training points, and N c is the total number of training points for class c l .
(2)
The padding of a single observation of each class in Eq. 2 helps moderate the approximation at very low sample sizes.
The key to the method lies in using kernel density estimation to approximate the class conditional probability distributions,
. Kernel density estimates (KDE's), also known as Parzen windows, center a function, called the kernel, at each of N c design points. The magnitude of the j th kernel is a function, , of the distance from a point in the design space, , to the design point at its center, , as well as kernel parameters, . The class conditional probability density estimate for each point in the design space is the average of the influence of all N c kernels, according to Eq. 3.
(3)
A common kernel function used in probability distribution estimation is the D-dimensional normal distribution of Eq. 4 with a diagonal covariance matrix and a D-dimensional standard deviation, . In the context of KDE's the j th kernel in Eq. 4 has its mean set to the data point at its center, . (4) Equation 4 provides the formula for a D dimensional KDE using the normal kernel, as illustrated in Fig. 1 for the onedimensional (D = 1) case of three design points depicted as solid circles at 0.3, 0.5, and 0.7.
Research has shown that the choice of smoothing parameter or standard deviation, σ, in the case of Gaussian kernels, is the most important consideration when using KDE's [26] . Small standard deviations result in very peaked distributions with a distinct maximum centered on each data point. Large standard deviations smooth out the influence of each data point into a single peaked distribution. In between these extremes the distribution will allow for both local structure as well as good generalization results to interpolated points. The difficulty of the problem can be alleviated by following the practice of normalizing the original training point data, , according to Eq. 5 such that all data points range between zero and one for each dimension [23, 27] . The normalization is provided by the search domain limits on each dimension as defined by minimum, , and maximum, , allowable values for each dimension, i. Normalization allows one to consider one standard deviation per class by restricting the variation of the data to the unit hypercube. (5) In this paper we set the standard deviations of the normal kernels according to an empirically identified rule, Eq. 6, from previous research [28] . (6) Because KBN classifiers use a probability distribution estimate for defining regions of the design space, exploitive sampling can draw directly from these distributions. This capability was an early motivator for the use of generative classifiers as discussed previously. However, there is not an explicitly defined probability distribution defining regions that have not yet been sampled. A less direct method will be required to generate exploratory samples.
The proposed method for determining the next exploratory sample point relies upon constructing a kernel density estimate, called the exploratory KDE, based upon all N of the design points from both the acceptable and unacceptable classes and finding its minimum. The exploratory KDE is multimodal by design, with local maxima at the already sampled design points and local minima at the design regions of the lowest sampling density. If the exploratory KDE's standard deviation is too small, large regions of the exploratory KDE will be near zero. If its standard deviation is too large, the minimum will always lie on the border of the search domain. However, if the standard deviation is neither too large nor too small, by the definition of the KDE, the global minimum will be the point that is the furthest from all KDE Normal Kernels Figure 1 . Example Kernel Density Estimate.
of the training set designs and hence will be the best choice for the next exploratory sample, , according to Eq. 7.
subject to (7) The exploratory KDE has been designated and is a function of a design point, , all of the previously sampled design points, , and the exploratory standard deviation, .
The key to the success of the exploratory KDE lies in setting the standard deviation, , to a good value. If the design points are spread out such that they fill the Ddimensional design space evenly then the smallest distance between a sample and its nearest neighboring samples can be approximated as the length, l, of the edge of a grid according to Eq. 8. (8) Within this hypothetical grid, the exploratory KDE minima will occur at the center of a line segment in 1 dimension, an area in 2 dimensions, a cube in 3 dimensions, etc, that are defined by the training point locations on the grid. The minima will have 2 D nearest neighbors that are at a distance of in each of the D dimensional directions. Assuming that only the 2 D nearest neighboring points have a significant contribution to the probability at the minima, then Eq. 9 can be used to approximate the minima of the exploratory KDE. (9) It is simpler to not normalize the normal distributions or to divide by the number of sample points, scaling Eq. 9 to Eq. 10 without moving the minima. (10) Assuming that none of the 2D adjacent design points has a significant influence on the value of the exploratory KDE at a training point, and that the kernel is neither normalized nor averaged, the local maxima will be approximately 1. Setting the value at the minima of the exploratory KDE to be half of the value of the maxima, according to Eq. 11, a formula for the standard deviation can be derived, as shown in Eq. 12, that is a heuristic for providing well defined minima in between the training points. provides an approximate formula for calculating the standard deviation that will produce well defined local minima that are roughly half the height of the local maxima at the training points laid out in a grid. The usefulness of this equation will be demonstrated for two dimensions although the derivation may lead to effective results in other dimensions too.
Using Eq. 12 to set the standard deviation and randomly choosing the first point, the exploratory KDE's for 1, 2, 5, 10, 25, and 100 sequentially sampled space filling training points are shown in Fig. 2 . The next point was chosen as the minimum of the KDE according to Eq. 7 and as determined by a sequential quadratic programming (SQP) optimization from random starting points using Matlab ® 's fmincon function. The search was stopped after either 0.1 seconds was reached or five consecutive SQP runs failed to lower the best minimum by more than 1%. It should be noted that the derivatives are available for the optimization. A space-filling pattern for the proposed method is compared in Fig. 3 to other popular space-filling designs: pseudo random, Latin hypercube, Hamersley, and Halton sequences. The proposed method produces a very well dispersed pattern that is similar to a grid except with many more levels captured for each variable. Also, relative to the other sequences, the proposed method places samples on the search domain boundary which can be considered good or bad depending on the problem. The lower right graph of Fig. 3 demonstrates the proposed method's ability to produce exploratory samples that avoid the twenty previously sampled normally distributed solid points and to fill in the space around it-the desired behavior that motivated the creation of the proposed method. The next section applies the KBN spacefilling sequence to the example UAV wing design problem.
EXAMPLE APPLICATION
As an example to illustrate the use of classifiers for a simple hierarchical problem, consider the design of an unmanned aerial vehicle (UAV) wing for the cruise condition, where the goal is to achieve a flight range greater than 900 kilometers.
This problem has been decomposed according to Fig. 4 . The systems team is responsible for determining the range as a function of the wing drag and wing weight. The subsystems team has an aerodynamic responsibility for determining the wing drag based upon the external wing geometry and a structural responsibility for determining the wing weight for a structurally sound wing based upon the external and internal geometry. This example problem is representative of the hierarchical decomposition of complex engineering systems: the results of subsystem simulations are required as input into the simulation of performance at the system level. Each design team is responsible for its own analysis, a responsibility that should not be simply handed over to other teams who do not have the expertise required to validate the results. Classifiers can be used to coordinate the systems and subsystems design teams by tasking the systems group with mapping the satisfactory regions of their wing weight, wing drag design space and providing the map to the subsystems group who can then use it to classify their own design space.
The overall goal of the subsystem is to identify the combinations of design variables that meet the subsystem constraints and also classify as acceptable according to the systems group's classifier. The parameters that define the wing geometry are shown in Fig. 5 . The airfoil geometry has been parameterized according to the NACA four-digit, threeparameter standard using naca1, naca2, and naca3 as the design variables [29] . The naca1 parameter specifies the maximum camber as a percentage of the chord. The naca2 parameter specifies the distance to the maximum camber as tenths of the chord. The naca3 parameter specifies the maximum thickness as a percentage of the chord. In addition to these airfoil parameters, the rectangular wing's external geometry is also characterized by the wing chord, span and angle of attack as defined in Fig. 5 . The wing is hollow with a shell thickness that is determined by the parameter, skin thickness. 
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To simplify the problem for the sake of demonstration and visualization of the method, many of these parameters are fixed. The first two NACA parameters, which define the airfoil camber, are fixed to reasonable values of 4 and 5, respectively. We also fix the angle of attack to 0.6 degrees which is nearly optimal for this airfoil. The span is automatically adjusted to ensure enough planform area to achieve a lift of 35 Newtons during cruise using a linear vortex panel method from Katz and Plotkin [30] to calculate the lift and correcting for losses due to the finite wing length [29] . The skin thickness is also automatically adjusted such that the maximum stress is equal to the yield strength under 10X static cruise loads based upon an arbitrary cross-section beam bending formula from Cook and Young [31] . The remaining subsystem design variables are chord, which is the front to back width of the wing, and naca3, which is the wing's top to bottom thickness normalized by the chord. These two parameters are used to calculate the wing drag using a boundary layer growth calculation from Moran [32] , including the induced drag due to the finite length of the wing [29] . For each value of chord and naca3, span and skin thickness are calculated to satisfy constraints on wing lift and strength, respectively. After those variables are determined, the wing weight can be calculated directly from the fully specified geometry of the wing. Although the subsystems team can identify values for wing weight and drag that satisfy all of its constraints, the subsystems team does not know which combinations of weight and drag (and hence chord and naca3) result in wings that satisfy the systems-level requirement for range. To make this determination, the subsystems team needs a classifier for satisfactory combinations of wing weight and drag from the systems group.
At the system level, the systems group maximizes range as a function of wing drag and wing weight. Range is calculated using the Breguet range equation [33] . Fuselage length and diameter are fixed by maximizing fuel capacity and minimizing drag using an empirical drag equation from Hoerner [34] . The total weight of the UAV, including the wings and fuselage is calculated and limited to 35 N. Since fuselage diameter and length are fixed at the system level, whereas wing weight and drag are variables that are shared with the subsystem team, the system team needs to create a classifier to map values of shared variables (wing weight and drag) that lead to satisfactory system-level performance.
EXPLORATORY SAMPLING
In this section, the UAV wing design problem is solved using classifiers at the systems and subsystems level. The systems classifier is created and tested first, followed by the subsystems classifier. The sequence of points used to train the classifier comes from the exploratory sampling method developed in Section 3. After each new design point has been found as a minimum of the exploratory KDE, the point is evaluated for range, classified according to whether or not the range is greater than or equal to 900 km and added to the training set of the classifier. Figure 6 shows the resulting classifier for the system's design problem for 10, 20, and 100 KBN exploratory training points.
With every new design point, the classifier is tested using 1000 designs of known acceptability that were previously generated using a Hammersley sequence [2] . Every time a test , and 90 th percentile total error rates that are the sum of the false positive and false negative error rates are reported. The experiment was repeated in batches of 100 runs until the reported percentiles did not change by a total error rate of more than 0.01 relative to the results from the previous batches. The total error rates are reported in Fig. 7 for the systems level and compared to the error rates of a classifier that is based upon samples from the deterministic space-filling Halton sequence as a point of comparison.
The reduced error rates demonstrate the effectiveness of the proposed KDE-based exploratory sequential sampling method as a potential replacement for space-filling deterministic sampling methods such as the Halton sequence.
Next, the subsystems design problem can use the systems' classifier to evaluate their designs and classify their design space. As described previously with respect to Fig. 5 , the subsystem design variables naca1, naca2, skin thickness, span and angle of attack are automatically specified, leaving only naca3 and chord to vary. Values of naca3 and chord are sampled from a Halton sequence. Every (naca3, chord) design point is used to produce an optimal wing drag and weight, which is then determined to be acceptable or unacceptable using the systems' classifier. These design points are then used to train a subsystems classifier in terms of naca3 and chord, producing decision boundaries such as the ones shown in Fig. 8 for 10, 20 and 100 training points. The exploratory KDE-based sampling strategy produces an increasingly higher density space-filling sampling sequence which improves the accuracy of the classification as reported in Fig. 9 . In comparison to the classifier based on training points from the Halton sequence, the total error rates from the proposed method are typically better and only occasionally a little higher. Generating exploratory samples by finding local minima of KBN's can produce acceptably low error rates at both the systems and subsystems levels. Furthermore, the error rates are robust to the randomness in the sampling sequence. An interesting difference between the Halton sequence and the exploratory KBN sequence is that the former does not place points on the search domain boundary. As a result, the Halton sequence will have a slightly higher density of sampling at the interior of the design space, providing a slight advantage for the subsystems problem where many of the points near the border are either too heavy or have too much drag to be within the region searched at the systems level. This difference is illustrated in Fig. 10 where the number of subsystem design points that are within the systems' search domain is plotted as a function of the number of training points. There is a simple potential remedy for the KBN exploratory sequence: artificially restrict the exploratory sample domain to a smaller rectangular region. However, a more general approach is considered in the next section: use another classifier to find the boundary that defines the region that maps to the systems' search domain.
EXPLOITIVE SAMPLING
In this section progressively more aggressive exploitive sampling strategies are pursued as solutions to the example UAV wing design problem and compared to the purely exploratory sampling strategy of the previous section. The comparison is in terms of both classification error rates as well as the number of subsystem design points that are within the systems' search domain. The goal is to raise the latter without compromising the former.
The first study in this section introduces another classifier that is trained to identify the regions of the subsystem design space that have both low enough drag and weight to be within the rectangular bounds of the systems' search space. Every sample point is classified as being acceptable if it is within the systems' search domain and unacceptable otherwise. The new search domain classifier for the subsystem design space is illustrated in Fig. 11 for a KBN exploratory sampling sequence of 100 training points. The correct decision boundary is also shown: above the top boundary are the designs with a normalized drag greater than one, and below the bottom boundary are the designs with a normalized weight greater than one. All points in between these boundaries are within the systems' rectangular search domain. A large portion of the subsystem design space is not worth exploring because either the weight or the drag is simply too high.
The first mixed exploratory/exploitive sampling strategy that is investigated explores the design space until a crude estimate of the search domain classifier exists after which its acceptable region is sampled exclusively. At least ten and if necessary more KBN exploratory design points are sampled until the first design is found that falls within the systems' search domain, after which the search domain classifier's acceptable region is sampled exclusively until 100 total training points have been generated. Because the exploitive samples should be well dispersed throughout the design space, the search domain classifier's standard deviations are calculated according to Eq. 6 but with a numerator equal to 1. By increasing the standard deviation, the samples will be less likely to clump around the initial points, providing a more uniform sampling over the desired region. Future work should more rigorously identify how to set the standard deviation such that it reliably produces a uniform sample over the desired region. Fig. 12 where the left column is the search domain classifier and the right column is the acceptable region classifier. True to the more exploitive strategy, there are more design points scattered throughout the region that maps to the systems' search domain. The 10 th , 50 th and 90 th percentile total error rates are compared in Fig. 13 to the purely space-filling strategies using the exploratory KBN. Figure 14 shows the number of design points within the systems' search domain for the two strategies as well as the number of design points within the systems' acceptable region. From these results, it is clear that the search domain exploitive sampling strategy accomplishes the goal of increasing the number of subsystem level design points in the systems' search domain without compromising the classification error rates for the mutually acceptable design region classifier. The sampling strategy also Sampling the search domain classifier increases the probability of a sample lying within the systems' search domain and also generates samples of both the acceptable and unacceptable classes for defining the decision boundary of the mutually acceptable design region. Figure 15 shows the resulting sampled design points from a subsystem search domain exploitive strategy on the bottom and a purely exploratory strategy on the top mapped onto the systems' design space as the hollow circles. The plots clearly illustrate the advantage of the exploitive strategy in terms of generating more points within the systems' search domain as well as more acceptable design points being identified. However, the subsystems' search domain exploitive strategy does not disperse the points throughout the systems' design space as well as the exploratory strategy which provides a slightly more thorough sense of what designs are achievable by the subsystems' group. The tradeoff is as expected: a more exploitive strategy achieves a higher density of similar high performance designs while a more exploratory strategy achieves a lower density of more diverse designs.
The second strategy investigated in this section extends the results of the previous search domain sampling strategy to a more aggressive level of exploitive sampling by drawing samples exclusively from the design region that is acceptable to the systems group as soon as it is identified. The initial samples are exploratory for at least ten samples and continue to be exploratory until either the first point within the systems' search domain or the first point within the systems' acceptable If the first positive sample is within the systems' search domain but not within the systems' acceptable design space, then the search domain classifier is sampled exploitively until the first acceptable design point is found. As soon as the first acceptable design point is found, its design space is sampled exploitively until a total of 100 training points have been sampled. The results for this more exploitive strategy are shown in Fig. 16-19 .
From the results of Fig. 17 , it is clear that an acceptable region exploitive sampling strategy, while producing the most points within the systems' acceptable region, can compromise the classification error rates. Based on the large variation in the number of points found in the acceptable design region for the acceptable region exploitive strategy from the bottom plot of Fig. 18 , there appears to be a significant number of cases where the acceptable region is misclassified to such an extent that the samples taken from the classifier are not really acceptable to the systems group. This is most likely the result of trusting the classifier too soon, when only one acceptable point has been identified. Perhaps a more optimal strategy would spend some time exploring more in order to better define the acceptable region before it is sampled exclusively.
Part of the increased classification error might also be explained by the rule-based standard deviation no longer being appropriate for the higher density of points concentrated within the systems' acceptable region. The lower right plot of Fig. 16 shows several misclassified unacceptable design points because of their proximity to the edge of the acceptable region. Future work could develop a method to adapt the standard deviation of the KDE's in order to eliminate this type of error. Some of the red training points are also within the correct feasible region boundary as depicted by the solid line, implying that for this case the systems-level classifier misclassified some of the design points at the subsystemslevel. Future work should identify these borderline cases, assign them lower classification confidence levels, and take this information into account when constructing the classifier. Despite these issues, the plot of Fig. 19 provides an illustration of the benefit of more aggressively exploitive search strategies that can generate more designs concentrated in the satisfactory region of the systems design space relative to the results shown in Fig. 15 of a search domain exploitive sampling strategy.
DISCUSSION AND CONCLUSION
In the previous section, using the KBN classifier for both exploitive and exploratory adaptive sampling was demonstrated.
The ability to sample the probability distribution estimate of a region of the design space motivates the use of generative classifiers as opposed to discriminant approaches that do not create probability distributions. The density estimate, if carefully constructed, can also be used to find a sample point in a low density region of the design space for exploration. While these capabilities were developed and demonstrated, there remains a lot of work to refine the methods.
Three simple sampling strategies were demonstrated: purely exploratory, search domain exploitive and acceptable region exploitive. However, the exploratory and exploitive satisfactory region sampling methods can be combined into any general sampling strategy. Perhaps a mixed strategy is the best balance between exploit and explore such as a simulated annealing cooling strategy that transitions from exploration to exploitation. Perhaps a strategy that alternates between periods of exploration and exploitation would be better. It should be pointed out that as long as the probability of exploring is not zero, then eventually the search will find the global optimum, although this might involve an unreasonably high number of sample points. Critical to the problem of finding a generally applicable sampling strategy is the availability of test problems. Since the application is mechanical engineering design of complex systems, a variety of test problems from this domain should be used. Collaboration with industry would be extremely helpful in this regard. Even before additional test problems are evaluated, there are some important ways that the proposed methods can be investigated and improved.
The exploratory sampling method was demonstrated in this chapter for just two dimensional design spaces and its performance at higher dimensions will need to be studied to ensure its success. In particular, the calculation of the standard deviation has to be verified as being effective at higher dimensions. Furthermore, preliminary studies show that the method tends to place the design points on the edge of the design space where the density will naturally be low. At higher dimensions, this may be particularly undesirable if the acceptable region lies on the interior of the design space. Some other method of exploration may be necessary for finding low density but relatively nearby design regions.
Furthermore, when either the search domain or the acceptable region was sampled to find more points within the same class, a higher standard deviation was used in order to avoid clumping of the new design points too closely to the existing training points within that class. The value for the standard deviation used for sampling was set empirically and more work needs to be done to develop a generally applicable rule for how the standard deviation should be set during the exploitive sampling.
Finally, while the low impact of the exploitive sampling strategies on the classification errors demonstrated in this chapter suggest that the classifiers are relatively insensitive to the calculation of the prior class probability and standard deviation, the methods for setting these parameters could be revisited in order to produce even lower classification error rates in light of the less uniform distribution of the training points that results from exploitive sampling strategies.
The adaptive sampling strategies demonstrated in this chapter were sequential with the subsystems teams using a fully developed systems classifier for directing their sampling. When the sampling is adaptive and concurrent, there is a risk that design points will be placed in erroneously classified mutually feasible regions leading to a less efficient use of simulation time. An important next step for demonstrating the ability of these methods to meet the goals of this research is to test their effectiveness when used concurrently and to develop new sampling strategies that can manage this risk. For example, error and convergence measures can indicate when a classifier is ready to be used to guide the sampling process.
