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Magnetic field has a central role in many dynamical phenomena in the solar corona, and the
accurate determination of the coronal magnetic field holds the key to solving a whole range of open
research problems in solar physics. In particular, realistic estimates for the magnetic structure of
Coronal Mass Ejections (CMEs) enable better understanding of the initiation mechanisms of these
eruptions as well as more accurate forecasts of their space weather effects.
Due to the lack of direct measurements of the coronal magnetic field the best way to study the
field evolution is to use data-driven modelling, in which routinely available photospheric remote
sensing measurements are used as a boundary condition. Magnetofrictional method (MFM) stands
out from the variety of existing modelling approaches as a particularly promising method. The
approach is computationally inexpensive but still has sufficient physical accuracy. The data-based
input to the MFM is the photospheric electric field as the photospheric boundary condition.
The determination of the photospheric electric field is a challenging inversion problem, in which the
electric field is deduced from the available photospheric magnetic field and plasma velocity mea-
surements. This thesis presents and discusses the state-of-the-art electric field inversion methods
and the properties of the currently available photospheric measurements. The central outcome
of the thesis project is the development and testing of a novel ELECTRICIT software toolkit
that processes the photospheric magnetic field data and uses it to invert the photospheric electric
field. The main motivation for the toolkit is the coronal modelling using MFM, but the processed
magnetic field and electric field data products of the toolkit are usable also in other applications
such as force-free extrapolations or high-resolution studies of photospheric evolution.
This thesis presents the current state of the ELECTRICIT toolkit as well as the optimization
and first tests of its functionality. The tests show that the toolkit can already in its current
state produce photospheric electric field estimates to a reasonable accuracy, despite the fact that
some of the state-of-the-art electric field inversion methods are yet to be implemented in the
toolkit. Moreover, the optimal values of the free parameters in the currently implemented inversion
methods are shown to be physically justifiable.
The electric field inversions of the toolkit are also used to study other questions. It is shown that
the large noise levels of the vector magnetograms in the quiet Sun cause the inverted electric
field to be noise-dominated, and thus the magnetic field data from this region should not be
considered in the inversion. Another aspect that is studied is the electric field inversion based only
on line-of-sight (LOS) magnetograms, which is a considerable option due to much shorter cadence
and better availability of the LOS data. The tests show that the inversions based on the LOS data
have large errors when compared to the vector data based inversions. However, the results are
shown to have reasonable consistency in the horizontal components of the electric field, when the
region of interest is near the centre of the solar disk.
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Introduction
The Sun is an active star the impact of which on the solar system extends beyond its
rather obvious gravitational and radiative effects. It produces a constant outflow of
charged particles, the solar wind, as well as a variety of eruptions and disturbances that
travel within it. This solar activity shapes the conditions in the interplanetary space, and
its effects reach also the surface of the Earth. In particular, the solar activity drives the
space weather, which refers to spatially and temporally variable conditions in the Sun,
solar wind and near-Earth space that may disturb or damage technological systems in
space and on the ground, and endanger human health (e.g. Koskinen, 2011).
The most violent space weather effects are caused by solar eruptions, above all, Coronal
Mass Ejections (CMEs), which are huge magnetic plasma clouds that erupt regularly
from the Sun. CMEs are carried in the solar wind throughout the solar system and when
hitting the Earth’s magnetic environment, the magnetosphere, they may cause severe
space weather disturbances, magnetic storms. Moreover, fast CMEs produce high-energy
charged particles, which may also damage space technologies and even endanger the
health of astronauts.
CMEs originate in the outer solar atmosphere, the corona, as a result of sudden
destabilization and reorganization of the magnetic field. Since the magnetic field is
decisive in the CME initiation, the accurate determination of the field in an eruptive
CME and in its birthplace is pivotal for understanding the mechanisms behind the
eruptions. Moreover, the magnetic structure of a CME also shapes its post-eruptive
evolution and determines the space weather effects of an Earth-bound CME, thus making
the determination of it also a central part of successful space weather forecasting.
The decisive role of the magnetic field in the solar corona is not limited to CMEs but
it is central also in a range of other processes including the other types of solar eruptions
and the formation of the solar wind. Thus accurate determination of the coronal magnetic
field is the key to solving a whole range open research problems. However, since direct
measurements of the field are not available the task is challenging. On the other hand,
remote sensing magnetic field measurements from the solar surface, the photosphere, are
routinely available. Thus, so far the best approach for the determination of the coronal
magnetic field has been to model it so that the available data from the photosphere is
used as a boundary condition.
Data-driven modelling of the coronal magnetic field is difficult and computationally
expensive task and it has severe limitations both due to complexity of the models as well
as the challenges related to the using of the photospheric measurements. A promising
solution to many of these problems is the recently developed magnetofrictional method
(MFM). It enables a computationally inexpensive way to model the coronal magnetic
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field, and requires only the determination of the photospheric electric field as its boundary
condition. The realistic determination of the electric field from remote sensing spacecraft
observations is a challenging inversion problem, but it is crucial for the success of the
data-driven MFM simulations.
In this thesis I present methods for the determination of the photospheric electric field
and my practical implementation of these methods in a form of novel software toolkit
ELECTRICIT. The toolkit is designed for the efficient use in data-driven modelling of
the coronal magnetic field, the main application being the magnetofrictional simulations,
but it provides photospheric input also for other kind of modelling approaches. Moreover,
the highly processed photospheric data products of the toolkit are extremely useful in all
studies that require accurate determination of the photospheric conditions.
In Chapter 1 the electric field inversion and the software toolkit are motivated by
presenting the decisive role of the magnetic field in the physics of solar atmosphere and
solar eruptions as well as by discussing the data-driven modelling approaches. In Chapter
2 the problem of the photospheric electric field inversion is thoroughly reviewed including
discussion of the large range of challenges related to the use of photospheric remote sensing
measurements. Chapter 3 presents the electric field inversion toolkit ELECTRICIT and
the specific implementation of the methods from Chapter 2 in it. In Chapter 4 the
optimization and the first results of ELECTRICIT are discussed. Chapter 5 summarizes
the main findings of the thesis, discusses the open problems of the electric field inversion
and outlines the future plans for the ELECTRICIT toolkit.
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Chapter 1
Modelling of the coronal magnetic field
1.1 Magnetic field and the solar atmosphere
New magnetic flux is constantly created in the interior of the Sun through a dynamo
process, and the flows of plasma in the convection zone carry the new magnetic flux from
the interior towards the surface. In the solar surface and atmosphere the magnetic field is
responsible for many dynamic phenomena both on global and local scales. To understand
the central role of the magnetic field one has to take a closer look at the structure of the
solar surface, atmosphere as well as at the dynamic events that take place there.
1.1.1 Solar surface and atmosphere - basic structure
The visible surface of the Sun, the photosphere consists of dense, optically thick solar
plasma, which forms a boundary with the dilute and optically thin solar atmosphere.
Due to large optical thickness of the photospheric plasma, most of the solar radiation is
released in a thin layer at the photosphere. The spectrum of this radiation corresponds
to a black body with effective temperature of Teff = 5778 K (Stix, 2004, p. 5-15). The
continuous black body spectrum is intercepted by multiple strong absorption lines that
correspond to various chemical elements in the photosphere. The photospheric magnetic
field can be deduced from the Zeeman splitting of magnetically sensitive spectral lines
(discussed further in Section 2.2).
The magnetic field magnitude varies in the photosphere from ∼ 1 to 103 G (cgs-unit:
gauss, 1 G = 10−4 T) (Priest, 2014, p. 21-30). Many of the photospheric magnetic
structures can be characterized using the concept of a magnetic flux tube, which refers to
a bundle of magnetic field lines enclosed by a simple closed curve (see Figure 1.1b). The
enhanced magnetic field in the flux tube explains dark sunspots, pores as well as bright
points which can be observed in the photosphere (Stix, 2004, p. 318-327) (see Figures 1.1a
and b). Also the emergence of new flux from the solar interior to the photosphere can be
modelled as emergence of flux tubes (e.g. Fan, 2009). The strongest flux emergence occurs
in Active Regions (ARs), which are often characterized (and sometimes defined) by visible
sunspots (van Driel-Gesztelyi and Green, 2015). Emerging flux tubes are responsible for
the complex twisted magnetic fields at the active regions, which often form the birthplace
for solar eruptions.
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Figure 1.1: Examples of magnetic structures in the solar surface and atmosphere. a) Two
large dark sunspots and smaller darker features, pores seen in wavelength-filtered light
(λ = 430.5 nm). Courtesy of original image: Hinode/BFI. b) Sketch of magnetic flux
tube responsible for two sunspots and possibly a coronal loop. Courtesy of original image:
Alastair Rucklidge. c) ExtremeUltraviolet (EUV) image of coronal loops (λ = 17.1 nm).
Image courtesy: TRACE/NASA. d) EUV image (λ = 30.4 nm) of the solar prominence
as seen at the limb of the Sun (upper right corner). Image courtesy: SOHO/EIT
The photosphere extends to the height of about 500 km during which the temperature
decreases as a function height (the height is measured here from the fixed solar radius
R = 6.955× 105 km). Above the photosphere the temperature starts to increase with
height. The next layer, the chromosphere, extends roughly to a height of 2500 km
(0.0035R) with the temperature increasing on average from ∼ 4300 K to ∼ 25000 K. The
chromosphere ends at a sharp but spatially inhomogeneous vertical temperature gradient,
the transition region, above which the hot corona begins. In the transition region the
temperature jumps to ∼ 106 K. The hot coronal plasma expands to interplanetary space
forming the solar wind, which is accelerated to supersonic speeds over the first few tens of
solar radii from the Sun. (Priest, 2014, p. 4-6, 31-44, 451-481).
The photospheric magnetic field extends outward to the chromosphere and corona,
determining the global field configuration. Already in the global picture the role of
the magnetic field is significant. The dissipation of magnetic energy is at least partly
responsible for the upward increasing temperature of the chromosphere (Ulmschneider and
Musielak, 2003). Additionally, the rapid heating at the transition region as well as the
acceleration of the solar wind is believed to have a magnetic origin (Cranmer et al., 2015).
The large-scale coronal magnetic field configuration determines also the characteristics
of the solar wind. The fast solar wind (V ∼ 700 km s−1) originates from coronal holes,
regions of open field lines (i.e., only one end of the field line attached to the Sun), whereas
the source of the slow solar wind (V ∼ 300 km s−1) is still under debate. At least part of
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the slow solar wind is thought to originate from regions of originally closed magnetic field
lines (both ends of the line attached to the Sun) (Priest, 2014, p. 40-44). See also Figure
1.6 in Section 1.2.2.
On more local scales the magnetic field is responsible for many structures. Flux tubes
anchored at both ends to the photosphere (see Figure 1.1b) can confine coronal plasma,
which is heated and observed as bright coronal loops at EUV and soft X-ray wavelengths
standing out from the less emissive coronal background (Aschwanden, 2006, p. 17-20)
(see also Figure 1.1c). Magnetic field lines can also form sheared arcades and twisted flux
ropes, capable of carrying plasma strands that reach coronal heights and consist of cooler
and denser plasma than the corona itself. When seen on the limb of the Sun these strands
are called prominences, whereas when detected above the solar disk, they are referred to
as filaments (Engvold, 2015) (see also Figure 1.1d).
1.1.2 Solar eruptions
Another interesting group of magnetically driven phenomena in the solar atmosphere are
the solar eruptions. They are a result of a sudden destabilization of the coronal magnetic
field which causes magnetic flux, plasma, radiation and accelerated particles to be ejected
from the solar atmosphere to the interplanetary space (Aulanier, 2013). These eruptions
include filament eruptions (Eruptive Prominences, EPs), Coronal Mass Ejections (CMEs)
and solar flares. The three eruption types can occur concurrently but also as independent
phenomena. However, the current consensus is that they result from the same physical
process in which the magnetic energy stored in twisted and sheared coronal fields is
suddenly released (Lin, 2004).
Coronal mass ejections are large eruptions of plasma and magnetic flux from the lower
corona into interplanetary space (Forbes, 2000). An average CME contains 1011− 1012 kg
of solar plasma, their velocities vary typically between 400 - 1000 km/s and spatial scales
can be tens of degrees in heliographic longitude and latitude (Howard, 2011, p. 3). CMEs
can be detected in coronagraph images, in which the bright solar disk has been covered by
an occulting disk so that the faint radiation from the corona becomes visible. In white light
coronagraph observations CMEs appear as outward moving density structures (Hudson
et al., 2006; Tousey, 1973). The visual characteristics of CMEs depend on the propagation
angle with respect to the observer as well as on intrinsic properties of the CME itself.
The ’’classical’’ shape of a CME propagating parallel to the plane of sky consists of three
parts: bright core, cavity and plasma pileup at the leading edge (see Figure 1.2), but
CMEs occur also in many other forms (see e.g. Chen, 2011). Interplanetary counterparts
of CMEs (ICMEs) continue to expand in the solar wind and when hitting the Earth’s
magnetosphere they may cause severe magnetic disturbances.
The bright core of the CME (when detected) can be associated with an eruptive
filament/prominence (Gopalswamy et al., 2006). Over 80% of filament eruptions have
been found to be associated with CMEs (Schmieder et al., 2013). However, most of the
denser and colder plasma of an eruptive filament drains back to the Sun, or is heated
to coronal temperatures during the eruption, due to which filament material is rarely
detected separately in-situ at 1 AU (Vourlidas et al., 2013). Before the filament erupts it
can stay in a stable state for a long period of time (lifetime of a filament can range from
minutes to months) (Engvold, 2015).
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Figure 1.2: Left) three-part structure of a CME. Image adapted from: Parenti (2014).
Right) Example of a flare ’’flash’’ seen in EUV image (λ = 13.1 nm). Image courtesy:
SDO/AIA
The third type of eruptive phenomena are solar flares. Flares are defined as localized
brightenings of electromagnetic radiation in the solar atmosphere (see Figure 1.2), in which
large amounts of magnetic energy is abruptly released in association with plasma flows,
electromagnetic emission and particle acceleration (Howard, 2011, p. 144-147). They are
also sometimes associated with CMEs (see e.g. Chen, 2011, and references therein).
The details of the processes and connections behind the different types of solar
eruptions are far from being fully resolved. The most famous model trying to unify
all three components is known as the Standard model (e.g. Lin, 2004; Chen, 2011, and
references therein). According to the model solar eruptions result from an ejection of
twisted magnetic structure (ideally a flux rope) accompanied by magnetic reconnection.
Flux ropes can be considered as twisted magnetic flux tubes (Russell, 1999) (see Figure
1.3), whereas magnetic reconnection refers to reorganization of the magnetic field lines
which are otherwise frozen in the plasma flow (see e.g. Koskinen, 2011, p. 219-244). In
the reconnection process magnetic energy is quickly transformed into kinetic and thermal
energy of the plasma, and thus reconnection offers the basic explanation for rapid energy
release in solar flares (Shibata and Magara, 2011, and references therein).
In the standard model the liftoff of a flux rope is caused by an instability in the
pre-eruptive coronal magnetic field (and the instability might itself be triggered by
reconnection). The flux rope liftoff drives reconnection and thus the flare (see Figure 1.3).
The flux rope (or the corresponding pre-eruptive structure) may carry filament plasma,
which is ejected as well. As a result one gets the aforementioned classical CME structure,
where the cavity corresponds to the flux rope and the bright core to the prominence
plasma carried along with the flux rope.
One should note that this kind of simplified standard model alone cannot explain all of
the rich phenomena related to CMEs and other eruptions (see e.g. Chen, 2011). However,
it does give a good illustration of the underlying connection between different eruptive
phenomena. Additionally, it illustrates the central ingredients of an eruption: twisted
magnetic structure (flux rope), instabilities and reconnection.
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Figure 1.3: Illustration of the standard model for solar eruptions. Left) Ideal flux rope
attached at both ends to photosphere. The colour coding of the magnetic field lines
shows the twist of the flux rope. Image adapted from: Török and Kliem (2005). Right)
A cross-section of eruptive (rising) flux rope (flux rope axis pierces the image plane
perpendicularly). Reconnection region of the standard model is pointed out. Image
courtesy: Isavnin (2014)
1.2 Extrapolation of the coronal magnetic field
Since the magnetic field plays a central role in determining the coronal dynamics, it is
essential to know the field configuration and evolution in the solar atmosphere. However,
direct, routinely available measurements of the magnetic field are available only in the
photosphere, whereas measuring of the chromospheric and coronal magnetic field is more
complicated due to lower optical thickness and thermodynamically more complex state
of the atmospheric plasma (e.g. Lagg et al., 2015; Wiegelmann et al., 2015; Lin et al.,
2004). Due to the lack of actual magnetic field measurements, methods based on EUV
and X-ray emission have been used to detect magnetic structures in the solar atmosphere
(e.g. Wiegelmann et al., 2009).
Another more quantitative approach for studying of the coronal fields is modelling, in
which the photospheric magnetic field measurements are used as a boundary condition
(e.g. Wiegelmann et al., 2015). This approach is sometimes referred to as ’’extrapolation
of the coronal magnetic field from the photosphere’’ (Wiegelmann and Sakurai, 2012). A
variety of extrapolation methods have been developed, of which the full time-dependent
magnetohydrodynamic (MHD) simulation is the most realistic option. In MHD not only
the coronal magnetic field is extrapolated but also a self-consistent description of plasma
dynamics is created. However, the general complexity makes this approach problematic
and computationally expensive to implement. The full MHD approach will be discussed
briefly in Section 1.3.1. In this section a number of simplified extrapolation methods,
which are based on quasi-static evolution and force-free nature of the corona, will be
presented.
1.2.1 Quasi-static and force-free extrapolation
The first simplification to full MHD modelling is the quasi-static approximation. This
approximation can be made because the Alfvén speed, which determines the propagation
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speed of disturbances, is relatively high in the corona, ∼ 1000 km s−1 (Aschwanden, 2006,
p. 202-205). The photospheric changes such as flux emergence and plasma flows, which
drive the photospheric evolution and thereby also the coronal dynamics are typically
much slower, and therefore, the coronal evolution can be approximated as a series of
quasi-static equilibria (Mackay and Yeates, 2012). This corresponds to setting the time
derivative in the MHD momentum transfer equation to zero:
ρm
dV
dt
= −∇p− ρm∇Ψ + J×B = 0. (1.1)
Here p is the plasma pressure, ρm the mass density and Ψ the gravitational potential of
the Sun.
The resulting magnetohydrostatic (MHS) model is applicable when coronal processes
are slow compared to the transit time of Alfvén waves. A notable exception to this
condition are the solar eruptions, which require time-dependent treatment. The MHS
model has been implemented (see e.g. Wiegelmann et al., 2015, and references therein),
but it has similar issues with computational cost and complexity as time-dependent MHD
models (see section 1.3.1), and it will not be discussed further in this thesis.
However, adding another simplification, the force-free field approximation, to the MHS
approach gives a set of more practical models. The force-free approximation is based on
the fact that in the lower corona the plasma beta β (the ratio between magnetic pressure
pB and thermal pressure p) is small:
β =
p
pB
=
2µ0p
B2
. (1.2)
A low plasma β means that magnetic forces J×B are dominant and therefore the pressure
term ∇p and solar gravitation term ρm∇Ψ can be approximated to be negligible in
Equation 1.1. When combined with the quasi-static approximation one arrives at the
force-free condition (Eq. 1.3). Together with Gauss’s law for magnetism (Eq. 1.4) and
photospheric magnetic field measurements as a boundary condition (Eq. 1.5) force-free
extrapolations of the coronal magnetic field can be computed:
J×B = µ0(∇×B)×B = 0 (1.3)
∇ ·B = 0 (1.4)
B(r = R) = Bmeasured. (1.5)
Here r is the distance from the centre of the Sun and R is the solar radius.
Before moving on, the limits of the validity of low β and force-free approximations
should be stressed. The assumptions are valid only in a region between the upper
chromosphere and the upper corona, and the extent of this region is variable (Gary,
2001). In some of the force-free models the upper limit of low β region is set at the height
h = 1.5R ≈ 103 Mm (e.g. Mackay and Yeates, 2012; Mackay and Van Ballegooijen,
2006). However, as seen in Figure 1.4 plasma β varies significantly as a function of height
depending on the magnetic field in the photosphere. β can reach a value close to unity
even quite low in the corona, h ∼ 0.2R ≈ 140 Mm. Nevertheless, the model of Gary
(2001) shows tendency to lower values of β over regions of strong photospheric field (see
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Figure 1.4: Model of the plasma beta as a function of height in the solar atmosphere
(Gary, 2001). The left thick black line corresponds to radial evolution above strong field
(2500 G) and the right thin line evolution above plage region with enhanced magnetic
field (150 G) typical in active regions. The area between these lines is coloured grey.
the thick black curve of figure 1.4), which in turn implies that in the vicinity of active
regions and their strong fields the assumption of low β up to h ∼ 1.5R is valid.
Additional issues arise due to the high values of β at the lower limit of the extrapolation
region, the photosphere. Since the photosphere has β & 1 until the height of 400 km
(Metcalf et al., 1995), the photospheric boundary condition of the force-free extrapolation
is not necessarily force-free. As a result the extrapolation may not result in force-free
coronal field either, or its quality is otherwise reduced (Metcalf et al., 2008). Since the
chromosphere is already force-free, chromospheric magnetic field measurements would
offer a more consistent boundary condition. However, due to poorer availability of
chromospheric measurements, the consistency of the boundary condition is usually ensured
so that photospheric data is preprocessed (modified) to be force-free (Wiegelmann and
Sakurai, 2012; Wiegelmann et al., 2006). The photospheric boundary condition can be
also relaxed so that extrapolated field can differ from the observed field in regions where
the measurement uncertainties are large (Wiegelmann and Inhester, 2010).
Finally, one should also note that low β regions of the corona may contain also
smaller-scale regions of β & 1. For example, current sheets, which are formed in regions
where magnetic field has large gradients, may cause local enhancements of β thus breaking
the force-free condition.
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1.2.2 Implementations of force-free extrapolation
When the conditions of force-free extrapolation are met, one still has to find a the
coronal field configuration that fulfills Equations 1.3 - 1.5. The solution is not necessarily
unique, but depends strongly on other assumptions made, used numerical method as well
as boundary conditions (photospheric as well as other boundaries of the extrapolation
domain). A central factor here is the scalar function α(r), which can be determined by
rewriting the force-free condition (Eq. 1.3):
(∇×B)×B = 0⇔ ∇×B || B (1.6)
⇒ ∇×B = α(r)B (1.7)
⇒ B · ∇α = 0 (1.8)
|α(r)| = ||∇ ×B||||B|| . (1.9)
The last two equations show that α is constant along magnetic field lines and it measures
the relative twist of the field lines per unit length (Mackay and Yeates, 2012) (see Figure
1.5). Depending on the approximation for α force-free extrapolations are divided into
three classes:
• potential field: α = 0
• Linear Force-Free Field (LFFF): α = constant
• Non-Linear Force-Free Field (NLFFF): α = α(r).
Figure 1.5: Illustration of twisted magnetic field line (α 6= 0) compared to untwisted
potential field line (α = 0). The sign of the scalar function α determines the handedness
of the twist. Image adapted from: Mackay and Yeates (2012).
Potential field extrapolations form the most basic implementation of the force-free
condition. Since α = 0 corresponds to zero magnetic curl (and zero current) the field can
be computed as a gradient of a potential function φ:
∇×B = α(r)B = 0 (1.10)
⇒ B = −∇φ (1.11)
∇ ·B = 0 (1.12)
⇒ ∇2φ = 0. (1.13)
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The normal component of the photospheric magnetic field as a boundary condition
corresponds to Neumann boundary condition for the Laplace equation (Eq. 1.13):
−nˆ · ∇φ∣∣
r=R = nˆ ·B(r = R) = Bn(r = R). (1.14)
There are multiple methods to solve Equation 1.13 uniquely using the boundary condition
given by Equation 1.14 (e.g. Sakurai, 1982, and references therein). Since only the normal
component of B at the photosphere is required, potential field extrapolation can be
calculated using only the line-of-sight (LOS) component of the photospheric magnetic
field, thus making the task of obtaining the observational boundary condition significantly
simpler (see Section 2.2).
In a specific class of potential field extrapolations, the effect of the solar wind on
the magnetic field in the upper corona is taken into account by forcing the magnetic
field to become radial at the upper boundary of the extrapolation domain. The upper
boundary, source surface, is usually set at a distance of a few solar radii from the
photosphere. Resulting model is referred to as the Potential Field Source Surface model
(PFSS-model) (e.g. Wang and Sheeley Jr, 1992, and references therein). Due to the
simplicity of the potential field models and the required input data, PFSS and related
models (e.g. Schatten, 1971) are popular when producing data-driven, near real time
models of the coronal magnetic field and the solar wind: see for example models available
in http://ccmc.gsfc.nasa.gov/ (Luhmann et al., 2002; Arge and Pizzo, 2000) and in
http://nisp.dev.nso.edu/. See also Figure 1.6.
Despite many implementations the applicability of the potential field extrapolations is
clearly limited: In reality significant non-potential features exist in particular in the lower
corona and in active regions (Riley et al., 2006) where the field contains significant currents
and twist (α 6= 0). Another issue is that the potential field extrapolation corresponds to
the state of minimum energy (Sakurai, 1989). This inhibits solar eruptions, which require
free magnetic energy. However, based on stability investigations it can be argued that in
stable nonlinear force-free extrapolations the parameter α must scale as α . L−1, where
L is the typical length scale of the system (Wiegelmann and Sakurai, 2012, and references
therein). Therefore, potential field model is a justified approach when considering large
length scales (such as the global corona).
A natural improvement to the assumption α = 0 is the linear force-free model where
α is set to a constant value. As a result, the force-free condition (Eq. 1.3) can be written
as the Helmholtz equation:
∇2B+ α2B = 0. (1.15)
Computationally, the LFFF extrapolation is similar to the potential field: only the normal
component of the photospheric magnetic field is required as a boundary condition and
Equation 1.15 can be solved using several methods (e.g. Wiegelmann and Sakurai, 2012,
and references therein).
However, the determination of an optimal value for α in the LFFF models turns
out to be problematic. It can be done either from photospheric vector magnetic field
measurements using Equation 1.9 or by comparing the extrapolated field and the observed
coronal structures (Carcedo et al., 2003). Studies in which the optimal α values have
been determined have revealed clear non-linear behaviour, i.e. the optimal α values have
significant spatial variation. Additionally, due to the scaling α . L−1, only very small
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Figure 1.6: Example of a PFSS extrapolation from the NSO NISP project (http://nisp.
dev.nso.edu/). The solar surface is covered by a map of radial magnetic field component
Br in grey scale (where black corresponds to negative and white to positive values). Blue
lines correspond to closed magnetic field lines, whereas red and green lines corresponds to
open field lines of different polarity (i.e. sign of the radial component at the photosphere).
values of α are stable and consistent in global coronal extrapolations being thus close to
the potential field models (Mackay and Yeates, 2012).
As the constant α assumption in LFFF extrapolation is problematic the transition
to non-linear force-free extrapolations (to spatially varying α) is natural. A variety of
methods exist to calculate NLFFF extrapolation so that Eq. 1.7 is fulfilled in the corona
(e.g. Wiegelmann and Sakurai, 2012, and references therein). However, different methods
do not usually produce the same result and significant differences between the NLFFF
solutions and synthetic model data has been observed (Metcalf et al., 2008).
The problems of the NLFFF extrapolation start already from the formulation of the
extrapolation itself. If the photospheric boundary condition fixes the full magnetic field
vector at the photosphere, the resulting NLFFF problem is over-constrained and ill-posed,
and may lack a unique solution (Wiegelmann et al., 2015). To overcome this the input
data can be restricted so that only the normal magnetic field component is used, or so
that only the regions with one polarity of the photospheric magnetic field are used (see
e.g. Wiegelmann and Sakurai, 2012). However, in general the uniqueness of the solution
cannot be guaranteed. These issues are particularly emphasized due to the incompleteness
of the photospheric boundary condition. In addition to the fact that photospheric field
is not force-free, the magnetic field measurements itself contain large amount of noise
and other method-related uncertainties (discussed further in Section 2.2). The previously
mentioned preprocessing of photospheric data and relaxation of the boundary condition in
regions of large measurement error improve the result but do not remove the underlying
incompleteness of the data.
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In practice the NLFFF extrapolation can be obtained using various numerical schemes
(see e.g. Metcalf et al., 2008). The schemes are typically iterative and use a potential field
extrapolation as an initial state, which is then evolved towards a nonlinear force-free state
(see e.g. the optimization method of Wheatland et al., 2000 and the magnetofrictional
method of Yang et al., 1986). The results from different methods may vary considerably
(Metcalf et al., 2008), which introduces yet another source of uncertainty to the output of
the modelling in addition to the problems related to the photospheric boundary data and
non-uniqueness discussed above.
Despite the issues NLFFF extrapolations have successfully reconstructed some non-
potential (α 6= 0) and non-linear (α = α(r)) features in coronal magnetic fields such as
twisted magnetic flux ropes, and in some cases reasonable correspondence between the
observed EUV loops and the extrapolated field has been recovered (Wiegelmann and
Sakurai, 2012, and references therein). Reconstructions have also been able to show the
decrease in coronal magnetic energy caused by solar eruption (e.g. Sun et al., 2012).
1.3 Dynamical modelling of the coronal magnetic field
In principle, one could argue that the coronal field evolution can be modeled realistically
using a time series of force-free (or magnetohydrostatic) extrapolations. Such a sequence
would consist of independent snapshots of coronal states without explicit causality between
the states (only the photospheric boundary condition would evolve with direct causality). If
the extrapolations could be done perfectly, this would suffice, and the produced time series
of extrapolations would follow realistically the true evolution of the coronal field as long as
the evolution is quasi-static. However, this is unlikely since, as discussed in the previous
section, the extrapolation procedures themselves and particularly the problems related to
the photospheric boundary condition introduce significant inconsistencies between the
consecutive extrapolations. Above all, since dynamic events - such as solar eruptions -
are not quasi-static, time-dependent dynamical modelling of the solar corona is required.
1.3.1 Full magnetohydrodynamic model
As already mentioned in Section 1.2, full MHD is the most realistic dynamical model
of the corona since it captures self-consistently the plasma dynamics, which is required
when the plasma β is not small and/or the coronal evolution is not quasi-static. The
basic formulation of MHD can be found in many plasma physics textbooks (e.g. Koskinen,
2011, p. 163-190), whereas MHD formulations in the corona can be found both on global
(e.g. Mikić et al., 1999; Riley et al., 2006) and local (active region/eruption initiation
modelling) scales (e.g. Zuccarello et al., 2012) .
Even though full MHD introduces greater realism, the complexity of the model increases
substantially now that plasma dynamics (density, velocity and temperature) has to be
taken into account. Additionally, not very well-known processes have to be included
such as coronal heating and the acceleration of the solar wind. As already seen in the
case of force-free extrapolations even a simple boundary condition consisting only of the
photospheric magnetic field measurements can cause substantial issues with uniqueness
and realism of the solution. In full MHD these kind of issues are multiplied as a result of
13
new quantities added to the photospheric boundary condition. Moreover, many of these
quantities are difficult to measure directly.
Despite these complications MHD simulations have been used successfully to study
the dynamics of the global corona and solar eruptions (see e.g. Mackay and Yeates, 2012;
Chen, 2011, and references therein). See also Figure 1.7. However, simplifying features
are often used, such as static photospheric boundary condition (e.g. Lugaz et al., 2011) or
zero plasma β (e.g. Török and Kliem, 2005).
Overall, a severe limitation for using MHD is the computational cost of the model. For
instance, to elaborately model the birth of a solar eruption one has to model the whole
time range from the emergence of an active region to solar eruption. This evolution can
take days to weeks, whereas the eruption itself is a fast event. Proper MHD modelling
of such time scales with sufficient resolution, spatial extent and realistic photospheric
boundary condition is not feasible, and therefore the modelled time interval is often short
concentrating on the time of the eruption (for example, the modelled eruption of Figure
1.7 occurs over time-scale of minutes).
Figure 1.7: Example of an idealized MHD simulation (with zero plasma β) of a confined
filament eruption. Upper panels) Series of EUV images of the actual observed eruption
taken by TRACE spacecraft (λ = 17.1 nm). Lower panels) An idealized MHD simulation
of the same event (with colour-coded magnetic field lines). Initial state of the simulation
is an ideal model of a flux rope by Titov and Démoulin (1999). Image adapted from:
Török and Kliem (2005).
1.3.2 Magnetofrictional method
Since MHD simulations have in general too high computational cost and quasi-static
extrapolations do not catch all the necessary dynamics of the corona, a middle way
between these two methods is welcomed. An interesting option in this sense is the
MagnetoFrictional Method (MFM or MF-method, Yang et al., 1986 and van Ballegooijen
et al., 2000).
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Magnetofriction refers here to an additional friction term νV, caused by artificial
plasma velocity V, which is added to the MHD momentum equation:
ρm
dV
dt
= −∇p− ρm∇Ψ + J×B− νV. (1.16)
Here ν is the magnetofrictional coefficient. In the quasi-static and low beta case the
equation becomes a modified force-free equation, from which it can be seen that the
artificial plasma velocity is always proportional to the Lorentz force J×B:
νV = J×B⇒ V = 1
ν
J×B. (1.17)
Using this velocity, the magnetic field can be evolved in time through the MHD induction
equation:
∂B
∂t
= ∇× (V ×B− σ−1J) = ∇× [V ×B− η(∇×B)], (1.18)
where η = 1/(µ0σ) is the magnetic diffusivity.
When the magnetic field is evolved in time using Equations 1.17 and 1.18, the magnetic
energy decreases monotonically and the field relaxes towards a force-free state. Based
on Eq. 1.17 this corresponds to V → 0, so that the force-free state is acquired when
V = 0. Thus, the MF method with proper photospheric boundary condition forms a
valid numerical scheme for NLFFF extrapolations (Valori et al., 2007, and references
therein). MFM proved somewhat successful in the comparative test for numerical NLFFF
extrapolation schemes made by Metcalf et al. (2008) and the method has been upgraded
since (Valori et al., 2010).
However, when considering dynamical modelling, MFM can also be modified to model
time-dependent coronal phenomena as first proposed by van Ballegooijen et al. (2000). In
this dynamical approach the coronal magnetic field is evolved through magnetofrictional
relaxation of equations 1.17 and 1.18, but unlike in the static NLFFF extrapolation,
the photospheric boundary condition is evolved realistically in time as well. As a result
a dynamical balance between the simultaneous relaxation and photospheric driving is
created, and the magnetic field never reaches a fully force-free state (unless driving is seized
by stopping the time evolution of the photospheric boundary condition). It should be
noted that the time evolution of the magnetofrictional relaxation is not strictly physical as
it is based on the artificial plasma velocity V and ad hoc frictional coefficient ν. However,
as it will be seen, with the correct formulation the model describes evolution of coronal
fields correctly, at least at the qualitative level.
In the dynamic MFM approach the fixed boundary condition of the magnetic field is
replaced by the time derivative of the magnetic field ∂B/∂t or the time derivative of the
magnetic field vector potential ∂A/∂t (where B = ∇×A). Physically, this corresponds
to the determination of the photospheric electric field:
E = −∂A
∂t
(r, t)
∣∣∣∣
r=R
. (1.19)
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Using the time derivative of the vector potential the induction equation (Eq. 1.18) can be
rewritten:
∂A
∂t
= V ×B− η(∇×B). (1.20)
Using the equation above (Eq. 1.20), magnetofriction (Eq. 1.17) and the time-dependent
photospheric boundary condition (Eq. 1.19) the coronal and the photospheric field can be
evolved recursively (1.21) → ... → (1.25) → (1.21):
B(r, t) = ∇×A(r, t) (1.21)
⇒ J(r, t) = 1
µ0
∇×B (1.22)
⇒ V(r, t) = 1
ν
J×B (1.23)
⇒ ∂A
∂t
(r, t) = V ×B− η(∇×B) (1.24)
⇒ A(r, t+ ∆t) = A(r, t) + ∂A
∂t
(r, t)∆t. (1.25)
Here the explicit time-evolution of Eq. 1.25 is only illustrative and the actual time
integration algorithm can be more sophisticated. The initial state of the vector potential
A is determined (with gauge freedom) from an initial field distribution, which can
be, for example, a potential field extrapolation based on photospheric magnetic field
measurements.
A key part of the dynamic MFM is the time-dependent photospheric boundary condi-
tion, the electric field (Eq. 1.19), which determines the evolution of A at the photosphere
by setting the time derivative ∂A/∂t. However, only the horizontal components of the
photospheric electric field can be set as boundary condition (Cheung and DeRosa, 2012).
This follows from the restriction that the induction equation (Eq. 1.20) must hold also
in the photosphere. To be consistent with the induction equation fixing the horizontal
components of ∂A/∂t requires also the fixing of all the components of photospheric V
and B as well as the horizontal components of J. The normal component of current
density J is then also fixed by the photospheric distribution of horizontal magnetic field
components (because Jz = µ−10 [∂xBy − ∂yBx] from Eq. 1.22). Thus all components of V,
B and J are constrained by horizontal components of ∂A/∂t and the induction equation.
No further constraints can be set by fixing the normal component of photospheric electric
field −∂Az/∂t, but it is instead determined by the existing boundary condition and the
induction equation.
In addition to the photospheric boundary condition, the condition for the upper
boundary of the MFM domain is worth mentioning. Similarly to PFSS extrapolations
the magnetic field lines can be forced to be radial at the upper boundary (source surface).
Another way to model the solar wind effect is to add a radial outflow term into the
equation of magnetofriction (Eq. 1.17) as done by Mackay and Van Ballegooijen (2006).
Either way, this enables the liftoff of flux ropes and thus modelling of solar eruptions in
MFM.
When considering the dynamics occurring away from the boundaries, the coefficients
ν and η have an important role in MFM (for an example formulation of these parameters
see e.g. Cheung and DeRosa, 2012). Due to the ad hoc nature of the magnetofrictional
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term νV, the value for the magnetofrictional coefficient ν can be chosen quite freely and
it can vary in space and in time. Its value controls the speed of the relaxation towards the
force-free state as well as the speed at which changes in the photospheric field propagate to
the corona. The magnetic diffusivity η determines the strength of the magnetic diffusion
in the induction equation:
∂B
∂t
= ∇× [V ×B− η(∇×B)] (1.26)
= ∇× (V ×B) + η∇2B−∇η × (∇×B). (1.27)
The non-zero value of η enables magnetic reconnection in the sense that the topology
of the field can change, but the related heating or plasma acceleration are not modelled.
Additionally, η can be used to limit the amount of twist in flux ropes that form during
the magnetofrictional evolution.
When the details listed above are properly considered, MFM can be formulated so that
it models the dynamical evolution of the coronal magnetic field quite realistically. For
example, the MFM simulations have successfully modelled the formation and lift-off of
magnetic flux ropes and the underlying reconnection processes (e.g. van Ballegooijen et al.,
2000; Mackay and Van Ballegooijen, 2006; Cheung and DeRosa, 2012). In these models
the MFM was run over long time scales (from days to months), resulting in a realistic
flux rope evolution and also in a quick eruption. In addition to eruption modelling, the
MFM enables dynamical modeling of global corona with non-potential effects, which is a
clear improvement to global PFSS models.
However, it is clear that the MFM has also its the limitations. It is subject to the same
restrictions and issues as quasi-static force-free extrapolations, and the plasma dynamics
(heating, flows, emission) are disregarded. An interesting improvement is to couple the
MFM with a full MHD model so that the MFM-evolved coronal field is used as an initial
condition for an MHD simulation (Pagano et al., 2013). Approach is similar to Amari
et al. (2014) and Inoue et al. (2014) who used NLFFF extrapolation methods to create
initial condition for an MHD simulation. As a result, a computationally feasible scheme
for modelling solar eruptions can be sketched: (1) First the corona is modelled with the
MFM and data-driven photospheric boundary condition. (2) When MFM has resulted in
a flux rope ejection, its state before the eruption is set as the initial condition of a full
MHD simulation. This kind of model would successfully combine the long time scales
over which photospheric driving causes energy build-up to coronal fields and the quick
physically complex release of this energy in the eruption.
Whatever the use of dynamic MFM is, it is vital that the photospheric boundary
condition, the electric field, is as realistic as possible, i.e. it must be determined from
measurements. This is a difficult task, but the recent improvements in methodology
and instrumentation make it feasible. Detailed discussion of the electric field inversion
methods and the implementation of these methods is the main subject of the following
chapters.
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Chapter 2
Determination of the photospheric
electric field
Since in situ measurements of solar surface and atmosphere cannot be made, remote
sensing measurements are required to determine the photospheric conditions. The solar
radiation, its absorption and emission in different regions of the solar atmosphere is usually
the key to such methods. However, inferring the photospheric magnetic, electric and
plasma velocity fields from the spectrum of the radiation is a complex inversion problem,
in which the large noise levels and other uncertainties of the measurements are a recurrent
issue. This chapter discusses the determination of these fields with the emphasis being on
the electric field. As it will be shown, both the magnetic field and plasma velocity field
are required in order to acquire a well-constrained estimate for the electric field.
2.1 A short review of the methods to determine the
photospheric electric field
Similar to the determination of the magnetic field (explained in the following section),
the most direct way to determine the photospheric electric field is to study its effect on
the emission and absorption lines of atoms in the photosphere. Whereas the magnetic
field can be deduced from the splitting of the absorption lines due to the Zeeman effect,
the electric field can be deduced from the splitting caused by the Stark effect (Moran
and Foukal, 1991, and references therein). However, this method has poor signal-to-noise
ratio, and the lowest observation limit of the field strength is ∼ 5 - 10 V/cm (Moran and
Foukal, 1991). Since the current estimates of the typical electric field strengths are below
this (Kazachenko et al., 2015, and references therein), the method based on the Stark
effect is not sufficient for photospheric studies.
Instead, the determination of the electric field is usually based on magnetic field
and plasma velocity measurements from which the electric field can be inverted using
Faraday’s law:
∇× E = −∂B
∂t
(2.1)
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and the assumption that the photospheric plasma behaves according to ideal magneto-
hydrodynamics. In the photosphere the ideal MHD assumption is valid at least outside
large magnetic field gradients and large current densities (i.e. outside current sheets),
where the characteristic length scales and the magnetic Reynolds number Rm are large
(Priest 2014, p. 74-80, Stix 2004, p. 307-310). As a result the magnetic diffusion term in
the induction equation is negligible:
∂B
∂t
= ∇× (V ×B) + η∇2B ≈ ∇× (V ×B). (2.2)
When the ideal induction equation above is combined with Faraday’s law one arrives at
the ideal Ohm’s law, which forms the second basic relation for the determination of the
photospheric electric field:
E = −V ×B. (2.3)
In the general case and particularly when small enough spatial scales are considered
the ideal induction equation and Ohm’s law (Eqs. 2.2 and 2.3) should be completed
with terms of Ohmic diffusion and, as a consequence of the low ionisation degree of the
photospheric plasma, even with terms of Hall effect and ambipolar diffusion (e.g. Cheung
and Cameron, 2012). However, in most of the current electric field inversion methods the
ideal Ohm’s law is a basic assumption.
The electric field inversion methods that apply only the ideal Ohm’s law are referred
to as tracking methods, whereas methods which apply also Faraday’s law or the ideal
induction equation are referred to as inductive methods (as classified by Fisher et al., 2010).
The tracking methods give the whole electric field vector, but this requires knowledge of
the full magnetic field and velocity vectors, of which only the magnetic field is routinely
provided by remote sensing measurements. Only one component of the velocity field can
be typically determined using direct measurements (based on the Doppler effect). With
current methods and instrument technology the complete determination of the velocity
field requires inversion of its own using the determination of the so called optical flow,
which is usually based on the magnetic field measurements (explained further in Section
2.3). What is interesting is that the inversion of the velocity field often includes the use of
the ideal induction equation, thus making the velocity inversion method also ’’inductive’’.
Overall, the electric field inversion and velocity inversion are strongly interwoven, and
specifying one with the magnetic field determines automatically the other in Equation 2.3.
Despite this theoretical equivalence of the electric field and velocity inversions, due to
large errors in the magnetic field measurements and the inversion methods themselves, it
is not trivial how and in which order the inversions should be made. The best results
have been obtained using the multistep inversion method of Fisher et al. (2010), Fisher
et al. (2012) and Kazachenko et al. (2014). The method starts by considering Faraday’s
law (Eq. 2.1) so that the inductive component of the electric field EI is determined up to
the non-inductive component −∇ψ:
∇× EI = ∇× (EI −∇ψ) = −∂B
∂t
. (2.4)
To completely determine the electric field the non-inductive component must be then
constrained using a weighted mixture of direct velocity measurements and optical flow
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inversion results. Therefore the method does not require complete inversion of the velocity
field before the electric field inversion. This has been proven to be superior to all the
methods that first invert the entire velocity field and then compute the electric field using
the ideal Ohm’s law (Kazachenko et al., 2014; Fisher et al., 2012; Schuck, 2008; Welsch
et al., 2007). In addition to its superior inversion results, the method is also more flexible
when the input data for the inversion is incomplete (see Section 2.4 for details).
Regardless of the inversion method, the magnetic field and at least part of the velocity
field are required to completely constrain the photospheric electric field. Determination
of the magnetic and velocity fields using remote sensing measurements is the subject
of the following Sections 2.2 and 2.3. The multistep inversion technique explained in
Kazachenko et al. (2014) is presented more in detail in Section 2.4.
2.2 Determination of the photospheric magnetic field
The determination of the photospheric magnetic field is usually based on spectropolarimet-
ric observations in which the magnetic field is inferred from its effect on the polarization
of electromagnetic radiation through the Zeeman or Hanle effect (Lagg et al., 2015). Most
of the routinely available magnetic field measurements are based on the Zeeman effect,
whereas the Hanle effect is useful when greater sensitivity is required. Therefore, only the
former is presented here.
The Zeeman effect refers to the splitting of the discrete atomic energy levels when the
atom is placed in an external magnetic field Bext (Griffiths, 2005, p. 271-279). The Zeeman
effect observed in the photosphere is usually weak meaning that the external magnetic
field Bext  Bint, where Bint is the atom’s internal field (Stix, 2004, p. 118-121). The
weak Zeeman splitting can be illustrated using the quantum numbers of an atomic state:
n (the principal quantum number), j (total angular momentum) and mj (z-component
of the total angular momentum). Without an external magnetic field the energy of the
atomic state is completely determined by n and j (i.e. states with same n and j but
different mj have the same energy). The interaction with external magnetic field breaks
this degeneracy so that also the states with different mj correspond to different energies.
This results in splitting of the absorption lines, since the amount of possible transitions is
multiplied. In the determination of the photospheric magnetic field the most common case
is splitting to three (Zeeman triplet), in which two additional lines appear, one blueshifted
and one redshifted with respect to the original line (illustrated in Figure 2.1). Since the
amount of separation (in wavelength ∆λ) between the original line and the new lines is
proportional to the strength of the external magnetic field, the magnitude of the field can
be deduced from the separation:
B ∝ ∆λ. (2.5)
However, the absorption lines are broadened due to natural uncertainty in the energy
of atomic states (natural broadening), thermal velocity of the atoms (Doppler broadening)
and due to collisions with other atoms (collisional broadening) (Landi Degl’Innocenti and
Landolfi, 2004, p. 383-386). As a result, in weak enough magnetic field, the resulting
splitting is so weak that separate lines can be hard to discern and the Zeeman effect
appears more like additional line broadening (Stix, 2004, p. 118-121) (see also Figure 2.3,
upper panel). However, the possible values of ∆mj (Figure 2.1) have also different effect
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on the polarization of the light, which offers an additional way to detect the splitting. As
explained in Figure 2.2 the ∆mj of the transition as well as the direction of the magnetic
field with respect to the line-of-sight (LOS) direction determine the polarization of the
absorbed light.
Figure 2.1: Illustration of the Zeeman effect, particularly a Zeeman triplet. The different
energy corresponding to different mj quantum number splits the spectral line into three
components: the original line (∆mj = 0), lines blueshifted (∆mj = 1) and redshifted
(∆mj = −1) with respect to the original. Courtesy of the original image: Ondřejov
Observatory.
Figure 2.2: Illustration of what type of polarization is absorbed at different components
of the Zeeman triplet. a) The geometry of the absorption. Light ray propagates parallel
to z-axis (LOS direction) and polarization components illustrated in panel b are absorbed
by atoms of which absorption lines are splitted due to magnetic field B with inclination γ
and azimuth φ. Image adapted from: Stix (2004), p. 123.
b) The polarization rules of the absorbed light for the components of the Zeeman triplet
in Figure 2.1 (blue component ∆mj = 1, principal component ∆mj = 0, red component
∆mj = −1). The arrows represent the polarization states (circular, linear and elliptical)
showing the motion of the transverse electric field vector of the light on a fixed plane
as seen from the direction of the observer (i.e. looking towards negative z-direction in
a-image). Image adapted from: del Toro Iniesta (2003), p. 126
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In general, the polarization of light can be quantified using the so-called Stokes vector
I = [I,Q, U, V ]T , which contains information about total intensity I, two components of
linear polarization Q, U and the amount of circular polarization V (Stix, 2004, p. 121-123).
For unpolarized light only the I component is nonzero, whereas non-zero components of
V , Q and U specify the amount of the intensity with the respective polarization type.
The polarization rules of absorption in Figure 2.2 can be specified as changes of the V , Q
and U at the absorption lines. For example, when the inclination of the magnetic field
γ = 0 (Figure 2.2a) the redshifted (blueshifted) component absorbs only the right-handed
V > 0 (left-handed V < 0) circular polarization component, thus adding left-handed
V < 0 (right-handed V > 0) component to the Stokes vector of unpolarized light. The
original line has no effect on the circular polarization V . The resulting Stokes profile (i.e.
Stokes vector as a function of wavelength I(λ)) is illustrated in Figure 2.3 for I and V
components.
Combined with other absorption and dispersion properties of the medium, the polar-
ization rules of a Zeeman triplet can be collected to the so-called propagation matrix K
(sometimes referred as absorption matrix), which contains the information of how the
Stokes vector changes in the path of the light ray. Together with the emissive properties
of the medium (collected in the source function vector S) the evolution of the Stokes
vector can be solved from the Radiative Transfer Equation (RTE) (del Toro Iniesta, 2003,
p. 105-116):
d
dz
I = −KI+ S, (2.6)
where the z-coordinate refers to the propagation direction of the light ray (in practical
applications, the LOS direction).
Figure 2.3: Measured Stokes profile of the splitted of Na I 5896 Å absorption line. Up)
Profile of the total intensity I. Down) Circular polarization component V (thick solid
line) and ∂I/∂λ (thin solid line). Both I and V are normalized to continuum intensity of
the backround radiation Ic. Image courtesy: Stenflo (2013)
It is the Stokes vector of the photospheric light that can be measured by the observing
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telescope with some spatial resolution over the visible solar disk (for review on the
measurement technology see Lagg et al., 2015). The inversion of the Stokes vector (or
Stokes profile) refers to determination of the physical conditions that give the observed
vector as a solution of the RTE (Borrero et al., 2011, del Toro Iniesta, 2003, p. 199-219).
The physical conditions include the local magnetic field (with an ambiguity explained
later) and also many other physical parameters (such as the temperature, pressure and
the bulk velocity of the plasma to LOS direction VLOS), which are included in some model
of the solar atmosphere (del Toro Iniesta, 2003, p. 149-163). Using RTE and the model
parameters a synthetic Stokes profile Isyn(λ) can be created. Inversion of the Stokes vector
is therefore a weighted least-squares fit, in which the input parameters of the RTE are
fitted to the observed Stokes profile Iobs(λi) so that the difference between the resulting
synthetic Stokes profile Isyn(λi) and the observed one is minimized at some wavelength
positions λi near the splitted spectral line.
Stokes inversion is required for the determination of the full magnetic field vector, in
which case the LOS BLOS and transverse Btr components are calculated from the inverted
field strength B, inclination γ and azimuth φ as follows:
BLOS = B sin γ (2.7)
Btr = B cos γ (2.8)
B = Btr +BLOS = B cos γ cosφ xˆ+B cos γ sinφ yˆ +B sin γ zˆ, (2.9)
where the coordinate system of Figure 2.2 is used.
The LOS component of the magnetic field (Eq. 2.7) can be determined even without the
complete Stokes inversion. This arises from the fact that the LOS component affects the
circular polarization V through Zeeman splitting independent of the transverse components
(Stenflo, 2013) as in the case of magnetic field with γ = 0, discussed earlier and illustrated
in Figure 2.3. Therefore only I and V profiles around the spectral line are required, and
BLOS can be determined from Eq. 2.5 (see e.g. algorithm of SOHO/MDI and SDO/HMI
instruments presented by Couvidat et al., 2012a). As a side product one also gets the
LOS plasma velocity VLOS (discussed further in Section 2.3.1).
As opposed to the fairly straightforward determination of the LOS component above
the complete Stokes inversion is much more complicated. First, the model of the solar
atmosphere for solving the RTE can be chosen in many ways with varying amount of
simplifying approximations (further discussion e.g. in del Toro Iniesta, 2003, p. 149-163).
Second, measurement errors of the Stokes vector (i.e. photon noise) propagate to the
inversion result. The resulting error is worse for the transverse components than for the
LOS component of the field (by about a factor of ten) (Stenflo, 2013; Wiegelmann and
Sakurai, 2012). In case of Helioseismic Magnetic Imager (HMI) instrument onboard Solar
Dynamics Observatory (SDO) spacecraft (Scherrer et al., 2012), of which magnetic field
measurements are used in this thesis, the noise levels are . 10 G for BLOS and 100 G for
Btr and they increase towards the solar limbs (Sun et al., 2012; Liu et al., 2012). This
makes the Btr component practically noise in the weak field regions, i.e. most of the
quiet-Sun region outside active regions (where the average field strength ranges from 3 to
80 G, Priest, 2014, p. 25-30).
In addition to noise problems, the inversion of the Stokes vector leaves also an intrinsic
ambiguity to the resulting magnetic field estimate. The solution of the RTE (i.e. the
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synthetic Stokes profile) is not affected if azimuth of the magnetic field φ is transformed
φ→ φ+180◦ mod 360◦. Therefore the inversion cannot resolve the azimuth uniquely, thus
leaving an ambiguity, referred to as the 180-degree ambiguity, to the result. As seen from
Equation 2.9 this corresponds to the ambiguity of the sign in the x- and y-components of
the transverse magnetic field vector Btr.
Since spectropolarimetric measurements of the Stokes profile and Stokes inversion
cannot resolve the 180-degree ambiguity, other constraints have to be set, and a variety
of them have been developed (see e.g. Wiegelmann and Sakurai, 2012; Metcalf et al.,
2006; Leka et al., 2009). Since the resolution is binary (either φ or φ + 180◦ is correct)
even choosing the solution randomly provides 50% accuracy. ’’Flipping a coin’’ about
the azimuth is actually somewhat justified in the weak field regions, where the transverse
magnetic field Btr is mainly below noise level and the azimuth ambiguity resolution can be
interpreted to be random noise as well (Hoeksema et al., 2014). Another simple method,
the radial acute angle method, refers to choosing the magnetic field vector so that its
radial component with respect to the centre of the Sun has maximal value. This method
is likely suitable far from the active regions, since large number of studies imply that the
photospheric magnetic field is mainly radial in the quiet Sun regions when the visible
hemisphere is considered as a whole (Gosain and Pevtsov, 2013; Petrie and Patrikeeva,
2009, and references therein).
The more accurate methods apply the result of the Stokes inversion in the disambigua-
tion. One approach is to use the unambiguous LOS component to generate a reference
field using a potential or linear force-free extrapolation. The ambiguity is then solved by
minimizing the angle between the measured field and the reference field vectors, and thus
such methods are dubbed as acute angle methods. The potential acute angle methods
which use potential field extrapolation as the reference field have been popular due to
their simplicity and computational efficiency. The methods have also fared reasonably
well in disambiguation method tests based on simulated data (Metcalf et al., 2006; Leka
et al., 2009), where they disambiguated ∼ 64-84% of the test pixels correctly and seemed
to be rather insensitive to the presence of noise in the data.
In addition to the angles with a reference field also other quantities can be minimized
to solve the ambiguity: in the Minimum Energy (ME) method (Metcalf et al., 2006;
Metcalf, 1994) the result of the acute angle method is improved so that the sum of the
divergence of the magnetic field ∇ ·B and the magnitude of the current density J are
minimized over all data points. This corresponds to minimization of a pseudo-energy
E = Σ(|∇ · B| + µ0|J|)2. The minimization of the divergence is a natural approach,
whereas the minimization of current density smooths the result by minimizing spatial
gradients in |∇ ×B| thus removing large spurious gradients caused by the incomplete
azimuth ambiguity resolution (Metcalf, 1994). The minimum energy method has fared
well in tests (solved over 93-97% of the pixels correctly in a simulation tests of Metcalf
et al., 2006 and Leka et al., 2009). A version of it is used routinely in HMI data pipeline
to disambiguate the azimuth in regions where the magnetic field strength is above noise
(see section 3.1.1). Also other successful disambiguation methods which apply similar
minimization conditions have been developed (see the reviews of Metcalf et al., 2006 and
Wiegelmann and Sakurai, 2012 for further details).
Despite the relative success of the disambiguation algorithms they are still left with
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multiple pathologies when applied to real data. The methods are sensitive to noise (Leka
et al., 2009), and therefore no completely reliable resolution exist in the noise-dominated
weak field regions. According to Leka et al. (2009) all disambiguation methods perform
well when the transverse field is sufficiently large (Btr > 500 G). Another issue is the
temporal instability of the disambiguation: the azimuth may experience temporal spurious
flips from one resolved azimuth value to the opposite (φ→ φ+ 180◦) in a time series of
magnetic field measurements (Welsch et al., 2013). This requires temporal regularization
of the azimuth (discussed further in Sections 3.1.2 and 4.1.2).
After dealing with azimuth ambiguity one finally has a complete magnetic field vector.
Maps of the magnetic field values over the solar surface are generally referred to as
magnetograms, more specifically vector magnetograms when the entire vector is inverted
and LOS magnetograms when only the LOS component is measured. These maps consist
of data points over the solar disk visible for the observing telescope and therefore the native
coordinate system is the CCD (pixel) coordinates of the observing telescope (see Appendix
A.1). The resolution of these maps varies depending on the telescope that provides the
spectropolarimetric data for the Stokes inversion. For example, the SDO/HMI instrument
provides a view of the entire Sun with angular resolution of 0.5’’/pixel (Scherrer et al.,
2012) in the plane of sky.
Currently, all telescopes measuring the photospheric magnetic fields are ground-based
or at near-Earth orbit, and thus the magnetic field can be determined simultaneously only
to visible solar disk. As a result creation of global maps of the photospheric magnetic field
(so-called synoptic maps) requires creative approaches explained further in Appendix A.4.
2.3 Determination of the photospheric velocity field
As discussed in Section 2.1 the velocity field is at least partly required in all electric field
inversion methods. Remote sensing measurements (based on LOS Doppler effect) offer
only the LOS component of the velocity field vector, whereas the other two components
must be deduced from indirect optical flow estimates.
Before going into details of the estimates the choice of the reference frame should be
stressed. Since the corona corotates with the Sun up to a few solar radii, the photospheric
quantities used for modelling of the coronal evolution must be determined in a frame
that corotates with the photosphere. Transformation of the magnetic field data to such
a frame is straightforward, because the magnetic field is invariant in non-relativistic
frame transformations. The method to do this transformation is explained thoroughly in
Appendix A.3. Velocity field data can be transformed similarly, but now also the field
values must change in the transformation. This affects particularly the use of dopplergram
data, but also the optical flow estimates.
2.3.1 Dopplergrams
As already mentioned in the previous section, the LOS component of the plasma velocity
with respect to the observer is required in the inversion of the magnetic field, both for
the full inversion (e.g. Borrero et al., 2011) as well as for the determination of the LOS
component only (e.g. Couvidat et al., 2012a). The LOS velocity VLOS is determined from
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the Doppler shift of a spectral line ∆λD with respect to its rest position λ0 (Eq. 2.10):
VLOS =
c∆λD
λ0
. (2.10)
Here positive VLOS corresponds to redshift.
The photospheric maps of VLOS are referred to as dopplergrams, and when produced
as a side product of magnetic field inversion, their resolution is the same as the resolution
of the corresponding magnetogram. The noise levels of the dopplergrams produced by the
SDO/HMI instrument are . 30 m s−1 (Couvidat et al., 2012b). When compared to the
typical photospheric granulation outflows of ∼ 1000 m s−1 (Priest, 2014, p. 21-24) the
effect of noise is small.
In order to transform dopplergram velocities to the frame corotating with the pho-
tosphere one needs to find the correct zero point of Doppler shifts, i.e. the wavelength
position of the spectral line λphot0 that corresponds to the photospheric plasma at rest in
the corotating frame. To determine λphot0 a variety of spatially varying effects should be
added to the rest wavelength of the spectral line λ0 used in the inversion (for thorough
reviews see Welsch et al., 2013; Dravins, 1982). In practice this is achieved by modifying
the raw inverted dopplergram velocities so that the LOS velocity corresponding to the
shift ∆λD = λphot0 − λ0 is estimated and subtracted from the dopplergram.
The simplest effects to account for are the constant gravitational redshift of the Sun
(Takeda and Ueno, 2012, and references therein) and the motion of the observer relative
to the centre of the Sun. Both are known accurately and their projection to VLOS is
easy to subtract from the dopplergram. A significant Doppler signal is caused also by
the differential solar rotation, which can be removed using an empirical rotation profile
(explained further in Appendix A.3).
Further effects include also large-scale axisymmetric meridional flows in the photosphere
(see e.g. Stix, 2004, p. 295-297) and granulation. Granulation distorts the average Doppler
shift towards blue (i.e. motion towards the observer), referred to as convective blueshift.
Since the rising plasma of the granules is hotter and therefore brighter, and it occupies also
larger area than the cooler submerging plasma, the spectral line intensity is dominated
by the rising motion biasing the line shift towards blue (Welsch et al., 2013; Dravins,
1982) (see also Figure 2.4a). Additional convective blueshift is caused by the horizontal
component of the granulation flow due to inclined LOS direction outside the centre of the
solar disk (Beckers and Nelson, 1978). The convective blueshift effect becomes significant
when the observations are made with a resolution lower than the granule size, and also
when the zero point of the Doppler shift is determined as a crude spatial and temporal
mean (or median) of the LOS velocities over the solar disk (as done for example for the
SDO/HMI dopplergrams, Hoeksema et al., 2014 and Welsch et al., 2013).
In addition, solar p-mode oscillations may cause problematic jumps in dopplergram
velocities (e.g. Welsch et al., 2013; Schuck, 2010).
The effects listed above can be taken into account one by one so that suitable functions
are fitted to full-disk dopplergrams, and the residuals of these fits represent the true LOS
velocity in the frame corotating with the photosphere (e.g. Schuck, 2010; Snodgrass, 1984;
Takeda and Ueno, 2012, and references therein). However, the uncertainties of this kind of
fitting are large and the approach likely neglects some effects such as possible short-term
temporal changes in the instrument structure (Welsch et al., 2013). Additionally, the
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global nature of the fitting gives the best possible result over the entire disk, but not
necessarily at the region of interest (e.g. active region).
Figure 2.4: a) Illustration of the convective blueshift in the photosphere. The black arrows
illustrate the granulation flow showing that larger portion of the granulation pattern is
filled with rising hotter (and brighter) plasma. Outside the centre of the solar disk the
horizontal component of the granulation flow causes additional blueshift due to inclined
LOS direction (vertical dashed lines). b) Illustration of the flux-matching constraint
in the magnetic calibration of LOS velocity. Unsigned flux change over each region of
opposite polarity (A+, white region , A−, black region) must match the ideal unsigned
flux transport at the PIL (black dashed line). Both images adapted from: Welsch et al.
(2013)
As an alternative method Welsch et al. (2013) developed a magnetic calibration of the
Doppler shifts, in which magnetic field data is used to constrain the plasma velocity Vn
normal to the photosphere. The method is applicable only near the centre of the solar disk
where the approximation Vn ≈ VLOS holds. The basis of the method is a flux-matching
constraint, which holds around Polarity Inversion Lines (PILs) (i.e. lines over which
the sign of the the magnetic field component normal to the photosphere Bn changes).
The constraint states that the unsigned change of the magnetic flux |∂Φ/∂t| through the
photosphere over each region of opposite polarity A± near the PIL (LHS of Eqs. 2.11 and
2.12) must match the ideal unsigned flux transport at the PIL (RHS of Eqs. 2.11 and
2.12): ∣∣∣∣∂ΦA±∂t
∣∣∣∣ = ∣∣∣∣∂ΦvBL∂t
∣∣∣∣ (2.11)∣∣∣∣ ∫
A±
dA±
∂Bn
∂t
∣∣∣∣ = ∣∣∣∣ ∫
PIL
dL VnB⊥
∣∣∣∣. (2.12)
Here Bn ≈ BLOS is the magnetic field component normal to the photosphere, Vn ≈ VLOS
from the dopplergram data and B⊥ is the component of the horizontal magnetic field
Bh ≈ Btr perpendicular to PIL. The configuration of the constraint is illustrated in Figure
2.4b.
Breaking of the constraint above implies bias Vbias in the dopplergram velocity VLOS,
which can be calculated from the conditions above. Subtracting the bias velocity from
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the VLOS results in correct LOS velocity with correct zero point of the Doppler shift.
The method can be applied only in active regions where the magnetic field strength is
sufficiently above the noise level and a reliable estimate for Bh ≈ Btr can be acquired.
In the limits of the data resolution and precision the flux-matching constraint offers
absolute calibration for the VLOS in the correct rest frame, but only for active regions
near the disk centre. Outside this region additional methods, such as the fitting methods
discussed earlier, are required.
2.3.2 Optical flow estimates
The determination of the optical flow velocity VOPT refers to the tracking of intensity
features between successive frames in a time series of photospheric images (Schuck, 2006).
These images are usually magnetograms, but also other data types such as filtergrams or
white light observations are used (Welsch et al., 2004; November and Simon, 1988). The
optical flow can be determined in the plane of sky, but the resulting velocity estimate
would then be similar to raw dopplergrams and many of their effects such as solar rotation
would be included. Therefore, typically the time series of photospheric images from which
the optical flow is determined is transformed to the frame corotating with the photosphere
as explained in Appendix A.3. Additionally, since the optical flow methods are explicitly
applied to 2D images giving 2D optical flow on the image surface, the used images are
often flat approximations of the solar surface thereby making the interpretation of the
optical flow more straightforward. This requires map projection of the photospheric
data to a local Cartesian system in which the curvature of the solar surface is neglected
(explained in Appendices A.1 and A.2). However, this approximation is not compulsory
either as illustrated later in the case of DAVE4VM velocity inversion method.
After proper transformations the time series of the photospheric data consists of 2D
images of some scalar quantity I(x, y, tk), where x and y are the physical coordinates of the
flat local Cartesian image surface. Currently, two basic approaches exist to determine the
optical flow: Local Correlation Tracking (LCT) and differential affine velocity estimators.
LCT was first applied to photospheric data by November and Simon (1988) and the method
is based on a local maximization of the correlation between pixels (m,n) of successive
images I(x, y, t1) and I(x, y, t2). Each pixel is represented as a subimage S(m,n)(x, y, tk),
which is a windowed version of the full image, centred at the pixel coordinates (xm, yn):
S(m,n)(x, y, tk) = I(x, y, tk) exp[(−(x− xm)2 − (y − yn)2)/σ2]. (2.13)
The shift (δx, δy) that maximizes the correlation C(m,n)(δx, δy) between successive subim-
ages S(m,n)1 and S
(m,n)
2 divided by the temporal difference of the images δt gives the optical
flow VLCT at the pixel (m,n):
C(m,n)(δx, δy) =
∫ ∫
dx dy S
(m,n)
1 (−x,−y)S(m,n)2 (−x− δx,−y − δy) (2.14)
VLCT (m,n) = (Vx, Vy) =
1
δt
(δx, δy)
∣∣∣
max{|C(m,n)(δx,δy)|}
. (2.15)
After repeating this to all image pixels optical flow field at time t = (t1 + t2)/2 is acquired.
The formulation above is taken from the Fourier LCT (FLCT) method of Fisher and
28
Welsch (2008). They use a Gaussian windowing function of the subimages (Eq. 2.13),
and the gaussian width σ is a free parameter in the method.
The result of the LCT can be shown to satisfy, in a least-squares sense, the advection
equation (Schuck, 2006):
∂I
∂t
+VLCT · ∇hI = 0. (2.16)
Here ∂/∂t is a finite difference approximation calculated using the formulas explained
in Appendix A.3. Finite difference approximations for the horizontal ∇h operator are
discussed in Section 3.2.
The differential affine velocity estimators (Schuck, 2006; Chae and Sakurai, 2008;
Schuck, 2008) produce a more general estimate for the optical flow VAFF than the LCT.
The LCT provides a constant 2D velocity (Vx, Vy) for the entire subimage S(m,n)(x, y, t1)
so that the velocity minimizes the difference between the later subimage S(m,n)(x, y, t2)
and the shifted earlier subimage S(m,n)(x−Vxδt, y−Vyδt, t1). In turn, the affine estimator
minimizes the difference by fitting a more general spatially varying affine velocity model
(Vx(x, y), Vy(x, y)) to the subimages (Schuck, 2006):
VAFF (x, y)
∣∣∣∣
S(m,n)
=
(
uˆ0
vˆ0
)
+
(
uˆx uˆy
vˆx vˆy
)(
x− xm
y − yn
)
. (2.17)
Here the (xm, yn) are the coordinates of the pixel (m,n) and the model coefficients {uˆ, vˆ}
are determined in the fit. The affine model enables the optimal subimage shift to contain,
with the constant shift of LCT, also contraction/dilation, finite divergence and rotation.
Consequently, the velocity field fulfills (again in a least-squares sense) a more general
continuity equation (Eq. 2.18). The advection equation (Eq. 2.16) is the special case of
the continuity equation.
∂I
∂t
+∇h · (VAFF I) = 0. (2.18)
As already mentioned most methods determine the optical flow from magnetogram
sequences and in most cases low-noise BLOS or Bn magnetograms are tracked setting
I = BLOS/n (near the disk centre approximation Bn ≈ BLOS holds and outside this region
Bn can be projected from the full vector using Eqs. A.10 - A.12 in Appendix A.2). Since
the noise in the magnetic field data propagates to the optical flow estimate, masking can
be implemented to the data omitting pixels with small enough signal-to-noise ratio (e.g.
Welsch et al., 2004).
Without going into further details of how to determine the optical flow itself (see
Schuck, 2006; Chae and Sakurai, 2008; Schuck, 2008, for more information) it is now
assumed that some estimate VOPT , either from LCT or affine methods described above,
exists. However, the interpretation of the result is not straightforward. The optical
flow methods are based on tracking intensity features in I, and in general, the intensity
pattern in the image sequence may change due to other effects than horizontal velocity.
Therefore the correspondence between the true horizontal flow velocity in the 2D local
Cartesian frame Vh and the optical flow velocity VOPT is not unique, which is known as
the aperture problem (Schuck, 2006).
There is no generally valid solution to the aperture problem forcing one in practice to
employ a particular interpretation of the nature of the computed optical flow. One widely
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used assumption is to match the optical flow to the horizontal velocity (November and
Simon, 1988):
Vh = VOPT . (2.19)
This assumption is clearly problematic because it sets the horizontal velocity field Vh
and the tracked quantity I to be consistent either with the advection equation (Eq. 2.16)
or the continuity equation (Eq. 2.18), which is likely an unphysical constraint on both
quantities. Particularly when I = Bn and ideal MHD is assumed, Bn follows the normal
component of the ideal induction equation (Eq. 2.20), which can be derived from the full
equation (Eq. 2.2).
∂Bn
∂t
+∇h · (BnVh − VnBh) = 0. (2.20)
The general inconsistency with both the advection and continuity equations is apparent
in the equation above.
Tracking of Bn magnetograms offers also an additional popular solution to the aperture
problem known as the Démoulin & Berger hypothesis (Démoulin and Berger, 2003)
(abbreviation DB03 hypothesis as in Liu and Schuck, 2012). The hypothesis states that
the optical flow determined from the Bn magnetograms corresponds to the ideal flux
transport velocity Uf (Welsch, 2006):
Uf = VOPT (2.21)
Uf = Vh − Vn
Bn
Bh. (2.22)
As seen from from Figure 2.5 the flux transport velocity refers to the apparent horizontal
velocity of the photospheric footpoint of an emerging magnetic flux tube. Based on the
geometry of the situation Démoulin and Berger (2003) deduced the dependence between
the Uf and true plasma velocities Vh and Vn in Equation 2.22. In addition to having
slightly better (geometrical) arguments than the seemingly ad hoc assumption of Equation
2.19 the DB03 hypothesis also simplifies the normal component of the induction equation:
∂Bn
∂t
+∇h · (BnVh − VnBh) = ∂Bn
∂t
+∇h · (UfBn) = 0. (2.23)
Equation 2.23 has the exact form of the continuity equation (Eq. 2.18) for Uf and
Bn. Thus, assuming the DB03 hypothesis, differential affine velocity estimate from Bn
magnetograms should be consistent with the normal component of the induction equation.
The true velocities (both Vn and Vh) can be calculated from Equation 2.22 using vector
magnetograms (see e.g. Welsch et al., 2004).
An optical flow estimate with a solution to the aperture problem (Eq. 2.19 or Eq.
2.21) and the constraint of the normal component of the induction equation (Eq. 2.20) are
the central ingredients for a variety of methods to determine the horizontal components
Vh and sometimes even the entire velocity field (for reviews see e.g. Schuck, 2006; Welsch
et al., 2007; Schuck, 2008). Since the normal component of the induction equation (Eq.
2.20) is exact (in the framework of the velocity/electric field inversion), it is often set as a
starting point, so that the velocity field must be consistent with it. Similarly to the electric
field inversion using Faraday’s law, Equation 2.20 does not fully constrain the velocity field
leaving an arbitrary non-inductive component to the field. This non-inductive component
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Figure 2.5: Illustration of a magnetic flux tube emerging through the photosphere (black
thick arrow) at vertical velocity vn. Flux tube motion may also have horizontal shear
component vh. The photospheric footpoint of the tube propagates at horizontal ideal flux
transport velocity uf . Image courtesy: Démoulin and Berger (2003)
must then be constrained using some additional methods of which optical flow estimate is
the most natural, but not the sole option (Longcope, 2004; Georgoulis and LaBonte, 2006).
Moreover, the normal component of the induction equation allows adding an arbitrary
velocity component V|| parallel to the magnetic field. However, this does not affect the
electric field inversion when the ideal Ohm’s law (Eq. 2.3) is applied as a whole, since V||
vanishes in the cross product.
The Minimum Energy Fit (MEF) method (Longcope, 2004; Ravindra et al., 2008)
is an example of a method that combines the ingredients listed above to determine all
components of the velocity field. It starts from the normal component of the induction
equation (Eq. 2.20) so that the DB03 hypothesis is not used. The non-inductive component
of the velocity field is then constrained by minimizing a penalty functional W :
W{V} =
∫
A
(|Vt −VOPT |2 + |Vn − V Dopplern |2) dS. (2.24)
The integral is calculated over the image surface, andVOPT and V Dopplern are some reference
fields. Setting them to zero constrains the non-inductive component by minimizing the
kinetic energy of the horizontal plasma flow (and setting Vn = 0). The method is versatile
and can be improved so that the optical flow and/or (calibrated) dopplergram estimates
are added as the reference fields VOPT and V Dopplern . This produces a result that matches
optimally these observational constraints while still fulfilling the normal component of the
induction equation. This corresponds to the implicit modification of VOPT and V Dopplern
fields to match the induction equation, which produces also sensible consistency between
the two estimates from very different sources.
Another method, which starts from the normal component of the induction equation
(Eq. 2.20, again without the DB03 hypothesis) and produces estimate for all components
of the velocity field, is Differential Affine Velocity Estimator for Vector Magnetograms
(DAVE4VM) (Schuck, 2008). The method minimizes the induction equation in least-
squares sense and fits simultaneously a three dimensional extension of the affine velocity
model (Eq. 2.17) to a time series of vector magnetograms. Using a smoothness constraints
the method provides also an estimate for V||. Its latest updates enable constraining
the result with dopplergram data and determination of the velocity field in spherical
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heliographic coordinates without local Cartesian approximation (Schuck, 2012), thus
making DAVE4VM the most general velocity inversion method available.
Even though the MEF and DAVE4VM methods have been able to correct the incon-
sistencies between the normal component of the induction equation and the optical flow
estimates without using the DB03 hypothesis, the simplicity of the approach based on
it seems still attractive. Indeed, a variety of methods based on Equations 2.21 - 2.23
have been developed: Ideal LCT (ILCT) method of Welsch et al. (2004) modifies the
LCT estimate for the flux transport velocity Uf to match the Equation 2.23. Differential
Affine Velocity Estimator (DAVE) (Schuck, 2006) and its nonlinear generalization NAVE
(Chae and Sakurai, 2008) create optical flow estimate for Uf , which is consistent with
Equation 2.23 by definition.
However, these methods and the DB03 hypothesis have failed rather clearly in the
comprehensive tests for the velocity inversion methods made by Welsch et al. (2007) and
further expanded by Ravindra et al. (2008), Schuck (2008) and Kazachenko et al. (2014).
So far most of the tests have been based on ANMHD simulation (Abbett et al., 2004),
which is an MHD simulation of flux tube emergence from the convection zone to the
photosphere (for discussions about the realism and limitations of the simulation see Welsch
et al., 2007). In the tests the synthetic Bn magnetograms created from the simulation were
feeded to the velocity inversion methods and the inversion results were then compared
to known simulation results. The tests clearly show that the optical flow estimates
correspond more closely to the horizontal velocity Vh than the flux transport velocity
Uf , implying superiority of the assumption of Equation 2.19 to the DB03 hypothesis.
Similar results were also achieved with real magnetogram data for flux emergence events
qualitatively different from the ANMHD simulation (the ’’true’’ reference results were
acquired using DAVE4VM) (Liu and Schuck, 2012).
When the electric field inversion is considered, the best results (compared to ANMHD
simulations) have been obtained using a multistep method of Kazachenko et al. (2014).
Its electric field estimate is automatically consistent with all components of the induction
equation, and the method requires only separate estimates for the horizontal (optical flow)
and vertical components (dopplergram) of the velocity field (see Section 2.4.2 for details).
Kazachenko et al. (2014) applied the simple FLCT optical flow method (explained above)
for the determination of the horizontal velocity field, which gave very good electric field
inversions results. Thus, for their approach, the most sophisticated optical flow inversions
methods MEF and DAVE4VM might be unnecessarily involved. However, it should be
noted that MEF and DAVE4VM are both also consistent electric field inversion methods
as such, since their complete inversion of the velocity field gives the electric field through
the ideal Ohm’s law. Despite their inferior performance in ANMHD simulation tests
these velocity based electric inversion techniques may turn out to be useful under some
circumstances (for further discussion see Section 5.2).
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2.4 Inversion of the photospheric electric field from
magnetic field and velocity measurements
After acquiring estimates for the photospheric magnetic and velocity fields the inversion
of the electric field is straightforward using the ideal Ohm’s law. However, as explained in
Section 2.1, higher quality and more flexible inversion is produced, when the electric field
is decomposed to the inductive component (consistent with all components of Faraday’s
law) and to the non-inductive component (constrained using velocity measurements).
The primary determination of the inductive component ensures maximal consistency
with the magnetic field data, whereas adding the velocity estimate only as a constraint
for the non-inductive component enables better consideration of the regions where the
velocity estimate has poor quality. Moreover, the electric field can be estimated even
when the velocity data is incomplete or completely unavailable, in which case other (ad
hoc) constraints for the non-inductive component can be used.
In Section 2.4.1 Poroidal-Toroidal Decomposition (PTD) is presented as a practical
method to determine the inductive component. The presentation is basically a short
review of the method presented by Fisher et al. (2010) and later updated by Fisher et al.
(2012) and Kazachenko et al. (2014) with some additional explanatory notes. Then, in
Section 2.4.2 different methods to constrain the non-inductive part are discussed. This
section relies also heavily on the papers listed above.
Before going further a few notes about notation and coordinate systems are required.
If not otherwise stated most of the calculations presented in the following sections are
made in the local Cartesian system where the curvature of the solar surface is neglected
(see Appendix A.1). The system has vector basis {xˆ, yˆ, zˆ}, where xˆ and yˆ are parallel to
solar surface and zˆ normal to it. The applied time series of magnetic field and velocity
data are assumed to be transformed to the frame corotating with the photosphere (see
Appendix A.3).
2.4.1 PTD and the inductive component of the electric field
In Poloidal-Toroidal Decomposition (PTD) the magnetic field B is decomposed into
two scalar potentials: the poloidal P and toroidal T potential (Fisher et al., 2010;
Chandrasekhar, 1970):
B = ∇×∇× P zˆ+∇× T zˆ. (2.25)
Using the magnetic vector potential A the definition above can be rewritten (with gauge
freedom):
A = ∇× P zˆ+ T zˆ. (2.26)
Assuming necessary smoothness of the potentials and the vector fields the equations above
can be written using their partial time derivatives:
B˙ = ∇×∇× P˙ zˆ+∇× T˙ zˆ (2.27)
A˙ = ∇× P˙ zˆ+ T˙ zˆ, (2.28)
where the overdot corresponds to ∂/∂t.
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The PTD of the inductive electric field EI can be extracted from Equations 2.27 and
2.28 using Faraday’s law. The decomposition of the total electric field E is determined
after adding the non-inductive component −∇ψ (Eqs. 2.29 and 2.30):
∇× EI = −B˙ = −∇×∇× P˙ zˆ−∇× T˙ zˆ (2.29)
⇒ E = EI −∇ψ = −∇× P˙ zˆ− T˙ zˆ−∇ψ. (2.30)
Since the PTD has exactly the same form for magnetic field and vector potential (Eqs.
2.25 and 2.26) and their time derivatives (Eqs. 2.27 and 2.28), from now on only the time
derivatives are discussed. However, all the results discussed here apply also to potentials
P and T , which can be used to construct the magnetic vector potential using Equation
2.26.
The basic equations to determine the potentials P˙ and T˙ from a time series of magnetic
field data can be derived from the rewritten Equation 2.27 (Fisher et al., 2010):
B˙ = ∇h
(
∂P˙
∂z
)
+∇h × T˙ zˆ−∇2hP˙ zˆ, (2.31)
where
∇h = ∂
∂x
xˆ+
∂
∂y
yˆ. (2.32)
Using Equation 2.31 one can derive three Poisson equations for the potentials P˙ and T˙ :
zˆ · (2.31)⇒ ∇2hP˙ = −B˙z (2.33)
zˆ · ∇ × (2.31)⇒ ∇2hT˙ = −zˆ · (∇× B˙h) = −zˆ · (∇× (B˙x + B˙y)) (2.34)
∇h · (2.31)⇒ ∇2h
(
∂P˙
∂z
)
= ∇h · B˙h. (2.35)
In spherical coordinates the equations above have exactly the same form (Kazachenko
et al., 2014), but the vector quantities and the ∇-operator are expressed in spherical
coordinates:
∇2h =
1
r2 sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
− 1
r2 sin2 θ
∂2
∂φ2
(2.36)
∇h ·Bh = 1
r sin θ
∂
∂θ
(
Bθ sin θ
)
+
1
r sin θ
∂Bφ
∂φ
(2.37)
zˆ · ∇ × B˙→ rˆ · ∇ × B˙ = 1
r sin θ
(
∂
∂θ
(Bφ sin θ)− ∂Bθ
∂φ
)
. (2.38)
Since the source terms of Poisson equations 2.33 - 2.35 do not contain vertical
derivatives of B, they can be determined from two dimensional photospheric vector
magnetograms. Naturally, the solutions P˙ and T˙ are also two dimensional functions
(P˙ = P˙ (x, y)). The vertical derivative ∂P˙ /∂z can be treated as an independent two
dimensional function, which is required only when the consistency with Faraday’s law is
considered:
∇× E = −∇h
(
∂P˙
∂z
)
−∇h × T˙ zˆ+∇2hP˙ zˆ. (2.39)
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When Poisson equations 2.33 - 2.35 are solved in spherical coordinates over the whole
surface of the Sun, the solution is unique up to a constant value (Lai and Wang, 2002), and
therefore the resulting electric field estimate is unique. However, this would require a time
series of global vector magnetograms which are difficult to compile (see Appendix A.4).
Instead, the PTD is usually implemented over some localized region S (e.g. active region),
in which case boundary conditions for P˙ , T˙ and ∂P˙ /∂z are required at the boundaries of
the region ∂S. If the boundaries are set in regions of weak magnetic field, the field at
the boundary is dominated by noise, and thus also the inductive electric field as well as
the total field can be approximated to zero (i.e. they are below noise level). This is good
starting point for determining the boundary conditions.
The boundary conditions of the potential P˙ (Eq. 2.33) can be chosen independently
from boundary conditions of the other potentials. Two straightforward options are the
periodic boundary conditions (Eq. 2.40):
P˙
∣∣∣
∂S+
= P˙
∣∣∣
∂S−
(2.40)
and homogeneous Neumann boundary conditions (Eq. 2.41):
∂P˙
∂n
∣∣∣
∂S
= 0. (2.41)
Here ∂S+/− are the opposite boundaries of the rectangular region S and ∂/∂n is the
horizontal derivative in the direction normal to the boundary ∂S. The homogeneous
Neumann boundary conditions are particularly favorable since they set the horizontal
electric field along the boundary EIs ∝ ∂P/∂n = 0, which follows the approximation that
EI = 0 at the boundary. In turn, the periodic boundary conditions significantly simplify
the numerical solving of the Poisson equations 2.33 - 2.35 as will be discussed in Section
3.2. However, both types of boundary conditions result in zero average horizontal curl
over the region S (Eq. 2.42), which might be inconsistent with the magnetic field data
and Faraday’s law: ∫
S
∇× Eh · dS = 0 = −
∫
S
∂Bz
∂t
dS = −B˙Sz . (2.42)
The inconsistency is apparent when B˙Sz 6= 0. However, this can be easily fixed by adding
suitable correction functions to the electric field, which will be discussed further in Section
3.2.
For the potentials T˙ and ∂P˙ /∂z the boundary conditions demand more careful
consideration. From Equation 2.31 the horizontal magnetic field can be written as:
B˙h =
(
∂
∂x
∂P˙
∂z
+
∂T˙
∂y
)
xˆ+
(
∂
∂y
∂P˙
∂z
− ∂T˙
∂x
)
yˆ. (2.43)
At the boundaries this can be written as coupled boundary conditions:
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∂∂n
∂P˙
∂z
= B˙n − ∂T˙
∂s
(2.44)
∂T˙
∂n
= −B˙s + ∂
∂s
∂P˙
∂z
. (2.45)
Here ∂/∂s corresponds to the derivative along the boundary curve, Bs is the horizontal
component of the magnetic field parallel to the boundary and Bn is the component normal
to it. The coupled boundary conditions connect the potentials T˙ and ∂P˙ /∂z so that they
must be solved simultaneously from Equations 2.34 and 2.35. However, the Equations
2.44 and 2.45 do not fully determine the boundary conditions for T˙ and ∂P˙ /∂z. The
coupled boundary conditions above are degenerated so that one can add suitable solutions
of T˙ ′ and (∂P˙ /∂z)′ to already existing solutions without breaking the conditions (see
Fisher et al., 2010). To fully constrain T˙ and ∂P˙ /∂z the degeneracy has to be removed.
One way to do this is to set ∂T˙ /∂s = 0 at the boundary. This corresponds to constant
T˙s and also constant EIz = −T˙szˆ along the boundary curve. The Poisson equation 2.34
for T˙ and the coupled boundary conditions allow adding an arbitrary constant to T˙ and
thus, the constant boundary value T˙s can be subtracted from the overall solution T˙ giving
EIz = 0 at the boundary (Kazachenko et al., 2014),
Using the Neumann boundary conditions for P˙ and setting EIz = 0 as explained above
gives EIs = EIz = 0 at the boundary. However, the component normal to the boundary
En cannot be constrained further, and therefore the condition EI = 0 at the boundary
cannot be fulfilled completely.
2.4.2 The non-inductive component of the electric field
Constraining the non-inductive component −∇ψ using the velocity field and the ideal
Ohm’s law is the most natural option, but other methods exist as well. The simplest
choice would be to set the non-inductive component simply to zero, i.e. approximating
E = EI . However, Fisher et al. (2010) tested the assumption using the ANMHD simulation
(explained in Section 2.3.2) and reported poor results, implying that the non-inductive
component is significant in the photosphere.
Fisher et al. (2010) proposed and tested also other constraints independent from the
velocity estimates, the most evident being the implicit application of the ideal Ohm’s law:
E ·B = 0. (2.46)
This constrains the non-inductive potential (in this case denoted by ψI) so that it must
remove the electric field component parallel to the magnetic field E|| || B. Thus it fulfills
the following equation:
∇ψI · bˆ = E · bˆ. (2.47)
Here bˆ is the unit vector parallel to the magnetic field. The solution to the equation above
is not unique: arbitrary ψARB that fulfills Equation 2.48 can be added to ψI without
breaking the condition:
∇ψARB · bˆ = 0. (2.48)
Fisher et al. (2010) proposed an ad hoc iterative method to solve Equation 2.47, and
despite the basically non-unique solution they reported ’’empirical uniqueness’’: for reasons
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they could not explain the iterative method seemed to give always the same result ∇ψI
for very different initial values. The effect of the non-uniqueness on the full electric field
inversion is discussed further at the end of this section.
The boundary conditions for ψI (and for later non-inductive contributions as well)
can be chosen requiring that the electric field vanishes at the boundary of the region of
interest (as in Section 2.4.1). Homogeneous Neumann boundary conditions for ψI are then
a natural choice. The contribution of −∇ψI can be applied to any electric field estimate
as a final consistency check with Equation 2.46. (Kazachenko et al., 2014).
In addition to the E ⊥ B constraint Fisher et al. (2010) tested also a method that the
referred to as ’’variational approach’’, which was not successful. The overall conclusion
was that even though the E ⊥ B constraint improved the result, the constraints based on
magnetic field data alone are not sufficient to determine −∇ψ.
Regardless of this, the difficulty of acquiring reliable velocity estimate to constrain
the non-inductive component has motivated also other, more ad hoc, constraints. Cheung
and DeRosa (2012) suggested setting the horizontal divergence of the horizontal electric
field to be proportional to the normal component of the magnetic field, which results in
the following equation for the non-inductive potential ψ:
∇2hψ = −∇h · Eh = −ΩBz. (2.49)
As recognized by Cheung and DeRosa (2012), using the ideal Ohm’s law this assumption
can be proven to impose a condition for the unknown velocity field V:
∇h · Eh = −∇h · (V ×B)h = ΩBz (2.50)
⇒ Ω = −
(
∂Vy
∂x
− ∂Vx
∂y
)
. (2.51)
The negative value of the ad hoc constant −Ω can be recognized as the vertical component
of the plasma vorticity ∇ ×V, and therefore condition 2.49 assumes uniform vortical
motion of the plasma in the photosphere with angular velocity Ω/2 (e.g. rigid rotation of
a sunspot). Another similar ad hoc constraint is to set the horizontal divergence of Eh to
match the vertical current density Jz (Cheung et al., 2015):
∇2hψ = −∇h · Eh = −UJz = −µ−10 U(∇×Bh) · zˆ. (2.52)
Again using the ideal Ohm’s law it can be shown that the ad hoc constant U corresponds
to a uniform vertical velocity field Vz = µ−10 U :
∇h · Eh = −∇h · (V ×B)h = UJz (2.53)
⇒ Vz = µ−10 U. (2.54)
Both assumptions (Eq. 2.49 and 2.52) implicitly constrain the unknown photospheric
velocity field, but the constraints are clearly very restrictive and valid only locally in
special cases. One also needs to choose values for the ad hoc constants, Ω or U , which
is, due to lacking velocity data, always more or less an educated guess (see Section 4.2.1
for further discussion). Cheung and DeRosa (2012) and Cheung et al. (2015) applied the
suggested ad hoc constraints in order to determine the photospheric electric field for the
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magnetofrictional modelling (explained in Section 1.3.2), and the ad hoc constants were
chosen to provide qualitatively reasonable modelling results. More specifically, Cheung
and DeRosa (2012) used Ω to regulate the amount of free magnetic energy injected to
the corona for driving of flux rope ejections, whereas Cheung et al. (2015) modelled
homologous helical jets arising from the vertical emergence of a twisted magnetic flux
tube at velocity Vz = U .
The performance of the ad hoc velocity constraints above (Eqs. 2.49 and 2.52) will be
studied further in Section 4.2.1 using real magnetogram data. The inversion results of
Kazachenko et al. (2015), based on proper velocity estimates, will be used as a ’’true’’
reference.
Having introduced the constraints that can be used in the case of missing velocity data,
it is now time to discuss the use of actual measured velocity field constraints. Naturally,
the constraints are based on the ideal Ohm’s law, but now only the non-inductive (zero-
curl) component of V ×B term is extracted. In a method first presented by Fisher et al.
(2012) and further updated by Kazachenko et al. (2014) this is handled so that the V×B
term is first decomposed so that the dopplegram estimate VLOS/Vz and the optical flow
estimate Vh are handled separately:
E = −V ×B = −(Vzzˆ×Bh)− (Vh ×Bzzˆ+Vh ×Bh) = ED + EOPT , (2.55)
where ED and EOPT refers to the electric field calculated from the dopplergram and the
optical flow estimates, respectively. The decomposition circumvents possible inconsisten-
cies between the two estimates, and enables their respective application only in regions
where each estimate and its effect on the non-inductive component are reliable.
In the case of the contribution from dopplergram data ED there are multiple things
that require careful consideration. First, in general the approximation Vz ≈ VLOS is not
valid (except near the disk centre), and therefore ED in Equation 2.55 should be replaced
by:
ED = −VLOS ×Btr. (2.56)
Here Btr is the magnetic field component perpendicular to the LOS direction. The
definition of ED (Eq. 2.56) causes redundancy with EOPT contribution in Equation 2.55,
which however, will be mitigated due to use of confidence factors explained below.
Now that the ideal Ohm’s law has been decomposed into different components, the
field-aligned velocity V|| does not necessarily vanish in the cross products of Equation
2.55, unless it is consistently included in both VLOS and Vh. As a result, field-aligned
flows may cause false contributions to the electric field. Accounting for this is difficult due
to separate determination of the dopplergram and optical flow estimates as well as due to
their large uncertainties. Kazachenko et al. (2014) solved this issue by simply weighting
the contribution of ED to regions where field-aligned component of the LOS velocity VLOS||
is negligible and has zero contribution, i.e. at polarity inversion lines of BLOS component.
There BLOS ≈ 0 and the field as well as the field-aligned flows are mostly perpendicular
to the LOS direction. Due to the weighting the non-inductive (zero-curl) contribution
from dopplergram data ENID becomes:
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ENID = −∇ψD (2.57)
∇ψD · qˆ = wLOSVLOS ×Btr · qˆ (2.58)
wLOS = exp
[
− 1
σ2PIL
∣∣∣∣BLOSBtr
∣∣∣∣2
]
. (2.59)
Here qˆ is the unit vector parallel to VLOS×Btr. Close to the disk centre, where Vz = VLOS
Equation 2.58 simplifies into a horizontal Poisson equation (see Kazachenko et al., 2014).
However, in the general case the equation must be solved using the ad hoc iterative
method of Fisher et al. (2010) similarly to Equation 2.47, and thus, the result has the same
non-uniqueness problem (discussed further at the end of this section). The confidence
factor wLOS (Eq. 2.59) weights the contribution of LOS velocity to PILs, and σPIL is a
free parameter that accounts for the width of the region of where VLOS has significant
contribution to the non-inductive electric field.
Even though the inclined LOS direction can be taken into account using the method
above, only the projection of the LOS velocity to the direction normal to the photosphere
V LOSz brings information about the vertical velocity to the inversion. As a result infor-
mation is lost due to increasing inclination of the LOS direction and decreasing V LOSz
component (which in practice occurs when the region if interest moves away from the
centre of the solar disk). In ANMHD tests this causes deteriorating inversion results as
illustrated by Kazachenko et al. (2014).
The contribution of optical flow EOPT is splitted further into horizontal and vertical
parts, of which non-inductive contributions are considered separately:
EOPT = −Vh ×Bzzˆ−Vh ×Bh = E(1)OPT + E(2)OPT . (2.60)
The horizontal non-inductive contribution E(1)OPT ,NI can be extracted easily from E
(1)
OPT by
solving Equation 2.62 below:
E
(1)
OPT ,NI = −∇hψ(1)OPT ,NI (2.61)
∇2hψ(1)OPT ,NI = −∇h · (w′E(1)OPT ,NI) = ∇h · ((1− w)Vh ×Bzzˆ) (2.62)
w = exp
[
− 1
σ2PIL
∣∣∣∣BzBh
∣∣∣∣2
]
. (2.63)
Similarly to dopplergram contribution ENID Kazachenko et al. (2014) introduced a confi-
dence factor w′ to weight the contribution in Equation 2.62. The factor is approximately
inverse to the confidence factor of dopplergram estimate w′ = 1 − w, but so that in
Equation 2.63 BLOS has been replaced by Bz when compared to confidence factor wLOS
(Eq. 2.59). This form of the confidence factor accounts for uncertainty in the optical flow
estimate for Vh determined using Bz magnetograms. Since Bz is practically noise in the
regions of weak Bz (including PILs), the optical flow estimate and the full contribution
Vh×Bzzˆ should be neglected there. Additionally, as long as BLOS and Bz do not deviate
too much from each other, the transition from the case in which dopplergram estimate
dominates (wLOS ≈ 1) to the case where optical flow estimate dominates (w ≈ 0) is now
smooth and consistent. This mitigates the previously mentioned redundancy between ED
and EOPT in Equation 2.55. One should note that the field-aligned component in Vh is
not removed in the method, which can cause false contributions to E(1)OPT ,NI .
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The considerations above do not include the vertical component of the optical flow
estimate at all, because its non-inductive contribution can be shown to be negligible. This
is based on the properties of the non-inductive part:
E
(2)
OPT = −Vh ×Bh || zˆ⇒ E(2)OPT ,NI = −∇ψ(2)OPT || zˆ (2.64)
⇒ ψ(2)OPT = ψ(2)OPT (z) = −E(2)OPT ,NIz + C (2.65)
⇒ ∇2hψ(2)OPT = 0 (2.66)
⇒ ∇2hE(2)OPT ,NI = 0. (2.67)
The horizontal Laplace equation (Eq. 2.67) for E(2)OPT ,NI deduced above is so strong
constraint that the velocity estimate Vh can be used only as a boundary condition over
the region S where the electric field is inverted:
E
(2)
OPT ,NI
∣∣∣
∂S
= −(Vh ×Bh) · zˆ
∣∣∣
∂S
. (2.68)
If it is assumed that the boundary of region S is located in the weak field region, the
boundary values of Equation 2.68 are likely small and dominated by noise. Since a solution
of the Laplace equation has its extremum values at the boundaries (Griffiths, 1999, p.
112-114), the negligible boundary values imply negligible values over the whole region
S. Based on this deduction and numerical tests Kazachenko et al. (2014) concluded that
this contribution can be neglected entirely, and thus the full contribution of optical flow
estimates is approximated only by the horizontal term.
At this point the non-inductive contributions of the ideal Ohm’s law can be gathered:
the dopplergram estimate ENID (from Eqs. 2.57 and 2.58) and optical flow estimate ENIOPT
(from Eqs. 2.61 and 2.62). Adding these to inductive electric field component EI gives:
E = EI + E
NI
D + E
NI
OPT . (2.69)
In ideal case, this would already be a well-constrained result, which should be consistent
with Faraday’s law and the ideal Ohm’s law. However, due to measurement errors and
the inconsistencies introduced by the decomposition of the ideal Ohm’s law it is likely
that the condition E ·B = 0 is not fulfilled. Therefore one final non-inductive correction
−∇ψI has to be introduced using Equation 2.47:
E = EI + E
NI
D + E
NI
OPT −∇ψI . (2.70)
The final inversion result above is not unique, which currently remains as an unresolved
problem. This stems from the previously mentioned ambiguity in −∇ψI and ENID that
results from the non-uniqueness of the solution to Equations 2.47 and 2.58. On a practical
level the issue does not seem alarming: the ad hoc iterative method of Fisher et al. (2010)
to solve the ambiguous contributions seems to give properly converging and consistent
results, and Kazachenko et al. (2014) managed to outperform all other electric field
inversion methods in ANMHD tests even with the ambiguity included in the result. The
first application to real photospheric data has also given reasonable results (Kazachenko
et al., 2015). The non-uniqueness arises from the decomposition of the electric field to
inductive and non-inductive components, whereas using the ideal Ohm’s law as such
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would determine the electric field unambiguously. The success of the method implies that
the method based on the decomposition handles best the errors and inconsistencies of
the magnetic field and velocity data. Thus the non-uniqueness of the inversion is also
an implicit result of the issues in the input data. The non-uniqueness of the inversion
certainly requires further study, but it is beyond the scope of this thesis.
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Chapter 3
ELECTRICIT - a practical toolkit for
electric field inversion
ELECTRICIT is a software toolkit designed to provide routine photospheric electric field
inversions both in local and global scales using the data analysis and electric field inversion
methods described in Chapter 2 and Appendix A. The toolkit handles automatically all
steps from the download and processing of the data to the electric field inversion creating
processed time series of magnetic field, velocity and electric field data as its final output.
In addition to serving as an input to data-driven coronal models these time series have
also a variety of other applications, e.g. high-resolution studies of photospheric processes.
The development of the toolkit started in May 2015 as the main part of this thesis
project and is still ongoing. In its current state the toolkit is able to handle only
magnetogram data, and therefore also the implemented electric field inversion methods
are limited to cases that do not use the photospheric velocity field estimates. The
currently implemented inversion techniques are based on the multistep inversion method
of Kazachenko et al. (2014) (explained in Section 2.4), and in the near future the method
will be implemented as its entirety including dopplergram and optical flow based estimates
for the velocity field.
The toolkit is already completely functional and can provide electric field inversions for
scientific use. However, inversion can be done only in a local Cartesian system, therefore
limiting the scope to small photospheric regions. The aim is to provide electric field
inversions also in spherical coordinates over local patches as well as over the entire surface
of the Sun. The latter, global inversion, is a particularly challenging task, since continuous
spacecraft observations are available only from one hemisphere of the Sun (for further
discussion see Section 5.2).
The program toolkit is written in the Python programming language (e.g. Van Rossum
et al., 2007). The functionality is based strongly on the solar data analysis tools in
the SunPy software package (Mumford et al., 2015) as well as on tools in the SciPy
library (e.g. Jones et al., 2001). The 2D data products of magnetograms and photospheric
velocity and electric fields are handled using SunPy functionality and the widely used
FITS-format (Thompson, 2006, and references therein), which enables including the data
as well as information about the coordinate system of the data in one file. The wide-spread
FITS-format enables also good portability of the data products with other software.
This chapter presents the central parts of the current version of the ELECTRICIT
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toolkit. First, the input magnetogram data from SDO/HMI instrument is presented in
Section 3.1.1 and its central properties, strengths and weaknesses are discussed. The
data download and processing functionality of ELECTRICIT is discussed in Section 3.1.2.
Finally, the current numerical implementation of the electric field inversion methods from
Section 2.4 is presented in Section 3.2.
3.1 Download and processing of the magnetogram data
As already pointed out in Chapter 2 the most significant issues in the electric field
inversion do not lie in the theoretical basis of the inversion, which is, on the contrary,
fairly simple (based on the ideal Ohm’s law and Faraday’s law). Instead, the main issues
are the large uncertainties and incomplete information content of the input magnetogram
and dopplergram data. In addition to the innovative electric field inversion methods the
tackling of these problems requires extensive pre-processing of the data.
This section presents the magnetogram data that is currently used as the input
in ELECTRICIT and discusses the required data processing as well as possible future
improvements. After the complete implementation of the electric field inversion methods,
it is likely that the inversion results are best improved by developing the processing of
the input data.
3.1.1 The original magnetogram data
Currently ELECTRICIT applies SDO/HMI vector and LOS magnetograms, which are
superior to magnetograms from other sources when the resolution, cadence and the
temporal coverage are all considered as a whole (Hoeksema et al., 2014; Lagg et al., 2015).
No practical reason exists for not applying magnetogram data from other sources as well.
However, further discussion about the variety of additional sources is well beyond the
scope of this thesis (see e.g. Lagg et al., 2015, instead).
The Solar Dynamics Observatory (SDO) was launched in February 2010 to a geosyn-
chronous orbit from which it has provided continuous observations of the Sun from May
2010 to date. All main SDO data products are publicly available. The Helioseismic
Magnetic Imager (HMI) is one of the three scientific instruments of the spacecraft and it
produces high-cadence spectropolarimetric observations for the study of the photospheric
magnetic field, LOS velocity and helioseismology (Scherrer et al., 2012). The instrument
has two cameras, Vector and Doppler camera (cameras 1 and 2 respectively), both produc-
ing full-disk Stokes vector measurements of the Sun with image size 4096 × 4096 pixels,
resolution 0.5’’/pixel (in the plane of sky) and respective cadence of 135 and 45 seconds
(Hoeksema et al., 2014). For each pixel the Stokes vector components are measured at six
wavelength positions near the magnetically sensitive Fe I 6173.33 Å spectral line.
Both cameras provide the I and V Stokes vector components from which the simple
inversion of the LOS magnetic field and velocity can be done using the algorithm of
Couvidat et al. (2012a), briefly mentioned already in Section 2.2. However, only the
Vector camera provides the measurement of the full Stokes vector required in the complete
inversion of the magnetic field vector. The original cadence of the vector measurements is
135 s, but before the Stokes inversion the vectors are temporally averaged over a windowed
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interval of 1350 s to produce Stokes vectors with cadence of 720 s (12 minutes). This acts
as a low-pass filter which reduces the effects of noise and solar oscillations (see Hoeksema
et al., 2014, for further details). The averaged Stokes vectors are applied also in the
simple inversion of the LOS quantities from I and V components, and thus, both the
LOS quantities and the full inversion result from the Vector camera have the cadence of
720 s. In turn, the Doppler camera measurements enable the determination of the LOS
quantities with a cadence of 45 s.
The HMI team offers the averaged Stokes vector measurements for user-specified
inversions. However, currently ELECTRICIT uses the magnetic field products provided
by the HMI team. Their complete Stokes inversion is based on the Very Fast Inversion of
Stokes Vector (VFISV) code (Borrero et al., 2011; Centeno et al., 2014), which applies
the simplified Milne-Eddington (ME) approximation for the solar atmosphere (e.g. del
Toro Iniesta, 2003, p. 149-164). The limitations that the ME approximation and the
VFISV code introduce to the inverted magnetic field are discussed fully by Hoeksema
et al. (2014), but for now, most of these limitations are not considered in ELECTRICIT.
However, there are some issues in the Stokes inversion that require further discussion,
first being the effect of varying velocity of SDO in its geosynchronous orbit. The LOS
velocity of the spacecraft with respect to the Sun experiences large variations with a
period of 24-hours and amplitude ∼ 3 km s−1. Due to Doppler shift this causes variations
in the wavelength position of the observed Fe I spectral line, which is then visible as
temporal oscillations in the inverted VLOS and the magnetic field values (Hoeksema et al.,
2014; Welsch et al., 2013; Liu et al., 2012). Amplitude of the oscillations is ∆B . 100 G
in the total magnetic field strength and ∆BLOS . 75 G in the LOS component (amplitude
decreases with the field strength), so the effect is above the noise level (for typical noise
levels 10 G in LOS data and 100 G in full vector inversion). Oscillations affect the results
of the photospheric studies, but currently no method exists to remove them (Schuck
et al., 2016). However, the effect is significant only when the absolute values of B are
considered, whereas the effect on the finite difference approximation of the time derivative
∂B/∂t (which is the most central part of the electric field inversion) is below noise levels
as pointed out by Welsch et al. (2013).
Another notable issue resulting from the Stokes inversion are the obvious failures of
the VFISV code at individual bad pixels. Since the wavelength scanning of the HMI
instrument is limited to the wavelength positions near the spectral line (λ = 6173.33 Å),
large enough magnetic field strengths and LOS velocities may shift parts of the spectral
line outside the scanning region, which then obviously affects the inversion result. This
limits the dynamic range of HMI to field strength of 3200 G (Centeno et al., 2014), which
may be exceeded in sunspots. In regions where the field magnitude exceeds the upper
limit of the dynamic range as well as in regions where the ME-approximation of the solar
atmosphere fails otherwise the VFISV inversion code may produce pixels with unrealistic
spike in magnetic field value (Hoeksema et al., 2014). Handling of these spikes requires
filtering discussed in the following section.
The VFISV inversion code produces variance and covariance error estimates for the
inversion output allowing comprehensive error analysis for the data. The HMI team gives
also a global noise estimate (’’noise mask’’) for the field strength, which accounts for
temporal oscillations due to SDO velocity (Hoeksema et al., 2014). Pixels in which the
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field strength is sufficiently above the noise estimate (∼ 100 - 200 G) are labeled as strong
field pixels.
The resolution of the 180-degree ambiguity in the full-disk vector magnetic field data
products of the HMI team is based on a combination of different methods. The minimum
energy (ME) method (Section 2.2) is applied in the strong field pixels defined using the
global noise estimate above. At the outer boundaries of the strong field region the ME
resolution is extrapolated over a few pixels to the weak field region, but in most weak
field pixels other disambiguation methods are used. Actually, the user of the data may
decide between three ambiguity resolutions in the weak field region: potential acute
angle, radial acute angle and randomly chosen resolution (see Hoeksema et al., 2014, and
Section 2.2 for further details). Currently, ELECTRICIT applies the potential acute angle
resolution as a default, but the applied resolution is an input parameter in the toolkit.
The disambiguation methods in the weak field regions are studied further in Section 4.1.1.
In addition to the full-disk disambiguated vector magnetograms, LOS magnetograms
and dopplergrams, the HMI team offers also more processed data products. Space-Weather
HMI Active Region Patches (SHARPs) provide vector magnetic field data for each active
region tracked in the frame corotating with the photosphere (Bobra et al., 2014). The
tracking procedure of the SHARP data is equivalent with the procedure described in
Appendix A.3, but in addition to the tracked magnetic field values, the data product
provides also a variety of indices that describe the ’’activity’’ of the SHARP patch (e.g. the
deviation of the photospheric field from the minimum energy potential field configuration).
The indices give information about the eruptive properties and therefore possible space
weather effects of the active region. The SHARP data can be used in electric field inversion
of the ELECTRICIT toolkit, but only in rough quick-look type inversions (due to reasons
explained in Section 3.1.2).
3.1.2 Download and processing of the data in ELECTRICIT
The HMI data products applied in ELECTRICIT are publicly available in the Joint Science
Operations Center (JSOC) (http://jsoc.stanford.edu/) from which ELECTRICIT
downloads the data using modified version of the download functionality in SunPy package
(Mumford et al., 2015).
The data processing functionality of ELECTRICIT includes the handling of the
downloaded data products and creation of a time series of photospheric data in the
frame corotating with the photosphere. Processed data is directly suitable for the electric
field inversion. The time series can be created either from the full-disk LOS or vector
magnetograms using the method outlined in Appendix A.3, and they are hereafter referred
to as ’’ELECTRICIT cutout series’’.
Many of the free parameters of the cutout series creation (see Appendix A.3) can be
determined by the user. These include:
• The size and shape of the cutout patch and the temporal interval of the time series.
• The differential rotation profile and the photospheric point of interest that determine
the rotation rate of the cutout.
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• The map projection that is applied to determine the numerical grid of the cutout.
Projection must be either plate carrée, CEA or Mercator projection (explained in
Appendix A.2).
• The coordinate basis of the vector quantities. Either spherical coordinate basis of
standard heliographic coordinate system is applied, or the the vectors are presented
in the local Cartesian projection basis (explained in Appendix A.2).
• The disambiguation of the 180-degree ambiguity in the weak field region. One of
the three methods offered by the HMI team must be used: potential acute angle,
radial acute angle or random resolution.
The resolution of the numerical grid of the cutout is fixed to 0.03 degrees in the projection
coordinates (roughly the same in the heliographic coordinates for small cutout patches).
This corresponds to the resolution of the HMI full-disk magnetograms at the disk centre,
which optimizes the accuracy of the interpolation required in the tracking procedure (as
explained in Appendix A.3).
In addition to the basic tracking procedure, the ELECTRICIT cutout series include
also further processing functionality designed to remove some of the intrinsic problems in
the HMI magnetograms. First, the bad pixels resulting from the failure of the VFISV
inversion code (see Section 3.1.1) are removed. A tool based on median filter was created
for this. Since bad pixels are visible as spikes in the field strength B and its error estimate
Berr (Hoeksema et al., 2014), the tool compares the pixel values to their median filtered
counterparts med(B,Nw) and med(Berr, Nw). A median filter with a large enough window
should remove any localized spikes from the data substituting the spike with the local
median. Therefore the spikes are recognized as pixels where the difference between the
median-filtered values med(B,Nw), med(Berr, Nw) and the actual values B, Berr is large
enough:
|B(m,n)−med(B,Nw)(m,n)| > Ntrσ(B) (3.1)
|Berr(m,n)−med(Berr, Nw)(m,n)| > Ntrσ(Berr). (3.2)
When the conditions above hold for both B and Berr the pixel (m,n) is labeled as bad
and the data values are substituted by the median-filtered ones. Here Nw is the side
length of the square median filter window (Nw = 7 is the current default). σ corresponds
to the standard deviation of the quantity over the entire cutout patch, and Ntr is a free
threshold parameter (currently Ntr = 10 is applied). Both Nw and Ntr were set to the
minimal possible values that gave reasonable results in the tests (i.e. all bad pixels and
none of the regular ones were removed).
The second and perhaps the most central processing step in ELECTRICIT is the
temporal regularisation of the azimuth ambiguity resolution, which is applied to the
cutouts after removal of bad pixels and the tracking procedure. As mentioned in Section
2.2 the azimuth ambiguity resolution is temporally unstable, visible as spurious flips in
the azimuth over time. To remove spurious flips in the azimuth ELECTRICIT applies
the temporal regularisation algorithm of Welsch et al. (2013). The algorithm identifies the
flips as jumps in which the azimuth briefly changes to the oppositely disambiguated value
(φ → φ + 180◦) in one frame and then soon flips back close to its original value in the
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subsequent frames. Since spurious flips cause large signals to the time derivative ∂B/∂t
in Faraday’s law, their removal is central for the success of the electric field inversion.
Even though the regularisation algorithm is straightforward to implement, there are still
some free parameters and imperfections in the method, which are discussed further in
Section 4.1.2. Also technical details and functionality of the algorithm are presented in
more detail there.
The completely processed ELECTRICIT cutout series are the main product of the
data processing part of the toolkit aimed to be used in rigorous scientific studies. However,
the creation of the series is slow (both due to data download and processing) and requires
extensive work from the user: at least the boundaries of the region of interest must be
determined either in the plane of sky or in heliographic coordinates. For faster, quick-look
type of data, ELECTRICIT provides also the functionality to process SHARP data (see
Section 3.1.1). For SHARP cutouts the size, shape, map projection, differential rotation
rate and the tracking interval are determined already by the HMI team, and the user
must only determine the active region of interest by specifying its active region number.
Filtering of the bad pixels and regularisation of the disambiguation are included also in
the processing of SHARP data in ELECTRICIT.
ELECTRICIT cutout series are constructed using almost identical methods as the
SHARP data series, and can be considered as an improved and generalized version of
the SHARP data. There are, however, some differences in the processing of the data
sets. For example, ELECTRICIT applies bilinear interpolation to create the cutout grid
from the full-disk magnetograms, whereas in SHARP data a more accurate sixth-order
Wiener interpolation scheme is applied (Sun, 2013). Until January 2014 the SHARP
cutouts were disambiguated separately from the full-disk magnetograms which enabled
more sophisticated disambiguation of the weak field regions (discussed further in Section
4.1.1). After January 2014 the disambiguation is made similarly as in ELECTRICIT: the
cutout is tracked in the disambiguated full-disk magnetograms. However, SHARP data
applies the radial acute angle disambiguation method in the weak field regions by default,
which is problematic in active regions (see Section 4.1.1). Moreover, the boundaries of the
SHARP patch do not always cover the entire region of interest, and the map projection
of the patch is fixed to CEA projection which is not ideal for the determination of optical
flow. Due to these limitations the SHARP data should not be used as the primary input
data in ELECTRICIT.
In addition to vector magnetogram data either in the form of ELECTRICIT or SHARP
cutouts, the processing functionality of the toolkit can be used to create cutout series
from full-disk LOS magnetograms. The processing is naturally much simpler: only the
transformation of the data to the corotating frame is required with some projection method
to derive the radial Br component from BLOS (projection methods are discussed further
in Appendix A.2, see in particular Eqs. A.10 - A.12 and A.14). Once the Br component
is determined the data can be used in the electric field inversion assuming Bh = 0 (the
approach is thoroughly discussed in Section 4.2.3).
The data processing functionality of ELECTRICIT can already in its current state
provide high-quality processed magnetic field data for a variety of applications ranging
from detailed photospheric studies to the provision of the photospheric boundary conditions
for coronal field extrapolations and MHD simulations. However, when the main purpose
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of the toolkit, the electric inversion, is considered, many additional processing tools require
implementation, the most important being the velocity data processing (dopplergrams and
optical flow). The determination of the optical flow requires also more detailed processing
of the magnetograms. Currently, magnetograms are tracked in the corotating frame using
a fixed differential rotations profile (see Appendix A.3), which does not necessarily match
the general motion of the magnetic features in the active region. This produces small
sub-pixel whole-frame shifts, which appear as small jittering in the time series of the
magnetogram images. When optical flow is determined from the Br magnetograms, these
shifts become significant when compared to the optical flow field of subpixel magnitude
(Fisher and Welsch, 2008). Removing of the shifts requires additional coalignment of the
magnetograms in the tracking procedure as described by Welsch et al. (2013).
Moreover, many of the intrinsic issues in the HMI magnetograms remain unresolved,
and developments in the Stokes inversion, azimuth disambiguation and other details
discussed in Section 3.1.1 may become important factors in the future.
3.2 Electric field inversion
Currently, the electric field inversion in ELECTRICIT is limited to a numerically simplified
version of the PTD to determine the inductive component of the electric field (Section
2.4.1) accompanied with three ad hoc methods to determine the non-inductive component:
the non-inductive component can be either set to zero or one of the ad hoc assumptions
by Cheung and DeRosa (2012) and Cheung et al. (2015) can be applied (Eqs. 2.49 and
2.52). The electric field can be inverted only in local Cartesian coordinate system where
the curvature of the solar surface is neglected. Implementation of the full PTD, the
velocity-based estimates for the non-inductive component and inversion in the spherical
coordinates remain to be added in the near future.
Since the basics of the electric field inversion are outlined already in Section 2.4,
only numerical implementations of the methods are discussed in this section. As the
data processing part of ELECTRICIT creates a time series of magnetogram data in a
correct frame and on a Cartesian grid, the only points that remain to be addressed in the
electric field inversion are: (1) the determination of the finite difference approximations
for temporal and spatial derivatives and (2) numerical solving of the 2D Poisson equations
required to determine the PTD potentials (Eqs. 2.33 - 2.35) and the non-inductive
potential (Eq. 2.49 or 2.52).
The finite difference approximations for the time derivatives are already presented in
Appendix A.3, and choosing the method (forward/centred difference) is a free parameter
in the electric field inversion function.
In turn, the approximations for the spatial derivatives require more consideration.
First, since some of the source terms of the Poisson equations are functions of the horizontal
derivatives of the magnetogram data, approximations for these derivatives are required.
In ELECTRICIT centred finite difference approximations are applied. The magnetic field
data B(x, y) and its time derivative B˙(x, y) are determined on a Cartesian grid points
(xm, yn) with grid spacing h, for which the finite difference approximations are written as:
∂
∂x
u(xm, yn) =
∂
∂x
um,n ≈ um+1,n − um−1,n
2h
(3.3)
48
∂∂y
u(xm, yn) =
∂
∂y
um,n ≈ um,n+1 − um,n−1
2h
, (3.4)
where u is the function of which derivatives are calculated. Using the finite difference
approximations above ensures that the source terms of the Poisson equations as well as
the solutions of the equations remain cospatial with the original magnetogram data (i.e.
they are determined at the same grid points xm, yn).
Second, a finite difference approximation for the Laplacian operator of the Poisson
equation needs to be chosen. In ELECTRICIT a standard 5-point stencil approximation
is applied (LeVeque, 2007, p. 60-61):
∇2um,n ≈ um+1,n + um−1,n + um,n+1 + um,n−1 − 4um,n
h2
. (3.5)
Before describing the numerical method to solve the discretized Poisson equations using the
stencil above, one should note the subtle effects that the application of the 5-point stencil
introduces. Since the electric field is determined by the first order partial derivatives of
the PTD potentials, P˙ and T˙ , and the non-inductive potential ψ (Eq. 2.30), solved from
the discretized Poisson equations, the finite difference approximations of the first order
derivatives should be consistent with the 5-point stencil in order to minimize numerical
errors (Kazachenko et al., 2014). The consistency here means that applying the first order
finite difference derivative twice in x and y directions should produce the 5-point stencil.
It turns out that this requires the first order derivatives to be determined using centred
difference approximation at half grid points:
∂
∂x
u(xm+1/2, yn) = ux(xm+1/2, yn) ≈ um+1,n − um,n
2h/2
=
um+1,n − um,n
h
(3.6)
∂
∂y
u(xm, yn+1/2) = uy(xm, yn+1/2) ≈ um,n+1 − um,n
2h/2
=
um,n+1 − um,n
h
. (3.7)
Applying the equations above twice at grid point (xm, yn) gives the 5-point stencil:
∇2u = ∂
∂x
∂
∂x
um,n +
∂
∂y
∂
∂y
um,n
≈ ux(xm+1/2, yn)− ux(xm−1/2, yn)
h
+
uy(xm, yn+1/2)− uy(xm, yn−1/2)
h
≈ 1
h
(
um+1,n − um,n
h
− um,n − um−1,n
h
+
um,n+1 − um,n
h
− um,n − um,n−1
h
)
=
um+1,n + um−1,n + um,n+1 + um,n−1 − 4um,n
h2
. (3.8)
However, the consistent determination of the derivatives makes the grid of the electric
field components more complicated. Using the PTD of the electric field (Eq. 2.30) and
Equations 3.6 and 3.7 the inductive electric field components become:
EIx(xm, yn+1/2) = −(∇× P˙ zˆ)x = −
∂P˙
∂y
(xm, yn+1/2) = − P˙ (xm, yn+1)− P˙ (xm, yn)
h
(3.9)
EIy(xm+1/2, yn) = −(∇× P˙ zˆ)y =
∂P˙
∂x
(xm+1/2, yn) =
P˙ (xm+1, yn)− P˙ (xm, yn)
h
(3.10)
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EIz (xm, yn) = −T˙ (xm, yn). (3.11)
As seen in the equations above the components of EI are not cospatial. Due to this
complication Kazachenko et al. (2014) applied Equations 3.3 and 3.4 instead to calculate
the first order derivates in Equations 3.9 and 3.10. This gives electric field components,
which are cospatial with each other as well as with P˙ , T˙ , ψ potentials and the original
magnetogram data, but it also introduces additional numerical errors, which would not
exist, if the consistent first order derivatives of Equations 3.6 and 3.7 were applied.
Additional, a numerically consistent method to create cospatial electric field components
can be achieved by using the centred difference derivatives (Eqs. 3.3 and 3.4) twice to
create an ’’extended’’ 5-point stencil for solving the Poisson equations:
∇2um,n ≈ u(xm+2, yn) + u(xm−2, yn) + u(xm, yn+2) + u(xm, yn−2)− 4um,n
h2
. (3.12)
However, the stencil above was shown to be sensitive to noise in the source term of
the Poisson equation in the early electric field inversion tests of ELECTRICIT causing
spurious noise patterns in the solution, and was therefore discarded in favor of the normal
5-point stencil in ELECTRICIT.
The non-cospatial electric field components arising from the use of the consistent first
order derivatives (Eqs. 3.6 and 3.7) with the 5-point stencil are not as problematic as it
first seems. Actually, this turns out to be computationally useful, because the grid of the
horizontal electric field components in Equations 3.9 - 3.10 corresponds to a staggered
grid (Yee et al., 1966). In a staggered grid the vector components are defined at different
grid points in a way that enables writing of the basic differential equations of the model
straightforwardly using first order derivatives between adjacent grid points (using Eqs.
3.6 and 3.7). This enables also more robust numerical modelling when compared to the
use of centred difference derivatives (Eqs. 3.3 and 3.4).1 An example staggered grid in
three dimensions is illustrated in Figure 3.1.
The staggered grid of EIx and EIy in Equations 3.9 and 3.10 enables straightforward
calculation of the normal component of Faraday’s law:
−∂Bz(xm, yn)
∂t
= (∇× EI)z(xm, yn) = ∂E
I
x
∂y
(xm, yn)−
∂EIy
∂x
(xm, yn) (3.13)
=
EIx(xm, yn+1/2)− EIx(xm, yn+1/2)
h
− E
I
y(xm+1/2, yn)− EIy(xm−1/2, yn)
h
. (3.14)
Calculation of the other components is similarly straightforward, when the grid in Figure
3.1 is applied in 3D. The approach is useful in magnetofrictional modelling since it enables
a simple and robust calculation of the repetitive curls (see Eqs. 1.21 - 1.25) (e.g. van
Ballegooijen et al., 2000; Cheung and DeRosa, 2012). Giving the horizontal components
of the photospheric electric field in a staggered grid makes them automatically applicable
as the photospheric boundary condition for such MFM simulations (see Figure 3.1 for
details).
1This arises from the fact that the centred difference derivative u′ at grid point (xm, yn) is not
dependent on the value u(xm, yn). As a result, even a strong spike in u(xm, yn) may result in erroneously
small centred difference derivative u′(xm, yn) if the neighboring points have values similar to each other.
In a staggered grid where adjacent grid point are used to approximate the derivatives such problems do
not occur (Patankar, 1980, p. 113-120).
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Figure 3.1: Example of a staggered grid for the magnetic field strength H and electric
field E. In an MFM simulation the photospheric boundary condition corresponds to the
bottom of the cube so that each original Bz magnetogram data point lies at the centre of
the bottom (as indicated by the arrow). Image courtesy: Yee et al. (1966)
However, only the horizontal inductive components EIx and EIy are automatically
determined in a staggered grid when the 5-point stencil and first order derivatives of
Equations 3.6 and 3.7 are applied. Since the Poisson equation for the non-inductive
potential ψ is solved at grid points (xm, yn), the horizontal non-inductive components
−∇xψ and −∇yψ (calculated using Eqs. 3.6 and 3.7), are not cospatial with EIx and EIy ,
and therefore the complete horizontal electric field EIh−∇hψ cannot be calculated. Fixing
this requires interpolation: In ELECTRICIT ψ(xm, yn) is interpolated to ψ(xm+1/2, yn+1/2)
before taking the gradient that gives the horizontal non-inductive components. Interpola-
tion is required also in all procedures in which the electric field vector is used as a whole
and all vector components should be determined at the same grid points. These include
any change of vector basis (e.g. the coordinate transformations presented in Appendix
A.2) and checking the compatibility with the ideal Ohm’s law (E · B = 0, see Section
2.4.2).
After choosing the 5-point stencil to approximate the Laplacian a 2D Poisson equation
(with some boundary conditions) can be solved as a linear equation using a variety of
methods (see e.g. LeVeque, 2007, p. 59-68). In ELECTRICIT simple periodic boundary
conditions are assumed for all potentials and the Poisson equations are solved using the
Discrete Fourier Transform (DFT). In a 2D M ×N grid the DFT u→ U and its inverse
U → u are defined as (Amidror, 2013):
U(k, l) =
M−1∑
m=0
N−1∑
n=0
u(xm, yn)e
− 2piimk
M
− 2piinl
N (3.15)
u(xm, yn) =
1
MN
M−1∑
k=0
N−1∑
l=0
U(k, l)e
2piimk
M
+ 2piinl
N . (3.16)
The discretized Poisson equation with source term s(xm, yn) can be rewritten using the
inverse DFT (Eq. 3.16) (Vesely, 2001, p. 150-153):
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∇2um,n ≈ um+1,n + um−1,n + um,n+1 + um,n−1 − 4um,n
h2
= sm,n (3.17)
⇒ 1
h2
1
MN
M−1∑
k=0
N−1∑
l=0
U(k, l)
[(
e
2piik
M + e−
2piik
M − 2
)
+
(
e
2piil
N + e−
2piil
N − 2
)]
e
2piimk
M
+ 2piinl
N
=
1
MN
M−1∑
k=0
N−1∑
l=0
S(k, l)e
2piimk
M
+ 2piinl
N (3.18)
⇒U(k, l)
[
4 sin2
(
pik
M
)
+ 4 sin2
(
pil
N
)]
= h2S(k, l) (3.19)
U(k, l) =
h2
4
S(k, l)
sin2
(
pik
M
)
+ sin2
(
pil
N
) . (3.20)
Now u(xm, yn) can be solved from Equation 3.20 using the inverse DFT (Eq. 3.16).
This gives a solution for the original Poisson equation (Eq. 3.17) and the solution
automatically has periodic boundary conditions. Fast numerical implementation of the
DFTs in the procedure is straightforward using a Fast Fourier Transform (FFT) algorithm.
Assuming periodic boundary conditions for all potentials (P˙ , T˙ and ψ) is clearly a
strong and likely incorrect assumption in the photosphere. The assumption can be justified
to some extent using similar deduction as in Section 2.4.1: assuming that the boundaries
lie in the weak field region where B, B˙,E ≈ 0 (below the noise levels) the periodicity of
the potentials in the boundaries becomes insignificant, since the constraint forces periodic
transition from small noise-dominated value at one boundary to similarly noise-dominated
values at opposite boundary. However, as explained in Section 2.4.1 the E ≈ 0 condition
in the boundaries is better fulfilled using homogeneous Neumann boundary conditions
for P˙ and ψ as well as the coupled boundary conditions for T˙ and ∂P˙ /∂z potentials.
Moreover, Fisher et al. (2012) reported that these more precise boundary conditions
improve the electric field inversion result significantly when compared to the periodic
ones in ANMHD simulation tests. Problems related to the periodic boundary conditions
were also found in the electric field inversion results of ELECTRICIT (see Section 4.2.2).
Due to these reasons the plan is to abandon the periodic boundary conditions and to
implement the Neumann boundary conditions above in ELECTRICIT in the near future.
This will require the implementation of much more involved numerical methods to solve
the Poisson equations than the currently employed DFT method (see Kazachenko et al.,
2014, for an example approach).
An additional complication introduced by the periodic boundary conditions and
application of the DFT is the fact that any non-zero mean component of the source term
s is removed from the solution of u:
(∇2u)0 = 0 6= s0. (3.21)
where index 0 refers to mean over all data points. If s0 6= 0 the solution of u is inconsistent
with the original Poisson equation. The issue propagates into the electric field calculation
so that the non-zero mean component of −B˙ in Faraday’s law is not recovered by ∇×E
(as explained in Section 2.4.1). Fisher et al. (2010) fixed the inconsistency with Faraday’s
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law by adding a correction term EI0 to the PTD solution of the inductive electric field:
EI0 =
1
2
[B˙0z (y − y0)− B˙0y(z − z0)]xˆ+
1
2
[−B˙0z (x− x0)yˆ + B˙0x(z − z0)yˆ]
+
1
2
[B˙0y(x− x0)− B˙0x(y − y0)]zˆ. (3.22)
Here B˙0 denotes the mean over all data points and x, y and z are the coordinates of the
grid points. z and z0 are zero at the photosphere, but the ∂/∂z derivatives of the z − z0
terms are non-zero, and they ensure that all components of Faraday’s law are fulfilled.
(x0, y0) are the coordinates of the grid centre, and therefore the correction is symmetric
over the grid. The correction term above removes the inconsistency between the inductive
component of the electric field and Faraday’s law, but does not remove the inconsistency
of Equation 3.21 from the non-inductive component. In ELECTRICIT the latter is fixed
using a similar symmetric correction term ψ0 which is added directly to the non-inductive
potential ψ:
ψ0 =
1
4
s0[(x− x0)2 + (y − y0)2]. (3.23)
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Chapter 4
Optimization and the first results of
ELECTRICIT
In this chapter the central functionality and performance of ELECTRICIT are studied in
detail. The goals are to find the optimal choices of parameters for the data processing
and electric field inversion procedures and to explore the first results of the toolkit. The
studies made in this chapter are concentrated mainly on active region scales, for which
purpose the current version of ELECTRICIT is most suitable.
The chapter is divided into two parts: In section 4.1 the processing of the magnetogram
data in ELECTRICIT is discussed with particular emphasis on the handling of the azimuth
disambiguation. In section 4.2 the first results of the electric field inversion are presented
and studied.
4.1 Processing of magnetogram data
4.1.1 Azimuth ambiguity resolution in the weak field region
As mentioned in Section 3.1.1 the full-disk vector magnetogram data from the SDO/HMI
instrument is disambiguated using a two step procedure where the high-confidence strong
field and low-confidence weak field pixels are disambiguated separately (Hoeksema et al.,
2014). The separation of high and low confidence pixels is performed using a time-
dependent noise mask (explained in Section 3.1.1) so that only the pixels in which
the magnetic field strength exceeds the noise mask are considered high-confidence (the
limiting values is on average ∼ 150 G). Before the disambiguation the high-confidence
regions are expanded by a thin (a few pixels wide) buffer zone into the weak field region.
Each expanded high-confidence region is then disambiguated using the minimum energy
(ME) method (Section 2.2). The buffer zone is further smoothed using the nearest-
neighbour acute angle method (Canfield et al., 1993), which ensures consistency between
the strong and weak field pixels and suppresses the degradation in the accuracy of the
ME disambiguation due to noise (Leka et al., 2009). Due to its computational inefficiency
the ME method is not used in the bulk of the remaining weak field pixels outside the
expanded high-confidence regions, but instead three simpler and less reliable azimuth
resolutions are offered there: Potential Acute angle (hereafter PA), Radial Acute angle
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(RA) and randomly assigned resolution (all presented already in Section 2.2).
For SHARP cutouts detected before January 15, 2014 the disambiguation was per-
formed separately from the full-disk pipeline, which enables more rigorous and computa-
tionally demanding disambiguation due to much smaller number of pixels to be processed.
The entire patch was disambiguated using the ME method so that the weak field region
of the patch was smoothed using the nearest-neighbour acute angle method. However,
due to the limitations of the SHARP data and the fact that this improved azimuth
disambiguation is available only until January 2014, these data cannot be used routinely
in ELECTRICIT. In this section the improved disambiguation results of SHARP cutouts
are used as a reference to which full-disk disambiguation methods (PA, RA and random)
are compared. The aim is to evaluate these three methods in order to find the optimal
one. The choice of the optimal disambiguation for the weak field region has significance
later when the noise levels of electric field inversion in the weak field region are studied
(Section 4.2.2), and also whenever the processed magnetogram data of ELECTRICIT
are used directly, e.g. in non-linear force-free extrapolations. The comparison is done
in active region scales from three perspectives: (1) the overall spatial consistency of the
azimuth resolution (i.e. how well the use of different disambiguation methods in high-
and low-confidence pixels fit together), (2) temporal stability of the resolution (i.e. how
much noise each method introduces to the magnetic field), and (3) the overall physical
sensibility of the ambiguity resolution.
85.00 90.00 95.00 100.00
CEA longitude [deg]
 4.00
 6.00
 8.00
10.00
12.00
14.00
C
E
A
 l
a
ti
tu
d
e
 [
d
e
g
]
−1000
−800
−600
−400
−200
0
200
400
600
800
1000
Br [G]
Figure 4.1: Plot of the Br-component of the magnetic field at NOAA AR 11166 on
March 11, 2011 at 00:00:00 TAI.1 The yellow contour marks the boundary between the
high-confidence strong field pixels and the low-confidence weak field region.
These question are studied using an NOAA AR 11166 (Figure 4.1), which is in many
ways representative: It is a compact flare-producing active region with no large interfering
regions near to it, and it exhibits similar complex multipolar structure as one of the
synthetic ARs studied in the disambiguation method tests by Metcalf et al. (2006) and
1When the SDO/HMI magnetograms are considered in this thesis International Atomic Time (TAI) is
used instead of Universal Time (UT), because TAI times are used as the official time tags of the data.
The difference between TAI and UT is small (less than a minute).
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Leka et al. (2009). Moreover, the region is clearly active throughout its solar disk passage
containing visible sunspots and large regions of strong magnetic field, which enables a
consistent long-term study of the region. The region was used for illustrative purposes
also by Bobra et al. (2014) who presented the processing pipeline of the SHARP data.
To study the spatial consistency of different weak field disambiguation methods a
comprehensive time series of azimuth angle plots was created for each method: PA, RA,
random as well as the reference ME method (example plot for each method at a given time
can be found in Figure 4.2). The azimuth angle plots for PA, RA and random resolution
were created from ELECTRICIT cutout series and for the ME resolution from a time
series of SHARP data processed through ELECTRICIT (the processing steps for both
data types are explained in Section 3.1.2).
A careful study of the plots over the entire disk passage of the AR reveals significant
differences between the disambiguation methods in the weak field region. The smoothed
ME resolution (Figure 4.2a) shows a pattern of stripes with varying azimuth direction in
the weak field region. The pattern is mostly a noise effect, since its structure changes
rapidly from frame to frame. The transition from the high-confidence region to the
’’striped’’ weak field region is smooth, as expected due to the use of the nearest-neighbour
smoothing. Figure 4.2b shows the azimuth disambiguated using the PA method. The
transition between the inner strong field region where the ME method is applied and
the outer weak field regions where PA method is applied is continuous over most of the
boundary length, which implies a reasonable consistency between these two methods at
the boundary. Unlike the ME method, the PA method introduces a significant large-scale
azimuth structure to the weak field region: the azimuth ’’rotates’’ smoothly around the
central region of the AR. This structure is temporally very stable remaining similar for
days. Even though the central strong field region is quite consistent with this structure,
large parts of the small high-confidence patches outside the central region are not, which
appear as discontinuities in the azimuth (see e.g. the small dark high-confidence patch at
λ, φ ≈ 13.5◦, 82.5◦ in Figure 4.2b). The RA angle method (Figure 4.2c) introduces more
random pattern to the azimuth values in the weak field region. The pattern is similar to
the output of the smoothed ME method, but the cell size of the pattern is larger, and
some azimuth directions are clearly preferred reflecting the physical idea of the method
to choose the azimuth which produces the most radial field. Unlike for the PA method
the transition from the central strong field region to the surrounding weak field pixels is
generally discontinuous, whereas boundaries of the small high-confidence patches outside
the central region are smoother. The randomly disambiguated azimuth (Figure 4.2d)
appears naturally as white noise in the weak field region.
Since the electric field inversion applies a finite difference approximation of the time
derivative ∂B/∂t, which is very sensitive to noise, a second aspect to compare is the
temporal stability of the azimuth for different disambiguation methods. This is studied
by determining the average change in the azimuth angle between consecutive frames over
the whole disk transit of the NOAA AR 11166. More specifically the absolute acute angle
difference ∆φ ∈ [0◦, 180◦] was calculated between azimuths at time t and two time steps
further t + 2∆t for each pixel, after which the average of the difference over the weak
field pixels was calculated. The temporal distance of 2∆t corresponds to the distance of
the two frames used in the centred difference approximation for partial time derivative,
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which is the preferred finite difference approximation used in this thesis, and therefore the
azimuth changes (noise) between these frames have a central effect on the calculation of
the time derivatives in the electric field inversion. The evolution of the average difference
between φ(t) and φ(t+ 2∆t) over the disk passage of the AR is illustrated in Figure 4.3.
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Figure 4.3: Temporal evolution of the average azimuth difference between frames at time
t − ∆t and t + ∆t in the weak field region over the disk passage of NOAA AR 11166
between March 4, 00:00:00 TAI - March 14, 12:00:00 TAI, 2011. The centre of the AR
travels from Stonyhurst heliographic longitude −70◦ to 70◦ over this period.
For a perfectly random resolution (pure noise) ∆φ is constantly 90◦. For ME and RA
methods the average differences are high (∼ 79◦ and ∼ 70◦, respectively) and close to the
perfectly random case, which is consistent with the noisy appearance of the weak field
region in the visual inspection. On the other hand, the PA method gives a significantly
smaller average difference (∼ 45◦) that is well below the random value of 90◦. This is
again compatible with the stable appearance of the weak field region noted in the visual
inspection.
Based on the spatial appearance in Figure 4.2a and on the temporal analysis above
it is apparent that even the ME method, which is the most accurate disambiguation
method according to simulation tests, produces azimuth ambiguity resolution that is both
temporally and spatially unstable and noisy in the weak field region. This is of course
expected since the weak field region is noise-dominated. Thus, from the three routinely
available disambiguation methods (RA, PA and random) the random resolution seems
to be the most compatible with the ME disambiguation. This result is discouraging for
the use of weak field data in the noise-sensitive electric field inversion. Kazachenko et al.
(2015) did not consider the weak field region at all in their electric field inversions, but
instead masked it away completely by setting the magnetic field to zero in all pixels that
had value below their noise threshold. The use of this approach is discussed further in
Section 4.2.2.
However, the complete masking of the weak field region may not always be justified,
not even in electric field inversion. After all the weak field region may contain some
information, particularly in the low-noise LOS component of the field. Moreover, there
are modelling approaches such as the NLFFF extrapolations that make use of the weak
field data. Whatever the case, if one wishes to include vector measurements from the
weak field region, the disambiguation method must be chosen carefully. Since for the
full-disk HMI data the ME method is not routinely available and the random ambiguity
58
resolution only ensures the complete noise dominance by throwing away any information
of the azimuth ambiguity resolution, one is forced to choose between the PA and RA
methods. Despite the fact that they give results different from the ME method (Figure
4.2), they are still both physically well-argued constraints for the azimuth (see Section
2.2), and thus add sensible information to the weak field region when compared to the
random resolution. Moreover, both methods have yielded similarly reasonable results in
tests (success rate of the disambiguation varying between ∼ 60 - 85%) (Metcalf et al.,
2006; Leka et al., 2009; Gosain and Pevtsov, 2013).
The choice between the PA and RA methods is not obvious. The HMI team uses
the RA method as a default in SHARP data processed after January 2014, but there are
multiple factors that speak in favour of the PA method instead. First, the RA method
applies well only outside active regions since the significant horizontal fields of ARs
debunk the underlying principle of the method. Second, the method becomes less reliable
the closer the region of interest is to the central meridian or latitude for the observing
telescope; at the centre of the solar disk it gives a completely random result (Gosain and
Pevtsov, 2013). The PA method, on the other hand, has been explicitly tested in synthetic
ARs (e.g. Metcalf et al., 2006), and the method applies similarly well over the whole solar
disk, even though the quality of the underlying potential field extrapolation and thus
the performance of the method is reduced at the far limbs. Particularly critical for the
electric field inversion is that the PA method gives temporally much more stable result
(see Figure 4.3). However, the PA method has several issues as well. As already discussed,
in the two-part HMI vector magnetogram disambiguation the small high-confidence
patches outside the central strong field region have often inconsistent disambiguation
when compared to the background PA resolution (Figure 4.2b). The consistency between
the PA resolution and the central strong field region is not perfect either. I assume that
both of these problems arise from the use of potential field extrapolation in the highly
non-potential active region. The acute angle condition with the extrapolation drives the
azimuth to the ’’rotating’’ structure observed in Figure 4.2b, which is consistent with the
dominant large-scale bipolar structure of the AR (see Figure 4.1), but cannot catch the
smaller complex structures. The RA method gives significantly more consistent result with
the high-confidence small patches outside the AR centre, but then again results in large
azimuth discontinuities between the central strong field region and the surrounding weak
field pixels. In both cases the discontinuities in the azimuth are problematic, since they
are purely an artificial effect arising from the two-part disambiguation procedure. The
discontinuities introduce spurious currents (∇×B), and the emergence and convection of
the discontinuities introduce also a spurious component in the time derivative ∂B/∂t. In
active regions these problems seem to be more emphasized for the RA method than for
the PA method: For RA method the discontinuities are focused at the outer boundary of
the central strong field region, where also the most interesting physical processes occur (at
least from the viewpoint of modelling solar eruptions, see Chapter 1). The small patches
of high-confidence pixels outside the central region have generally small field strength
and lesser importance for the overall evolution of the AR. Moreover, the small short-lived
patches and the spurious ∂B/∂t-component that they introduce are mostly removed by
the temporal regularisation of the azimuth (explained further in Section 4.1.2).
Based on the discussion above, I argue that the potential acute angle method is the
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most suitable weak field disambiguation method for the HMI vector magnetogram data,
when the data is used in electric field inversions that are made in active region scales.
The method becomes more problematic when regions much larger than AR-scale are
considered. In addition to the spurious discontinuities outside the AR centre, discussed
above, additional practical complications arise. Most computationally efficient full-disk
disambiguations (like the one HMI provides) are performed by dividing the solar disk into
tiles that are disambiguated separately. A strong AR centre (as in NOAA AR 11166)
strongly affects the potential field extrapolation and thus the PA disambiguation in its
own tile, but this effect does not cover the nearby tiles causing sometimes discontinuities in
azimuth between the tiles. Based on a study of several ARs it seems that the discontinuity
is clear only when the neighbouring tile has generally weak fields, i.e. consists mainly of
the quiet Sun, and thus such discontinuities should not have large significance on the
studies of solar eruptions. However, since RA method has less spurious discontinuities
outside the AR centre, it may be more suitable for global studies (see e.g. Hughes et al.,
2016).
4.1.2 Temporal regularisation of the azimuth ambiguity resolu-
tion
As already discussed in Chapters 2 and 3 the azimuth ambiguity resolution is not temporally
stable but contains spurious variations, i.e. flips in the azimuth, which extend from the
noise-dominated weak field region also to the strong field pixels. This instability was
observed already by Welsch et al. (2013), who identified the spurious flips as ’’top hats’’,
in which azimuth φ in a pixel at time tk jumps roughly to the oppositely disambiguated
value (φ→ φ+ 180◦) when compared to the previous frame tk−1, and then quickly returns
back to the original value in the subsequent frame tk+1 (an example flip is illustrated in
Figure 4.4 column a). The top hat may be also wider, in which case the spurious flip
lasts more than one frame before the azimuth returns to its original value. To reduce the
number of these flips the authors proposed a temporal regularisation algorithm, which,
in addition to addressing the problem of the temporal flips, removes also some of the
erroneous spatial checkerboard patterns produced by the failure of the minimum energy
disambiguation (see Hoeksema et al., 2014, for further details).
What is central in the regularisation algorithm is that it must be able to separate the
spurious flips from the quick changes of the azimuth due to the natural time evolution of
the magnetic field. To do this Welsch et al. (2013) set two conditions for a spurious flip.
First, the change in azimuth between successive frames must be significant enough (over
120◦):
|φ(m,n, tk)− φ(m,n, tk−1)| > 120◦. (4.1)
Second, if a spurious azimuth flip candidate at tk is removed by flipping the azimuth back
to the correct value (φ→ φ+ 180◦), the procedure must decrease the sum of unsigned
azimuth differences S over the nearby frames, i.e. the procedure must smooth the azimuth
in time domain:
S =
R∑
l=−R
|φ(m,n, tk+l)− φ(m,n, tk)|. (4.2)
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Here R is the expected radius of the spurious top hat in time. It gives the upper limit
for the number of frames the spurious flip may last in order to be recognized by the
algorithm. One should note that the algorithm above is iterative and asymmetric in time:
if the azimuth flip at pixel (m,n) at time tk is considered spurious and flipped back to
the correct value, the fixed azimuth is then later used when Equations 4.1 and 4.2 are
applied at the pixel in the subsequent frame tk+1. The use of R past and future frames
in Equation 4.2 also inhibits the regularisation of the R first and last frames in the time
series of magnetograms. The only free parameter of the model is the radius of the top
hat. Welsch et al. (2013) suggested two values for it: R = 2 or R = 4, from which they
used the former. In this section the best of these values to be used in ELECTRICIT is
determined.
Even though the regularisation algorithm above is directly usable in ELECTRICIT
without any modification, there are still some differences to the work of Welsch et al.
(2013), mainly arising from the used vector magnetogram data. Welsch et al. (2013) used
an early version of HMI data from NOAA AR 11158, similar to the current format of
SHARP cutouts. The tracking of the cutout was, however, handled differently so that the
patch was followed directly in HMI pixels. This approach requires additional care when
the data points are interpolated into a regular grid in a local Cartesian system, but also
enables the regularisation of the disambiguation directly in HMI pixels where it is most
natural. This kind of tracking is not practical, particularly when the region of interest
extends far to the limbs, and therefore the approach is not applied in ELECTRICIT
nor in the SHARP data, but the procedure described in Appendix A.3 is used instead.
Since in this procedure the regularisation cannot be made directly in HMI pixels, it must
be performed after the interpolation to the local Cartesian system. This is problematic
because the erroneous azimuth values in spuriously flipped HMI pixels propagate in the
interpolation to the nearby pixels, the more the larger the amount of oversampling in the
interpolation is.
Additionally, the basic disambiguation methods of the datasets are different. In
the data used by Welsch et al. (2013) the entire patch was disambiguated using the
ME method, whereas in the HMI data that ELECTRICIT mainly applies the two-part
disambiguation method described in Section 4.1.1 is used. The latter approach introduces
a new type of azimuth flip to the weak field region: As discussed in Section 4.1.1 the small
high-confidence patches outside the central strong field region have often discontinuous
disambiguation with the weak field region (see Figure 4.2b). When such a patch is short-
lived (lasts from one to four frames), the pixels of the patch are recognized as spuriously
flipped and removed by the algorithm (see the middle panels and the black/red patch
in Figure 4.4 columns a and b). This also fixes the problem of spatially discontinuous
azimuth caused by the emergence of the patch.
In order to investigate the performance of the regularisation algorithm and the effect
of different choices for the free parameter R, the same active region NOAA AR 11166
was used as in Section 4.1.1. The main dataset was an ELECTRICIT cutout series
created from the HMI full-disk data. The weak field region was disambiguated using
the potential acute angle method and the strong field region using the minimum energy
method. An example of a spurious flip can be found in the middle panel of Figure 4.4a
corresponding to the black/red rectangular patch at coordinates (λ, φ) ∼ (10.4◦, 89.7◦). It
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represents a brief emergence of a high-confidence patch in the otherwise low-confidence
weak field region. This emerging discontinuity in the azimuth is explained by the use
of different and conflicting disambiguation methods inside and outside the patch. As
shown in the middle panel of column b), the regularisation algorithm with R = 4 handles
the resulting flip in the azimuth rather well so that most of the inconsistent pixels in
the patch are changed back to the values consistent with the background weak field
region. However, some pixels fall below the threshold of a spurious azimuth flip (Eqs.
4.1 and 4.2) and are not fixed. This creates a ragged look in the azimuth plot since
approximately oppositely oriented azimuth values (black/red) are scattered within the
fixed values (white/blue). A similar effect can be also seen in other parts of the plot:
e.g. the black stripe at (λ, φ) ∼ (8.75◦, 91.5◦) in the non-regularised solution (column a,
middle panel) represents a rather continuous horizontal shift of the azimuth direction
between red and blue regions, but in the regularised solution (middle panel of column b)
it becomes interfered by white pixels (oppositely oriented azimuths). This arises from
the complex evolution of the azimuth near the stripe: the azimuth varies quickly in the
region both spatially and temporally (see column a), and the region looks very different
in the first and the third frame. As a result some of the quick changes are recognized
as flips, but some are not causing the appearance of discontinuous pixels in the middle
panel of column b). Both artefacts above arise from the incapability of the regularisation
algorithm to handle complex changes in the data. Since these kind of artefacts introduce
time-dependent discontinuities to the azimuth, they affect the time derivative ∂B/∂t and
currents ∇×B, and consequently the electric field inversion.
In order to mitigate the effect of these artefacts an additional processing step was
added to the algorithm in ELECTRICIT. After the identification and fixing of the spurious
flips the transverse components of the magnetic field Bξ and Bη (which are affected by
the azimuth disambiguation) are blurred at the pixel where the flip occurred and also
in all of its neighbours using a 2D Gaussian smoothing with σ of one pixel, truncated
at 1σ. Even though the smoothing obscures the information content of the flipped pixel
and its neighbours, the procedure can be justified to some extent by the fact that the
neighbouring pixels have already been affected by the erroneous azimuth of the pixel in the
interpolation process, and contain therefore at least partly erroneous values themselves.
This uncertainty gives freedom to smooth their values to ensure better consistency between
the flipped pixel and its surroundings. The approach makes minimal changes to the
data while still suppresses the worst artefacts of the regularisation. The azimuth values
that corresponds to blurred Bξ and Bη are illustrated in Figure 4.4 column c). The
blurring handles well the artefacts produced by the regularisation algorithm: the ragged
structures observed in the emerged high-confidence patch, in the black stripe as well as in
other regions are removed almost entirely. It should be noted that the blurring does not
affect the regularisation of the future frames in Equation 4.2, but instead the non-blurred
azimuth values φ are used in the equation.
In the example above the top hat radius of the regularisation algorithm was chosen
to be R = 4. This is different from the Welsch et al. (2013) who used R = 2, for
which their argument was that the R = 2 recognizes more flips, i.e. it is more sensitive.
Same observation was reproduced in my study of NOAA AR 11166 for which the R = 4
recognized on average 10% less flips. However, my visual study implies that R = 2 has
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Figure 4.4: Illustration of an azimuth flip and the functionality of the regularisation
algorithm in a subregion of NOAA AR 11166 at times 02:48:00, 03:00:00 and 03:12:00
TAI on March 9, 2011 (time increases down and each row represents a different time).
Each column corresponds to the time series with the respective processing done to the
data.
more problems with significant flips that are clearly visible to the eye: it does not detect
long-lasting flips (lasting more frames than the top hat radius R = 2) and produces worse
artefacts than the R = 4 regularisation. Particularly problematic are the complex flips in
which the spuriously flipped pixels vary spatially and/or the flips occur in sequences of
1-4 frames over a long time period. One complex flip is illustrated in Figure 4.5, which
also illustrates a typical flip that occurs in the strong field region. The flip starts at the
second frame (column a) when the blue central region changes to white, and the region
of spurious flip changes also spatially in time. In the lowest part of the flipping region
the flip lasts three frames. Both R = 2 and R = 4 regularisations (columns b and c)
have problems to detect all the flipped pixels in the boundary of the blue and red regions
leaving white pixels there, but in general R = 4 fares better. In particular it recognizes the
long-time flip in the lower part of the region more consistently. Again the blurring cleans
the final R = 4 result by smoothing out the remaining artefacts of the regularisation
(column d).
After patching the regularisation artefacts and choosing the top hat radius there is still
one point of the algorithm that causes concern. Since the process is time asymmetric so
that the previously regularised pixels in the past frames affect the search of the spurious
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Figure 4.5: Illustration of an azimuth flip and the functionality of the regularisation
algorithm in a subregion of NOAA AR 11166 at times 17:12:00 - 18:12:00 TAI on March
7, 2011 (time increases down and each row represents a different time). Each column
corresponds to the time series with the respective processing done to the data.
flips in the future frames (Eq. 4.2), the output of the regularisation depends to some
degree on the initial frames of the time series (the R first frames used in Eq. 4.2), which
constitute the ’’initial value’’ of the process. These frames cannot be regularised, and
therefore all the erroneous pixels in them have effect in the regularisation of the future
frames. The central question here is: how far does this effect reach in the process? To
study this question a reference regularisation of NOAA AR 11166 was created using R = 4
without blurring starting from March, 4 18:00:00 TAI and lasting to the end of the time
series. The reference was compared to the output of another regularisation process that
started at March, 7 00:00:00 TAI. Due to the evolution of the AR the comparison case has
significantly different initial frames, and therefore it is expected that the outputs are at
least partly different. The temporal distance over which the initial frames have significant
effect on the regularisation output is determined by the time it takes the comparison case
to become equal with the reference. To quantify the difference between these cases the
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number of pixels where the azimuths differed from each other was calculated, after which
the percentage of these pixels with respect to all the pixels that were flipped in either of the
regularisation processes was determined. The time evolution of the percentage is plotted
in Figure 4.6. First four frames have 100% difference since the regularisation procedure
started at March 7 cannot modify the first R = 4 frames (due to the use of condition
of Eq. 4.2). The difference between the regularisation outputs becomes negligibly small
(less than one percent) already after 3-3.5 hours and decreases to zero in 9 hours. This
proves that the initial frames in the regularisation procedure do not have a lasting effect
on the output, and the output becomes largely independent from them already after a few
hours. This also removes any fear of the possible propagation of the bad azimuth values
from the initial frames far in the time series. However, in order to ensure that most of the
erroneous effects from the initial frames have faded away the regularised magnetic field
data should be used only after a few hours from the start of the time series.
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Figure 4.6: The percentage of pixels where the output of the regularisation process started
at March 4, 2011 18:00:00 TAI and the one started at March 7, 2011 00:00:00 TAI differ
with respect to the number of all pixels which were flipped in either of the processes.
When the percentage is exactly zero it is not plotted at all.
As a final point it should be mentioned that even though the regularisation smooths
the azimuth in the time domain, this has no significant effect on the noise level of the
azimuth in the weak field region (which was discussed already in Section 4.1.1). This arises
from the fact that flips are recognized only in ∼ 1% of the weak field pixels. Instead, the
main contribution of the regularisation is the reduction of large spurious time derivatives
∂B/∂t arising from the flips in the strong field region. Such spurious signals propagate
strongly to the inverted electric field, which is a severe problem (discussed further in
Section 4.2.2).
4.2 First electric field inversion results
In this section the electric field inversion output of ELECTRICIT is studied more in detail.
First, in Section 4.2.1 the inversion results of the toolkit are presented and compared to
previous studies. The main goal is to evaluate the performance of the current version of
the ELECTRICIT toolkit on a general level. Second, the noise levels and credibility of the
electric field inversion in the strong and weak regions are studied in Section 4.2.2. Finally,
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the electric field inversions based on the vector and LOS magnetograms are compared in
Section 4.2.3.
4.2.1 General outlook and comparison to previous studies
The first inversion tests of ELECTRICIT were performed to NOAA AR 11158 (see Figure
4.7 for illustration of the AR). The active region produced several strong flares and CMEs
and it has been extensively investigated in several previous studies from many viewpoints
including its photospheric (e.g. Kazachenko et al., 2015; Liu and Schuck, 2012; Jiang
et al., 2011) and coronal (e.g. Sun et al., 2012; Cheung and DeRosa, 2012) evolution.
Due to the large number of reference studies the region is suitable for evaluation of the
first electric field inversions of the toolkit. Particularly relevant is the detailed study
of Kazachenko et al. (2015), in which the complete electric field inversion procedure of
Kazachenko et al. (2014) (presented in Section 2.4) was implemented, including the use of
photospheric velocity estimates. The whole dataset used in the paper is publicly available
at http://cgem.stanford.edu/ including the inverted electric field maps as well as the
processed vector magnetogram and dopplergram data from which the inversion was done.
This dataset will be used as a reference against which the performance of ELECTRICIT
is evaluated. The main goal of this section is to show that ELECTRICIT can already
in its current state give reasonable inversion results, despite the fact that the toolkit
does not apply the whole range of inversion techniques used by Kazachenko et al. (2015).
Moreover, it will be shown that the optimal choices of the free parameters in the inversion
are physically sensible.
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Figure 4.7: Plot of the Bz-component of the magnetic field in NOAA AR 11158 on
February 15, 2011 at 02:12:00 TAI. The region is centred at (λ, φ) = (−21◦, 35◦) in
Carrington heliographic coordinates.
The electric field inversion for the AR 11158 was produced using all central functionality
of the ELECTRICIT toolkit: First, a time series of processed magnetograms was created
for the region in Mercator projection using the boundaries illustrated in Figure 4.7 over
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a time interval February 11 - 19, 2011. The potential acute angle resolution was used
for the azimuth ambiguity in the weak field region (see Section 4.1.1 for details), and
the disambiguation was further regularised using the method described in Section 4.1.2.
Then the electric field was inverted using the time series so that each of the following
three assumptions for the non-inductive component of the electric field were applied (see
Section 2.4.2 for details of the assumptions):
1. ∇ · E = 0
2. ∇ · E = ΩBz
3. ∇ · E = UJz.
The free parameters Ω (ad hoc uniform photospheric plasma vorticity) and U (ad hoc
vertical photospheric plasma velocity) were determined by comparison to the reference
inversion results of Kazachenko et al. (2015). An ensemble of electric field inversions was
created using a range of values for these free parameters, and the optimal values were
searched by the visual comparison between the ensemble and the reference for the time
interval of February 11-17. The interval covers most of the reference dataset and captures
the emergence of the active region as well as its most prominent eruptions. The optimal
values were found to be:
Ω = 2× 1/4 rotations / day (4.3)
U = µ0 × 675 ms−1. (4.4)
The factor 2 in the definition of Ω reflects the fact that Ω = 2ω, where ω is the angular
velocity that corresponds to the imposed vorticity of the plasma (see Eqs. 2.50 - 2.51 in
Section 2.4.2). Thus, the chosen Ω corresponds to a uniform rotation of the plasma with
angular velocity of 1/4 rotations / day.
Differences in the input data of the inversions
Before going further it should be noted that the preprocessed magnetic field data, from
which the electric field inversions were done, had several differences between ELECTRICIT
and the work of Kazachenko et al. (2015). Kazachenko et al. (2015) used a time series of
processed magnetograms and dopplergrams created by Welsch et al. (2013), which was
based on different HMI data and on different data processing steps than the corresponding
ELECTRICIT cutout (the differences have been already discussed in Section 4.1.2). Due
to these differences the electric field inversions are not directly comparable (i.e. pixel
to pixel), and for this reason visual inspection is used when comparing the inversions.
Moreover, since the coordinate grids of the datasets are not equal the image axes are used
(axis unit is pixel, which corresponds roughly to 360 km in the photosphere) instead of
the ’’Mercator latitude/longitude’’ approach of Bobra et al. (2014) used in Section 4.1.
Since the reference inversion results of Kazachenko et al. (2015) were calculated
applying a mask in the weak field region, for consistency and to ease the comparison, a
mask is applied also in the electric field maps of ELECTRICIT presented in this section.
The electric field is set to zero in pixels where the magnetic field data is below the
noise threshold of HMI data (see Section 3.1.1) for any of the frames that participate in
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the inversion. This masking is not equivalent with the one used in the reference data.
Kazachenko et al. (2015) apply the mask in the magnetic field data before the inversion
and they use their own noise threshold instead of the one provided by the HMI team.
However, visual comparison shows that the results are consistent. The question whether
masking before the inversion should be used also in ELECTRICIT will be discussed in
Section 4.2.2.
Physical validity of the parameters
Before studying the overall performance of the ELECTRICIT inversions, the physical
sensibility of the optimal values of the free parameters for the ad hoc assumptions 2 and 3.
(Eqs. 4.3 and 4.4) will be considered. As explained above, the values were determined by a
visual comparison to another electric field inversion study. The main question is whether
the obtained values are consistent with the true photospheric plasma velocity field. In
the case of assumption 2 and parameter Ω this means that the photospheric velocity field
should contain an average vorticity that matches 1/4 rotations per day. The studies of
sunspot rotation support this: Jiang et al. (2011) determined the angular velocity of a
sunspot in the centre of the AR 11158 and obtained values ranging approximately from
1/8 to 3/8 rotations per day. Moreover, Vemareddy et al. (2012) obtained an average
rotation rate of ∼ 1/4 rotations per day similar also to results of Li and Liu (2015).
However, since these results apply only for the studied sunspots, a better constraint can be
found from the optical flow estimates for the horizontal velocity field over the whole active
region. The velocity inversion results of Liu and Schuck (2012), based on DAVE4VM (see
Section 2.3.2), show clear vortical patterns over the entire strong field region of the AR,
and a rough estimate from the results corresponds to a minimum angular velocity of ∼
1/4 rotations per day. Thus significant vorticity does exist in the region and the obtained
value of Ω is consistent with the measurements. Finally, it should be mentioned that
Cheung and DeRosa (2012) used in their ad hoc electric field inversion two values for Ω
matching 1/4 and 1/2 rotations per day, and both yielded reasonable coronal evolution in
the magnetofrictional simulation driven by the inverted electric field (see Section 1.3.2).
The value of U = 675 ms−1 for Assumption 3. is more difficult to justify. The
assumption imposes a uniform upward directed vertical velocity in the photosphere, which
in reality, can apply only within specific regions of strong flux emergence. However, the
granulation network consists of large cells of rising plasma between thin intergranular
lanes of sinking plasma, and thus regions of rising plasma are dominant. Hence, the
assumption that the entire photosphere consists of rising plasma can be considered to be
true as an area average. The value U = 675 ms−1 itself is within the limits of typical
granulation outflow velocities ∼ 500 - 1500 m s−1 (Priest, 2014, p. 21-24).
Comparison of inversion results using different assumptions for the
non-inductive electric field
Having justified the values of free parameters, the quality of the inversion can be considered
in more detail. In Figure 4.8 example inversions are plotted for the reference data of
Kazachenko et al. (2015) as well as for the ELECTRICIT inversions over a subregion of
AR 11158 on February 15 at 02:12 TAI. The time represents the photospheric state just
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after a major X-class flare and an associated halo CME at 01:56 UT, and the time was
emphasized also by Kazachenko et al. (2015).
Assumption 1: Zero non-inductive electric field. The comparison to the refer-
ence inversion (panel a) shows that setting the non-inductive electric field component to
zero in ELECTRICIT (panel b) gives significantly too small results. This is the case both
for the horizontal components Eh as well as the vertical Ez component. This outcome is
consistent with the results of Fisher et al. (2010) and Cheung and DeRosa (2012), who
showed that the Assumption 1 gives incorrect inversion results when compared to the
simulated data (see Section 2.4.2) and does not produce sufficient photospheric driving
when the coronal evolution is modelled using the magnetofrictional method. Since the
non-inductive component has significant values in the photosphere and it contributes
to all three components of the electric field, it cannot be neglected entirely. The use of
ad hoc assumption 2 or 3. for the non-inductive component removes the mismatch in
magnitude for the horizontal components, but cannot be used to fix the underestimation of
Ez, because these assumptions cover only the horizontal components of the non-inductive
electric field.
Assumption 2: ∇ · E = ΩBz. Panel c) shows that using a finite value for the
non-inductive electric field clearly improves the consistency with the reference field, but
only for the horizontal electric field component. Due to the simplifying assumption of
uniform plasma vorticity much of the fine structure of the reference electric field (panel a)
is not reproduced. One should note that the sunspot whose rotation velocity was used to
justify the value of Ω is located at the positive polarity patch near the centre of the panels
(approximately at X,Y = 360, 290), and thus Assumption 2 should give particularly good
results there. The estimates are indeed similar to some extent in that region, but still, the
difference is notable. This likely arises from the complex plasma velocity contributions
(both from the optical flow and dopplergrams) to the non-inductive component that are
included in the reference inversion, but cannot be caught by assuming a uniform vorticity.
Similarly, the assumption does not catch the complex structure of the enhanced electric
field near the strong PIL on the left side of the panels in Figure 4.8 (over which also the
X-class flare occurred).
Assumption 3: ∇ · E = UJz. Assumption 3 gives surprisingly similar results to
Assumption 2, despite very different physical basis of these assumptions. Assumption 3
does, however, catch much better the enhanced electric field near the PIL. According to
Kazachenko et al. (2015) this enhancement arises from the fact that the PIL contains
a significant positive vertical flow and a strong horizontal magnetic field, which causes
significant contribution to the non-inductive component through the ideal Ohm’s law
(−Vz ×Bh is large). A strong vertical contribution is consistent with Assumption 3 (i.e.,
constant vertical velocity field), which explains the relatively good performance of the
inversion in this region. Assumption 3 slightly overestimates the horizontal field in the
region near the PIL, but then underestimates the field in the positive polarity patch in
the upper right corner. Moreover, the inversion lacks many of the fine structures of the
reference field similarly to Assumption 2. Thus, overall, both assumptions 2 and 3 have
clear limitations, and one cannot single out which one is better based solely on the visual
inspection of the one investigated active region.
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Time evolution of the average electric field strength
Both ad hoc assumptions with finite non-inductive electric field seem to overestimate
the horizontal electric field in some regions and underestimate it in others. When the
optimal values of U and Ω were chosen by visual inspection the aim was to provide
a reasonable balance, so that the regions where the field is underestimated would not
produce too low values nor the regions where field is overestimated would exaggerate the
values too much. In order to study the performance more quantitatively the amount of
over/underestimation was quantified by comparing the time evolution of the strength
of the horizontal components |Eh| averaged over all pixels within the central part of
the active region between ELECTRICIT and the reference data (Figure 4.9). The weak
field pixels were again masked to match better the reference inversion. The plot shows
that in the later stages of the evolution of the active region the average strength in the
ELECTRICIT output is more or less consistent with the reference, except for the clear
underestimation when the zero non-inductive electric field (Assumption 1) is used. In
turn, in the early stages of the evolution of the active region (February 11 - 14) |Eh| is
clearly underestimated for all non-inductive electric field assumptions. Getting a better
agreement over this interval would require increasing the Ω and U parameters, but then
the field strength would be significantly overestimated after February 14. These temporal
variations in the optimal values of Ω and U parameters imply that using fixed values over
the entire time evolution of an active region is problematic. However, it is encouraging
that the general increase in the horizontal electric field after February 13 is correctly
reproduced.
The same analysis for the vertical electric field component Ez is shown in Figure 4.10.
The field strength is underestimated for the whole reconstructed interval. This arises from
the previously discussed fact that the sole inductive component clearly underestimates
the electric field, and the ad hoc assumptions for the non-inductive component do not
influence the Ez component.
Figure 4.9: The time evolution of the average strength of the horizontal component |Eh|
in the central region of the AR 11158 for each inversion type. The values used for Ω and
U are presented in Eqs. 4.3 and 4.4.
Conclusions
Based on the results presented in this section I can conclude that: In its current form
ELECTRICIT is capable of performing electric field inversions with a reasonable agree-
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Figure 4.10: The time evolution of the average strength of the vertical component |Ez|
in the central region of the AR 11158 for each inversion type. The Ez component does
not depend on the ad hoc assumption used in the ELECTRICIT inversions, and thus the
result is the same for all three assumptions.
ment with the output of a more advanced inversion techniques (when the horizontal
components of the field are considered). However, even though the average strength and
even parts of the fine structure of the horizontal electric field are reproduced, there are
still some significant discrepancies between the more advanced inversion results and the
ELECTRICIT output. They arise from the insufficiency of the ad hoc assumptions that
must be made in the currently implemented inversion.
It is encouraging that the optimal consistency between the reference and the inversion
of ELECTRICIT was obtained when the free parameters of the inversion had physically
sensible and experimentally justifiable values. This implies that the optimal values can
be constrained using physical arguments, e.g. from measurements or modelling.
4.2.2 Noise and the electric field inversion
As already discussed in Sections 2.2 and 4.1.1 the magnetic field measurements from weak
field regions are noise-dominated both due to photon noise that propagates through the
Stokes inversion and due to the uncertainty of the azimuth ambiguity resolution. The
central question raised in Section 4.1.1 was whether the magnetic field data from the
weak field region should be used at all in the electric field inversion. There are strong
arguments supporting the exclusion of such data: Kazachenko et al. (2015) argued that
the noise causes spurious signals in the electric field inversion, and for that reason the
authors masked the weak field pixels to zero before the inversion. Also, when the velocity
inversion and the optical flow methods are considered (Section 2.3), masking of the weak
field region is commonly used, since the noise propagates strongly to these estimates as
well. However, as already mentioned in Section 4.1.1 the magnetic field measurements in
the weak field region are not pure noise, but instead, particularly the LOS component of
the field carries significant information. Moreover, by choosing the potential acute angle
method as the default weak field disambiguation method (Section 4.1.1), the intrinsic
noise of the azimuth disambiguation was minimized. Cheung and DeRosa (2012) included
the weak field region in their electric field inversion, which was based solely on LOS
magnetograms, and the inverted field was successfully used as a boundary condition
for a data-driven MFM simulation (this approach is discussed further in Section 4.2.3).
Therefore, when the MFM simulations are considered, the effect of the complete masking
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of the magnetic field in the weak field region and the consequent forcing of the electric
field to zero remains an open question.
In this section the noise levels of the electric field inversions made using the ELEC-
TRICIT toolkit are studied in order to clarify whether the weak field region should be
used in the inversion or not. Due to strong arguments for the noise-dominance in the weak
field region the hypothesis that is tested here is that the electric field inversion in the weak
field region is mainly noise. The datasets used here consist of the electric field inversions
for NOAA AR 11158 presented in Section 4.2.1, in which the weak field region is included
as such without any masking. The aim is to quantify the noise levels of the electric field
in the strong and weak field pixels separately, and based on the comparison between the
regions to test the hypothesis made above. The study of the noise levels done for this
section revealed also other potential sources of errors in the current inversion procedure
of ELECTRICIT, which are presented here with suggestions for future modifications.
The quantification of the noise levels in the inverted electric field is a difficult problem,
because there is no true noise-free reference data to which to compare the results nor is
there a model that can be fitted to the data. Kazachenko et al. (2015) used a Monte
Carlo simulation to create a large ensemble of electric field inversions by varying the
input magnetic field data within the limits of the estimated noise levels and deduced the
noise estimates from the ensemble. They did not include the weak field region in their
study, since it was masked before the inversion. Since large noise levels in the weak field
region are expected, I argue that instead of the Monte Carlo approach more rough noise
estimate suffices to give the necessary information to make the conclusions in this section.
The noise estimate used here is based on the creation of a temporally smoothed dataset
from the time series of the inverted electric field maps. Since the smoothing suppresses
temporal noise, this dataset can be considered as the true noise-free (or at least less
noise-dominated) reference to which actual measurements are compared. The smoothed
series were created so that a moving average was applied to each pixel independently in
the time domain. The time window of the average was set to the minimal symmetric case,
lasting three frames, which matches 36 minutes for the cadence of electric field inverted
from the HMI vector magnetogram data. Using a longer window is problematic, since the
characteristic time scales of the photospheric evolution are already much shorter than the
cadence between successive frames (12 minutes). This arises from the fact that for typical
photospheric plasma velocities (1-3 km s−1) photospheric features propagate . 2200 km
in 12 minutes, which is approximately 6 times the size of the HMI pixels. This introduces
spatial blurring already to the original unsmoothed frames and the temporal averaging
adds more of it. In order to keep this effect minimal the averaging window of 36 minutes
is used. Visual inspection showed that the central spatial and temporal characteristics of
the inverted electric field are not blurred away in the temporal averaging process, so the
use of the the smoothed dataset as the reference is justified.
After determination of the smoothed reference value of the electric field for each
pixel Es, the error ∆E in the inverted electric field vector Ei can be estimated from the
difference:
∆E = Ei − Es. (4.5)
At this point the components of the electric field were separated so that the error estimates
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above were calculated for each component separately:
∆Ek = E
k
i − Eks , (4.6)
where k = {x, y, z}.
The error estimates of the electric field vector components were calculated separately
for the weak and strong field regions, which were singled out using the noise mask of the
HMI data (see Section 4.1.1 for details of the mask). The mask separates the pixels into
three groups:
1. Weak field region where the field values of the pixels are below the noise threshold,
and the potential acute angle method for the azimuth ambiguity resolution is applied.
2. Weak field region near the boundaries of the strong field pixels (’’intermediate
pixels’’). Here a more sophisticated minimum energy method is used to resolve the
azimuth ambiguity (with additional smoothing), which should increase the quality
of the data when compared to the most of the weak field region where the potential
acute angle method is used.
3. Strong field pixels where ME method is used without smoothing.
Pixels of each electric field map were divided into three groups using the three types
of magnetic field data pixels above. If a pixel in the electric field map belonged to the
same group in all frames that were used in the calculation of the smoothed reference
electric field Es, it was considered to be in that group (i.e. either weak, intermediate or
strong). Due to the use of a centred difference approximation for the time derivative in the
inversion and averaging window of three frames in the smoothing this means that the pixel
must belong to the respective group in the current frame as well in the two previous and
two subsequent frames. This leaves the ’’mixed’’ pixels in which the magnetic field data
changes its type over this interval outside the analysis, which clarifies the interpretation
of the output, but neglects part of the active region patch (the neglected part covers
. 10% of the pixels in the dataset of AR 11158). Weak field pixels consist of pixels that
belong to groups 1 and 2.
In order to describe the average error (noise level) for each of the pixel groups above
the root mean squared error RMSEk was calculated from the absolute errors ∆Ek (Eq.
4.6) over the pixels of the group:
RMSEk =
√√√√ 1
N
N∑
j=1
(∆Ek)2, (4.7)
where N is the number of pixels within the group. After the determination of RMSEk
the average relative error over the pixels of a given group was calculated using the an
error metric similar to the ’’normalized error’’ used by Kazachenko et al. (2014) and
Kazachenko et al. (2015), which they interpret as the relative error of the inversion. Here
the normalized error is calculated as the ratio of the standard error between the reference
and the measurement (here RMSEk) and the standard deviation of the reference data
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(i.e. the standard deviation of the temporally smoothed dataset σ(Eks )). This gives the
relative error estimate Rk:
Rk =
σ(Eki − Eks )
σ(Eks )
=
RMSEk
σ(Eks )
, (4.8)
which is used as the estimate of the average relative noise level in the respective group.
Kazachenko et al. (2014) and Kazachenko et al. (2015) defined σ(Eki −Eks ) as the standard
deviation of the error Eki − Eks between the inversion and the reference, not as RMSEk.
The definitions are, however, equivalent if one assumes that Eki − Eks is on average zero
(as expected for random noise). In any case the definition used here is more strict as it
includes also any mean component of Eki − Eks to the error σ(Eki − Eks ).
In Figure 4.11 the time evolution of the relative noise level estimate Rk is plotted for
the Ex component and for each of the pixel groups 1 - 3. The noise levels are plotted for
the electric field inversions based on each of the ad hoc assumptions for the non-inductive
component of the electric field (see Section 4.2.1). Similar plots were compiled also for
the Ey component, but the data is not shown as the results are very similar to Ex and
the same conclusions can be drawn from them.
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
M
e
d
ia
n
 r
e
la
ti
v
e
 e
rr
o
r
a) ∇ ·E=0
Weak pixels
Intermediate pixels
Strong pixels
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
M
e
d
ia
n
 r
e
la
ti
v
e
 e
rr
o
r
b) ∇ ·E=ΩBz
12
Feb 2011
14
Feb 2011
16
Feb 2011
18
Feb 2011
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
M
e
d
ia
n
 r
e
la
ti
v
e
 e
rr
o
r
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Figure 4.11: Scatter plot that illustrates the time evolution of the relative noise estimate
for the Ex component of the inductive electric field in the strong, intermediate and weak
field pixels in NOAA AR 11158 between February 11 and 19, 2011. Panels a) - c) show the
results for inversions in which the respective assumption for the non-inductive component
of the electric field is used. Cyan line marks the limit of 50% relative noise.
When only the inductive component is considered (Figure 4.11a), the estimated relative
errors in the plot quantify the amount of noise introduced to the inversion due to use
75
of Faraday’s law and the term ∂B/∂t in it. The noise levels are generally large for all
three pixel groups. However, the weak field region (i.e. weak and intermediate pixels)
can be clearly separated from the strong field region. In most of the frames the weak
and intermediate pixels have relative noise level larger than 50% (this ’’50% noise level’’
limit is indicated by the cyan line in the plots). The intermediate pixels have clearly
lower noise levels than the rest of the weak field pixels, but because they cover only a
small fraction of the weak field region, they have a very small effect on the overall noise
level there. When the weak and strong groups are compared (without considering the
intermediate ones) the difference is substantial. As it will be shown below, similar noise
levels are reproduced in the weak field region also for the Ez component. Thus, these
results confirm the hypothesis that the electric field is mainly noise in the weak field region
for the inductive component of the electric field.
A similar conclusion can be made for the inversion where the assumption ∇ · E =
UJz is used to determine the non-inductive electric field component (panel c), even
though the noise levels are slightly lower for the weak field region pixels (particularly
for the intermediate ones). The inclusion of the non-inductive component ∇ ·E = UJz
diminishes noise, since the determination of the component does not depend on the
noise-amplifying time derivative of the magnetic field, but only on spatial derivatives
through Jz = µ−10 (∂xBy−∂yBx). In the case of assumption ∇·E = ΩBz this effect is even
more pronounced and the relative noise levels are mostly well below the 50% for all three
groups of pixels. This difference between the two methods partly arises from the fact
that the Bz component used in the latter assumption has a larger contribution from the
low-noise BLOS component when the active region is near the disk centre, whereas the Bx
and By components, which determine the Jz for the former assumption, are determined
largely by the noisier transverse components of the magnetic field. Moreover, the spatial
derivatives in the calculation of Jz may amplify noise, which does not happen in the
case of the latter assumption. The lower noise levels that arise from the inclusion of the
non-inductive component do not remove the fact that the underlying inductive component
is noise-dominated. Since the inductive component is the actual physically valid part of
the inversion (based on Faraday’s law), whereas the two estimates for the non-inductive
component are based on ad hoc assumptions, the decrease in the noise level is somewhat
artificial. However, from purely technical point of view, without considering the physical
accuracy of the inversion, the results here imply that the inversion based on the assumption
∇·E = ΩBz produces electric field estimates clearly above the noise level also in the weak
field region, contrary to the original hypothesis. For further discussion of the physical
accuracy of the assumption ∇ · E = ΩBz see Section 4.2.1.
Even though the noise levels are clearly much lower in the strong field region than
in the weak field region, the temporal evolution of these noise levels has some curious
features. First, the relative errors are slightly higher in the beginning of the time series
(February 11 - 12), which is likely explained by the fact that the active region is just
emerging and the electric field values are thus weaker and more noise-dominated also in
the strong pixels. What is more interesting, and concerning, is the steady increase in the
noise levels towards the end of the series (noise level exceeds the 50% limit roughly from
February 17 onward). The increase cannot be explained due to the weakening of the AR,
since the average magnetic field strength on the contrary increases. Instead, the increase
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in the error corresponds well to the motion of the AR towards the solar limb: the AR is
at the central meridian roughly at February 14, 03:00:00 TAI and already at Stonyhurst
longitude of 51◦ on February 18, 00:00:00 TAI.
The motion of the AR towards the limb introduces many factors that can increase the
noise: the noise levels in the magnetic field data increase, the spatial resolution of the full-
disk magnetogram data in the photosphere decreases and the performance of the azimuth
ambiguity resolution is degraded (see e.g. Rudenko et al., 2013). The latter is particularly
problematic since the azimuth ambiguity resolution starts to simultaneously have a larger
effect on the Bz component at the limbs (since the contribution of azimuth-dependent
transverse ξ and η components increases for the Br component in Eqs. A.10 - A.12,
Appendix A.2). Since the time derivative of Bz determines the horizontal components
of the inductive electric field in the inversion, increased noise of Bz is directly visible in
the noise level of Ex (Figure 4.11a). Since a similar steady increase in the noise level is
detected also for the electric field inversion based on the LOS magnetogram data (see
Section 4.2.3), which does not have the problems related to azimuth disambiguation, the
steady overall trend is likely a joint result of the increasing noise of the magnetic field
and decreasing spatial resolution.
The degradation of the azimuth disambiguation and the resulting temporal instability
adds its own large contribution particularly after February 18, where it is responsible for
some of the largest jumps in the noise level estimate (Rk ∼ 1). Figure 4.12 illustrates how
this happens: As a result of the spurious azimuth flip in the strong field region (panels
a and b) the finite difference approximation for ∂Bz/∂t is increased into unrealistically
high values (panel c), which yields a large spurious curl in the horizontal components of
the inductive electric field according to Faraday’s law (panel d). The spurious signal is
propagated also to the inversion result of the Ez component. The underlying flips of the
azimuth cannot be caught by the temporal regularisation algorithm of the disambiguation,
because the flips occur permanently from one ambiguity resolution to the opposite whereas
the algorithm searches explicitly only short-lived flips (see Section 4.1.2).
This problem raises a serious question whether the HMI magnetograms created and
processed as explained in Sections 3.1.1- 3.1.2 and 4.1.1-4.1.2 are suitable for the electric
field inversion when the active region is far from the disk centre. Since the azimuth
regularisation algorithm cannot handle this kind of flips, it could be that the only solution to
remove this kind of spurious ∂B/∂t signals is the temporal smoothing of the magnetogram
time series (similarly to Jiang et al., 2016). Another option is to improve the azimuth
ambiguity resolution; methods more suitable for the disambiguation in the limbs have
been developed (see Rudenko and Anfinogentov, 2014; Rudenko et al., 2013). On the
other hand, the problem is significant only for the inductive component, whereas for the
cases where non-zero non-inductive component is present (Figure 4.11b,c) the problem
is less dramatic. This arises from the relative smallness of the inductive component (as
discussed in Section 4.2.1). The final judgement on the significance of the problem can
done only by performing more comprehensive inversions (as Kazachenko et al., 2015)
using the HMI data near the limbs. This has not been done so far.
The quantification of the noise levels for the vertical component Ez is more problematic.
As illustrated in Figure 4.13a the estimates are large for both weak and strong field pixels
(the intermediate pixels are left out for clarity). The large noise in weak field pixels is
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Figure 4.12: Illustration of a spurious signal in the electric field inversion caused by the
instability of the azimuth ambiguity resolution in the strong field region. Panels a) and
b) show the azimuth flip that occurs between frames on February 18, at 11:24:00 and
11:48:00 TAI. In panel c) the centred difference approximation for the time derivative of
Bz is shown at 11:36:00 TAI (calculated using the frames of panels a and b). In panel
d) the inductive component of the inverted electric field is plotted showing the large
spurious signal due to the unrealistically large time derivate in c) caused by the azimuth
flip between a) and b). The weak field region is masked in panel d).
natural, but the fact that it is observed also in the strong field pixels is more concerning.
Indeed, a more detailed study of the noise estimates conducted for this section revealed
a systematic problem in the inversion of the Ez component that arises from the use of
periodic boundary conditions when solving the Poisson equations in the electric field
inversion (as explained in Section 3.2). The use of periodic boundary conditions in
ELECTRICIT was originally justified by the fact that, when the boundaries of the patch
lie in the weak field region where the magnetic field values are small, the periodicity
constraint is not very strong, since periodicity forces transition from small values at one
boundary to small values in the opposite boundary. However, as illustrated in Figure 4.14
(column a), this justification is not correct when the Ez component is considered. The
inverted Ez values have large values also at the boundaries (likely due to noise), which
through periodicity, cause systematic artefacts over the entire patch. Variation in these
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Figure 4.13: The time evolution of the relative noise estimate for the Ez component of
the inductive electric field in the strong and weak field pixels of NOAA AR 11158 from
February 11 to 19, 2011. Panel a) corresponds to inversion results in which Poisson
equation are solved without a ghost zone, whereas panel b) corresponds to inversion with
the ghost zone. Cyan line marks the limit of 100% relative error.
artefacts introduces coarse noise to the solution of Ez, also in the strong field region (see
the time evolution illustrated in column a of Figure 4.14). The problem can be fixed by
realizing the original justification of the periodic boundary conditions, i.e. forcing the field
values to zero at the boundaries. In practice this can be done by adding a ghost zone of
pixels where B = 0 (and thus also ∂B/∂t = 0) to the boundary of the the magnetogram
cutouts before the inversion (as done by Kazachenko et al., 2014, to ensure consistency of
their homogeneous Neumann boundary conditions). Following their approach and adding
55 pixel wide ghost zone in the boundaries of the magnetograms removed the artefacts of
Ez component completely (see Figure 4.14 column b). The reduction in the noise levels
is also clear (see Figure 4.13b), where the noise levels of the strong field pixels are now
lower and more clearly discernible from the weak field pixels. Thus, it is obvious that in
order to improve the quality of the inversions, a ghost zone must be added as a default to
the electric field inversion in ELECTRICIT.
Despite fixing of the boundary condition issue, the noise level in the Ez component is
still significantly higher than in the horizontal components (Figure 4.11a) and the weak
and strong field regions have similar noise levels. There are multiple factors that may
explain this. First, the inadequacy of the method to determine the noise levels should
be emphasized: as already mentioned the temporally smoothed reference dataset is not
completely noise-free, only the temporal noise is reduced in it; and it does not represent
any ’’true value’’ of the field. Thus the similarity of the strong and weak field regions
may partly arise from the insufficiency of the method. However, I still argue that the
implication of the result is clear also for the Ez component: the weak field region is much
more noise-dominant than the strong field region (median noise level over the time series
is 56% for the strong field pixels and 84% for the weak field pixels), and the noise levels
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Figure 4.14: Illustration of the effect of the periodic boundary conditions in the inversion
of the Ez component. In column a) no ghost zone is introduced to the boundaries, which,
due to the use of periodic boundary conditions, introduces boundary effects extending
over the entire patch (particularly visible at 01:12:00 TAI). In column b) a ghost zone is
introduced to the outer boundary of the patch before the inversion, which removes such
artefacts.
in the weak field region are generally large. Therefore the noise level estimates for the Ez
component obtained here are not in contradiction with the hypothesis that the weak field
region is mainly noise.
In addition to the method related issues above, there are also two natural factors that
increase the noise of the Ez component with respect to the horizontal ones: First, the
source term of the Poisson equation 2.34 from which the T˙ potential is solved (Ez = −T˙ ,
Eq. 2.30) contains the curl of the time derivative of the magnetic field (∇ × B˙h)z, in
which both the temporal and spatial derivatives amplify the noise. The source term of the
Poisson equation 2.33 for the P˙ potential (i.e. B˙z), from which the horizontal components
are calculated as spatial derivatives (Eq. 2.30), contains only the time derivative. Second,
near the disk centre the latter source term Bz has lower noise than the Bh components in
the former source term due to larger contribution from the low-noise BLOS component.
Finally, one should note that the problem of ill-chosen boundary conditions discussed
above for the Ez component must have some effect also on the horizontal components
of the electric field. However, this effect turns out to be negligible: the introduction of
the ghost zone causes only cosmetic changes in the inversion results and the changes
are limited to the pixels close to the boundary. Thus all the previous results for the
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horizontal components, calculated without the ghost zone, are valid. (Also all the results
presented in Section 4.2.1 were insensitive to the introduction of the ghost zone). This
insensitivity of the results to the boundary conditions likely stems from the smaller noise
of the source term of the Poisson equation (since smaller noise introduces smaller values
of the electric field to the boundaries), but also from the less direct dependence of the
solution on the solved Poisson equation: Ez is determined directly by the solution of the
Poisson equation 2.34 (Ez = −T˙ , Eq. 2.30), and thus boundary conditions are directly
visible in the result, whereas the horizontal components are determined through spatial
derivatives of the solution to Poisson equation 2.33 (for the inductive component) and
2.49 or 2.52 (for the non-inductive component).
4.2.3 Electric field inversion based on LOS magnetograms
The electric field inversion based solely on LOS magnetograms is an interesting idea, since
the use of the LOS data has many assets when compared to vector magnetograms: it has
much better availability, and in the case of the SDO/HMI data, also better cadence (45 s
instead of 12 minutes) as well as lower noise levels (see Section 2.2 for details). In the noise
sensitive electric field inversion particularly the last asset is highly beneficial. However, as
explained in Section 3.1.2, the LOS component cannot be used directly in the inversion, but
the vertical component of the photospheric magnetic field Bz must be first deduced from
it. A common approach is to assume that the photospheric magnetic field is completely
radial and to project Bz from BLOS using the assumption (see Appendix A.2 and Eq. A.14
for details). This is clearly a problematic and simplifying approach, particularly within
active regions where significant horizontal field components exist. Moreover, the complete
exclusion of the horizontal components of the magnetic field causes automatically the Ez
component to be zero when the inductive electric field component is determined using
the PTD approach (see Section 2.4.1). So clearly a significant amount of information is
lost when only LOS data is used. However, when the electric field inversion is applied
as a boundary condition in an MFM simulation, only the horizontal components of the
electric field are required, and thus, the LOS magnetogram based inversion already has
direct practical applications.
The goal of this section is to quantify how different the inversion results for the
horizontal electric field components are when only the LOS data and when the complete
vector magnetogram data are used. More specifically three factors are studied: (1)
the error in the Bz component when it is deduced from LOS data, (2) the difference
between the electric field inversions, and (3) the noise levels of the inversion based on
LOS magnetogram data. Based on the results conclusions are made about the usability of
the LOS data based inversions.
The studies made in this section are based on the same ELECTRICIT cutout and
the corresponding electric field inversions presented in Section 4.2.1 and used also in
Section 4.2.2. Using the same cutout boundaries a time series of processed magnetograms
was created from the HMI full-disk LOS magnetograms with the 12-minute cadence
and assuming that the photospheric field is completely radial. As explained above, the
LOS data is available at the maximum cadence of 45 seconds. The 12-minute data was
however used here, since it is determined from the same averaged Stokes vectors as the
vector magnetogram data. This ensures maximal consistency between the datasets and
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minimizes the error related to the use of different input values. The cutout was used to
create two electric field inversion time series, the first using the assumption ∇ ·E = 0 and
the second using the assumption ∇ · E = ΩBz (Eq. 2.49) for the non-inductive electric
field component. The third assumption, ∇ · E = UJz, Eq. 2.52 is redundant with the
first, since the Bx and By components are zero in the LOS data based cutouts and thus
Jz = 0). The value for the free parameter Ω was chosen to be the same optimal one as
determined for the vector magnetogram based inversion in Section 4.2.1 (Eq. 4.3).
Error in the vertical magnetic field component
First, the error made when the Bz component is deduced from the BLOS component is
studied. Since in Section 4.2.2 it was concluded that the inverted inductive electric field
component is mainly noise in the weak field region for the vector magnetogram based
inversions, the comparison here is concentrated in those pixels that were strong in the
earlier vector magnetogram data based analysis (defined using the same HMI noise mask
as in Sections 4.1.1 and 4.2.2). Three quantities are calculated to determine the error.
First, the difference between the Bz values from the LOS and vector magnetogram data
(∆Bz = BLOSz −Bz) is calculated for each pixel. Then two error estimates, the root mean
squared error RMSEBz and the normalized error RBz , are calculated from ∆Bz similarly
to Equations 4.7 and 4.8 in Section 4.2.2:
RMSEBz =
√√√√ 1
N
N∑
j=1
(∆Bz)2 (4.9)
RBz =
RMSEBz
σ(Bz)
. (4.10)
RMSEBz gives an estimate for the average unsigned error made in the deduction of BLOSz
and RBz normalizes this to the characteristic range of Bz. RBz can be interpreted as the
average relative error with respect to Bz. A third error estimate is the ratio between the
sums of the absolute values of BLOSz and Bz:
rBz =
∑ |BLOSz |∑ |Bz| , (4.11)
which reveals whether the BLOSz underestimates (rBz < 1) or overestimates (rBz > 1) the
absolute magnitude of Bz.
In Figure 4.15 the three error estimates RMSEBz , RBz and rBz are plotted over the
evolution of AR 11158. The RMSEBz and the normalized error RBz (panels a and b)
are large over the whole investigated time range, the former being clearly above 100 G
(i.e. the typical noise level of the vector magnetogram data). Thus, the error made in
the deduction of Bz from BLOS is above the noise level of the vector magnetogram data
throughout the disk transit of a mid-latitude active region (such as AR 11158). The time
evolution of the error follows quite well the position of the AR 11158 in the solar disk:
when the region is near the central meridian (around February 14), the inclination angle
between the LOS direction and the photospheric normal (i.e. z-direction) is smallest
and thus also the error made in the derivation of BLOSz reaches its minimum. The error
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increases when moving towards the solar limb (the AR 11158 is at Stonyhurst longitude
64◦ at the end of the time series). The evolution of the error estimates is not symmetric
around the central meridian, because the active region was just emerging (i.e. has weaker
magnetic field) over the first 2 days of the time series. The ratio between the absolute value
sums rBz shows that the use of BLOSz predominantly underestimates Bz. The temporal
oscillations in the rBz likely arise from the systematic error introduced to the magnetic
field inversion due to the 24-hour orbital period of the SDO spacecraft, which has a
different effect on the LOS inversion as compared to the complete Stokes inversion (see
Section 3.1.1 for details).
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Figure 4.15: Time evolution of the three error estimates for the BLOSz component deter-
mined from LOS magnetogram data in the strong field pixels of NOAA AR 11158 (see
text for details).
Error in the electric field inversion
As indicated by the results above, the error in BLOSz is significant and BLOSz tends to
underestimate Bz. As the next step, the effect that this error introduces to the electric
field inversion is studied. To quantify this similar error estimates are constructed for the
horizontal components of the electric field Ex and Ey as for the Bz component above.
These include the root mean squared error RMSEEk between the inversions based on
LOS and vector magnetogram data, from which the normalized error REk with respect to
the vector data based inversion is calculated for each component (calculated as in Eqs.
4.9 and 4.10), as well as the ratio between the sums of the absolute values of the total
horizontal vector r|Eh| (calculated as in Eq. 4.11).
In Figure 4.16a the normalized error between the inversions for the Ex component
is plotted with the corresponding noise estimate for the inversion based on the vector
data (the latter was determined in Section 4.2.2). The results for the Ey component
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are very similar (data not shown). The inversions contain only the inductive electric
field component (i.e. ∇ · E = 0 is assumed). The plot shows that the error between the
inversions based on the LOS and the vector magnetogram data is consistently larger than
the noise estimate of the inversion based on the vector magnetograms, i.e. the difference
is above the noise level. In Figure 4.16b the error estimates are shown for the horizontal
electric field component r|Eh|. The results there imply that the inversion based on the
LOS data slightly underestimates the horizontal components except at the very end of the
time series (after February 17) where the average strengths of the inverted fields become
approximately equal. The rEh estimate becomes also very noisy after February 17, which
likely stems from the increased noise in both the LOS and vector data based inversions
over this period (discussed further below). Figure 4.17 shows the same error estimates for
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Figure 4.16: Time evolution of the error between the horizontal electric field components
inverted from LOS magnetograms and from vector magnetograms. Panel a) shows the
normalized error between the inversions and the estimated noise level of the vector data
based inversion. Panel b) shows the ratio between the sums of |Eh|. Cyan line marks the
boundary between the regions where LOS based inversion under (< 1) and overestimates
(> 1) the vector data based result. ∇ · E = 0 is assumed in both inversions.
the inversions where ∇ ·E = ΩBz is assumed. Mostly the same conclusions can be drawn
from the results, but now the underestimation of the LOS data based inversion (panel b)
is clear over the entire time interval.
In Figure 4.18 the LOS and vector magnetogram based inversions are compared for
the same example subregion of AR 11158 that was used in Figure 4.8 in Section 4.2.1. The
underestimation of both the |BLOSz | and the |Eh| can be seen in the plots. When only the
inductive component is considered (panels a1 and a2) the slight underestimation of the LOS
based inversion is visible, but the large-scale field directions are very similar in both cases.
For the inversion assuming ∇ · E = ΩBz (panels b1 and b2) the underestimation in the
strength is more pronounced, but the field directions appear consistent. However, in the
figure the active region is close to central meridian (Stonyhurst longitude is 13◦), and when
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Figure 4.17: The time evolution of the same error estimates as presented in Figure 4.16,
but now ∇ · E = ΩBz is assumed in both inversions.
it moves further to the limb inconsistencies between the large-scale field directions become
increasingly apparent. Already at February 17, when the active region is at Stonyhurst
longitude 39◦, the overall field directions start to have clear differences. These are visible
particularly between the inversions where only the inductive component is considered,
whereas the consistency between the inversions in which ∇ ·E = ΩBz is assumed declines
less dramatically. This matches well with the steeper increase of the normalized error
between the inversions for the sole inductive component (Figure 4.16a) and the more
steady (but large) error between the inversions with the assumption ∇ ·E = ΩBz (Figure
4.17a).
Noise level of the inverted electric field
The final question to be studied in the LOS data based inversion is the noise level of
the inverted electric field. Figures 4.19 and 4.20 show the time evolution of the average
noise levels in the strong and weak field pixels (determined as in Section 4.2.2) for the
LOS and vector magnetogram based inversions and for each of the assumptions for the
non-inductive electric field, i.e., ∇ · E = 0 and ∇ · E = ΩBz. As illustrated in Figure
4.19 the LOS based inversion clearly reduces the noise level in the weak field region
when compared to the vector data based inversion in the case of the sole inductive
component (the median normalized error is reduced from 74% to 54%). This arises from
the smaller noise levels of the BLOS data in the weak field region. However, the region
still remains noise-dominated when compared to the strong field pixels. In the strong
field region the LOS based inversion does not produce significantly smaller noise levels,
except near the end of the time series where the spurious effects arising from the azimuth
ambiguity resolution start to have significant effect on the noise levels of vector data
based inversion (as discussed in Section 4.2.2). For the LOS data based inversion the
85
E
h  5
0
 [V
/m
]
  2
5
0
  3
0
0
  3
5
0
  4
0
0
  4
5
0
  5
0
0
X
 p
ix
e
ls [3
6
0
 km
/p
ix
e
l]
  2
4
0
  2
6
0
  2
8
0
  3
0
0
  3
2
0
  3
4
0
  3
6
0
Y pixels [360 km/pixel]
a
1
) V
e
cto
r in
v
e
rsio
n
 ∇
·E
=
0
−
2
0
0
0
−
1
6
0
0
−
1
2
0
0
−
8
0
0
−
4
0
0
0 4
0
0
8
0
0
1
2
0
0
1
6
0
0
2
0
0
0
B
z  [G
]
E
h  1
0
0
 [V
/m
]
  2
5
0
  3
0
0
  3
5
0
  4
0
0
  4
5
0
  5
0
0
X
 p
ix
e
ls [3
6
0
 km
/p
ix
e
l]
  2
4
0
  2
6
0
  2
8
0
  3
0
0
  3
2
0
  3
4
0
  3
6
0
Y pixels [360 km/pixel]
b
1
) V
e
cto
r in
v
e
rsio
n
 ∇
·E
=
Ω
B
z
−
2
0
0
0
−
1
6
0
0
−
1
2
0
0
−
8
0
0
−
4
0
0
0 4
0
0
8
0
0
1
2
0
0
1
6
0
0
2
0
0
0
B
z  [G
]
E
h  5
0
 [V
/m
]
  2
5
0
  3
0
0
  3
5
0
  4
0
0
  4
5
0
  5
0
0
X
 p
ix
e
ls [3
6
0
 km
/p
ix
e
l]
  2
4
0
  2
6
0
  2
8
0
  3
0
0
  3
2
0
  3
4
0
  3
6
0
Y pixels [360 km/pixel]
a
2
) LO
S
 in
v
e
rsio
n
 ∇
·E
=
0
−
2
0
0
0
−
1
6
0
0
−
1
2
0
0
−
8
0
0
−
4
0
0
0 4
0
0
8
0
0
1
2
0
0
1
6
0
0
2
0
0
0
B
z  [G
]
E
h  1
0
0
 [V
/m
]
  2
5
0
  3
0
0
  3
5
0
  4
0
0
  4
5
0
  5
0
0
X
 p
ix
e
ls [3
6
0
 km
/p
ix
e
l]
  2
4
0
  2
6
0
  2
8
0
  3
0
0
  3
2
0
  3
4
0
  3
6
0
Y pixels [360 km/pixel]
b
2
) LO
S
 in
v
e
rsio
n
 ∇
·E
=
Ω
B
z
−
2
0
0
0
−
1
6
0
0
−
1
2
0
0
−
8
0
0
−
4
0
0
0 4
0
0
8
0
0
1
2
0
0
1
6
0
0
2
0
0
0
B
z  [G
]
Figure
4.18:
M
aps
ofthe
horizontalcom
ponents
ofthe
photospheric
electric
field
and
the
verticalcom
ponent
ofthe
m
agnetic
field
for
a
subregion
ofN
O
A
A
A
R
11158
on
February
15,2011
at
02:12:00
T
A
I.P
anels
a1)
and
a2)
show
the
electric
field
inverted
using
the
assum
ption∇
·E
=
0
and
1.
vector
m
agnetogram
data
and
2.
LO
S
m
agnetogram
data.
P
anels
b1)
and
b2)
show
the
inversions
sim
ilarly,
but
now
assum
ption
∇
·
E
=
Ω
B
z
is
used.
T
he
red
and
blue
arrow
s
illustrate
the
horizontalelectric
field
vector
E
h ,
w
hereas
the
colourm
ap
in
the
background
illustrates
the
verticalcom
ponent
ofthe
m
agnetic
field
B
z
used
in
the
inversion
(the
colours
ofthe
arrow
s
are
determ
ined
by
the
sign
ofthe
background
B
z
com
ponent,red
for
negative
and
blue
for
positive).
N
ote
that
arrow
scaling
is
different
betw
een
a)
and
b)
panels.
T
he
contourplot
illustrates
the
verticalcom
ponent
ofthe
m
agnetic
field
corresponding
to
values±
400
G
(black
for
negative
and
w
hite
for
positive).
86
azimuth disambiguation does not cause problems, but the noise levels still exhibit similar
increase towards the end of the time series. This likely arises from the joint effect of the
increasing noise and decreasing spatial resolution in the magnetogram data as the active
region moves towards the limbs.
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Figure 4.19: Time evolution of the estimated noise level in the horizontal Ex component of
the inductive electric field in LOS magnetogram based (panel a) and in vector magnetogram
based inversions (panel b) for weak and strong field pixels (as defined in Section 4.2.2).
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Figure 4.20: Time evolution of the same error estimates as in Figure 4.19, but now the
non-inductive component was determined using assumption ∇ · E = ΩBz.
When the inversion results based on the assumption ∇ · E = ΩBz are considered
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(Figure 4.20), the difference between the noise levels is small for both weak and strong
field pixels. Actually, the noise is slightly smaller for the vector magnetogram based
inversion. The difference is likely explained by the fact that the non-inductive component
and its noise-reducing effects (see Section 4.2.2) are weaker for the LOS magnetogram
based inversion (due to underestimation of Bz as explained before).
Conclusions
When the results above are considered altogether, the limitations of the LOS data based
inversion become clear. A significant error is made already in the projection of the BLOSz
from BLOS. The relative error between the LOS and the vector data based electric field
inversions is large, ranging from 30% to even 100% in the horizontal components, and
clearly above the noise level of inversion based on the vector data. When the active region
was located near the disk centre the visual inspection showed that the inverted electric
fields are more or less consistent in the large-scale field direction (even though the LOS
based inversion underestimates the vector based one). This agreement, however, quickly
declined as the active region moved closer to the limbs, and clear discrepancies arose
already at Stonyhurst longitudes 30◦ − 40◦. Moreover, the central expected asset of the
LOS data, lower noise levels, was not realized very clearly in the inversion result: the
noise levels were not reduced in the strong field region and in the weak field region only
moderately, the latter still remaining noise-dominated.
However, the large error of the LOS data based inversion when compared to the
inversion based on vector data was certainly expected due to the significant information
loss and the over-simplifying assumptions of the procedure. Therefore, I argue that despite
the large errors no clear arguments emerged against using the LOS data based inversion.
When one keeps the large uncertainties and limitations in mind, the LOS data may be
used for the inversion, at least when the studied active regions is near the disk centre,
where it produces results that have reasonable consistency with the vector data based
inversion.
Since the consistency between the inversions based on the 12-minute SDO/HMI LOS
and vector magnetogram data was proven to be reasonable (near the disk centre), there
is no reason why the 45-second LOS data, which is inverted using exactly the same
procedure as the 12-minute data, could not be used in the inversion. This would have the
significant asset of producing electric field inversions with 16 times higher cadence than
what is possible for the currently available HMI vector magnetogram data. As already
discussed in Section 4.2.2 the cadence of 12 minutes is too long to catch the typical time
scales of the convective motions of the photospheric features when the spatial resolution
of HMI is applied, for which the cadence of 45 seconds is, instead, sufficient.
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Chapter 5
Summary and discussion
5.1 Summary
In this thesis I have outlined the central role of the magnetic field in phenomena of
the solar corona, in particular in solar eruptions, as well as discussed the data-driven
methods and the related challenges for modelling of the coronal magnetic field evolution.
As illustrated in Chapter 1 the most challenging and crucial part of data-driven coronal
modelling is the provision of the realistic photospheric boundary condition. Therefore, as
the main part of this thesis work I have studied and improved the data processing and
electric field inversion techniques that are required for the accurate determination of this
photospheric boundary condition. In particular, the central outcome of the thesis project
is the development and testing of a novel ELECTRICIT software toolkit that processes
the photospheric magnetic field data and uses it to invert the photospheric electric field.
The main motivation for the creation of the ELECTRICIT toolkit is the data-driven
coronal modelling using the magnetofrictional method (MFM), which requires the pho-
tospheric electric field as its time-dependent boundary condition. The MFM stands out
from the range of data-driven coronal models as a particularly promising approach. The
method combines the simplifying force-free assumption of the static extrapolations to
a dynamic and time-dependent model. It enables computationally feasible data-driven
modelling with sufficient accuracy to model the evolution of the magnetic field in the low
corona, and in particular, the pre-eruptive evolution of CMEs.
As shown in Chapter 2 the determination of the photospheric electric field is a complex
inversion procedure in which the electric field is deduced from the available remote sensing
magnetic field and plasma velocity measurements using Faraday’s law and the ideal Ohm’s
law. In turn, the determination of the magnetic field and velocity field require an inversion
of their own from the available spectropolarimetric measurements. The resulting vector
magnetogram and LOS plasma velocity maps contain as such many intrinsic problems
including the large noise levels of the magnetic field inversion and ambiguities in form of
the 180-degree ambiguity of the transverse magnetic field components and the unknown
photospheric zero-point of the dopplergram velocity. Both ambiguities arise from the
incomplete information content of the measurements, which has to be completed with
additional physical constraints.
Even after solving the ambiguities, the information content of the velocity inversion
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remains low since only the LOS component can be deduced directly from measurements.
Thus, the complete determination of the velocity field requires an additional inversion
so that the two remaining components are deduced from optical flow estimates based
usually on magnetogram data. The complete inversion of the velocity field combined with
disambiguated magnetogram data offers one direct way for the electric field inversion,
since the electric field can be determined solely through the ideal Ohm’s law E = −V×B.
However, according to the latest results this is not the optimal way approach, but instead
more accurate results are obtained by the multistep inversion procedure of Kazachenko
et al. (2014), which puts larger emphasis on the use of Faraday’s law in the inversion.
The approach is more complicated and has many ad hoc parts, but it better takes into
account the large uncertainties of the magnetic field and velocity inversion. Moreover, it
enables more flexible inversion even in the case that the velocity estimates are partly or
completely unavailable.
The ELECTRICIT toolkit contains a practical implementation of the magnetogram
based electric field inversion techniques following the so far best-performing inversion
procedure of Kazachenko et al. (2014). The toolkit applies currently magnetograms from
the SDO/HMI instrument, which are processed in the toolkit in order to account for the
intrinsic issues of the data and to transform the data from the instrument coordinates
to a system corotating with the photosphere. In addition to the electric field inversion,
the processed magnetogram time series of the toolkit are usable as such, e.g. in force-free
extrapolations and studies of photospheric evolution.
The studies made in this thesis particularly highlighted the issues in the disambigua-
tion of the SDO/HMI vector magnetograms. The problems related to the two-part
disambiguation procedure of the full-disk vector magnetograms became obvious, and the
noise-dominance of the weak field region was shown to affect also the disambiguation
making it unstable. From the three available azimuth ambiguity resolutions in the weak
field region the potential acute angle method was shown to be the optimal in active region
scales. Even though it was later shown that the noise-dominated weak field region should
be masked before the electric field inversion (see discussion below), the arguments for the
use of potential acute angle method in the weak field region are still valid and useful in
other uses of the processed magnetogram data output of ELECTRICIT, e.g. in non-linear
force-free extrapolations.
The temporal regularisation algorithm of the azimuth disambiguation, as implemented
in ELECTRICIT, was shown to be an effective tool in reducing the spurious flips in the
azimuth. However, the method was slightly modified from the original form of Welsch
et al. (2013) by changing the temporal smoothing constraint and adding a spatial blurring
to remove the intrinsic artefacts of the approach. Moreover, it was shown that the
regularisation algorithm is not contaminated by the propagation of the erroneous values
from the non-regularised initial frames of the process.
The output of the magnetogram-based electric field inversion of the ELECTRICIT
toolkit was evaluated in comparison to more comprehensive study by Kazachenko et al.
(2015), in which velocity estimates and the multistep inversion approach of Kazachenko
et al. (2014) were used. The results were encouraging: despite the less involved inversion
techniques of the toolkit and the lack of velocity estimates the order of magnitude and
even parts of the fine structure of the horizontal components of the electric field were
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still reproduced to a reasonable accuracy. However, the vertical component of the electric
field was clearly underestimated. The physical sensibility of the free parameters of the
inversion in ELECTRICIT was also proven and feasible methods to provide the estimates
for the free parameters were discussed.
Based on the first inversion results of ELECTRICIT it was shown that the electric
field in the weak field region is noise-dominated. This confirms the expected hypothesis
that the weak field region should not be considered in the noise-sensitive electric field
inversion but the magnetic field in the region should be masked to zero before the
inversion. The determination of noise-levels revealed also consistent degradation in the
inversion results when moving away from the solar disk centre arising from the joint
effect of increased noise, reduced spatial resolution and degradation in the quality of the
azimuth ambiguity resolution. In particular, strong spurious signals were introduced to
the inductive component of the electric field due to the increased temporal instability of
the azimuth ambiguity resolution in the limbs. Additionally, the use of periodic boundary
conditions in the electric field inversion was found to introduce systematic artefacts and
coarse noise in the vertical component of the electric field. To patch this problem the use
of ghost zone was found to be effective.
The prospect of electric field inversion using solely the LOS magnetogram data was
also studied. It was shown that the LOS magnetogram based estimates for the radial
component of the magnetic field are clearly underestimated, and the corresponding
inductive electric field was also slightly underestimated. The relative error of the LOS
data based electric field inversion compared to the vector data based one was observed to
be clearly above the noise level. On the other hand, visual inspection showed reasonable
consistency between the horizontal electric field components of the inversions when the
region of interest was near the disk centre, and thus the use of LOS data based inversion
including its many benefits is a considerable option in this region.
5.2 Discussion and outlook
The ELECTRICIT software toolkit is already in it current state capable of advanced
processing of the photospheric magnetic field data and able to do rigorous electric field
inversion based on the processed data. The toolkit has potential in all studies that require
highly processed photospheric data, but above all, it can provide critical input to for the
data-driven modelling of the coronal magnetic field and solar eruptions. Currently no
similar automatized software toolkit is publicly available.
The potential of the toolkit is further emphasized when it is placed as the starting
point of a larger modelling scheme for CMEs. As already mentioned in Section 1.3.2 the
MFM simulation can be coupled with a time-dependent MHD model at the time of the
eruption, which enables greater realism, but also the possibility to model the evolution
of the erupting CME flux rope as it propagates in the outer corona where the force-free
condition and thus the MFM do not apply. The revolutionary factor in this coupled
modelling scheme is that it provides a self-consistent data-driven approximation for the
magnetic structure of a CME when it enters the solar wind. The kinematic properties of
an erupting CME can be fitted to some extent using EUV and white-light observations
from the corona (e.g. Isavnin et al., 2014), but when it comes to the determination of the
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magnetic structure, modelling is clearly the best approach. Some additional methods do
exist that enable estimating the magnetic structure and the flux content of a CME flux
rope using EUV, X-ray and filtergram observations combined with magnetogram data
(e.g. McAllister et al., 2001; Green et al., 2011), but these cannot be used to model the
coronal evolution of the flux rope after its ejection. The thorough picture of the CME
in the corona acquired using the coupled MFM and MHD modelling can be further fed
into an heliospheric MHD solar wind model, such as ENLIL (Odstrcil, 2003) or Euhfroria
(Pomoell, 2015). This, in turn, enables modelling of the CME evolution until the orbit of
the Earth and the verification of the modelling output using in situ measurements. Above
all, such a Sun to Earth modelling chain would enable significantly more accurate space
weather forecasts, since the direction of the North-South component of the CME magnetic
field largely determines whether an Earth-bound CME causes severe space weather effects
or not.
Even though the methods and the data for a realistic electric field inversion are
available, so far there has been no data-driven MFM simulation studies in which the
comprehensive electric field inversion techniques from Section 2.4 would have been used as
a whole. Instead studies have been made using only data-inspired synthetic photospheric
boundary conditions (e.g. Yeates et al., 2008) or using simplified electric field inversion
based often only on LOS magnetogram data (e.g. Cheung and DeRosa, 2012; Cheung
et al., 2015; Weinzierl et al., 2016). Despite the promising modelling results of these
studies - including successful modelling of the formation and ejection of a CME flux rope
- it is not known how large errors are made when MFM simulations are driven using a
photospheric boundary condition with limited realism. In this sense the ELECTRICIT
toolkit can already provide new insight to the MFM simulation studies as it produces
realistic electric field estimate using highly processed vector magnetograms instead of
LOS magnetograms. Later, when the use velocity estimates in the inversion has been
implemented in the toolkit, it enables so far the most realistic MFM simulations from the
viewpoint of the photospheric boundary condition.
Another open question is the general performance of the state-of-the-art electric field
inversion procedures in the photosphere. Even though the methods have succeeded well
in simulations tests, it is another matter how well they perform when used with real
error-prone photospheric measurements. The first inversion results of Kazachenko et al.
(2015), who applied the entire collection of inversion techniques from Kazachenko et al.
(2014), were encouraging in this sense, since their electric field inversion results gave
estimates for the photospheric quantities (such as Poynting flux) consistent with results
acquired using other approaches. Kazachenko et al. (2015) tried also to quantify the effect
that the noise of the magnetic field data introduced to their comprehensive inversion
result using Monte Carlo simulations. The resulting relative noise levels were moderate:
∼ 13 - 18% for each electric field vector component.
However, the study of Kazachenko et al. (2015) concentrated on data collected near
the disk centre, whereas significant problems were observed in Section 4.2.2 when the
region of interest was far from the disk centre and the decreasing quality of the vector
magnetogram data introduced increasing noise and spurious spikes to the electric field
inversion. The worst case scenario that one can deduce from these results would be that
the problems related to the use of the vector magnetograms far from the disk centre are
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so severe that the electric field inversion is not feasible there at all, or at least that the
magnetogram data would require significant additional processing in order to overcome
the problems. The final judgement on this matter would require more inversion studies
near the limbs using the whole range of inversion techniques from Sections 2.3 and 2.4,
and thus it must be left for future until the remaining methods are implemented to the
ELECTRICIT toolkit.
There are also additional problems that arise when the electric field inversion is consid-
ered far from the disk centre. The use of LOS velocity measurements from dopplergrams
as a constraint of the non-inductive component of the electric field becomes problematic,
since the magnetic calibration (Section 2.3.1) cannot be used to determine the zero point
of the LOS velocity. Since the dopplergram calibration is central for the use of the
data in the inversion, additional methods must be used, in which case the only option
seems to be the processing of the full-disk dopplergrams using the fitting approach briefly
discussed in Section 2.3.1 (see also e.g. Schuck et al., 2016). The performance of this
approach is likely inferior to the magnetic calibration (Welsch et al., 2013) and its effect
on the electric field inversion is unknown. Moreover, the preferred inversion techniques of
Kazachenko et al. (2014) are dependent on the inclination angle between LOS direction
and the vertical direction in the photosphere causing deteriorating results when the angle
increases outwards from the disk centre (as explained in Section 2.4.2). The superiority
of the entire inversion approach of Kazachenko et al. (2014) when compared to velocity
inversion based determination of the electric field (Section 2.3.2) has been proven only in
local active region scales and near the disk centre. Thus, it is possible that the approaches
that start from the complete velocity inversion and the ideal Ohm’s law offer more robust
result far from the disk centre. The MEF and DAVE4VM velocity inversion methods
(Section 2.3.2) could be considered in this case, since both apply the physical constraint
of the induction equation, which is similar to the use of Faraday’s law in the approach of
Kazachenko et al. (2014), and they can be fed with (calibrated) dopplergram data as an
additional constraint. More studies about the performance of the methods in the solar
limbs are required in order to find conclusive answers to these questions.
The problem of electric field inversion far in the solar limbs is strongly connected
to the idea of inversion at global scales. Such inversion is required for global MFM
simulations (e.g. Yeates et al., 2008), which have applications, in addition to CME studies,
in modelling of the solar wind formation. The global electric field inversion requires
tackling of multiple problems. First, a feasible and accurate method for electric field
inversion over the entire visible hemisphere of the Sun should be chosen. Second, one
should somehow cope with the lack of data from behind the Sun. As discussed in Appendix
A.4 the latter is far from trivial. So far the best solution has been to use data assimilation
techniques combined with a flux transport simulation to model the the photospheric
magnetic field evolution behind the Sun and to use the output in the electric field inversion
(e.g. Weinzierl et al., 2016). However, currently the magnetogram data products that
cover the entire solar surface contain only an estimate of the Br component originally
deduced from LOS magnetograms, which clearly limits the quality of the electric inversion.
Moreover, the inclusion of photospheric velocity estimates for the invisible hemisphere of
the Sun is an open problem.
Final inversion-related issue discussed here is the temporal cadence of the input
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magnetograms. The SDO/HMI vector magnetograms are available only in cadence of 12
minute, while the LOS magnetograms have much higher temporal cadence (45 seconds).
Even though the large errors of using the LOS data instead of vector magnetograms in the
inversion became obvious in Section 4.2.3 the better temporal resolution of the LOS data
still make them a considerable option in the inversion. As argued in Sections 4.2.2 and
4.2.3 the cadence of LOS magnetograms catches the typical time scales of the photospheric
convective motions in the spatial resolution of SDO/HMI whereas the cadence of the
vector magnetogram data does not. Moreover, it has been shown that the rapid changes in
the coronal magnetic field during flares and CME flux rope ejections cause also immediate
rapid responses in the photosphere, visible e.g. as changes in the sunspot rotations rates
(Wang et al., 2014, 2012; Kazachenko et al., 2015). The time scales of some of these
responses are much less than the 12-minute cadence of the vector magnetogram data,
and thus the higher cadence of LOS data is crucial for the comprehensive study of these
phenomena, regardless of whether one wishes to study only the photospheric evolution or
also the coronal evolution using data-driven modelling.
Even though the 12-minute cadence of vector magnetogram data is not sufficient for
studying the fastest photospheric responses related to solar eruptions, this does not imply
that the cadence would be too long for the modelling of eruptions in general. After all the
eruptions are a result of a sudden release of the magnetic energy that is stored in the corona
over a long-term quasi-static evolution driven by relatively slow photospheric changes. In
a data-driven modelling of this evolution the need for high-cadence photospheric boundary
conditions is less pronounced, but instead, it is the temporal resolution of the coronal
simulation that must be high enough in order to capture the fast eruption process in
the corona. A recent example of successful data-driven modelling based on 12-minute
data illustrates its sufficiency: Jiang et al. (2016) managed to reproduce a real CME flux
rope eruption using a data-driven MHD model in which 12-minute HMI SHARP vector
magnetograms were used as a photospheric boundary condition; even the eruption time
was reproduced with accuracy of a few hours. Nonetheless, the effect of the cadence of
the photospheric boundary condition on the modelling output is an interesting subject
that certainly requires further study.
As illustrated by the discussions above the inversion of the photospheric electric field
and its application in coronal modelling contain many open questions. The ELECTRICIT
toolkit and its future developments offer a great platform upon which these problems
can be studied. In the future updates of the toolkit the implementation of the state-of-
the-art inversion techniques of Kazachenko et al. (2014) will be completed including the
use of proper photospheric velocity estimates to constrain the non-inductive component.
Further updates such as the use of velocity based inversion techniques (such as MEF or
DAVE4VM) as well as improving of the inversion techniques in the limbs and in global
scales will take the toolkit beyond the state-of-the-art level. Important part of the future
development of the toolkit will also be the inclusion of new spacecraft data e.g. the vector
magnetogram and dopplergram data from the upcoming Solar Orbiter mission (Müller
et al., 2013).
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Appendix A
Coordinate systems of the electric field
inversion
Central computational part of the electric field inversion is the transformation of the
magnetic field and dopplergram data to a frame which corotates with the photosphere. In
this appendix the required coordinate systems and transformations between the systems
are presented, after which the procedure to transform observational data to the corotating
frame outlined. Finally, also methods to create global photospheric data maps are briefly
discussed.
A.1 Coordinate systems of the photospheric data
When considering points on the spherical solar surface, the most natural choice of
coordinate system is the heliographic coordinate system. It corresponds to a Cartesian
coordinate system in which the z-axis coincides with the solar rotational axis and the x-
and y-axes lie in the equatorial plane. The coordinates are written in spherical coordinates
(r, λ, φ) in which the units of latitude λ and longitude φ are degrees (see Figure A.1). Even
though the z-axis conventionally points to solar North, there are two ways to determine
the direction of the x- and y-axes. (1) When x-axis is set to point exactly to the Earth,
the central meridian of the Sun (as seen from the Earth) has always longitude φ = 0◦, and
the resulting coordinate system is referred to as Stonyhurst heliographic coordinate
system. (2) In Carrington heliographic coordinates the longitude of the central
meridian ’’rotates with the Sun’’ from φ = 360◦ to 0◦ over each Carrington rotation,
which have varying length from 27.21 to 27.34 days. (Thompson, 2006).
When small enough region on the solar surface is considered, the curvature of the
surface can be neglected, and the region can be presented in local Cartesian coordinate
system (Welsch et al., 2013). The transformation to the system requires a map projection,
in which the points of the region are projected to a plane, and the projection plane is then
interpreted as a true 2D surface. The x- and y-axes are determined by the 2D projection
coordinates and are therefore parallel to the projection plane (the z-axis completes the
right-handed system) (see Figure A.2b). The specifics of the map projections required in
the transformation are discussed in Appendix A.2.
The observational data is not originally determined in the heliographic coordinates,
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Figure A.1: Illustration of how the Sun and its heliographic coordinates are seen by
an observer. The solar North is tilted in the image by angle p with respect to vertical
direction of the image. Constant longitude and latitude lines in Stonyhurst heliographic
coordinates are drawn over the solar surface. Image adapted from: Çakmak (2014)
but as a projection of the heliographic surface to the 2D image plane of the instrument
camera, referred to as CCD coordinates (Sun, 2013). The axes of the CCD coordinates
follow the image pixels and the units of the axes are also pixels (see Figure A.2a). Image
axes likely do not match the East-West/South-North directions of the Sun, but are tilted
by angle p (see Figure A.1). Using the naming convention of Sun (2013) the horizontal
and vertical axes of the image are referred to as ξ and η, respectively. The vector basis of
the CCD coordinate system is determined by the images axes (ξˆ and ηˆ) and the direction
perpendicular to the image plane (i.e the LOS direction, ζˆ). The projection of the solar
surface to CCD coordinates is also a well-defined map projection (explained further in
Appendix A.2).
Figure A.2: a) Illustration of how a region on the spherical surface of the Sun is seen in the
CCD image of a telescope. The presented data is SDO/HMI LOS magnetic field data (black
corresponds to negative and white positive values, where the positive LOS component
points towards the observer). Dashed lines correspond to the lines of constant latitude
(turquoise) and longitude (pink) in Stonyhurst/Carrington heliographic coordinate system.
b) The same patch as in panel a) but now projected to heliographic coordinates and
further to local Cartesian system using CEA map projection (explained in the Appendix
A.2). Here Br-component of the magnetic field is presented. Dashed lines correspond
to the lines of constant latitude (blue) and longitude (orange) in Stonyhurst/Carrington
heliographic coordinate system. Image adapted from: Sun (2013)
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A.2 Map projections
The transformation from heliographic coordinates to local Cartesian system as well as
the projection of the solar surface to the CCD image plane are both map projections.
Generally, map projection refers to a systematical representation of spherical surface on
a plane. There are a huge variety of different projection methods, but regardless of the
method, some of the geometrical features of the spherical surface are always distorted
in the projection. Depending on the geometrical properties that stay invariant, the
projections can be divided to different classes. Here two classes, equal-area and conformal
projections, are considered. In equal-area projections the area is conserved so that any
finite area in the projection plane matches exactly with the back-projected area on the
sphere. Conformal projections conserve the angle between all intersecting lines, so that
the angle at the intersection point corresponds to the back-projected angle on the spherical
surface. Map projection cannot be equal-area and conformal simultaneously. (Snyder,
1987, p. 3-7).
The map projection of heliographic coordinates to the CCD coordinates of the ob-
serving instrument is referred to as near-sided zenithal (or azimuthal) perspective
projection. The projection, illustrated in Figure A.3, is not conformal nor equal-area.
Based on Calabretta and Greisen (2002) one can write the projection formulas for point
Figure A.3: Illustration of how the Sun is projected to CCD image plane using near-sided
azimuthal projection. φ is the longitude of the projected point in a frame where the
heliographic longitude and latitude of the observer are both 0◦. Image adapted from:
Calabretta and Greisen (2002)
(λ, φ) on the solar surface to CCD coordinates. Using the notation of Figure A.3 the
transformation equations become:
rCCD =
rmaxCCD cos g
1− sinφ sin g (A.1)
ξ′ = rCCD sinφ (A.2)
η′ = rCCD cosλ. (A.3)
Here rmaxCCD is the width of the Sun in pixels of the image, g is the angular width of the
Sun (the maximal possible value of γ in Figure A.3), and (λ, φ) are the heliographic
coordinates of the projected point.
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The transformation above is suitable for an observer at the heliographic latitude B0
and longitude Φ0 (B0,Φ0) = (0, 0), and the CCD axes η′ and ξ′ have to match the solar
South-North and East-West directions, respectively. These conditions are rarely met,
and the transformation above requires modification. First, the heliographic latitude and
longitude of the observer have to be accounted for in the transformation. Using the method
of Sun (2013) this can be done so that the heliographic coordinates of the projected point
(λ, φ) are transformed to the coordinates (λ′, φ′) where the observer location becomes
(B′0,Φ
′
0) = (0, 0). This corresponds to a rotation of the heliographic coordinate axes.
Transformation in which an arbitrary point (λc, φc)→ (0, 0) can be written as (Calabretta
and Greisen, 2002):
φ′ = arg[sinλ sinλc + cosλ cosλc cos(φ− φc), cosλ sin(φ− φc)] (A.4)
λ′ = sin−1[sinλ cosλc − cosλ sinλc cos(φ− φc)]. (A.5)
Here function arg(x, y) returns the angle α that fulfills | tanα| = |y/x| with correct
quadrant. The inverse of this transformation can be done using:
λ = sin−1[sinλ′ cosλc + cosλ′ sinλc cos(φ′ − φc)] (A.6)
φ = sin−1
(
cosλ′ sinφ′
cosλ
)
+ φc. (A.7)
The longitude and latitude of the observer become zero when (λ, φ) in Equations A.1 -
A.3 are transformed to (λ′, φ′) using (λc, φc) = (B0,Φ0) in Equations A.4 - A.5. Finally,
in order to get the pixel projection coordinates (ξ, η) the angle between the image η-axis
and the solar North (so-called p-angle, see Figure A.1 in the previous section) has to be
added to the solution. This can be done using a simple rotation of the axes (Sun, 2013):
ξ = ξ′ cos p− η′ sin p (A.8)
η = ξ′ sin p+ η′ cos p. (A.9)
The procedure described above can be inverted to transform CCD coordinates back to
the heliographic system but it is not presented here, because there is no explicit need for
it in data analysis presented in this thesis (as explained further in Appendix A.3).
However, the measured vector quantities, basically magnetic field and LOS velocity
vectors, require projection from CCD to heliographic coordinates. This corresponds to
rotation from the CCD basis {ξˆ, ηˆ, ζˆ} to the heliographic basis {rˆ, θˆ, φˆ}. The rotation
can be done using the following matrix equation for vector F (Sun, 2013): FrFθ
Fφ
 = R1R2
 FξFη
Fζ
 (A.10)
R1 =
 cosλ cos(φ− Φ0) cosλ sin(φ− Φ0) sinλsinλ cos(φ− Φ0) sinλ sin(φ− Φ0) − cosλ
− sin(φ− Φ0) cos(φ− Φ0) 0
 (A.11)
R2 =
 0 0 11 0 0
0 1 0
 1 0 00 cosB0 sinB0
0 − sinB0 cosB0
 cos p sin p 0− sin p cos p 0
0 0 1
 . (A.12)
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The inverse of these equations is simple to construct because the productR1R2 of Equation
A.10 is a rotation matrix of which inverse is its transpose (Arfken, 1985, p. 191-203): FξFη
Fζ
 = (R1R2)T
 FrFθ
Fφ
 . (A.13)
The rotation of the vector basis above is straightforward when the field vector in the
CCD basis is known. However, when only LOS component is known, there is no sense
in using the rotation above to derive full vector in the heliographic basis, because so
much information is missing. In such cases the transformation is typically made only
from LOS component Fζ to the radial component Fr. For data points near the disk
centre (λ, φ) ≈ (B0,Φ0) the rotation equations above give Fr ≈ Fζ , which is an often used
approximation for both LOS magnetic field and velocity data. However, outside the disk
centre this cannot be applied. Then one could use the rotation equations above to give
Fr(Fζ), but this likely underestimates the Fr, the more the further one gets from the disk
centre (Fr → 0 at the extreme limbs). For LOS magnetic field data also a widely used
additional approach exists: since photospheric magnetic field is mostly radial in large
scales and outside active regions (e.g. Wiegelmann et al., 2015, and references therein)
one can invert Br from Equations A.10 - A.12 assuming B = Br:
Br =
1
(R1R2)13
Bζ . (A.14)
When the transformation to local Cartesian system is considered, the required map
projections are usually simpler than the zenithal projection considered above. Here
three map projections are considered: plate carrée, Lambert’s cylindrical equal-area
and Mercator projection, which have been used in solar physics for the local Cartesian
projection (e.g. Cheung and DeRosa, 2012; Sun, 2013; Kazachenko et al., 2015). All
of these are cylindrical projections. This means that the projections are made to a
cylindrical surface, which has the same radius as the Sun and which is tangent to the solar
surface at one great circle (referred as the standard parallel, see Figure A.4a). Before the
projection to the local Cartesian system, the region of interest (e.g. active region) is first
transformed to heliographic coordinates in which the centre of the region (λ′c, φ′c) = (0, 0)
using equations A.4 - A.5. This corresponds to setting the centre point at the standard
parallel, which minimizes the distortions of the map projections, and thus, also the error
of local Cartesian approximation.
In plate carrée (equirectangular) projection (Figure A.4b) the latitudes and
longitudes of the heliographic points (λ, φ) match directly the projection coordinates
(x, y), and thus the transformation equations and the trivial inverse equations are (Snyder,
1987, p. 90-91):
x = φ (A.15)
y = λ. (A.16)
Note that the units of x and y are angle units (i.e. degrees) following the convention
described in Calabretta and Greisen (2002).
Plate carrée is not equal-area nor conformal, but due to its simplicity it is easy to apply.
Additionally, a Cartesian grid in plate carrée projection corresponds to equidistant grid
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Figure A.4: Illustration of the cylindrical projection and its different types using the
Earth as a reference surface. a) Cylindrical projection surface and an example of Mercator
projection on the surface. Here the standard parallel of the projection is the equator.
Image courtesy: Eric Weisstein. The surface of the Earth projected using: b) plate
carrée projection, c) Lambert’s cylindrical equal-area (CEA) projection, and d) Mercator
projection. Equidistant lines of constant longitude and latitude are drawn over each
projection to illustrate the deformations in the projections. Image courtesy of b)-d):
Daniel R. Strebe
in latitudes and longitudes of the spherical coordinate system. This kind of grid enables
simple numerical calculations in spherical coordinates, e.g. solving of the horizontal
Poisson equation using spherical Laplacian. In such case the plate carrée projection is
not used as a local Cartesian approximation, but simply as a map of the points on the
solar surface. When the local Cartesian approximation is made, distortion errors are
evident outside the standard parallel. As illustrated in Figure A.4b plate carrée projection
exaggerates the width of the features in x-direction, the more the further one gets from
the standard parallel. The amount of exaggeration is proportional to 1/ cosλ. Since the
region of interest is rotated to the standard parallel before the projection (λ′c = 0), the
maximum distortion error for a moderately-sized region ∆λ = 10◦ is still quite small
∼ 0.4%. For a large patch ∆λ = 45◦ the maximum error becomes already ∼ 8%, and the
local Cartesian approximation becomes problematic.
Lambert’s Cylindrical Equal-Area (CEA) projection (Figure A.4c) and the
Mercator projection (Figure A.4d) distort the features similarly to plate carrée, but the
exaggeration in x-direction is compensated by contraction or exaggeration in y-direction.
As a result either finite areas (CEA) or local angles (Mercator) are preserved. The
transformation equations and their inverses for CEA projection are (Snyder, 1987, p.
76-85):
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x = φ φ = x (A.17)
y =
180◦
pi
sinλ λ = sin−1 y. (A.18)
The projection equations for Mercator projection are (Snyder, 1987, p. 76-85):
x = φ φ = x (A.19)
y =
180◦
pi
ln
[
tan
(
45◦ +
λ
2
)]
λ = 2 tan−1(ey)− 90◦. (A.20)
The fact that CEA projection conserves the area is an important property when
considering flux quantities through the photosphere (i.e. vertical components of velocity,
magnetic field and electric field) in local Cartesian approximation. If the area is not
conserved in the projection the total flux calculated over the local Cartesian surface is
not conserved either. In turn, the conformality of the Mercator projection is particularly
useful when the projected images are used to determine optical flow (Welsch et al., 2009)
(see Section 2.3.2). The conformality guarantees that the perpendicular components of
the optical flow field (determined from a series of 2D projection images) are perpendicular
on the solar surface as well. However, since the projection is not equal-area, the vertical
flux densities must be corrected so that the flux is not distorted as explained above. The
correction can be made by scaling the vertical flux density Fz (Kazachenko et al., 2015):
F corrz = Fz cos
2 λ. (A.21)
The projection of vector quantities in the transformation to the local Cartesian basis
of the map projection requires additional consideration. Basically, the projection could be
done similarly to CCD projection in which vectors are rotated to the basis of the projection
plane (in CCD {ξˆ, ηˆ, ζˆ} basis). In the case of plate carrée, CEA and Mercator projection
this corresponds to a basis of cylindrical coordinates matching the cylindrical projection
surface (see Figure A.4a). Projection to this basis would be mathematically consistent
with the map projection of the coordinates, but its physical meaning is questionable.
In the local Cartesian approximation the vector components horizontal (normal) with
respect to the 2D surface should approximate as well as possible the horizontal (normal)
components on the spherical surface of the Sun. These conditions are not best met in the
rotation to the projection cylinder basis but in the following interpretation: FxFy
Fz
 =
 F ′φ−F ′θ
F ′r
 . (A.22)
Here LHS matches the local Cartesian basis: xˆ- and yˆ-directions correspond to the lines
of constant projection coordinates (x, y) and zˆ completes the right-handed system. Now
Fz and Fx, Fy components match as well as possible the normal and horizontal vector
components, respectively, on the solar surface.
However, some inconsistencies are left to the Fx and Fy components in the projection
of Equation A.22 unless the RHS is presented in the correct basis. The simplest approach
would be to present it in a basis that corresponds to the standard heliographic coordinates,
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in which the λ = 0 matches the true solar equator (which can corresponds to both
Stonyhurst and Carrington heliographic coordinates, because the definition of φ = 0 point
does not affect the vector basis). However, this is inconsistent with the map projection,
which is made in spherical coordinates where the centre of the projected region has been
rotated to the equator (λ′c, φ′c) = (0, 0). This results in spatially varying angle between the
heliographic vectors (−θˆ, φˆ) projected to the projection cylinder and (xˆ, yˆ) illustrated in
Figure A.5. This makes the interpretation of Equation A.22 problematic since it is not
consistent over the projection patch. Sun (2013) studied these inconsistencies and stated
that they are small for typical size and location an active region. However, the effect
quickly increases with λc and the region size, and the inconsistencies are relatively easy
to remove completely. This only requires that the RHS of Equation A.22 is presented in
Figure A.5: Illustration of the spatially varying difference between the directions of
Carrington heliographic vectors θˆ (orange arrow) and φˆ (blue arrow) projected to the
projection cylinder and the vectors xˆ and yˆ parallel to constant x and y. Here the
projection of the region is made in coordinates where the centre point (λ′c, φ′c) = (0◦, 0◦),
whereas (λc, φc) = (−20◦, 35◦) in the Carrington heliographic coordinates. The coloured
dashed lines correspond to the projections of constant latitude and longitude lines in
Carrington coordinates. Image adapted from: Sun (2013)
a frame where (λ′c, φ′c) = (0, 0). Transformation from Stonyhurst/Carrington heliographic
frame to this frame corresponds to rotation of the vector F around the rˆ-vector by angle
α:  F ′rF ′θ
F ′φ
 =
 1 0 00 cosα − sinα
0 sinα cosα
 FrFθ
Fφ
 (A.23)
α(λ, φ, λc, φc) = sgn(λc) cos−1[cosλc sinλ cos(φ− φc) + cosλc cosλ]. (A.24)
I derived the result above using the following deduction. Since φˆ is always parallel to
a circle of constant latitude and all circles of constant latitude generate planes with the
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same normal vector nˆ, the equation for φˆ becomes:
φˆ = nˆ× rˆ. (A.25)
Here rˆ is the unit vector parallel to the position vector of the point where the φˆ is
evaluated. When transforming from Stonyhurst/Carrington coordinates to the frame
where (λ′c, φ′c) = (0, 0) the nˆ is tilted to new direction:
nˆ′ = (− sinλc cosφc,− sinλc sinφc, cosλc). (A.26)
Here RHS is presented in a Cartesian basis corresponding to Stonyhurst/Carrington
coordinates. Now feeding Equation A.26 to Equation A.25 gives the φˆ
′
in the frame where
(λ′c, φ
′
c) = (0, 0). The angle α in Equations A.23 and A.24 is then determined from:
α = sgn(λc) cos−1(φˆ · φˆ′). (A.27)
A.3 Transformation of the photospheric data to coro-
tating frame
Transformation to a frame which corotates with the photosphere is not a trivial task.
Due to the differential rotation of the photosphere, points at different latitude propagate
at different angular velocity, and therefore the velocity of the corotating frame is also
latitude-dependent. The differential rotation profile is typically presented using the
sidereal angular rotation rate Ω around the solar North rotational axis:
Ω = A+B sin2 λ+ C sin4 λ, (A.28)
where the coefficients A, B and C of the profile are determined empirically studying the
motion of different features on the Sun (Stix, 2004, p. 289-295). The methods to determine
the differential rotation profile include dopplergram measurements, cross-correlation of
LOS magnetograms (i.e. tracking the motion of magnetic features), tracking of visible
sunspots and helioseismology-based methods (for a review see Beck, 2000). There are
substantial systematic differences between the methods (< 5%, Beck, 2000), which reflects
the fact that different features in the photosphere tend to rotate at different velocity.
Moreover, since the rotation profiles are averages over long time periods and the solar
rotation varies over time (e.g. Komm et al., 1993), there is always some error when
applying the profile to some limited region. Without going into further details of the
differential rotation profiles I only state that there is a variety of options to choose from,
and that the resulting velocity estimate is never perfect. When dealing with magnetogram
data, a common choice is the profile of Snodgrass (1983), which is based on tracking of
magnetic features over the entire solar disk (e.g. Mackay and Yeates, 2012; Hickmann
et al., 2015).
Regardless of the rotation profile, the tracking can be made consistently only to points
at the same latitude, but when tracking a finite-sized region, a single angular velocity
should be chosen. The most natural option is to set the angular velocity to match the
profile at the centre of the region. Still, nothing inhibits tracking some other point at the
region of interest.
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After determination of the differential rotation rate the tracking of the region is
straightforward in the heliographic coordinates. However, when using the actual data the
patch should be located in CCD data array of the observing telescope, from which the
data is then transformed to heliographic or local Cartesian frame. This requires multiple
additional steps. The method outlined here is based on tracking methods described in
detail by Hoeksema et al. (2014), Sun (2013) and Welsch et al. (2013).
Step 1: Definition of the cutout patch. The boundaries of the cutout patch
(λmin, λmax), (φmin, φmax) are defined in heliographic coordinates. The centre point of the
patch is:
(λc, φc) =
(
1
2
(λmin + λmax),
1
2
(φmin + φmax)
)
. (A.29)
Step 2: Attaching of a numerical grid to the cutout. In order to enable
consistent numerical calculations it is pivotal to determine a grid for the cutout with
constant shape over the entire tracking interval. A good approach is to create a Cartesian
grid in some map projection (see the previous section) centred at (λc, φc). Such a grid
corresponds to a local map projection made in spherical coordinates where (λ′c, φ′c) = (0, 0).
Step 3: Tracking of the centre point in Stonyhurst coordinates using a
differential rotation profile. Tracking gives the location of the centre point for any
given time t (λc(t), φc(t)). Here the times of interest are the representative time tags tdata
of the CCD data arrays from which the patch should be located.
Step 4: Calculation of the heliographic coordinates of the attached grid
(λ(x, y), φ(x, y)) for all times tdata. First, inverse map projection formulas explained
in the previous section are used to calculate heliographic coordinates (λ′(x, y), φ′(x, y))
corresponding to the projection grid in spherical coordinates where (λ′c, φ′c) = (0, 0). To
get the proper Carrington/Stonyhurst heliographic coordinates the axes of the spherical
coordinates must be rotated so that the point (λ, φ) = (0, 0) lies in the true equator of the
Sun. This can done using the location of the cutout centre (λc(t), φc(t)) and the Equations
A.6 and A.7 from the previous section.
Step 5: Calculation of the CCD coordinates corresponding to the grid
points (ξ(x, y), η(x, y)). This is achieved using the CCD projection procedure explained
in the previous section (Eqs. A.1 - A.9) and the Carrington/Stonyhurst heliographic
coordinates of the grid points (λ(x, y), φ(x, y)) from the previous step. Additionally,
the heliographic coordinates (R,B0,Φ0) and the p-angle of the observing telescope are
required.
Step 6: Interpolation of the data values in the CCD data points (ξdata, ηdata)
to the grid points projected to CCD coordinates (ξ(x, y), η(x, y)). This gives the
best approximation for the measured value at each point of the Cartesian grid (x, y) for
all times tdata. Due to possible aliasing effects undersampling should be avoided in the
interpolation, but oversampling should be also minimized due to interpolation error. These
conditions require choosing the correct grid spacing (∆x,∆y) for the projection grid (x, y)
in Step 2. The further one gets from the centre of the solar disk, the sparser the CCD data
points (ξdata, ηdata) become when projected to the heliographic coordinates. Therefore, the
optimal grid spacing (∆x,∆y) matches the resolution of the CCD data at the disk centre.
As a result there is no undersampling, and minimal amount of oversampling is required
outside the disk centre.
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Step 7: Rotation of the vector data to proper basis. In CCD data the vectors
are presented using CCD basis {ξˆ, ηˆ, ζˆ}, which can be projected to Stonyhurst/Carrington
heliographic basis {rˆ, θˆ, φˆ} using the Equations A.10 - A.12 from the previous section.
Additionally, the projection to local Cartesian basis {xˆ, yˆ, zˆ} can be done using Equations
A.22 - A.24.
As a result of the tracking described above a time series of data in the corotating
frame is acquired. The map projection applied to determine the grid can be interpreted
as a local Cartesian approximation or simply as a map of the points on the solar surface.
Finite difference approximation for the partial time derivative in the frame is easy to
calculate. For quantity D at point (m,n) in the grid it becomes:
∂D(m,n, t)
∂t
≈ D(m,n, t+ ∆t)−D(m,n, t)
∆t
(A.30)
or
∂D(m,n, t)
∂t
≈ D(m,n, t+ ∆t)−D(m,n, t−∆t)
2∆t
. (A.31)
Here both forward difference (Eq. A.30) and central difference approximation (Eq. A.31)
for the time derivative are presented. ∆t is the cadence of the time series (i.e. the cadence
of the original CCD data).
Basically, the tracking method described above could be applied to a region of any
size, but a practical upper limit is set by the fact that most of the currently available
solar data covers only the visible hemisphere of the Sun. For large enough longitudinal
width of the patch the region quickly rotates behind the Sun thus becoming invisible for
the telescope. Moreover, the resolution and the quality of the data decrease already close
to the limbs of the solar disk. Therefore if data is required from a region larger than the
visible hemisphere, creative methods are required, as explained in the following section.
A.4 Synoptic maps
Global studies of the photospheric evolution as well as many of the applications of
magnetogram and dopplergram data require global input over the whole solar surface.
For this purpose global data maps, referred to as synoptic maps, have been developed.
In their simplest form the maps are created by adding together thin strips of observations
along the central meridian (where the data has the highest quality and resolution) over
one Carrington rotation of the Sun (Bumba and Howard, 1965). The resulting map, also
referred to as synoptic chart, contains data from nearly entire surface of the Sun, but so
that the data points with different Carrington longitudes are observed at different times
(i.e the time when the point crossed the central meridian). Example of such map can be
seen in Figure A.6.
Synoptic maps are in many ways incomplete representation of the global data. Due
to possible inclination of the solar rotational axis towards/away from the observer, one
of the poles can stay invisible over the entire rotation. Therefore including the polar
region to the map requires some extrapolation method (see e.g. Worden and Harvey,
2000). Moreover, the differential rotation rate, which generally does not match the fixed
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Figure A.6: An example synoptic map for Br component created from SOLIS/VSM vector
magnetogram data over Carrington rotation number 2121. Map is presented in plate
carrée projection. Image adapted from: Tadesse et al. (2014).
Carrington rotation rate, causes distortion to the synoptic maps. This can be mitigated
using more sophisticated methods to construct the map (Ulrich and Boyden, 2006).
The most significant issue of the maps is the varying observation time of the data over
the map, which is an implicit result of the missing observations from behind the Sun. In case
of synoptic magnetograms this problem can be patched using flux transport simulations
(e.g. Mackay and Yeates, 2012) and data assimilation. Flux transport simulation can be
used to evolve the already observed field after the disappearance of the region behind
the solar disk, and this evolution can be then combined with continuous input of new
observations from the visible hemisphere (data assimilation) producing optimal output for
the global maps (see Worden and Harvey, 2000; Hickmann et al., 2015, for further details).
The resulting synoptic maps provide perhaps the best proxy for the global magnetic field,
but currently available data products are based on LOS magnetograms only.
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