Many methods have been proposed to detect communities/modules in various networks such as biological molecular networks and disease networks, while optimizing statistical measures for community structures is one of the most popular ways for community detection. Surprise, which is a statistical measure of interest for community detection, has good performance in many networks, but it still encounters the resolution limit in some cases and it is hard to be optimized due to its strong nonlinearity. Here, we discussed the resolution limit of Surprise by a phase diagram in community-partition transition, and then proposed an improved algorithm for Surprise optimization by introducing three effective strategies: a pre-processing of topological structure based on local random walks (Pre_TS), a pre-processing of community partition (Pre_CS), and a post-processing of community partition (Post_CS). By a series of experimental tests in various networks, we show that Pre_TS can effectively enhance the resolution of Surprise, Pre_CS and Post_CS can improve the optimization performance in different aspects, and as expected, the combination of these strategies can more effectively enhance the ability of Surprise to detect communities in complex networks. Finally, we displayed the effectiveness of the improved algorithm for Surprise optimization in several real-world networks, and applied the algorithm to the analysis of disease-related networks in computational biology.
I. INTRODUCTION
Complex networks provide a kind of useful way to the study of complex systems, e.g., the metabolic networks and proteinprotein interaction networks, and it was revealed that the The associate editor coordinating the review of this manuscript and approving it for publication was Weisi Guo . networks possess many common topological properties [1] , [2] . For example, community structure or modular structure has been found to exist extensively in various complex networks, meaning the networks consist of groups of densely connected vertices that are sparsely connected with the rest of the networks. The community structure is of great significance to understand the structures and functions of the network and the dynamics of the network [3] - [6] . For instance, in a network with apparent community structure, the local targeted immunization was found to be superior to the global targeted immunization [7] . In social networks, the abundance of communities can promote cooperative composition under strong selection [8] .
Moreover, many module/community identification methods have been used to reduce the complexity of large gene or protein networks into relevant subnetworks or modules. Recently, the Disease Module Identification DREAM Challenge was launched and reported in Nature Methods [9] , which was an open competition to comprehensively assess module identification methods across diverse protein-protein interaction, signaling, gene co-expression, homology and cancer-gene networks.
Community detection in complex networks has attracted wide attention in various fields. Many methods have been proposed to detect the communities in complex networks by various approaches [10] - [18] , such as spectral analysis [18] , random walk [19] , [20] , dynamics [21] - [28] , label propagation [29] , [30] , Stochastic Block Model [31] and modularity optimization [32] . The existing methods could indeed help reveal intrinsic structures in the networks, but they also have their own applications, so it is necessary to study their behaviors, e.g., resolution in community detection. This could help better understand the community detection methods and promote the development of community-detection methods. For example, methods based on modularity optimization and Bayesian inference were found that there exists a phase transition from detectable structure to non-detectable structure in community detection, which provides a constraint for the realizability of these methods [33] - [35] . Botta et al analyzed the modularity density in detail and pointed out its superiors and drawbacks [36] . The initial modularity was found to be unable to identify community structures below a certain feature scale, especially in large networks, known as the (firsttype) resolution limit [37] , and many other quality functions have similar phenomena. Various approaches have been used to improve the modularity-based methods [12] , [38] , [39] . Lai et al proposed a preprocessing method based on random walks [39] and then, by using the intercommunity correlation, enhanced the modularity-based belief propagation method and improved the estimation of community number [12] .
Optimizing statistical measures for community structure is one of the most popular community-detection methods, such as Modularity (Mod) [40] , Hamiltonians [41] , Partition density [42] , [43] , Significance [44] , [45] . In literature, Aldecoa et al proposed a statistical measure of interest for community structure, namely Surprise. In ref [46] , Jiang et al proposed a fast algorithm based on greedy Surprise optimization (FAGSO) to detect communities in networks algorithm; FAGSO ranks all edges using the Jaccard similarity, and then repeatedly adds the edges from the top to bottom of the ranking list into the current partition, along with updating of the current Surprise, until the Surprise increment is negative or all edges have been added. Surprise exhibited good performance in many networks, but it is difficult to conduct theoretical analysis and optimization for Surprise due to its complex nonlinearity [5] , [47] . And thus, an asymptotic approximation for Surprise (asymptotic Surprise) was proposed [48] . Recently, we systematically studied the behaviors of Surprise, and found that original Surprise has higher resolution in community detection than asymptotic Surprise as well as Modularity, but it may still encounter the limit of resolution, and may lead the excessive splitting of communities in some cases [49] .
As we know, to deal with the resolution limit of modularity, many approaches have been proposed [12] , [38] , [39] . For example, by using the edge-reweighting strategy to decorate community structures in networks, the resolution limit of modularity can be improved effectively, and by this strategy, many existing methods can better identify network communities. However, this strategy is not suitable for Surprise, because it requires the methods to be able to utilize the weight of information.
In this paper, in order to enhance the resolution of Surprise and improve the optimization performance, we will discuss the resolution limit of Surprise by showing a phase diagram of community-partition transition, and then, we present an improved algorithm for Surprise optimization by introducing three effective strategies: (1) topological structure is pre-processed based on local random walks; (2) a better initial community partition for optimization algorithm is generated by pre-processing community structure; (3) community partition is refined by a post-processing process. We will test the effectiveness of the improved algorithm and the three strategies in improving the performance of Surprise by a series of experimental tests in various networks. Moreover, we display the effectiveness of the improved algorithm in real-world networks, and applied the algorithm to the analysis of disease-related networks. Finally, we come to conclusion.
II. METHODS
Here, we discuss the resolution of Surprise and propose two pre-processing strategies and a post-processing strategy to improve the performance of Surprise optimization. Then, we introduce general procedure of the improved Surprise-based algorithm for community detection.
A. SURPRISE AND ITS RESOLUTION LIMIT
Based on the cumulative hyper-geometric distribution, Surprise is defined as the negative logarithm of the probability that the observed number of intra-community links or more is found in Erdös-Rényi random networks [47] ,
where M denotes the maximal possible number of links in a network; M int is the maximal possible number of VOLUME 7, 2019 intra-community links in a given partition; m is the number of existing links in the network; while m int is the number of existing intra-community links in the partition. In general, Surprise has higher resolution than other methods such as modularity, but in some cases, resolution limit may still arise, that is, some communities may be merged. To display the limit of resolution, as an example, we introduce a community-loop model where r communities are connected one by one, each community has n c nodes, and thus the whole network has n = r · n c nodes (see Figure 1 (A)). Nodes within the same community are connected with probability p i and nodes in two adjacent communities are connected with probability p o . To study the critical point (i.e., the critical number of communities, Rc) of Surprise in community merging, we consider the transition from the original partition to the partition with r/2 groups where each group contains two adjacent communities. Figure 1 (B) provides a phase diagram of community-partition transition where the resolution limit occurs, that is to say, there exists the merging of communities in the region above the corresponding curve. The phase diagram shows that the resolution of Surprise is unusually high for small value of p o /p i , and decreases gradually with the increase of p o /p i . This is because the number of links between communities increases and thus the community structures become less and less obvious with the increase of p o /p i . For comparison, we also show the critical points of asymptotic Surprise and modularity. The results show that the resolution of original Surprise is higher than that of asymptotic Surprise, while the resolution of asymptotic Surprise is higher than that of modularity in the networks.
B. SEVERAL STRATEGIES FOR ENHANCING SURPRISE OPTIMIZATION
As discussed above, the resolution limit of Surprise may appear in some cases, though it has high resolution. And the complex nonlinearity of Surprise makes it hard to be optimized. Therefore, we introduce several strategies for improving the performance of Surprise optimization.
1) PRE-PROCESSING OF TOPOLOGICAL STRUCTURE BASED ON LOCAL RANDOM WALKS (PRE_TS)
Surprise may encounter the resolution limit in some cases, but the edge-reweighting strategy cannot be applied directly to Surprise because it is not compatible with weighted networks. Here, we propose a process of pre-processing topological structure based on local random walks to reconstruct the network topology. The process will calculate the similarity between nodes based on the profiles of local randomwalks, then some existing edges with lower similarity are removed, and some edges with higher similarity are added (see Figure 1 (C)). The strategy can polish the communities in networks, similar to the edge-reweighting strategy, but the pre-processed network still is unweighted, so Surprise can be applied. The detailed process is shown in Function 1: Pre_TS.
To measure the similarity between nodes, we consider the random walk dynamics triggered on each node. In general, nodes within the same community possess similar dynamic behaviors, while nodes in different communities may have different dynamic behaviors. Consider a random walker from a node in a network and the transition matrix P with P ij = 1 k i where k i is the degree of node. The probability of the Function 1 Pro_TS(A in , τ, k) Input:
A in , a adjacent matrix τ , the number of steps of random walks k, the number of highest-similarity nodes Output: A out , a adjacent matrix 1: n ← the number of nodes in A in 2: for i = 1 → n do 3 :
for i = 1 → n do 5: P(i, j) ← 1/K (i) 6: end for 7: end for 8: P τ ← τ t=1 P t 9: for i = 1 → n do 10: for j = 1 → n do 11 :
end for 15: end for 16: for i = 1 → n do 17: i ← top-k nodes by S-values of i 18: for j = 1 → length( i ) do 19: A out (i, ( i (j)) ← 1 20: A out (( i (j) , i)) ← 1 21: end for 22 : end for 23: return A out walker from one node to another in t-step random walks is determined by the matrix P t where t is the random-walk length, determining the range of the local structure that is browsed. In general, good results can be generated by a small t-value(t = 2 or 3). Each row of the matrix can characterize the behavior pattern of the random walker from each node. To reinforce the contribution from nodes near the target node, we can accumulate all patterns from 1 to t, i.e., t τ =1 P τ . For simplicity, the behavior pattern for each node is denoted by a vector v i , which is the i-th row of t τ =1 P τ . The similarity between the behavior patterns can characterize the similarity between two nodes, which can be calculated by suitable approaches. Here, we calculate the similarity between the behavior patterns by the cosine of two vectors [39] ,
For the highly consistent behavior patterns v i and v j , S i,j approaches to a value of 1. Generally, the pairs of nodes within the same community have higher values of similarity than those in different communities. Take the network in Figure 1 (A) as an example, S 28,25 = 0.9396 (the two nodes (28 and 25) belong to the same community), and S 28,15 = 0.4677 (the two nodes (28 and 15) belong to different communities respectively); on average,
Function 2 Pre_CS(A in )
Input: A in , a adjacent matrix Output: CP, a community partition 1: n ← the number of nodes in A in 2: for i = 1 → n do 3: CP(i) ← i 4: end for 5: k ← 0 6: while k <= n do 7: i ← a randomly selected node 8: t ← a node that has the largest number of common neighbors with node i 9: CP(i) ← community ID of node t 10: k ← k + 1 11: end while 12: return CP S in = 0.9067 between nodes within a community, and S diff = 0.3037 between nodes belonging to different communities. So we may polish the community structure, by properly removing edges between low-similarity nodes and adding edges between high-similarity nodes.
2) PRE-PROCESSING OF COMMUNITY STRUCTURE (PRE_CS)
An optimization algorithm will be able to find community structure in a network more effectively if a better initial partition is given. While a bad initial partition may disturb the optimization algorithm, and due to the strong nonlinearity of Surprise, it may be difficult to correct the mistake in the initial partition. So we introduce a strategy of preprocessing community structure (Pre_CS) to provide a better initial partition (see Figure 1 (D)). For simplicity, we here use the common-neighbor similarity (CN) between nodes, because nodes within the same community are more possibly to have more common neighbors and this metric has been widely applied to link prediction in complex networks. Take the network in Figure 1 (A) as an example, CN = 5 between nodes 28 and 25 belonging to the same community, while CN = 1 between nodes 28 and 15 belonging to different communities respectively; on average, CN = 5.26 between nodes within a community in the network, while CN = 1.02 between nodes belonging to different communities. The detailed process is shown in Function 2: Pre_CS.
3) POST-PROCESSING OF COMMUNITY STRUCTURE (POST_CS)
Here, we introduce a strategy of post-processing of community structure to refine the community partition in order to generate a better final community partition (see Figure 1 (E)). We firstly recover the community division of final super-network into the community division of original network. Then, we select a node in (original) network randomly and move it into the group that gives maximal increment of Surprise. The process is repeated until there is
A, a adjacent matrix CP in , an initial community partition Output: CP, a final community partition 1: n ← the number of nodes in A in 2: Tmax ← n 3: for i = 1 → n do 4 :
CP0 ← CP 10: i ← a randomly selected node in (original) network 11: S i ← increment of Surprise that, node i moving into each community generates // It is a vector 12: CP(i) ← community that has the largest increment in S i 13: if k > Tmax or CP0 == CP then 14: break 15: end if 16 : end while 17: return CP no improvement. The detailed process is shown in Function 3: Post_CS.
In a network, there is always one community partition (or more in the some cases) to maximize the quality function (S-value). There may also exist some community partitions that keep the function at a local maximum. Post_CS is a greedy optimization process. Every time, it greedily moves node to a community that generates the maximum increment of S-value. Finally, this process will find a maximum generally, although this maximum may be global or local optimal. Post_CS will be converged very fast if a network has clear community structure. It may require more iterations and may encounter embarrassment if community structure is not clear due to the degeneration of community structure [50] .
4) LOUVAIN PROCESS FOR OPTIMIZING QUALITY FUNCTIONS (LOUVAIN_PROCESS)
Louvain algorithm firstly was proposed to optimize Modularity to detect community structure in complex networks [32] . It is a fast and efficient way for modularity optimization. The Louvain algorithm randomly select a node and move this node into the community if the moving can generate maximal increment of Surprise. This process is repeated until there is no improvement or the improvement reaches a predefined value. Then, a super network is constructed: each community in the current partition is converted to a super node, links between communities are converted to weight between super nodes, and links within communities are converted to self-loop of super nodes. In the super network, the process of the above moving is repeated again, until no improvement is made or the improvement reaches a predefined value. The detailed process is shown in Function 4: Louvain_process.
C. GENERAL PROCEDURE FOR SURPRISE OPTIMIZATION
Compared to Modularity, Surprise is more difficult to be optimized because of its strong nonlinearity. To optimize Surprise more effectively, we have introduced the above three strategies to improve original Louvain process. To analyze the effect of the above strategies on community detection, we constructed several combinations of the above strategies: SP0, SP1, SP2 and SP3 (see Figure 2 for the flow charts). SP0 is the original Louvain process. SP1 adds the Pre_CS process to study the effect of community-partition initialization on Surprise optimization. SP2 adds the Post_CS process into SP1 to study the effect of community-partition refining. SP3 adds the Pre_TS process into SP1 to study the effect of the pre-processing of topological structure. Finally, by combining all the three strategies above (Pre_TS, Pre_CS and Post_CS), the procedure of the final improved algorithm for Surprise optimization (SP4) is constructed (see Figure 2 for SP4).
D. TIME COMPLEXITY
The pre-processing of topological structures (Pre_TS) is very effective for the improvement of Surprise optimization, but it is also time-consuming. The time complexity of calculating the node patterns and the similarity between all nodes is O(n 3 ) under the conditions of full matrix operations, where n is the number of nodes in a network, but the matrix operations can be speeded up by the optimization mechanism in some tools (e.g. Matlab). For Pre_CS, the community assignment of nodes is only repeated a time, so the time complexity is O(nk m ), where k m is the mean degree of nodes. Post_CS takes a time O(nk m f ), where f is the number of operations of calculating S-value each time and on average the number of communities that each node connects to is less than the number of neighbors of the node. Louvain_process is widely
A, a adjacent matrix CP in , an initial community partition Output: CP, a final community partition 1: n ← the number of nodes in A in 2: Tmax ← n 3: Eps ← 10 −5 4: S 0 ← Inf 5: S ← −S 0 6: A S ← A 7: Super NodeInfo ← each super node contains a node in original network 8: while |S 0 − S| < Eps do 9: S 0 ← S 10: for i = 1 → n do 11: CP(i) ← i// Initialize partition 12: end for 13: k ← 0 14: while k <= Tmax do 15: k ← k + 1 16: S 00 ← S 17: i ← a randomly selected node in network 18: S i ← increment of Surprise that node i moving into each community generates //It is a vector 19: CP(i) ← community that has the largest increment in S i 20:
S ← update value of Surprise using A S and CP 21: if |S 00 − S| < Eps then 22: break 23: end if 24: end while 25: {A S , Super NodeInfo} ← a super network constructed using Super NodeInfo, A S and CP // Each super node corresponds to a community 26: end while 27: CP ← community partition in original network recovered using CP and Super NodeInfo 28: return CP used, but its exact computational complexity is not known. 1 Most of its computational effort is spent on the optimization at the first level, taking a time O(nk m f ) if we control the maximal iteration times.
Note that the calculation of S-value itself is timeconsuming O(n 2 ), because it involves the factorial of M(∝ n 2 ). S-value must be updated repeatedly, so the first level of Louvain_process as well as Post_CS will take a time O(k m n 3 ) in the worst case. In order to reduce the running time of calculating S-values, we pre-calculated and saved the factorials from 1 to M , taking a space O(n 2 ). By this strategy, the time complexity of S-value is reduced to be O(1) at the cost of increasing space complexity. 
III. EXPERIMENTAL RESULTS

A. ENHANCING RESOLUTION OF SURPRISE
In the community-loop networks above, with the increase of p o /p i , the community structure becomes more and more unclear and thus is more difficult to be identified due to the difficulty of optimization algorithm and the resolution limit. We test several combinations of the above strategies in the networks (see Figure 3 ), and find that our strategies can improve these problems effectively. Figure 3 (A) shows that, compared to original algorithm (SP0), SP1 can identify the number of communities better. This is because Pre_CS can provide better initial partition and thus the core process of optimization (Louvain_process) can avoid some early mistakes. SP3 can more significantly improve the results of the original algorithm for large p o /p i -values. This is mainly because Pre_TS can polish the community structure in the networks and thus enhance the resolution of Surprise. Moreover, SP1 and SP2 have similar results, so do SP3 and SP4. This means that the core process of optimization in the small-size networks is good enough without the auxiliary refining process (Post_CS). Figure 3 (B) shows the number of communities identified by different methods as a function of network size (which is proportional to the number of predefined communities) in the networks. The number of predefined communities increases with the increase of network size, and thus the community structure becomes more and more difficult to be identified due to the resolution limit. As we see, SP3 and SP4 can identify the number of communities better or identify more communities significantly, though the merging of communities still occurs when the network size is very large. And the main contribution is clearly because Pre_TS improves the resolution of Surprise.
B. MITIGATING EXCESSIVE SPLITTING OF COMMUNITIES
Surprise, as discussed above, has higher resolution, but this may generate a side effect-excessive splitting of communities especially when links within communities are very sparse. Here, we show that our strategies can mitigate the excessive splitting of communities. The Lancichinetti-Fortunato-Rachicchi (LFR) benchmark as a type of classical modular networks can mimic some general properties of real-world networks that are different from regular networks, such as the heterogeneity of degrees and community sizes [51] . In the LFR benchmark, vertex degrees and community sizes follow power-law distributions with exponents τ 1 and τ 2 respectively, and a common mixing parameter µ can control the ratio between the external degree of each node for its community and the total degree of the vertex. Other used parameters: N denotes the number of vertices, determining the size of networks; k m denotes the mean degree of networks, affecting (determining) the link density of communities (networks); k max is maximum of node degree; C max denotes the maximum of community sizes, determining the heterogeneity of community sizes. The increase of µ will make the communities become more difficult to be identified. We here used a low µ-value (e.g. 0.1), so that communities are well separable from each other. Other parameters are default. Figure 4 shows the normalized mutual information (NMI) of community structures identified by different methods as a function of the mean degree k m in the LFR networks. The less the value of k m , the sparser the links within communities. So, for small k m -values, NMI < 1, meaning that Surprise cannot identify the communities completely, because it improperly splits the communities with sparse links, or say, generates excessive splitting of communities. With the increase of k m , the excessive splitting of communities mitigates/disappears gradually, because the density of links within communities increases.
As we see, all three strategies (Pre_TS, Pre_CS and Post_CS) can improve the results of Surprise in the networks due to different reasons, and the combination of the strategies (SP4) can generate the best results. Pre_TS can reduce the links between communities and increase the links within communities, and thus make the community structure more obvious in the networks. The initial partition given by Pre_CS can provide a guide to avoid falling into the pitfalls of community assignment. Post_CS can refine the community assignment finally.
Moreover, for larger heterogeneity of community sizes, the excessive splitting of communities becomes more serious (see Figure 4 (A) vs (B) and Figure 4 (C) vs (D)); for larger network sizes, the excessive splitting of communities will mitigate (see Figure 4 (A) vs (C) and Figure 4 (B) vs (D)). Figure 5 shows the normalized mutual information (NMI ) of community structures identified by different methods, as a function of the mixing parameter µ, in the LFR networks with different heterogeneity of community sizes. We can see that NMI = 1 for small µ-values, because the community structure is very clear, while NMI decreases with µ increasing. In the networks with large heterogeneity of community size (e.g., C max = 100), the community structures are more difficult to be identified, so NMI decreases more quickly than in other networks (e.g., C max = 50).
C. RESULTS IN GENERAL ARTIFICIAL NETWORKS
As shown in Figure 5 , compared to SP0, all of our three strategies (Pre_TS, Pre_CS and Post_CS) can contribute to the improvement of the results in the networks because of the reasons discussed above, and SP4, i.e., the combination of all strategies, outperforms the contrast methods (Mod and FAGSO). Overall, SP4 can give the best results in the tests.
D. RESULTS IN REAL-WORLD NETWORKS
In the real-world networks, we compare our improved algorithm with other methods by such metrics as the number of identified communities, Surprise and Modularity. The real-world networks include Dolphin [52] , Polbooks [53] , Football [54] , Jazz [55] , Neural [56] , Metabolic [57] , Brain [58] , [59] . Figure 6(A) shows the number of communities detected by different methods (Nc) that is normalized by the number of communities detected by original algorithm for optimizing Surprise (Ns). For all the methods (except for FAGSO), Nc/Ns < 1. This means that the number of communities by original algorithm for Surprise is larger than that of other methods, or say, it exhibits higher resolution than other methods, but the original algorithm and FAGSO have the risk of excessive splitting of communities. Our improved algorithm can mitigates the excessive splitting, and thus its resolution decreases. Moreover, our improve algorithm also displays higher resolution than other methods (excluding SP0 and FAGSO) in some networks such as Dolphin, Polbook, Jazz and Brain.
According to other metrics such as Surprise (see Figure 6 (B)), the normalized Surprise of our improved algorithm is significantly larger than a value of 1 and that of other methods. This means that our improved algorithm can obtained significantly larger values of Surprise than the original algorithm and other methods, including FAGSO. That is to say, our improved algorithm outperforms other methods in terms of the metric of Surprise. The reason is that our improved algorithm can effectively improve the optimization of Surprise and especially the Pre_TS strategy can polish the community structures. Figure 6 (C) shows that most of the methods can obtain larger values of modularity than that of the original algorithm (because normalized modularity is larger than 1). This means that the methods are better than the original algorithm for Surprise according to the metric of modularity and our improved algorithm is significantly better than all the methods in this test. This is also mainly because our improved algorithm can improve the optimization of Surprise and especially it can sharp the community structure.
For illustration, we show the community structures in the dolphin network that are obtained by different methods (Figure 7) . The original community structure of the network consists of two communities (circle and triangle). Modularity divides the network into five small communities: the ''circle'' community is divided into four subcommunities, the ''triangle'' community is divided into two groups, and six ''circle'' nodes and two ''triangle'' nodes are assigned to the same group wrongly. The original algorithm for Surprise optimization divides the network into much more small communities, and there are nodes with different symbols (PL, DN63 and Knit) being assigned into the same group (note that the three nodes also are assigned to one group wrongly by Modularity). Our improved algorithm divides the networks into seven small communities, but there is no wrong assignment of nodes, or say, each of the small communities only contains the nodes that are belong to the same community in the original community structure (i.e., nodes with the same symbol). This means that our algorithm captures the information of the real communities in the network, though it splits the original communities into smaller parts due to the property of its high resolution.
E. APPLICATIONS TO BIOLOGICAL NETWORKS
Modular/community structure is ubiquitous in biomedical networks. Network module analysis is an important method for biomedical network research [9] , [60] . Here, we further applied our improved algorithm to two biomedical networks: a symptom-based disease network [61] and an integrated protein network from several sources of protein interactions [62] . The set of diseases was manually chosen by a medical expert with the additional criteria of at least 20 associated genes reported in the literature [62] , [63] . The associations between genes and diseases were retrieved from OMIM (Online Mendelian Inheritance in Man) and GWAS (Genome-Wide Association Studies).
1) DISEASE NETWORK
The disease network is constructed based on the similarity of disease symptoms. Diseases with similar symptoms may have similar genetic basis, and thus their disease gene sets may overlap more. Our algorithm splits the disease network into 10 communities. Nodes in the same community are usually more similar, so diseases within the same community may have more common disease genes. We count the number of common genes between disease pairs. The results show that the proportion of disease pairs with common genes within community is twice between communities, and the number of common genes of disease pairs within communities is nearly three times between the communities.
Then we analyze the distribution of disease labels at different levels in the communities. Mesh is an authoritative thesaurus compiled by the United States National Library of Medicine (NLM), which has a hierarchical structure. We search for the corresponding Tree Number according to the Mesh ID of the disease. For example, D000544 corresponds to Tree Numbers: C10.228.140.380.100, C10.574.945.249 and F03.615.400.100, where 'C' corresponds to the class of disease in Mesh, C10 stands for Nervous System Diseases, C10.228 corresponds to subclasses of C10, and so on. Each disease may correspond to multiple Tree Numbers. That is to say, the classification of diseases overlaps. Here we consider two levels of Mesh tree: C## and C##.###. For each level, we calculate the fraction of diseases belonging to specific class in each community, and for each community, the label with the highest coverage (fraction) is used as the label of this community. For example, Table 1 shows that the first community is marked by C10 and C10.228. In the first level, we identify the main types of diseases. In the second level, Fr decreases, because each communities may contain more subclasses. In this case, multiscale methods may yield better results. Therefore, it is necessary to further explore multi-scale community identification methods.
2) PROTEIN NETWORK AND DISEASE GENES
We divide the protein network into 329 communities (see S1 in Supplemental materials for the gene communities), and then analyze the distribution of disease genes in the For each disease, we calculate the fraction (Fr) of diseasegenes in each community, and the communities are ranked TABLE 2. Top 1-5 communities that are related to various diseases. Here the 1-3 rows denote the community ID, the fraction (Fr) and the P-value (P) respectively. For example, #326 denotes community ID, 0.25 is the fraction and 1E-4 is P-value.
according to their fractions. Table 2 lists the top 1-5 communities for each disease, where the 1-3 rows denote the community ID, the fraction (Fr) and the P-value (P) respectively. The P-values show that the distribution of disease genes in these communities is significant (<0.05), which deviates significantly from the random distribution.
To analyze the functional relations of these communities for these top1-5 communities of the diseases, we perform GO enrichment statistics and analyze their functional distributions in the communities by LAGO [64] . For example, the common top 1 community (#326) of Alzheimer and Parkinson diseases is closely related to ''regulation of neurotransmitter levels'', ''modulation of chemical synaptic transmission'', ''regulation of trans-synaptic signaling'', ''chemical synaptic transmission'', ''anterograde trans-synaptic signaling'', and so on. For Ataxia, the top 1 community #317 is closely related to ''viral process'', ''protein binding, bridging'', ''symbiont process'', ''interspecies interaction between organisms'', and ''molecular adaptor activity''. For Breast neoplasms, the top 1 community #192 is related to Table 3 shows the top 5 significant GO terms for the corresponding top 1 communities. Moreover, we also list detailed GO terms for all top 1-5 communities of each disease and the graphs that describe the relations among the GO terms and genes (see S2 in Supplemental materials for more detailed results). These results may provide useful implications for biomedical research.
Identification of disease genes is an important issue in the study of molecular mechanism of disease. It is of great significance for the diagnosis, treatment and prognosis analysis of diseases [65] . Identification of disease-related modules/communities is also helpful to the identification of disease-related genes [66] . We perform a 5-fold crossvalidation for each disease. For each disease, we split it's disease genes into five parts, one of which is used as a test set and the rest as a training set for scoring all genes. Here, we directly calculate the proportion of disease genes in each community and use this value as the scores of genes in the community to evaluate the probability that these genes are disease genes. The results show that this simple approach could have considerable predictive performance for identifying disease genes.
IV. CONCLUSION AND DISCUSSION
Many methods have been proposed to detect communities in complex networks. Surprise is a statistical measure of interest for evaluating community structures, and Surprise optimization is an important way to identifying communities in complex networks. Surprise generally has higher resolution and it thus has stronger tolerance against the resolution limit and better performance in many networks, but it is still possibly to encounter the limit of resolution in some networks, and its complex nonlinearity easily leads to the difficulty of optimization.
In this paper, we discussed the resolution of Surprise by using a phase diagram of community-partition transition, and proposed an improved algorithm (i.e., SP4) for Surprise optimization by introducing three effective strategies (Pre_TS, Pre_CS and Post_CS). In various networks, we confirmed that all of these strategies can improve the performance of Surprise optimization from different aspects: (1) Pre_TS can polish the community structures in the networks and thus is able to significantly enhance the resolution of Surprise;
(2) Pre_CS can provide a more suitable initial partition for optimization algorithm to avoid falling into the pitfalls of community assignment, so that the global optimal partitions are able to reach more effectively; and (3) Post_CS can further improve the community assignment. And we showed that the improved algorithm can mitigate the excessive splitting of communities.
Moreover, we showed the applications of our algorithm in biomedical networks, by analyzing the disease modules in the disease network and the gene modules in the protein network that are related to various diseases: Alzheimer disease, Ataxia, Breast neoplasms, Cardiovascular diseases, Cerebrovascular disorders, Diabetes mellitus type 2, Heart diseases, Lung neoplasms, Lupus erythematosus, Parkinson disease, and Skin diseases. For each disease, we found a set of significant disease-gene modules and analyzed the functional enrichment of the genes in these modules. Detection of these modules can provide useful information for the identification of disease genes, and might provide useful enlightenment for the study of molecular mechanism of disease.
Our improved strategies can enhance the ability of original algorithm (SP0) to detect communities and do not increase the time complexity significantly (see Figure 8 ). Interestingly, Pre_TS can reduce the running time of algorithm in the modular networks. As a result, our whole algorithm (SP4) has less running time than the original algorithm. This may be because Pre_TS can polish the community structure and thus the algorithm can find the community structure more quickly. Here, we just gave a simple test, because evaluating the time complexity is a complex task, which is related to the algorithm itself as well as the tested networks.
Finally, several effective strategies here have been proposed to improve the Surprise optimization, while we also believe that there exist other possible approaches. For example, one may pre-process the topological structures of networks, e.g., by matrix perturbation instead of by the random-walk dynamics, and the preprocessing of community structures can be conducted, e.g., by label propagation. It is possible to find better strategies to improve the optimization of Surprise or others. It is worth further studies. Overall, we expected that the work could be helpful for community detection and provide useful insights to the improvement of optimization algorithms of statistical measurements for community structures in complex networks. YONG-HONG TANG is currently a chief physician, a professor, and the master's degree tutor. He is the President of the Nanhua Hospital, which belongs to Nanhua University. He is also on the professional committee on atherosclerosis of the Chinese Association of Pathophysiology, the professional committee of Chinese degenerative disease, the Vice-Chairman of the Chinese Society of 
