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The position of a colloidal particle trapped in an external field thermally fluctuates at equilibrium.
As is well known, the ambient fluid is not a simple heat bath and the particle mass appears to
increase, which influences the mean square velocity of the particle. In this study, we suppose that
the particle is surrounded by a binary fluid mixture in the homogeneous phase near, but not too
close to, the critical point. Usually, one component is preferably attracted by the particle surface,
and the resultant adsorption layer becomes significant because of the near-criticality. When the
particle fluctuates in this situation, its mean square displacement should also be influenced by the
ambient fluid because the adsorption layer does not follow the particle motion totally. We calculate
the influence in a simple case, where a rigid spherical particle fluctuates with a small amplitude
and its surface attracts one component weakly. We utilize the hydrodynamics in the limit of no
dissipation to examine the contribution from the ambient mixture to the equal-time correlation,
which is shown to be reduced by an additional stress, including osmotic pressure.
I. INTRODUCTION
Suppose a colloidal particle, about 0.1–1 µm in size,
trapped by optical tweezers. The particle position fluc-
tuates at equilibrium, which is experimentally observed
with high resolutions of space (< 1 nm) and time (< 1 µs)
[1–4]. For simplicity, we assume the one-dimensional mo-
tion of a rigid sphere (mass m) trapped in a harmonic
potential (natural angular frequency ω0) to consider the
fluctuation. The positional deviation of the particle cen-
ter from the potential bottom is denoted by ζ, while the
equilibrium average at the temperature T is indicated by
〈· · · 〉. The equal-time correlations can be calculated as
〈ζ2〉 = kBT
mω20
and 〈
(
dζ
dt
)2
〉 = kBT
m+mind
. (1)
Here, kB denotes the Boltzmann constant, while mind
denotes the induced mass, which equals half the mass
of the displaced fluid [5]. The ambient fluid cannot
be regarded as a heat bath; the particle mass appears
to increase because the particle motion causes flow.
The induced mass can be calculated in terms of the
hydrodynamics for a one-component fluid.
In Eq. (1), the mean square displacement 〈ζ2〉 is not
influenced by the fluid motion. It is expected not to be
the case, however, if the ambient fluid is a near-critical
binary fluid mixture. The reason is as follows. It is
usual that one component is preferably attracted by the
particle surface [6]. Suppose that the correlation length
of the mixture is several nanometers, which is much
smaller than the particle radius, and that the ambient
fluid is in the homogeneous phase. The adsorption layer,
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where the preferred component is more concentrated,
appears around the particle and has a thickness com-
parable to the correlation length [7, 8]. The adsorption
layer is isotropic when the particle is fixed, as is drawn
schematically in Fig. 1(a). There, although the resultant
gradient of the mass-density difference between the two
components generates osmotic pressure, the total force
exerted on the particle by the ambient fluid vanishes.
When the particle moves rather rapidly, the adsorption
layer cannot follow the motion and is deformed, as
shown in Fig. 1(b). Then, the additional force due to the
gradient of the mass-density difference can be exerted on
the particle in total. It is thus possible that the ambient
fluid influences the mean square displacement, unlike
in Eq. (1). In this paper, we calculate this influence in
a simple case. We assume the particle to be neutral
electrically and no ion to be involved in the mixture.
We refer to some backgrounds. In this paragraph, we
mention how the induced mass appears in Eq. (1), where
the ambient near-criticality combined with the preferen-
tial attraction is not assumed. The evolution of the parti-
cle position ζ with respect to the time t can be described
by the Langevin equation [4, 9]
m
d2
dt2
ζ(t) = −mω20ζ(t) + Fhy(t) + Fth(t) , (2)
where Fhy and Fth denote the force exerted by the am-
bient fluid and thermal noise, respectively. No particle
rotation is assumed. The force Fhy consists of the term
−mindd2ζ/(dt2), the term causing the Stokes law, and
the term having the memory effect. The latter two terms
involve the viscosity. To calculate the equal-time corre-
lation, we need not take into account the dissipation and
noise, irrespective of the real dynamics. The reversible
part of the dynamics,
(m+mind)
d2
dt2
ζ(t) = −mω20ζ , (3)
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FIG. 1: Cross section of a spherical particle immersed in
a near-critical binary fluid mixture is schematically drawn.
The gray scale reflects the mass-density difference between
the two components; the shaded region represents the ad-
sorption layer. (a) The particle is fixed with its center being
located at the origin O. The adsorption layer is concentric
with the particle contour in this figure; the mass-density dif-
ference is isotropic as viewed from the particle center. (b) At
a transient position of the particle in its motion along the z-
axis, the adsorption layer is deformed to become anisotropic
because the ambient fluid is not shifted translationally.
describes the oscillation about the equilibrium point.
From this, we find
1
2
mω20ζ
2 +
1
2
(m+mind)
(
dζ
dt
)2
(4)
to give the total energy [10]. Thus, we arrive at Eq. (1)
with the aid of the equipartition theorem.
Similarly, we can use the reversible part of the hy-
drodynamics to calculate the mean square displacement
influenced by the deformed adsorption layer, consid-
ering that the particle radius is much larger than the
correlation length. To formulate the hydrodynamics,
we use the Gaussian free-energy functional by assuming
the mixture to be in the homogeneous phase near, but
not too close to, the critical point. In Appendix A, we
estimate the temperature range validating the Gaussian
model when the mixture has the critical composition far
from the surface. The hydrodynamics formulated from
the coarse-grained free-energy functional can be found
in the model H, where the dissipation is assumed for
studying the relaxation of the two-time correlation in
a near-critical fluid [11–13]. In the present study, not
interested in the critical slowing down, we utilize only
the reversible part for calculating the equal-time cor-
relation although the real dynamics is dissipative [14–19].
The preferential attraction is assumed here to
be caused by a short-range interaction. It is thus
represented by the additional free-energy functional
determined by the mass-density difference immediately
near the particle surface. Similar problems were studied
in terms of the three-dimensional Ising model in a finite
lattice [7, 20–23]. If the coupling between neighboring
spins is much stronger at the lattice boundary than in
the bulk, the bulk suffers the extraordinary second-order
transition in the presence of the spontaneously ordered
surface when there is no external field. The normal
transition occurs when the surface is ordered by a surface
field imposed externally. These two transitions share
the same universal properties, and the latter can also be
observed in a binary fluid mixture in a container with
the preferential attraction. These properties appear
beyond the regime of the Gaussian model. In the present
study, to show that the deformed adsorption layer can
generate the additional force exerted on the particle, we
consider a simple preferential attraction; the additional
free-energy density is assumed to be a linear function
[14–19].
The present author has recently studied the mean
square amplitude of the shape fluctuation of a fluid
membrane immersed in a near-critical binary fluid
mixture within the regime of the Gaussian model, and
showed that the deformed adsorption layer tends to
suppress the amplitude [24]. Although the particle itself
is not deformed during its motion, unlike the membrane,
the suppression effect of the deformed adsorption layer
is also expected for the fluctuation amplitude of the
particle position. Our formulation and the outline of
the calculation procedure are given in Sect. II; the
formulation for the mixture is the same as that used
in Ref. 24. We show the result in Sect. III, and then
describe the calculation procedure in Sect. IV. Our
calculation is performed within the linear approximation
of the fluctuation amplitude and on the assumption of
weak preferential attraction. Equation (23) represents
the small oscillation of the particle about the equilibrium
point. From this equation, we can find the potential
energy modified by the deformed adsorption layer.
Applying the equipartition theorem, we find the mean
square displacement to be given by Eq. (25), instead of
the first equation of Eq. (1). The procedure becomes
rather involved because a boundary layer appears in the
limit of vanishing interdiffusion. We discuss the result
by using typical values of material constants and give
some outlook in Sect. V.
II. FORMULATION
For the mass-density difference between the two com-
ponents, we write ϕ, which depends on the position r
in the mixture. As mentioned in Sect. I, we assume the
ϕ-dependent part of the free-energy functional to be∫
Ce
dr
[
f(ϕ(r)) +
1
2
M |∇ϕ(r)|2
]
+
∫
∂C
dS fs(ϕ(r)) , (5)
where the coefficient M is a positive constant. The first
term is the volume integral over the mixture region (Ce),
while the second is the surface integral over the particle
surface (∂C). We assume the Gaussian model and the
3preferential attraction caused by the surface field; f is a
quadratic function and fs is a linear function. We write
h for the surface field, which is a constant defined as
−f ′s = −dfs(ϕ)/(dϕ). Hereafter, the prime indicates the
derivative with respect to the variable, and the double
prime indicates the second derivative.
If we regard the mixture as a simple bath, we can calcu-
late the mean square displacement directly from Eq. (5)
without using the hydrodynamics, as shown in Appendix
B. Then, the chemical potential conjugate to ϕ is homo-
geneous and constant, and the profile of ϕ is shifted trans-
lationally to follow the particle motion, i.e., the adsorp-
tion layer moves with its distribution around the mov-
ing particle being kept the same as shown in Fig. 1(a).
Thus, in this improper calculation, the total force exerted
on the particle remains unchanged from the one consid-
ered in Eq. (3). To properly consider the change in the
chemical potential correlated with the particle motion,
we use the reversible dynamics based on Eq. (5) to study
the small oscillation of a particle about the equilibrium
point, as mentioned in Sect. I. We write v for the velocity
field in the mixture. Assuming the mass density of the
mixture ρ to be a constant, we have
∇ · v(r, t) = 0 . (6)
The chemical potential conjugate to ϕ is given by
µ(r, t) = f ′(ϕ(r, t))−M∆ϕ(r, t) , (7)
while the local equilibrium at the interface gives [6, 18,
25]
Mn · ∇ϕ = −h at ∂C . (8)
Here, n denotes the unit vector which is normal to the
particle surface and is directed outwards. We need not
assume the viscosity to calculate the equal-time correla-
tion, and have
ρ
∂v
∂t
= −∇p− ϕ∇µ , (9)
where the convective term is neglected in anticipation of
the later linear approximation. The scalar p originates
from the ρ-dependent part of the free energy, but can be
regarded as dependent on r and t irrespective of the local
state in the incompressible fluid. The boundary-layer
problem appears in the limit of zero viscosity. We can
deal with this problem by assuming the slip boundary
condition at the particle surface. There, the tangential
components of the velocity need not be continuous,
while the normal component is continuous. The stress
exerted on the particle is evaluated immediately outside
the boundary layer.
The diffusive flux between the two components is pro-
portional to the gradient of µ. The mass conservation of
each component leads to
∂ϕ
∂t
= −v · ∇ϕ+ L∆µ , (10)
where the Onsager coefficient L is assumed to be a pos-
itive constant. The diffusion flux cannot pass across the
particle surface, which leads to
n · L∇µ = 0 at ∂C . (11)
The diffusion should not be involved in the reversible
dynamics, and we should take the limit of L → 0+.
(Here, 0+ means that the limit L → 0 is taken with
L > 0 maintained.) However, care should be taken
because L is associated with the highest-order derivative
in Eq. (10) [26]. If h does not vanish, the limit L → 0+
causes another boundary-layer problem, which is unfa-
miliar unlike the problem in the limit of zero viscosity.
Hence, we do not take the limit of L → 0+ until we
are able to examine the influence of the boundary layer.
Details are shown in Sects. IVD and IVE.
Far from the particle, the mixture is assumed to be
static and in the homogeneous phase, i.e., v vanishes and
ϕ is constant. There, µ and p are also constants, consid-
ering Eqs. (7) and (9). We write ϕ∞, µ
(0) ≡ f ′(ϕ∞), and
p(0) for the constant values of ϕ, µ, and p, respectively.
We assume the Gaussian model
f(ϕ) =
a
2
(ϕ− ϕ∞)2 + µ(0) (ϕ− ϕ∞) . (12)
Here, a is a positive constant proportional to T − Tc,
where Tc denotes the critical temperature. The correla-
tion length far from the particle, denoted by ξc, is given
by
√
M/a. We nondimensionalize it to define sc as
sc ≡ ξc
r0
=
1
r0
√
M
a
, (13)
where r0 denotes the particle radius.
We take the spherical polar coordinates (r, θ, φ), locat-
ing the origin at the bottom of the harmonic potential
imposed externally. The particle motion is assumed to
be along the z-axis (polar axis); ez denotes the unit vec-
tor in the z-direction (Fig. 2). We write ζ(t) for the z-
coordinate of the particle center. The total force exerted
on the particle by the mixture is along the z-axis; its z-
component is denoted by Fz(t). The reversible dynamics
of the particle is given by
m
d2
dt2
ζ(t) = Fz(t)−mω20ζ(t) (14)
instead of Eq. (3). We should calculate Fz from the fields
of the mixture. Let us introduce the dimensionless pa-
rameter ε so that we have
ζ(t) = εζ(1)(t) . (15)
Assuming |ε| to be small, we calculate Fz up to the
order of ε in Sect. IVE.
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FIG. 2: We draw a cross section including the z-axis. The
bottom of the harmonic potential is fixed at the origin O.
In the unperturbed state, the particle center is fixed at O
and the particle surface is represented by the solid circle. A
point on the surface, with its spherical coordinates given by
(r0, θ, φ), moves when the particle is shifted; r0 denotes the
particle radius. A transient particle surface is drawn with
the dashed circle, and the displacement vector of the point is
given by ζez. The unit normal vector n at the point remains
unchanged in the particle motion. The dimensionless radial
length is defined as s ≡ r/r0.
The equilibrium state occurring when the particle cen-
ter is fixed at the origin is regarded as the reference state
or the unperturbed state, where µ is homogeneous over a
mixture region and so is p because of Eq. (9) [18]. They
are respectively given by the constants µ(0) and p(0). The
superscript (0) is used to indicate the field in the unper-
turbed state. Because of the symmetry of the unper-
turbed state, ϕ(0) depends only on r ≡ |r|. As shown in
Sect. IVB, we find it to be given by
ϕ(0)(r) = ϕ∞ +
hr0e
(1−s)/sc
Ms(1 + s−1c )
, (16)
where s ≡ r/r0 is the dimensionless radial length. This
result is obtained in Ref. 8 and is used in Ref. 18. Up to
the order of ε, we expand the fields as
ϕ(r, t) = ϕ(0)(r) + εϕ(1)(r, t) ,
µ(r, t) = µ(0) + εµ(1)(r, t) ,
p(r, t) = p(0) + εp(1)(r, t) ,
and v(r, t) = εv(1)(r, t) . (17)
The field with the superscript (1) is defined so that it
becomes proportional to ε after being multiplied by ε.
The fields with the superscript (1) in Eq. (17) vanish far
from the particle.
We add an overtilde to the Fourier transform with re-
spect to t, e.g.,
p˜(1)(r, ω) =
1
2π
∫ ∞
−∞
dt p(1)(r, t)eiωt . (18)
Let (r, θ, φ) be the components of the positional vector
r in the mixture. Using a spherical harmonics Y10(θ) =
√
3/(4π) cos θ, because of the symmetry of the state, we
can assume
p˜(1)(r, ω) = p10(r, ω)Y10(θ) , (19)
whereby the coefficient function p10 is defined. Similarly,
we introduce the coefficient functions for the Fourier
transforms of the other mixture fields at the order of ε.
From Eqs. (6), (7), (9), and (10), we can obtain a set of
simultaneous equations with respect to these coefficient
functions. The equations are given by Eqs. (41), (44),
and (56) in Sect. IV; we assume the preferential attrac-
tion to be weak to solve them approximately. Before
describing our calculation procedure, we show the result
in the next section.
III. RESULT
We define Ξ(s) so that ϕ(0)
′
(r) equals r0Ξ(s)ϕ
(0)′′(r0),
i.e.,
Ξ(s) = − s+ sc
s2κ (1 + sc)
e(1−s)/sc , (20)
where we use
κ ≡ 2 + 1
sc (1 + sc)
. (21)
We have ϕ(0)
′′
(r0) = hκ/(Mr0) because of Eq. (16). Let
us define the positive dimensionless parameter Λ so that
we have
Λ2 ≡ h
2κ
ρω2r20M
. (22)
The calculation in Sect. IVE supposes Λ2 ≪ 1, which
holds when h2 is sufficiently small, i.e., when the pref-
erential attraction is sufficiently weak. This inequality
condition is paraphrased more conveniently at the end
of Sect. IVE.
After the calculation shown in Sect. IV, we can rewrite
Eq. (14) as(
m+
2πρr30
3
)
d2ζ
dt2
= −{mω20 [1 + λ2D(sc)]} ζ (23)
up to the order of ε. This represents the small oscillation
of the particle about the equilibrium point. Here, λ is a
dimensionless parameter defined as h
√
6πr0/(Mm)/ω0;
D is defined as
D(sc) ≡ 2κ2
∫ ∞
1
ds
Ξ(s)2
s6
, (24)
which is plotted in Fig. 3 with the aid of the software
Mathematica (Wolfram Research). The second term in
the parentheses on the left-hand side (lhs) of Eq. (23)
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FIG. 3: Circles represent D(sc) calculated from Eq. (24). The
slope of unity is shown by the short line for reference.
represents the induced mass, which equals half the mass
of the displaced mixture, as stated below Eq. (1). The
term involving λ2 on the right-hand side (rhs) represents
the additional restoring force due to the deformed
adsorption layer. We can derive D(sc) ≈ sc for a small
sc, as shown by Eq. (C13). In agreement with this, the
numerical results in Fig. 3 for a small sc have the slope
of about unity.
From Eq. (23), we apply the equipartition theorem to
obtain
〈ζ2〉 = kBT
[
mω20 +
6πh2r0
M
D(sc)
]−1
, (25)
which gives the mean square displacement of the particle.
The sum in the braces of Eq. (25) is the same as the one
in the brackets of Eq. (23). Comparing Eq. (25) with the
first equation of Eq. (1), we find that the effect of the
deformed adsorption layer is represented by the second
term in the braces of Eq. (25), which comes from the
additional restoring force. This term reduces the mean
square displacement, i.e., it suppresses the fluctuation
amplitude. The suppression effect is more marked as
h2 and ξc are larger. Then, the adsorption layer is also
remarkable in its thickness and amplitude, considering
Eq. (16).
IV. CALCULATION PROCEDURE
Here, we describe the calculation procedure leading to
Eq. (23), with some details being relegated to Appendix
C. A similar procedure is taken in Ref. 24, where a fluid
membrane fluctuating around a plane is studied. We have
only to modify the procedure to consider the spherical
surface of the particle in the present problem.
A. Pressure tensor
The reversible part of the pressure tensor is given by
[11, 18]
Π =
(
p− f + µϕ− M
2
|∇ϕ|2
)
1+M∇ϕ∇ϕ , (26)
where 1 denotes the isotropic tensor and µ is given by
Eq. (7). In the above, the part other than p1 is derived
from the first term of Eq. (5), and ϕf ′ − f gives the
osmotic pressure [27]. Because∇·Π equals∇p+ϕ∇µ, we
have Eq. (9). Let the local stress exerted on the particle
by the ambient mixture be denoted by F (rs, t), where rs
represents a point on the particle surface. We have
F (rs, t) = −Π · n+∇‖fs −
2fs
r0
n . (27)
Here, ∇‖ implies the projection of∇ on the tangent plane
and 1/r0 gives the mean curvature of the particle surface.
The last two terms above come from the stress due to the
two-dimensional pressure −fs, as discussed in Appendix
A of Ref. 16. The tangential components of F vanish;
the contribution from M∇ϕ∇ϕ of Eq. (26) cancels with
the tangential stress due to fs, as described in Appendix
D of Ref. 16. In fact, we use Eq. (8) to rewrite the rhs of
Eq. (27) as(
−p+ f + M
2
|∇ϕ|2 − µϕ− h
2
M
− 2fs
r0
)
n , (28)
which is evaluated immediately outside the boundary
layer generated in the limit of zero viscosity. See the
statement below Eq. (9).
B. Profile in the unperturbed state
We write ∂r for the differentiation with respect to r,
and ∂2r for ∂r∂r. As argued for a mixture in contact with
a flat wall [6], Eq. (7) yields
f ′(ϕ(0))− M
r
∂2rrϕ
(0) = µ(0) , (29)
while Eq. (8) yields
M
∂
∂r
ϕ(0) = −h as r → r0 + . (30)
Solving these equations, we arrive at Eq. (16). The
equilibrium profile around a sphere was studied under
conditions other than those considered here [28–31].
C. Equations at the order of ε
Suppose a point, (r0, θ, φ), on the particle surface in
the unperturbed state (Fig. 2). By the particle motion,
6its z-coordinate changes from z0 ≡ r0 cos θ to z0+ζ. The
slip boundary condition up to the order of ε gives
v(1)r
∣∣∣
z0
=
dζ(1)
dt
cos θ , (31)
where the subscript z0 means that the term is evaluated
at the point on the surface in the unperturbed state,
(r0, θ, φ). Equation (8) is rewritten as
− h = Mn · ∇ϕ|z0+ζ , (32)
where the subscript z0 + ζ means that the term is eval-
uated at the point on the surface of the shifted particle.
The unit normal vector n remains the same during the
particle motion (Fig. 2). We have
ϕ|z0+ζ = ϕ(0)
∣∣∣
z0+ζ
+ εϕ(1)
∣∣∣
z0
+O(ε2) , (33)
where O(ε2) means the terms whose quotient divided by
ε2 remains finite in the limit of ε→ 0. The first term on
the rhs above is rewritten as
ϕ(0)(r0) + ζ
∂
∂z
ϕ(0)(r)
∣∣∣∣
z0
. (34)
Considering Eq. (30), we use these three equations to
obtain
∂
∂r
ϕ(1)
∣∣∣∣
z0
= −ζ(1)ϕ(0)′′(r0) cos θ . (35)
Using Eqs. (29), (30), and (35), we rewrite Eq. (28) so
that it is evaluated on the particle surface in the unper-
turbed state. Integrating the result over the surface, we
obtain up to the order of ε
Fz = 2επr20
∫ π
0
dθ sin θ cos θ
[
−p(1) − µ(1)ϕ(0)
+
(
ϕ(1) − h
M
ζ(1) cos θ
)(
2h
r0
+
M
r0
∂2rrϕ
(0)
)]
,(36)
where the integrand is evaluated at (r0, θ, φ). We define
F (1)z so that Fz equals εF (1)z up to the order of ε.
As in Eq. (19), we define the coefficient functions Q10
and G10 so that we have
µ˜(1)(r, ω) = Q10(r, ω)Y10(θ)
and ϕ˜(1)(r, ω) = G10(r, ω)Y10(θ) . (37)
We use the vector spherical harmonics
P10(θ, φ) = erY10 and (38)
B10(θ, φ) =
1√
2
eθ
∂
∂θ
Y10(θ) , (39)
where er and eθ denote the unit vectors tangent to the
coordinate line of r and curve of θ, respectively. As in
Ref. 18, we can assume
v˜
(1)(r, ω) = R10(r, ω)P10(θ, φ) + T10(r, ω)B10(θ, φ) ,
(40)
where the functions R10 and T10 are introduced.
Below, we derive the equations to be satisfied by the
coefficient functions. Using Eqs. (19) and (40) in Eqs. (6)
and (9), we obtain Eqs. (C1)–(C3), which generate
r2
2
∂2rR10 + 2r∂rR10 =
ϕ(0)
′
Q10
iρω
. (41)
We introduce ζ10 so that we have
ζ˜(1)(ω) =
√
3
4π
ζ10(ω) . (42)
Equation (31) yields
R10|z0 = −iωζ10 , (43)
and R10 vanishes far from the particle, as stated below
Eq. (17). If h vanishes, µ and ϕ are constant; the
constant solutions satisfy Eqs. (7), (8), (10), and (11)
together with the boundary conditions far from the
particle. Then, we find R10(r, ω) = −iωζ10r30/r3 from
Eq. (41) and the boundary conditions. Thus, otherwise,
R10 is given by the sum of this solution for h = 0 and
terms dependent on h.
Equation (10) yields
− iωG10 = −R10ϕ(0)′ + L
(
∂2r +
2
r
∂r − 2
r2
)
Q10 . (44)
If we assume L to vanish from the beginning, Eq. (44)
gives
iωG10 = R10ϕ
(0)′ , (45)
which is differentiated with respect to r to give
ϕ(0)
′
∂rR10 = 0 at r → r0+ with the aid of Eq. (35).
Thus, then, we have ∂rR10 → 0 at r → r0+ for h 6= 0.
It is impossible to impose this boundary condition for
any nonzero h because Eq. (41) has two other boundary
conditions mentioned at and below Eq. (43). This
contradiction means that, if h does not vanish, Eq. (45)
is valid only outside the boundary layer. Then, even
when L approaches zero, the second term on the rhs of
Eq. (44) cannot be neglected inside the boundary layer
because of the steep change in Q10. A similar problem
occurs in the study of a fluid membrane fluctuating
around a plane [24]; the thickness of the boundary
layer of the chemical potential vanishes in the limit of
L → 0+. The solution outside the boundary layer is
called the outer solution [26]. Equation (45) thus holds
only if G10 and R10 are replaced by their respective
outer solutions.
7D. Nondimensionalization
We introduce the dimensionless fields
G(s, ω) ≡ MG10(r, ω)
hκζ10(ω)
and Q(s, ω) ≡ r
2
0Q10(r, ω)
hζ10(ω)
, (46)
which do not diverge when h vanishes because of the
statement below Eq. (43). Hereafter, we sometimes write
G or G(s) for G(s, ω), and G′ for ∂sG. These ways of
writing are also applied for other dimensionless functions.
From Eq. (35) and the statement below Eq. (17), we have
G′ → −1 as s→ 1 + and G → 0 as s→∞ . (47)
From Eq. (11) and the statement below Eq. (17), we have
Q′ → 0 as s→ 1 + and Q → 0 as s→∞ . (48)
We write Gout and Qout for the outer solutions of G and
Q, respectively. Equation (45) gives the first of our key
equations,
Gout = −ΞRout , (49)
where Rout denotes the outer solution of
R(s, ω) ≡ iR10(r, ω)
ωζ10(ω)
. (50)
We rewrite Eq. (41) as(
s2
2
∂2s + 2s∂s
)
R = Λ2ΞQ . (51)
Equation (43) and the statement below it give
R → 1 as s→ 1 + and R → 0 as s→∞ . (52)
Applying the method of variation of parameters to
Eqs. (51) and (52), we obtain the second of our key equa-
tions,
R(s) = s−3 + 2
3
Λ2
∫ ∞
1
dσΓR(s, σ)Ξ(σ)Q(σ) , (53)
where the kernel is defined by
ΓR(s, σ) =
{
s−3σ−1
(
1− σ3) for σ < s
s−3σ−1
(
1− s3) for s ≤ σ . (54)
Picking up terms at the order of ε of Eq. (7) yields
− µ(1) = (M∆− a)ϕ(1) . (55)
Substituting Eq. (37) into the Fourier transform of
Eq. (55), we obtain
−Q = κ
(
∂2s +
2
s
∂s − 2
s2
− 1
s2c
)
G (56)
with the aid of Eq. (46). Applying the method of varia-
tion of parameters to Eq. (56), we use the second condi-
tion of Eq. (47) to obtain the last of our key equations,
G(s) = G′(1+)Ξ(s) + sc
κ
√
s
∫ ∞
1
dσ
√
σΓG(s, σ)Q(σ) ,
(57)
where the kernel ΓG is defined by Eq. (C6) and G′(1+)
denotes G′(s) at s → 1+. Because of the first condition
of Eq. (47), we can substitute −1 into G′(1+) above.
We can define Qout(s, ω) for s > 1 in the limit of
L→ 0+. Subtracting it from Q(s, ω), we define Qin(s, ω)
as the difference. It vanishes outside the boundary layer,
but cannot be neglected in the following integral. Assum-
ing that s lies outside the boundary layer in Eq. (57), we
obtain
Gout(s) = −Ξ(s)
[
1 +
1
κ
∫ ∞
1
dσ Qin(σ)
]
+
sc
κ
√
s
∫ ∞
1
dσ
√
σΓG(s, σ)Qout(σ) (58)
in the limit of L→ 0+.
E. Weak preferential attraction
Assuming Λ2 ≪ 1, we use the key equations in the
preceding subsection to calculate Fz in Eq. (14). To do
so, we obtain Q up to the order of Λ and use the result in
Eq. (53) to calculate R up to the order of Λ3. To begin
with, from Eqs. (49) and (53), we derive
Gout(s) = −Ξ(s)
s3
+O(Λ2) , (59)
which leads to
G′out(1+) = −1−
3
κ
+O(Λ2) . (60)
Equation (56) remains valid if Q and G are respectively
replaced by Qout and Gout. Thus, we can do the same
replacement in Eq. (57) although G′out(1+) is given not
by the first condition of Eq. (47) but by Eq. (60). Thus,
in the limit of L→ 0+, we find [32]
sc
κ
√
s
∫ ∞
1
dσ
√
σΓG(s, σ)Qout(σ)
= −s−3Ξ(s) +
(
1 +
3
κ
)
Ξ(s) +O(Λ2) . (61)
Substituting Eq. (61) into Eq. (58), we use Eq. (59) to
obtain ∫ ∞
0
dσ Qin(σ) = 3 +O(Λ2) . (62)
At Eq. (C8), Qout is calculated up to the order of Λ.
8Taking the limit of s→ 1+ in Eq. (57), we use Eqs. (61)
and (62) to find
G(1+) = 1
κ
+O(Λ2) (63)
with the aid of Eqs. (20) and (21). Thus, up to the order
of Λ, the difference in the first parentheses of Eq. (36)
vanishes. We can rewrite the first two terms in the braces
of Eq. (36) by using Eqs. (C1) and (C3). Using this result
and Eq. (52), we obtain
F˜ (1)z (ω) = −
2πρω2r30
3
[
2 +R′(1+) +O(Λ4)] ζ˜(1)(ω) .
(64)
As shown in Appendix C, we can utilize Eqs. (53), (62),
and (C8) to obtain
R′(1+) = −3 + 18Λ2κ
∫ ∞
1
ds
Ξ(s)2
s6
+O(Λ4) . (65)
From Eqs. (14), (64), and (65), we can derive Eq. (23).
In its braces, the terms of O(λ4) are neglected.
We can calculate ϕ(1) approximately from the first
term on the rhs of Eq. (59). Comparing the values of
ϕ at the two points on the z-axis immediately outside
the particle, we find that, if h is positive, the value
at z = r0 + ζ is larger (smaller) than the value at
z = −r0 + ζ when ζ is positive (negative). Thus,
within the approximation, the local difference of the
mass density of the disliked component subtracted
from the mass density of the preferred component is
larger on the front side of the moving particle than on
the rear side. This situation is shown by Fig. 1(b) if
we regard the gray scale as representing the deviation
of the local difference from its value far from the particle.
It is usual that the specific gravity of the particle is
about unity. In Eq. (3), the normal-mode frequency
is thus about
√
2/3ω0 because of mind ≈ m/2. The
Fourier transform of Eq. (23) determines the normal-
mode frequency ω changed by the deformed adsorption
layer. Because the change is small in our perturbative
calculation, we can use
√
2/3ω0 instead of ω in evaluat-
ing Eq. (22) approximately. As mentioned in the fourth
paragraph of Sect. I, sc = ξc/r0 ≪ 1 is assumed in our
hydrodynamics, which leads to κ ≈ 1 in Eq. (21). Thus,
the condition Λ2 ≪ 1 can be identified with λ2/3 ≪ 1,
where λ is defined above Eq. (24). Thus, assuming
Λ2 ≪ 1 amounts to assuming a sufficiently weak surface
field. We also find that our approximate calculation
supposes a sufficiently large ω20 . This is reasonable,
considering that the deformation of the adsorption layer
becomes smaller as the particle moves more slowly.
V. DISCUSSION
The deformed adsorption layer generates the addi-
tional restoring force of a trapped particle, as shown
in Eq. (23), and thus its mean square displacement is
reduced, as shown by Eq. (25). No additional force
can be calculated if we regard the ambient mixture as
a simple bath and disregard its hydrodynamic effect,
as shown in Appendix B. The suppression effect of
the adsorption layer on the fluctuation amplitude was
also pointed out for a fluid membrane immersed in a
near-critical binary fluid mixture [24, 33]. The relevance
of the hydrodynamic effect is less distinct around the
membrane, however, because incorrect but nonzero
additional force can be calculated for the membrane
even without the hydrodynamic effect being considered,
as mentioned at the end of Appendix B.
For example, suppose a mixture of nitroethane and
3-methylpentane, which has Tc = 300 K. The mixture
has ξc ≈ 10 nm for T − Tc ≈ 0.3 K at the critical
composition [34]. On the basis of the discussion in
Ref. 30, h ≈ 10−6 m3/s2 is estimated in Ref. 24 for a
glass surface and an organic mixture, between which a
strong hydrogen bonding is formed. Supposing a surface
not forming the hydrogen bonding so strongly, we use
h = 10−7 m3/s2. The coefficient of the square gradient
term in the free-energy density is sometimes called the
influence parameter [35, 36]. This parameter can be
defined in general for each pair of components, A-A,
B-B, and A-B, where A and B represent the kinds of
the two components. The coefficient M is for the last
pair, which can be regarded roughly as the geometric
mean of the parameters for the first two pairs [37]. We
cannot find out the data for the influence parameters of
the mixture mentioned above. Judging from the data for
the pure fluid of alkane, we use M = 10−16 m7/(s2kg)
[38]. For these parameter values, as discussed below
Eq. (A7), a correlation length longer than about 10 nm
cannot be assumed in the regime of the Gaussian model.
The spring constant of the optical tweezers typically
ranges from 10−3 to 10−6 kg/s2 [39]. Let us assume it to
be mω20 = 4.14 × 10−4 kg/s2, which leads to 〈ζ2〉 ≈ 10
nm2 in Eq. (1) without the ambient near-criticality
being assumed. Suppose a particle having r0 = 100
nm with the specific gravity being about unity. We
have sc = 0.1 for the value of ξc mentioned above.
As mentioned in the last paragraph of Sect. IVE, our
formulation supposes ξc ≪ r0, i.e., sc ≪ 1, which is
satisfied by the values above. The prefactor of D in
Eq. (25) is calculated as 6πh2r0/M ≈ 2 × 10−4 kg/s2.
Thus, we have λ2 ≈ 0.48, which satisfies the condition
for the weak preferential attraction, mentioned at the
end of Sect. IVE. According to Eq. (25), 〈ζ2〉 is reduced
to about 9.5 nm2 by the deformed adsorption layer.
Its square root is much smaller than r0, which justifies
the assumption of a small amplitude of the particle
9fluctuation. The change in 〈ζ2〉 from 10 to 9.5 nm2
can be expected to be measured by means of the recent
experimental technique, mentioned in Sect. I, although
the increased turbidity in the near-critical mixture may
make the measurement more delicate. The prefactor
of D contains h2/M , while Eq. (16) contains a factor
h/M . Thus, we can determine the material constants, h
and M , experimentally from the suppression effect and
unperturbed profile if they are both measured. Similar
discussions are found in Refs. 24 and 40.
It is assumed in our calculation leading to the result,
Eq. (25), that a rigid sphere fluctuates with a small
amplitude, that the mixture in the homogeneous phase
is not too close to the critical point, and that the particle
surface attracts one component weakly. Thus, we cannot
apply the result beyond the parameter range generating
a weak suppression effect. A larger suppression effect
may be observed experimentally in a setup with some
appropriate parameter values. Predicting this requires
future theoretical or numerical studies not requiring the
assumptions above. The present study can be a guide
for them. We also assume the preferential attraction to
be caused by a short-range interaction and to be repre-
sented only by the surface field. How the suppression
effect is altered without these assumptions also remains
to be studied. We assume a particle size much larger
than the correlation length to use the hydrodynamics
based on the coarse-grained free-energy functional. For
a smaller particle, the critical concentration fluctuation
of the mixture would influence the particle motion, and
a procedure other than that used in the present study
should be taken. This is also a future problem.
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Appendix A: Validity of the Gaussian model
In cases more general than considered in the Gaussian
model, we can use the renormalized local functional the-
ory, which was proposed by Okamoto and Onuki [42, 43].
They studied the universal properties of a near-critical
binary fluid mixture between two parallel walls or two
spheres. Here, we assume that the mixture has the
critical composition far from the solid surface. The order
parameter and correlation length are not homogeneous
and are respectively denoted by ψ(r) ≡ ϕ(r) − ϕ∞
and ξ(r). The correlation length far from the surface,
denoted by ξ∞, is asymptotically equal to ξ0τ
−ν as τ
approaches zero, where ξ0 is a nonuniversal constant,
τ ≡ (T − Tc) /Tc is assumed to be positive, and the
critical exponent ν is about 0.627 for the binary fluid
mixture. We also use the critical exponents γ ≈ 1.239
and η ≈ 0.024. In the Gaussian model, ξc is regarded as
ξ∞.
Subtracting the volume integral of µ(0)ϕ over Ce from
Eq. (5) with Eq. (12) gives the free-energy functional for
the open system in the Gaussian model. Apart from an
additional constant, the corresponding functional in the
renormalized local functional theory can be obtained by
replacing M and f − µ(0)ϕ respectively by C and fR
defined below. The coefficient C depends on ψ as
C(ψ) ≡ kBTcC1w−ην , (A1)
where C1 is a nonuniversal constant and w is defined by
w ≡ ξ1/ν0 ξ−1/ν , while fR is given by
fR(ψ) ≡ kBTc
(
1
2
C1ξ
−2
0 w
γ−1τψ2
+
1
4
C21u
∗ξ−ǫ0 w
γ−2βψ4
)
, (A2)
as a result of the ǫ-expansion. In later numerical
calculations, we use ǫ = 1 and approximate the constant
u∗ to be 2π2/9. Equation (A2) is found to be the
same as Eq. (3.5) of Ref. 42 with the aid of the scaling
law (ǫ− 2η) ν = γ − 2β. Here, because the critical
composition is assumed far from the surface, µ∞ in
Ref. 42 vanishes.
The free-energy functional after the replacement above
is the one renormalized up to the local correlation length
without rescaling, as in the exact renormalization group
theory [41]. Thus, we can apply the mean-field theory to
calculate ξ at each locus, which leads to
w = τ + C2w
1−2βψ2 , (A3)
where we use C2 ≡ 3u∗C1ξ2−ǫ0 . These equations can
be found in Ref. 42; see Eqs. (3.9) and (3.11) and the
statement below its Eq. (3.16) in this reference. Defining
U ≡ w/τ and
s ≡ C2U1−2βτ−2βψ2 , (A4)
we rewrite Eq. (A3) as U = 1 + s. Here, s is defined
unlike in the text. Equation (A2) is rewritten as
fR(ψ) =
kBTcC1τ
2β+γ
2C2ξ20
U2β+γ−2
(
s+
s2
6
)
. (A5)
When only values of s much smaller than unity are sig-
nificant, we can neglect s2/6 above to use C(ψ)ψ2/(2ξ2∞)
as fR(ψ) approximately. Then, regarding C and ξ∞ as
M and ξc, respectively, we find that the Gaussian model
is valid.
By using the free-energy functional introduced above,
let us consider the range of ξc validating the Gaussian
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model. To do so, limiting our discussion to cases of
ξc ≪ r0, we can assume the mixture to occupy the semi-
infinite space bounded by a flat surface. Here, we take the
z-axis so that the mixture lies in z > 0. The order param-
eter is not rescaled in the renormalized local functional
theory, and thus fs remains unchanged in the renormal-
ization process. As discussed in Sect. IIB of Ref. 42,
the order-parameter profile at equilibrium is obtained by
minimizing the free-energy functional because it is renor-
malized up to the local correlation length. Writing ψ¯(z)
for the profile, we obtain
C(ψ¯(z))
∣∣∣∣dψ¯(z)dz
∣∣∣∣
2
= 2fR(ψ¯(z)) (A6)
for z > 0, and
C(ψ¯(z))
dψ¯(z)
dz
= −h (A7)
as z → 0+. In the limit of z →∞, ψ¯(z) vanishes. Let us
write s¯(z) for the variable s determined by this profile
ψ¯(z), and s¯(0+) for s¯(z) in the limit of z → 0+. We
can derive the differential equation with respect to s¯(z)
from Eqs. (A4)–(A6), and derive the algebraic equation
with respect to s¯(0+) from Eqs. (A5)–(A7). The former
shows that s¯(z) decreases monotonically to zero as z
increases from zero to infinity [33]. Using the material
constants mentioned in Sect. V and ξ0 = 0.23 nm for the
mixture [34], we numerically solve the latter to obtain
Fig. 4(a). We find that s¯(0+) is much smaller than
unity when τ is larger than about 2 × 10−3. Then, we
have s¯(z) ≪ 1 for any z > 0 and the Gaussian model
is valid. Calculating the correlation length immediately
near the surface ξ(0+) from s¯(0+), we plot the results
in Fig. 4(b), where ξ∞ is also plotted for comparison.
These lengths turn out to agree only when the Gaussian
model is valid, and then ξ∞ (or ξc) is smaller than about
10 nm. As τ is smaller, ξ(0+) reaches a plateau. This
is because the surface field prevents the mixture near
the surface from approaching the critical point. The
Gaussian model cannot describe the separation of ξ(0+)
and ξ∞.
Below, we briefly show that the procedure mentioned
above properly yields the well-known universal profile
near the flat surface. Details can be found in Ref. 33,
where the undulation amplitude of a fluid membrane is
studied. When τ decreases beyond the regime of the
Gaussian model, s¯(0+) is much larger than unity. Then,
we have s¯(z) ≫ 1 up to a positive z. In this spatial re-
gion, Eqs. (A4)–(A6) lead to ψ¯′ ≈ − (s¯τ)β+ν / (√6C2ξ0)
when h is positive. Noting (s¯τ)
β ≈ √C2ψ¯, we find
ψ¯(z) ≈ 1√
C2
[ √
6βξ0
ν (z + l0)
]β/ν
, (A8)
where l0 ≈
√
6βξ(0+)/ν is found with the aid of Eq. (A7).
We find that s¯(z)≫ 1 is valid for z ≪ ξ∞. For z ≫ ξ∞,
s(
0
+
)
τ
τ
b
a
ξ
(0
+
),
 ξ
  
  
[n
m
]
0
0
FIG. 4: (a) We calculate s¯(0+), i.e., limz→0+ s¯(z), from
Eqs. (A4) and (A7). (b) Circles represent ξ(0+), while the
solid curve represents ξ∞.
the profile is shown to exhibit the same exponential decay
as shown in the Gaussian model. This is well known,
as well as the profile of Eq. (A8) [44–46]. When τ is
sufficiently small, we have the region of l0 ≪ z ≪ ξ∞,
where Eq. (A8) can be regarded as
ψ¯(z) ∝
(
ξ0
z
)β/ν
= τβ
(
z
ξ∞
)−β/ν
, (A9)
which is consistent with the universal form [23, 45–47].
Equation (A8) is the same as Eq. (2.15) of Ref. 42 in the
case of τ = 0 and ψ¯(∞) = 0 because of the statement
below Eq. (3.15) in this reference. In this case, the
region of the exponential decay vanishes, and the critical
adsorption occurs.
Assuming fs(ϕ) to be a linear function with a finite
surface field, we can derive the universal form of the
order-parameter profile, Eq. (A9), in terms of the renor-
malized local functional theory, where the rescaling is
not performed unlike in the conventional renormalization
group theory. Here, we neglect the surface enhancement,
i.e., the negative of the coefficient of the second-order
term in fs. This should amount to assuming its bare
value to be positive in the conventional renormalization
group theory, where the surface enhancement is mea-
sured from the value at the special transition occurring
at h = 0 (see Ref. 23 and Eq. (3.95) of Ref. 21). We think
that nonzero surface enhancement should not remark-
ably change the result in the present study, where the
preferential attraction is assumed to be sufficiently weak.
Appendix B: Naive average based on Eq. (5)
Here, we calculate the mean square displacement by
regarding the mixture as a heat and particle bath. This
procedure is improper, but is shown for comparison with
the procedure described in the text. The following calcu-
lation is parallel with the one in the Appendix of Ref. 24.
11
We define Ωb as the first term of Eq. (5) with f replaced
by f − µ(0)ϕ, and define Ωs as the second term. Their
sum is denoted by Ω, which is the free-energy functional
for the open system mentioned in the second paragraph
of Appendix A. Suppose that ϕ and ζ deviate from ϕ(0)
and zero, respectively. Below, the resultant deviations
of Ωb, Ωs, and Ω, denoted by δΩb, δΩs, and δΩ, respec-
tively, are calculated up to the second order with respect
to ϕ1 ≡ ϕ−ϕ(0) and ζ. We add the subscript ζ to Ce and
∂C to indicate their dependences on ζ. We find δΩs[ϕ1, ζ]
to be given by∫
∂Cζ
dS fs(ϕ)−
∫
∂C0
dS fs(ϕ
(0))
= −hζ
2
2
∫
∂C0
dS
∂2
∂z2
ϕ(0) − h
∫
∂Cζ
dS ϕ1 (B1)
with the aid of Eq. (30). Similarly, writing Φ(0) for ϕ(0)−
ϕ∞, we find δΩb[ϕ1, ζ] to be given by∫
Ce
ζ
dr
(
aΦ(0) +M∇ϕ(0) · ∇
)
ϕ1
−ζ
2
4
∫
∂C0
dS cos θ
∂
∂z
(
aΦ(0)
2
+M
∣∣∣∇ϕ(0)∣∣∣2)
+
1
2
∫
Ce
0
dr
(
aϕ21 +M |∇ϕ1|2
)
, (B2)
which can be rewritten with the aid of Eqs. (29) and (30).
The sum of Eqs. (B1) and (B2) gives δΩ[ϕ1, ζ], which is
rewritten as
1
2
∫
∂C0
dS
[
ζ2hϕ(0)
′′
cos2 θ − 2ζMϕ(0)′′ϕ1 cos θ
−Mn · (ϕ1∇ϕ1)] + 1
2
∫
Ce
0
dr
(
aϕ21 −Mϕ1∆ϕ1
)
(B3)
with the aid of Eq. (30). Here, we also note that the
surface integral of (1− 3 cos2 θ) over ∂C0 vanishes.
In this procedure, the probability density of ϕ1 and ζ
at equilibrium is proportional to the Boltzmann weight,
exp (−δΩ+/kBT ), where δΩ+ is defined as mω20ζ2/2 +
δΩ. Integrating this density with respect to ϕ1 yields
the probability density of ζ, from which we can find its
variance, i.e., the mean square displacement. Apart from
a multiplication constant, we can obtain the result of this
integration by replacing δΩ+ by the minimum of δΩ+ for
a given ζ in the Boltzmann factor because the probability
density considered here is a Gaussian distribution. We
write ϕ∗1 for ϕ1 minimizing δΩ
+, and thus δΩ, for a given
ζ. The stationary condition of Eq. (B3) with respect to
ϕ1 is found to be given by Eq. (55) with its lhs being put
equal to zero and Eq. (35) if ϕ(1) and ζ(1) are respectively
replaced by ϕ∗1 and ζ. The condition is satisfied by
ϕ∗1(r) = −ζϕ(0)
′
(r) cos θ . (B4)
The time variable t need not be specified in this proce-
dure. Replacing ϕ1 with ϕ
∗
1 in Eq. (B3), we find it to
vanish. This means that the probability density of ζ is
not changed by the ambient mixture, and that the mean
square displacement remains the same as the first equa-
tion of Eq. (1). In this procedure, considering that the
rhs of Eq. (B4) equals ϕ(0) (r − ζ cos θ) − ϕ(0)(r) up to
the order of ζ, the profile of ϕ for a given ζ is obtained
by the translational shift of the profile of Fig. 1(a) and
such a deformed adsorption layer as shown in Fig. 1(b)
cannot be obtained. It is thus reasonable that no addi-
tional force exerted on the particle can be calculated by
this improper procedure. This is in contrast to the corre-
sponding result for a fluctuating fluid membrane. Even
if the ambient mixture is regarded as a simple bath im-
properly, the adsorption layer around the membrane is
deformed and nonzero additional force can be calculated
although the result is different from the one obtained
from the proper calculation with hydrodynamic consid-
eration [24, 33].
Appendix C: Some details in the calculation
Substituting Eq. (40) into Eq. (6) gives
T10 =
1√
2r
∂r
(
r2R10
)
. (C1)
Picking up the terms with the order of ε from the r- and
θ-components of Eq. (9) and substituting Eqs. (19) and
(40) into their Fourier transforms, we obtain
−iωρR10 = −∂rP10 − ϕ(0)∂rQ10 (C2)
and
−iωρrT10√
2
= −P10 − ϕ(0)Q10 . (C3)
These three equations give Eq. (41).
Below, I3/2 and K3/2 represent modified Bessel func-
tions. Using s˜ ≡ s/sc and σ˜ ≡ σ/sc, we define
ΓGc(s, σ) ≡ −wˆ(sc)K3/2(s˜)K3/2(σ˜)σ˜ . (C4)
Here, we use
wˆ(sc) ≡
2e1/sc
[
2sccoshs
−1
c −
(
2s2c + 1
)
sinhs−1c
]
π (1 + sc)κ
,
(C5)
which equals Eq. (4.10) of Ref. 18 if its ζc is replaced by
sc. The kernel used in Eq. (57) is defined as
ΓG(s, σ) ≡
{
ΓGc(s, σ) +K3/2(s˜)I3/2(σ˜)σ˜ if σ < s
ΓGc(s, σ) + I3/2(s˜)K3/2(σ˜)σ˜ if s ≤ σ ,
(C6)
which is the same as Eq. (4.11) of Ref. 18. In deriving
Eq. (57), we utilize the identity
K3/2(s)I
′
3/2(s)− I3/2(s)K ′3/2(s) = s−1 , (C7)
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and rewrite I3/2 and K3/2 in terms of the hyperbolic
functions.
Equation (56) remains valid if Q and G are replaced
by their respective outer solutions. Substituting Eq. (59)
into the resultant equation gives
Qout(s) = − 3κ
s2Ξ(s)
d
ds
Ξ(s)2
s2
+O(Λ2) . (C8)
Here, we note that the rhs of Eq. (56) with G(s) replaced
by Ξ(s) vanishes, which is found by substituting Eq. (12)
into Eq. (29) and differentiating the result with respect
to r. Taking the limit of s → 1+ of the derivative of
Eq. (53) with respect to s, we use Eqs. (20), (21), and
(62) to obtain
R′(1+) = −3− 2Λ2
[
− 3
κ
+
∫ ∞
1
ds
Ξ(s)
s
Qout(s)
]
.
(C9)
Substituting Eq. (C8) into Eq. (C9), we obtain Eq. (65)
with the aid of the integration by parts.
Substituting Eq. (20) into Eq. (24) yields
D(sc) =
s3c
(1 + sc)
2
[
E8(sc)
s2c
+
2E9(sc)
sc
+ E10(sc)
]
,
(C10)
where we use
En(sc) ≡ 2
ne2/sc
snc
∫ ∞
2/sc
dτ τ−ne−τ . (C11)
As sc → 0+, we have
En(sc) ∼ 1− n
2
sc +
n(n+ 1)
4
s2c +O(s3c) . (C12)
Equations (C10) and (C12) give the asymptotic relation
D(sc) ∼ sc − 4s2c +O(s3c) as sc → 0 + . (C13)
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