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In this thesis we discuss semiparametric Bayesian empirical likelihood methods for unit
level models in small area estimation. Our methods combine Bayesian analysis and em-
pirical likelihood. In most cases, current methodologies in small area estimation either use
parametric likelihood and priors or are heavily dependent on the assumed linearity of the
estimators of the small area means. In our method, we replace the parametric likelihood
by an empirical likelihood which for a proposed value of the parameters estimates the data
likelihood from a constrained empirical distribution function. No specific parametric form
of the likelihood needs to be specified. The parameters influence the procedure through
the constraints under which the likelihood is estimated. Since no parametric form is spec-
ified, our method can handle both discrete and continuous data in a unified manner. We
focus on the empirical-likelihood-based methods for unit level small area estimation. De-
pending on the size of the actual data available, which may not be much, several models
can be used. We discuss two such models here. The first is the separate unit level model
which treats each area individually. If the number of observations in each area is too low
we use the joint unit level model. We discuss the suitability of the proposed likelihoods
vin Bayesian inference and illustrate their performances in two studies with real data sets.




1.1 Small Area Estimation
.
Small area estimation is a relatively new area of interest in sample survey. Modern
sample survey study started to grow considerably during World War II. After the war,
policy makers started to rely on quantitative data and modern sample survey topics
expanded tremendously. As the range of analysis of survey data expanded, small area
estimation came into the picture. In recent years, the demand for reliable small area
estimates has greatly increased worldwide due to, among other things, their growing use
in formulating policies and programs and the allocation of government funds; regional
planning; small business decisions; and similar applications.
A small area denotes a small subpopulation in the whole population that we are
interested in. This subpopulation can be a small geographic area or a specified group of
subjects such as a particular age-sex-race group of people in a large geographic area. Such
2surveys are very common these days. For example, population surveys defined in terms of
combination of factors such as age, sex, race/ethnicity, and poverty status are often used
to provide estimates at finer levels of geographic detail. The estimates are often needed
for areas such as states, provinces, counties or school districts, etc.
To be precise, the term “small area estimation” tackles any subpopulation for which
direct estimates of adequate precision cannot be produced. Information of the above
mentioned areas of interest is, on its own, not sufficient to provide a valid estimate for one
or several desired variables. Small area estimation is mainly used when the subpopulation
of interest is included in the large survey in some or all areas.
Early reviews of small area estimation focused on demographic methods for population
estimation. Earliest examples of demographic methods include vital rates method (Bogue,
1950) which used birth rate and death rate to estimate local population level with the
assumption that local crude birth rate in year t over “current year” is equal to that of large
area. Most of these methods can be identified as special cases of multiple linear regression.
Moving forward, Purcell and Linacre (1976) used synthetic estimator where one assumes
that small area shares the same characteristics as large area. It is later improved by
combined synthetic-regression method (Nichol, 1977). Composite estimates of Schaible
(1978) is a weighted average of synthetic estimates and direct multiple linear regression
estimates. It is a natural way to balance the potential bias of a synthetic estimator and
the instability of direct estimator. As these models make the assumption that small areas
have the same characteristics as large area, they use the same unbiased estimate which is
used for large area. These estimators are generally design based, therefore an inevitable
problem is design bias which will not decrease as the overall sample size increases. Current
3methodologies in Bayesian small area estimation include random area specific effects. In
one case, there are auxiliary variables that are specific to small areas. As in generalized
linear models, there are parameters attached to these auxiliary variables and random
effects which in most cases follow the normal distribution. Therefore we can classify
these models as special cases of general mixed linear models involving fixed and random
effects. As we can see, almost all the mentioned models are mostly either parametric or
are heavily dependent on the assumed linearity of the estimators of the small area means.
It is now generally accepted that when indirect estimators are to be used they should
be based on explicit small area models. Such models define the way that the related
data are incorporated in the estimation process. Examples of such models are empirical
best linear unbiased prediction (EBLUP), parametric empirical Bayesian estimators (EB),
and parametric hierarchical Bayesian (HB) estimators. EBLUP is applicable for linear
mixed models, whereas EB and HB are more generally valid. In this thesis, we discuss
an alternative empirical likelihood method based on the Bayesian approach. Our method
is a combination of empirical likelihood and hierarchical Bayesian estimation, which does
not require a parametric likelihood or linearity assumption of the estimators.
1.2 Literature Review: Empirical Likelihood
.
Likelihood function is one of the most important concepts in statistics. Parametric
likelihood such as normal likelihood is widely used in various aspects of statistics. In
recent years, nonparametric likelihood is also gaining more and more attention. Empirical
4likelihood is one of them.
Empirical likelihood was first introduced by Thomas and Grunkemeier (1975) and
later extended in Owen (2001). It is a nonparametric method of inference based on data
driven likelihood function. Empirical likelihood inference does not require specification
of a family of distributions for the data, similar to bootstrap and jackknife. Empirical
likelihood makes an automatic determination of the shape of confidence regions, like
parametric methods. Side information is taken into consideration through constraints or
prior distributions. It is extended to biased sampling and censored data and asymptotic
power properties of empirical likelihood make it a popular inference tool in statistics. The
empirical likelihood method can be used to find estimators, conduct hypothesis testing and
construct confidence intervals/regions for small area parameters. We formally introduce
empirical likelihood below.
Assume the population distribution F is from a class of distribution F . Let X ∈ R be
a random variable with cumulative distribution function F (x) = Pr(X < x), for −∞ <
x < ∞. Let x1, x2, · · · , xn be identical, independently distributed random variables that






1xi≤x, i = 1, 2, · · · , n, (1.1)
for −∞ < x <∞.




(F (xi)− F (xi−)) , i = 1, 2, · · · , n, (1.2)
where F (xi−) = limδ↓0 F (xi − δ) and L(F ) = 0 if F is a continuous distribution.
5Here using the word “likelihood” we mean that L(F ) is the probability of sample
x1, x2, · · · , xn from the distribution F . We estimate F by an F0 maximizing L(F ). There-
fore F0 places positive mass on every sample point x1, x2, · · · , xn and is discrete. Accord-
ing to Owen (2001), the nonparametric likelihood function L(F ) is maximized by the
empirical cumulative distribution function Fn. In particular, Fn ∈ F .
By the above set up, the estimated distribution function F is only identified by the
weights that are placed on the sample points, i.e.
ωi = F (xi)− F (xi−), i = 1, 2, · · · , n. (1.3)
Therefore the likelihood L(F ) becomes




where ω ≡ (ω1, · · · , ωn).
From the property of a distribution function, it follows that ω ∈ 4n−1, the n dimen-
sional simplex. That is,
ω ∈ 4n−1 =
{










ωi1xi≤x, −∞ < x <∞. (1.6)
Owen (2001) showed that without any further information on the distribution F , the
nonparametric likelihood is maximized over 4n−1, when ωi = 1/n for all i = 1, 2, · · · , n.







6However, most of the time, we will have constraint on the distribution F , such as the first
moment and the second moment conditions. If we impose a first moment condition on




































Take the first derivative of ωi, λ and γ, we have
1
ωi








ωixi = 0. (1.11)





1 + γˆ(xi − µ) , (1.12)





Similarly we can combine other population level information, such as second moment
condition. The computational issue and asymptotic property can be found in Chaudhuri,
Handcock and Rendall (2007).
7Using the above nonparametric likelihood we can derive a likelihood ratio test based
on the asymptotic distribution of the ratio. For example, assume H0 : µ = 0, and the


















(1 + γˆ(xi − µ))
.
LetWµ = −2 log(R(F )) = 2
∑n
i=1 log(1+ γˆ(xi−µ)). Owen (2001) has proved thatWµ has
a χ2(1) distribution. So we can have a likelihood ratio test based on this statistic and also,
we can generate a confidence interval for the parameter µ0. This can be easily generated
by the set
{µ|Wµ ≤ cα}, (1.13)
where cα is the critical value corresponding to the significance level α. Using the empirical
likelihood, we can combine the information of the parameters and population distribution.
This may give us better estimators of the parameters. Assume the information of the
parameters and the distribution are represented by
EF{g(x, θ)} = 0, (1.14)
which means
∑n
i=1 ωig(xi, θ) = 0 where g(x, θ) = (g1(x, θ), g2(x, θ), · · · , gr(x, θ))T . Simi-
larly, we can follow the procedure of the one dimensional case illustrated above to approach
the maximal empirical likelihood estimator of the parameter θ. The maximal likelihood
8L(F ) =
∏n











1 + γg(xi, θ)
= 0. (1.16)







will uniquely determine an estimate of parameter θ.
This is called the maximal empirical likelihood estimator (MELE).








1 + γˆg(xi, θˆ)
1x≤xi . (1.17)
In the literature of sampling, x1, x2, · · · , xn are auxiliary variables. We call y1, y2, · · · , yn
response variables. Empirical likelihood will suggest a MELE of some parameters about







1 + γˆg(xi, θˆ)
yi. (1.18)
Qin and Lawless (1994) showed if information about parameter θ or distribution F
is available in the form of functionally independent unbiased estimating function with
dimension larger than dimension of θ, the asymptotic distribution of empirical likelihood
estimates for θ is normal.
91.3 Literature Review: Empirical Likelihood in Bayesian
Approach
Bayesian probability theory is a branch of mathematical probability theory that al-
lows one to model uncertainty about the world and outcomes of interest by combining
common-sense knowledge and observational evidence. In Bayesian probability, parame-
ters are random variables which are assigned distributions. Before observing the data, one
proposes the distribution of the parameter of interest; we call this the prior distribution.
The prior is more influential on the posterior when data set of observation is small or the
prior has high precision. Distribution of parameter is updated as data is observed. This
can be expressed using Bayes’s rule. Suppose we have parameter θ and observed value
y. For simplicity, we consider here the one dimensional case. Standard Bayesian analysis






as the denominator p(y) =
∑
θ p(θ)p(y|θ) in the case of discrete random variable, which
does not depends on θ as the summation is across all possible values of θ. In (1.19),
p(θ | y) is the posterior distribution of the parameter given the data and p(y|θ) is the
likelihood function. In traditional Bayesian inference, one specifies the prior distribution
and a parametric family for p(y|θ). Posterior distribution is then derived according to
equation (1.19). Inference on parameters θ, or prediction of unobserved data y˜, is based on
10
posterior distribution. Depending on the complexity of the problem, posterior distribution
may not have a closed form density function.
One shortcoming of parametric Bayesian inference is that one need to specify a fully
parametric model even when there is not enough knowledge about the data generating
mechanism. The quasi likelihood (Wedderburn, 1974) allows the modelling of data in a
likelihood–type way, but requires the specification of only the first two moments, instead
of a full likelihood function. These are very useful alternatives to traditional likelihood.
In this report, we consider the case which uses empirical likelihood to replace the
traditional parametric likelihood function in Bayesian analysis. Empirical Bayesian like-
lihood derives p(y|θ) using data sample and some constraints as shown in Section 1.2.
With empirical likelihood, one does not need to specify a parametric model fully. The
constraints, for example equation (1.14), define the connection with parameters. Mona-
han and Boos (1992) provided a general criterion to determine the validity of posterior
distribution and properness of likelihood in Bayesian inference. They defined the validity
based on coverage properties of posterior set. A convenient way to test the validity of





If H does not follow uniform distribution for any prior, the likelihood used to get posterior
distribution is not a coverage proper Bayesian likelihood. Lazar (2003) used this method
to justify that empirical likelihood is a proper likelihood that results in a valid posterior
distribution in Bayesian inference. She also showed that, in cases of smooth functions
of means and for functionals defined via a set of estimating equations when there are
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no nuisance parameters, the properties of the posterior quantities that result from this
approach can be interpreted as posterior densities in the same way as those built around
model–based likelihoods. And asymptotically, they coincide with some parametric based
inference.
1.4 Organization of This Thesis
In this thesis, we will look at the application of Bayesian empirical likelihood in small
area estimation. We categorize the small estimation problem into area level and unit
level, with focus on unit level estimation. Two real data analysis on unit level small area




The Area Level Analysis
2.1 Area Level Empirical Bayesian Model
Area level estimation is discussed extensively in Chaudhuri and Ghosh (2011). We
introduce the model here to present the concept of Bayesian inference using empirical
likelihood.
Suppose there are m small areas with observed value y1, · · · , ym, and let x1, · · · , xm
be the auxiliary variables. In standard parametric Bayesian analysis with regular one-
parameter exponential family models (Ghosh and Natarajan, 1999, Jiang and Lahiri,
2006) we assume that:
yi|ηi ind∼ exp
[
φ−1i {ηiyi − ψ(ηi)}+ c(yi, φi)
]
, for i = 1, 2, · · · ,m, (2.1)
θi|βi, A ind∼ N(xTi βi, AIm), (2.2)
where ηi is the canonical parameter, φi is the dispersion parameter, which is assumed
known, β = (β1, · · · , βm)T is the m × n matrix of the regression coefficients. The pa-
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rameters β and A are unknown. In our semiparametric Bayesian empirical likelihood
approach, we specify parametric prior distributions for β and A. Here we assume the
area-specific random effects are independent, identically distributed with zero mean and
equal variance. The first and second Bartlett identities imply that
E(yi|ηi) = ψ′(ηi), (2.3)
V (yi|ηi) = φiψ′′(ηi). (2.4)
From the expression of the variance function of yi, we know that ψ′′(ηi) > 0, and
therefore E(yi|ηi) = ψ′(ηi) is a increasing function of ηi. Hence ηi can be expressed as a
function of the mean of yi. We define a strictly increasing link function
θi = h(ηi) (2.5)
which connects response factor yi and covariates xi, where i = 1, 2, · · · ,m. The link
function is canonical if h is the identity function. Substituting the link function (2.5)
into the mean function (2.3)and variance function (2.4), we have the resulting mean and
variance functions
E(yi|ηi) = ψ′(ηi) = ψ′(h−1(θi)) = k(θi), (2.6)
V (yi|ηi) = φiψ′′(ηi) = φi · ψ′′(h−1(θi)) = V (θi). (2.7)
In what follows of our empirical likelihood function, we use equation (2.6) and (2.7)
as two constraints that connect parameters and likelihood.
Suppose θ = (θ1, · · · , θm)T is a vector of linear function of covariate, and ω =
(ω1, · · · , ωm) is the weights at the points y1, · · · , ym, determining the empirical distri-
14
bution function. So we have ω in the m dimensional simplex, that is,




ωi = 1, ωi ≥ 0 for i = 1, · · · ,m
}
. (2.8)


















For a given θ, since here we have only two constraints but m unknowns, we will get a set










To ensure that the likelihood is well defined, for each θ, there has to be unique ω-s.
Since solution to equation (2.8) and (2.9) is a convex set, it is sufficient to choose a concave
function for f in equation (2.11) in order to get unique weights ωˆ(θ).
Two common choices of f are as follows:
1. The empirical likelihood function:
f(ωi) = log(ωi). (2.12)
2. Exponential tilted likelihood function:
f(ωi) = −ωi log(ωi). (2.13)
In this report, we concentrate on empirical likelihood. The results for exponential
tilted likelihood are usually similar.
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2.2 Prior Distribution
Since each 0 ≤ ωi ≤ 1, any proper prior distribution will give a proper posterior
distribution. It is not clear that improper priors will result in proper posterior distribution,
but asymptotically it is the expected. We consider a hierarchical prior.
2.3 Computational Issues
The constrained maximization problem in (2.8)-(2.11) can be easily solved by standard
methods. Here we follow similar method as in Chaudhuri, Handcock and Rendall (2007),
we consider the two dimentional dual problem. Take the empirical likelihood for example,
we show a step-by-step derivation.



























where φ and λ = (λ1, λ2)T are the vector of Lagrange multipliers. Take the first derivative
of function (2.14) with respect to ωi, φ and (λ1, λ2), we have
1
ωi









ωi = 0, (2.16)
m∑
i=1










Suppose ui = [(yi−k(θi)), (yi−k(θi))2/Vi−1]T , we have solution for empirical likelihood
(i.e. f(ωi) = log(ωi)):
ωˆi ≡ ωˆi(θ, λ) ∝ [1 + λˆTui]−1, (2.19)
where λˆ satisfies
∑m
i=1 ui[1 + λ
Tui]




For exponential tilted empirical likelihood (i.e. f(ωi) = −ωi log(ωi)), similar algebraic
manipulations produce
ω˜i ≡ ω˜i(θ, λ) ∝ exp(−λ˜Tui). (2.20)
The Lagrange multiplier λ˜ now satisfies
∑m
i=1 ui exp(−λTui) = 0, (see equation (10) of




Both λˆ and λ˜ can be obtained by widely available numerical methods. Owen (2001)
and Zhou (2005) discuss fast numerical algorithms to solve the problem. Chen and Wu
(2002) discuss a modified Newton-Raphson algorithm with guaranteed convergence. In
general, no analytical form of the posterior density is available. We need to generate
observations from the posterior distribution using Markov chain Monte Carlo simulation.
2.3.1 Markov Chain Monte Carlo Simulation
A major problem in Bayesian approach is that it often involves integration of high di-
mensional functions to get posterior distribution. Markov chain Monte Carlo simulation
is one of the commonly used methods which simulate direct draws from such complex
distribution of interest. It is so-named because current sample value is randomly gener-
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ated solely based on the most recently sample value through a transition probability. In
statistics, MCMC simulation is used to simulate a Markov chain in the space of param-
eters which converge to a stationary distribution that is the joint posterior distribution.
Metropolis and Ulam (1949) introduced Monte Carlo simulation. It was used by physicists
to compute complex integrals by expressing them as expectations of some distribution.
The expectation is then estimated by drawing samples from the distribution. Suppose we
need to compute ∫ b
a
f(x)dx, (2.21)
and f(x) can be factorize into product of function h(x) and a probability density function






h(x)p(x)dx = Ep[h(x)]. (2.22)
Now we can draw sample x1, x2, · · · , xn from a distribution with density p(x), and then
estimate the integral by ∫ b
a






Equation (2.23) is called Monte Carlo integration. It can be used to approximate posterior
distribution required in our Bayesian analysis. In MCMC, random variable x is simulate
by a Markov process and sample x1, x2, · · · , xn is a Markov chain. Several independent se-
quences of simulation draws are performed. In each Markov Chain, xt, t = 1, 2, · · · , there
is a starting point x0 and a proposal distribution q(xt|xt−1) which defined the probability
of jump from from step t to step t + 1. There are many methods for constructing and
sampling from proposal distributions for arbitrary posterior distribution. In Metropolis
18
algorithm (Metropolis, et al. 1953), it was restricted that q(xt|xt−1) = q(xt−1|xt). We
introduce the Metropolis algorithm here.
Suppose we want to draw samples from a complicated posterior distribution p(x) =
f(x)/K, where the normalizing constant K may not be known and may be very difficult to
compute. Below are the steps to construct posterior distribution from a MCMC simulation
using Metropolis algoritm:
step 1. Start with any initial value x0 satisfying f(x0) > 0.
step 2. Use current xt value, sample a candidate value x∗ from a proposal distribution
q(x∗|xt) which defines the probability of returning a value x∗ given the previous value is
xt. There is a restriction on q(x) that q(xt|xt−1) = q(xt−1|xt).








step 4. If the jump increases the density, i.e. α > 1, accept x∗; otherwise accept x∗
with probability α. If x∗ is accepted, update xt+1 = x∗ and return to step 2; otherwise
update xt+1 = xt and return to step 2.
The constraint q(xt|xt−1) = q(xt−1|xt) in step 2 is later relaxed in generalized Metropolis-






The rest of Metropolis-Hastings algorithm is the same as Metropolis algorithm.
After a sufficient burnt-in period, the chain will approach its stationary distribution,
which is our desired posterior distribution.
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2.3.2 Parallel Tempering
In many cases, the posterior surface turns out to be multimodal. The Metropolis-
Hastings algorithm may become stuck at a local maximum of the target posterior distri-
bution. In this case, the simulation will fail to explore all regions in the parameter space
that have significant probability. One way to overcome this is to use parallel tempering.
Also in our case, since the optimization is constrained, it may be difficult to control the
acceptance rate. Parallel tempering is useful in that as well.
Parallel tempering is also known as replica exchange. It was first introduce by Swend-
sen and Wang (1986) as a method of replica Monte Carlo. In their method, replicas of a
system of interest are simulated at a series of temperatures. Replicas at adjacent temper-
atures undergo a partial exchange of configuration information. A more generalized form
of parallel tempering with complete exchange of configuration information was introduced
by Geyer (1991).
In parallel tempering, we simulate M replicates of the original posterior distribution,
for which a discrete set of progressively flatter versions of the target distribution is created
by introducing a tempering parameter, S. The tempered distribution is generated as
p(θ|y, S) = {p(y|θ)p(θ)}S , 0 < S ≤ 1. (2.26)
We first launch a number M of Metropolis-Hastings iterations with different tempering
parameter Si, i = 1, 2, · · · ,M . At random intervals which contain several iterations, swap









where at step t, chain Si is in state θt,i and chain Si+1 is in state θt,i+1. How to choose
the number of replicates M and the tempering parameters Si, i = 1, 2, · · · ,M is of great
importance to computational efficiency and sample quality. The largest tempering pa-
rameter must be large enough to ensure that no iteration will be trapped in local minima.
Number of replicas must be large enough to make sure that there are swapping occurs
between all adjacent replicas. It has been shown, though it may not be optimal, that a





Unit level estimation is very similar to area level estimation except that information
is available at unit level within each small area. In this section, we expand our semipara-
metric Bayesian empirical likelihood method in unit level small area estimation. Suppose
there is unit specific data yij, j = 1, 2, · · · , ni, i = 1, 2, · · · ,m, where ni is the number of
sampled units in the i-th area consisting Ni units. Similar to area level model, we suppose
unit-specific auxiliary variable xij = (xij1, xij2, · · · , xijp)T , j = 1, 2, · · · , ni, i = 1, 2, · · · ,m
are related to the units level variable of interest , yij, through a nested error linear regres-
sion model, expressed below in the form of a exponential family (Ghosh and Natarajan,
1999):
yij|ηij ind∼ exp[φ−1ij {ηijyij − ψ(ηij)}+ c(yij, φij)], (3.1)
θij
ind∼ N(xTijβ,AIni). (3.2)
As in chapter 2, we have a strictly increasing link function h defined as θij = h(ηij).
In equation (3.1) and (3.2), β = (βi1, · · · , βini)T is the ni × 1 vector of the regression
22
coefficient, ηij is the canonical parameter, and φij is the dispersion parameter, which
is assumed to be known. Also, we assume that the unit level random effects are i.i.d.
N(0, A), for some A > 0. Again, parameters β and A are unknown, and the methods
used to estimate them are similar to those in area level models.
Similar to the derivation in area level models, we have the first and second moments
of yij|θij expressed as a function of θij :
E(yij|θij) = ψ′(ηij) = ψ′(h−1(θij)) = k(θij), (3.3)
and
V (yij|θij) = φijψ′′(ηij) = φijψ′′(h−1(θij)) = V (θij). (3.4)
3.1 Separate Unit Level Model
When data size at each unit is large enough, we model each area separately using area
level model. Define the first and second moments constraints for each of the m small
areas. That is, for all areas denoted by i = 1, 2, · · · ,m, we define the weights vector































The empirical likelihood function f may be taken as before to be
f(ωij) = log(ωij). (3.8)
For exponential tilted likelihood, the corresponding function is
f(ωij) = −ωij log(ωij). (3.9)
3.2 Joint Unit Level Estimation
Since we have two constraints on each area, implementation of the separate unit level
model as above requires at least two observed units in each area. However in the case
of small area estimation, sample size is one of the inevitable limitations. There are cases
where number of observations in the unit is only one or two, for example, the country crop
area sudy (Battese, Harter and Fuller, 1988) data in Section 4. We propose the following
model to overcome the data limitation.
With the same set up as in unit level before, we impose the constrains on the whole





































for some specified function f . For example, equation (3.8) and equation (3.9) are two
choices for function f .
If there are enough observations for each unit level, we can treat each unit indepen-
dently and use model (3.5)-(3.7). The above joint unit level formulation (3.10)-(3.12)
allows some dependency between units in different areas in the likelihood as well.
Theorem 3.1. If all constrains are defined at area level and are of the form
ni∑
j=1
ωijhij(θij, Vij) = 0, (3.13)
for empirical likelihood, joint unit level model is equivalent to separate unit level model.
Here h is a general form of constraint function.
Proof. (⇒) Define pi =
∑ni
j=1 ωij and ωij = pivij. It is clear that
∑m
i=1 pi = 1 and∑m
i=1
∑ni














= 1. Substitute ωij = pivij into (3.13),
ni∑
j=1




vijhij(θij, Vij) = 0. (3.15)
Since there is no constraint on pi, the best empirical estimate is pˆi = 1/ni. The joint




































Now we can see that vij here is equivalent to ωij in the separate unit level model. The
joint unit level model is the same as separate unit level model.



































j=1 ωij = 1. Substitute ωij =
uijqi into equation (3.13), we have
ni∑
j=1




uijhij(θij, Vij) = 0, (3.20)
ni∑
j=1
uijhij(θij, Vij) = 0. (3.21)
Since there is no constraint on qi, the best empirical estimate is qˆi = 1/ni. The separate






uijhij(θij, Vij) = 0
}
. (3.22)



























Now we can see that uij here is equivalent to ωij in the joint unit level model. The separate
unit level model is the same as joint unit level model.
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Chapter 4
Examples and Numerical Studies
In this section we apply our semiparametric Bayesian empirical likelihood method to
two studies.
4.1 Job Satisfaction Survey in US
The first one is a dataset from a job satisfaction survey. We apply separate unit
level model in this study. The data is drawn from a 1981 survey of employees of a large
national corporation. The study was aimed at finding the relationship between level of job
satisfaction and demographic factors such as age, race, sex, and region as well as variables
describing job characteristics. The survey was carefully designed such that the sample of
size 100,000 was representative enough of the population of 1 million employees. 75,000
out of 100,000 copies of the questionnaires sent out were returned. The 25,000 nonresponse
may cause some bias in analysis. In the survey, employees were categorized according to
their job types. We take the data of craft job category as an example. The response
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variable was answers to the question “How satisfied are you with your job”, and the
answer could either be “satisfied” or ”not satisfied”. There were two choices of sex, being
“male” or “female”. Age was grouped into three categories: less than 35, 35 to 44, greater
than 44. For the race factor, there were two categories, white and others which included
black, Hispanic, and other minorities. The region variable included 7 regions: Northeast,
Mid-Atlantic, Southern, Midwest, Northwest, Southwest, and Pacific. In Fowlkes, Freeny
and Landwehr (1988), a model with the simple effect of age and region, along with the
interacting effect of sex by race was claimed to be adequate. Employees were divided into
2×3×2×7 classes according to the above categories. The number of sampled employees
expressing satisfaction with their jobs or the opposite were tabulated for each of their
classes. A summary of the dataset can be found in Table 4.1.
Now suppose Yik denote the number of satisfied employees in the kth category of
the ith region. We have i = 1, 2, · · · , 7 and k = 1, 2, · · · , 12 as mentioned in previous
paragraph. It is easy to see that Yik follows a binomial distribution B(nik, pik), where nik
is the number of people sample in cell (i, k) and pik is the true proportion of the satisfied
employees in that cell. We define
Vik = pik(1− pik). (4.1)





θik = µ+ αa + γs + ηr + (γη)sr + υi, (4.3)
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Table 4.1: Survey Summary
Race: White Other




Male Female Male Female Male Female Male Female Male Female Male Female
Northeast
Satisfied 288 60 224 35 337 70 38 19 32 22 21 15
Not satisfied 117 57 166 19 172 30 33 35 11 20 8 10
Mid-Atlantic
Satisfied 90 19 96 12 124 17 18 13 7 0 9 1
Not satisfied 45 12 42 5 39 2 6 7 2 3 2 1
Southern
Satisfied 226 88 189 44 156 70 45 47 18 13 11 9
Not satisfied 128 57 117 34 73 25 31 35 3 7 2 2
Midwest
Satisfied 285 110 225 53 324 60 40 66 19 25 22 11
Not satisfied 179 93 141 24 140 47 25 56 11 19 2 12
Northwest
Satisfied 270 176 215 80 269 110 36 25 9 11 16 4
Not satisfied 180 151 108 40 136 40 20 16 7 5 3 5
Southwest
Satisfied 252 97 162 47 199 62 69 45 14 8 14 2
Not satisfied 126 61 72 27 93 24 27 36 7 4 5 0
Pacific
Satisfied 119 62 66 20 67 25 45 22 15 10 8 6
Not satisfied 58 33 20 10 21 10 16 15 10 8 6 2
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where αa is the main effect of the ath age group, γs is the main effect of the sth gender,
ηr is the main effect of the rth race and (γη)sr is the main interaction effect of the sth
gender and rth race.
4.1.1 Prior Distribution
First we assume the random effect s0 follows an absolute t distribution, so the proba-
bility density function of s0 is
pi(s0) = t5(s0) + t5(−s0), (4.4)
where t5 denotes the density of the t-distribution with 5 degrees of freedom. In imple-
menting the model, we take the following prior distribution.
υi|s20 ∼ N(0, s20), (4.5)





where XT = (x1, · · · , xm) is the matrix of covariates and 0 is a vector of zeros of size six.
We generate β from the proposed prior distribution. Based on β-s generated and the
observed y values, we run five MCMC chains with different parallel tempering parameters,
namely 1, 2, 4, 8, 16. This is to solve the issue of multimodal issue of coefficient of age
factor. After the five MCMC chains swap with one another, we take the first chain at
temperature 1 to do inference. Each MCMC chain is of size 300,000 with a burn in of




Table 4.2 presents the estimated mean proportion for each unit and the two sided 95%
credible intervals obtained from the above procedure.
Table 4.2: Fitted Values
Race Age Gender Region No. of No. of Sample Proportion Mean Estimate Standard Two Sided 95%
Group Satisfied Unsatisfied of Satisfied of Proportion Error Credible Interval
1 1 1 1 288 177 0.6194 0.6057 0.0109 (0.5879,0.633)
1 1 2 1 60 57 0.5128 0.6636 0.0232 (0.6286,0.712)
1 2 1 1 224 166 0.5744 0.6243 0.0239 (0.5753,0.6685)
1 2 2 1 35 19 0.6481 0.6812 0.0199 (0.6411,0.7184)
1 3 1 1 337 172 0.6621 0.6748 0.0161 (0.6433,0.7037)
1 3 2 1 70 30 0.7 0.7271 0.0198 (0.6872,0.7628)
0 1 1 1 38 33 0.5352 0.6768 0.0335 (0.6155,0.7471)
0 1 2 1 19 35 0.3519 0.5593 0.0308 (0.4996,0.6182)
0 2 1 1 32 11 0.7442 0.6937 0.0356 (0.6305,0.7727)
0 2 2 1 22 20 0.5238 0.5788 0.0321 (0.5194,0.6497)
0 3 1 1 21 8 0.7241 0.7384 0.0315 (0.6803,0.808)
0 3 2 1 15 10 0.6 0.6313 0.0319 (0.5686,0.6954)
1 1 1 2 90 45 0.6667 0.6076 0.0112 (0.5873,0.6332)
1 1 2 2 19 12 0.6129 0.6653 0.0231 (0.6255,0.7096)
1 2 1 2 96 42 0.6957 0.6261 0.0238 (0.5772,0.6695)
1 2 2 2 12 5 0.7059 0.6829 0.0197 (0.6444,0.7218)
1 3 1 2 124 39 0.7607 0.6764 0.016 (0.6453,0.7065)
1 3 2 2 17 2 0.8947 0.7286 0.0196 (0.6871,0.7625)
0 1 1 2 18 6 0.75 0.6785 0.0336 (0.6169,0.7483)
0 1 2 2 13 7 0.65 0.5612 0.031 (0.5025,0.6214)
0 2 1 2 7 2 0.7778 0.6953 0.0357 (0.6325,0.7752)
0 2 2 2 0 3 0 0.5807 0.0322 (0.5222,0.6535)
0 3 1 2 9 2 0.8182 0.7399 0.0315 (0.6809,0.8084)
0 3 2 2 1 1 0.5 0.6331 0.0319 (0.5684,0.6958)
1 1 1 3 226 128 0.6384 0.6071 0.0112 (0.5879,0.6342)
1 1 2 3 88 57 0.6069 0.6648 0.0234 (0.629,0.7125)
1 2 1 3 189 117 0.6176 0.6257 0.0236 (0.5749,0.6676)
1 2 2 3 44 34 0.5641 0.6824 0.0196 (0.6437,0.7207)
1 3 1 3 156 73 0.6812 0.676 0.0157 (0.646,0.7061)
1 3 2 3 70 25 0.7368 0.7282 0.0196 (0.6853,0.7608)
0 1 1 3 45 31 0.5921 0.678 0.0338 (0.6196,0.7515)
Race: White–0, Other–1, Age: Less than 35–1, 35-44–2, Greater than 42–3, Gender: Male–1,Female–2,
Region: Northeast–1, Mid-Atlantic–2, Southern–3, Midwest–4, Northwest–5, Southwest–6, Pacific–7.
Continued on next page
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Table 4.2 – continued from previous page
Race Age Gender Region No. of No. of Sample Proportion Mean Estimate Standard Two Sided 95%
Group Satisfied Unsatisfied of Satisfied of Proportion Error Credible Interval
0 1 2 3 47 35 0.5732 0.5607 0.031 (0.5026,0.6226)
0 2 1 3 18 3 0.8571 0.6949 0.0357 (0.6305,0.7727)
0 2 2 3 13 7 0.65 0.5802 0.0319 (0.5214,0.6509)
0 3 1 3 11 2 0.8462 0.7395 0.0315 (0.6794,0.8061)
0 3 2 3 9 2 0.8182 0.6326 0.0317 (0.5672,0.6938)
1 1 1 4 285 179 0.6142 0.6067 0.0112 (0.5868,0.6322)
1 1 2 4 110 93 0.5419 0.6644 0.0234 (0.6256,0.7092)
1 2 1 4 225 141 0.6148 0.6252 0.0235 (0.5761,0.6688)
1 2 2 4 53 24 0.6883 0.682 0.0196 (0.6435,0.7206)
1 3 1 4 324 140 0.6983 0.6756 0.0158 (0.6459,0.7064)
1 3 2 4 60 47 0.5607 0.7278 0.0198 (0.6877,0.7639)
0 1 1 4 40 25 0.6154 0.6776 0.0338 (0.6159,0.7481)
0 1 2 4 66 56 0.541 0.5603 0.0309 (0.5041,0.6236)
0 2 1 4 19 11 0.6333 0.6945 0.0356 (0.6247,0.7667)
0 2 2 4 25 19 0.5682 0.5797 0.0318 (0.5179,0.6479)
0 3 1 4 22 2 0.9167 0.7392 0.0316 (0.6789,0.8069)
0 3 2 4 11 12 0.4783 0.6322 0.0318 (0.567,0.6944)
1 1 1 5 270 180 0.6 0.6067 0.0112 (0.5861,0.6323)
1 1 2 5 176 151 0.5382 0.6645 0.0232 (0.6234,0.707)
1 2 1 5 215 108 0.6656 0.6253 0.0237 (0.5725,0.6654)
1 2 2 5 80 40 0.6667 0.6821 0.0196 (0.642,0.7194)
1 3 1 5 269 136 0.6642 0.6756 0.0158 (0.6467,0.7068)
1 3 2 5 110 40 0.7333 0.7279 0.0195 (0.6874,0.7627)
0 1 1 5 36 20 0.6429 0.6777 0.0337 (0.6186,0.7507)
0 1 2 5 25 16 0.6098 0.5603 0.0309 (0.4994,0.6185)
0 2 1 5 9 7 0.5625 0.6945 0.0357 (0.6301,0.7718)
0 2 2 5 11 5 0.6875 0.5798 0.032 (0.5214,0.6534)
0 3 1 5 16 3 0.8421 0.7392 0.0314 (0.6799,0.8077)
0 3 2 5 4 5 0.4444 0.6323 0.0318 (0.5704,0.6969)
1 1 1 6 252 126 0.6667 0.6073 0.0113 (0.5874,0.6335)
1 1 2 6 97 61 0.6139 0.6651 0.0233 (0.6259,0.7106)
1 2 1 6 162 72 0.6923 0.6259 0.0236 (0.5782,0.6703)
1 2 2 6 47 27 0.6351 0.6826 0.0196 (0.6419,0.7193)
1 3 1 6 199 93 0.6815 0.6762 0.0159 (0.6477,0.7078)
1 3 2 6 62 24 0.7209 0.7284 0.0196 (0.6864,0.7621)
0 1 1 6 69 24 0.7419 0.6782 0.0338 (0.6183,0.7507)
0 1 2 6 45 36 0.5556 0.561 0.0309 (0.5029,0.6237)
0 2 1 6 14 7 0.6667 0.6951 0.0357 (0.632,0.7741)
0 2 2 6 8 4 0.6667 0.5804 0.0319 (0.5207,0.651)
Race: White–0, Other–1, Age: Less than 35–1, 35-44–2, Greater than 42–3, Gender: Male–1,Female–2,
Region: Northeast–1, Mid-Atlantic–2, Southern–3, Midwest–4, Northwest–5, Southwest–6, Pacific–7.
Continued on next page
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Table 4.2 – continued from previous page
Race Age Gender Region No. of No. of Sample Proportion Mean Estimate Standard Two Sided 95%
Group Satisfied Unsatisfied of Satisfied of Proportion Error Credible Interval
0 3 1 6 14 5 0.7368 0.7397 0.0315 (0.6815,0.8079)
0 3 2 6 2 0 1 0.6329 0.0318 (0.5709,0.6973)
1 1 1 7 119 58 0.6723 0.6075 0.0112 (0.586,0.6316)
1 1 2 7 62 33 0.6526 0.6652 0.0232 (0.6272,0.7097)
1 2 1 7 66 20 0.7674 0.6261 0.0237 (0.5749,0.6683)
1 2 2 7 20 10 0.6667 0.6828 0.0196 (0.6445,0.7218)
1 3 1 7 67 21 0.7614 0.6764 0.016 (0.6462,0.7066)
1 3 2 7 25 10 0.7143 0.7285 0.0197 (0.6883,0.7637)
0 1 1 7 45 16 0.7377 0.6784 0.0337 (0.6171,0.7488)
0 1 2 7 22 15 0.5946 0.5611 0.031 (0.5054,0.626)
0 2 1 7 15 10 0.6 0.6952 0.0356 (0.6317,0.7731)
0 2 2 7 10 8 0.5556 0.5806 0.0321 (0.5209,0.6517)
0 3 1 7 8 6 0.5714 0.7398 0.0315 (0.6796,0.8064)
0 3 2 7 6 2 0.75 0.633 0.032 (0.5677,0.695)
Race: White–0, Other–1, Age: Less than 35–1, 35-44–2, Greater than 42–3, Gender: Male–1,Female–2,
Region: Northeast–1, Mid-Atlantic–2, Southern–3, Midwest–4, Northwest–5, Southwest–6, Pacific–7.
Table 4.3 reports the estimates of model parameters and their corresponding standard
error and 95% confidence intervals.
Now we compare the results for Northwest region from our model with Ghosh and
Natarajan (1999) Hierarchical Bayes model. The results are shown in Table 4.4, where
we can see that our model has compatible proportion estimation with Hierarchical Bayes
model across all categories except for White,<35, F category. This may due to the fact
that we used different prior for β.
4.2 County Crop Area Survey in US
In the second example, we are going to study crop areas under corn and soybeans for 12
counties in north-central Iowa. The data was obtained from the 1978 June environmental
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Table 4.3: Estimation of Parameters for FFL Data
Parameters Mean Standard Error 95% Confidence Interval
β0 0.7553867 0.1584156 (0.4830467 , 1.108567)
β1 -0.3182297 0.1588472 (-0.6541989 , -0.03349775)
β2 0.07490356 0.1207405 (-0.1819227 , 0.3352707)
β3 0.3042745 0.1041192 (0.08892509 , 0.5122194)
β4 -0.5094913 0.1850695 (-0.9178576 , -0.1744732)
β5 0.7552144 0.1852853 (0.4416475 , 1.188176)
s0 0.009470899 0.003455362 (0.003975704 , 0.01628967)
survey of the U.S. Department of Agriculture and land observatory satellite during the
1978 growing season. The primary sampling unit is called “segment” which is around 250
hectares, and a “pixel”, around 0.45 hectares, is the unit for which satellite information
is recorded. Table 4.5 contains the data we extracted from Battese, Harter and Fuller
(2008). The columns under No. of segments and Reported hectares are data from U.S.
Department of Agriculture (USDA) Statistical Reporting Service interviews with farm
operators in twelve counties. We can see that the reported hectares in the second segment
of Hardin country is the same as the first segment. Therefore, all data for the second
segment is deleted from analysis. As we can see from the summary of the data, there is
only one segment sample is available in Cerro Gordo, Hamilton and Humboldt. Therefore,
we implement joint unit level model. LANDSAT satellite data is available under column
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Table 4.4: Comparison of Northwest Region Results with HB Estimates
Sample HB Model EL Model
Category Proportion SD Proportion SD Proportion SD
White, <35, M 0.600 0.023 0.606 0.019 0.607 0.011
White, <35, F 0.538 0.028 0.562 0.024 0.665 0.023
White, 35-44, M 0.666 0.026 0.660 0.021 0.625 0.024
White, 35-44, F 0.667 0.043 0.645 0.029 0.682 0.020
White, >44, M 0.664 0.023 0.679 0.019 0.676 0.016
White, >44, F 0.733 0.036 0.703 0.026 0.728 0.020
Other, <35, M 0.643 0.064 0.658 0.033 0.678 0.034
Other, <35, F 0.610 0.076 0.549 0.038 0.560 0.031
Other, 35-44, M 0.563 0.124 0.685 0.037 0.695 0.036
Other, 35-44, F 0.688 0.116 0.582 0.041 0.580 0.032
Other, >44, M 0.842 0.084 0.748 0.033 0.739 0.031
Other, >44, F 0.444 0.166 0.620 0.041 0.632 0.032
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No. of pixels in sample segments. The last column Mean number of pixels per segment
is the total number of pixels divided by number of segments in that county for each crop.
Battese, Harter, and Fuller (1988) proposed the following random effects model.
yij = θij + ²ij,
θij = β0 + β1x1ij + β2x2ij + vi, i = 1, 2, · · · , T, j = 1, 2, · · · , ni,
where vi follows i.i.d N(0, A2), and it is the area level random effect for the i-th area;
² follows i.i.d N(0, σ2), and it is the random effect for the j-th unit in the i-th area. vi
and ²ij are assumed to be independent for all i and j. Both A and σ are assumed to
be unknown. As the number of observations in three of the 12 counties are too low to
estimate the empirical distribution function for the corresponding counties, we apply our



































Here f is the empirical likelihood function log(ωij).
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Table 4.5: Survey and Satellite Date for Corn and Soybeans
No. of segments Reported hectares No. of pixels in Mean number of
in each sample each sample segments pixels per segment
Country No. of Total No. Corn Soybeans Corn Soybeans Corn Soybeans
Samples of segments
Cerro Gordo 1 545 165.76 8.09 374 55 295.29 189.70
Hamilton 1 566 96.32 106.03 209 218 300.40 196.65
Worth 1 394 76.08 103.60 253 250 289.60 205.28
Humboldt 2 424 185.35 6.47 432 96 290.74 220.22
116.43 63.82 367 178
Franklin 3 564 162.08 43.50 361 137 318.21 188.06
152.04 71.43 288 206
161.75 42.49 369 165
Pocahontas 3 570 92.88 105.26 206 218 257.17 247.13
149.94 76.49 316 221
64.75 174.34 145 338
Winnebago 3 402 127.07 95.67 355 128 291.77 185.37
133.55 76.57 295 147
77.70 93.48 223 204
Wright 3 567 206.39 37.84 459 77 301.26 221.36
108.33 131.12 290 217
118.17 124.44 307 258
Webster 4 687 99.96 144.15 252 303 262.17 247.09
140.43 103.60 293 221
98.95 88.59 206 222
131.04 115.58 302 274
Hancock 5 569 114.12 99.15 313 190 314.28 198.66
100.60 124.56 246 270
127.88 110.88 353 172
116.90 109.14 271 228
87.41 143.66 237 297
Kossuth 5 965 93.48 91.05 221 167 298.65 204.61
121.00 132.33 369 191
109.91 143.14 343 249
122.66 104.13 342 182
104.21 118.57 297 179
Hardin 5 556 88.59 102.59 220 262 352.99 177.05
88.59 22.46 340 87
165.35 69.28 355 160
104.00 99.15 261 221
88.63 143.66 187 345
153.70 94.49 350 190
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4.2.1 Prior Distribution
We use the following prior distribution in our MCMC simulation:
A2 ∼ IG(2.5, 5),
σ2 ∼ IG(2.5, 5),
α ∼ X 25 ,
v|A2, α ∼ DP (α,N(0, σ2)),
β|σ2 ∼ N(βˆ, gA2I),where g = 0.00004.
Here βˆ is the least square estimate for β using the auxiliary information available, IG
denotes inverse gamma distribution, and DP (α,N(0, σ2)) denotes Dirichlet process with
concentration parameter α.
The same MCMC runs are conducted as our first example in the previous section. In
Table 4.6 and Table 4.7, we compare our empirical likelihood model with the Component-
of-Variance Model (Battese, Harter and Fuller 2008). We can see from the two tables
that the prediction for mean hectares per segment is closer to the best predictor for the
corn data than in the case of the soybean data. Standard errors of our EL predictor are
smaller than these of the best predictor for both corn and soybean.
Table 4.8 and Table 4.9 are the empirical likelihood model parameters for Soybean
and Corn data.
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Table 4.6: Comparison of EL with BHF Method for Soybean Data
BHF Best Predictor EL Predictor
County Sample Segments pr s.e. pr s.e. Median
Cerro Gordo 1 77.8 12.0 90.60635 4.529048 90.63617
Hamilton 1 94.8 11.8 93.70256 4.495195 93.72716
Worth 1 86.9 11.5 97.51917 4.220137 97.52266
Humboldt 2 79.7 9.7 103.8958 4.460844 103.8478
Franklin 3 65.2 7.6 89.47204 5.386443 89.64239
Pocahontas 3 113.8 7.7 116.0963 6.760489 115.8578
Winnebago 3 98.5 7.7 88.84637 4.497103 88.88714
Wright 3 122.8 7.8 104.4228 4.31602 104.4068
Webster 4 109.6 6.7 115.9155 6.490499 115.7427
Hancock 5 101.0 6.2 94.49713 4.719992 94.5058
Kossuth 5 119.9 6.1 97.35714 4.199156 97.37071
Hardin 5 74.9 6.6 84.76694 6.246203 84.96578
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Table 4.7: Comparison of EL with BHF Method for Corn Data
BHF Best Predictor EL Predictor
County Sample Segments pr s.e. pr s.e. EL Median
Cerro Gordo 1 122.2 9.6 122.8931 3.684504 122.8646
Hamilton 1 126.3 9.5 123.6719 3.735068 123.6236
Worth 1 106.2 9.3 119.2110 3.661700 119.1744
Humboldt 2 108 8.1 117.8576 3.712351 117.8124
Franklin 3 145 6.5 130.4294 4.16452 130.3264
Pocahontas 3 112.6 6.6 104.4645 5.164081 104.2843
Winnebago 3 112.4 6.6 122.2382 3.640327 122.1582
Wright 3 122.1 6.7 120.9971 3.66875 120.9473
Webster 4 115.8 5.8 106.1103 5.001896 105.9629
Hancock 5 124.3 5.3 127.6704 3.733611 127.6019
Kossuth 5 106.3 5.2 121.8436 3.545581 121.7922
Hardin 5 143.6 5.7 134.1695 4.685615 134.0440
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Table 4.8: Estimation of Parameters for Soybean Data
Parameters Mean Standard Error 95% Confidence Interval
β0 10.97369 0.1316887 (10.72523 , 11.23987)
β1 -0.008169588 0.06094417 (-0.1189348 , 0.1143316)
β2 0.4329845 0.08488849 (0.2688361 , 0.5928836)
A 2.367836 0.9676252 (1.076952 , 4.187561)
σ 20.5847 4.228022 (14.68319 , 26.80347)
α 5.029983 3.196917 (0.2298541 , 11.16196)
Table 4.9: Estimation of Parameters for Corn Data
Parameters Mean Standard Error 95% Confidence Interval
β0 53.74515 0.0911551 (53.56927 , 53.92154)
β1 0.3103235 0.04180656 (0.2202932 , 0.3913152)
β1 -0.1187503 0.0586054 (-0.2375282 , 0.004776684)
A 2.358467 0.9437225 (1.101667 , 4.18918)
σ 15.89441 2.423731 (11.74399 , 20.65555)
α 5.022783 3.165364 (0.324484 , 11.20667)
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Chapter 5
Conclusion and Further Discussion
This thesis proposed a new method that combined empirical likelihood and hierarchical
Bayesian approach in small area estimation problem. We focused on unit level small area
estimation. Two models are proposed, one is separate unit level for cases when there
are sufficient data for all areas; the other is joint unit level model for cases when there
are not enough observations for some of the areas and we need to “borrow” data from
nearby areas. Our constraints in the likelihoods come naturally from the first and second
moment conditions of the data. The likelihood functions used are well justified in many
references. Our simulations results validate the approach as an efficient method in small
area estimation. We expect further research in searching the proper model parameter,
with possible theoretical reference.
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