Financial time series analysis is crucial to a successful assets allocation. Applying a matrix factorization technique can generate genuine grouping knowledge for the allocation of assets according to their association with a number of underlying bases. A constrained nonnegative matrix factorization NSMF is proposed to incorporate three penalties in order to compute a solution which can maximize between-base disjointness and volatility difference. A series of quantitative measures are designed for evaluation of bases and their volatility. Different types of real data are used in the experiments and compared regarding clustering consistency. Experimental analysis of historical prices of US blue chip stocks indicates that NSMF is superior to agglomerative clustering and independent component analysis and NSMF can extract bases with a higher discrepancy of volatility. The non-stochasticity constraint increases the dissimilarity of bases and it governs basis deviation over smoothness and sparseness. The clustering results of bases and persistent pairs, which are gained from NSMF, can consolidate our understanding of financial data properties and they provide meaningful knowledge in the construction of a well risk-balanced and diversified portfolio.
Introduction
Portfolio construction is a challenging problem in making investment decisions. Numerous factors influence asset allocation such as amount of capital, investor's personality and risk tolerance. Leaving aside some investor-specific characteristics, a trivial way of asset allocation is to distribute assets evenly into various groupings/sectors (which are based on industry types). One of the most common classifications breaks the stock market into 11 classic sectors according to the primary activities and the products or services of a company, such as basic materials, technology, health care, utilities, consumer staples and financial. It has been generally agreed that stocks in the same sector may not demonstrate the same varying trends as well as similar behaviors in the market. Though this sector-based distribution of assets is simple enough to operate, this trivial solution will not promise an optimal allocation for maximizing return of investment. There has been a significant amount of research about mining financial data that has arisen from stock markets since the late 1990's [1] . Researchers have been focused on effective and profitable strategies of portfolio construction. Mixing stocks in a clever way can help us exploit certain opportunities and eliminate particular risks. In this paper, we study the clustering of assets and extraction of disjointed groups. Data clustering is the process of partitioning objects into k distinct clusters [43] . The objects in the same cluster should share greater similarity than the ones from other clusters. If we partition assets data into well-separated clusters, then an investor can choose assets out of each cluster and build a diversified portfolio in the sense of underlying trends of assets rather than their industrial types.
Financial data analysis is challenging since it is volatile and unpredictable. Volatility is the conditional standard deviation of a financial time series and it is a measure of price fluctuation. Academics and practitioners have studied the prediction of asset prices and returns and their volatility in order to avoid huge investment losses, albeit we can never discover the true data generating process [2] . The behavior of assets depends on various factors and complex relationships between them. Most option pricing models and techniques are rooted in a model developed by Fischer Black and Myron Scholes in 1973, the Black-Scholes model [5] . Merton used this model to describe the dynamics of the price of a stock [28] . The limitations with the use of this model are caused partially by its presumption of a constant volatility and drift. Generally, historical volatility is derived by determining the average deviation from the average price of a stock over a given time period. Standard deviation is the most common in estimating historical volatility. Many empirical tests have shown that the Black-Scholes price is fairly close to the observed prices. Therefore, along with its simplicity, the Black-Scholes model is still one of the most widely used stochastic processes in financial modeling. In order to capture time-varying characteristics of volatility, the autoregressive conditional heteroskedasticity (ARCH) model was proposed in [14] for modeling time-varying variances.
The study of financial time series has revealed several stylized facts such as kurtosis and heavy tails of distributions, and volatility clustering and asymmetry. In 1940, Mandelbrot observed volatility clustering, explaining it as "large changes tend to be followed by large changes, of either sign, and small changes tend to be followed by small changes." This observation implies that asset returns are not independent across time and the absence of linear autocorrelation shows that their dependence is nonlinear. Bollerslev studied this observation and developed the GARCH (Generalized Autoregressive Conditional Heteroskedasticity) models [6] which take account of time-varying variances. The GARCH(p,q) model computes the current variance forecast as a function of the p past variance forecasts and the q past squared innovations (uncorrelated forecast errors). This model provides accurate forecasts of variances and covariances of asset returns through its ability to model time-varying conditional variances. The success of the GARCH model has inspired a number of variants such as the GJR-GARCH model [18] that captures the asymmetric volatility.
Another direction of research in financial data analysis is the understanding of chaotic financial time series in the reconstruction of asset returns. A linear transformation from a set of observed variables to the source signals is computed to optimize a principle which may be defined for optimal dimension reduction, independence of the sources or other domain-specific criteria. These methods include principle component analysis (PCA), independent component analysis (ICA) and factor analysis. PCA seeks an orthogonal coordinate system and gives projections of the data in the direction of the maximum variance. ICA finds independently non-Gaussian source components. Andrew D. Back [3] applied a joint approximate diagonalization of eigenmatrices algorithm to extract independent components and the mixing matrix. ICA can reconstruct the original structure of time series better than PCA in three-year daily returns of 28 Japanese
