In this work we describe a model for the computation of the scalar and vector potentials associated with known electric and magnetic fields, as well as for the inverse problem. The formulation is general, but the applications motivating our study are related to the requirements for advanced modeling of charged particle dynamics in plasma-driven electromagnetic environments. The dependence of the electromagnetic field and its potentials in space and time is assumed to be separable, where the spatial part is connected to established solutions of the static problem, and the temporal part is derived from a phenomenological description based on time-series of measurements. We benchmark our model in the simple problem of a finite current-carrying conductor, for which an analytical solution is feasible, and then present numerical results from simulations of a magnetospheric disturbance in geospace.
INTRODUCTION
In problems involving electric and/or magnetic fields, there are basically two options regarding the mathematical modeling of the fields in equations of a physical system. The first option, which is more straightforward, is to use the actual vector fields, i.e., the electric and magnetic field (typically denoted as E and B). The second option is to formulate the problem in terms of the scalar and vector potential of the electromagnetic field (usually denoted as Φ and A respectively). The problem formulations emerging from these two options are different in principle, but not directly independent; they are connected via the (physical and mathematical) relations of the fields with the potentials. In fact, taking into account these (known) relations properly, it is always possible to derive each one of the two formalisms starting from the other one (more details in [1] ).
An example of how the different formalisms are connected is seen in the problem of charged particle motion in electromagnetic fields. When the problem is solved within Newtonian mechanics, the emerging Lorentz equation involves the electric and magnetic fields along with the particle momentum. On the other hand, when the motions are calculated using analytical mechanics, the Lagrangian and Hamiltonian functions depend on the electric (scalar) and magnetic (vector) potentials. However, the equations of motions derived within the Lagrangian or Hamiltonian formalism are known to be the same as the ones derived from Newton's laws, the only differences being in the number and the order of the differential equations [2] . In the course of derivation of the motion equations based on each formalism, this equivalence is always reflected to the known field-potential relations.
Naturally, the choice of specific formalism to apply depends not only on the nature of the problem, but also on the targets of the specific research study. Here we refer mostly to problems connected to charged particle dynamics, which will be the subject area of this paper. For problems where the focus is on producing kinematic data (position, velocity, energy, . . . ), to be used for orbit tracking or for the computation of connected ensemble-averaged physical quantities (e.g., radiation spectrum, diffusion scaling), one usually selects to use the Newtonian formalism due to its immediacy in solving for the motions. In case one needs to get involved in a deeper study of the particle dynamics, the Hamiltonian formalism is preferred due to the insight it provides on the properties of dynamical systems (phase-space structure, invariant quantities etc.) [2] .
With respect to the modeling of the forces acting on the particles, the choice of formalism described above (and in the spirit analyzed in the second paragraph of this introduction) generally points to the use of the fields in the case of Newtonian formalism and of the potentials in the case of Hamiltonian formalism. However, depending on the force fields involved, there are cases where it is easier (or even necessary) to calculate the potentials instead of the actual fields, independently of the formalism. One of these cases, which is of special interest for this paper, is the modeling of the electric field component generated due to the dynamic variation of the magnetic field flux. The equation of interest here stems from Faraday's law (i.e., the third Maxwell's equation): the sum of the electric field's curl and the magnetic field's variation rate is equal to zero. However, a more straightforward equation for the electric field may be derived in terms of the potentials, according to which the sum of the electric field, the divergence of the scalar potential, and the variation rate of the vector potential is zero [3] .
The straightforward computation of the scalar and vector potentials involves the solution of Poisson differential equations and the calculation of volume integrals with possible singularities (see examples in [1, 3] ). The emerging analytical and numerical difficulties can be overcome in cases where the electric current sources of the problem are far from the regions where the fields and/or potentials should be calculated, e.g., in the problem of computing the vector potential around a current conductor. However, in cases where the distribution of the current sources is dense inside the computational space, e.g., in the problem of charged particle motions in magnetospheric plasmas [4] , the numerical computations involved are problematic and alternative solution methods should be looked for.
In this work, we construct a model for calculating the electric and magnetic field when the scalar and vector potentials are known from theory or observations, and vice versa. The formulation is not restricted to specific problems, but the proposed applications are relevant to charged particle motions under the effect of electromagnetic forces coming from dynamic plasmas. In our model, the dependence of the electric and the magnetic field in space and time is thought of as separable: the spatial part is modeled using known solutions of static electric/magnetic problems, whereas the temporal part comes from a phenomenological approach using time-series of electromagnetic measurements. Our model is benchmarked against a simple problem with analytical solution, and then numerical results of particle orbits during a magnetospheric disturbance in geospace are shown, with the orbits computed and compared for different scenarios regarding the actual forces affecting the particle dynamics.
The structure of this paper is as follows. In Section 2, a short synopsis of the classical theory for the electromagnetic fields and potentials (including gauge functions and transformations) is presented, and in Section 3, the model for the description of the dynamic electromagnetic fields and potentials is analyzed. In Section 4, the known methods for the computation of the potentials from the fields and vice versa (including our proposed method) are presented and benchmarked, and in Section 5 the application to a space plasma physics problem takes place. Finally, in Section 6, the conclusions of this study are discussed and the steps for future work are mentioned.
ELECTROMAGNETIC FIELDS, POTENTIALS AND GAUGES
The classical theory of electromagnetic fields is reflected in Maxwell's equations [1, 3] ∇ · E(r, t) = (r, t) ε 0 (1)
In the above, E and B are the electric and magnetic fields; and J are the electric charge and current volume densities; and ε 0 , μ 0 are the vacuum electric permittivity and magnetic permeability. The fields E and B may be expressed in terms of a scalar (also called electric) potential Φ and a vector (also called magnetic) potential A as follows [1, 3] 
Given E and B, Equations (5) and (6) do not have a unique solution for Φ and A, but there is a degree of arbitrariness in determining the potentials. This is established by a gauge function λ, and it can be easily proved that the fields are invariant under the following gauge transformation [1, 5] 
i.e., that applying the above transformation yields E = E and B = B.
A characteristic example of the usefulness of the gauge transformations is the simplification of the Laplace equation for the vector potential in magnetostatics. The derivation of the Laplace equations starts by substituting Eqs. (5) and (6) to Eqs. (1) and (4), assuming also that all temporal derivatives are zero. The initial result has the following form [3] 
Equation (10) would be simplified if the second term on the right-hand side, which includes a complicated derivative of the unknown potential, was dropped. This may be achieved by choosing a specific gauge level for A, which is known as the Coulomb gauge and is based on the relation ∇ · A = 0 [5] . For some problems, there are important advantages in using an electromagnetic model in which the properties customarily associated with the fields, like, e.g., the stored energy and the energy flow, are assigned instead to the potentials. For example, the reformulation of Poynting's theorem on the basis of the potentials provides an energy flow vector which simplifies the quantitative description of electromagnetic power transfer, because it is closely related to the circuital concept and, unlike the Poynting vector, demonstrates also the fundamental importance of electromagnetic forces [6] . This may be equally applied to problems that include charged particle dynamics, where a deeper study of the associated dynamical system (i.e., beyond a simple kinematic tracking of particle orbits, like, e.g., in [7] ) is required. In such studies, the Hamiltonian formalism is preferred because it provides an insight of the phase-space structure and the system invariants (as demonstrated, e.g., in [7, 8] ). Within this formalism, however, it is more convenient to use the potentials instead of the fields, since these enter directly in the Hamiltonian function as scalar variables [2] .
DESCRIPTION OF THE ELECTROMAGNETIC FIELD
We present in this section a useful model for space and time-dependent electric and magnetic fields and their potentials, which we will use throughout this paper. This model has a practical simplification, which however is suitable for describing accurately many categories of natural and technical systems: the functional dependencies of the fields and their potentials over space and time are considered to be separable. This assumption opens the way for an easier modeling of the electromagnetic field, since the spatial part may be modeled using the solution of the corresponding electro/magneto-static problem (either known, or anyway obtained with less effort than the one needed for solving the full electrodynamic problem), whereas the temporal part may be obtained in terms of phenomenological approaches involving time-series coming from the electric and magnetic data.
In order to fully determine the electric and magnetic fields and potentials in a specific problem, one needs to know at least (i) E and B, (ii) E and A, (iii) B and Φ, or (iv) Φ and A. In each of these four cases, the missing fields and/or potentials may be calculated using the basic equations given in Section 2. More analytically, in (i) A is computed by solving Eq. (6) with known B, and then Φ by solving Eq. (5) with known E and A, in (ii) B is found from Eq. (6) with known A, and Φ by solving Eq. (5) with known E and A, in (iii) A is computed by solving Eq. (6) with known B, and then E from Eq. (5) with known Φ and A, and in (iv) B is found from Eq. (6) with known A, and E from Eq. (5) with known Φ and A. In problems related to the computation of charged particle motions in the presence of electromagnetic forces, which are under focus in our paper, the most frequent scenario occurring is (iii). This is mainly because the magnetic field and the electric potential are, in principle, easier to measure, but also because, in many cases of interest, there are a lot of theoretical models available for these two quantities as compared to E and A (details, e.g., in [9] ). Hence, in the following, and without loss of generality (the formalism for the other cases may be derived likewise), we will present our model formulation on the basis of that specific case.
In the context introduced above, the time-dependence of the fields and potentials is described in a logic similar to that of an "event", i.e., a well-defined set of simultaneous physics processes which are localized in time, starting and ending at specific timestamps t 1 and t 2 respectively. According to this, we have the following expressions for the magnetic field and the scalar potential [10] 
where b 12 and f 12 are normalized profile functions characterizing the variations of B and Φ, with b 12 (t 1 ) = f 12 (t 1 ) = 0 and b 12 (t 2 ) = f 12 (t 2 ) = 1. Equations (11), (12) imply that (i) the values of B, Φ at the start and end time of the event may be computed by given models for the physics process, e.g., from solutions to a static problem with input parameters relevant to the dynamical system at the specific timestamps, and (ii) the physics behind the evolution of B and Φ during the event should be included in the profile functions, which may be computed by fitting against measurements of relevant processes. In case the system dynamics composes of fragments that obey different physics, the ansatz may be generalized to a sum of components described by different profile functions that refer to consecutive events (we analyze this option in the end of this section).
Owing to the separability of the space and time dependencies in Equation (11), the application of Equation (6) for determining A yields a relation of the following form
where ∇ × A(r, t i ) = B(r, t i ) (i = 1, 2), and c A is an arbitrary function which depends only on time, yielded from the partial integration of Eq. (6) over space. Without any loss of generality, we can set c A (t) = 0 in order to simplify our model equations. This option is justified since c A is related to the choice of gauge level where the vector potential is measured and, in this sense, could be placed out of Eq. (13) in terms of a proper transform [5] . Then, by comparing Eqs. (11) and (13), it is seen that A is described by a similar type of equation as the one for B. This comes essentially as a result of the fact that the profile functions do not have a spatial dependence (a choice aiming to the separability of the independent variables); so, in case one applies a gauge transform, and since the magnetic fields pre and post-transform are equal, they should also be described by the same profile function (i.e.,
Inserting Equations (12) and (13) into Equation (5), as described after the beginning of this section, gives a first version of the model equation for the electric field
This relation provides a direct approach for the computation of E with respect to the known quantities Φ and A (as computed using the known values of B). For the sake of conceptual understanding, it may be written in a similar form to the ones for B, Φ, and A, in Eqs. (11) , (12) , and (13), respectively. In this direction, first we calculate the electric field values at the timestamps t i (i = 1, 2) signifying the start and end of the event, where we get the result E(r,
Then, after some algebraic manipulations, Equation (14) becomes
In what has been presented up to now, we have assumed that the system dynamics is dominated by a single event. In cases where a number of electromagnetic processes with different physics are present, the model formulas in Equations (11) and (12) , and, consequently, in Eqs. (13) , (14) , and (15) , can be generalized as sums of consecutive events based on different profile functions. As a first step, the fields and the potentials between two timestamps t i , t i+1 may be modeled with the following formulas
If one considers a number of N consecutive events, each one evolving within the timestamps t i and t i+1 (i = 1, 2, . . . , N), the above formulas may be used in conjunction with Heaviside step functions [11] (denoted here with H) for describing the hierarchy of these events in time. Additionally, in cases where it is necessary, lags of pause between the events may be included by setting the corresponding dynamic profile functions equal to zero. Then, assuming the ability to adhere proper definitions for all the profile functions, the fields and potentials of the total process may be expressed in terms of the unified formula
In Eq. (20), L symbolizes each one of the fields and potentials, i.e., it stands for either B, Φ, A or E. It should be clear that if one manages to have available the time-dependent profile functions and the space-dependent boundary values for two out of the four fields and potentials (as analyzed in the second paragraph of this section), then the problem of fully describing the electromagnetic forcing is solved. The boundary functions are actually snapshots of the dynamic quantities and can be calculated as solutions of properly associated electrostatic and/or magnetostatic problems. In this respect, and in order to simplify each problem when necessary, gauge transformations may be used in order to express the quantities of interest more conveniently. On the other hand, the dynamic profile functions may be either prescribed in terms of empirical models or calculated/computed on the basis of time-series data coming from electromagnetic data (measurements, models etc.). In the next section, we present and analyze different techniques for tackling the two aforementioned issues.
METHODS FOR CALCULATING THE FIELDS AND POTENTIALS
In this section, we refer to various methods for fully determining the fields and potentials in an electromagnetic environment. We focus on the scenario of known magnetic field and scalar potential, in which the derivations of the vector potential and the electric field are required in order to solve the problem. This case is of interest in applications involving the effect of electromagnetic fields on charged particle motions (e.g., geospace plasma during a magnetic storm [4, 9] ). According to the model used for describing the electromagnetic field (cf. Section 3), the problem is decomposed into two parts: (i) modeling of dynamic profile functions, (ii) solution of electrostatic and/or magnetostatic problems.
Calculation of the Dynamic Profiles
The mathematical functions used for the modeling of the dynamic evolution of the electromagnetic fields and potentials might be determined in two ways: (i) empirical formulas or phenomenological models, and (ii) curve fits of electromagnetic time-series data. In all circumstances, these functions will depend on the temporal evolution of the parameters affecting the specific electromagnetic component (i.e., the dependence of these parameters on time); for example, in space plasma studies, the magnetic field depends on parameters such as the geomagnetic index, the storm-time index and the dynamic solar pressure ( [12] and references therein). This aspect should definitely be taken into account, in some way, to the modeling, in order to derive a consistent description of the associated phenomena.
Phenomenological models describe physical processes according to existing empirical knowledge and relations, which are not directly derived from theory (i.e., from first principles) but in a way which is consistent with fundamental theory. In practical applications, such a model for our problem would attempt to define the profiles in terms of smooth (i.e., continuous and differentiable in the variable regions of interest) analytical functions of time, taking into account any restrictions and boundary conditions of the process. As an example, we mention the case where the values of the magnetic field or the scalar potential at two time instants are known; then, one may assume that the evolution of the component in the time lag between these two instants is linear, polynomial, exponential, sinusoidal etc., and define accordingly the profile functions.
In cases where time series of measurements are available, these can be used to produce the necessary profile functions via a fitting procedure (the reader is pointed to [15] ). To present the formalism, we assume that the field/potential component L(r, t), with associated profile functions per event l i,i+1 (t) (cf. previous section), depends on time only implicitly through the M parameters G j (t) (j = 1, 2, . . . , M). In this frame, the quantity L takes the alternative form L(r, t) = L[r, G j (t)], and its full derivative over time may be written as follows [11] 
In order to make Equation (21) more suitable for numerical computations, one performs a discretization.
Having available data, the established procedure is to define the discretization step Δt according to the resolution of the measurements. The discrete formula is the following
and may be seen as a direct consequence of the differentiation chain rule, which says that the total variation is the sum of the variations due to each one of the parameters [11] . By comparing Eqs. (21) and (22), one obtains a realistic estimation of the "global" profile function l(t) for the total simulation interval [t 1 , t 2 ], as the cumulative result of the dynamics induced from the functions per time lag l i,i+1
Notice that the profile function, apart from being computed from measured values of L, could also be calculated on the basis of values provided by a theoretical model; for example, in space plasma applications, a Tsyganenko model for the magnetic field could be employed [13] .
Solving the Static Electric and Magnetic Problems
In principle, electromagnetic problems related to natural phenomena are dynamic, i.e., the fields and potentials depend on time. However, there are cases where that time dependence is weak, like, e.g., when the fields vary slowly within the time frame of the event, or where the description handles the time dependence separately from the spatial field distribution (see the model presented in the previous section). In such cases, one may use the solutions of the associated static problems for the determination of the spatial part of the fields/potentials; in exact, these are the terms L(r, t i ) in Eq. (20) and the previous four equations. These solutions emerge from the equations of electrostatics/magnetostatics, which, in their turn, stem from Maxwell's equations after eliminating all time derivatives [1, 3] . The standard theory towards the calculation of the electromagnetic fields and potentials in static problems has been set in the Coulomb gauge (cf. Section 2, and details in [3] ). In this gauge, combining Equation (10) with the static version of Eq. (4) and taking into account that ∇ · A = 0, one gets to
The solution of the specific partial differential equation for A is written as [1] 
where V S is the volume of the problem space. In the same manner, by combining Equation (9) with the static version of (1), one may derive the differential equation ∇ 2 Φ = −∇ · E, which, analogously to the previous one for A, has the following solution for Φ [1]
Notice that Equations (24) and (25), together with the static versions of Equations (5) and (6), i.e., E = −∇Φ and B = ∇ × A, provide solution to all versions of problems mentioned in Section 3. The technique described above is convenient for many classes of problems relevant to physics and electrical engineering, like, e.g., the determination of the vector potential due to the current flowing in conductors (straight wire, circular loop etc.) around their surrounding space [3] . However, in a variety of physics problems where the charge and/or current sources are scattered inside the volume in which we intend to find the fields/potentials, integrals of the above type are hard to compute due to the poles at the denominator r − r. Technically, one way to handle the numerical problem at r = r would be to remove the corresponding discontinuity by redefining the integrals as follows
In this framework, Equations (24) and (25) may be formulated like A = lim α→0 Θ α (∇ × B) and Φ = lim α→0 Θ α (∇ · E) respectively, and the computation (analytical or numerical) may involve a very small value of α set empirically or determined after convergence check. In applications, an investigation whether α can be connected to parameters of the system physics (in plasmas, e.g., Debye screening distance, collision mean free path, thermal Larmor radius etc. [14] ) would be of special interest. More rigorously, the problem may be solved by moving from the Coulomb gauge to another electromagnetic gauge where the computation of the required potentials is more simple. One such option is the Poincare gauge, which is governed by the relation r · A = 0 [5] . In the following, using primes as in Equations (7) and (8), we denote the potentials in the Coulomb gauge (i.e., before the transformation) as unprimed and the ones in the Poincare gauge (i.e., after the transformation) as primed. The relations of the potentials with the fields in the Poincare gauge are [5] A (r) = −r × which replace Eqs. (24) and (25) respectively in the solution technique described above. Furthermore, based on Equations (7) and (8), the gauge function for the transition between the gauges may be calculated by ∇ 2 λ = ∇A , whereas Φ is equal to Φ since λ does not depend on time.
As an example for the proposed gauge transform, we present the problem of calculating the magnetic field generated by a current-carrying, straight-line wire of finite length. This problem serves as a verification for our method, because there is has an analytic solution for A in the Coulomb gauge, and consequently B is also known. The corresponding formulas are [1, 3] A wc (r) = − μ 0 I wc 2π ln
In the above, I wc is the electric current flowing in the conductor, 2L w is the length of the wire, and we use a cylindrical coordinate system (ρ, φ, z). Notice here that, in the limiting case of infinite length for the wire (L w ρ), one obtains the familiar formula B wc = μ 0 I wc /2πρ for the magnetic field amplitude, which is actually a consequence from Biot-Savart's law [3] . In this example, we use the solutions in Eqs. (29) and (30) for proving that the vector potential in the Poincare gauge yields the same magnetic field with the vector potential in the Coulomb gauge, as given in Equation (30).
The first step is to insert Equation (30) into Equation (27), in order to calculate the vector potential in the Poincare gauge. After some preliminary algebra, we obtain the intermediate result
The integral in Eq. (31) is calculated more easily by changing the integration variable to υ = uρ/L w . By performing a series of manipulations, taking into account that r ×φ = ρẑ − zρ [11] and the integral [15] , one gets to the final result
A comparison of Equations (29) and (32) manifests important differences between the expressions of the vector potential in the two gauges. Apart from the different arguments in the logarithmic functions, A is seen to have also a radial component, in contrast to A which has only an axial component. Nevertheless, by applying the established relation for calculating the magnetic field when the vector potential is known (B = ∇ × A ), one manages to obtain the exact same result as in Equation (30), i.e., B = B. The latter completes our verification sequence. Within a selected description for the dynamic variation of the fields and potentials (details in the previous subsection), the computation of the vector potential opens the way for the determination of the electric field; this is done using either Equation (15) or (19) , depending on the case. For applications (see, e.g., next section), we have developed a simple computer code in Fortran 95 for the numerical computation of the vector potential in the two gauges, given the magnetic field either as an analytic model or as tabulated values. In the Coulomb gauge, the code evaluates Equation (24), using the technique reflected by Equation (26) for a specified value of the small parameter α, whereas in the Poincare gauge the code implements Equation (27). The corresponding integrals are computed using standard numerical integration techniques (e.g., Euler's method, trapezoidal rule, Gaussian quadratures [16] ), for the selection of which the user has an option in the input definition.
As a test for the code, we have computed the magnetic field of the straight-line wire conductor, based on the vector potential both in the Coulomb and in the Poincare gauge, and have compared the results with the analytic formula of Equation (30). Regarding the actual computation of B wc from A wc and A wc , we have patched an additional routine to our code that finds the curl components of an input vector, given its values on a discretized grid. In Figure 1 we visualize the results of the computation under the different methods, by plotting the computed magnetic field as a function of the radial distance from the conductor. For the specific computation, the parameters of the wire conductor had values equal to L w = 5 m and I wc = 1 A, whereas we examined two cases for the parameter α, in which it was equal to 10 −2 and 10 −5 respectively. One can observe the good accuracy of the computation on the basis of the Poincare gauge; on the contrary, in terms of the Coulomb gauge, the accuracy problems and the dependence of the accuracy on the choice of the small parameter α becomes apparent. 
APPLICATION TO THE MODELING OF MAGNETOSPHERIC SUBSTORMS
Here we apply the methods already shown to the description of the effects of electromagnetic disturbances to the plasma populations of the Earth's magnetosphere. We briefly describe an existing particle tracing model for geospace studies and, based on the principles for modeling the dynamic fields (as presented in Section 4), we address the necessary updates in order to include the electric field coming from Faraday induction in the physics description given by sophisticated magnetic field models. Charged particle trajectories during a magnetospheric substorm in geospace are visualized and, for consolidation purposes, compared with orbits computed without the presence of the inductive electric field.
Overview of the Particle Tracing Model
Whenever the solar wind enters into the Earth's magnetosphere, space weather effects like geomagnetic storms and magnetospheric substorms are triggered (excellent reviews are [17, 18] ). Geomagnetic storms occur when the energy transfer from the Sun to geospace intensifies as a result of magnetic reconnection [17] , whereas magnetospheric substorms are connected to the variability in the orientation of the interplanetary magnetic field ( [19] and references therein). Both events evolve as energy loadingdissipation cycles, and bring up a configuration change in the magnetosphere by enhancing its current systems [18, 21] . The associated dynamic processes evolve in a variety of timescales, from days for storms to hours, or even minutes, for substorms. In this respect, among the modeling requirements are the consistent description of the electromagnetic fields and the computation of the solar-driven plasma dynamics under these circumstances.
A modeling option is to follow directly the full particle orbits under the electric and magnetic forces during the phases of the event. In such models, the Lorentz equation of motion is solved, either in its full form or reduced in terms of the guiding-center approximation, and the standard physics included is the magnetic field coming from the Earth's terrestrial magnet plus the fields generated by the magnetospheric currents, and the electric field owed to large-scale plasma convection and corotation with the Earth (e.g., [10, 20] . An important factor, however, is the electric field induced by the time variation of the magnetic field, as it is involved in the strong acceleration of charged particles which is observed during geomagnetic disturbances [19] . In the following, we briefly present the capabilities of the current version of the particle tracing model (for more details the reader is pointed to [10] ).
Regarding the modeling of the magnetic field, the Earth's magnetic field is described by a dipole magnet placed at the planet's center, tilted at an angle θ t = 11.5 • and reversed magnetic poles with respect to the geographic ones. The formula in Geocentric Solar Magnetospheric coordinates is [10] 
R E = 6378 km being the Earth radius and B E = 31000 nT the magnetic field strength on the planet's surface. In the component B ext generated by the electric current systems of the inner magnetosphere, the most important contributions come from the magnetopause, the magnetotail, the Birkeland regions and the ring current [9] . Our model employs the Tsyganenko routines T89, T96 and TS05, which incorporate physics principles to a data-based description stemming from satellite measurements, and provide the magnetic map of the region under study [13] . In T89, a physics-based description of the magnetospheric currents and the corresponding vector potential was introduced; the T96 model improved T89 in the description of the magnetopause geometry and the equatorial tail physics, whereas TS05 upgraded T96 with the inclusion of storm and substorm dynamics. As far as physics parameters are concerned, what is required at input for T89 is the geomagnetic index Kp, and for T96, TS05 the solar wind pressure P dyn , the disturbance storm-time index Dst and the components of the interplanetary magnetic field B imf transverse to the Sun-Earth direction (the reader is referred to the very good review [13] for details).
For the electric field, the sum of the two components is described in terms of a scalar potential Φ cc , for the computation of which a variety of physics models has been developed. The most important are: (i) the Volland-Stern-Maynard-Chen (VSMC) model, based on an empirical dawn-dusk potential distribution with Kp-dependence and magnetopause shielding [22] , (ii) the Boyle-Reiff-Hairston (BRH) model, which describes the convection field with a polar-cap potential function driven by the solar wind and the interplanetary magnetic field [23] , and (iii) the Weimer (WM) model, which is derived from a combination of low-altitude measurements of the convection velocities at high latitude [24] . In our code the VSMC model is employed, because it combines accuracy in the physics description with simplicity in the computer implementation. According to that model, Φ cc is approximated as [22] Φ cc (r) =
with ω E = 2π/24 h −1 the Earth's rotation frequency and 1 = 0.045 kV/m 2 , 2 = 0.0093, 3 = −0.159 constants that have been fitted over magnetic measurements in the inner tail region. In Equation (34), the first term is the convective potential, in which the fraction involving Kp determines the field intensity, and the other term is the potential generating the corotation field. The magnetic field dynamics is formulated with the scope to describe events with an initial growth period, where the field strength increases to high values, followed by a shorter relaxation phase where the field values return to their quiet-time levels [19] . In this context, B dip varies slowly in comparison to the solar activity and its geomagnetic response, so it has been assumed as time-independent. The formulation is along the guidelines of Subsection 4.1: the event sets off at t = t i , grows up to t = t g and relaxes until its end (t = t f ). As B ext depends on the modification of the geomagnetic parameters, introducing the row matrix G = [G j ] for the input parameters required by each Tsyganenko model (e.g., [θ t Kp] for T89), its time derivative is cast in the form of Eq. (21) . We remind that the functions G j (t) may be specified analytically or as tabulated values (i.e., with derivatives computed as finite differences). In principle, the terms ∂B ext /∂G j are not available in analytic form, but are obtained at discrete timestamps by repeated usage of the numerical field model. However, in this fashion, the computing cost increases significantly. In order to simplify the computation, we approximate the
where w k are a set of K fitting coefficients over ground and satellite data, which for our problem have values w 1 = w 2 = 0, w 3 = 10, w 4 = −15 and w 5 = 6 (polynomial approximation up to order K = 5).
For the dynamics of the electric field, we mention first that the slow time-scale of the convection and corotation processes, in comparison to the overall solar-driven plasma dynamics, allows for their consideration as static. As a consequence, and similarly to the Earth's magnetic field, the scalar potential Φ cc has been assumed as time-independent in our model. The time dependence of the electric field lies in the temporal variation of the external magnetic field, which brings upon an additional electric component as described by Faraday's induction law. According to Equation (5) , this component is given by E ext = −∂A ext /∂t, where A ext is the vector potential for B ext . The role of this component in modeling properly the dynamics of the solar-perturbed geomagnetic plasma is currently established to be important. This is explained via the fact that it has short space/time scales, which is effective in accelerating ions to very high energies, as observed during storms and substorms, whereas the convection process forms a distribution of plasma currents of comparatively low energy (see [19] for details).
The dynamic evolution of the vector potential during the event is described via a relation similar to Eq. (13), where, accordingly, the profile function b if and the values A ext (t i ) and A ext (t f ) enter. In conjunction with Equation (14), it stems that the dynamic variation of the electric field is quantified in terms of the derivative of the profile function, whereas the required values of the vector potential may be calculated from the solution of the corresponding static problem. Regarding the latter, it is known that an analytic solution for the vector potential, given arbitrary magnetic field, is in most cases not possible. This is the reason why, in the current model, the option of the induced field is available only when the magnetic field model T89 is used, which involves simplifications in the description of the plasma current sources that allow the analytic calculation of A ext [13] . For including the vector potential calculation in the case of the later models T96 and TS05, which have more complicated formulations (e.g., spherical harmonic expansion, integrals of special functions) with no analytic expression available, we have updated the particle tracing model with the numerical methods presented in Subsection 4.2.
In the framework given above, where (i) the event evolves in phases determined by the values of G at the timestamps t = t i and t = t f , (ii) the Earth's dipole magnetic field and the magnetospheric convection-corotation scalar potential are considered static with respect to the disturbance time scales, (iii) the external magnetic field is described by the normalized profile function b if , and (iv) the Faradayinduced electric field is calculated on the basis of the vector potential generating the external magnetic field, the total magnetic and electric fields are finally expressed as
These formulas may be easily adapted to codes for the computation of the electromagnetic field in geospace or for other relevant applications, like, e.g., test particle codes and wave dispersion codes. The particle tracing method performs precise trajectory calculations of near-Earth plasma electrons and ions during the magnetospheric activity growth and relaxation phases. These computations are performed by solving the Lorentz equation of motion, which fully describes the charged particle orbit under the effect of the associated electric and magnetic fields, including also the gravitational force [14] m
In Eq. (38), g(r) = g E R 2 Er /r 2 is the gravitational acceleration (g E = 9.81 m/s 2 is its value on Earth's surface), and m, q are the particle mass and electric charge. For electrons it is m e = 9.31 · 10 −31 kg and q e = −1.6 · 10 −19 Cb, while for an ion of atomic mass A i and ionization rate s i it is m i = 1837A i m e and q i = s i |q e |. The computation is interrupted in case the particle leaves far from the inner magnetosphere, either by (i) crashing onto Earth (r ≤ R E ), (ii) crossing the magnetopause, or (iii) reaching a tailward distance further than 70R E . There are different stop codes so that each case is distinguished [10] .
In Figure 2 we provide an overview of results from the particle tracing code, which combines the models presented up so far. In the top-left subfigure, the magnetic field map is displayed using the model TS05 for the external magnetic field, whereas in the top-right subfigure the electric equipotential surfaces are shown using the model VSMC for the convection-corotation field. In the bottom-left subfigure we plot the dynamic profile function b if , and finally, in the bottom-right subfigure, we show an ion orbit launched far from the Earth during the disturbance and using the T89 model for B ext . Overview of results from the particle tracing code for the solar-driven magnetosphere of Earth: (a) magnetic field map of the geospace region, (b) equipotential surfaces of the electric field, (c) dynamic profile function for the magnetic field of the disturbance event, (d) electromagnetic field-driven ion orbit during the disturbance.
Numerical Results
As an example for the problem described in the previous subsection, we present indicative numerical results from charged particle orbits during a substorm in the Earth's magnetosphere. The main axis of our presentation is along the comparison of trajectories with the same initial conditions and under the same geomagnetic disturbance parameters, as computed both in the presence as well as in the absence of the Faraday induction electric field. Within these results, we first verify the consistency of our computational method by comparing orbits based on the T89 model, with the vector potential calculated using our numerical algorithm vs the corresponding analytical solution (details for the latter may be found in [13] ). Then, we visualise examples of orbits computed with the models T96 and TS05, focusing on the differences which are owed solely to the inclusion of the induced electric field model. For the first part of our simulations, we consider a substorm event that starts at t i = 0 with a quiet magnetosphere, indexed with Kp(t i ) = 1, and peaks after t g − t i = 25 min by reaching a disturbed state with index Kp(t g ) = 5. The relaxation phase follows immediately and completes after t f − t g = 5 min, during which Kp returns to its initial value, i.e., Kp(t f ) = Kp(t i ). The particle followed is a hydrogen ion and starts its flight at the timestamp t 0 = t i , interacts with the disturbance until t = t f In Figure 3 we present results from the test particle simulations, as computed using T89 for the external magnetic field and the numerical model for its vector potential (the latter applied for the determination of the induced electric field). In the subfigure on the left, we show the projection of the ion trajectory on the x-z plane. We notice that the specific particle changes direction after moving tailwards for some time before the event's peak, then it becomes accelerated and ends up being precipitated in the Earth's atmosphere over the North Geographic Pole. The computation setup here, apart from an example of the implementation of the numerical model for the vector potential, is also suitable for verification of the model. This is because, as mentioned also above, in the specific case there is an analytic solution available (and included in the T89 output). In this respect, we have computed again the same orbit using the analytical model for A ext and compared with the previously plotted computation, and in the subfigure on the right we show the difference of the ion radius as a function of time (i.e., along the trajectory). The comparison yields a sufficient accuracy for the numerical method, with the maximum relative deviation of the two results never exceeding 10 −3 .
The second part of our simulations is focused on the coupling of the induced electric field model to more recent magnetic field models than T89, namely T96 and TS05 in this work. The magnetospheric disturbance considered here is quite similar to the previously studied one, however the choice of physics parameters is now aligned to the Tsyganenko models later than T89. The event sets off at t i = 0, when the magnetosphere is quiet and described by the parameter values P dyn = 1.5 nPa, Dst = −10 nT and B imf = 0.2ŷ + 0.1ẑ nT, and grows maximized after t g − t i = 40 min with the physics parameters reaching their extremum values of P dyn = 5 nPa, Dst = −90 nT and B imf = −2ŷ − 1.5ẑ nT. The relaxation phase of the event follows immediately and completes after t f − t g = 10 min, during which all parameters return to their initial values. The particle traced in this case is an oxygen ion, which starts its motion at t 0 = t i , interacts with the disturbed fields until t = t f and then continues its motion under the effect of the restored fields until t 1 = 180 min.
In Figure 4 we show the x-z projection of an ion trajectory, which has been computed using the T96 model for B ext both in the presence of the induced electric field (subfigure on the left) as well as in its absence (subfigure on the right). The O + ion has the following initial conditions: we notice that the two computations yield a quite different physics picture: when E ext is not taken into account, the ion is moderately accelerated and remains trapped in the inner magnetosphere, whereas, with the inclusion of E ext in the modeling, the ion is strongly energized and exits the inner geospace region through the magnetopause. This contradiction in the results illustrates the advantages of our treatment in the spirit of developing more accurate models for relevant processes. In Figure 5 we visualise the x-y projection of a different ion trajectory, which has been computed using the TS05 model for the external magnetic field, both including the induced electric field model (subfigure on the left) and also excluding this model (subfigure on the right). For this computation, the O + ion was assigned to the following initial conditions: (i) r(t 0 ) = 15R E , (ii) ϕ(t 0 ) = 24 h, (iii) θ(t 0 ) = −10 • , (iv) ψ(t 0 ) = π/2, (v) E k (t 0 ) = 7 keV. A comparison of the two subfigures yields, also in this case, a different outcome in the results. First, when the induced electric field is taken into account, the ion is accelerated intensely during the growth phase of the disturbance and finally gets trapped in the ring current plasma population surrounding Earth. In the second case, where E ext is not taken into account, the ion shows a trend to follow a similar orbit, however its motion is such that it does not incorporate into the ring current until t = t 1 . The deviation of the results is not as large as the one of the scenario shown in Figure 4 ; however, this deviation depends also on the disturbance parameter and the particle initial conditions, including the type of ion (i.e., electric charge and atomic mass), and therefore it could be more intense for another selection of these parameters.
CONCLUSIONS
In this paper, we have analysed a bundle of models for the computation of the scalar and vector potentials associated with known electric and magnetic fields, and vice versa. Our work has been motivated by the current requirements for advanced modeling of charged particle dynamics involved in plasma-related electromagnetic environments. Our formulation is, in principle, general, apart from the hypothesis that the space-time dependence of the electromagnetic field and its potentials is separable. This scenario, which is very often met in space plasmas when studying the solar-driven planetary magnetospheres, allows to link the spatial part to known solutions of static problems and the temporal part to phenomenological modeling based on physics data. A numerical implementation of our model, after being benchmarked against the simple problem of a finite current-carrying conductor (i.e., with an analytic solution), was applied to the simulation of typical magnetospheric disturbances in geospace.
Apart from a flexible numerical method for the computation of the scalar and vector potentials in problems where the corresponding solutions in the Coulomb gauge are inconvenient, the present work may serve as an option for the modeling of the Faraday induction electric field in problems where it is required. As future work, we intend to use our model, in conjunction with sophisticated models of the planetary magnetospheres, for the improvement of the accuracy in the modeling of electromagnetic disturbances and the assessment of the associated effects.
