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Spike trains
Spike activity results from neurons dynamics under stimulation.
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
Introduction Mathematical setting Handling data Conclusion
Spike trains
Local dynamics
Network interactions
Stimulus
⇒ specific spatio-temporal correlations
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
Introduction Mathematical setting Handling data Conclusion
Spike trains
Local dynamics
Network interactions
Stimulus
⇒ specific spatio-temporal correlations
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
Introduction Mathematical setting Handling data Conclusion
Spike trains
Local dynamics
Network interactions
Stimulus
⇐ specific spatio-temporal correlations
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
Introduction Mathematical setting Handling data Conclusion
A challenge: ”Reading” ”the” neural ”code”
Fundamental challenge: Understanding how the nervous
system ”encodes”/”decodes” ”information”
Experimental challenge: Elaborate better and better
techniques to record neuronal activity
Mathematical challenge: Improve existing mathematical
tools / Elaborate new ones
Technological challenge: New techniques in
Improving vision for visually impaired people (retinal
prostheses, tools for reading, ...)
Computer vision
....
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
Introduction Mathematical setting Handling data Conclusion
A challenge: ”Reading” ”the” neural ”code”
Fundamental challenge: Understanding how the nervous
system ”encodes”/”decodes” ”information”
Experimental challenge: Elaborate better and better
techniques to record neuronal activity
Mathematical challenge: Improve existing mathematical
tools / Elaborate new ones
Technological challenge: New techniques in
Improving vision for visually impaired people (retinal
prostheses, tools for reading, ...)
Computer vision
....
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
Introduction Mathematical setting Handling data Conclusion
A challenge: ”Reading” ”the” neural ”code”
Fundamental challenge: Understanding how the nervous
system ”encodes”/”decodes” ”information”
Experimental challenge: Elaborate better and better
techniques to record neuronal activity
Mathematical challenge: Improve existing mathematical
tools / Elaborate new ones
Technological challenge: New techniques in
Improving vision for visually impaired people (retinal
prostheses, tools for reading, ...)
Computer vision
....
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
Introduction Mathematical setting Handling data Conclusion
A challenge: ”Reading” ”the” neural ”code”
Fundamental challenge: Understanding how the nervous
system ”encodes”/”decodes” ”information”
Experimental challenge: Elaborate better and better
techniques to record neuronal activity
Mathematical challenge: Improve existing mathematical
tools / Elaborate new ones
Technological challenge: New techniques in
Improving vision for visually impaired people (retinal
prostheses, tools for reading, ...)
Computer vision
....
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
Introduction Mathematical setting Handling data Conclusion
A challenge: ”Reading” ”the” neural ”code”
Fundamental challenge: Understanding how the nervous
system ”encodes”/”decodes” ”information”
Experimental challenge: Elaborate better and better
techniques to record neuronal activity
Mathematical challenge: Improve existing mathematical
tools / Elaborate new ones
Technological challenge: New techniques in
Improving vision for visually impaired people (retinal
prostheses, tools for reading, ...)
Computer vision
....
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
Introduction Mathematical setting Handling data Conclusion
A challenge: ”Reading” ”the” neural ”code”
Fundamental challenge: Understanding how the nervous
system ”encodes”/”decodes” ”information”
Experimental challenge: Elaborate better and better
techniques to record neuronal activity
Mathematical challenge: Improve existing mathematical
tools / Elaborate new ones
Technological challenge: New techniques in
Improving vision for visually impaired people (retinal
prostheses, tools for reading, ...)
Computer vision
....
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
Introduction Mathematical setting Handling data Conclusion
A challenge: ”Reading” ”the” neural ”code”
Fundamental challenge: Understanding how the nervous
system ”encodes”/”decodes” ”information”
Experimental challenge: Elaborate better and better
techniques to record neuronal activity
Mathematical challenge: Improve existing mathematical
tools / Elaborate new ones
Technological challenge: New techniques in
Improving vision for visually impaired people (retinal
prostheses, tools for reading, ...)
Computer vision
....
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
Introduction Mathematical setting Handling data Conclusion
Mathematical setting
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This spike train has been
generated by an hidden
dynamics / stochastic process.
Can we infer this process from
the spike train’s analysis ?
This spike train has been
generated by an hidden
dynamics / stochastic process.
Can we infer this process from
the spike train’s analysis ?
What do we learn about:
the stimulus;
the underlying network;
the response of that network
to a stimulus.
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Models considering successive times as independent
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depends on the network history (transition probabilities).
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Handling temporality and memory
Probability of characteristic spatio-temporal patterns
Given a set of hypotheses on transition probabilities there exists a
mathematical framework to solve the problem.
Handling temporality and memory
Estimate:
Pn
[
ω(n)
∣∣ωn−1n−D ]
where D can be
Finite and constant (Markov chain).
Finite and variable (Variable lentgth Markov chain).
Infinite (Chain with complete connection).
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Estimating a probability in the spatio-temporal domain
1 Conjecture the form of the transition probability as a function
of network parameters and stimulus (Poisson, Hawkes, GLM).
2 Extract the form of the transition probability from
spatio-temporal correlations (Maximum entropy).
3 Compute its form in simplified neural network models and
extrapolate.
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Example 1: The Generalized-Linear Model (GLM)
Paradigms of rates and receptive fields.
Figure: Generalized Linear Models.
Example 2: Maximum Entropy models
Assume data is stationary.
Choose a set of characteristic spike events.
Compute their empirical mean.
πl : emp. prob. of spike event l .
Find a probability distribution µ which reproduces the
empirical averages:
µ [ Spike event l ] = πl (C )
without any further assumption.
⇔
Maximize the entropy under constraints C .
In good cases this probability exists and is unique. It is called
a Gibbs distribution.
Example 2: Maximum Entropy models
H =
∑
l
hlml
Most authors consider spatial events (no memory) because it fits
with the usual definition of Gibbs distributions e
βH
Z .
Extension to spatio-temporal events (memory) can be achieved to
the price of a bit more mathematical complexity
(Vasquez et al, 2012; Nasser-Cessac, 2014)
Gibbs distribution extends to (i) non stationarity; (ii) infinite
memory.
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Example 3: An Integrate and Fire neural network model
with chemical and electric synapses
R.Cofré,B. Cessac: ”Dynamics and spike trains statistics in conductance-based Integrate-and-Fire neural networks
with chemical and electric synapses”, Chaos, Solitons and Fractals, 2013.
(Inspired from Rudolph, Destexhe, 2006).
Example 3: An Integrate and Fire neural network model
with chemical and electric synapses
Sub-threshold dynamics:
Ck
dVk
dt
= −gL,k(Vk − EL)
−
∑
j
gkj(t, ω)(Vk − Ej)
−
∑
j
ḡkj (Vk − Vj)
+i
(ext)
k (t) + σBξk(t)
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Example 3: An Integrate and Fire neural network model
with chemical and electric synapses
Spike generation process
In this example, the hidden process is non Markovian: it has
an infinite memory , although it can be well approximated by a
Markov process.
Without gap-junctions the transition probabilities can be
approximated. The form is similar to GLM ⇒ conditional
independence, interpretation of parameters, sigmoidal transfer
function.
With gap-junctions the conditional independence breaks
down. The explicit form of the transition probabilities has
(not yet) been computed.
The statistics of spike is described by a Gibbs distribution
(even in the non stationary case). In the stationary case, it
obeys a Maximum Entropy Principle.
Example 3: An Integrate and Fire neural network model
with chemical and electric synapses
Spike generation process
In this example, the hidden process is non Markovian: it has
an infinite memory , although it can be well approximated by a
Markov process.
Without gap-junctions the transition probabilities can be
approximated. The form is similar to GLM ⇒ conditional
independence, interpretation of parameters, sigmoidal transfer
function.
With gap-junctions the conditional independence breaks
down. The explicit form of the transition probabilities has
(not yet) been computed.
The statistics of spike is described by a Gibbs distribution
(even in the non stationary case). In the stationary case, it
obeys a Maximum Entropy Principle.
Example 3: An Integrate and Fire neural network model
with chemical and electric synapses
Spike generation process
In this example, the hidden process is non Markovian: it has
an infinite memory , although it can be well approximated by a
Markov process.
Without gap-junctions the transition probabilities can be
approximated. The form is similar to GLM ⇒ conditional
independence, interpretation of parameters, sigmoidal transfer
function.
With gap-junctions the conditional independence breaks
down. The explicit form of the transition probabilities has
(not yet) been computed.
The statistics of spike is described by a Gibbs distribution
(even in the non stationary case). In the stationary case, it
obeys a Maximum Entropy Principle.
Example 3: An Integrate and Fire neural network model
with chemical and electric synapses
Spike generation process
In this example, the hidden process is non Markovian: it has
an infinite memory , although it can be well approximated by a
Markov process.
Without gap-junctions the transition probabilities can be
approximated. The form is similar to GLM ⇒ conditional
independence, interpretation of parameters, sigmoidal transfer
function.
With gap-junctions the conditional independence breaks
down. The explicit form of the transition probabilities has
(not yet) been computed.
The statistics of spike is described by a Gibbs distribution
(even in the non stationary case). In the stationary case, it
obeys a Maximum Entropy Principle.
Link between these approaches
B. Cessac and R. Cofr, Spike train statistics and Gibbs distributions, J. Physiol. Paris, Volume 107, Issue 5, Pages
360-368 (November 2013). Special issue: Neural Coding and Natural Image Statistics.
Maximum entropy potentials with spatio-temporal
constraints are generic
Given a set of transition probabilities P
[
ω(D)
∣∣∣ωD−10 ] > 0 there
is a unique, up to a constant, equivalent MaxEnt potential, written
as a linear combination of constraints (average of spike events)
with a minimal number of terms. This potential can be explicitly
(and algorithmically) computed.
Rodrigo Cofré, Bruno Cessac, ”Exact computation of the maximum-entropy potential of spiking neural-network models”,Phys.
Rev. E 89, 052117 (2014).
Combinatorial Explosion of constraints
Combinatorial Explosion of constraints
A GLM like or a neuronal network model has typically O(N2)
parameters where N is the number of neurons.
The equivalent MaxEnt potential has generically
2N(D+1) − 2ND parameters, non linear and redundant
functions of the GLM parameters.
⇒
Intractable determination of parameters;
Stimulus dependent parameters;
Overfitting.
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Response to stimuli
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B. Cessac, R. Cofré, Linear Response of Gibbs measures from Spiking Neuronal Network Models, in preparation
GIF model without stimulus ⇒stationary Gibbs distribution.
time-dependent stimulus S(t) ⇒non stationary Gibbs distribution.
How is the average of an observable f (ω, t) affected by the stimulus ?
If S is weak enough: δµ [ f (t) ] = [κf ∗ S ] ( t ) , (linear response).
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H(1)k (r , .)
σk(r − 1, .)
Γk(0, r − 1, .)
]
Introduction Mathematical setting Handling data Conclusion
Response to stimuli
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
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History dependence.
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B. Cessac, R. Cofré, Linear Response of Gibbs measures from Spiking Neuronal Network Models, in preparation
GIF model without stimulus ⇒stationary Gibbs distribution.
time-dependent stimulus S(t) ⇒non stationary Gibbs distribution.
How is the average of an observable f (ω, t) affected by the stimulus ?
If S is weak enough: δµ [ f (t) ] = [κf ∗ S ] ( t ) , (linear response).
κk,f ( t − t1 ) =
1
Ck
[ t−t1 ]∑
r=−∞
C sp
[
f (t − t1, .),
H(1)k (r , .)
σk(r − 1, .)
Γk(0, r − 1, .)
]
History dependence, observable
Introduction Mathematical setting Handling data Conclusion
Response to stimuli
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
B. Cessac, R. Cofré, Linear Response of Gibbs measures from Spiking Neuronal Network Models, in preparation
GIF model without stimulus ⇒stationary Gibbs distribution.
time-dependent stimulus S(t) ⇒non stationary Gibbs distribution.
How is the average of an observable f (ω, t) affected by the stimulus ?
If S is weak enough: δµ [ f (t) ] = [κf ∗ S ] ( t ) , (linear response).
κk,f ( t − t1 ) =
1
Ck
[ t−t1 ]∑
r=−∞
C sp
[
f (t − t1, .),
H(1)k (r ,.)
σk (r−1,.) Γk(0, r − 1, .)
]
History dependence, observable, network dynamics
Introduction Mathematical setting Handling data Conclusion
Response to stimuli
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
B. Cessac, R. Cofré, Linear Response of Gibbs measures from Spiking Neuronal Network Models, in preparation
GIF model without stimulus ⇒stationary Gibbs distribution.
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,
History dependence, (spontaneous) correlation between observable and network
dynamics
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The Enas software
B Cessac, P. Kornprobst, S. Kraria, H. Nasser, D. Pamplona, G. Portelli, T. Viéville; EnaS: A New Software for
Exploring Spike Trains at Single Cell and Population Levels, submitted.
https://enas.inria.fr/
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χ Fisher metric
χll′ =
∂2dKL(π,µ)
∂hl∂hl′
χll′ =
∂2P
∂hl∂hl′ ;
P = supµ∈Minv h(µ) + µ(H)
χll′ = Cll′ (0) +
∑+∞
n=0 Cll′ (n)
δµ [ m ] = χδh ⇒ δh = χ−1δµ [ m ]
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Dimension reduction
Bruno Cessac Handling spatio-temporal correlations in neuronal systems
Dimensionality Reduction and Reliable Observations on Maximum Entropy Models on Spiking Networks, R. Herzog, B. Cessac,
M.J. Escobar, A. Palacios, In preparation
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Binning
Does binning affect the statistics ?
Consider a (stationary) Markov process generating spike
trains, with transition probabilities P
[
ω(D)
∣∣∣ωD−10 ].
Consider the process generated by binning. Is it still
Markovian ?
NO !
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Markovian ?
NO !
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Binning
Example. Take 1 neuron, D = 1, and bin with 2 time steps. Call
ω the initial process and $ the binned process. Let P(b) the
probabilities in the binned process.
$ = 0⇒ (0, 0)
$ = 1⇒ (0, 1), (1, 0), (1, 1)
Let us first show that:
P(b)[$(2) = 0|$(1) = 1, $(0) = 1] 6= P(b)[$(2) = 0|$(1) = 1].
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Binning
P(b)[$(2) = 0|$(1) = 1] = P
(b)[$(2)=0,$(1)=1]
P(b)[$(1)=1]
P(b)[0|1] = P[ 0 | 0 ]P[ 0 | 0 ]P[ 0 | 1 ]P[ 1 ]+P[ 0 | 0 ]P[ 0 | 1 ]P[ 1 | 1 ]P[ 1 ]+P[ 0 | 0 ]P[ 0 | 1 ]P[ 1 | 0 ]P[ 0 ]
P[ 0 | 1 ]P[ 1 ]+P[ 1 | 1 ]P[ 1 ]+P[ 1 | 0 ]P[ 0 ]
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Binning
P(b)[0|11] = P
(b)[011]
P(b)[11]
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Binning
But:
P(b)[0|101] = P(b)[0|10]
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Binning
In general, the conditional probability
P(b)[$(s + 1)|$sr ] = P(b)[$(s + 1)|$sl ],
where l is the first occurrence of the symbol 0 when going from s
to r (we set l = r , if $ does not contain the symbol 0).
⇒
The binned process is a Variable Length Markov Chain (VLMC)
with unbounded memory.
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Binning
Consequences:
1 Binning generate fallacious long-range time correlations.
2 This can lead to wrong causal interpretation and fallacious
long range space correlations.
Proposition (Theorem 3.1 of chazottes-ugalde, 2011)
The transition kernel P(b) of the binned chain is continuous with
an exponential rate α(N) > 0, depending on N, the number of
neurons.
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Binning
Consequences:
1 Binning generate fallacious long-range time correlations.
2 This can lead to wrong causal interpretation and fallacious
long range space correlations.
Theorem
The law P(b) of the binned chain is a Gibbs measure.
3 Nice measure when conditioning upon past, but also upon
future (anticipation).
4 Open question: behaviour of the binned process when the
number of neurons tends to ∞ (fallacious phase transitions ?)
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A challenge: ”Reading” ”the” neural ”code”
Fundamental challenge: Understanding how visual system
”encodes”/”decodes” ”information”
Experimental challenge: Elaborate better and better
techniques to record neuronal activity
Mathematical challenge: Improve existing mathematical
tools / Elaborate new ones
Technological challenge: New techniques in
Improving vision for visually impaired people (retinal
prostheses, tools for reading, ...)
Computer vision
....
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Potential flaws
Part of these challenges relies on:
Reliable estimations of spike trains statistics (finite samples,
induced biases, finding the right model, estimating its
parameters ...),
Generate proper synthetic data to calibrate/tests methods,
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To fit
Extract a probabilistic model of P [R |S ], P [ S |R ] from data.
⇓
To predict
Apply the probabilistic model to predict the behaviour of test
samples.
⇓
To explain
How does a neural network ”encode” a stimulus.
To predict is not to explain.
(René Thom)
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(René Thom)
Introduction Mathematical setting Handling data Conclusion
Acknowledgment
Neuromathcomp-Biovision team
Rodrigo Cofré
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