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Abstract
In this work, we characterize the existence of a solution for a certain variational inequality
by means of a classical minimax theorem. In addition, we propose a numerical algorithm for
the solution of an inverse problem associated with a variational inequality. To this end we
state a collage-type result in this variational framework.
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1 Introduction
The well-known collage theorem [2], a direct consequence of the Banach fixed point theorem,
states that for the unique fixed point x0 of a c-contractive self-mapping Ψ on a complete metric
space (X, d), there holds
x ∈ X ⇒ d(x, x0) ≤ 1
1− cd(x,Ψ(x)).
This result has became a fundamental tool for a class of numerical methods providing the solution
of some inverse problems: see, for instance, [15, 18, 19]. Furthermore, if one replaces the Banach
1
fixed point theorem by the Lax–Milgram theorem or some of its generalizations ([13, 31]), it
is possible to establish results along the lines of the collage theorem: these are the so-called
generalized collage theorems ([5, 16, 17, 18]). Our main aim in this paper is to state a collage-
type result starting from the Stampacchia theorem to deal with inverse problems related to a
variational inequality.
First of all, we prove that the existence of a solution for a variational inequality in a
reflexive Banach space is equivalent to the existence of a constant satisfying an adequate convexity
condition. To this end, we make use of the classical minimax theorem of J. von Neumann
and K. Fan. In addition, we show how our result clearly implies the Stampacchia theorem.
Once the existence of a solution is studied, we deal with the inverse problem associated with
a variational inequality. The above-mentioned collage theorem –a stability result derived from
the Stampacchia theorem– and the use of an adequate Schauder basis in the involved reflexive
Banach space, allow us to design a numerical method for the solution of the variational inverse
problem. We illustrate our results with a numerical test.
Let us recall some standard notations. For a real normed space E, BE denotes its closed
unit ball and E∗ its topological dual, that is, the Banach space of those continuous and linear
functionals on E. If m ≥ 1, ∆m stands for the unit simplex of Rm, that is,
∆m := {t = (t1, . . . , tm) ∈ Rm : t1, . . . , tm ≥ 0, t1 + · · ·+ tm = 1}.
2 Existence of a solution for variational inequalities
We adopt a minimax approach for deaing with variational inequalities, as in [12, 30], unlike that
of K. Fan [7] (see also [1]), where an equilibrium result is the main tool. In this way, we not
only derive sufficient but also necessary conditions for the existence of a solution for a certain
variational inequality.
We make use of the following classical minimax theorem ([8, 14, 23]). More general or
different versions can be found, for instance, in [25, 26, 27, 33, 32, 35, 36].
Theorem 2.1 Assume that X is a nonempty, convex and compact subset of a real topological
vector space, Y is a nonempty set and g : X × Y −→ R is continuous and concave on X. Then,
there exists x0 ∈ X : inf
y∈Y
max
x∈X
g(x, y) ≤ inf
y∈Y
g(x0, y)
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if (and only if)
m ≥ 1, t ∈ ∆m
y1, . . . , ym ∈ Y
}
⇒ inf
y∈Y
max
x∈X
g(x, y) ≤ max
x∈X
m∑
j=1
tjg(x, yj).
This result has been used, in an equivalent form of theorem of the alternative, or that
of Hahn–Banach type result, to characterize the existence of a solution for nonlinear infinite
programs: see [20, 21, 22, 28]. Let us also mention that the convexity condition in Theorem 2.1
is the so-called infsup-convexity (see [14, 29]).
Now we state a general theorem of existence for certain variational inequalities that implies
the classical Stampacchia theorem ([34]).
Theorem 2.2 Let E be a real reflexive Banach space, x∗0 ∈ E∗, a : E×E −→ R be a continuous
bilinear form, and Y be a nonempty weak closed subset of E. Then
there exists x0 ∈ Y : y ∈ Y ⇒ x∗0(y − x0) ≤ a(y, y − x0) (2.1)
if, and only if, for some α ≥ 0, Y ∩ αBE 6= ∅ and
m ≥ 1, t ∈ ∆m
y1, . . . , ym ∈ Y
}
⇒
m∑
j=1
tj(x
∗
0(yj)−a(yj , yj)) ≤ max
x∈Y ∩αBE

x∗0(x)− a

 m∑
j=1
tjyj, x



 .(2.2)
Proof. The fact that (2.1) implies (2.2) is very easy to check: it suffices to consider α := ‖x0‖
and use the linearity of a at its first variable.
And conversely. Let X := Y ∩αBE and observe that, thanks to (2.2) with m = 1, it holds
that
0 ≤ inf
y∈Y
(
a(y, y)− x∗0(y)−max
x∈X
(x∗0(x)− a(y, x))
)
= inf
y∈Y
max
x∈X
(a(y, y − x)− x∗0(y − x)).
Then, we write
µ := inf
y∈Y
max
x∈X
(a(y, y − x)− x∗0(y − x))
3
and so, µ ∈ R. If we define the bifunction f : X × Y −→ R by
f(x, y) := a(y, y − x)− x∗0(y − x)− µ, (x ∈ X, y ∈ Y ),
then
0 = inf
y∈Y
max
x∈X
f(x, y),
and the minimax theorem, Theorem 2.1, applies when we endow E with its weak topology, since
X is a nonempty, weak compact and convex subset of E (Y is weak closed and BE is weak
compact) and f is concave and weak continuous on X. Therefore, there exists x0 ∈ X such that
inf
y∈Y
max
x∈X
f(x, y) ≤ inf
y∈Y
f(x0, y),
i.e., there holds (2.1), if
m ≥ 1, t ∈ ∆m
y1, . . . , ym ∈ Y
}
⇒ 0 ≤ max
x∈X
m∑
j=1
tjf(x, yj),
which is clearly equivalent to the condition (2.2). ✷
When, in addition, Y is convex –in this case Y is closed for the norm topology, since it is
weakly closed and convex– and a is non-negative at the diagonal, the condition (2.2) is simpler
and (2.1) can be equivalently reformulated:
Corollary 2.3 Under the same assumptions that in Theorem 2.2, let us also suppose that Y is
convex and that, for all x ∈ E, a(x, x) ≥ 0. Then
there exists x0 ∈ Y : y ∈ Y ⇒ x∗0(y − x0) ≤ a(x0, y − x0) (2.3)
if, and only if, there exists α ≥ 0 such that Y ∩ αBE 6= ∅ and
y ∈ Y ⇒ x∗0(y)− a(y, y) ≤ sup
x∈Y ∩αBE
(x∗0(x)− a(y, x)). (2.4)
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Proof According to [6, Lemma 4.1] and the positivity condition on the diagonal of a, the
variational problem (2.3) is equivalent to (2.1). Therefore, in view of Theorem 2.2, we will state
the equivalence of (2.4) and (2.2).
It is clear that (2.2) ⇒ (2.4), hence we focus on proving the converse. So, let m ≥ 1,
t ∈ ∆m and y1, . . . , ym ∈ Y . Then, the convexity of Y , the linearity of f and the convexity of
the quadratic form x ∈ E 7→ a(x, x) (taking into account that a is non-negative on its diagonal)
yield
m∑
j=1
tj(x
∗
0(yj)− a(yj, yj)) =
m∑
j=1
tjx
∗
0(yj)−
m∑
j=1
tja(yj , yj)
≤ x∗0

 m∑
j=1
tjyj

− a

 m∑
j=1
tjyj,
m∑
j=1
tjyj


≤ sup
x∈Y ∩αBE

x∗0(x)− a

 m∑
j=1
tjyj, x



 .
✷
The existence of solution for (systems of) variational equations or different variational
inequalities has been previously established by means of minimax inequalities or the Hahn–
Banach theorem [12, 13, 27, 30, 31].
Let us note that Stampacchia’s theorem is a direct consequence of the previous result:
assume that E is a Hilbert space, Y is a nonempty, closed and convex subset of E, a : E×E −→ R
is ρ-coercive (ρ > 0), continuous and bilinear and that x∗0 ∈ E∗ –here we do not use the Riesz
identification of E with its topololgical dual E∗–. These hypotheses are sufficient for the existence
of x0 ∈ E with
y ∈ Y ⇒ x∗0(y − x0) ≤ a(x0, y − x0).
To prove this, let β > 0 such that Y ∩ βBE 6= ∅ and note that
x∗0(y)− a(y, y)
‖y‖ −
sup
x∈Y ∩βBE
(x∗0(x)− a(y, x))
‖y‖ ≤ ‖x
∗
0‖ − ρ‖y‖+ β
‖x∗0 − a(y, ·)‖
‖y‖
≤ ‖x∗0‖
(
1 +
β
‖y‖
)
+ β‖a‖ − ρ‖y‖,
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hence in particular, for some α > β we have that (Y ∩ αBE 6= ∅ and)
y ∈ Y, ‖y‖ > α ⇒ x∗0(y)− a(y, y) ≤ sup
x∈Y ∩αBE
(x∗0(x)− a(y, x)),
while, trivially,
y ∈ Y ∩ αBE ⇒ x∗0(y)− a(y, y) ≤ sup
x∈Y ∩BE
(x∗0(x)− a(y, x)),
so condition (2.4) is valid and then the variational problem (2.3) admits a solution.
3 The inverse problem
The Stampacchia theorem straightforwardly implies the following collage-type result, which will
allow us to deal with an inverse problem associated with a certain variational inequality. The
role of this result is the same as that of the Banach fixed point in the collage treatment of some
inverse problems (see, for instance, [15]). In fact, such an approach is motivated by this stability
idea, previously considered for differential and variational equations in terms of the Lax–Milgram
theorem or some of its generalizations, which is known as the generalized collage theorem: see
[5, 16, 17, 18, 19].
Theorem 3.1 Let J be a nonempty set, E be a real Hilbert space, Y be a nonempty, closed and
convex subset of E, and for all j ∈ J let x∗j ∈ E∗, aj : E × E −→ R be continuous, bilinear and
such that, for some ρj > 0,
y ∈ E ⇒ ρj‖y‖2 ≤ aj(y, y).
If in addition xj ∈ Y is the solution of the variational inequality
y ∈ Y ⇒ x∗j(y − xj) ≤ a(xj , y − xj),
then,
y ∈ Y, j ∈ J ⇒ ‖y − xj‖ ≤
‖aj(y, ·) − x∗j‖
ρj
.
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Proof Given y ∈ Y and j ∈ J , the announced inequality follows from this chain of inequalities:
ρ‖y − xj‖2 ≤ aj(y − xj, y − xj)
= aj(y, y − xj)− aj(xj, y − xj)
≤ aj(y, y − xj)− x∗j(y − xj)
= (aj(y, ·)− x∗j )(y − xj)
≤ ‖aj(y, ·)− x∗j‖‖y − xj‖.
✷
Remark 3.2 We point out that, if Y is a closed affine subspace of E, then we can replace in
the theorem ‖aj(y, ·)− x∗j‖ by ‖(aj(y, ·)− x∗j )|Y0‖, where Y0 is the closed linear subspace Y − Y
of E.
As mentioned above, our work is motivated by the collage treatment in [17], here for the
following inverse problem: let us assume the hypotheses in Theorem 3.1 hold. If y ∈ Y is a
given target element, then we want to determine, if possible, that j0 ∈ J minimizing the distance
‖y − xj‖, that is,
‖y − xj0‖ = inf
j∈J
‖y − xj‖.
However, such an optimization problem is very difficult to solve, since we should not only mini-
mize that function but also solve all the variational problems: find xj ∈ Y with
y ∈ Y ⇒ x∗j(y − xj) ≤ a(xj , y − xj). (3.5)
If, in addition, the family of continuous and bilinear forms is uniformly coercive, in the sense
that
ρ := inf
j∈J
ρj > 0,
then, in view of this assumption, Theorem 3.1 and Remark 3.2, if Y is a closed affine subspace of
E and y ∈ Y is a given target element, we can replace that optimization problem by this other
one:
inf
j∈J
‖(aj(y, ·) − x∗j)|Y0‖. (3.6)
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Let us note that the data of this nonlinear program only depend on the data of the variational
inequalities (3.5). Moreover, this new optimization problem can be approximately solved by
means of an orthogonal basis in the Hilbert space E ([17]), or even by a Schauder basis in E
([5, 16, 18, 19]). Let us notice that Schauder bases are tools for the numerical solution of a wide
variety of differential, integral and integro-differential problems [3, 4, 10, 11, 24]. It is worth
mentioning that, unlike in our motivating works [5, 16, 17], the choice of the target function is
obtained by an approximation of the exact solution provided by a Galerkin scheme for the direct
problem. Therefore, such a numerical method will become an auxiliary tool for dealing with the
inverse problem.
Now, we illustrate this collage-based numerical method for the solution of the inverse
problem associated with the family of variational inequalities (3.5). Before this, we introduce
the above-mentioned numerical method for approximating the direct problem.
Example 3.3 Consider the boundary value problem
{
−u′′(x) + ju(x) = f(x) on (0, 1)
u(0) = α, u(1) = β,
where α, β, j ∈ R with j > 0, and f ∈ L∞(0, 1). Standard reasoning leads to the following
variational formulation of this nonhomgeneous problem: let v be a test function in the closed
and convex subset Y of H1(0, 1)
Y :=
{
v ∈ H1(0, 1) : v(0) = α, v(1) = β} ,
multiply the second order differential equation by v − u and integrate by parts to arrive at
v ∈ Y ⇒
∫ 1
0
u′(v − u)′ + j
∫ 1
0
u(v − u) ≥
∫ 1
0
f(v − u). (3.7)
Then, the Stampacchia theorem, when applied to the continuous, bilinear and 1-coercitive form
aj : H
1(0, 1) ×H1(0, 1) −→ R
aj(u, v) :=
∫ 1
0
u′v′ + j
∫ 1
0
uv, (u, v ∈ H1(0, 1))
and the continuous and lineal functional x∗0 : H
1(0, 1) −→ R
x∗0(v) :=
∫ 1
0
fv, (v ∈ H1(0, 1))
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guarantees the existence of a unique solution u ∈ Y of the variational inequality (3.7).
Now we introduce a Galerkin method based upon the properties of a certain Schauder
basis in H10 (0, 1). To this end, if we write (3.7) with ω ∈ H10 (0, 1), ω := v − u we obtain
ω ∈ H10 (0, 1) ⇒
∫ 1
0
u′w′ + j
∫ 1
0
uw =
∫ 1
0
fw.
In order to generate an increasing sequence of finite dimensional linear subspaces of H10 (0, 1)
whose union is dense in this space, let us consider the Haar {hk}k≥1 in L2(0, 1) and define the
sequence in H1(0, 1)
g1(x) := 1, (x ∈ [0, 1])
and for any k ≥ 2,
gk(x) :=
∫ x
0
hk−1(t)dt, (x ∈ [0, 1]).
This sequence is a Schauder basis for H1(0, 1) and the sequence {gk+2}k≥1 is also a Schauder
basis for H10 (0, 1) (see [9, Propositions 4.7 and 4.8]. Let us note that we can express any element
v ∈ Y as
v = α+ (β − α)x+
∞∑
k=1
αkgk+2,
for some scalars αk. Then, we define the aforementioned m-dimensional subspaces
Hm := span {g3, . . . , gm+2} , (m ≥ 1).
In the following table we collect the errors generated when approximating the exact solution u
of the variational inequality (3.7) by the solution um ∈ Y of the m-dimensional problem, with
the data α = −3, β = −4, j = √2,
f(x) := −2 +
√
2(x2 − 2x− 3), (x ∈ [0, 1])
and m = 3, 7, 15, 31, 63.
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m ‖u− um‖L2 ‖u′ − u′m‖L2 ‖u− um‖H1
3 0.0105048 0.144383 0.144765
7 0.00261572 0.0721747 0.0722221
15 0.000653279 0.0360851 0.0360911
31 0.000163279 0.0180423 0.018043
63 0.0000408172 0.00902111 0.0090212
Table 1: Errors of the direct method.
Now we can address the inverse problem:
Example 3.4 Let us now introduce the following inverse problem associated with the variational
equation (3.7):
{
−u′′(x) + ju(x) = f(x) on (0, 1)
u(0) = −3, u(1) = −4,
where 1 ≤ j ≤ 4 and
f(x) := −2 +
√
2(x2 − 2x− 3), (x ∈ [0, 1]).
We analyze the performance of the collage-based method. In order to illustrate it, we take
j =
√
2 and obtain a target function um ∈ Y by the Galerkin method described in Example 3.3.
Then, in order to solve the inverse problem given in (3.6), we observe that in our problem
inf
j∈[1,4]
‖aj(y, ·)− x∗‖ = inf
j∈[1,4]
sup
ω ∈ H1
0
(0, 1)
‖ω‖ = 1
|aj(y, ω)− x∗(ω)|.
Now, we note that ω ∈ H10 (0, 1) can be written as
ω =
∞∑
k=1
αkgk+2,
for some scalars αk verifying that |αk| ≤ 1. Then
inf
j∈[1,4]
sup
ω ∈ H1
0
(0, 1)
‖ω‖ = 1
|aj(y, ω)− x∗(ω)| ≤ inf
j∈[1,4]
∣∣∣∣∣
∞∑
k=1
(aj(y, gk+2)− x∗(gk+2)
∣∣∣∣∣ .
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The next table shows the approximations obtained for j solving the minimizing problem
inf
j∈[1,4]
∣∣∣∣∣
n∑
k=1
(aj(ym, gk+2)− x∗(gk+2)
∣∣∣∣∣ .
for the value n = 31, with different target elements um of the previous example.
❍
❍
❍
❍
❍
❍
❍
n
m
3 7 15 31
31 1.53389 1.46679 1.43170 1.41421
Table 2: Numerical results for the inverse problem.
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