Abstract
Introduction
More and more cameras are available on the market and their prices continuously decrease. This cost effectiveness let a video surveillance system be easily adopted. Moreover the spread of cameras for surveillance purposes increases dramatically the amount of visual data to be analyzed. The great amount of visual material to be viewed and the limit of the human attention in front of a monitor require automatic methods to interpret the content of surveillance video sequences. Because of the variety of scenarios, an automatic system is required to behave differently according to the particular application. In the case of surveillance of banks, for instance, an intrusion has to be detected. Consequently the system is expected to generate an alarm for the intervention of an human operator. In the case of highway surveillance, on the other hand, the target is to compute statistics about the traffic and generate alarms in case of an emergency or anomalous situations. In both bank and highway surveillance, even if the scenario is different, the first problem to be addressed is the same: the localization of the objects of interest inside the scene. A unique, general and accurate definition of object of interest does not exist for all possible surveillance applications. However, only the areas that are changing or have changed in the scene are potential candidates. Thus motion detection is an important step for a general approach to automatic surveillance. Image motion detection is not trivial, since many phenomena (camera noise, shadows, reflections, occlusions,...) interfere with this analysis. Because of this phenomena, motion detection alone cannot be directly used in a surveillance scheme. The integration of spatial information in the temporal analysis are necessary to solve the ambiguities introduced by the motion detection. Once a correct analysis of the scene in terms of objects of interest is performed, a content understanding procedure can take place (Figure 1 ). This second phase will receive the results from the analysis phase and will interpret them according to the specific surveillance scenario. If the scene analysis phase can be general for several scenarios, the content understanding phase is specific for each application. In this paper, we propose a system that tackles the first phase of a surveillance system: the scene analysis. For this reason we will show that our approach is sufficiently general to be applied to different indoor and outdoor surveillance sequences. The approach we propose consists of two parts. The first part is an image motion detection. The second part is a spatial refinement of the results obtained with the first part. The paper is organized as follows. In section 2, we describe the model-based statistical change detection technique used in the first part of the system. Then, in section 4, we discuss the spatial refinement part. Experimental results are presented in section 4 and in section 5 we draw the conclusions. 
First phase: Image motion detection
Despite many differences characterize each surveillance scenario, image motion, as defined in [8] represents a crucial information for most of them. In particular image motion detection is relevant in surveillance application where the viewing system is static and one of the goal is to locate mobile objects in the observed scene. The result of a motion detection analysis is a binary mask that indicates the presence or absence of motion for each pixel of the image. Since moving objects generate changes in the image intensity, motion detection is highly related to temporal change detection. However their relationship is not unique. On one hand, temporal changes in image intensity can be generated by noise or other external causes like illumination drifts. On the other hand, moving objects generate perturbations in the temporal changes. In particular they influence two areas, in the temporal changes information, that are difficult to be correctly classified [8] . The first area is referred to as uncovered background. This area does not belong to a moving object, but it is generally detected as temporally changed. The second critical area is the overlap of two successive object images. This area is hard to be detected as changed, when the object is not sufficiently textured. The last two problems are less critical when the temporal changes are computed between the current image of the sequence and a reference frame that represents only the scene background [2, 5] . In surveillance application, this simplified scenario is generally feasible since it is often possible to chose the reference image when there are no foreground objects in the scene or to reconstruct the background frame by integrating the background information from following images of the sequences [7] . The use of a fixed reference image has an interesting advantage for surveillance applications. With this approach it is possible to detect new objects in the scene even if they suddenly stop moving. It is also possible to detect objects that have been removed from the scene. These are important features in most surveillance applications. However with this approach, shadows and reflections generated by the moving objects are highlighted. They often show the same changing properties as the moving objects and they degrade the spatial accuracy of the results. In order to reduce this effect, it is possible to combine the results obtained using the reference frame and the consecutive frames. Earlier change detection techniques perform a threshold operation on a simple difference image in order to simply extract the moving objects. In Figure ( 2), we show an example of what we might obtain by computing the difference between two images. We observe that the difference of the two input images presents values different from zero. This is true in those areas interested by motion, but also in those areas where motion is not present. An ad hoc thresholdReference frame Current frame Absolute difference ing strategy is often required to discriminate between pixels changed due to noise or to a real change [10] . Another threshold related to the minimum acceptable dimension of the changed regions is sometimes needed. That is another parameter that have to be tuned according to the particular scene represented by the sequence. The thresholds that are needed to extract the changed areas have to be tuned manually according to the sequence characteristics and often they need an update along the sequence itself. This main drawback limits this approach for automatic applications. Moreover if the contrast of moving objects is not sufficiently high compared to the camera noise, there might not exist a unique threshold able to get rid of noise and preserve, at the same time, the motion information. In this case detected objects have not precise edges.
To overcome these problems an approach based on a statistical decision rule is adopted. The method we apply was proposed by Aach [1] and has already found several applications in Computer Vision [9] . Instead of thresholding the difference image, this approach compares through a significance test, the statistical behaviour of a small neighborhood, AE, of each pixel position in the difference image with a model of the noise that could affect the difference image. The noise model is defined based on some assumptions: all the pixels in AE have changed because of noise and each frame of the sequence is affected by an additive gaussian noise with a certain mean and variance. According to [1] , under the above hypothesis the noise model is described by a ¾ distribution whose properties depend on the number of pixels in AE and on the variance of the gaussian noise affecting each frame of the sequence. This method does not require fine tuning of any threshold and does not increase severely the computation load when compared to simple threshold techniques. The changing areas are generally detected with good spatial precision thanks to the adaptation of the technique to local information. Besides its interesting properties, the method described above present some limitations for surveillance applications. First of all it is not able to distinguish a moving object from its shadow or reflection since both are detected as changed areas. Then it only provides a binary description of the changed objects. In order to overcome these limits a spatial refinement step is proposed. This will be described in the following section.
Second Phase: Spatial Refinement
The binary mask generated by the first phase represents the changed areas of the scene. The proposed method performs well in separating those pixels changed because of the camera noise, from those pixels that belong to different statistics. In many sequences this results already in a high quality segmentation of the objects of interest. In a more general situation, where phenomena like reflections and shadows appear, the change detection provides binary masks that cannot be directly used in surveillance applications. It is not possible to understand what is a moving object and what is its shadow. Neither it is possible to distinguish two adjacent moving objects. This incomplete analysis can mislead a successive content understanding procedure. In order to gain more insight and refine the content of the change mask, we introduce spatial information by applying a multi-feature K-Means clustering algorithm [4, 6, 3 ]. The refinement is performed only on the areas that are detected as changed: this limits the computational complexity of the analysis. The integration of multiple features in a multidimensional space, has the advantage of better exploiting the correlation that exists among them. This results in a description of the changed areas in terms of homogeneous regions. The choice of the features to be used depend on the properties of the objects we are looking for. Since no priori knowledge is available, we consider the spatial information provided by color, texture and position. Among the different options for choosing the color space, the YUV coordinates have been selected since they allow a separate processing of the luminance (Y) information. The color information undergoes a post-processing stage (by a median filtering) that reduces the noise while preserving the edges. The use of the spatial coordinates (position feature) of each pixel helps in increasing the level of spatial coherence of the segmentation and thus the compactness of the resulting regions. A texture feature is finally taken into account. This value characterizes the amount of the texture in a neighborhood of the pixel and is defined as standard deviation of the gray level over a ¿ ¢ ¿ window. The result is then postprocessed to reduce the estimation error due to the presence of edges. The result obtained from the previous step provides a description of the changed areas in terms of homogeneous regions. Each region is characterized by a set of properties describing the mean luminance, color, and texture information. These attributes are able to separate the pixels belonging to the shadows or to the reflections from the pixels belonging to the real objects. An example of the segmentation obtained with this approach is represented in Figure 3 . Once this refinement is performed it is possible to compare the properties of each region in the changed areas with the corresponding local properties of adjacent pixels belonging to the background region. The regions representing shadows and reflections have spatial properties very similar to the background. When the similarity is sufficiently high the region is merged with the background.
Experimental results
The proposed method has been tested on both indoor and outdoor surveillance sequences. The reference image frame is the first frame of the sequence, acquired before the objects enter in the field of view.
In Figure 3 three examples are presented. By applying the statistical change detection described in Section 2 objects are detected, but spurious areas are detected as well (Fig. 3, (b) ). Besides, objects are detected together with the shadows they project. The effect depends on the fact that the shadow is seen as a change by the statistical change detection technique. From a theoretic point of view, this is a correct decision since the statistical change detection is expected to detect changes that are not due to noise. However, in a surveillance system, the detection of shadows is annoying, since it modifies the coherence of the shape of the object. To eliminate the shadows, the clustering described in Section 3 is performed over the pixels detected as changed. In such a way it is possible to divide the image in several regions (Fig. 3, (c) ). These regions are merged afterwards according to their local similarity with the background as explained in Section 3. This leads to the final results shown in Fig. 3, (d) . Note that this last merging step eliminates in most cases the regions corresponding to the shadows of the objects. Moreover it filters out all the small spurious regions found by the change detection and that show a high spatial similarity with the background. This results in a better extraction of the foreground objects.
Conclusions
In this paper we have presented an image analysis approach for a generic video surveillance application. This approach is based on the integrated use of both spatial and temporal information of the video sequence. In particular a statistical change detection procedure is used to detect image motion. The procedure is fully automatic and correctly distinguishes the changed areas in the scene from the background. The results of the temporal analysis are refined through a multi-feature clustering technique. This technique is able to segment the changed areas in terms of homogeneous regions. The homogeneity criterion is based on color, position and texture information. The regions obtained with this step are then compared with the background along their common border. Even though a region has been detected as changed, it may be merged with the background if a spatial similarity test is satisfied. In such a way, it is possible to accurately distinguish moving objects in the scene from shadows and reflections. Experimental results indicate that the proposed refinement significantly improves the results of the statistical change detection in a surveillance framework. Moreover, the proposed approach is based on general assumptions: thus it is suitable for any video surveillance sequence. The obtained results can be used in a content understanding step based on rules defined for each specific surveillance scenario.
