We study the conditions for families of fringe or non-fringe subtrees to exist with high probability (whp) in T gw n , a Galton-Walton tree of size n. We first give a Poisson approximation of fringe subtree counts in T gw n , which permits us to determine the height of the maximal complete r-ary fringe subtree. Then we determine the maximal K n such that every tree of size at most K n appears as fringe subtree in T gw n whp. Finally, we show that non-fringe subtree counts are concentrated and determine, as an application, the height of the maximal complete r-ary non-fringe subtree in T gw n .
Introduction
In this paper, we study the conditions for families of fringe or non-fringe subtrees to exist whp (with high probability) in a Galton-Walton tree conditional to be of size n. In particular, we want to find the height of the maximal complete r-ary fringe and nonfringe subtrees. We also want to determine the threshold k n such that all trees of size at most k n appear as fringe subtrees. In doing so, we extend Janson's [22] result on fringe subtrees counts and prove a new concentration theorem for non-fringe subtree counts.
Let T be the set of all rooted, ordered, and unlabeled trees, which we refer to as plane trees. All trees considered in this paper belong to T. (See Janson [21, sec. 2.1] for details.) Figure 1 lists all plane trees of at most 4 nodes.
Given a tree T P T and a node v P T , let T v denote the subtree rooted at v. We call T v a fringe subtree of T . If T v is isomorphic to some tree T 1 P T, then we write T 1 " T v and say that T has a fringe subtree of shape T 1 rooted at v, or simply T contains T 1 as a fringe subtree.
On the other hand, if T v can be made isomorphic to T 1 by replacing some or none of its own fringe subtrees with leaves (nodes without children), then we write T 1 ă T v and say that T has a non-fringe subtree of shape T 1 rooted at v, or simply T contains T 1 as a non-fringe subtree. (Note that T 1 " T v implies that T 1 ă T v .) We also use the notation T 1 ă T to denote that T has a non-fringe subtree of shape T 1 at its root. Figure 2 shows some examples of fringe and non-fringe subtrees. Let ξ be a non-negative integer-valued random variable. The Galton-Watson tree T gw with offspring distribution ξ is the random tree generated by starting from the root and independently giving each node a random number of children, where the numbers of children are all distributed as ξ. The conditional Galton-Watson tree T gw n is T gw restricted to the event |T gw | " n, i.e., T gw has n nodes. The comprehensive survey by Janson [21] describes the history and the basic properties of these trees.
In the study of conditional Galton-Watson trees, the following is usually assumed throughout the paper:
Condition A. Let T gw n be a conditional Galton-Watson tree of size n with offspring distribution ξ, such that Eξ " 1 and 0 ă σ 2 :" Var pξq ă 8. Let T gw be the corresponding unconditional Galton-Watson tree.
We summarize notations:
T -the set of all rooted, ordered and unlabeled trees (plane trees)
T -a tree in T T v -a fringe subtree of T rooted at node v P T ξ -a non-negative integer-valued random variable with Eξ " 1 and 0 ă σ 2 :" Var pξq ă 8
h -the span of ξ, i.e., gcdti ě 1 : p i ą 0ü T n -a sequence of trees S n -the set of all trees of size n
S -a set of trees
Sď n -the set tT P T : |T | ď n, P tT gw " T u ą 0ü
A n -a sequence of sets of trees N S pT gw n q -the number of fringe subtrees of T gw n that belong to S πpSq -P tT gw P Sü N nf T pT gw n q -the number of non-fringe subtrees of T gw n of shape T π nf pT q -P tT ă T gw u, the probability that T gw has a non-fringe subtree T at its root If p 1 " 0, then there exist positive integers n such that P t|T gw | " nu " 0. For such n, T gw n is not well-defined. But it is easy to show that P t|T gw | " nu ą 0 for all n ě n 0 with n´1 " 0 pmod hq, where h is span of ξ and n 0 depends only on ξ (see [21, cor. 15.6] ). Therefore, in this paper, for all asymptotic results about T gw and T gw n , the limits are always taken along the subsequence with n´1 " 0 pmod hq.
Extending a result by Aldous [1] , Janson [21, thm. 7.12] proved the following theorem: Theorem 1. Assume Condition A. The conditional distribution LpT gw n,˚| T gw n q converges in probability to LpT gw q. In other words, for all T P T, as n Ñ 8,
Later Janson strengthened the above result, proving the asymptotic normality of N T pT gw n q by studying additive functionals on T gw n [22] . A natural generalization of N T pT gw n q is to consider fringe subtree counts N Tn pT gw n q where T n P T is a sequence of trees instead of a fixed tree T . Let Popλq denote a Poisson random variable with mean λ. We have: Theorem 2. Assume Condition A. Let πpT q :" P tT gw " T u and let k n Ñ 8, k n " opnq. Then lim 
where d TV p¨,¨q denotes the total variation distance. Therefore, letting T n be a sequence of trees with |T n | " k n , we have as n Ñ 8:
(i) If nπpT n q Ñ 0, then N Tn pT gw n q " 0 whp.
(ii) If nπpT n q Ñ µ P p0, 8q, then N Tn pT
(iii) If nπpT n q Ñ 8, then
where N p0, 1q denotes the standard normal distribution, and d Ñ denotes convergence in distribution. (2) by the following lemma, whose simple proof we omit: Lemma 1. Let X n be a sequence of random variables. Let µ n be a sequence of nonnegative real numbers. Assume that d TV pX n , Popµ nÑ 0 as n Ñ 8. We have:
In Theorem 2, (i)-(iii) follow directly from
(i) If µ n Ñ 0, then X n " 0 whp.
(ii) If µ n Ñ µ P p0, 8q, then X n d Ñ Popµq.
(iii) If µ n Ñ 8, then pX n´µn q{ ?
Theorem 2 can be generalized as follows:
Theorem 3. Assume Condition A. Let S kn be the set of all trees of size k n , where k n Ñ 8 and k n " opnq. For S Ď S kn , let πpSq :" P tT gw P Su and N S pT gw n q :" ř Therefore, letting A n be a sequence of sets of trees with A n Ď S kn , we have:
The proof of Theorem 2 is given in Section 3. It uses many ingredients from previous results on fringe subtrees, especially from Janson [22] . (In particular, Lemma 6.2 of [22] makes the computation of the variance of N Sn pT gw nuite easy, which is crucial for the proof.) The key step of the proof is based on subtree switching. It permits the coupling of two conditional Galton-Watson trees. Then we can apply the exchangeable pair method by Chatterjee et al. [5] , which is an extension of Stein's method [29] , to study the convergence of total variation distance. This approach can easily be modified to prove Theorem 3, whose steps we sketch at the end of Section 3.
Binary search trees and recursive trees are also well-studied random tree models (see Drmota [11] ). Many authors have found results similar to Theorem 2 for these two types of trees, see, e.g., [14, 18, 8, 9, 17] . For recent developments, see Holmgren and Janson [20] .
We say that a tree T is possible if P tT gw " T u ą 0. As an application of Theorems 2 and 3, we ask the following question -when does T gw n contain all possible trees within a family of trees (possibly depending on n). As shown in subsection 4.1, this is essentially a variation of the coupon collector problem.
In subsection 4.2 we answer the above question for the set of complete r-ary trees. Let H n,r be the maximal integer such that T gw n contains all complete r-ary trees of height at most H n,r as fringe subtrees. Lemma 13 shows that H n,r´l og r log n converges in probability to an explicit constant.
Let Sď k be the set of all possible trees of size at most k. Let K n " maxtk : Sď k Ď Y vPT gw n T gw n,v u, i.e., K n is the maximal k such that every tree in Sď k appears in T gw n as fringe subtrees. In subsection 4.3, we show that, roughly speaking, if the tail of the offspring distribution does not drop off too quickly, K n { log n converges in probability to a positive constant. Otherwise, we have K n { log n p Ñ 0. For example, for a random Cayley tree, we have K n log logpnq{ logpnq p Ñ 1. For many well-known Galton-Watson trees, we also give the second order asymptotic term of K n .
Non-fringe subtrees are more complicated to analyze. However since on average fringe subtrees in T gw n behave like unconditional Galton-Watson trees when n is large, the number of non-fringe subtrees of shape T should be more or less nP tT ă T gw u. The following theorem is a precise version of this intuition.
n,v . Let T n be a sequence of trees with |T n | " k n where k n Ñ 8 and k n " opnq. We have
Chyzak et al. [7] studied non-fringe subtrees for various random trees, including simply generated trees. They proved that if for all n we have T n " T where T is fixed, then N nf Tn pT gw n q has a central limit theorem. However, Theorem 4 cannot be simply derived from their result as our T n depends upon n.
Remark. It is tempting to try to prove that if nπ nf pT n q Ñ µ P p0, 8q, then we have In Section 5, we give a proof of Theorem 4 and apply it to study the maximal complete r-ary non-fringe subtree in T gw n . The paper ends with some open questions in Section 6.
Notations and Preliminaries
In this section we list some well-known results regarding conditional Galton-Watson trees and Poisson approximations.
Conditional Galton-Watson trees
Given a tree T of size k, let v 1 , . . . , v k be the nodes of T in dfs (depth-first-search) order. Let d i be the degree (the number of children) of v i . We call pd 1 , d 2 , . . . , d k q the preorder degree sequence of T . Let N :" t1, 2, . . .u and let N 0 :" t0u Y N. It is well-known that (see Janson [21, Figure 3 gives a demonstration of Lemma 2. Let D k Ď N k 0 be the set of all preorder degree sequences of length k. Observe:
. . , ξ n n q be the preorder degree sequence of T gw n . Let r ξ n :" p r ξ n 1 , r ξ n 2 , . . . , r ξ n n q be a uniform random cyclic rotation of ξ n . Let ξ 1 , ξ 2 , . . . be i.i.d. copies of ξ. Let S n :" ř n i"1 ξ i . The next lemma is a well-known connection between r ξ n and ξ 1 , ξ 2 , . . . , ξ n (see, e.g., Otter [25] , Kolchin [23] , Dwass [12] and Pitman [26] ). For a complete proof, see Janson [21, cor. 15.4] .
The degree sequence pd 1 , . . . , d 7 q " p2, 1, 0, 3, 0, 0, 0q Lemma 3. Assume that P t|T gw | " nu ą 0. We have
where L " denotes "identically distributed" and the right-hand-side denotes pξ 1 , ξ 2 , . . . , ξ n q restricted to the event that S n " n´1.
Let p i :" P tξ " iu. Let h be the span of ξ, i.e., h :" gcdti ě 1 : p i ą 0u. We recall the following result (see Janson [22, (4. 3)] or Kolchin [23] ): Lemma 4. Assume Condition A. We have
as n Ñ 8 with n´1 " 0 pmod hq.
The following lemma is a special case of [22, lem. 5.1] . We nonetheless give a short proof for later reference in the paper.
Proof. Let pd 1 , d 2 , . . . , d k q be the preorder degree sequence of T . Recall that pξ n 1 , ξ n 2 , . . . , ξ n n q is the preorder degree sequence of T gw n . Let
where the indices are taken modulo n.
Note that if n´k`1 ă i ď n, then it is impossible that I i " 1, because the length of the preorder degree sequence of the fringe subtree T gw n,v i must be strictly less than k. Therefore, if I i ą 1 and n´k`1 ă i ď n, then there exists a k 1 ă k such that pd 1 , d 2 , . . . , d 1 k q is also a preorder degree sequence, which is impossible by Corollary 1. Therefore for all 1 ď i ď n, I i " T v i " T and N T pT gw n q "
. . , ξ n n q and using Lemma 3, we have
Since pd 1 , . . . d k q is a preorder degree sequence,
by Lemma 2. Therefore, using the fact that ξ 1 , ξ 2 , . . . , ξ n are independent, the last expression equals
Thus part (i) is proved. Part (ii) follows by summing the equality in (i) over all T P S k .
The following approximations are useful for estimating the expectation and the variance of the number of fringe subtrees.
Lemma 6 (Lemma 5.2 and 6.2 of Janson [22] ). Assume Condition A. We have: (i) Uniformly for all k with 1 ď k ď n{2,
(ii) Uniformly for all k with 1 ď k ď n{4, P tS n´2k " n´2k`1u P tS n " n´1u´ˆP
Poisson Approximation
Stein's method [29] bounds the errors in approximating the sum of random variables with a normal distribution. It was extended to Poisson distributions first by Chen [6] and later by many others, e.g., Arratia et al. [3] and Barbour et al. [4] . Among these, we found that it is easier to use the exchangeable pairs method by Chatterjee et al. [5] 
such that for all c P R, Proof. Let x i " P tX " iu and y i " P tY " iu. We have
where the second step uses the Cauchy-Schwartz inequality. An easy calculation shows that 
Sequences of fringe subtrees
In this section we prove Theorem 2 and sketch the proof of Theorem 3. Recall that πpT q :" P tT gw " T u, and
gw n q, PopnπpT" 0 deterministically. Thus we can assume that P tT gw P S kn u " P t|T gw | " k n u ą 0 for all n, and that the above supremum is taken over all T P S kn with πpT q ą 0.
To prove this, we first show that EN T pT gw n q " nπpT q. Then we construct a coupling
nforms an exchangeable pair, and apply Lemma 7 to finish the proof.
Recall that N S kn pT gw n q :"
n q is the number of fringe subtrees of size k n in T gw n . Also recall that πpSq :" P tT gw P Su.
Proof. Since k " opnq, we have k ă n{2 for n large. Thus by Lemma 5 and 6, uniformly for all T P S k ,ˇˇˇE
Summing over all trees T with |T | " k gives the second part of the lemma.
There exists a constant C 1 such that
Proof. Recall that ξ n :" pξ n 1 , ξ n 2 , . . . , ξ n n q is the preorder degree sequence of T gw n and that D k is the set all preorder degree sequences of length k. Let
where the indices are modulo n. Thus J i " 1 if and only if pξ
. . , r J n are identically distributed and Lemma 5, we have
Similar to the proof of Lemma 5, we have
where ξ 1 , ξ 2 , . . . are i.i.d. copies of ξ and S m :"
. This is because a fringe subtree of size k, besides itself, cannot contain another fringe subtree of the same size. On the other hand, if |i´j| ą k and |i`n´j| ą k, i.e.,
is permutation invariant. Therefore, there exists a constant C 1 such that
where in the last step we use k ď n{4 for n large and part (ii) of Lemma 6.
The following Lemma is the key part of the proof of Theorem 2.
Lemma 11. Assume that k " k n " opnq and k Ñ 8. We have as n Ñ 8,
Proof. Let T P S k . We use the abbreviations Γ n " N T pT gw n q and Ψ n " N S k pT gw n q. Let pd 1 , . . . , d k q be the preorder degree sequence of T . Recall that r ξ n :" p r ξ n 1 , r ξ n 2 , . . . , r ξ n n q is a uniform random cyclic rotation of the preorder degree sequence of T gw n . Let
where all the indices are modulo n. Then by the same argument in Lemma 10, Γ n "
. . , p ξ n n q be an independent copy r ξ n . Let p I i and p J i be defined for p ξ n as r I i and r J i for r ξ n . We construct a new sequence s
n n q as follows. Let Z be a uniform random variable on t1, 2, . . . , nu that is independent from everything else. Let s
1 and in this case we let
otherwise.
Equivalently, we can construct s ξ n using a method which we call subtree switching. Let r T gw n be an independent copy of T n . This construction of s ξ n is equivalent to the above one.
Let s I i be defined for s ξ n as r
, pΓ n , s Γ n q is an exchangeable pair defined in Lemma 7. We leave the details to the reader. Let r n :" E r I 1 " E p I 1 and q n :" E r
. . , r ξ n n q, i.e., the sigma algebra generated by r ξ n . Since the event s Γ n " Γ n`1 happens if and only if r
where we use that r r I i " 1s Ď r r J i " 1s and r p I i " 1s Ď r p J i " 1s. Let c " n{E r J 1 " n{q n . Note that ř n i"1 E r I i " EΓ n " nr n , and that ř n i"1 E r J i " EΨ n " nq n . Thus
The event s Γ n " Γ n´1 happens if and only if r J Z " p J Z " 1, r I Z " 1 and p I Z " 0. Therefore
where we again use that r r I i " 1s Ď r r J i " 1s and r p I i " 1s Ď r p J i " 1s. Therefore
It follows from Lemma 7 that there exists a function f : N 0 Ñ R with ∆f ď E rΓ n s´1 " pnr n q´1 and f ď E rΓ n s´1 {2 " pnr n q´1 {2 , such that
Let p max :" max iě0 p i . By the assumptions of Theorem 2, Var pξq ą 0, which implies that ξ is not a constant. Thus p max ă 1. By Lemma 9, we have
And by Lemma 9 and Lemma 4
Since this upper bound holds whenever T P S k , the lemma follows.
Proof of Theorem 2. Let k " k n . By Lemma 9,
Therefore, for all T P S k , we have
where the last step uses k " opnq and πpT q ď p k max . It follows from Lemma 8 that
Thus by Lemma 11 and the triangle inequality,
Statements (i)-(iii) of theorem follow by Lemma 1.
The sketch of the proof of Theorem 3
Let A n Ď S kn be a sequence of sets of trees, i.e., A n is a set of some trees of size k n . 
Let DpA n q be the set of preorder degree sequences of trees in A n . Recall that r ξ n :"
. . , r ξ n n q is a uniform random rotation of the preorder degree sequence of T gw n . Let
Then N An pT gw n q "
. . , p ξ n n q be an independent copy of r ξ n .
Define p I i and p J i for p ξ n as r I i and r J i for r ξ n . Now we construct s ξ n L " r ξ n as in Lemma 11,  which gives a random tree s T
nis an exchangeable pair. From here we can argue as in the rest of the proof for Theorem 2.
Families of fringe subtrees
In this section, we apply Theorem 2 and 3 to study the conditions for T gw n to contain every tree that belongs to a family of trees.
Coupon collector problem
As shown later, our problem is essentially a variation of the famous coupon collector problem-if in every draw we get a coupon with a uniform random type among n types, how many draws do we need to collect all n types of coupons? The next lemma is about a generalization of this problem needed later. For the original problem, see Erdős and Rényi [13] and Flajolet et al. [16] . For more about the generalized version defined below, see Neal [24] .
Lemma 12 (Generalized coupon collector). Let X n be a random variable that takes values in t1, . . . , nu. Let p n,i :" P tX n " iu. Assume that p n,i ą 0 for all 1 ď i ď n. Let X n,1 , X n,2 , . . . be i.i.d. copies of X n . Let
Let m n be a sequence of real numbers. We have
Proof. Let m " m n . Let Z n,i " i R tX n,1 , . . . , X n,m u . Then N n ď m if and only if Z n :" ř n i"1 Z n,i " 0, i.e., P tN n ď mu " P tZ n " 0u " 1´P tZ n ě 1u. The first inequality of this lemma follows from the following:
Thus by Chebyshev's inequality, as in the second moment method (see e.g., Alon and Spencer [2, chap. 4]), we have
Complete r-ary fringe subtrees
A tree T is called possible if πpT q ą 0. Let r ą 0 be a fixed integer and h n be a sequence of positive integers. A simple application of Theorem 2 is to find sufficient conditions such that whp every (or not every) possible complete r-ary tree appears in T gw n as fringe subtrees.
Let h n Ñ 8 be a sequence of positive integers. Let A hn,r be the set of all possible complete r-ary trees of height at most h n . Let H n,r " max th : T gw n contains all trees in A hn,r as fringe subtreesu .
Lemma 13. Assume Condition
Let ω n Ñ 8 be an arbitrary sequence.
(i) If h n ď log r plog n´ω n q´α r , then whp T gw n contains all trees in A hn,r as fringe subtrees.
(ii) If h n ě log r plog n`ω n q´α r , then whp T gw n does not contain all trees in A hn,r as fringe subtrees.
Also,
H n,r´l og r log n p
" log n´ω n`O p1q. We have a similar result for the set of 1-ary trees (chains) of height at most h. The proof is virtually identical to the previous lemma and we leave it to the reader. Lemma 14. Assume Condition A and p 1 ą 0. Let ω n Ñ 8 be an arbitrary sequence. We have:
, then whp T gw n contains all trees in A hn,1 as fringe subtrees.
(ii) If h n ě plog n`ω n q{ log
, then whp T gw n does not contain all trees in A hn,1 as fringe subtrees.
Therefore
H n,1 log 1{p 1 pnq p Ñ 1.
Binary trees
Consider T gw n with a binomial p2, 1{2q offspring distribution, i.e., p 0 " p 2 " 1{4 and
with each degree-one node labeled of having a left or a right child uniformly and independently at random. Then T bin n is a tree in which nodes have a left position and a right position where child nodes can attach, and each position can be occupied by at most one child. We call such a tree a binary tree. Figure 4 gives an example of T bin n for n " 7. be a binary tree of size n that has n 0 , n 1 , n 2 nodes of degree 0, 1, 2 respectively, where n 0`n1`n2 " n. Let T n be T bin n with the difference between left and right children being forgotten. We have P T
" 1{2 n 1 , since there are in total 2 n 1 ways to label the n 1 degree-one nodes of T n . Therefore
In other words, as is well-known from the connection between simply generated trees and Galton-Watson trees of size n, see, e.g., Janson [21, pp. 132] , T bin n is uniformly distributed among all binary trees of size n.
Thus our analysis of maximum r-ary fringe subtree in T gw n can be easily adapted to uniform random binary trees. For example, an argument similar to Lemma 14 shows that the maximum one-ary fringe subtree (chain) in T bin n that consists of only left children has length about log 4 n.
All possible fringe subtrees
Recall that Sď k denotes the set of all possible trees of size at most k, i.e., Sď k :" tT P T : |T | ď k, P tT gw " T u ą 0u.
Also recall that
We would like to study the growth of K n with n. Let Geppq denote Geometric p distribution, i.e., P tGeppq " iu " pp1´pq i for i P N 0 . Let Beppq denote Bernoulli p distribution and let Bipd, pq denote Binomial pd, pq distribution. Recall that Popλq is a Poissonpλq random variable. We can assume that P t|T gw | " k n u ą 0 for all n P N. Otherwise, let k
Janson showed that T does not appear, then whp there is at least one tree in Sď k that is missing. Therefore, the problem can be reduced to finding nP tT gw " |k|us whp. Let A n be the event that T gw n contains all possible trees of size k as fringe subtrees. Let B n piq be the event that N S k pT gw n q " i for given i ě y n . Thus P tA n u " P tA n X rN S k pT gw n q ă y n su`ÿ iěyn P tA n |B n piqu P tB n piqu ě P tA n |B n py n qu ÿ iěyn P tB n piqu , " P tA n |B n py n qu p1´op1qq, where the inequality comes from the obvious fact that P tA n |B n paqu ě P tA n |B n pbqu given that a ě b. So it suffices to prove that P tA c n |B n py n qu Ñ 0. We can show that this is equivalent to a coupon collector problem. Let T gw n |B n py n q be T gw n restricted to the event B n py n q. Let T˚be a random tree distributed as T gw n |B n py n q. Replace each of its y n subtrees with an independent copy of T gw k . The result is still a random tree distributed as T gw n |B n py n q. (We leave the verification to the readers.) So P tA n |B n py n qu equals the probability of that y n independent copies of T gw k contain every tree in Sď k . It follows from Lemma 12 (the coupon collector) that P tA c n |B n py n qu ď 
Thus for large enough k, the last expression above is at most
Therefore we have P tA c n |B n py n qu Ñ 0.
Theorem 5. Assume Condition A. Assume that as k Ñ 8,
where α ě 1, β ě 0, γ ą 0 are constants. Let k n Ñ 8 be a sequence of positive integers. Let m " log n. Then for all constants δ ą 0, we have:
contains all trees in Sď kn as fringe subtrees.
(ii) If k n ě p1`δqrm{γplog m 1{α q β s 1{α , then whp T gw n does not contain all trees in Sď kn as fringe subtrees.
As a result, K n plog n{plog log nq β q Proof. Let k " k n . Part (i) assumes that
.
Taking a logarithm, we have log k ď logp1´δq`1 α log m γplog m 1{α q β " p1`op1qq log m 1{α .
Thus log
Therefore, recalling m " log n,
It follows that log k´log np
Thus np The rest of this section is organized as follows. In the next subsection, we give a general method of finding p min k . Then we divide offspring distributions in two categories and show that Theorem 5 is applicable to all the Galton-Watson trees listed in Table 1 .
Computing
Theorem 6. Assume Condition A. We have pp min k q 1{k Ñ L as k Ñ 8, where the limit is taken along the subsequence k with P t|T gw | " ku ą 0. As a result, we have L ă 1.
In fact, we have a stronger result for the upper bound of pp 
Proof. We assume that h (the span of ξ) is 1. The proof for h ą 1 is similar. Let j be the smallest positive integer such that j is coprime with i and p j ą 0. (Such a j exists except for the trivial case that p 0`pi " 1.) Let x " pk´1q mod i. By the Chinese reminder theorem, there exists a smallest non-negative integer y such that # y " x pmod iq, y " 0 pmod jq.
Note that y depends only on i. Therefore, if k ě kpiq :" y`1, we can choose
such that n 0 , n i , n j are all non-negative integers with n 0`ni`nj " k, and in i`j n j " k´1.
Let S k pn 0 , n i , n j q be the set of plane trees of size k that has n 0 , n i and n j nodes with degree 0, i and j respectively. It is well-known that when the above two conditions hold, we have
(See [15, pp. 194] .) Since i is a constant and y only depends on i, there exists a constant Ci such that |n 0´k p1´1{iq| ď Ci , |n i´k {i| ď Ci , n j ď Ci .
Using these inequalities and Stirling's approximation [15, pp. 407] , it is easy to verify that there exists a constant C 1 i ą 0 such that
And for every T P Spn 0 , n i , n j q, we have
Proof of Theorem 6. Let T be a tree with |T | " k and P tT gw " T u ą 0, i.e., T P Sď k . Let n i be the number of nodes of degree i in T . Note that if i ą 0 and i R I k´1 , then n i " 0. Since by (3) the sum of the degrees in a preorder degree sequence equals the size of the tree minus one, we have n 0`n1`. . . n k´1 " k, and n 1`2 n 2 . . .`pk´1qn k´1 " k´1.
Using the convention that 0 0 " 1, we have for k ě 2
As a result lim inf kÑ8 pp min k q 1{k ě L. To show the other way, let ε ą 0 be a constant, and let α " minti :
, there is at least one tree T of size k such that
where C α ą 0 is constant. Thus lim sup kÑ8 pp min k q 1{k ď L`ε. Since ε is arbitrary, we have lim sup kÑ8 pp min k q 1{k ď L. Recall that p max :" max iě0 p i ă 1. For all trees T with size k, we have P tT
min k q 1{k q " logp1{Lqk " logp1{Lqkplog kq 0 . Thus we can apply Theorem 5 with γ " logp1{Lq, α " 1 and β " 0 to get
The following Lemma computes L for some well-known Galton-Watson trees. See Janson [21, sec. 10 ] for more about these trees.
Proof. (i): If ξ " 2 Bep1{2q, then p 0 " 1{2, p 2 " 1{2 and p i " 0 for i R t0, 2u. Thus for k ě 3, we have
(ii) and (iii) follow from similar simple calculations. (iv): For all i ě 1, we have
Therefore L k " 1{4 for all k ě 1, and L " 1{4. (ii) If k n ě plog n´p1´δq log log nq{ log 1 L , then whp T gw n does not contain all trees in Sď kn as fringe subtrees.
Thus as n Ñ 8, we have K n logp1{Lq´log n log log n p
Ñ´1.
The main idea is that when κ ă 8, there are exponentially many trees of size k that have small probability to appear as fringe subtrees in T gw n . Then we can use Lemma 12 (the coupon collector) to find the sufficient condition for one of them to not to appear whp.
Proof. (i):
Write m " log n and k " k n . Using (4), it is easy to verify that in this case np min k {k Ñ 8. Thus (i) follows from Lemma 15.
(ii): The proof is similar to the one of Lemma 15. As in that proof, we can assume that k " Oplog nq. Thus by Theorem 3, whp N S k pT gw n q ď y n :" t 3 2 nP t|T gw | " kuu. Let
A n be the event that T gw n contains all possible trees of size k as fringe subtrees. Let B n piq be the event that N S k pT gw n q " i for some i ď y n . Then P tA n u ď P tN S k pT gw n q ą y n u`ÿ iďyn P tA n |B n piqu P tB n piqu ď op1q`P tA n |B n py n qu ÿ iďyn P tB n piqu , ď op1q`P tA n |B n py n qu .
Thus it suffices to prove that P tA n |B n py n qu Ñ 0.
Using the same coupling as in the proof of Lemma 15, we have P tA n |B n py n qu equals the probability that y n independent copies of T 
Since L ă 1 and P t|T gw | " ku " Θpk´3 {2 q, we have L k {P t|T gw | " ku " op1q. Thus for k large enough, the logarithm of the above is
By our assumptions, k " Ωplog nq and L k ď plog nq 1´δ {n. Since C κ ą 0, we have
which implies P tA n |B n py n qu Ñ 0.
Remark. If L ą 0 and κ " 8, then Theorem 5 shows that K n { logpnq p Ñ 1{ logp1{Lq. But the second order term of K n is sensitive to small modifications of the offspring distribution, which makes it slightly more challenging to analyze the second order term.
When
It is clear that L " 0 if and only if ξ has infinite support and lim inf iÑ8 p 0 pp i {p 0 q 1{i " 0, which implies lim sup iÑ8 logp1{p i q{i " 8, along the subsequence with p i ą 0. If in addition we have p i ą 0 for all i ě 0 and logp1{p i q " f piq for some f : r0, 8q Ñ r0, 8q with f piq{i Ò 8, then we say that ξ has an f -super-exponential tail. We have the following threshold for Galton-Watson trees with such a property.
Theorem 8. Assume Condition
Proof. (i): Let k " k n . Choose ε ą 0 such that p1´δqp1`εq ă p1´δ{2q. Since logp1{p i q " f piq, there exists an integer ipεq such that for all i ą ipεq, log p i ě´p1`ε{2qf piq.
where we use that f piq{i Ò 8. Since min 1ďiďipεq w i is a constant, we have for large k,
It follows from (4) that for k large enough,
where the last step uses f pkq{k Ò 8.
The assumption k´1 ď f´1pp1´δq log nq implies that f pk´1q ď p1´δq log n and k " Oplog nq. Thus log p min k ě´p1`εqp1´δq log n ě´p1´δ{2q log n. (ii)
Example (The Cayley trees). A better example is the Galton-Watson tree with offspring distribution ξ L " Pop1q, i.e., the Cayley tree. It has p i " e´1{i! and logp1{p i q " i logpiq. It is easy to see that K n log log n log n p Ñ 1.
Using (4) it is not difficult to verify that the tail drops so fast that the least possible tree of size k is T star k´1 . This is a special case of the following general observation. 
It follows from Theorem 5 that for
as n Ñ 8. This matches the result given by Theorem 8. However, we can be more precise by applying the following theorem with γ " 1.
Theorem 9. Assume Condition A. Also assume that
where γ ą 0 is a constant. Define m " log n, m 1 " logpm{γq, m 2 " log m 1 .
Let k n Ñ 8 be a sequence of positive integers. Then for all constants δ ą 0, we have: 
Non-fringe subtrees
In this section we prove Theorem 4, the concentration of non-fringe subtree counts in conditional Galton-Watson trees.
Given a tree T , let vpT q be the number of its internal nodes and let pT q be the number of its leaves. Recall that N To simplify the notation, write v :" vpT q and :" pT q. By Lemma 2, T has a preorder degree sequence of the form pa 1 , 0, a 2 , 0, . . . , a , 0q :" pa 1,1 , a 1,2 , . . . , a 1,rp1q , 0, a 2,1 , a 2,2 , . . . , a 2,rp2q , 0, . . . , a ,1 , a 2,2 , . . . , a ,rp q , 0q (5) for positive integers rp1q, rp2q, . . . , rp q and that
Therefore, if T ă T 1 , then T 1 has a preorder degree sequence of the form
where b 1 , . . . , b are preorder degree sequences of some plane trees. Thus each nonfringe subtree of shape T in T gw n corresponds to a segment of r ξ n of the form of (7). If none of the segments overlap with each other, then we can permute them into the form pa 1 , . . . , a , b 1 , . . . , b q. Since r ξ n is permutation invariant, the new sequence still has the distribution of r ξ n . In other words, N nf T pT gw n q is almost distributed like the number of the patterns pa 1 , a 2 , . . . , a q in r ξ n . The problem with this argument is that non-fringe subtrees can overlap. But as shown later in this section, under the assumptions of Theorem 4, the effect of such overlaps is negligible.
We will use D n to denote the set of preorder degree sequences of trees with size n. Let r D n be the set of sequences that are cyclic rotations of sequences in D n . Given
where the indices are all modulo n. Lemma 2 guarantees that such deg i pdq exists and is unambiguous. Let T i pdq be the tree with the preorder degree sequence deg i pdq.
Factorial moments
Let pxq r :" xpx´1q¨¨¨px´r`1q. For a random variable X, EpXq r is called the r-th factorial moment of X. We give exact formulas for the first and second factorial moments of N nf T pT gw n q in this subsection.
Lemma 19. Assume that P t|T gw | " nu ą 0. Let T be a tree. We have
Proof. Let v :" vpT q and :" pT q.
Recall that T has a preorder degree sequence of the form pa 1 , 0, . . . , a , 0q satisfying (6) . Let A Ď r D n be the set of sequences such that r 
. . , e n q P r D n : pe 1 , e 2 , . . . , e v q " pa 1 , a 2 , . . . , a q ) .
Such a permutation defines a mapping f :
. . , a q, there are at least consecutive segments that are preorder degree sequences of trees, i.e., there is a unique d P A with f pdq " d 1 . Thus f is a one-to-one mapping. If
, since r ξ n is permutation invariant. Therefore we have
Recall that by Lemma 3, r ξ n " pξ 1 , ξ 2 , . . . , ξ n |S n " n´1q, where ξ 1 , ξ 2 , . . . , ξ n are i.i.d. copies of ξ and S n " ř n s"1 ξ s . We have P
where in the last step we use ř s"1 a s " v` ´1. To compute EpN nf T pT gw n2 , we enumerate all the cases that T can appear as overlapping non-fringe subtrees by constructing a set of trees tT ' T u as follows. For trees T , S and node v P T , let T 1 " SplaypT, v, Sq denote tree T with subtree T v replaced by S. Thus T Note that |tT ' T u| ă vpT q. Also note that given T 1 P tT ' T u we can always find a unique node v P VpT q such that T 1 " SplaypT, v, T q. See Figure 5 for an example of tT ' T u. Lemma 20. Assume that P t|T gw | " nu ą 0. Let T be a tree. We have
Proof. Let v " vpT q and " pT q. Let I i be defined as in the proof of Lemma 19. Since I 1 , . . . , I n are indicator random variables and permutation invariant, we have
The event I 1 I i " 1 happens if and only if T ă T 1 p r ξ n q and T ă T i p r ξ n q both happen.
Thus instead of summing E rI 1 I i s over i, we can sum P ! r ξ n " d ) over pairs pi, dq P t2, . . . , nuˆr D n that satisfy T ă T 1 pdq and T ă T i pdq, i.e.,
where pa 1 , 0, . . . , a , 0q is the preorder degree sequence of T and b 1 , b 1 1 , . . . , b , b 1 are preorder degree sequences of trees. Let A be the set of such pairs. Then
) . For 1 ď r ď n, let I r pdq be the set of positions in d that are occupied by deg r pdq, i.e., I r pdq :" tj mod n : r ď j ă r`| deg r pdq|u . 
In other words, either T i is fringe subtree of T 1 and T i is rooted at a node that corresponds to an internal node of T (regarding that T 1 is a non-fringe subtree of the shape T ), or vice versa. Thus there exists a T 1 P tT 'T u such that either T 1 ă T 1 pdq or T 1 ă T i pdq. By symmetry, we have
where the last step follows from Lemma 19. Now consider pi, pd 1 , . . . , d nP A must happen. And since i ‰ 1 we cannot have I i pdq " I 1 pdq.) Figure 6 gives examples of the three cases. We permute pd 1 , . . . , d n q as follows. For (i) and (ii), we first permute the red segment from pa 1 , b 1 , . . . , a , b q to pa 1 , . . . , a , b 1 , . . . , b q. Then we permute the blue segment of from pa 1 , b
It is clear this can be done in case (i). And it is not difficult to see that in case (ii) the positions that are occupied by the blue segment is completely contained by the positions that are occupied by b 1 for some 1 ď 1 ď . This means that T i is a fringe subtree of T 1 and the root of T i does not correspond to an internal node of T (because T 1 is a non-fringe subtree in the shape of T ). So the first step of the permutation moves the blue segment but does not change its contents and we can carry out the second step without problem.
In case (iii), we reverse the order of the two steps. After this the starting position of the red segment may have changed. We rotate the new sequence such that the red segment still starts from position 1.
In the end, we get a new pair pi 1 , pd Since given pi 1 , d 1 q P B, we can without ambiguity recover the red segment and blue segment of d 1 , the mapping is reversible, i.e., f is one-to-one. Since r ξ n is permutation invariant, if
. Therefore
Given pi, pd 1 , . . . , d nP B, we can move the segment pd i , . . . , d i`v´1 q to the position v`1 to get a new sequence pd 
. . , e n q P r D n : pe 1 , . . . , e 2v q " pa 1 , . . . , a , a 1 , . . . , a q ) .
Since there are n´2v`1 possible values of i, this permutation gives us a pn´2v`1q-to-one mapping h : B Ñ C and if
We obtain as usual
. . , ξ 2v q " pa 1 , . . . , a , a 1 , . . . , a q | S n " n´1u " P tpξ 1 , . . . , ξ 2v q " pa 1 , . . . , a , a 1 , . . . , a qû P tS n´2v " pn´1q´2pv` ´1qu P tS n " n´1u " π nf pT q 2 P tS n´2v " n`1´2pv` qu P tS n " n´1u .
It follows that
The lemma follows by combining (8) and (9) with the following:
Sequence of non-fringe subtrees
Let T n be a sequence of trees. Let v n :" vpT n q and n :" pT n q. In this subsection we prove Theorem 4, the concentration of N 
The whole T gw n is of size n and is a non-fringe subtree itself.
Proof. Recall that p max :" max iě0 p i . We have P tT ă T gw u ď p vpT q max . Since p max ă 1, if C 1 " 2{ logp1{p max q, then sup T :vpT qąC 1 log n nπ nf pT q ď np
By Lemma 19, we have
It follows from the well-known local limit theorem (see, e.g., Kolchin [23] [thm. 1.4.2]) that P tS n " n´1u " Θpn´1 {2 q. Therefore if v n ą C 1 log n, the above expression is at most np n . The probability of this event goes to zero.
Proof. |T n | " opnq implies that v n " opnq and n " opnq. Therefore it follows Lemma 6 and 19 that E " N nf Tn pT gw n q ‰ nπ nf pT n q " P tS n´vn " n´v n´ n u P tS n " n´1u Ñ 1. Proof. Let v " v n , " n and T " T n . Let C 1 and b n be defined as in Lemma 21 and 22 respectively. We can assume that v ď C 1 log n " opnq and ď b n " opnq. Otherwise we cannot have nπ nf pT q Ñ 8 by these two lemmas. If T 1 P tT 'T u, then vpT 1 q ă 2v " opnq and pT 1 q ă 2 " opnq. Therefore, it follows from Lemma 6 and 20 that EpN nf T pT gw n2 " npn´2v`1qπ nf pT q 2 P tS n´2v " n`1´2pv` qu P tS n " n´1ù 2n ÿ T 1 PtT 'T u π nf pT 1 q P S n´vpT 1 q " n´vpT 1 q´ pT 1 q ( P tS n " n´1u " p1`op1qqpnπ nf pT2`O pnq ÿ
Thus it suffices to show that n ř T 1 PtT 'T u π nf pT 1 q " opnπ nf pT2 . Consider the superset A of tT ' T u that contains trees which can be obtained by replacing a proper non-leaf subtree of T with another copy of T . (We do not restrict where this replacement can happen as in the definition of tT 'T u.) Note that |A| " v´1, since T has v internal nodes and one of them is the root.
If T 1 P A, then T 1 contains T as a fringe subtree. Thus π nf pT 1 q ď π nf pT q. In the case that v is bounded, we have n ÿ T 1 PA P tT 1 ă T gw u ď nvπ nf pT q " Opnπ nf pT" opnπ nf pT2 .
Thus we can assume that v Ñ 8. For T 1 P A, if T 1 has at least 3v{2 internal nodes, call T 1 big, otherwise call it small. Let A big and A small be the sets of big and small trees in A respectively.
If T 1 P A big , then besides internal nodes that correspond to internal nodes of T , T Let T i,j be a fringe subtree in T whose root is at depth i and is the j-th node of this level. If replacing T i,j with a copy of T makes a new tree T 1 i that has strictly less than 3v{2 internal nodes, then T i,j must contain more than v{2 internal nodes. Therefore, for each i, there is at most one possible such j. For an example of T As T has v internal nodes, there are at most v´1 possible i that can make T i,j a proper and non-leaf subtree. Since T 1 i has at least i internal nodes besides these in the copy of T that replaced T i,j , we have π nf pT As a result, lim inf nÑ8 d TV pX n , Popµqq ą 0.
Proof. Let h " hpnq. Since nP tL h ă T gw u " np h 1 Ñ µ P p0, 8q, we have h " log 1{p 1 nÒ p1q. L h has h internal nodes and one leaf. Thus it follows from Lemma 19 and 6 that EX n " nπ nf pL h q P tS n´h " n´h´1u P tS n " n´1u Ñ µ.
Since tL h ' L h u " tL h`i : 1 ď i ď h´1u, by Lemma 6,
π nf pT 1 q P S n´vpT 1 q " n´vpT 1 q´ pT 1 q ( P tS n " n´1u " 2n h´1 ÿ i"1 π nf pL h`i q P tS n´h´i " n´h´i´1u P tS n " n´1u " p1`op1qq2n
We also have by Lemma 6, ζ 2 :" npn´2hqπ nf pL h q 2 P tS n´2h " n`1´2ph`1qu P tS n " n´1u Ñ µ 2 .
Therefore, it follows from Lemma 20 that EpX n q 2 " ζ 1`ζ2 Ñ 2µ p 1 1´p 1`µ 2 .
Thus
Var pX n q " E rpX n q 2 s`E rX n s´E rX n s 2 Ñ µ 1`p 1 1´p 1 .
So we have
Var pX n q E rX n s Ñ
where in the last step we use Hölder's inequality [19, pp. 129] . So d TV pX n , PopEX n" P tX n ‰ Z n u ěˆV ar pX n q´EX n Ep|X n´E X n | 32{3˙3 . Therefore lim inf Since EX n Ñ µ, we also have lim inf nÑ8 d TV pX n , Popµqq ą 0.
Proof of Theorem 4. (i): By Lemma 21 we can assume v n ď C 1 log n for n large. Otherwise we have P N nf Tn pT gw n q ě 1
Tn pT gw n q Ñ 0 along the subsequence that v n ą C 1 log n. Similarly we can assume that n " opnq by Lemma 22. Then by lemma 23, EN 
