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CAUSAL VARIATIONAL PRINCIPLES IN THE σ-LOCALLY
COMPACT SETTING: EXISTENCE OF MINIMIZERS
FELIX FINSTER AND CHRISTOPH LANGER
FEBRUARY 2020
Abstract. We prove the existence of minimizers of causal variational principles on
second countable, locally compact Hausdorff spaces. Moreover, the corresponding
Euler-Lagrange equations are derived. The method is to first prove the existence
of minimizers of the causal variational principle restricted to compact subsets for a
lower semi-continuous Lagrangian. Exhausting the underlying topological space by
compact subsets and rescaling the corresponding minimizers, we obtain a sequence
which converges vaguely to a regular Borel measure of possibly infinite total volume.
It is shown that, for continuous Lagrangians of compact range, this measure solves
the Euler-Lagrange equations. Furthermore, we prove that the constructed measure
is a minimizer under variations of compact support. Under additional assumptions,
it is proven that this measure is a minimizer under variations of finite volume. We
finally extend our results to continuous Lagrangians decaying in the entropy.
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1. Introduction
In the physical theory of causal fermion systems, space-time and the structures
therein are described by a minimizer of the so-called causal action principle (for an
introduction and the physical context see the textbook [12] or the survey articles [14,
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13]). Causal variational principles evolved as a mathematical generalization of the
causal action principle [11, 15]. The starting point in [15] is a smooth manifold F and
a non-negative function L : F × F → R+0 (the Lagrangian) which is assumed to be
lower semi-continuous. The causal variational principle is to minimize the action S
defined as the double integral over the Lagrangian
S(ρ) =
ˆ
F
dρ(x)
ˆ
F
dρ(y) L(x, y)
under variations of the measure ρ within the class of regular Borel measures, keeping
the total volume ρ(F) fixed (volume constraint). The aim of the present paper is
to extend the existence theory for minimizers of such variational principles to the
case that F is non-compact and the total volume is infinite. Furthermore, we drop
the manifold structure of the underlying space F and consider a σ-locally compact
topological space instead. We also work out the corresponding Euler-Lagrange (EL)
equations.
In order to put the paper into the mathematical context, in [9] it was proposed
to formulate physics by minimizing a new type of variational principle in space-time.
The suggestion in [9, Section 3.5] led to the causal action principle in discrete space-
time, which was first analyzed mathematically in [10]. A more general and systematic
enquiry of causal variational principles on measure spaces was carried out in [11]. In
this article, the existence of minimizers is proven in the case that the total volume is
finite. In [15], the setting is generalized to non-compact manifolds of possibly infinite
volume and the corresponding EL equations are analyzed. However, the existence of
minimizers is not proved. Here we fill this gap and develop the existence theory in the
non-compact setting.
The main difficulty in dealing with measures of infinite total volume is to properly
implement the volume constraint. Indeed, the naive prescription ρ(F) =∞ leaves the
freedom to change the total volume by any finite amount, which is not sensible. The
way out is to only allow for variations which leave the measure unchanged outside a set
of finite volume (so-called variations of finite volume; see Definition 2.1). In order to
prove existence of minimizers within this class, we exhaust F by compact sets Kn and
show that minimizers for the variational principle restricted to each Kn exist. Making
essential use of the corresponding EL equations, we rescale the minimizing measures
in such a way that a subsequence converges vaguely to a measure ρ on F. We proceed
by proving that this measure satisfies the EL equations globally. Finally, we prove
that, under suitable assumptions, this measure is even a minimizer under variations
of finite volume. This minimizing property is proved in two steps: We first assume
that the Lagrangian is of compact range (see Definition 3.3) and prove that ρ is a
minimizer under variations of compact support (see Definition 4.9 and Theorem 4.10).
In a second step we extend this result to variations of finite volume (see Definition 2.1
and Theorem 4.11) under the assumption that property (iv) in Section 2 holds, i.e.
sup
x∈F
ˆ
F
L(x, y) dρ(y) <∞ .
Sufficient conditions for this assumption to hold are worked out (see Lemma 4.8).
Finally, we generalize our results to Lagrangians which do not have compact range,
but instead have suitable decay properties (see Definition 5.1 and Theorem 5.9).
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The paper is organized as follows. In Section 2 we recall the main definitions and
existence results as outlined in [15]. In Section 3 causal variational principles in the σ-
locally compact setting are introduced (§3.1), and the existence of minimizers is proved
for the causal variational principle restricted to compact subsets, making use of the
Banach-Alaoglu theorem and the Riesz representation theorem (§3.2). In Section 4
minimizers are constructed for continuous Lagrangians of compact range. To this end,
in §4.1 we exhaust the underlying topological space by compact subsets and take a
vague limit of suitably rescaled minimizers thereon to obtain a regular Borel measure
on the whole topological space. In §4.2 it is shown that this measure satisfies the
Euler-Lagrange equations. Moreover, we prove in §4.3 that the measure is a minimizer
under variations of compact support (see Definition 4.9). In §4.4 it is shown that,
under additional assumptions, this measure is also a minimizer under variations of
finite volume (see Definition 3.2). In Section 5 we conclude the paper by weakening
the assumption that the Lagrangian is of compact range to Lagrangians which decay
in the entropy (see Definition 5.1). Then the EL equations are again satisfied, and
under similar additional assumptions as before we prove that the constructed Borel
measure is a minimizer of the causal action principle as intended in [15].
2. Preliminaries: Causal Variational Principles in the Non-Compact
Setting
Let us briefly recall causal variational principles in the non-compact setting as intro-
duced in [15, Section 2]. We consider a (possibly non-compact) smooth manifold F of
dimension m ≥ 1 and let ρ be a (positive) Borel measure on F (the universal measure).
Moreover, let L : F × F → R+0 be a non-negative function (the Lagrangian) with the
following properties:
(i) L is symmetric, i.e. L(x, y) = L(y, x) for all x, y ∈ F.
(ii) L is lower semi-continuous, i.e. for all sequences xn → x and yn′ → y,
L(x, y) ≤ lim inf
n,n′→∞
L(xn, yn′) .
The causal variational principle is to minimize the action
S(ρ) =
ˆ
F
dρ(x)
ˆ
F
dρ(y) L(x, y) (2.1)
under variations of the measure ρ, keeping the total volume ρ(F) fixed (volume con-
straint). Here we are interested in the case that the total volume is infinite. In order
to implement the volume constraint, we make the following additional assumptions:
(iii) The measure ρ is locally finite (meaning that any x ∈ F has an open neighbor-
hood U ⊂ F with ρ(U) <∞).
(iv) The function L(x, .) is ρ-integrable for all x ∈ F and
sup
x∈F
ˆ
F
L(x, y) dρ(y) <∞ . (2.2)
By Fatou’s lemma, the integral in (2.2) is lower semi-continuous in the variable x.
In order to give the causal variational principle a mathematical meaning, we vary
in the following class of measures:
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Definition 2.1. Given a regular Borel measure ρ on F, a regular Borel measure ρ˜
on F is said to be a variation of finite volume if∣∣ρ˜− ρ∣∣(F) <∞ and (ρ˜− ρ)(F) = 0 (2.3)
(where |.| denotes the total variation of a signed measure).
For clarity, we note that the left inequality in (2.3) is understood as follows: There
exists a Borel set B ⊂ F with ρ(B), ρ˜(B) < ∞ and ρ|F\B = ρ˜|F\B . If this condition
holds, we define the signed measure ρ− ρ˜ by (ρ− ρ˜)(Ω) := ρ(Ω ∩B)− ρ˜(Ω ∩B).
Assuming that (i)–(iv) hold and that ρ˜ is a variation of finite volume, the difference
of the actions as given by(
S(ρ˜)− S(ρ)
)
=
ˆ
F
d(ρ˜− ρ)(x)
ˆ
F
dρ(y) L(x, y)
+
ˆ
F
dρ(x)
ˆ
F
d(ρ˜− ρ)(y) L(x, y) +
ˆ
F
d(ρ˜− ρ)(x)
ˆ
F
d(ρ˜− ρ)(y) L(x, y)
(2.4)
is well-defined in view of [15, Lemma 2.1].
Definition 2.2. The measure ρ is said to be a minimizer of the causal action if the
difference (2.4) is non-negative for all regular Borel measures ρ˜ satisfying (2.3),(
S(ρ˜)− S(ρ)
)
≥ 0 .
We denote the support of the measure ρ by M ,
M := supp ρ = F \
⋃{
Ω ⊂ F
∣∣ Ω is open and ρ(Ω) = 0} (2.5)
(thus the support is the set of all points for which every open neighborhood has a
strictly positive measure; for details and generalizations see [7, 2.2.1]).
It is shown in [15, Lemma 2.3] (based on a similar result in the compact setting in [16,
Lemma 3.4]) that a minimizer satisfies the following Euler-Lagrange (EL) equations,
which state that for a suitable value of the parameter s > 0, the lower semi-continuous
function ℓ : F → R+0 defined by
ℓ(x) :=
ˆ
F
L(x, y) dρ(y)− s
is minimal and vanishes on the support of ρ,
ℓ|M ≡ inf
F
ℓ = 0 . (2.6)
The parameter s can be interpreted as the Lagrange parameter corresponding to the
volume constraint. For the derivation of the EL equations and further details we refer
to [15, Section 2].
3. Causal Variational Principles on σ-Locally Compact Spaces
3.1. Basic Definitions. In the setup of causal variational principles in the non-
compact setting (see Section 2) it is assumed that F is a smooth manifold. Since
this manifold structure is not needed in what follows, we now slightly generalize the
setting.
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Definition 3.1. Let F be a second-countable, locally compact Hausdorff space, and let
the Lagrangian L : F × F → R+0 be a symmetric and lower semi-continuous function
(see (i) and (ii) in Section 2). Moreover, we assume that L is strictly positive on the
diagonal, i.e.
L(x, x) > 0 for all x ∈ F . (3.1)
The causal variational principle on σ-locally compact spaces is to minimize
the causal action (2.1) under variations of finite volume (see Definition 2.1).
Note that we do not impose the conditions (iii) and (iv) in Section 2. For this reason,
it is a-priori not clear whether the integrals in (2.4) exist. Therefore, we include this
condition into our definition of a minimizer:
Definition 3.2. A regular Borel measure ρ is said to be a minimizer of the causal
action under variations of finite volume if the difference (2.4) is well-defined and non-
negative for all regular Borel measures ρ˜ satisfying (2.3),(
S(ρ˜)− S(ρ)
)
≥ 0 .
We point out that a minimizer again satisfies the EL equations (2.6) (as is proved
exactly as in [15, Lemma 2.3]). The condition in (3.1) is needed in order to avoid
trivial minimizers supported at a point where L(x, x) = 0 (see [16, Section 1.2]). For
clarity, we note that, following the conventions in [18], by a Borel measure we mean
a measure ρ : B(F) → [0,+∞] on the Borel σ-algebra B(F) which is locally finite
(meaning that every point has an open neighborhood of finite volume). In view of [1,
Theorem 29.12], every Borel measure on F is regular (meaning that the measure of
a set can be recovered by approximation from inside with compact and from outside
with open sets). In particular, it is inner regular and therefore a Radon measure [24].
More generally, every Borel measure on a Souslin space is regular by Meyer’s theorem
(see [5, Satz VIII.1.17]).
A topological space which is locally compact and σ-compact is also referred to as
being σ-locally compact (see for example [25]). We note that every second-countable,
locally compact Hausdorff space is σ-compact (cf. [1, §29]). Therefore, F is a σ-locally
compact space. Moreover, in view of [17, Proposition 4.31] and [26, Theorem 14.3], the
space F is regular, and hence separable and metrizable by Urysohn’s theorem (see for
instance [26, Theorem 23.1]), where the resulting metric is complete (see [1, p. 185]).
Thus we can arrange that F is a Polish space. Since each Polish space is Souslin, any
Borel measure on F is regular, and therefore its support is given by (2.5).
A metric space X is said to have the Heine-Borel property if every closed bounded
subset is compact [27].1 In this case, the corresponding metric is referred to as Heine-
Borel metric. Clearly, every Heine-Borel metric is complete. According to [27, Theo-
rem 2’], every σ-locally compact Polish space is metrizable by a Heine-Borel metric.
Since the topological space F is σ-locally compact and Polish we can arrange that
bounded sets in F are relatively compact, i.e. have compact closure.
Moreover, in order to construct solutions of the EL equations, we first impose the
following assumption (see Section 4).
1In coarse geometry, such metric spaces are also called proper (cf. [23, Definition 1.4]). For instance,
every connected complete Riemannian manifold is a proper metric space (see [22, Chapter 2]).
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Definition 3.3. The Lagrangian has compact range if for every compact set K ⊂ F
there is a compact set K ′ ⊂ F such that
L(x, y) = 0 for all x ∈ K and y 6∈ K ′ .
Later on we will show that this assumption can be weakened (see Section 5).
3.2. Existence of Minimizers on Compact Subsets. Our strategy is to exhaust F
by compact sets, to minimize on each compact set, and to analyze the limit of the
resulting measures. In preparation, we now consider the variational principle on a
compact subset K ⊂ F. Since the restriction of a Borel measure to K has finite
volume, by rescaling we may arrange that the total volume equals one. This leads us
to the variational principle
minimize SK(ρ) :=
ˆ
K
dρ(x)
ˆ
K
dρ(y) L(x, y)
in the class
ρ ∈ MK := {normalized Borel measures on K} .
Existence of minimizers follows from abstract compactness arguments in the spirit
of [11, Section 1.2]. We give the proof in detail because the generalization to the lower
semi-continuous setting is not quite obvious.
Theorem 3.4. Let K ⊂ F be compact. Moreover, let (ρk)k∈N be a minimizing sequence
in MK for the action SK , i.e.
lim
k→∞
SK (ρk) = inf
ρ ∈MK
SK(ρ) .
Then the sequence (ρk)k∈N contains a subsequence which converges weakly to a mini-
mizer ρK ∈MK .
Proof. Let (ρk)k∈N be a minimizing sequence. For clarity, note that the compact
subset K ⊂ F is a locally compact Hausdorff space. Moreover, the continuous, real-
valued functions on K, denoted by C(K), form a normed vector space (with respect
to the sup norm ‖ · ‖∞), and the functions in C(K) are all bounded and have compact
support, i.e. C(K) = Cb(K) = Cc(K). For each k ∈ N, the mapping
Ik : C(K)→ R, Ik(f) :=
ˆ
K
f(x) dρk(x)
defines a continuous positive linear functional. Since
‖Ik‖ := sup
f∈C(K)
‖f‖≤1
∣∣∣∣
ˆ
K
f(x) dρk(x)
∣∣∣∣ ≤ ‖ρk‖(K)
and ‖ρk‖(K) = ρk(K) = 1 for all k ∈ N (where ‖ · ‖(K) denotes the total variation,
and ‖ · ‖ the operator norm on C(K)∗), the sequence (Ik)k∈N is bounded in C(K)
∗.
In view of the Banach-Alaoglu theorem, a subsequence (Ikj)j∈N converges to a linear
functional I ∈ C(K)∗ in the weak*-topology,
Ikj ⇀
∗ I ∈ C(K)∗ .
Applying the Riesz representation theorem, we obtain a regular Borel measure ρK such
that
I(f) =
ˆ
K
f(x) dρK(x) for all f ∈ C(K) .
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Since ρK(K) = I(1K) = limj→∞ Ikj(1K) = 1 (where 1K is the function which is
identically equal to one), one sees that ρK is again normalized.
It remains to show that ρK is a minimizer. Since K is compact, σ-compactness
of K implies that the measure space (K,B(K)) is σ-finite (according to [19, §7]; this
also results from the fact that any Borel measure is locally finite and K is second-
countable). Due to [19, §35, Theorem B], for all j ∈ N there is a uniquely determined
product measure ηkj := ρkj × ρkj : B(K) ⊗ B(K) → R (see also [17, Theorem 7.20])
such that
ηkj (A×B) := ρkj(A) · ρkj(B) ,
where A × B ∈ B(K) ⊗ B(K). Since K ⊂ F is a second-countable Hausdorff space,
it is separable according to [26, §5F], and the Cartesian product K × K is compact
(see e.g. [6, Theorem 3.2.3]). Moreover, any countable product of second-countable
topological spaces is again second-countable and thus separable. By [2, Theorem 2.8]
we obtain weak convergence
ηkj = ρkj × ρkj ⇀ ρK × ρK =: ηK .
In particular, (ηkj )j∈N is a sequence of normalized Borel measures, and ηK is a nor-
malized Borel measure on K ×K. Since K ×K is metrizable due to [21, §34], and the
Lagrangian L|K×K : K × K → R
+
0 is a measurable nonnegative real valued function
on K ×K, Fatou’s lemma for sequences of measures [8, eq. (1.5)] yields
SK(ρK) =
ˆ
K
ˆ
K
L(x, y) dρK(x) dρK(y) =
¨
K×K
L(x, y) dηK(x, y)
≤ lim inf
j→∞
¨
K×K
L(x, y) dηkj (x, y) = lim inf
j→∞
ˆ
K
ˆ
K
L(x, y) dρkj (x) dρkj (y)
= lim inf
j→∞
SK(ρkj) ≤ lim
j→∞
SK(ρkj ) = inf
ρ ∈MK
SK(ρ) .
Hence ρK is a minimizer of the action SK . 
A minimizing measure ρK satisfies the EL equations, which in analogy to (2.6) read
ℓK |supp ρK ≡ inf
K
ℓK = 0 , (3.2)
where ℓK : F → R is the function
ℓK(x) :=
ˆ
K
L(x, y) dρK(y)− s , (3.3)
and s > 0 is a suitably chosen parameter.
4. Minimizers for Lagrangians of Compact Range
4.1. Construction of a Global Borel Measure. Let (Kn)n∈N be an exhaustion of
the σ-locally compact space F by compact sets such that each compact set is contained
in the interior of its successor (see e.g. [1, Lemma 29.8]). For every n ∈ N, we let ρKn
in MKn be a corresponding minimizer on Kn as constructed in Theorem 3.4. We
extend these measures by zero to B(F),
ρ[n](A) := λn ρKn(A ∩Kn) , (4.1)
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where λn are positive parameters which will be chosen such that the parameter s in
the EL equations (3.2) and (3.3) is equal to one. Thus
ℓ[n]
∣∣
supp ρ[n]
≡ inf
Kn
ℓ[n] = 0 , (4.2)
where
ℓ[n](x) :=
ˆ
F
L(x, y) dρ[n](y)− 1 . (4.3)
For clarity, we point out that the measures ρ[n] are not normalized. More precisely,
ρ[n](F) = λn ,
and the sequence (λn)n∈N will typically be unbounded.
Lemma 4.1. For every compact subset K ⊂ F there is a constant CK > 0 such that
ρ[n](K) ≤ CK for all n ∈ N .
Proof. Since L(x, .) is lower semi-continuous and strictly positive at x (see (3.1)), there
is an open neighborhood U(x) of x with
L(y, z) ≥
L(x, x)
2
> 0 for all y, z ∈ U(x) .
Covering K by a finite number of such neighborhoods U(x1), . . . , U(xL), it suffices
to show the inequality for the sets K ∩ U(xℓ) for any ℓ ∈ {1, . . . , L}. Moreover, we
choose N so large that KN ⊃ K and fix n ≥ N . If K ∩ suppρ
[n] = ∅, there is nothing
to prove. Otherwise, there is a point z ∈ K ∩ supp ρ[n]. Using the EL equations (4.2)
at z, it follows that
1 = ℓ[n](z) + 1 =
ˆ
F
L(z, y) dρ[n](y) ≥
ˆ
U(xℓ)
L(z, y) dρ[n](y) ≥
L(xℓ, xℓ)
2
ρ[n](U(xℓ)) .
Hence
ρ[n](U(xℓ)) ≤
2
L(xℓ, xℓ)
. (4.4)
This inequality holds for any n ≥ N . Let c(xℓ) be the maximum of 2/L(xℓ, xℓ)
and ρ[1](U(xℓ)), . . . , ρ
[N−1](U(xℓ)). Since the open sets U(x1), . . . , U(xL) cover K,
we finally introduce CK as the sum of the constants c(x1), . . . , c(xL). 
Now we proceed as follows. Denoting by (Kn)n∈N the above exhaustion of F by
compact sets, we first restrict the measures ρ[n] to the compact set K1. According to
Lemma 4.1, the resulting sequence of measures is bounded. Therefore, a subsequence
converges as a measure on K1 (using again the Banach-Alaoglu theorem and the Riesz
representation theorem). Out of the resulting subsequence (ρ[1,nk])k∈N, we then choose
a subsequence of measures (ρ[2,nk])k∈N which converges weakly on K2. We proceed
iteratively and denote the resulting diagonal sequence by
ρ(k) := ρ[k,nk] for all k ∈ N . (4.5)
In the following, we restrict attention to the compact exhaustion (Km)m∈N, where for
convenience by Km we denote the sets Knm for m ∈ N (thus ρ
(m) is a minimizer on Km
for each m ∈ N).
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By construction, the sequence (ρ(k)|Kn)k∈N converges weakly to some measure ρ|Kn
for every n ∈ N, i.e.
ρ(k)|Kn ⇀ ρ|Kn for all n ∈ N . (4.6)
Moreover, from the construction we know that the obtained measures are compatible
in the sense that
ρ|Km =
(
ρ|Km)
∣∣
Kn
for all m > n . (4.7)
The following result proves weak convergence on arbitrary compact subsets of F.
Lemma 4.2. For any compact subset K ⊂ F, the sequence (ρ(k)|K)k∈N converges
weakly to some regular Borel measure ρ|K .
Proof. Denoting the compact exhaustion of F by (Kn)n∈N, the set K is contained in
the interior of KN for some integer N ∈ N. Let f ∈ C(K) = Cb(K) be arbitrary,
and let f˜ ∈ C(KN ) be a continuous continuation on KN (making use of the Tietze
extension theorem; see e.g. [20, Theorem (1.3)]). Moreover, we introduce the positive
constant C by
C := 1 + sup
x∈KN
∣∣f˜(x)∣∣ > 0 .
Now let ρ|KN be the weak limit of the sequence (ρ
(k)|KN )k∈N according to (4.6). In
view of Lemma 4.1, the measure ρ|KN is a finite Borel measure on B(KN ), and hence
regular as explained in §3.1. For any ε > 0, regularity of ρ|KN implies the existence of
an open set U ⊂ F containing K such that ρ|KN (U \K) < ε/C. Similarly, regularity
of the measures ρ(k)|KN yields the existence of open sets Uk ⊂ F containing K such
that
ρ(k)|KN (Uk \K) < ε/C for each k ∈ N .
Without loss of generality we may assume that Uk ⊂ U for all k ∈ N. For every k ∈ N
we then obtain∣∣∣∣
ˆ
K
f(x) d
(
ρ(k) − ρ|KN
)
(x)
∣∣∣∣ ≤
∣∣∣∣
ˆ
KN
f˜(x) d
(
ρ(k) − ρ|KN
)
(x)
∣∣∣∣
+
∣∣∣∣∣
ˆ
KN\K
f˜(x) dρ(k)(x)
∣∣∣∣∣+
∣∣∣∣∣
ˆ
KN\K
f˜(x) dρ|KN (x)
∣∣∣∣∣ .
By construction, the second and third summand are smaller than ε. The first summand
can be arranged to be smaller than ε due to weak convergence (4.6) for sufficiently
large k ∈ N. Since ε > 0 and f ∈ C(K) were chosen arbitrarily, we thus obtain weak
convergence of measures
ρ(k)|K ⇀ ρ|K := (ρ|KN ) |K .
This proves the claim. 
We now proceed by defining the linear functional
I : Cc(F)→ R , I(f) := lim
n→∞
ˆ
Kn
f(x) dρ|Kn(x)
(note that, in view of (4.7), the last integral is independent of n for sufficiently large
integers n ∈ N). Applying the Riesz representation theorem (see [1, Riesz representa-
tion theorem 29.1] or [5, Korollar VIII.2.6]) gives a Radon measure ρ, defined uniquely
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by
I(f) =
ˆ
F
f(x) dρ(x) for all f ∈ Cc(F) (4.8)
(see also [4, Definition 4 and Theorem 5]). Lemma 4.2 implies that for any compact
set K ⊂ F, the sequence (ρ(k)|K)k∈N converges to ρ restricted to K (in the sense of
weak*-convergence in C(K)∗),
ρ(k)|K ⇀ ρ|K ∈ BK , (4.9)
where BK denotes the set of Borel measures on K. Moreover, the measure ρ is locally
finite because for any compact set K ⊂ F,
ρ(K) = lim
n→∞
ρ|Kn(K) <∞
(where we made use of Lemma 4.1). Note that the total volume ρ(F) is infinite if and
only if the sequence λn used in the rescaling (4.1) tends to infinity.
We point out that the convergence ρ(k) → ρ can be regarded as vague convergence
(see for example [1, Definition 30.1]). Similar to (4.3), we introduce the notation
ℓ(n)(x) :=
ˆ
F
L(x, y) dρ(n)(y)− 1 . (4.10)
In particular, the following EL equations hold,
ℓ(n)
∣∣
supp ρ(n)
≡ inf
Kn
ℓ(n) = 0 . (4.11)
4.2. Derivation of the Euler-Lagrange Equations. In this section, we assume
that L is continuous and of compact range (see Definition 3.3). Our goal is to prove
the following result.
Theorem 4.3 (Euler-Lagrange equations). Assume that L is continuous and of
compact range. Then the measure ρ constructed in (4.8) satisfies the Euler-Lagrange
equations
ℓ|supp ρ ≡ inf
x ∈ F
ℓ(x) = 0 , (4.12)
where ℓ ∈ C(F) is defined by
ℓ(x) :=
ˆ
F
L(x, y) dρ(y)− 1 . (4.13)
For the proof, we proceed in several steps. The proof will be completed at the end
of this section.
Lemma 4.4. For every x ∈ supp ρ there is a sequence (xk)k∈N and a subsequence ρ
(nk)
such that xk ∈ suppρ
(nk) for all k ∈ N and xk → x.
Proof. Assume conversely that there is no such subsequence. Then there is an open
neighborhood U of x which does not intersect the support of the measures ρ(n) for
almost all n ∈ N. In particular, for every compact neighborhood V of x with V ⊂ U
(which exists by [17, Proposition 4.30]) we have
ρ(n)(V ) = 0 for almost all n ∈ N .
Taking the limit n→∞ and using (4.9), we obtain ρ(V ) = 0. This is a contradiction
to the assumption that x ∈ supp ρ. 
For notational simplicity, we denote the subsequence ρ(nk) again by ρ(k).
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Lemma 4.5. Let L be continuous and of compact range. Then the function ℓ : F → R
defined by (4.13) is continuous.
Proof. For any x ∈ F, let (xn)n∈N be an arbitrary sequence in F converging to x,
and let U be an open, relatively compact neighborhood of x (which exists by local
compactness of F). Since L is of compact range, there is a compact set K ′ ⊂ F such
that L(x˜, y) = 0 for all x˜ ∈ K := U and y /∈ K ′. Since the sequence (xn)n∈N converges
to x, there is an integer N ∈ N such that xn ∈ U for all n ≥ N . By continuity of L, the
mapping L : K ×K ′ → R is bounded. Therefore, the functions L(xn, ·) : K
′ → R are
uniformly bounded for all n ≥ N . Thus Lebesgue’s dominated convergence theorem
yields
ℓ(x) =
ˆ
K ′
L(x, y) dρ(y) =
ˆ
K ′
lim
n→∞
L(xn, y) dρ(y)
= lim
n→∞
ˆ
K ′
L(xn, y) dρ(y) = lim
n→∞
ℓ(xn) ,
proving continuity of ℓ. 
In the next proposition, we show that the sequence (ℓ(n))n∈N converges pointwise
to ℓ. Choosing K = {x} in Definition 3.3, we denote the corresponding compact set K ′
by Kx, i.e.
L(x, y) = 0 for all y 6∈ Kx . (4.14)
Proposition 4.6. Let L be continuous and of compact range, and let (ℓ(n))n∈N and ℓ
be the functions defined in (4.10) and (4.13), respectively. Then (ℓ(n))n∈N converges
pointwise to ℓ, i.e.
lim
n→∞
ℓ(n)(x) = ℓ(x) for all x ∈ F . (4.15)
Proof. Since L is assumed to be of compact range and L(x, ·) is continuous, using the
notation (4.14) we obtain
ℓ(x) =
ˆ
F
L(x, y) dρ(y)− 1 =
ˆ
Kx
L(x, y) dρ|Kx(y)− 1
(4.9)
= lim
n→∞
ˆ
Kx
L(x, y) dρ(n)|Kx(y)− 1 = limn→∞
ℓ(n)(x) .
Since x ∈ F is arbitrary, the sequence (ℓ(n))n∈N converges pointwise to ℓ. 
Our proof of Theorem 4.3 will be based on equicontinuity of the family (ℓ(n)|K)n∈N
for arbitrary compact subsets K ⊂ F. We know that the functions ℓ(n) are contin-
uous and uniformly bounded on compact sets. However, as can be seen from the
example (fn)n∈N with
fn : [0, 1]→ R, fn(x) = sinnx for all n ∈ N ,
these conditions are in general not sufficient to ensure equicontinuity. Nonetheless, the
additional assumption that the Lagrangian L : F × F → R+0 is of compact range (see
Definition 3.3) gives rise to equicontinuity of the family (ℓ(n)|K)n∈N, as the following
proposition shows.
Proposition 4.7. Let L be continuous and of compact range. Then for any compact
subset K ⊂ F, the family FK := {ℓ
(n)|K : n ∈ N} is equicontinuous.
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Proof. Consider an arbitrary compact set K ⊂ F. In order to prove equicontinuity
of FK , we have to show that for every ε > 0 and every x ∈ K there is a corresponding
neighborhood V = V (x) of x with
sup
f∈FK
sup
z∈V
|f(x)− f(z)| < ε .
Let x ∈ K and consider an arbitrary ε > 0. Since L is of compact range, there is a
compact set K ′ ⊂ F such that
L(x˜, y) = 0 for all x˜ ∈ K and y /∈ K ′ . (4.16)
In view of Lemma 4.1 there is a positive constant CK ′ > 0 such that ρ
(n)(K ′) ≤ CK ′
for all n ∈ N.
Since L is continuous and K ×K ′ is compact, the mapping
L|K×K ′ : K ×K
′ → R
is uniformly continuous. Moreover, in view of (4.16), the same is true for L|K×F.
Hence for every ε > 0 there is a δ > 0 such that∣∣∣L|K×F(x1, y1)− L|K×F(x2, y2)∣∣∣ < ε for all (x2, y2) ∈ Bδ((x1, y1)) .
Choosing δ > 0 such that |L|K×F(x, ·)− L|K×F(z, ·)| < ε/CK ′ for all z ∈ Bδ(x) ∩K,
we obtain
sup
n∈N
sup
z∈Bδ(x)∩K
∣∣∣ℓ(n)|K(x)− ℓ(n)|K(z)∣∣∣
= sup
n∈N
sup
z∈Bδ(x)∩K
∣∣∣∣
ˆ
F
(
L|K×F(x, y)− L|K×F(z, y)
)
dρ(n)(y)
∣∣∣∣
≤ sup
n∈N
sup
z∈Bδ(x)∩K
ˆ
K ′
∣∣∣L|K×F(x, y)− L|K×F(z, y)∣∣∣ dρ(n)(y)
< sup
n∈N
ρ(n)(K ′)
ε
CK ′
≤ ε .
This yields equicontinuity of FK as desired. 
After these preparations, we are able to prove Theorem 4.3.
Proof of Theorem 4.3. Let (Kn)n∈N be a compact exhaustion of F, and let (ρ
(n))n∈N
be the corresponding sequence of vaguely converging measures according to (4.5) such
that (4.10) and (4.11) hold. The main idea of the proof is to make use of pointwise con-
vergence (4.15) and equicontinuity of the sequence (ℓ(n)|K)n∈N for arbitrary compact
sets K ⊂ F as established in Proposition 4.6 and Proposition 4.7, respectively.
First of all, application of Proposition 4.6 shows that ℓ(x) ≥ 0 for every x ∈ F.
Namely, since ρ(n) is a minimizer of the action SKn for every n ∈ N, and x is contained
in all compact sets (Kn)n≥N for some integer N = N(x) ∈ N, we have
ℓ(x)
(4.15)
= lim
n→∞
ℓ(n)(x) = lim
n→∞
ℓ(n)|Kn(x)
(4.11)
≥ 0 for all x ∈ F . (4.17)
In order to derive the Euler-Lagrange equations (4.12), it remains to prove that ℓ(x)
vanishes for every x ∈ supp ρ. By local compactness of F, every x ∈ suppρ is contained
in a compact neighborhood Kx. Weak convergence (4.9) implies that ρ
(n)|Kx ⇀ ρ|Kx
as n → ∞. Lemma 4.4 yields the existence of a sequence x(n) → x as n → ∞ such
that x(n) ∈ supp ρ(n) for every n ∈ N. We choose N ′ ∈ N such that x(n) ∈ Kx for
EXISTENCE OF MINIMIZERS IN THE NONCOMPACT SETTING 13
all n ≥ N ′. For this reason, it suffices to focus on the restriction ℓ|Kx. Equicontinuity
of the family {ℓ(n)|Kx : n ∈ N} (see Proposition 4.7) yields
lim
n→∞
sup
k∈N
∣∣∣ℓ(k)|Kx(x(n))− ℓ(k)|Kx(x)∣∣∣ = 0 .
Moreover, the expression
lim
n→∞
∣∣∣ℓ(n)|Kx(x)− ℓ|Kx(x)∣∣∣ = 0 for all x ∈ Kx
holds in view of pointwise convergence (4.15). Taken together, for every x ∈ suppρ
we finally obtain
lim
n→∞
∣∣∣ℓ(n)(x(n))− ℓ(x)∣∣∣ = lim
n→∞
∣∣∣ℓ(n)|Kx(x(n))− ℓ|Kx(x)∣∣∣
≤ lim
n→∞
∣∣∣ℓ(n)|Kx(x(n))− ℓ(n)|Kx(x)∣∣∣+ limn→∞
∣∣∣ℓ(n)|Kx(x)− ℓ|Kx(x)∣∣∣ = 0 .
In view of (4.17), the Euler-Lagrange equations (4.12) hold due to
ℓ(x) = lim
n→∞
ℓ(n)
(
x(n)
) (4.11)
= 0 for all x ∈ suppρ ,
which completes the proof. 
In the remainder of this subsection, we discuss the properties (iii) and (iv) in Sec-
tion 2. Condition (iii) holds by construction because we are working with locally finite
measures (see §3.1). Condition (iv) does not hold in general, but it can be checked
a-posteriori for a constructed measure ρ. Under suitable assumptions on L, however,
this condition can even be verified a-priori, i.e. without knowing ρ. This is exemplified
in the following lemma.
Lemma 4.8. Let L : F × F → R be continuous and of compact range. Moreover,
assume that the following conditions hold:
(a) c := infx∈F L(x, x) > 0.
(b) supx,y∈F L(x, y) ≤ C <∞.
(c) There is an integer N > 0 such that every Kx (as defined in (4.14)) can be covered
by open sets U1, . . . , UN with the property that for all i ∈ {1, . . . , N},
L(x, y) >
c
2
for all y ∈ Ui .
Then the measure ρ constructed in (4.8) has the property (iv) in Section 2.
Proof. Since L is continuous and of compact range,ˆ
F
L(x, y) dρ(y) =
ˆ
Kx
L(x, y) dρ(y) ≤ sup
y∈Kx
L(x, y) ρ(Kx) <∞ ,
showing that L(x, ·) is ρ-integrable for every x ∈ F. It remains to prove that
sup
x∈F
ˆ
F
L(x, y) dρ(y) <∞ .
Since L : F × F → R satisfies (a)–(c), inequality (4.4) yields
ρ(Ui) ≤ sup
x∈F
2
L(x, x)
≤
2
c
for all i ∈ {1, . . . , N} .
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Thus we obtain
sup
x∈F
ˆ
F
L(x, y) dρ(y) ≤ sup
x,y∈F
L(x, y) ρ(Kx) ≤ C
N∑
i=1
ρ(Ui) <
2CN
c
<∞
as desired. 
4.3. Existence of Minimizers Under Variations of Compact Support. Apart
from technical convenience, it is natural and sufficient for many applications to restrict
attention to variations of compact support (in contrast to the more general variations
of finite volume as introduced in Definition 2.1 and Definition 3.2).
Definition 4.9. A measure ρ ∈ BF is said to be a minimizer under variations of
compact support of the causal action if for any ρ˜ ∈ BF which satisfies (2.3) such
that the signed measure (ρ− ρ˜) is compactly supported, the inequality(
S(ρ˜)− S(ρ)
)
≥ 0
holds.
The goal of this section is to prove that the measure ρ constructed in (4.8) is a
minimizer under variations of compact support. Before stating our result (see Theo-
rem 4.10 below), we show that the difference (2.4) is well-defined. Indeed, considering
variations of compact support, the signed measure µ := ρ˜− ρ is compactly supported.
Considering its Jordan decomposition µ = µ+−µ− (see e.g. [19, §29]), the measures µ+
and µ− have compact support. Hence, using that the Lagrangian is continuous,
ˆ
F
dµ+(x) ℓ(x) ≤
(
sup
x∈suppµ+
ℓ(x)
)
µ+(suppµ+) <∞ ,
and similarly for µ−. Now we can proceed as in the proof of [15, Lemma 2.1] to
conclude that all the integrals in (2.4) are well-defined and finite.
Theorem 4.10. Assume that L is continuous and of compact range. Then the mea-
sure ρ constructed in (4.8) is a minimizer under variations of compact support.
Proof. Consider an arbitrary measure ρ˜ ∈ BF such that K := supp(ρ˜− ρ) is a compact
subset of F, and ρ˜(K) = ρ(K) 6= 0. Then (ρ˜− ρ)(F) = 0, i.e. (2.3) is satisfied. Since
the Lagrangian is supposed to be of compact range, there is a compact set K ′ ⊂ F
such that L(x, y) = 0 for all x ∈ K and y ∈ F \K ′. For any n ∈ N we introduce
ρ˜n :=
{
cn ρ˜ on K
ρ(n) on F \K ,
where the parameters cn are defined by
cn :=
ρ(n)(K)
ρ˜(K)
for all n ∈ N .
Considering the compact exhaustion (Kn)n∈N, we thus have ρ
(n)(Kn) = ρ˜
n(Kn) for
every n ∈ N. Moreover, by weak convergence (4.9) we obtain
lim
n→∞
cn = lim
n→∞
ρ(n)(K)
ρ˜(K)
=
ρ(K)
ρ˜(K)
= 1 . (4.18)
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We now proceed as follows. First of all, in accordance with (2.4) we have
S(ρ˜)− S(ρ) =
ˆ
F
d(ρ˜− ρ)(x)
ˆ
F
dρ(y) L(x, y) +
ˆ
F
dρ(x)
ˆ
F
d(ρ˜− ρ)(y) L(x, y)
+
ˆ
F
d(ρ˜− ρ)(x)
ˆ
F
d(ρ˜− ρ)(y) L(x, y) .
Making use of the symmetry of the Lagrangian and applying Fubini’s theorem, we can
write this expression as
S(ρ˜)− S(ρ) = 2
ˆ
F
d(ρ˜− ρ)(x)
ˆ
F
dρ(y) L(x, y)
+
ˆ
F
d(ρ˜− ρ)(x)
ˆ
F
d(ρ˜− ρ)(y) L(x, y) ,
and the fact that L is of finite range yields
S(ρ˜)− S(ρ) = 2
ˆ
K
d(ρ˜− ρ)(x)
ˆ
K ′
dρ(y) L(x, y)
+
ˆ
K
d(ρ˜− ρ)(x)
ˆ
K
d(ρ˜− ρ)(y) L(x, y) .
By weak convergence (4.9) on compact subsets we obtain
S(ρ˜)− S(ρ) = lim
n→∞
[
2
ˆ
K
d
(
ρ˜− ρ(n)
)
(x)
ˆ
K ′
dρ(n)(y) L(x, y)
+
ˆ
K
d
(
ρ˜− ρ(n)
)
(x)
ˆ
K
d
(
ρ˜− ρ(n)
)
(y) L(x, y)
]
,
and in view of (4.18) we may also write
S(ρ˜)− S(ρ) = lim
n→∞
[
2
ˆ
K
d
(
cn ρ˜− ρ
(n)
)
(x)
ˆ
K ′
dρ(n)(y) L(x, y)
+
ˆ
K
d
(
cn ρ˜− ρ
(n)
)
(x)
ˆ
K
d
(
cn ρ˜− ρ
(n)
)
(y)L(x, y)
]
.
Since ρ˜n and ρ(n) coincide on Kn \K for all sufficiently large n ∈ N, and L(x, y) = 0
for all x ∈ K and y /∈ K ′, the difference S(ρ˜)− S(ρ) can finally be written as
S(ρ˜)− S(ρ) = lim
n→∞
[
2
ˆ
Kn
d
(
ρ˜n − ρ(n)
)
(x)
ˆ
Kn
dρ(n)(y) L(x, y)
+
ˆ
Kn
d
(
ρ˜n − ρ(n)
)
(x)
ˆ
Kn
d
(
ρ˜n − ρ(n)
)
(y) L(x, y)
]
.
Since ρ(n) is a minimizer on Kn for every n ∈ N, we have
SKn(ρ˜
n)− SKn(ρ
(n)) ≥ 0 for all n ∈ N . (4.19)
Taking the limit n→∞ on the left hand side of (4.19), one obtains exactly the above
expression for S(ρ˜)− S(ρ), i.e.
(S(ρ˜)− S(ρ)) ≥ 0 .
Hence ρ is a minimizer under variations of compact support. 
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4.4. Existence of Minimizers Under Variations of Finite Volume. In order to
prove the existence of minimizers in the sense of Definition 3.2, we additionally assume
that property (iv) in Section 2 is satisfied, i.e.
sup
x∈F
ˆ
F
L(x, y) dρ(y) <∞ .
Under this additional assumption, the difference (2.4) is well-defined. Moreover, we
obtain the following existence result.
Theorem 4.11. Let L : F × F → R be continuous, bounded, and of compact range,
and assume that condition (iv) in Section 2 is satisfied. Then ρ is a minimizer under
variations of finite volume (see Definition 3.2).
Proof. Let ρ˜ ∈ BF be a positive Borel measure on F satisfying (2.3), i.e.
|ρ˜− ρ|(F) <∞ and (ρ˜− ρ)(F) = 0 .
Introducing B := supp(ρ˜ − ρ), we have (ρ˜ − ρ)(B) = 0 and thus ρ(B) = ρ˜(B) < ∞.
By assuming that condition (iv) in Section 2 holds we know that the difference (2.4)
is well-defined, thus giving rise to
S(ρ˜)− S(ρ) = 2
ˆ
B
d(ρ˜− ρ)(x)
ˆ
F
dρ(y) L(x, y)
+
ˆ
B
d(ρ˜− ρ)(x)
ˆ
B
d(ρ˜− ρ)(y) L(x, y) .
Moreover, regularity of ρ and ρ˜ implies that for every ε˜ > 0 there is a compact
set K ⊂ F such that
ρ(B \K) < ε˜/2, ρ˜(B \K) < ε˜/2 .
Since L is assumed to be of compact range, we may write
S(ρ˜)− S(ρ) = 2
ˆ
B\K
d(ρ˜− ρ)(x)
ˆ
F
dρ(y) L(x, y) + 2
ˆ
K
d(ρ˜− ρ)(x)
ˆ
K ′
dρ(y) L(x, y)
+
ˆ
B\K
d(ρ˜− ρ)(x)
ˆ
B
d(ρ˜− ρ)(y) L(x, y) +
ˆ
K
d(ρ˜− ρ)(x)
ˆ
K ′
d(ρ˜− ρ)(y) L(x, y) ,
where L(x, y) = 0 for all x ∈ K and y /∈ K ′ (and vice versa). Choosing the compact
subset K ⊂ B suitably, property (iv) implies (along with (4.13)) that the expression∣∣∣∣∣
ˆ
B\K
d(ρ˜− ρ)(x)
ˆ
F
dρ(y) L(x, y)
∣∣∣∣∣ ≤
(
sup
x∈F
ℓ(x) + 1
)
︸ ︷︷ ︸
<∞
(
|ρ˜(B \K)|+ |ρ(B \K)|
)︸ ︷︷ ︸
< ε˜
can be arranged to be arbitrarily small. Assuming that the Lagrangian is bounded,
also the expression∣∣∣∣∣
ˆ
B\K
d(ρ˜− ρ)(x)
ˆ
B
d(ρ˜− ρ)(y) L(x, y)
∣∣∣∣∣ ≤ 2
(
sup
x,y∈F
L(x, y) ρ(B)
)
︸ ︷︷ ︸
<∞
ε˜
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is arbitrarily small for a suitable choice of the set K ⊂ B. We thus can arrange that
S(ρ˜)− S(ρ) ≥ 2
ˆ
K
d(ρ˜− ρ)(x)
ˆ
K ′
dρ(y) L(x, y)
+
ˆ
K
d(ρ˜− ρ)(x)
ˆ
K ′
d(ρ˜− ρ)(y) L(x, y)− ε
for any given ε > 0. By weak convergence (4.9) we then obtain
S(ρ˜)− S(ρ) ≥ lim
n→∞
[
2
ˆ
K
d
(
ρ˜− ρ(n)
)
(x)
ˆ
K ′
dρ(n)(y) L(x, y)
+
ˆ
K
d
(
ρ˜− ρ(n)
)
(x)
ˆ
K ′
d
(
ρ˜− ρ(n)
)
(y) L(x, y)
]
− ε .
Proceeding in analogy to the proof of Theorem 4.10, one can show that the term in
square brackets is greater or equal to zero. Since ε > 0 was chosen arbitrarily, we
arrive at
S(ρ˜)− S(ρ) ≥ 0 ,
which proves the claim. 
5. Minimizers for Lagrangians Decaying in the Entropy
5.1. Preliminaries. The goal of this section is to deal with the question if it is possible
to weaken the assumption that L is of compact range. To this aim we specialize the
above setting as follows. As before, we let F be a second-countable, locally compact
Hausdorff space. Then F is completely metrizable, and hence can be endowed with
a Heine-Borel metric as mentioned in §3.1 such that F is proper, i.e. closed, bounded
subsets in F are compact. As every relatively compact set is precompact, any bounded
subset of F can be covered by a finite number of sets of diameter less than δ > 0 (cf. [3,
§3.16, §3.17]). Thus for any r > 0 and x ∈ F, the closed ball Br(x) is compact, and
hence can be covered by finitely many balls of radius δ > 0. We denote the smallest
such number by Ex(r, δ).
2 In particular, for all r′ < r the annuli Br(x) \Br′(x) can
be covered by at most Ex(r, δ) balls of radius δ. If ρ is a uniform measure on F, the
number Ex(r, δ) can be determined more specifically (see [23, Example 3.13]).
In the following, we additionally assume that the Lagrangian decays in the entropy,
which is defined as follows.
Definition 5.1. Let d be a Heine-Borel metric on F. The Lagrangian L : F×F → R+0
is said to decay in the entropy if the following conditions are satisfied:
(a) c := infx∈F L(x, x) > 0.
(b) There is a compact set K ⊂ F such that
δ := inf
x∈F\K
sup
{
s ∈ R : L(x, y) ≥
c
2
for all y ∈ Bs(x)
}
> 0 .
(c) There is a monotonically decreasing, integrable function f ∈ L1(R+,R+0 ) such that
L(x, y) ≤
f
(
d(x, y)
)
Cx
(
d(x, y), δ
) for all x, y ∈ F with x 6= y ,
2In coarse geometry, this number is called the entropy of a set (cf. [23, Definition 3.1]). In the
literature, however, also the logarithm of this number is referred to as δ-entropy (see [3, §3.16, Prob-
lem 4]).
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where
Cx(r, δ) := C Ex(r + 1, δ) for all r > 0 ,
and the constant C is given by
C := 1 +
2
c
<∞ .
In Definition 5.1 (b) we may assume without loss of generality that δ = 1 (otherwise
we rescale the metric suitably). Then
L(x, y) ≥
L(x, x)
2
for all y ∈ B1(x) .
Now let (ρ(n))n∈N be the sequence of measures given by (4.5), and let ρ be its vague
limit constructed in (4.8). Then by (4.4), for every x ∈ F we have ρ(B1(x)) ≤ C as
well as ρ(n)(B1(x)) ≤ C for sufficiently large n ∈ N.
Condition (b) determines the behavior of the Lagrangian locally (more precisely, it
gives a uniform bound for the size of balls in which the Lagrangian is bounded from
below). Condition (c), on the other hand, characterizes the decay properties of the
Lagrangian at infinity. In particular, condition (c) implies that for any ε > 0 there is
an integer N0 = N0(ε) > 1 such that
∞∑
k=n
f(k) ≤
ˆ ∞
n−1
f(x) dx < ε for all n ≥ N0 . (5.1)
Considering arbitrary ε > 0 and x ∈ F, the Heine-Borel property of F ensures that
the closed ball
Kx,ε := BN0(x) (5.2)
is compact. Since L decays in the entropy, we thus obtain
ˆ
F\Kx,ε
L(x, y) dρ(y) =
∞∑
k=N0
ˆ
Bk+1(x)\Bk(x)
L(x, y) dρ(y)
≤
∞∑
k=N0
sup
y∈Bk+1(x)\Bk(x)
L(x, y) ρ
(
Bk+1(x) \Bk(x)
)
︸ ︷︷ ︸
≤ Cx(k, 1)
≤
∞∑
k=N0
f(k)
Cx(k, 1)
Cx(k, 1) < ε ,
where in the last step we made use of (5.1).
Applying the same arguments to the measures ρ(n) for all n ∈ N, we conclude that
for sufficiently large n ∈ N,ˆ
F\Kx,ε
L(x˜, y) dρ(n)(y) < ε ,
ˆ
F\Kx,ε
L(x˜, y) dρ(y) < ε (5.3)
for all x˜ in a small neighborhood of x.
5.2. Preparatory Results. Based on (5.3), the goal of this section is to derive results
similar to Lemma 4.5, Proposition 4.6 and Proposition 4.7. We first prove continuity
of the function ℓ (as defined in (4.13)).
Proposition 5.2. Assume that the Lagrangian L : F × F → R+0 is continuous and
decays in the entropy. Then the function ℓ : F → R is continuous.
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Proof. Let x ∈ F and ε > 0 be arbitrary, and let (xn)n∈N be an arbitrary sequence in F
converging to x. Introducing the associated compact set Kx,ε (as defined in (5.2)), by
continuity of L and ρ(Kx,ε) <∞ we obtain∣∣ℓ(x)− ℓ(xn)∣∣ ≤ ∣∣∣∣
ˆ
Kx,ε
(
L(x, y)− L(xn, y)
)
dρ(y)
∣∣∣∣+
∣∣∣∣
ˆ
F\Kx,ε
(
L(x, y)− L(xn, y)
)
dρ(y)
∣∣∣∣
≤
∣∣L(x, y)− L(xn, y)∣∣ ρ(Kx,ε) +
∣∣∣∣∣
ˆ
F\Kx,ε
(
L(x, y)− L(xn, y)
)
dρ(y)
∣∣∣∣∣ (5.3)< 3ε
for sufficiently large n ∈ N. This proves continuity of ℓ. 
Proposition 5.3. Let (ℓ(n))n∈N and ℓ be the functions defined in (4.10) and (4.13).
Then (ℓ(n))n∈N converges pointwise to ℓ, i.e.
lim
n→∞
ℓ(n)(x) = ℓ(x) for all x ∈ F .
Proof. Let x ∈ F, and consider an arbitrary ε > 0. Choosing Kx,ε according to (5.2),
weak convergence on compact sets yields∣∣∣ℓ(x)− ℓ(n)(x)∣∣∣ = ∣∣∣∣
ˆ
F
L(x, y) dρ(y)−
ˆ
F
L(x, y) dρ(n)(y)
∣∣∣∣
≤
∣∣∣∣∣
ˆ
Kx,ε
L(x, y) d
(
ρ− ρ(n)
)
(y)
∣∣∣∣∣︸ ︷︷ ︸
< ε
+
∣∣∣∣∣
ˆ
F\Kx,ε
L(x, y) d
(
ρ+ ρ(n)
)
(y)
∣∣∣∣∣︸ ︷︷ ︸
< 2ε
< 3ε
for sufficiently large n ∈ N in view of (5.3). This gives the claim. 
Proposition 5.4. Assume that the Lagrangian L : F × F → R is continuous and
decays in the entropy, and let K ⊂ F be compact. Then for every x ∈ K and every
sequence
(
x(n)
)
n∈N
in K with x(n) → x we have
lim
n→∞
∣∣∣ℓ(n)|K(x(n))− ℓ(n)|K(x)∣∣∣ = 0 .
Proof. Let K ⊂ F be a compact subset. For any x ∈ K and ε > 0, there is a compact
subset Kx,ε ⊂ F (defined by (5.2)) such that (5.3) is satisfied. Let C(x, ε) > 0 be the
positive constant according to Lemma 4.1 such that ρ(n)(Kx,ε) ≤ C(x, ε) for all n ∈ N.
Since L is continuous and K ×Kx,ε is compact, the mapping
L|K×Kx,ε : K ×Kx,ε → R
is uniformly continuous. Hence we may choose δ > 0 such that∣∣L|K×Kx,ε(x, ·) − L|K×Kx,ε(z, ·)∣∣ < ε2C(x, ε) for all z ∈ Bδ(x) ∩K .
In view of (5.3), for all n ≥ N(x, ε/2) we thus obtain
sup
z∈Bδ(x)∩K
∣∣∣ℓ(n)|K(x)− ℓ(n)|K(z)∣∣∣ = sup
z∈Bδ(x)∩K
∣∣∣∣
ˆ
F
(
L|K×F(x, y)− L|K×F(z, y)
)
dρ(n)(y)
∣∣∣∣
≤ sup
z∈Bδ(x)∩K
∣∣∣∣∣
ˆ
F\Kx,ε
(
L|K×F(x, y)− L|K×F(z, y)
)
dρ(n)(y)
∣∣∣∣∣
+ sup
z∈Bδ(x)∩K
∣∣∣∣∣
ˆ
Kx,ε
(
L|K×F(x, y)− L|K×F(z, y)
)
dρ(n)(y)
∣∣∣∣∣ < ε2 + ε2 = ε .
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Considering a sequence
(
x(n)
)
n∈N
in K with x(n) → x, we have
lim
n→∞
∣∣∣ℓ(n)|K(x(n))− ℓ(n)|K(x)∣∣∣ = 0 ,
which completes the proof. 
5.3. The Euler-Lagrange Equations. Now we are able to prove the EL equations
in the case that L decays in the entropy (see Definition 5.1).
Theorem 5.5. Assume that L is continuous and decays in the entropy. Then the
measure ρ constructed in (4.8) satisfies the Euler-Lagrange equations
ℓ|supp ρ ≡ inf
x∈F
ℓ(x) = 0 ,
where ℓ ∈ C(F) is defined by (4.13).
Proof. Proceed in analogy to the proof of Theorem 4.3, and make use of Proposi-
tion 5.2, Proposition 5.3, and Proposition 5.4. 
We now generalize Lemma 4.8.
Lemma 5.6. Assume that L : F × F → R is continuous and decays in the entropy.
Under the additional assumptions (a)–(c) in Lemma 4.8 (with Kx replaced by Kx,ε),
the measure ρ constructed in (4.8) satisfies property (iv) in Section 2.
Proof. Since continuity of L implies thatˆ
F
L(x, y) dρ(y) =
ˆ
F\Kx,ε
L(x, y) dρ(y) +
ˆ
Kx,ε
L(x, y) dρ(y) <∞ ,
the function L(x, ·) : F → R is ρ-integrable for every x ∈ F. It remains to show that
sup
x∈F
ˆ
F
L(x, y) dρ(y) <∞ .
For all x ∈ M := suppρ this result follows from Theorem 5.5. Whenever x ∈ F \M ,
similar as in the proof of Lemma 4.8 we obtain
sup
x∈F\M
ˆ
F
L(x, y) dρ(y) ≤ sup
x∈F\M
(ˆ
F\Kx,ε
L(x, y) dρ(y) +
ˆ
Kx,ε
L(x, y) dρ(y)
)
≤ ε+ sup
x∈F\M
sup
y∈Kx,ε
L(x, y) ρ(Kx,ε) <∞
for some ε > 0 and the corresponding compact subset Kx,ε ⊂ F (see (5.2)). 
Moreover, under the additional assumptions (b) and (c) in Lemma 4.8 the following
statement is true:
Corollary 5.7. Assume that L is continuous and decays in the entropy. Under the
additional assumptions (b) and (c) in Lemma 4.8 (again with Kx replaced by Kx,ε),
for all ε ∈ (0, 1) there is γ > 0 such that ρ(Kx,ε) ≥ γ for all x ∈ F (where Kx,ε is
given by (5.2)).
Proof. Consider an arbitrary x ∈ F. In view of Theorem 5.5 we have
1 ≤
ˆ
F\Kx,ε
L(x, y) dρ(y) +
ˆ
Kx,ε
L(x, y) dρ(y) < ε+ sup
y∈Kx,ε
L(x, y) ρ(Kx,ε)
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for some ε > 0 and the corresponding compact set Kx,ε ⊂ F. Choosing ε ∈ (0, 1), we
obtain
ρ(Kx,ε) ≥
1− ε
C
=: γ ,
which completes the proof. 
5.4. Existence of Minimizers Under Variations of Compact Support. In the
last two subsections we finally return to the question if the measure ρ is a minimizer
of the causal variational principle. In preparation, we deal with the case of minimizers
under variations of compact support (see Definition 4.9).
Theorem 5.8 (Minimizers under variations of compact support).
Assume that L : F × F → R+0 is continuous and decays in the entropy (see Defini-
tion 5.1). Then ρ is a minimizer under variations of compact support.
Proof. Since the signed measure ρ˜ − ρ has compact support and the Lagrangian is
continuous and decays in the entropy, the function ℓ(x) (see (4.13)) is locally bounded.
As a consequence, the difference (2.4) is well-defined. Thus it remains to show that(
S(ρ˜)− S(ρ)
)
≥ 0
for all variations ρ˜ of compact support. For such variations, the set K := supp(ρ˜− ρ)
is compact, and ρ(K) = ρ˜(K) <∞. Given ε˜ > 0 and x ∈ K, we know thatˆ
F\Kx,ε˜/2
L(x, y) dρ(y) <
ε˜
2
(where Kx,ε˜/2 ⊂ F is defined according to (5.2)). By continuity of L, there is an open
neighborhood Ux of x such thatˆ
F\Kx,ε˜/2
L(z, y) dρ(y) < ε˜ for all z ∈ Ux .
Covering the compact set K by a finite number of such neighborhoods Ux1 , . . . , UxL
and defining the compact set Kε˜ by Kε˜ := Kx1,ε˜/2 ∪ · · · ∪KxL,ε˜/2, we conclude thatˆ
F\Kε˜
L(x, y) dρ(y) < ε˜ for all x ∈ K . (5.4)
Similarly, for all x ∈ K we haveˆ
F\Kε˜
L(x, y) dρ(n)(y) < ε˜ for sufficiently large n ∈ N .
According to (2.4), we obtain
S(ρ˜)− S(ρ) = 2
ˆ
K
d(ρ˜− ρ)(x)
ˆ
F\Kε˜
dρ(y) L(x, y)
+ 2
ˆ
K
d(ρ˜− ρ)(x)
ˆ
Kε˜
dρ(y) L(x, y) +
ˆ
K
d(ρ˜− ρ)(x)
ˆ
K
d(ρ˜− ρ)(y) L(x, y) .
Choosing ε˜ > 0 suitably and making use of (5.4), the expressionsˆ
K
d(ρ˜− ρ)(x)
ˆ
F\Kε˜
dρ(y) L(x, y) ≤ 2ε˜ ρ(K)
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can be arranged to be arbitrarily small. This yields
S(ρ˜)− S(ρ) ≥ 2
ˆ
K
d(ρ˜− ρ)(x)
ˆ
Kε˜
dρ(y) L(x, y)
+
ˆ
K
d(ρ˜− ρ)(x)
ˆ
K
d(ρ˜− ρ)(y) L(x, y)−
ε
2
for any ε > 0. By weak convergence (4.9) we obtain
S(ρ˜)− S(ρ) ≥ lim
n→∞
[
2
ˆ
K
d
(
ρ˜− ρ(n)
)
(x)
ˆ
Kε˜
dρ(n)(y) L(x, y)
+
ˆ
K
d
(
ρ˜− ρ(n)
)
(x)
ˆ
K
d
(
ρ˜− ρ(n)
)
(y) L(x, y)
]
−
ε
2
.
Introducing ρ˜n ∈ BF in analogy to the proof of Theorem 4.10 for every n ∈ N, the
term in square brackets can be split up into
2
ˆ
Kn
d
(
ρ˜n − ρ(n)
)
(x)
ˆ
Kn
dρ(n)(y) L(x, y)
+
ˆ
Kn
d
(
ρ˜n − ρ(n)
)
(x)
ˆ
Kn
d
(
ρ˜n − ρ(n)
)
(y) L(x, y)
and
2
ˆ
K
d
(
ρ˜n − ρ(n)
)
(x)
ˆ
Kn\Kε˜
dρ(n)(y) L(x, y)
for sufficiently large n ∈ N. Since ρ(n) is a minimizer on Kn for each n ∈ N, one can
show in analogy to the proof of Theorem 4.10 that the first expression is greater or
equal to zero. Moreover, sinceˆ
Kn\Kε˜
dρ(n)(y) L(x, y) ≤
ˆ
F\Kε˜
dρ(n)(y) L(x, y) < ε˜
for sufficiently large n ∈ N according to (5.3), by ρ˜(K) = ρ(K) and a suitable choice
of ε˜ we can arrange that
lim
n→∞
∣∣∣∣∣
ˆ
K
d
(
ρ˜n − ρ(n)
)
(x)
ˆ
Kn\Kε˜
dρ(n)(y) L(x, y)
∣∣∣∣∣
≤ lim
n→∞
ε˜
(
‖ρ˜n‖(K) + ‖ρ(n)‖(K)
)
= 2ε˜ ρ(K) <
ε
4
for any ε > 0. Since ε > 0 was chosen arbitrarily, we arrive at
S(ρ˜)− S(ρ) ≥ 0 ,
which proves the claim. 
5.5. Existence of Minimizers Under Variations of Finite Volume. Finally we
can prove the existence of minimizers in the sense of Definition 3.2.
Theorem 5.9. Assume that L : F × F → R+0 is continuous, bounded, and decays in
the entropy (see Definition 5.1). Moreover, assume that condition (iv) in Section 2
holds. Then ρ is a minimizer under variations of finite volume (see Definition 3.2).
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Proof. The idea is to proceed in analogy to the proof of Theorem 4.11. Let ρ˜ ∈ BF
be a positive Borel measure on F which satisfies (2.3). Introducing B := supp(ρ˜− ρ),
we have (ρ˜− ρ)(B) = 0 and thus ρ(B) = ρ˜(B) <∞. Assuming that condition (iv) in
Section 2 holds, the difference (2.4) is well-defined, giving rise to
S(ρ˜)− S(ρ) = 2
ˆ
B
d(ρ˜− ρ)(x)
ˆ
F
dρ(y) L(x, y)
+
ˆ
B
d(ρ˜− ρ)(x)
ˆ
B
d(ρ˜− ρ)(y) L(x, y) .
Approximating B by compact sets K ⊂ B from inside due to regularity of ρ and ρ˜, for
any ε˜ > 0 there is a compact set K ⊂ F such that
ρ(B \K) < ε˜/2 and ρ˜(B \K) < ε˜/2 .
This gives rise to
S(ρ˜)− S(ρ) = 2
ˆ
B\K
d(ρ˜− ρ)(x)
ˆ
F
dρ(y) L(x, y) + 2
ˆ
K
d(ρ˜− ρ)(x)
ˆ
F
dρ(y) L(x, y)
+
ˆ
B\K
d(ρ˜− ρ)(x)
ˆ
B
d(ρ˜− ρ)(y) L(x, y) +
ˆ
K
d(ρ˜− ρ)(x)
ˆ
B
d(ρ˜− ρ)(y) L(x, y) .
Proceeding similar as in the proof of Theorem 4.11 and Theorem 5.8, one arrives again
at
S(ρ˜)− S(ρ) ≥ 2
ˆ
K
d(ρ˜− ρ)(x)
ˆ
Kε˜
dρ(y) L(x, y)
+
ˆ
K
d(ρ˜− ρ)(x)
ˆ
K
d(ρ˜− ρ)(y) L(x, y)−
ε
2
for any ε > 0 and a suitable choice of K ⊂ B. Making use of weak convergence (4.9),
one obtains again the expression
S(ρ˜)− S(ρ) ≥ lim
n→∞
[
2
ˆ
K
d
(
ρ˜− ρ(n)
)
(x)
ˆ
Kε˜
dρ(n)(y) L(x, y)
+
ˆ
K
d
(
ρ˜− ρ(n)
)
(x)
ˆ
K
d
(
ρ˜− ρ(n)
)
(y) L(x, y)
]
−
ε
2
.
Splitting up the term in square brackets in analogy to the proof of Theorem 5.8, it
only remains to consider the resulting expressionˆ
K
d
(
ρ˜n − ρ(n)
)
(x)
ˆ
Kn\Kε˜
dρ(n)(y) L(x, y)
+
ˆ
Kn\Kε˜
dρ(n)(x)
ˆ
K
d
(
ρ˜n − ρ(n)
)
(y) L(x, y)
for sufficiently large n ∈ N in more detail. Proceeding in analogy to the proof of
Theorem 5.8 and making use of the fact that |ρ˜(K)− ρ(K)| < ε˜ for an appropriate
choice of K ⊂ B, by choosing ε˜ > 0 suitably one obtains∣∣∣∣∣
ˆ
K
d
(
ρ˜n − ρ(n)
)
(x)
ˆ
Kn\Kε˜
dρ(n)(y) L(x, y)
∣∣∣∣∣ < 2ε˜ ρ(K) +O(ε˜2) < ε/4
for any ε > 0 and sufficiently large n ∈ N. Since ε > 0 was arbitrary, this gives the
claim in analogy to the proof of Theorem 5.8. 
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Theorem 5.9 concludes the existence theory in the σ-locally compact setting.
Acknowledgments: We would like to thank Magdalena Lottner, Johannes Wurm and
Marco Oppio for helpful comments on the manuscript. C. L. gratefully acknowledges
generous support by the “Studienstiftung des deutschen Volkes.”
References
[1] H. Bauer, Measure and Integration Theory, De Gruyter Studies in Mathematics, vol. 26, Walter
de Gruyter & Co., Berlin, 2001, Translated from the German by Robert B. Burckel.
[2] P. Billingsley, Convergence of Probability Measures, second ed., Wiley Series in Probability and
Statistics: Probability and Statistics, John Wiley & Sons, Inc., New York, 1999.
[3] J. Dieudonne´, Foundations of Modern Analysis, Academic Press, New York-London, 1969, En-
larged and corrected printing, Pure and Applied Mathematics, Vol. 10-I.
[4] R.E. Edwards, A theory of Radon measures on locally compact spaces, Acta Math. 89 (1953),
133–164.
[5] J. Elstrodt, Maß- und Integrationstheorie, fourth ed., Springer-Verlag, Berlin, 2005, Grundwissen
Mathematik.
[6] R. Engelking, General Topology, second ed., Sigma Series in Pure Mathematics, vol. 6, Helder-
mann Verlag, Berlin, 1989, Translated from the Polish by the author.
[7] H. Federer, Geometric Measure Theory, Die Grundlehren der mathematischen Wissenschaften,
Band 153, Springer-Verlag New York Inc., New York, 1969.
[8] E.A. Feinberg, P.O. Kasyanov, and N.V. Zadoianchuk, Fatou’s lemma for weakly converging
probabilities, arXiv:1206.4073 [math.PR], Theory Probab. Appl. 58 (2014), no. 4, 683–689.
[9] F. Finster, The Principle of the Fermionic Projector, hep-th/0001048, hep-th/0202059,
hep-th/0210121, AMS/IP Studies in Advanced Mathematics, vol. 35, American Mathematical
Society, Providence, RI, 2006.
[10] , A variational principle in discrete space-time: Existence of minimizers,
arXiv:math-ph/0503069, Calc. Var. Partial Differential Equations 29 (2007), no. 4, 431–
453.
[11] , Causal variational principles on measure spaces, arXiv:0811.2666 [math-ph], J. Reine
Angew. Math. 646 (2010), 141–194.
[12] , The Continuum Limit of Causal Fermion Systems, arXiv:1605.04742 [math-ph], Funda-
mental Theories of Physics, vol. 186, Springer, 2016.
[13] F. Finster and M. Jokel, Causal fermion systems: An elementary introduction to physical ideas
and mathematical concepts, arXiv:1908.08451 [math-ph] (2019).
[14] F. Finster and J. Kleiner, Causal fermion systems as a candidate for a unified physical theory,
arXiv:1502.03587 [math-ph], J. Phys.: Conf. Ser. 626 (2015), 012020.
[15] , A Hamiltonian formulation of causal variational principles, arXiv:1612.07192 [math-ph],
Calc. Var. Partial Differential Equations 56:73 (2017), no. 3, 33.
[16] F. Finster and D. Schiefeneder, On the support of minimizers of causal variational principles,
arXiv:1012.1589 [math-ph], Arch. Ration. Mech. Anal. 210 (2013), no. 2, 321–364.
[17] G.B. Folland, Real Analysis: Modern Techniques and their Applications, second ed., Pure and
Applied Mathematics (New York), John Wiley & Sons, Inc., New York, 1999.
[18] R.J. Gardner and W.F. Pfeffer, Borel measures, Handbook of Set-Theoretic Topology, North-
Holland, Amsterdam, 1984, pp. 961–1043.
[19] P.R. Halmos, Measure Theory, Springer, New York, 1974.
[20] A.S. Kechris, Classical Descriptive Set Theory, Graduate Texts in Mathematics, vol. 156,
Springer-Verlag, New York, 1995.
[21] J.R. Munkres, Topology, Prentice Hall, Inc., Upper Saddle River, NJ, 2000, Second edition.
[22] J. Roe, Index Theory, Coarse Geometry, and Topology of Manifolds, CBMS Regional Conference
Series in Mathematics, vol. 90, Published for the Conference Board of the Mathematical Sciences,
Washington, DC; by the American Mathematical Society, Providence, RI, 1996.
[23] , Lectures on Coarse Geometry, University Lecture Series, vol. 31, American Mathematical
Society, Providence, RI, 2003.
EXISTENCE OF MINIMIZERS IN THE NONCOMPACT SETTING 25
[24] L. Schwartz, Radon Measures on Arbitrary Topological Spaces and Cylindrical Measures, Pub-
lished for the Tata Institute of Fundamental Research, Bombay by Oxford University Press,
London, 1973, Tata Institute of Fundamental Research Studies in Mathematics, No. 6.
[25] L.A. Steen and J.A. Seebach, Jr., Counterexamples in Topology, Dover Publications, Inc., Mineola,
NY, 1995, Reprint of the second (1978) edition.
[26] S. Willard, General Topology, Addison-Wesley Publishing Co., Reading, Mass.-London-Don Mills,
Ont., 1970.
[27] R. Williamson and L. Janos, Constructing metrics with the Heine-Borel property, Proc. Amer.
Math. Soc. 100 (1987), no. 3, 567–573.
Fakulta¨t fu¨r Mathematik, Universita¨t Regensburg, D-93040 Regensburg, Germany
E-mail address: finster@ur.de, christoph.langer@ur.de
