Verifying OCL Specifications of UML models by Kyas, M.
Ve rifying OCL Spe cifications
of UML Mode ls
Tool Support and Com pos itionalityVe rifying OCL Spe cifications  of UML Mode lsTool Support and Com pos itionality
Th e  Unifie d Mode ling Language  (UML) and th e  Obje ct Cons traint 
Language  (OCL) s e rve  as  s pe cification language s  for e m be dde d and re al-
tim e  s ys te m s  us e d in a s afe ty-critical e nvironm e nt.
In th is  dis s e rtation clas s  diagram s , obje ct diagram s , and OCL cons traints  
are  form alis e d.  Th e  form alis ation s e rve s  as  foundation for a trans lation of 
clas s  diagram s , s tate  m ach ine s , and cons traints  into th e  th e ore m  prove r 
PVS.  Th is  e nable s  th e  form al ve rification of m ode ls  de fine d in a s ubs e t of 
UML us ing th e  inte ractive  th e ore m  prove r.
Th e  type  s ys te m  of OCL m ak e s  w riting s pe cifications  difficult w h ile  th e  
m ode l is  s til unde r de ve lopm e nt.  To ove rcom e  th is  difficulty a ne w  type  
s ys te m  is  propos e d, bas e d on inte rs e ction type s , union type s , and 
bounde d ope rator abs traction.
To re duce  th e  com ple xity of th e  m ode l and to incre as e  th e  s tructure  of th e  
s pe cification, com pos itional re as oning is  us e d.  Th e  introduction of h is tory 
variable s  alow s  com pos itional s pe cifications .  Proof rule s  s upport 
com pos itional re as oning.
Th e  fe as ibility of th e  pre s e nte d approach  is  de m ons trate d by tw o cas e -
s tudie s .  Th e  firs t one  is  th e  "Sie ve  of Eratos th e ne s " and th e  s e cond one  
is  a part of th e  m e dium  altitude  re connais s ance  s ys te m  (MARS) de ploye d 
in F-16 figh te rs  of th e  Royal Dutch  Air Force .
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Preface
Another year is gone;
and I still wear
straw hat and straw sandal.
(Basho¯)
This dissertation describes the results of my research at the Chair of Software Tech-
nology at the Christian-Albrechts-Universität zu Kiel, which was conducted as part of
the Omega project (IST-2001-33522, see also http://www-omega.imag.fr/). The
aim of Omega was to create a development method in UML (Unied Modelling Lan-
guage) for embedded and real-time systems built on formal footing. My task was to
adapt OCL (Object Constraint Language) to the Omega method. My solution is to ex-
tend OCL to a trace-based specication language facilitating compositional reasoning.
Especially, I had to solve problems related to object-orientation and object creation.
OCL requires a context in which it is interpreted. This context is provided by other
UML diagrams. However, UML is a large language. For this dissertation I have se-
lected class-diagrams and state-machines for providing the context for OCL.
Class diagrams describe the structure of a system. They are well-understood and
a very stable part of UML. They were present in the beginning of UML in 1997 and
are based on entity-relationship diagrams, introduced in 1976 [24]. Considering this
almost thirty year history, class diagrams will probably not change drastically anymore.
State machines provide a notation for describing the behaviour of systems. They
evolved from Harel’s statecharts [60] and their object-oriented development [61]. Ac-
cording to Hewitt [63], event-driven semantics are the essence of object-oriented com-
putation. Such a semantics is used for state machines and allowed me to avoid all
complications of more modern object-oriented programming languages.
While I was researching for my dissertation, the UML 2.0 standard has been actively
developed. Many promising ideas have been introduced. It was a considerable amount
of work to follow these developments and often results became obsolete or invalid. I
hope that tracking this moving target contributed to making my results more robust.
Acknowledgements. I thank all people who supported me during the time of re-
searching and writing this thesis.
Bengt Jonsson has been a very insightful reviewer of the Omega project. His opinion
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on my deliverables has helped to improve this dissertation. He generously took the time
to explain his work and views on trace-based specication and verication of systems.
Willem-Paul de Roever was very attentive of my well-being, sometimes command-
ing me to take a holiday. When I followed his order in 2001, I decided to visit Oslo,
because at that time my ancØe was studying there. Willem-Paul suggested that I visit
Ole-Johan Dahl on this occasion. Instead, I met Olaf Owe who told me that Ole-Johan
Dahl was very ill. In spite of me not being invited he took the time to introduce me
to his research. I was impressed by his work and suggested that he would present his
work in Kiel. Instead he sent Einar Broch Johnsen. This set up the foundation for
fruitful collaborations between Oslo, Kiel, and Frank de Boer in Amsterdam. Einar’s
most memorable contribution was to organise a working meeting on Spitsbergen during
February 2005, as displayed on this book’s cover.
Frank de Boer proved to be an excellent troubleshooter when we wrote a paper
together. He always came up with new ideas whenever a problem arose and found the
time to discuss them with me.
Martin Steffen’s encyclopedic knowledge  not limited to computer science  his
attentive observations, and his questions helped me to understand my own ideas better.
I also thank my numerous co-authors: Harald Fecher and Jens Schönborn discussed
the subtleties of the semantics of UML; especially Jens worked out the semantics of
UML 2.0 state machines, which helped me to understand the version used in the Omega
project. Mark van der Zwaag formalised the semantics of Omega state machines in
PVS and explained it to me. I based the translation of OCL into PVS on his work.
Hillel Kugler and Tamarah Arons were the testers of this translator. Without their
feedback, patience, and willingness to work with an evolving tool, many problems with
the theory and its implementations would have emerged later, if at all. Jozef Hooman
has been a great help in working with PVS and modelling the MARS case study.
Mirco Kuhlmann volunteered to read various drafts of this dissertation. He has
pointed out many mistakes and omissions and suggested many improvements.
Our secretaries Sabine Hilge and especially ˜nne Straßner handled most bureau-
cratic tasks reliably. Thanks to their effort I was able to focus on research and teaching.
I thank my friends for reminding me of a life with leisure. Especially Jan Engelbach
and Ortwin Ebhardt invited me for a chat over lunch or a party whenever the occasion
arose.
I thank my parents Heidemarie and Horst for their loving encouragement and sup-
port. I shall always remain grateful for their advice.
Finally, my ancØe Ann-Dörte took care of me and most of the daily errants during
the nal stages in writing this thesis, reminded me to take shorter and longer breaks
from work, and was wonderfully supportive and loving. She deserves all the praise for
the fact that I remained healthy and sane in this memorable part of my life.
Marcel Kyas
January 26, 2006, Kiel
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Chapter 1
Introduction
This dissertation is concerned with modelling and verication of object-oriented sys-
tems, especially object-oriented real-time embedded systems.
Embedded systems usually are computer systems which consist of software and
hardware and which are designed to perform accurately dened functions at low cost.
Therefore, they are intentionally simplied compared to general-purpose computers.
Embedded systems receive their input from sensors and compute a reaction which
controls actuators as output. The software deployed in embedded systems is com-
monly stored in read-only memory or ash memory, which makes it immutable during
the lifetime of the system; therefore, it is called rmware, because it cannot be easily
changed after the system has been deployed. Also, embedded systems are usually de-
ployed outside the reach of people so that the system has to be able to handle various
kinds of failures: in case of catastrophic failures, the system usually restarts itself.
Besides being cheap to produce, embedded systems are also expected to run for
years without errors. Therefore, rmware is tested more thoroughly than software for
personal computers.
Finally, embedded systems interact with the physical world through their input sen-
sors and affect the physical world through their actuators. This interaction of the system
is considered part of its functionality. In order to formulate the correct operation and
error situations a formal description of the physical world (and the rmware) is re-
quired. Of course, the physical world is far to complex to describe, therefore a formal
model abstracting from irrelevant details has to be developed.
Since the rst embedded systems were developed, the complexity of those systems
was steadily increasing. The digital autopilot for the Apollo lunar lander required
about 2,000 lines of assembly code [27], while it has been estimated that there are
about 1.5 million lines of code in the on-board command and control computers on the
International Space Station [73].
Object-oriented methods are believed to help improving the structure of large soft-
ware systems, to increase programmer productivity, and to help in managing software
of this size (see any manual on object-oriented design, among others, [136, 71, 11, 98]).
Object-oriented programming is a paradigm, where a program or software system is
composed of a collection of individual units, called objects. The objects, which have a
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unique identity, act on each other by receiving messages, processing data, and sending
messages to other objects. Object-oriented systems are described by classes, which
are the units of denition of the structure of data and behaviour of the system’s parts.1
This behaviour is described in terms of the kind of messages a system’s part is accept-
ing and how it processes data. The behaviour is specied in terms of operations and is
dened in terms of methods. At run-time classes are instantiated to objects. Objects
encapsulate data and expose a public interface through which the data may be queried
or manipulated in a safe way.
A class contains a description of the data (states) stored in the objects of the class;
this data is structured by and accessed through named attributes. A class implements
its interface by specifying methods that describe how the operation specied in its
interface are to be performed. Each method species only tasks that are related to the
stored data.
A class implements one or more interfaces. Each interface species operation sig-
natures of some of the methods of the class. The methods of a class can either be used
directly, that is, if the object is known to be an instance of that class, or via one of its
interfaces, that is, if the object is only known to implement one of the interfaces.
A class usually describes a set of invariants that are preserved by every method in
the class. The invariant species a constraint on the state of an object that has to be
maintained by each of its methods. Additionally, a precondition denes constraints
which have to be established in order to invoke a method. A postcondition denes
constraints which have to be guaranteed by a method immediately after its execution
nishes.
An implementation of a class species constructors which provide methods that
establish the classes invariant during object creation, and fail if the invariant cannot be
satised.
Example 1.1. Assume a class C, which provides a constructor m, accepting an integer
x as parameter. Furthermore, assume that this class has an attribute a and the invariant
a > 0. Finally, assume that the method implemented for m is a := x. Then, whenever
the operation m of class C is invoked, a new instance of C is created, provided that the
invariant is satised at the end of the method body. Consequently, the call C :: m(1)
succeeds, because after the completion of the method m the invariant of C is satised,
and a new object is created. Here, the operator :: means that the operation m of a class
C is called statically, that is, not as a property of an object but of the class itself. The
call C :: m(0) fails, because the invariant a > 0 is violated after the execution of the
method; also, no new object has been created. 
Additionally, a constructor may be used to acquire the resources needed by an ob-
ject. Examples are: acquiring memory for parts of the objects, acquiring (or creating)
semaphores, acquiring the privilege to use a specic device.
1In contrast, object-based programming languages define objects but not classes. In such languages objects
are not restricted to the class structure, but may change their structure and their interface at run-time.
2
1.1 Unified Modelling Language and Object Constraint Language
Additionally, a class may specify at most one destructor, whose main purpose is to
delete the identity of an object, invalidating any reference to it in the process, and to
release all resources used by the instance. In languages supporting garbage collection
the destructor cannot be invoked from the program. It will be invoked by the garbage
collector if the object becomes unreachable. In this case it is customary to call the
destructor naliser. In this thesis we do not consider the explicit deletion of objects
but assume the presence of a garbage collector, which frees the resources owned by an
object as soon as the last reference to it has disappeared.
1.1 Unified Modelling Language and Object Constraint
Language
The Unied Modelling Language (UML) [13, 137] provides a graphical notation for
modelling such object-oriented systems. Since its standardisation in 1997 [131] by the
Object Management Group (OMG), it has become a commonly accepted notation in
industry. Since then the concerns of developers of real-time embedded systems have
been taken into account by integrating concepts from the ROOM method [142] and
introducing the UML Prole for Schedulability, Performance, and Time [107].
UML integrates the concepts of Booch [11], OMT [136], OOSE [71], and Class-
Relation by fusing them into a single and widely applicable modelling language for
object-oriented systems. UML also aims to be a standard modelling language for con-
current and distributed systems. UML has become an industry standard, created under
the auspices of the Object Management Group (OMG).
The Unied Constraint Language (UML) version 2.0 is specied in two documents.
The rst, entitled UML 2.0: Infrastructure [110] species the architectural foun-
dations of UML. The second, entitled UML 2.0: Superstructure [111] denes the
user-level constructs. Both documents dene an abstract syntax (which is called meta-
model in these documents) of UML.
Despite being specied, UML has not yet been developed into a formal design lan-
guage, because lack of formal semantics. A lot of effort has been invested into de-
veloping a sound and unambiguous formal semantics for different aspects of UML, for
example, in [6, 18, 39, 51, 79, 92, 100, 151], but most of these fail to address how to in-
tegrate the formal notations into a software development process (with the dissertation
of Alexander Knapp [79] among the exceptions).
UML provides notations for specifying, visualising, constructing, and documenting
the artifacts of object-oriented systems. Such a model in UML describes the static
structure of a software system in terms of class diagrams, the behaviour of a software
system using actions, state machines, and activities, and its environment using use
cases. All these notations, however, have not yet been formally dened and there is no
agreement on the formal denition of their semantics.
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UML 2.0 supports 13 types of diagrams, which can be grouped into two types:
Structural Diagrams Structural diagrams are concerned with the static structure of a
system as well as the structure of the system during runtime.
class diagram Central concepts of the static structure of a system are described
by classiers (a classier is anything which may represent a type, for ex-
ample, classes, interfaces, or data types) and their relationships (like as-
sociations and generalisations). Class diagrams focus on time-invariant
properties of the system’s structure.
object diagram Objects are instances of classes. An object diagram describes
a snapshot of the system’s state at a particular time. It displays objects, the
values of its attributes, and the links connecting objects.
component diagram Component diagrams display the organisation of and the
dependencies among a set of components at a high level. Component dia-
grams address the static implementation view of a system.
composite structure diagrams Composite structure diagrams display the rela-
tion between elements working together within a classier. They are sim-
ilar to class diagrams and object diagrams, but they display parts and con-
nectors. These parts are not necessarily classes in the model and they need
not represent particular instances, but they may represent rôles that classi-
ers play. The composite structure diagram is used to display the runtime
architectures of any kind of classier.
deployment diagram A deployment diagram depicts a static view of the run-
time conguration of processing nodes and the components that run on
those nodes. In other words, deployment diagrams show the hardware for
the system, the software that is installed on that hardware, and the middle-
ware used to connect disparate machines to one another. One creates a de-
ployment diagram for applications that are deployed on several machines.
Deployment diagrams can also be created to explore the architecture of
embedded systems, showing how the hardware and software components
work together. In short, one may want to consider creating a deployment
diagram for all but the most trivial of systems.
package diagram Package diagrams are used to display the organisation of
packages, that is, named collections of diagrams, and their elements, and
provide a visualisation of their corresponding name spaces.
Behavioural Diagrams Behavioural diagrams describe the behaviour of the system
or parts of the system.
use case diagram The functionality of a system is described by a set of use
case diagrams each showing a sequence of interactions between parts of
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the system and its environment, represented by actors. The focus is on
listing actors and the use cases they participate in. Use cases are scenarios
described by one sequence of interactions between actors and the system.
Separate text is frequently used to describe the use case in detail.
state machine diagram UML state machine diagrams depict the various states
that an object may be in and the transitions between those states. States in a
state machine are depicted by an enclosed area. In fact, in other modelling
languages, it is common for this type of a diagram to be called a state-
transition diagram or even simply a state diagram. A state represents a
stage in the behaviour pattern of an object, and like UML activity diagrams
it is possible to have initial states and nal states. An initial state, also
called a creation state, is the one that an object is in when it is rst created,
whereas a nal state is one where no transitions exit. A transition is a
progression from one state to another and is triggered by an event that is
either internal or external to the object.
activity diagram Activity diagrams model the logic captured by a single use
case or use scenario, or for modelling detailed logic of a business rule.
Although UML activity diagrams could potentially model the internal logic
of a complex operation it would be far better to simply rewrite the operation
so that it is simple enough that one does not require an activity diagram.
In many ways UML activity diagrams are the object-oriented equivalent of
ow charts and data ow diagrams from structured software development.
sequence diagram The behaviour of a system can be described by objects ex-
changing messages. A sequence diagram describes one scenario by the
participating objects and the order in which they exchange messages.
interaction overview diagram Interaction overview diagrams display control
ow and are variants of UML activity diagrams.
communication diagram Communication diagrams display the ow of mes-
sages between objects in an object-oriented application and also imply the
basic associations (relationships) between classes.
timing diagram Timing diagrams are used to explore the behaviours of one or
more objects throughout a given period of time.
Of all these types of diagrams, only three are used this dissertation. Class diagrams
are used to model the static structure of a system and to provide the underlying type
information. Object diagrams are used to describe states of systems by providing a
snapshot of all objects, their states, and the relation between these objects. Finally,
state machines are used for describing the behaviour of systems, that is, how states of
systems evolve, respectively the behaviour of the objects which comprise the system.
The UML aims to be an extensible language. It uses stereotypes as one of its exten-
sion mechanisms. A stereotype is an annotation of an existing model element, which
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extends or modies the meaning of every element which has been stereotyped like this.
We do not consider the extension mechanism in this thesis, but some predened stereo-
types are used in this thesis. Stereotypes can, at least, be applied to classiers (which
are explained below), operations, signals, and constraints. Examples of stereotypes
are «active», which may be applied to classes, «constructor», which may be applied
to operations, and «invariant», which may be applied to constraints. The name of a
stereotype is written in guillemets (« »). In essence, a stereotype is used as a kind of
modier of the stereotyped element, which is intended to make the kind, and through
this its meaning, more precise.
The Object Constraint Language (OCL) [155] was developed at IBM as a language
for business modelling within IBM and is derived from the Syntropy method [33]. It is
used in UML both to help formalise the semantics of the language itself and to provide
a facility for UML users to express precise constraints on the structure of models. OCL
has been available in UML since version 1.1 of the standard. The current version of
the OCL standard is 2.0 [113].
OCL is mainly used for expressing properties of a model which cannot be expressed
in the diagrammatic notations of UML. It is the standard language in UML allowing
the expression of textual and declarative requirements of models in terms of invariants,
preconditions, and postconditions. Whether invariants, preconditions, and postcondi-
tions have an effect is a semantic variation point in the UML standard. One possibility
is to ignore these specication. Another one is to abort the program as soon as an in-
variant, a precondition, or a postcondition is violated. In our examples we chose the
operational interpretation.
In order to make UML more accessible for non-experts, the designers of the lan-
guage decided to prefer natural language over formal notation to explain the concepts
of the language. The syntax and the concepts of UML are explained using UML it-
self, a process called meta-modelling. The meta-model of UML is the denition of
the abstract syntax of UML using UML’s notation. The semantics of these concepts
is explained in English, resulting in an informally specied semantics of UML. This
may be sufficient for business-modelling in communication in small groups, where an
agreement on the meaning of a model is quickly reached between all participants. It
is, however, not adequate for communicating between different groups, and for formal
verication of models [18].
1.2 Problem Statement
UML is an established modelling language for object-oriented systems. Fuelled by
the ROOM-method [142] the notations of UML are also used for real-time embedded
systems. A signicant number of embedded systems contain safety-critical aspects.
There is an increasing awareness in industry of the fact that the application of formal
specication languages and their corresponding verication and validation techniques
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may signicantly reduce the risk of design errors in the development of such systems.
If UML is to be applied in the context of real-time or safety-critical systems, which
was the goal of the Omega Project,2 formal semantics of all concepts occurring in a
model is mandatory. UML is still lacking such semantics, because it is (intentionally)
only informally specied.
Not only is a formal semantics of UML needed, but the modeller has to be enabled to
analyse his model and to validate it, preferably using multiple techniques. This requires
the development or adaption of analysis, validation, and verication techniques for
UML models. If these techniques are to be accepted by modellers in industry, then the
developed techniques also require tool support.
In this dissertation formal semantics of a small subset of UML notation is developed,
namely class diagrams, object diagrams, and state machines, as well as semantics for
OCL. The purpose of this semantics is a translation of models using the formalised
notations into the input language of the interactive theorem prover PVS [121]. Then
the translated specication may be formally proved correct using PVS.
For proving models with OCL constraints correct, it is necessary to have semantics
which makes proving easy by enabling the use of the standard strategies of PVS. It is
already hard to learn to use PVS, so a formalisation of OCL in PVS should not require
the user to learn additional prover strategies. As a second advantage, the semantics
dened here is closer to the mathematical semantics usually taught.
A similar formalisation has already been described by Aredo [6]. The different appli-
cation domain of Aredo’s research lead him to different design decisions. For example,
Aredo uses sequence diagrams in his formalism, which we do not use. Instead, we use
constraints involving time.
Also Richters formalised the semantics of OCL [133]. His semantics is based on an
operational semantics: constraints are evaluated over the simulation or execution of a
model. We are more interested in a formal correctness proof. Therefore, semantics had
to be developed which enables the validation of constraints in a theorem prover.
Brucker and Wolff propose a semantics of OCL [19] suitable for theorem proving
using Isabelle [101]. Their formalisation uses a three-valued semantics, an artifact of
the operational interpretation of OCL constraints dened in the standard. While this
is desirable if one is interested in proving properties of the semantics of OCL, that
is, meta-theorems, it quickly becomes a hindrance in proving properties of a concrete
model and its specication expressed in OCL. In the latter case, one only wants a proof
that the constraint is true, not whether it evaluates to false or undened.
1.2.1 Correctness of Systems
One major concern of all stake holders in software development is that the software
should be correct. Today, the complexity of software has exceeded the capabilities of
2IST-2001-33522, see http://www-omega.imag.fr for more details.
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testing alone. Especially concurrent systems are not amenable to testing, because their
behaviour is not deterministic, while most testing frameworks assume that a program’s
behaviour is deterministic. This implies that a test suite which may show an error in a
program will not necessarily do so.
Therefore, methods are needed which help in developing correct software. These
methods are based on a precise formalism. The main methods applied today are:
Lightweight Verication Lightweight verication refers to the partial verication of
program properties. For example, type checking is a light-weight verication
method. Also, extended static checking of properties is a form of lightweight
verication. Extended static checking refers to the verication of predened
properties of programs without executing it. Also, runtime verication using
observers and assertions can be considered to be lightweight verication. Crucial
for lightweight verication is that the investment of the user is minimal and
that verication is automatic. The disadvantage is that lightweight methods are
usually incomplete and sometimes even unsound by reporting false errors.
Model Checking Model-checking provides a more heavy-weight but still automatic
verication method by exhaustive state-space exploration. A model-checker ex-
pects a nite-state system (the model) and a property expressed in a specication
language (usually a temporal logic) and checks whether the model satises the
property. The appeal of model checking is that if the model does not satisfy
the property the model checker will produce a counter example, usually a trace
leading to a situation, that is a state for safety properties and a sequence of states
describing a cycle for liveness properties, violating the specication. This dis-
sertation is not concerned with model checking.
Program Verication Program verication is the use of formal mathematical tech-
niques for proving that a program satises its specication. It is the heaviest
technique, because programs are complex mathematical objects, especially if
the program is concurrent and object-oriented, as it is the case in the dissertation
of Erika `brahÆm [1]. Another important difficulty is formally specifying the
system. Proving this specication correct is usually a laborious endeavour when
using an interactive theorem prover.
Most people desire that the method is decidable, which means that there exists a
method, which decides whether P |= ϕ holds. Furthermore, the used method should be
sound, that is, whenever the method states that the program has the desired property,
then the program indeed has this property. For automatic methods, the user is often
willing to accept false negatives, where the tool claims the presence of an error, even
though the program is correct (the successful lint [74] is a tool with such a behaviour).
Completeness of a proof method means that for any correct property of a system
one can also nd a proof of its correctness. Most of the time, completeness is only
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of theoretical concern. Proving the completeness of a method is useful, if this proof
demonstrates a general method for proving systems correct. For certication, however,
a proof of the desired properties has to be provided, preferably in a format which
is checkable by a human. Generally, nding a proof is not trivial, even if we have
the guarantee that such a proof exists, which is guaranteed by the completeness of a
method. For example, rst-order logic has a complete proof theory, but a formal proof
cannot be computed automatically for all valid sentences in rst-order logic, that is,
rst-order logic is not decidable. A system specied in rst-order logic still has to be
veried by somebody. Higher-order logic does not even have a complete proof theory,
but higher-order logic has been successfully used to specify programs and to prove
programs correct.
1.2.2 Compositionality
Compositionality is described by Frege’s principle: The meaning of the whole is a
function of the meaning of the parts. In Hoare’s proof theory, the parts are a program’s
syntactic constituents, their statements. Their meaning is characterised by pre- and
postconditions. In systems like CSP, the constituents are the processes. One advantage
of a formalism like CSP is, that a process is also a syntactic constituent.
Compositional methods have been successful in verifying concurrent systems. Till
now, no truly compositional method has been found for class-based object-oriented
systems. In a class-based formalism the only syntactic constituents are classes. A class
represents a set of semantic constituents, namely the objects. Therefore, the composi-
tion operator, which is syntactically represented in sequential programming languages
and in formalisms like CSP, is only a semantic operator in class-based object-oriented
programming. This implies that we cannot use the syntactic constituents of an object-
oriented program directly for compositional reasoning anymore.
While the proof system described by `brahÆm is syntax directed, it is not composi-
tional, because it uses an interference freedom test and a cooperation test [1]. Also, the
fundamental composition operator of object-oriented modelling, namely inheritance,
has not been covered in her dissertation. On the other hand, it appears to be very
hard to nd a compositional formulation of proof rules for languages with inheritance,
because of dynamic binding and open recursion.3 A Hoare logic for such languages
has been described by de Boer and Pierik [127, 128]. Similar to our work they as-
sume closed programs; introducing a new class which inherits from an existing class
invalidates all existing proofs. This problem is avoided, if inheritance coincides with
behavioural subtyping, as described, among others, by Cusack [37].
The fragile base class problem is among the main difficulty in nding compositional
proof theories for object-oriented programs. Overriding a method in a subclass may
unexpectedly affect the behaviour of methods inherited from a super-class. The fragile
3See Section 2.3.5 for a detailed discussion of these concepts.
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base class problem has been studied, for example, by Mikhajlov and Sekerinski [99].
Compositional proof methods can be formulated for object-oriented programs, if over-
riding of methods preserves the behaviour of the original method, that is, implemen-
tation inheritance implies behavioural subtyping. This disciplined use entails Liskov’s
substitution principle [94] and avoids the fragile base class problem. An alternative
approach is to separate implementation from interfaces, where subtyping of interfaces
implies behavioural subtyping, whereas implementation can be freely inherited, as long
as each class implements its interfaces. This approach has been studied by Owe [120]
and Johnsen [72].
Similarly, in a concurrent setting, the inheritance anomaly gives rise to complica-
tions. Inheritance and synchronisation constraints conict with each other, such that
methods have to be redened in order to maintain a concurrent objects integrity. The
term was coined by Matsuoka and Yonezawa [96]. Also our setting is concurrent but
we chose state machines for describing the behaviour of objects. Because the mean-
ing of inheritance of state machines is not clear, we decided that state machines are
not inherited but behaviour has to be always overridden. Consequently, the inheritance
anomaly does not occur in our setting.
1.3 Contribution of this Dissertation
In this dissertation we develop a formal semantics of UML and OCL suitable for prov-
ing a system correct using the interactive theorem prover PVS [121]. Instead of in-
vestigating a deep embedding in PVS, that is formalising the abstract syntax and its
semantics of the used notations in PVS, we preferred a shallow embedding, that is
generating correctness conditions in the logic of the theorem prover. While we can-
not prove statements about the semantics with this approach, our method allows us to
focus on proving the correctness of a particular system.
One main concern of the method proposed by us is to allow proving the system
correct during early stages of design. This implies that a concrete implementation of
the system is not required. One can prove parts of the system correct while no concrete
behaviour has been specied by proving specications correct.
The method proposed here adapts the ideas of mixed formalisms4 to object-oriented
modelling. This is inspired by similar work on untimed systems [114, 115, 158] and re-
lated to work on timed systems [65, 139]. The approach combines the results presented
in [84], [83], and in [85].
Consistency of the specications is established by proving the type-correctness of
the specication, as we have described in [82]. Establishing type correctness of spec-
ications is, despite of Lamport’s opinion [90], a very useful step in verifying the
consistency of a specication. If the type system is safe, pointing out type errors in
4A mixed formalism is a formalism where specifications and programming constructs can be freely mixed.
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the specication also points out an inconsistency of the specication. The type system
should, of course, be expressive and exible enough in that it allows the specier to
focus on the specication and not on the type correctness of his specication.
Finally, in order to prove properties of a model correct efficiently, we had to adapt
the semantics of UML and OCL. This is necessary, because the semantics of OCL is
specied using an interpreter. Because there exist constraints for which the interpreter
need not terminate, an undened value was introduced into the semantics, resulting in
a three-valued logic. For the correctness of a system, however, it is irrelevant, whether
the interpreter diverges on an OCL specication. Therefore, we propose a declara-
tive semantics of OCL for proving systems correct with respect to their specication,
which is based on the semantics of higher-order logic and which only uses two truth
values. We prove that our declarative semantics agrees with the interpreter for all
true constraints, except if they involve quantication over innite collections. A con-
straint, which involves quantication over innite collections, may be true even if the
interpreter states that it is undened. An abbreviated version of this work has been
published in [86].
The denition of UML state machines and its semantics has been derived from the
Diploma thesis of Jens Schönborn [140] and the work of Fecher, Kyas, de Boer, de
Roever, and Schönborn described in [52] and [53].
1.4 Publication History
The results described in this dissertation have been previously published as:
I. Marcel Kyas and Frank S. de Boer. On message specication in OCL. In
Frank S. de Boer and Marcello Bonsangue, editors, Proceedings of the Work-
shop on the Compositional Verication of UML Models (CVUML), volume 101
of Electronic Notes in Theoretical Computer Science, pages 7393. Elsevier,
November 2004.
II. Marcel Kyas, Harald Fecher, Frank S. de Boer, Mark van der Zwaag, Jozef
Hooman, Tamarah Arons, and Hillel Kugler. Formalizing UML models and
OCL constraints in PVS. In Gerald Lüttgen, Natividad Martínez Madrid, and
Michael Mendler, editors, Proceedings of the Second Workshop on Semantic
Foundations of Engineering Design Languages (SFEDL 2004), volume 115 of
Electronic Notes in Theoretical Computer Science, pages 3947. Elsevier, 2005.
III. Marcel Kyas. An extended type system for OCL supporting templates and trans-
formations. In Martin Steffen and Gianluigi Zavattaro, editors, Formal Meth-
ods for Open Object-Based Distributed Systems: 7th IFIP WG 6.1 International
Conference, volume 3535 of Lecture Notes in Computer Science, pages 8398.
Springer-Verlag, 2005.
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IV. Marcel Kyas, Frank S. de Boer, and Willem-Paul de Roever. A compositional
trace logic for behavioural interface specications. Nordic Journal of Comput-
ing, 12(2):116132, 2005.
V. Marcel Kyas and Jozef Hooman. Compositional verication of timed compo-
nents using PVS. In Bettina Biel, Matthias Book, and Volker Gruhn, editor,
Software Engineering 2006, volume P-79 of Lecture Notes in Informatics, pages
143154. Gesellschaft für Informatik e.V., Kollen Verlag, Bonn, 2006.
1.5 Dissertation Outline
This dissertation is organised as follows: Chapter 2 describes the syntax and semantics
of OCL 2.0 and a subset of UML 2.0 which is required to explain the semantics of
OCL. In order to allow a comparison between our modied semantics of OCL and
the semantics dened in the standard, we dene the semantics of OCL in terms of an
abstract machine which interprets constraints in a pair of states of a model, which is
also called action. An action is needed to interpret postconditions, which may also
refer to the state of the precondition.
Chapter 3 denes an extended type system for OCL which helps overcoming de-
ciencies of the current type system of OCL. Soundness of this type system and decid-
ability of the type checking problem is proved. This chapter extends [82] with proofs
and a careful exposition of the type-checking algorithm.
Chapter 4 describes a translator from the notations introduced in Chapter 2 into the
input language of the interactive theorem prover PVS. This chapter is an extended
version of [86] and explains the translation of a subset of UML and OCL to PVS.
Chapter 5 describes an extension of the Object Constraint Language allowing trace-
based specications. We demonstrate that our extension allows to express OCL’s mes-
sage expressions, which state that a message has been sent during the execution of a
method in its postcondition, but also allows to reason about messages received. This
chapter is based on [84].
Chapter 6 describes how to reason compositionally about objects of an UML speci-
cation. The idea is based on formalising an object’s behaviour in terms of invariants
on their communication traces. This chapter is based on [85].
Chapter 7 applies the tools and methods developed in this dissertation to a case study.
It contains an extended version of [88].
In Chapter 8 we conclude the dissertation with a short summary and an outline of
future work.
Additionally, the symbol  marks the end of a proof, the symbol ♦ marks the end of
a denition, and the symbol  marks the end of an example.
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Introduction to Models of OCL and
UML
In this chapter we present the main notations and concepts used in this thesis and
introduce the relevant parts of the Unied Modelling Language (UML) [111, 110]
and the Object Constraint Language (OCL) [113] used in this thesis. We explain the
notions of class diagrams, object diagrams, object constraint language, and dene a
formal semantics for all these concepts, which are used in later chapters.
In this chapter we assume a non-empty and enumerable innite set N of names,
which is partitioned into a set C of class names, A of attribute names,M of operation
names and E of association end names. All these notions will be explained in the next
section.
2.1 Class Diagrams
The most well-known language of UML is the language of class diagrams which de-
scribes the structure of a system in terms of classiers, their interfaces, and the relations
between classiers.
A classier describes a set of instances or values that have features, for example, at-
tributes and operations, in common. Classes, interfaces, and data types are classiers.
A classier can be generalised1 by other classiers.
Example 2.1. The class OclAny, described in Section 2.3.4, is a class that generalises
every other class in every model. Integer and Real are data types, where Real gener-
alises Integer. However, Integer and Real are not classes, because you cannot create
new instances of them. 
Specically, the different classiers used in this thesis, are:
Class A class denes structural features, for example, attributes, and behavioural fea-
tures, for example, operations. Moreover, classes are required to provide meth-
ods, that is, implementations, for each operation they dene. Classes may be
instantiated.
1Generalisation is the inverse of inheritance, see Section 2.1.1.
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Interface An interface denes structural and behavioural features like classes, but
methods must not be dened for the operations declared in an interface, but
often constraints on operations are dened in terms of pre- and postconditions
for the operations. Interfaces cannot be instantiated.
Abstract Classes An abstract classes is like a class, in that it species structural and
behavioural features, and it is like an interface, in that it need not provide meth-
ods for all behavioural features it species. Consequently, abstract classes cannot
be instantiated. The crucial difference between an interface and an abstract class
is that the abstract class may provide a method, whereas an interface must not.
Data type A data type is a type whose instances are only identied by their value.
In contrast, instances of a class are identied by their unique name. The most
prominent data types in UML are the primitive data types, for example, Boolean,
Integer, or Set.
By applying the stereotype «active» to a class, the class is declared active. Such an
active class is a class where each instance of this class has its own thread of control.
Classes, which are not declared to be active are passive class. Passive classes do not
have their own thread of control, but their methods are executed by the thread of another
active object.
Example 2.2. In the Java Programming Language, each class is passive by default.
Objects whose class inherits from the class Thread, are active, after the start method
has been called. See [57] for details. 
By applying the stereotype «signal» to a classier, the instances of that classier
may be used as messages, which are sent asynchronously. The message itself is called
a signal. Only active objects may receive these messages.
A classier species a collection of features. Features are classied into structural
features, which are attributes, and behavioural features, which are operations and re-
ceptions (a reception declares that an object can receive a signal of a certain type). For
the sake of simplicity, we do not allow overloading of operations or generalisation on
signals. Overloading of operations can be compiled away by renaming the operation
names such that the name of each operation is unique.
In principle UML allows any object direct access to the data stored in an object,
where this access is controlled by a visibility attribute of the feature. Here, we ignore
this attribute. We assume later that all structural features, that is, attributes, are private
to the object, that is, every object may access its own attributes only, and behavioural
features are public, that is, every object may invoke operations of every other object.
However, to constrain the object structure, these attributes and the associations are
considered to be public in OCL and, therefore, part of the interface.
Before we formally dene interfaces, we introduce the following notation: A → B
designates the type of functions from A to B, whereas A ⇀ B designates the type of
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partial functions from A to be B. Observe that any function is also a partial function.
We introduce a special predicate E( f (x)) which holds, if and only if the partial function
f is dened in x. Using this predicate we dene for any partial functions f its domain
dom( f ) def= {x | E( f (x))} and its range rng( f ) def= { f (x) | x ∈ dom(x)}. Each partial
function f : A ⇀ B can be extended to a total function f⊥ : A → B, by dening
f⊥(x) = f (x) if x ∈ dom( f ) and f (x) = ⊥ otherwise. In the sequel we assume that each
partial function f is extended to a total function f⊥ and we write simply f for f⊥. We
write AB for the set of all functions of type B→ A.
We describe part of the interface using regular languages and identify words of the
language with sequences. The symbol  designates the empty sequence. A set S of
letters represents the choice of letters, consequently, we write ∪ for the choice between
two languages. Concatenation of words and languages is written by juxtaposition, or
sometimes using the operator ·. The Kleene-star is written as S ?.
The interface of a class is specied using segment descriptors. A segment descrip-
tor denes the interface dened by a class. The full descriptor denes all properties
dened by a class, including the properties of all super-classes and super-interfaces
(compare to Denition 2.3).
Denition 2.1 (Segment Descriptor). LetN be a set of names, C ⊆ N a set of classier
names, S ⊂ C a set of signal names, A ⊆ N a set of names which we call attribute
names,M ⊆ N a set of names which we call operation names, such that C,A, andM
are pairwise disjoint.
An operation signature s is an element of the language characterised by the regular
language C? · (C ∪ {void}). The last classier in s describes the return type of the
operation, where void states that the operation does not return a value.
The segment descriptor of a classier c is the union of:
• A function cA : A⇀ Cwhich is a partial function dening the attributes dened
in the class and the type of the attributes.2
• A function cM : M ⇀ (C? · (C ∪ {void})) describing the operations and the
signature of the operation the class provides.
• If c is active, then the set cS ⊆ S assigns the class a set of signals which it
accepts.
A segment descriptor can be interpreted as a partial function c : N ⇀ (C ∪ (C? ·
(C∪ {void}))∪ {true}) assigning attribute names to their types, operation names to their
signatures, and signal names to true, which indicates that instances of the classes which
are dened by this segment descriptor accept this signal. ♦
Two types (or classiers) are equal in UML, if they have the same name. This means
that typing in UML is by names. Therefore, two objects are of a different type, if the
2A Function is also used as a set of pairs which describes its graph.
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class they have been instantiated from have different names, even if all properties of the
objects are identical. One exception to this rule is the typing of tuples in OCL, which
are anonymous classes without operations. Two tuple-types are equal if they have the
same members of the same type. This means, that typing of tuple types is by structure.
The relations between classes are generalisation, and association.
2.1.1 Generalisation
Generalisation captures the hierarchical relationship between classes. For example,
mammal generalises dog, horse, cat and many others. Because a dog is
a mammal it inherits all features of a mammal. Consequently, the generalisation
relation is the inverse of the inheritance relation commonly dened in object-oriented
programming languages. Formally, generalisation is a partial order  on classes C.3
If a class c ∈ C, which we call parent, generalises another class c′, which we then call
child, written c′  c, then all features dened by c are also features dened by c′. This
means that the parent of a class has actually less features than its child. In Chapter 3
we describe how c′ may override a feature of c in a type-safe way.
A class diagram describes the signature of classes in a distributed manner using
segment descriptors, which dene the attributes and operations particular to the class
being described. The full descriptor contains the segment descriptor of the current
class and, recursively, the full descriptor of all its parent classes. This way inheritance
of features is realised.
The UML standard denes the following constraints for a class hierarchy.
1. For a classier, no attribute, operation, or signal with the same signature may
be declared in more than one of the segments (in other words, they may not be
redened).
2. Methods may be declared in more than one segment. Use the youngest. If there
are two methods of the same age, the diagram is ill-formed.
3. The constraints on the full descriptor are the union on the segment current class
and all of its ancestors. If any of them are inconsistent, then the model is ill-
formed.
For any partial order ≤ dene ↑ x def= {y | x ≤ y} and ↓ x def= {y | y ≤ x}. Using these
notations we dene generalisations, taking the three properties above into account:
Denition 2.2 (Generalisation). Let  be a partial order on classier names C. The
relation  is called a generalisation relation, if:
3A partial order R is a relation that is reflexive, that is, ∀x : xRx, transitive, that is, ∀x, y, z : xRy∧yRz =⇒
xRz, and anti-symmetric, that is, ∀x, y : xRy ∧ yRx =⇒ x = y.
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(a) Valid Generalisation (b) Invalid Generalisation
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Figure 2.1: Valid and invalid generalisations
1. ∀c, c′ : c′  c∧c , c′ =⇒ c∩c′ = ∅, that is, c generalises c′ when c = c′ or the
segment descriptors of the class being generalised are disjoint from the segment
descriptor of the generalising class.
2. ∀c, c′, c′′ : c  c′ ∧ c  c′′ ∧ c , c′ ∧ c , c′′ ∧ c′ , c′′ =⇒ c′ ∩ c′′ = ∅,
that is, if c is generalised by two different classiers c′ and c′′, then the segment
descriptors of c′ and c′′ are disjoint. ♦
Figure 2.1 displays two class diagrams with generalisations. A generalisation is
displayed by an arrow between two classes, where the generalised class is at the end
without any triangle, and the generalising class is at the end with the triangle. Conse-
quently, both class diagrams claim that B  A, C  A, D  B, and D  C.
The class diagram (a) on the left hand side of Figure 2.1 displays generalisations,
which all conform to Denition 2.2. All features dened in the segment descriptors are
unique to their segment descriptor.
The class diagram (b) on the right hand side of Figure 2.1 displays generalisations
which violate Denition 2.2. There, the class B does not generalise class D, because
both dene the method m in their segment descriptor. This contradicts Condition 1 of
Denition 2.2. Moreover, D cannot be generalised by B and C, because both B and C
dene an operation p. This contradicts Condition 2 of Denition 2.2
Denition 2.3 (Full Descriptor). Let  be a partial order on classes and c a classier.
Then the full descriptor of c is dened as: LcM def= ⋃c′∈↑c c′. ♦
In the sequel we omit the parenthesis LcM and simply write c for the full descriptor
of a class, if this causes no ambiguity.
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Figure 2.2: Valid and invalid associations
2.1.2 Association
Associations dene relations on instances of classiers. Associations are inspired by
relations from relational databases. Associations consist of named ends referring to
classiers. An association with n ends is a n-ary relation on objects of the classiers
involved in the association. The names of association ends are treated like attributes of
the objects participating in an association. Moreover, associations are navigable, that
is, they provide names under which an object o knows another object o′.
Denition 2.4 (Association). Let C be a set of classiers. An association end is a
pair 〈e, c〉, where e ∈ E is a name and c ∈ C is a class. An association is a set r
of association ends satisfying:4 For any association r = {〈e1, c1〉, 〈e2, c2〉, . . . , 〈en, cn〉}
with n ≥ 2, whose graph describes a function, we have: ∀i : ∀c : 1 ≤ i ∧ i ≤ n ∧ c ∈⋃
1≤ j≤n ↓ c j =⇒ LcM(ei) = ⊥. ♦
By this denition the association end names occurring in an association are not al-
lowed to be part of the full descriptor of the participating classes and their subclasses.
Furthermore, in the denition of a class diagram we ensure that all associations do not
introduce any conicts.
Figure 2.2 displays two class diagrams with generalisations and associations. An
association is displayed by a line between two classiers.
The class diagram (a) on the left hand side of Figure 2.2 displays two associations,
which all conform to Denition 2.4. Association F = {〈b, B〉, 〈c,C〉} does not conict
with any property dened in the classes A, B, C and D. It also does not conict with
the association G = {〈e, E〉, 〈d,D〉}, because even though D inherits an association
from C, the association end names do not conict.
4Association names are typically called r from set R to stress that they are relations between objects and to
avoid ambiguity with attributes, typically called a from setA.
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The class diagram (b) on the right hand side of Figure 2.2 displays associations
which violate Denition 2.4. There, the class B inherits an attribute c from class A,
but the association F = {〈b, B〉, 〈c,C〉} uses the name c for one of its ends, which
contradicts the denition.
Finally, we dene a class diagram.
Denition 2.5 (Class Diagram). A class diagram D is a triple (C,R,), where C is a set
of classes, R is a set of association relations over C and  is a generalisation relation on
C. Furthermore, we require the following well-formedness condition on associations
in class diagrams:
For all r, r′ ∈ R with r , r′ and all c, c′ ∈ C with c′  c and e, e′ ∈ E such that
〈e, c〉 ∈ r and 〈e′, c′〉 ∈ r′ we require that there exists not e′′ ∈ E and no c′′, c′′′ such
that 〈e′′, c′′〉 ∈ r and 〈e′′, c′′′〉 ∈ r′. This means that the association end names of
different associations which share related classiers are different. ♦
The class diagram (b) on the right hand side of Figure 2.2 displays associations vio-
lating Denition 2.5: associations F = {〈b, B〉, 〈c,C〉} and G = {〈b, E〉, 〈d,D〉} conict,
because both associations have an end called b and an end of type C by way of gener-
alisation, which contradicts the denition. Note that in the latter case, it is ambiguous
whether the instances associated under the name b to instances of D are instances of B
or E.
2.1.3 Parameterisation
Also occurring in class-diagrams are parameterised classes. Parameterised classes are
called templates in C++ [146] and generics in Java [57].
A parameterised class is not a classier, but it is an operator mapping types and
values to new types. The standard parameterised class occurring in almost all pro-
gramming language is the array type. The type  in itself is not a type. Most of the
time, a new array is declared as, for instance, a :  10  Integer, which indicates
that  is an operator taking two arguments: The rst argument is the size of the
array, here 10, and the second argument is the type of the elements stored in the array,
here Integer.
2.2 Object Diagrams
As described in the previous section, a class diagram species the static structure of
a model. Object diagrams describe a state or snap-shot of a system during runtime.
An object diagram is a semantic model of a class diagram. A pair of object diagrams,
which describe an action, is a semantic model for an OCL constraint.
Intuitively, an object diagram describes a state (or part of a state) of a system. It
displays objects, the state of each object, and the links between objects.
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Denition 2.6 (Object State). The state of an object is dened by a partial function
ω : N ⇀ V, where N is the set of attribute names and V is a set of values. The set of
all object states is called Ω. ♦
Example 2.3. Let N = {a, b, c} be a set of names, and let V = B ∪ R be the set of
values, which consists of the disjoint union of booleans and reals. Then ω = {a 7→
true, c 7→ 5.5} is an object state, where the attribute a has the value ω(a) = true and the
attribute c has the value ω(c) = 5.5, whereas no value for the attribute b is dened. 
Denition 2.7 (Object Type). Let O ⊆ V be an enumerable set of object identities with
the special object identity null ∈ O representing the absent object. Let D be a class
diagram. The function τ : O ⇀ C assigns to object identities a class. Let o ∈ O be an
object identier. If τ(o) is dened, we say that o exists.
In the preceding denition we do not require a type for each object identity. Those
object identities, which do not have a type are the identities of those objects, which
have not been created yet.
2.2.1 Associations and Navigation Expressions
Next, we dene the meaning of associations with the denition of the latter given by
Denition 2.4. Recall that an association r maps association end names to classes.
Denition 2.8 (Association Valuation). Let r be an association. Then the semantics of
r, called its valuation, written JrK is a multi-set of partial functions dom(r) ⇀ O\{null}
such that for all f ∈ JrK and for all n ∈ dom(r) ∩ dom( f ) we have τ( f (n))  r(n). ♦
We write * · + to construct multi-sets (or bags).
Observe that an association is not like an attribute; it is more like a table in relational
databases, as developed by Codd [29].
Example 2.4. Recall the class diagram depicted in Figure 2.2 (a). LetO = {1, 2, 3, 4, 5}.
Dene τ = {1 7→ A, 2 7→ B, 3 7→ C, 4 7→ D, 5 7→ E}. One association valuation for
the association F = {〈b, B〉, 〈c,C〉} is given by JFK = *{b 7→ 2, c 7→ 3}+, associating
the object identied by 2 to the object identied by 3. Another association valuation is
JFK = *{b 7→ 2, c 7→ 3}, {b 7→ 2, c 7→ 4}+, which associates the object identied by 2 to
the object identied by 3 and the object identied by 4. Observe, that this is a correct
association state, because D  C in the underlying class diagram. Finally, to provide a
counter example, consider the interpretation JFK = * f +, where f = {b 7→ 1, c 7→ 3}.
This interpretation is not a valid association valuation, because τ( f (b)) = A, F(b) = B,
and ¬τ( f (b))  F(b). 
Next, we dene the interpretation of navigation expressions, for which we already
use the syntax of OCL.
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Denition 2.9 (Navigation). Let N be a set of association end names with typical
element n. A navigation expression is inductively dened by the grammar e ::= self |
e.n.
The meaning of a navigation expression e in a class diagram D = 〈C,R,〉 is dened
as a function J · K, mapping each navigation expression to a function O → NO, which
maps each object identity, used to evaluate the navigation expression self , to a bag of
objects:5
JeK(s) def=

*s+ , if e = self
*o | ∃r, f ,n′ : r ∈ R ∧ n , n′ ∧ f ∈ JrK
∧ o = f (n) ∧ f (n′) ∈ Je′K(s)+ , if e = e
′.n.
♦
Assuming that all association end names occur in the navigation expression, which
type-checking can establish, as described in Chapter 3, we observe that the result of a
navigation expression is always a multi-set of objects. In contrast to the usual program-
ming languages the absent object, here denoted by null, does not occur in the semantic
value of a navigation expression; instead, null is represented by the empty bag. Also,
it is possible to navigate the empty bag. Navigating the empty bag results in the empty
bag.
In contrast to standard OCL, our denition of the meaning of a navigation expression
is attening, that is, navigating the result of a navigation expression results in a bag of
objects, and not in a bag of bags. Thereby we retain the semantics of OCL prior to
version 2.0.
Example 2.5. Consider the class diagram of Figure 2.3 with classes C = {A, B,C,D, E}
and associations X = {〈a, A〉, 〈b, B〉, 〈c,C〉}, Y = {〈c,C〉, 〈e, E〉}, and Z = {〈b, B〉,
〈d,D〉}.
Let the set of objects beO = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} with τ = {1 7→ A, 2 7→ A, 3 7→
B, 4 7→ C, 5 7→ C, 6 7→ C, 7 7→ D, 8 7→ D, 9 7→ E, 10 7→ E}. Let the valuations of X, Y ,
and Z be as displayed in Table 2.1. Then:
Jself .c.eK(1) = *o | ∃y, f , n′ : e , n′ ∧ f ∈ JyK ∧ o = f (e) ∧ f (n′) ∈ Jself .cK(1)+ (2.1)
To evaluate this, we have to evaluate:
Jself .cK(1) = *o | ∃x, f ′, n′′ : c , n′′∧ f ′ ∈ JxK∧o = f ′(c)∧ f ′(n′′) ∈ Jself K(1)+ (2.2)
Since the only association end which is mapped to 1 in Table 2.1 is a, belonging to the
association X, apparently n′′ = a and x = X. So choose n′′ = a and x = X. Returning
to (2.2) we now have:
Jself .cK(1) = *o | ∃ f ′ : f ′ ∈ JXK ∧ o = f ′(c) ∧ f ′(a) ∈ Jself K(1)+
5The set of all bags can be represented by the function from its elements into the natural numbers, therefore
we write NO for the bag of all objects.
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Figure 2.3: Navigation example
JXK
a b c
1 3 5
1 6
2 3 6
JYK
c e
4 9
5 9
5 10
6 10
JZK
b d
4 7
4 7
Table 2.1: Example valuations of associations
In Table 2.1 we nd two possibilities for f ′ with f ′(a) = 1. For these f ′(c) = 5 and
f ′(c) = 6 holds. So
Jself .cK(1) = *5, 6+ (2.3)
Substituting (2.3) in (2.1) results in:
Jself .c.eK(1) = *o | ∃y, f , n′ : e , n′ ∧ f ∈ JyK ∧ o = f (e) ∧ f (n′) ∈ *5, 6 + +
From Table 2.1 one nds that y = Y and o = 9 or o = 10 for f (c) = 5 and o = 10 for
f (c) = 6. So, n′ = c and one concludes that
Jself .c.eK(1) = *9, 10, 10+

Example 2.6. Reconsider Example 2.5. We now evaluate Jself .b.cK(7).
Jself .b.cK(7) = *o | ∃x, f , n′ : c , n′ ∧ f ∈ JxK∧ o = f (c)∧ f (n′) ∈ Jself .bK(7)+ (2.4)
To evaluate this, we have to evaluate:
Jself .bK(7) = *o | ∃z, f ′, n′′ : b , n′′ ∧ f ∈ JzK∧ o = f ′(b)∧ f ′(n′′) ∈ Jself K(7)+ (2.5)
This association end is mapped to 7 in Table 2.1 is d in association Z, therefore n′′ = d
and z = Z. Returning to (2.5) we now have:
Jself .bK(7) = *o | ∃ f ′ : f ∈ JZK ∧ o = f ′(b) ∧ f ′(d) ∈ Jself K(7)+ (2.6)
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We nd two possibilities in the association valuation of Z with f ′(d) = 7, which both
have f ′(b) = 4. Therefore, Equation (2.5) simplies to:
Jself .bK(7) = *4, 4+ (2.7)
Substituting (2.7) in (2.4) results in:
Jself .b.cK(7) = *o | ∃x, f , n′ : c , n′ ∧ f ∈ JxK ∧ o = f (c) ∧ f (n′) ∈ *4, 4 + + (2.8)
Now we have to nd an association where one end is 4 and the other end has the name
c. Unfortunately, no association in Table 2.1 satises this. Note that association Y
is not eligible, because 4 is in column c, but this is the association end we want to
navigate. Therefore, we simplify (2.8) to
Jself .b.cK(7) = *o | false+
which is the empty bag. 
This last example demonstrates that any navigation expression is always dened.
We now dene the state of the system, which is called object diagram in UML, as
the state of all its objects, and an association valuation.
Denition 2.10 (Object Diagrams, Links). An object diagramσ = 〈τ, ξ, J · K〉 is a triple
that consists of a partial function τ : O ⇀ C assigning to each object identity o ∈ O
its class, a partial function ξ : O ⇀ Ω, where the set of all these functions is called
Ξ, mapping object identities to object states, which satises for all o ∈ O that τ(o) is
dened if and only if ξ(o) is dened, and a function J · K assigning to each association
an association valuation. The set of Object Diagrams is denoted by Σ.
A link named n exists between two objects in the object diagram, written o n_ o′, if
o′ ∈ Jself .nK(o). If there exists a n such that o n_ o′, we write o _ o′. ♦
Observe that _ is symmetric.
Proposition 2.11. Let 〈τ, ξ, J · K〉 be an object diagram. Then _ is symmetric.
Proof. Let o, o′ be a pair of objects such that o _ o′. By Denition 2.10 we then
nd an association r and an association end name n such that o′ ∈ Jself .nK(o). By
Denition 2.9 we nd a name n′ and an association state f such that f ∈ JrK and
f (n) = o′ and f (n′) = o. Consequently, we have o ∈ Jself .n′K(o′), and therefore
o _ o′. 
It is possible to encode associations as attributes of the type of the associated classi-
er if each object identier, except for null, occurs at most once in each column. We
prove this in the next lemma.
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Lemma 2.12. Let σ = 〈τ, ξ, J · K〉 be an object diagram, where in any valuation of
each association an object is, for each association end name, associated to at most one
other object. Then the association can be represented by a set of attributes, with the
respectively associated classier as the attribute’s type, named by the association ends
of the object.
Proof. Let σ = 〈τ, ξ, J · K〉 be as described in the assumption and D the underlying
class diagram. First, we prove that under this assumption _ can be interpreted as a
function with the signature f : O→ E → O, where this function results in null if there
exists no object o′ such that o e_ o′.
Let o be an object in σ and e an association end name. Then, by assumption, there
exists at most one object o′ with o e_ o′. If such an object does not exist, we assign
f (o, e) = null. Assume that such an o′ exists. If there are two distinct objects o′ and
o′′ such that there are e and e′ with o e_ o′ and o e
′
_ o′′, then Denition 2.5 and the
assumption imply e , e′. Therefore, _ is functional.
To prove that the association can be represented by a set of attributes, with the re-
spectively associated classier as the attribute’s type, named by the association ends of
the object, let D′ be the class diagram obtained from D by removing all associations but
adding the association end names as attributes of the target’s classiers type to the as-
sociations’ source classiers. Observe, that by Denition 2.5 D is a well-formed class
diagram. Similarly, from σ we obtain an object diagram σ′ on D′, where each associ-
ation end e, which now is an attribute, of o is interpreted by ξ′(o)(e) = ιx : o e_ x. 
We use Russell’s ι operator for denite description. The expression ιx : P(x) reads
as The uniquely determined x such that P(x) holds. If no such x exists ore it is not
unique, the meaning of the expression ιx : P(x) is not dened. However, in the context
of _ we assume that if no object o′ exists, such that o e_ o′ holds, then ιx : o e_ x
shall represent null.
2.2.2 Relating Object Diagrams to Class Diagrams
In order to relate an object diagram to a class diagram we introduce two relations
between class diagrams and object diagrams. The rst relation formalises that an object
diagram conforms to a class diagram, when the values assigned to the objects in the
object diagram comply with those in the class diagram. This notion of conformance is
very useful for object diagrams which display a view on the state of a system, that is,
which abstract from certain details.
Denition 2.13. An object diagram σ = 〈τ, ξ, J · K〉 conforms to a class diagram D =
〈C,R,〉, written σ B D, if and only if:
• For all objects o ∈ O we have τ(o) ∈ C, that is, all objects in an object diagram
have a type dened in the class diagram.
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• For all objects o ∈ O and all attribute names a ∈ Awhere ξ(o)(a) is not undened
it holds that τ(ξ(o)(a))  τ(o)(a), that is, whenever an object o denes a value for
a name a, then the classier of this object denes an attribute for this name with
a type that conforms to the type of the value of a in o.
• For all objects o ∈ O and o′ ∈ O with o _ o′ we nd an association r ∈ R
satisfying:
 There exists e ∈ E with ξ(o)(e) = o′ and there exists a classier c′ ∈ C with
τ(o′)  c′ such that 〈e, c′〉 ∈ r.
 If there exists a e′ ∈ E and a classier c ∈ C with τ(o)  c and 〈e′, c〉 ∈ r,
then o′ _ o. ♦
The empty object diagram, that is, σ = 〈∅, ∅, ∅〉 conforms to all class diagrams.
Example 2.7. Consider the class diagram in Figure 2.1 (a). Assume there is only one
object with identity 1 with τ(1) = B. For ξ = {1 7→ {a 7→ 1}} (because instances of B
inherit the attributes of all their super-classes) and an empty association valuation, we
obtain a valid object diagram. However, for ξ = {1 7→ {a 7→ true}} the object diagram
does not conform to the class diagram in Figure 2.1. 
The second relation formalises whether the object diagram displays all information
dened in a class diagram. Such object diagrams completely describe a state conform-
ing to a class diagram.
Denition 2.14. An object diagram σ = 〈τ, ξ, J · K〉 is a state of a class diagram D =
〈C,R,〉, written σ |= D, if and only if:
• σ B D.
• For all c ∈ C and o ∈ O with τ(o) = c we have for all n ∈ N : τ(ξ(o)(n))  c(n),
that is, for every object o of class c it holds that the type of the value ξ(o)(n) of
its attribute n is a subtype of the type of the attribute declared in the segment
descriptor of the class. ♦
Example 2.8. Consider again the class diagram in Figure 2.1 (a). Assume there is
only one object with identity 1 with τ(1) = B. For ξ = {1 7→ {a 7→ 1}} and an
empty association valuation this does not dene a state for the class diagram. For
ξ = {1 7→ {a 7→ 1, b 7→ 0}} and an empty association valuation this denes a state for
the class diagram. 
These are all denitions needed for working with object diagrams.
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2.3 Object Constraint Language
In this section we present the syntax of OCL, describe the syntactic categories, and
develop the minimal syntactic categories of OCL. Well-typedness of OCL terms is
described in Chapter 3.
The important notions developed in this section dene when a constraint ϕ holds
within a particular object diagram σ which conforms to its class diagram D. This is
written as: D, σ |= ϕ.
Some constraints are behavioural constraints, that is, a pair of a precondition ϕ and
a postcondition ψ. For such specications we need to evaluate the constraints in a pair
σ,σ′ of object diagrams, also called an action This is written as: D, σ, σ′ |= 〈ϕ, ψ〉.
The question whether a constraint ϕ conforms to a class diagram D, written as ϕ .D,
is a type-checking problem and is the topic of Chapter 3, that is, describing when ϕ is
well-typed in D.
2.3.1 Context of Constraints
All constraints in OCL are associated with a context. The context of a constraint denes
the entities for which the constraint has to hold. It also denes the way it is interpreted.
Context declarations link constraints to class diagrams. OCL 2.0 allows classiers,
attributes, and operations as contexts for constraints. In this section we dene the
abstract syntax of the context declaration, whereas we dene the abstract syntax of the
constraints in the following Section 2.3.2. Syntactically, we assign a list of constraints
ϕ to its context c using the form:
context c (s : ϕ)? .
Each constraint ϕ is tagged with s, which stands for one of inv, pre, post, init, deriv,
and def. These tags are called stereotypes in UML. The intended meaning of these
stereotypes is:
• Constraints of stereotype inv are invariants.
• Constraints of stereotype pre are preconditions.
• Constraints of stereotype post are postconditions.
• Constraints of stereotype init are initial value specications, usually attached to
attributes.
• Constraints of stereotype deriv are derived value specications, that is, they
specify a rule dening how the value of an association or an object’s attribute is
to be computed.
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• Constraints of stereotype def are indeed no constraints but denitions of derived
attributes and side-effect-free operations which are only used in OCL constraints.
These denitions supersede the let-construct from OCL 1.4. The type of the term
in a def context has to conform to the return type of the operation or attribute
being dened.
We only consider constraints with stereotypes inv, pre, and post. Expressions of
stereotypes init are used to dene the initial value of an attribute, whereas expressions
of stereotype deriv dene how the value of a derived attribute or association is com-
puted. These stereotypes do not dene when a system is correct but are part of the
specication of the system. Therefore, we do not consider these expressions here.
Classier
One context of an OCL constraint is the classier context. Only invariants are allowed
as constraints on classiers. A constraint in the context of a classier c is written as
context c inv : t ,
where c is the name of the context and t is an OCL expression.
Operation
Another context of an OCL constraint is the operation context. In this context only
pre- and postconditions are allowed, which are used to specify the behaviour of the
constrained operation. A constraint in the context of an operation m dened in c is
written as
context c :: m(v1 : T1, . . . , vn : Tn) : T
pre : t
post : t′
,
where c is the class which denes the operation m with formal parameters v1, . . . , vn of
types T1, . . . ,Tn, respectively, and where the operation returns a value of type T . The
constraint t describes the precondition, whereas t′ describes the postcondition of m. If
either of them is omitted, then we dene it to true.
2.3.2 Abstract Syntax
We start with a description of abstract OCL, a simple core language, into which almost
all OCL expressions can be translated. The grammar of OCL is dened next. First, we
dene the set of all OCL types, and then we dene the set of all OCL expressions.
Denition 2.15 (Grammar of OCL Types). Let D = 〈C,R,〉 be a class diagram.
1. Every c ∈ C is an OCL Type.
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2. Every data type dened in the OCL standard library (see Section 2.3.4), that is,
OclAny, OclVoid, OclInvalid, Boolean, Integer, Real is an OCL type.
3. If τ is an OCL type, then Collection(τ), Set(τ), Bag(τ), Sequence(τ) are OCL
types.
4. If v0, . . . , vn are variable names and τ0, . . . , τn are types, then Tuple{v0 : τ0, . . . ,
vn : τn} is an OCL type. ♦
Denition 2.16 (Grammar of OCL). LetV denote an enumerable set of names we call
variables, which contains self and result.
1. true and false are OCL expressions. null is an OCL expression.
2. . . . ,−1, 0, 1, . . ., that is, each integer number is an OCL expression.
3. If e1, e2, . . . , en is a list of OCL expressions, which may be empty (in which case
n = 0), then Bag{e1, e2, . . . , en}, Sequence{e1, e2, . . . , en}, and Set{e1, e2, . . . , en}
are OCL expressions. Expressions of this kind are called collection literal ex-
pressions.
If e, e′ are expressions, then e..e′ is a range expression. Range expressions may
only occur in collection literal expressions.
4. Any variable name v ∈ V is an OCL expression.
5. If t, t1, t2 are OCL expressions, so is if t then t1 else t2 endif. We call expres-
sions of this kind conditional expressions (of course, t is intended to be of type
Boolean, but in this denition syntax is separated from type-checking).
6. Let n ∈ N. If t, ti are OCL expressions, vi variable names, and Ti are OCL types,
for all i ≤ n, then let v0 : T0 = t0, . . . , vn : Tn = tn in t is an OCL expression. We
call expressions of this type let expressions.
7. If t is an OCL expression and v is an attribute name, then t.v is an OCL expres-
sion. We call expressions of this kind attribute call expressions.
8. If t is an OCL expression and v is an attribute name, then t.v@pre is an OCL
expression. We call expressions of this kind previous attribute call expressions.
This syntax is only allowed in postconditions and is intended to refer to previous
values dened by the precondition in a pre-post specication.
9. If t0, t1, . . . , tn are OCL expressions and m is an operation name, then an opera-
tion call expression is written as t0.m(t1, t2, . . . , tn).
10. If t0, t1, . . . , tn are OCL expressions and n is an operation name, then an previous
operation call expressions is written t0.v@pre(t1, t2, . . . , tn). This syntax is only
allowed in postconditions.
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11. For OCL expressions t0, t1, . . . , tn and for m an operation name t0 → m(t1, t2, . . . ,
tn) is an OCL expression. We call expressions of this kind collection property
call expressions.
12. An iterate expressions is written t0 → iterate(v0 : T0, v1 : T1, . . . , vn : Tn; a : T =
t | tn), where t, t0, tn are OCL expressions, a, v0, v1, . . . , vn are variable names, and
T,T0,T1, . . . ,Tn are types.
The intention of an iterate expression is to apply the body tn, in which the accu-
mulator a and the iterator variables v0, v1, . . . , vn occur freely, to each element of
the collection t0, where each iterator variable visits each member of the collec-
tion itself. The result of the iterate expression is accumulated in a, whose value
is initialized with the value of t.
13. If t is an OCL expression, so is t → atten(). We call expressions of this kind at-
ten expressions. In principle, atten expressions are a kind of collection call ex-
pressions, but we introduce them as atomic expressions, because they are treated
specially in the type system. See Section 3.3.5 for details.
14. T.allInstances() and T.allInstances@pre() are OCL expressions for all type ex-
pressions T . These expressions are called all instances of T , respectively, all
previous instances of T expressions. Because of the special semantics of this
kind of expression and because it is applied to a type name, we introduce this
expression here.
We call the set of expressions generated by this grammar LOCL. ♦
This inductive denition of the abstract syntax of OCL can be summarised by the
following grammar given in BNF (see Appendix A for an explanation of our notation).
t ::= true | false | · · · | −1 | 0 | 1 | · · · | self | v | t.a | t.m(t1, . . . , tn)
| t → m(t1, . . . , tn) | t → iterate(v0 : τ0, . . . , vn : τn; a = t | t0)
| t → atten() | if t then t′ else t′′ endif
| let v0(v0,0, . . . , v0,m0 ) : τ = t0, . . . , vn(vn,0, . . . , vn,mn ) : τ = tn in t
The preceding denition only characterises a subset of all OCL expressions. A gram-
mar of the concrete syntax of OCL is described in Appendix A. Other expressions, for
example, forAll, have been omitted, because they can be translated into the core lan-
guage dened above. From now on we only assume well-typed expressions, where
well-typedness of OCL expressions is dened in Chapter 3.
An OCL expression is called an OCL formula or OCL constraint if the type of the
constraint in the current contextual class-diagram is Boolean. In the next section we
dene a formal semantics for OCL constraints based on the OCL standard [113] and
the thesis of Richters [133], and discuss the problems of this semantics.
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2.3.3 Semantics
We develop a semantics of OCL as specied in Section 2.3.2 by specifying an abstract
machine with oracles that interprets OCL constraints in a class diagram and two ob-
ject diagrams representing an action. This abstract machine is a formalisation of the
evaluator described in the OCL 2.0 standard [113, Chapter 10]. In the standard the
semantics is dened using UML diagrams and OCL constraints, whereas we dene
a function which interpreting constraints. A similar interpreter has been proposed by
Mark Richters in [133] for OCL 1.3.
The purpose of this interpreter is to dene a reference semantics of OCL which we
can use to translate OCL constraints into PVS and to identify classes of constraints
which cannot be represented in PVS. The translation of OCL to PVS and its soundness
proof is described in Chapter 4.The second purpose is to establish a foundation on
which the merits and aws of OCL can be discussed.
Before we formally dene the abstract machine, we have to point out that this ma-
chine is not computationally effective, because OCL denes a function oclIsInvalid
which is supposed to result in true on diverging expressions and which therefore solves
the halting-problem. Therefore, we rst dene an abstract machine for the fragment of
OCL without oclIsInvalid. The semantics full OCL is then dened by introducing an
oracle which decides whether oclIsUndened returns true or false.
Another crucial observation is the way recursive specications may be written. The
variable result refers to the result of an operation call in the postcondition of the oper-
ation. Its value can be specied recursively, as described in [113, p. 31]:
The right-hand-side of this denition may refer to the operation being de-
ned (that is, the denition may be recursive) as long as the recursion is
not innite.
One of the changes from OCL 2.0 to its preceding versions is forbidding recursive
let-denitions [113, p. 104]. Instead, recursive expressions in OCL are dened by
dening new side-effect-free auxiliary operations in the class diagram:
Note that let-denitions that take arguments are no longer allowed in OCL
2.0. This feature is redundant. Instead, a modeller can dene an additional
operation in the UML Classier, potentially with a special stereotype to
denote that this operation is only meant to be used as a helper operation in
OCL expressions. The postcondition of such an additional operation can
then dene its result value.
The OCL 2.0 standard fails to dene the meaning of such a recursive expression.
One way to specify the meaning of such an expression is by constraining result in
the operations post-condition, as described above. However, it is not dened what the
meaning of such an expression is if the pre-condition does not hold.
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The second solution would be to dene a method for the operation, which is recur-
sive. The method need not be implemented in OCL. It can be specied in any other
programming language, one of the behavioural notations of UML, or even using nat-
ural language. It is not our intention to formalise these different ways to specify a
method body.
Furthermore, the operation, which occurs in an OCL constraint can be specied by
its post-condition and a method. Then it is not specied whether the meaning described
by the post-condition is to be used or whether the method is to be used for interpreting
the constraints.
Recall that the denition provided in this section is intended to provide the basis on
which we can prove the soundness of our translation and that the abstract machine de-
ned in this section is intended as a formalisation of the interpreter dened in the OCL
2.0 standard using UML and OCL. Later, we are only concerned with the translation
of OCL constraints in PVS. These translated constraints have to be type consistent in
PVS, which implies that termination of recursive functions has to be proved and that
each function is only applied to values where it is dened.
In order to simplify the presentation of the translation from OCL to PVS, our de-
nitions adapt the denition of the type universe used to dene the formal semantics of
the logic used in the theorem prover PVS [123] to our purposes.
In the following denition of the type universe we use for each carrier D, which
interprets a type of OCL, the special symbol JD, which denotes the undened value
for the carrier D. The value J is a value like any other, and subject to the same
rules of reasoning. For example, given two terms t and t′, which both represent J ,
we may conclude t = t′ is true. The values J represent run-time errors like division
by zero, the failure of the abstract machine to proceed with its evaluation, or that the
interpretation of an expression by the abstract machine may not terminate. However,
OCL treats the values J as proper values in its interpreter (even though it does not
have a corresponding literal in the concrete syntax), because, for example, one may
test whether an expression evaluates to J using oclIsUndened.6 Keep in mind that
type consistency in PVS implies that all expressions are dened, that is, their value
is not J (see Chapter 4, where we show that denedness of the translated constraint
implies the denedness of the original constraint.).
Denition 2.17 (Type Universe). The type universe Uω of OCL is inductively dened
by:
• BJ
def
= {true, false,JB} as interpretation of the boolean literals, where JB repre-
6We specifically use J instead of ⊥ (read “bottom”) to avoid confusion with ⊥ as it appears in domain
theory. The main reason for this are that the semantics of OCL is given as an operational semantics and
not as a denotational semantics. Also, in denotational semantics, ⊥ is supposed to mean non-termination
or “no value at all”, whereas J is a value. Also, the definition of oclIsUndefined in OCL defines a non-
monotonic and non-computable function. Therefore, classical domain theory is not applicable for the
semantics.
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sents the undened truth value.
• RJ
def
= R∪{JR} as interpretation of numeric expression, whereJR represents the
undened real number.
• OJ
def
= O ∪ {JO} as interpretation of objects identities, where JO represents the
undened object. Observe that JO is distinct from null ∈ O, where null will be
the interpretation of null.
• U0 = {BJ ,RJ ,OJ } is the type universe of the individual.
• For each i ∈ N dene Ui+1 = Ui ∪ {(X × Y) ∪ {JX×Y } | X,Y ∈ Ui} ∪ (⋃X∈Ui (2X ∪
{J2x })) ∪ {XY ∪ {Jxy } | X,Y ∈ Ui}.
• Finally dene Uω
def
= {J} ∪
⋃
i∈N Ui. ♦
This means that for any level i ∈ N the set Ui+1 contains all values dened on the
level i together with the power set of all elements of this level, the set of all functions
between elements of level i, and the set of all pairs of elements of level i. We assign to
each type occurring in the OCL specication an element of Uω.
Denition 2.18 (Type Interpretation). We dene a function D from OCL types to ele-
ments of Uω as follows:
• D(Boolean) def= BJ .
• D(Integer) def= RJ , or to be precise, D(Integer) def= ZJ , where ZJ def= Z ∪ {JR}.
Note that ZJ ⊂ RJ holds.
• D(Real) def= RJ .
• D(Bag(τ)) def= ND(τ) ∪ {JND(τ) }.
• D(Set(τ)) def= 2D(τ) ∪ {J2D(τ) }.
• D(Sequence(τ)) def= {J
D(τ)N } ∪
⋃
n∈N(D(τ){x∈N|x<n}, that is, D(Sequence(τ)) is the
set of functions from the set of the rst n natural numbers into D(τ).
• Methods are treated as ordinary functions, which are curried for sake of simplic-
ity. Given a function of τ→ ζ, dene D(τ→ ζ) def= D(ζ)D(τ) ∪ {J
D(ζ)D(τ) }. ♦
The type interpretation assigns to each type dened in OCL an element of Uω in
order to interpret that type. For example, we assign to the type OclAny → Boolean,
which represents the type of methods dened in class OclAny that do not accept any
further arguments and return a boolean value, the set BJOJ .
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For any function f : A → B we dene its variant f {y 7→ z}, where y ∈ A and z ∈ B,
to be:
f {y 7→ z}(x) def=

f (x) , if x , y
z , if x = y
and write f {y1 7→ z1, y2 7→ z2} for f {y1 7→ z1}{y2 7→ z2}, provided y1 , y2. The empty
function, that is, the function which is not dened for any argument, is written as .
For dening the semantics of an OCL expression we further assume an interpretation
function I : Uω → Σ→ N → Uω → Uω7 which provides the meaning of the primitive
functions dened in the standard library and the methods dened in the class diagram.8
The intuitive meaning of I is:
1. For some o ∈ O (recall that O ⊆ Uω, here, we restrict to objects) the expression
I(o) represents a function which assigns to each operation name N dened in
the class of o a signature. In classic implementation of object-oriented program-
ming languages this represents the so-called virtual table, which is used to bind
operations to its method.
2. Because the state of an object is dened as part of the global state of the system,
the expression I(o)(σ) provides the state in which the method is to be evaluated.
3. The expression I(o)(σ)(n) represents a function, that is, an element of Uω, tak-
ing the arguments provided to the operation call and returning some value. These
arguments do not include the self parameter, whose value is o and can be con-
sidered to be already bound because it was originally used to obtain the virtual
table. Furthermore, the function is required to be type-consistent.
4. The function I(o)(σ)(n) is assumed to result JT , where T is the declared result
type of the operation, if this function is either undened for its argument, or if it
is diverging.
5. If n is dened in OCL using the def stereotype, then I(o)(σ)(n)(v) is required
to be the evaluation of the OCL expression associated to n, where the formal
parameters are interpreted with the values of the actual arguments given to the
call.
This interpretation function is not only used to encode late-binding of the self param-
eter. Another purpose of this function is to provide an oracle which evaluates all calls
and functions which are not dened in OCL. Here, we do not dene an operational
7The signature of I is actually I : Uω → Σ→ N → Uω. However, we want to emphasise that the result of
I(o)(σ)(m) is supposed to be a method whose interpretation is I(o)(σ)(m) : Uk → U` for some k, ` ∈ N.
Then there also exists an i such that i > k and i > ` with I(o)(σ)(m) : Ui. In order to simplify the
notation, we write Uω → Uω.
8The interpretation of the meaning of primitive operations provided in the OCL standard library is defined
in Section 2.3.4.
33
Chapter 2 Introduction to Models of OCL and UML
semantics the possible languages in which methods and operations are dened or all
usable behavioural notations of UML. All these notations may be used to dene the
meaning of operations which can be invoked from OCL expressions.9 Because these
calls may not terminate, the interpretation function is also an oracle which can de-
cide termination. As a consequence, the abstract machine for OCL constraints in the
following denition cannot be implemented.
In the next denition, we need the following auxiliary function, which is used to
interpret iterate expressions, where X ∈ Uω, x ∈ 2X , f : X → Y → Y ( f is used to
compute the next accumulator value from the currently chosen element and the current
accumulator value) for some Y ∈ Uω and a ∈ Y:
iterate(x, a, f ) def=

J2X , if x is not nite
a , if x is empty
iterate(x \ {εy : y ∈ x},
f (εy : y ∈ x, a), f ) , otherwise
, (2.9)
where the term εx : P(x) uses to Hilbert’s ε-function, which selects a x satisfying
P(x), or is not dened if no such x exists (see, for example, Bourbaki [15]). Similar
denitions can be given for multi-sets and sequences.
Now we dene the abstract machine used to interpret an OCL constraint. This ab-
stract machine is recursively dened by a function
eval : D× Σ × Σ × (V → V)→ LOCL → V .
In any invocation of eval(D,←−σ,σ, η)(ϕ) the parameter D denes the class diagram over
which the constraint is to be interpreted, σ and ←−σ are two object diagrams over D
forming an action, η is a valuation of the local variables, and ϕ is the constraint to
be interpreted. Furthermore, we assume that all types of OCL and its operations are
dened in D, and that the constraint is well-typed in D, as described in Chapter 3.
Denition 2.19 (Semantics of Expressions). Let D be a class diagram and let ←−σ =
〈
←−τ ,
←−
ξ ,
←−−
J · K〉 and σ = 〈τ, ξ, J · K〉 be two object diagrams forming an action, such that
←−σ |= D and σ |= D, and I : Uω → Σ → N → Uω → Uω be a function interpreting all
methods dened in the class diagram (which contains the OCL standard library). Then
the semantics of OCL expressions is dened by:
1. eval(D,←−σ,σ, η)(true) def= true and eval(D,←−σ,σ, η)(false) def= false.
eval(D,←−σ,σ, η)(null) def= null
2. For any numerical literal ` dene eval(D,←−σ,σ, η)(`) def= `.
9The only constraint imposed is that evaluating the call is free from side-effects, that is, it does not change
the state in which it is evaluated.
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3. For collection literal expressions dene:
a) For Bag, dene
eval(D,←−σ,σ, η)(Bag{e1, e2, . . . , en}) def=
* eval(D,←−σ,σ, η)(ei) | 1 ≤ i ≤ n and
ei is not a range expression + ∪⋃
* eval(D,←−σ,σ, η)(ei) | 1 ≤ i ≤ n and
ei is a range expression+ ,
where
eval(D,←−σ,σ, η)(e..e′) def=
* i | eval(D,←−σ,σ, η)(e) ≤ i ≤ eval(D,←−σ,σ, η)(e′) + .
b) For Set, the denition is analogous.
c) For Sequence, dene
eval(D,←−σ,σ, η)(Sequence{}) def= 〈〉
eval(D,←−σ,σ, η)(Sequence{e0,e1, . . . , en}) def= 〈eval(D,←−σ,σ, η)(e0)〉 ·
eval(D,←−σ,σ, η)(Sequence{e1, . . . , en})
eval(D,←−σ,σ, η)(e..e′) def= range(eval(D,←−σ,σ, η)(e), eval(D,←−σ,σ, η)(e′))
where,
range(x, y) def=

〈〉 , if x > y
〈x〉 · range(x + 1, y) , otherwise. .
4. For any v ∈ V dene eval(D,←−σ,σ, η)(v) def= η(v). Observe that type checking
guarantees that this value is always dened, as demonstrated in Chapter 3.
5. For if-expressions:
eval(D,←−σ,σ, η)(if t then t1 else t2 endif) def=
eval(D,←−σ,σ, η)(t1) , if eval(D,←−σ,σ, η)(t) = true
eval(D,←−σ,σ, η)(t2) , if eval(D,←−σ,σ, η)(t) = false
J , otherwise.
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6. eval(D,←−σ,σ, η)(let v = t in t1) def= eval(D,←−σ,σ, η{v 7→ eval(D,←−σ,σ, η)(t)})(t1).
7. For attribute access expressions and navigation expressions, we dene:
a) eval(D,←−σ,σ, η)(t.n) def= ξ(eval(D,←−σ,σ, η)(t))(n) if t evaluates to an object
and n is an attribute name, otherwise:
b) eval(D,←−σ,σ, η)(t.n) def= *ξ(o)(n) | o ∈ eval(D,←−σ,σ, η)(t)+, if t evaluates to a
bag of objects and n is an attribute name, otherwise:
c) eval(D,←−σ,σ, η)(t.n) def= Jself .nK(eval(D,←−σ,σ, η)(t)), if t evaluates to an ob-
ject and n is an association end name, otherwise:
d) eval(D,←−σ,σ, η)(t.n) def= * * o′ | ∃r : ∃ f : f ∈ JrK ∧ ∃n′ : f (n′) = o ∧ f (n) =
o′+ | o ∈ eval(D,←−σ,σ, η)(t)+, if t evaluates to a bag of objects and n is an
association end name, otherwise:
e) the result is J .
For sets and sequences dene the evaluation function analogously to Item 7b,
respectively, Item 7d.
8. For previous attribute access expressions and previous navigation expressions,
we dene:
a) eval(D,←−σ,σ, η)(t.n@pre) def= ←−ξ (eval(D,←−σ,σ, η)(t))(n) if t evaluates to an
object and n is an attribute name, otherwise:
b) eval(D,←−σ,σ, η)(t.n@pre) def= *←−ξ (o)(n) | o ∈ eval(D,←−σ,σ, η)(t)+, if t evalu-
ates to a bag of objects and n is an attribute name, otherwise:
c) eval(D,←−σ,σ, η)(t.n@pre) def= ←−−−−−−Jself .nK(eval(D,←−σ,σ, η)(t.)), if t evaluates to
an object and n is an association end name, otherwise:
d) eval(D,←−σ,σ, η)(t.n@pre) def= * * o′ | ∃r : ∃ f : f ∈ ←−JrK ∧ ∃n′ : f (n′) =
o ∧ f (n) = o′+ | o ∈ eval(D,←−σ,σ, η)(t)+, if t evaluates to a bag of objects
and n is an association end name, otherwise:
e) the result is J .
For sets and sequences dene the evaluation function analogously to Item 8b,
respectively, Item 8d.
Observe that we use←−σ instead of σ as the object diagram for obtaining the value
of the attribute or navigation, which is the only difference to Item 7.
9. For method call expressions, dene:
a) If v = eval(D,←−σ,σ, η)(t) is an object and vi = eval(D,←−σ,σ, η)(ti) for all 1 ≤
i ≤ n, then eval(D,←−σ,σ, η)(t.m(t1, t2, . . . , tn)) def= I(v)(σ)(m)(v1, v2, . . . , vn),
and otherwise:
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b) If v = eval(D,←−σ,σ, η)(t) is a bag of objects and vi = eval(D,←−σ,σ, η)(ti) for
all 1 ≤ i ≤ n, then eval(D,←−σ,σ, η)(t.m(t1, t2, . . . , tn)) def= *x | o ∈ v ∧ x =
I(o)(σ)(m)(v1, v2, . . . , vn)+.
For sets and sequences dene the evaluation function analogously to Item 9b.
Recall, that I(o)(σ)(n) is always dened, but the value returned by this function
may be undened, which also models divergence. Also, the assumption that the
expression is well-typed implies that I(o)(σ)(n) is never undened.
10. Dene eval(D,←−σ,σ, η)(t → m(t1, t2, . . . , tn)) def= I(v)(σ)(m)(v1, v2, . . . , vn), where
v = eval(D,←−σ,σ, η)(t) and vi = eval(D,←−σ,σ, η)(ti), for 1 ≤ i ≤ n for collection
call expressions.
11. For iterate expressions, dene:
a) eval(D,←−σ,σ, η)(t → iterate(v1 : T1; a = ta | t0) def= iterate(vt, va, f ), where
vt = eval(D,←−σ,σ, η)(t)
va = eval(D,←−σ,σ, η)(ta)
f = λvx.λva. eval(D,←−σ,σ, η{v1 7→ vx, a 7→ va})(t0) ,
otherwise:
b) For more than one iteration variable, dene t → iterate(v1 : T1, . . . , vn :
Tn; a = ta | t0) def= t → iterate(v1 : T1, . . . , vn−1 : Tn−1; a = ta | t →
iterate(vn : Tn; a = ta | t0)), that is, we recursively transform an iterate
expression with many iterator variables into a nested iterate expression,
where each iterator expression only iterates over one iterator variable.
If t evaluates to a sequence or set, then the rule under Item 11a has to be adapted,
accordingly.
Recall, that iterate results in JD(τ), where τ is the type of t, if the iteration is
unbounded.
12. For atten expressions t → atten() let v = eval(D,←−σ,σ, η)(t). Then:
eval(D,←−σ,σ, η)(t → atten()) def= atten(v) ,
if v denotes a collection, that is, either a set, a bag, or a sequence. The function
atten(v) is the union over all elements of a set, if v is a set, the bag-union over
all elements of a bag, if v is a bag, and sequence concatenation of all members
of a sequence, if v is a sequence. Otherwise, eval(D,←−σ,σ, η)(t → atten()) def= v.
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13. Dene eval(D,←−σ,σ, η)(T.allInstances()) def= {o | τ(o) = T } for all instances of T
expressions and eval(D,←−σ,σ, η)(T.allInstances@pre()) def= {o | ←−τ (o) = T } for all
previous instances of T . ♦
The semantics for dereferencing attributes or navigating objects, as described in
Item 7 is not straight-forward and not very consistent. For navigation expressions this
semantics is not attening, as expressed by the third case. Accessing an attribute of a
collection occurs by some kind of map function, that is, if the source (t) represents a
collection, then t.a represents the collection of attribute values. Only if t is an object,
t.a results in a value. The interpretation of such an expression is, indeed, dependent on
the semantic value of the source.
The intuition of the interpretation of an iterate expression, as described in Item 11 is,
that the expression t0, in which both a and the iteration variable v1 may occur, is eval-
uated for each element of the collection described by t. The result of the interpretation
of t0 then becomes the new value of a and a next element is selected.
We observe that the abstract machine we have dened is similar to an abstract ma-
chine interpreting a typed functional programming language. This implies that the
evaluation of a constraint may diverge because of recursive denitions. If the evalua-
tion diverges for an expression, its semantic value is undened, written J .
The most notable difference between OCL and a functional programming language
is, that in operation call expressions the operation to be called is bound late, that is,
the actual function evaluated depends on the type of the callee. The motivation of
this interpretation was, that OCL is supposed to be usable for programmers of object-
oriented programming languages, and, therefore, should behave like one.
Denition 2.20 (Semantics of Context). Let D be a class diagram and σ = 〈τ, ξ, J · K〉 ∈
Σ and ←−σ = 〈←−τ ,←−ξ ,
←−−
J · K〉 ∈ Σ be two object diagrams, such that σ |= D and ←−σ |= D.
Then the semantics of a constraint, that is, an OCL expression of type boolean in D, in
a context is dened by:
1. For any classier c dene:
eval(D, , σ, η)(context c inv : t) def=
∀o ∈ O : τ(o) = c =⇒ eval(D, σ, , η{self 7→ o})(t)
2. For any operation context c :: m(~v) and any action 〈←−σ,σ〉, which corresponds to
a call of m, such that ~v ∈ dom(η), dene:
eval(D,←−σ,σ, η)(context c :: m(~v) pre : t post : t′) def=
∀o ∈ O : τ(o) = c =⇒ (eval(D, ,←−σ, η{self 7→ o})(t)
∧ E(ξ(o)(result)) =⇒ eval(D,←−σ,σ, η{self 7→ o})(t′)).
♦
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A class invariant of class c is true in an object diagram, if it holds for all instances
of c. Note that a class invariant is not required to hold for instances of the subclasses
of c. This implies that class invariants are not inherited. Also observe that while the
evaluation function accepts a valuation of local variables η as a parameter, no local
variable (with the exception of self ) may occur freely in the invariant. Therefore, the
result of eval is independent from the choice of η.
A constraint on an operation holds, if, for all actions 〈←−σ,σ〉 it holds for all classes c
which have executed that operations, which is similar to the interpretation of postcondi-
tions in VDM (see Jones [75]). The successful termination of an operation is indicated
by E(ξ(o)(result)), where result is treated as a special attribute in the object diagram.
It must not be an attribute for any class in the class diagram, because otherwise De-
nition 2.14 would be violated. Therefore, we require σ |= D, which implies that result
is always undened in the object diagram. On the other hand, a variable is needed
in the system’s state, where the result of the operation is stored, as suggested by de
Roever and Engelhardt [46, p. 314f.]. To simplify the formalisation of class diagrams,
object diagrams, and the relation between them, we specically exclude result from
the attribute and introduce it as a logical attribute, which is undened in the state the
operation is invoked and carries the value of the operation’s result when the operation
has terminated. Also, the actual parameters supplied to an operation are treated like
logical attributes for the same reason. Additionally, the parameters of an operation are
immutable during the execution of an operation, that is, they are like logical variables
in Hoare logic.
Observe that the reason for choosing only objects that exist in the post-state to check
whether a pre-post specication holds, are two-fold. If an object is newly created,
it does not yet exist in the state of the pre-condition. The constructor method may,
however, accept parameters. If the conjunction would range over the objects which
don’t exist in the pre-state, then the constructor methods would not be constrained.
Secondly, objects may also be destroyed. Their identities do not occur in the post-state,
hence no constraint is imposed on destructor methods. Indeed, the post condition can
only be true, because the object does not exist anymore, once the method terminates.
Because we do not allow explicit invocation of the destructor method, it is sufficient to
assume that the pre-condition is true, too.
If there are an innite number of objects dened, then in OCL all constraints are
evaluated to undened. Because OCL only expresses safety properties, it is sufficient
to consider all nite prexes of a computation, where, if the system starts with a nite
number of objects in the initial state, only a nite number of objects exist, because with
every step of the system, only one action is performed, which implies that at most one
object can be created with each action. Therefore, the quantication over objects of a
class is always a quantication over a nite set of objects.
In UML it is a semantic variation point what the meaning of a violated constraint
is. One may choose to assign an operational meaning to constraints, like in Eiffel [97].
There, the violation of a behavioural specication causes the system to raise an excep-
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tion, which may be handled by the program.
Since we are interested in the correctness of the model, a violated constraint just
means, that the system is incorrect, or ill-dened in UML’s terms.
2.3.4 OCL Standard Library
In the preceding section we have dened an interpreter for a core of OCL. This core
of OCL is sufficient to encode many primitives needed for specifying systems. On
the other hand, using this core is inconvenient. In this section we describe the OCL
standard library, which denes commonly used types (or classes) and their operations.
We dene the signature of a subset of these operations together with their semantics.
We only describe a subset of the standard library. For a complete description of the
standard library we refer to the OCL standard [113, Chapter 11].
Types and its Operation
Some expressions in OCL do not specify values but types. We usually write T in the
signature instead of x : T to indicate that this parameter is expected to be a type.
Formally, we use the mechanisms for parametric classes, which are not used in the
OCL specication.
Each expression evaluating to a type species one operation:
• allInstances() : Set(T ), where T is the type of the callee. This operation returns
all instances of the type described by the callee which exist in the current state.
The OCL standard species that this operation may only be used if the result is
a nite set. Integer.allInstances() does not result in a nite set, but if the callee
describes a class, it does.
OclInvalid, the Bottom Type
OclInvalid is a type that is a subtype of any other type. Since a type hierarchy is
a partially ordered set, the types OclInvalid and OclAny (dened below) complete the
subset of ground types to a complete lattice. Instances of this type represent exceptional
situations like division by zero or divergence of the interpreter.
When any operation is invoked on instances of OclInvalid the result will be an in-
stance of type OclInvalid. The only exception are oclIsInvalid() and oclIsUndened(),
which return true when invoked on instances of OclInvalid.
OclVoid, the Empty Type
The type OclVoid is a type which the standard requires to be a subtype of any other
type.
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The standard introduces many complications with OclInvalid and its literal, OclVoid
and its literal null, and actually requiring that null is an instance of OclVoid. For the
purposes of this thesis we require that OclVoid is the uninhabited type, of which no
object or value is an instance. The role of OclVoid coincides with the unit type found
in functional programming languages [126]. Operations cannot accept arguments of
type OclVoid, but they may return OclVoid, which causes the interpreter of OCL to
return a token notifying the caller that the operation has been completed. The choice
of this token is arbitrary and is not observable in OCL, except for the fact that the caller
continues evaluating its operations.
As a consequence, null, which represents the empty or missing object, becomes
an instance of every type. Invoking any operation on null results in a value of type
OclInvalid, or a dereferencing null error. The only exception to this rule is the equal-
ity operator =, which returns true, if both operands are null, and false otherwise.
Observe that this denition of OclVoid and null is different from the denition in the
OCL standard [113, p. 153]. Our denition is identical to the one used in virtually
all (object-oriented) programming languages [56, 146, 57]. This alternative deni-
tion vastly simplies the semantics of OCL and also makes it more usable (see Sec-
tion 2.3.5).
OclAny, the Top Type
OclAny is the implicit super-type of all types occurring in the model, the UML speci-
cation, and the OCL standard library. An exception are parameterised types (compare
to Section 2.1.3), which include OCL’s collection types. The type OclAny denes the
following operations:
• = (x : OclAny) : Boolean represents equality between objects. It evaluates to
true if self is the same as x. A more precise characterisation of equality is given
in Section 2.3.5.
• <> (x : OclAny) : Boolean def= not a = b represents inequality between objects.
• oclIsInvalid() : Boolean is evaluated to true whenever the callee is an instance
of OclInvalid, and otherwise to false.
• oclIsUndened() : Boolean evaluates to true, if the callee is undened. In the
standard, this means that the callee is either equal to null or is an instance of
OclInvalid.
• oclIsNew() : Boolean def= self @pre.oclIsUndened() can only be used in a post-
condition and states that the object has been newly created during the execution
of an operation.
• oclAsType(T ) : T is a cast or retyping expression, evaluating to the value of
the callee, if it is an instance of T , and an instance of OclInvalid otherwise.
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• oclIsTypeOf (T ) : Boolean evaluates to true if the callee is an instance of type T .
• oclIsKindOf (T ) : Boolean evaluates to true if the callee is an instance of type T
or one of T s subtypes, that is, the callee conforms to the type T (see Section 3.2).
• oclInState(S ) : Boolean evaluates to true if the callee is in the state S , where S
species a state of a state machine (see Section 2.4).
OclMessage
OclMessage is a parameterised type where its type parameter T ranges over operation
and signal specications. Instantiating the type parameter results in a concrete type
usable in specications.
OclMessage denes the following operations:
• hasReturned() : Boolean returns true if the type parameter T is an operation
specication and the called operation has returned a value. In all other cases,
this operation returns false.
• result() : S returns the value returned by an operation, if the operation has al-
ready returned a value, and an instance of OclInvalid in any other case. The
return type S refers to the return type of the operation specication T .
• isSignalSent() : Boolean is true if T is a signal specication and false otherwise.
• isOperationCall() : Boolean is true if T is an operation specication and false
otherwise.
For a precise semantics of these constructs we refer to Section 5.3.3.
Boolean and Kleene Logic
The standard type Boolean represents the truth values. It denes the standard con-
nectives as operations, which accept two instances of Boolean, except for not, which
only accepts one. These operations may be written using inx notation instead of the
operation call notation.
The semantics of these operations is based on the one of Kleene’s logic [77]. Ta-
ble 2.2 displays the truth table for interpreting these operations.
In OCL logical equivalence is written using =. For clarity, we write iff for logical
equivalence in this thesis. The reasons for this are that
1. The semantics of OCL treats boolean connectives special. They are not necessar-
ily strict in their arguments. For example, using a strict interpretation, the OCL
expression false implies a should be ⊥ if a = ⊥, similarly for a implies true.
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a b not b a and b a or b a implies b a iff b a xor b
true true false true true true true false
true false true false true false false true
true ⊥ ⊥ ⊥ true ⊥ ⊥ ⊥
false true false false true true false true
false false true false false true true false
false ⊥ ⊥ false ⊥ true ⊥ ⊥
⊥ true false ⊥ true true ⊥ ⊥
⊥ false true false ⊥ ⊥ ⊥ ⊥
⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥
Table 2.2: Semantics of boolean connectives
2. The semantics of = is not precisely dened for all types occurring in a model by
the standard, but for Boolean we have a precise denition for =.
3. It removes an inconsistency, because OCL introduces xor, which is semantically
equivalent to <>.
Real
The standard data type Real represents real-valued quantities. This class denes the
usual mathematical connectives with their standard semantics. We enumerate these
connectives in order to provide their signature, which is used for Chapter 3.
• +(x : Real) : Real describes the sum of self and x.
• −(x : Real) : Real describes the difference between self and x.
• ∗(x : Real) : Real describes the product of self and x.
• /(x : Real) : Real describes the quotient of self and x.
• −() : Real def= 0 − self describes the negation of self .
• < (x : Real) : Boolean evaluates to true, if the value of self is less than the value
of x. It evaluates to false, if the value of self is equal to or greater than the value
of x. In any other case, it is undened.
• > (x : Real) : Boolean evaluates to true, if the value of self is greater than the
value of x. It evaluates to false, if the value of self is less than or equal to the
value of x. In any other case, it is undened.
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• <= (x : Real) : Boolean evaluates to true, if the value of self is less than or equal
to the value of x. It evaluates to false, if the value of self is greater than the value
of x. In any other case, it is undened.
• >= (x : Real) : Boolean evaluates to true, if the value of self is equal to or
greater than the value of x. It evaluates to false, if the value of self is less than
the value of x. In any other case, it is undened.
• abs() : Real def= if self < 0 then − self else self endif describes the absolute
value of self .
• oor() : Integer describes the largest integer which is not greater than self .
• round() : Integer def= (self + 0.5).oor() rounds self to the nearest integer.
• max(x : Real) : Real def= if self < x then x else self endif results in the greater
value of self and x.
• min(x : Real) : Real def= if self > x then x else self endif results in the smaller
value of self and x.
Integer
The standard data type Integer represents integer-valued quantities and is a sub-class
of Real. This class denes the usual mathematical connectives with their standard
semantics. We enumerate these connectives in order to provide their signature, which
is used for Chapter 3.
• +(x : Integer) : Integer describes the sum of self and x.
• −(x : Integer) : Integer describes the difference between self
• ∗(x : Integer) : Integer describes the product of self and x.
• /(x : Integer) : Real describes the quotient of self and x.
• −() : Integer def= 0 − self describes the negation of self .
• < (x : Integer) : Boolean evaluates to true, if the value of self is less than the
value of x. It evaluates to false, if the value of self is equal to or greater than the
value of x. In any other case, it is undened.
• > (x : Integer) : Boolean evaluates to true, if the value of self is greater than the
value of x. It evaluates to false, if the value of self is less than or equal to the
value of x. In any other case, it is undened.
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• <= (x : Integer) : Boolean evaluates to true, if the value of self is less than or
equal to the value of x. It evaluates to false, if the value of self is greater than
the value of x. In any other case, it is undened.
• >= (x : Integer) : Boolean evaluates to true, if the value of self is equal to or
greater than the value of x. It evaluates to false, if the value of self is less than
the value of x. In any other case, it is undened.
• abs() : Integer def= if self < 0 then − self else self endif describes the absolute
value of self .
• div(x : Integer) : Integer describes Euclidean division of self by x, that is, it
results in the unique integer y such that there exists an 0 ≤ r < x with y ∗ x+ r =
self .
• mod(x : Integer) : Integer describes Euclidean reminder of self divided by x,
that is, it results in the unique integer 0 ≤ r < x such that there exists an integer
y with y ∗ x + r = self .
• max(x : Integer) : Integer def= if self < x then x else self endif evaluates to the
greater value of self and x.
• min(x : Integer) : Integer def= if self > x then x else self endif evaluates to the
smaller value of self and x.
Observe that the arithmetic operators have been overloaded to assert that the result
is an integer. Overloading / is redundant, because the version dened in Real is the
same operator.
String, Unlimited Integer
The string data type and the unlimited integer data type are not used in this thesis. We
refer to the OCL standard [113, Section 11.5.3 and Section 11.4.5] for a denition of
these data types and their semantics.
Collection
The type Collection (and its subtypes) is a parameterised type10, with the type pa-
rameter T specifying the type of the elements. A concrete type can be obtained by
instantiating the template parameter. For example, Set is a parameterised type (which
cannot be instantiated), while Set(Integer) is; it is the type of a set of integers.
10See also Section 2.1.3 for parameterised classes and types.
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Most operations on collections can be expressed using iterate expressions or iterator
expressions. These expressions are dened in Denition 2.19, Item 11, and in the
section on predened iterator expressions below (pp. 49ff.)
The following operations are dened on Collection:
• size() : Integer def= self → iterate(e; a = 0 | a + 1)
• count(e : T ) : Integer def= self → iterate(i; a = 0 | if e = i then a + 1 else a endif)
counts how often e occurs in the collection.
• includes(e : T ) : Boolean def= self → count(e) > 0 returns true if and only if e
occurs in the collection.
• excludes(e : T ) : Boolean def= self → count(e) = 0 returns true if and only if e
does not occur in the collection.
• includesAll(c : Collection(T )) : Boolean def= c→ forAll(e | self → includes(e)).
• excludesAll(c : Collection(T )) : Boolean def= c→ forAll(e | self → excludes(e)).
• isEmpty() : Boolean def= self → size() = 0.
• notEmpty() : Boolean def= self → size() <> 0.
• sum() : T def= self → iterate(e; a = 0 | a + e). It is not possible to formally dene
this operation using the means provided by OCL, a formal and precise denition
is given in Section 3.3.4.
Set
Set is the type of mathematical sets.
• = (c : Set(T )) : Boolean describes set-equality.
• including(e : T ) : Set(T ) describes the set obtained from self by including e.
• excluding(e : T ) : Set(T ) describes the set obtained from self by excluding e.
• union(c : Set(T )) : Set(T ) describes the union of the set self and the set c.
• union(c : Bag(T )) : Bag(T ) describes the union of the bag obtained from self by
assuming that each element of self occurs exactly once and the bag c.
• intersection(c : Set(T )) : Set(T ) describes the intersection of the set self the set
c.
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• intersection(c : Bag(T )) : Set(T ) describes the intersection of the set self and the
set obtained from c by including every element contained in c.
• −(c : Set(T )) : Set(T ) describes the difference of the set self the set c.
• atten() : Set(T ′). If self is a set of collections, then this operation returns
the set-union of all its elements. Otherwise the result is the value of self . It
is not possible to formally dene this operation using the means provided by
OCL; a formal and precise denition is given in Denition 2.19, Item 12, and in
Section 3.3.5.
• asSet() : Set(T ) def= self → iterate(e; a = Set{} | a → including(e)) is the identity
function and only dened for symmetry reasons.
• asBag() : Bag(T ) def= self → iterate(e; a = Bag{} | a → including(e)) returns a
bag which includes each element of self exactly once.
• asSequence() : Sequence(T ) returns a sequence containing all elements of self
exactly once. The order of the elements is arbitrary. It is equivalent to the ex-
pression
self → iterate(e; a = Sequence{} | a→ append(e)) .
Bag
Bag is the type of a bag or multi-set. Bags usually arise as the result of navigation
expressions.
• = (c : Bag(T )) : Boolean describes equality of multi-sets.
• including(e : T ) : Bag(T ) describes the bag obtained from self by including e.
• excluding(e : T ) : Bag(T ) describes the bag obtained from self by excluding all
occurrences of e.
• union(c : Bag(T )) : Bag(T ) describes the union of the bag self and the bag c.
• union(c : Set(T )) : Bag(T ) describes the union of the bag self and the bag
obtained from c by including each element of c exactly once.
• intersection(c : Set(T )) : Set(T ) describes the intersection of the bag self and the
set c.
• intersection(c : Bag(T )) : Bag(T ) describes the intersection of the bag self and
the bag c.
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• −(c : Set(T )) : Set(T ) describes the bag obtained from self by removing all
occurrences of the elements of c.
• atten() : Bag(T ′). If self is a bag of collections, then this operation returns
the bag.union of all its elements. Otherwise the result is the value of self . It
is not possible to formally dene this operation using the means provided by
OCL; a formal and precise denition is given in Denition 2.19, Item 12, and in
Section 3.3.5.
• asSet() : Set(T ) def= self → iterate(e; a = Set{} | a → including(e)) returns a set
which contains each element of self .
• asBag() : Bag(T ) is the identity function and only dened for symmetry reasons.
• asSequence() : Sequence(T ) returns a sequence containing all elements of self
as often as they occur in the multi-set. The order of the elements is arbitrary. It
is equivalent to:
self → iterate(e; a = Sequence{} | a→ append(e)) .
Sequence
Sequence is the type of mathematical sequences.
• at(i : Integer) : T results in the element at the ith position of the sequence.
• = (c : Sequence(T )) : Boolean def= let s = self → size() in s = c→ size() and
Sequence{1..s} → forAll(i : Integer | self → at(i) = c → at(i)) describes
equality of sequences.
• union(c : Sequence(T )) : Sequence(T ) describes the concatenation of self and c.
• atten() : Sequence(T ′). If self is a sequence of collections, then this operation
returns the sequence concatenation of all its elements. Otherwise the result is the
value of self . It is not possible to formally dene this operation using the means
provided by OCL; a formal and precise denition is given in Denition 2.19,
Item 12, and in Section 3.3.5.
• append(e : T ) : Sequence(T ) def= self → union(Sequence{e}) results in the se-
quence which consists of all elements of self with e appended.
• prepend(e : T ) : Sequence(T ) def= Sequence{e} → union(self ) results in the se-
quence which consists of all elements of self with e prepended.
• excluding(e : T ) : Sequence(T ) def= self → iterate(i; a = Sequence{} | if e =
i then a else a→ append(i) endif) results in the largest sub-sequence of self , in
which e does not occur.
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• subSequence(l : Integer, u : Integer) : Sequence(T ) results in the subsequence
of self starting at index l and ending at index u. It is equivalent to:
Sequence{1..u} → iterate(i; a = Sequence{} |
if l ≤ i and i ≤ u then a→ append(self → at(i)))
• insertAt(e : T, i : Integer) : Sequence(T ) def= (self → subSequence(1, i − 1) →
append(e))→ union(self → subSequence(i, self → size())) results in a sequence
where e is inserted at position i.
• rst() : T def= self → at(1).
• last() : T def= self → at(self → size()).
• asSet() : Set(T ) def= self → iterate(e; a = Set{} | a → including(e)) returns a set
which contains each element of self .
• asBag() : Bag(T ) def= self → iterate(e; a = Bag{} | a → including(e)) returns a
bag containing all elements of the sequence self .
• asSequence() : Sequence(T ) is the identity function and only dened for sym-
metry reasons.
Ordered Set
OrderedSet is the type of an ordered set, that is, a set with a linear order dened over its
elements. Because we do not use this type in this thesis, we refer to [113, Sect. 1.7.3]
for a description of the operations dened for this type and their semantics.
Predened Iterator Expressions
Iterator expressions are not operations. However, the pre-dened iterator expressions
are treated like operations of collection types. This section lists all predened iterator
types.
Quantication Quantication in OCL is expressed as an iterate expression. Indeed,
the quantied expressions are dened in term of iterations:
1. t → forAll(v | t′) def= t → iterate(v; a = true | a and t′)
2. t → exists(v | t′) def= t → iterate(v; a = false | a or t′)
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These iterate expressions describe the expansion of the quantier into a conjunction or
disjunction of the predicate t′ for each element of the collection described by t.
Similar to the general iterate expression, a quantied expression may have more
than one iterator variable. In this case the quantication is expanded analogously to
Item 11b of Denition 2.19.
The expansion of quantiers to iterators implies that if t represents an innite set
of values, then the meaning of the expression is undened, because the evaluation of
the iterate expression will not terminate. As an example and a consequence of the
semantics of OCL, the expression t → forAll(v | true).oclIsUndened() is testing the
niteness of t in OCL, whereas in traditional logic, where ∀v : true is a tautology, and
therefore this expression is always dened.
2.3.5 Critique of OCL
In the preceding section we have discussed the syntax and the semantics of OCL and
its standard library, as described in the OCL standard and related publications. In this
section we discuss the semantic decisions of the authors of the OCL standard and argue
why it is necessary to dene a semantics that is different from the one described in the
standard. Such a semantics will be given in Section 4.5.3.
When OCL was designed, Warmer and Kleppe formulated the following require-
ments for OCL [154]:
1. OCL must be able to express extra (necessary) information on the
models and other artifacts used in object-oriented development.
2. OCL must be a precise, unambiguous language that can easily be
read and written by all practitioners of object technology and by their
customers. This means that the language must be understood by
people who are not mathematicians or computer scientists.
3. OCL must be a declarative language. Its expressions can have no
side-effects; that is, the state of a system must not change because of
[evaluating] an OCL expression. [. . . ]
4. OCL must be a typed language. [. . . ]
Expressiveness
If we suppose that all artifacts we are concerned with are present in the UML di-
agram, then OCL is indeed able to express extra information on the model, and as a
consequence Requirement 1 is satised. Whether all extra information can be spec-
ied is not clear at all, because the meaning of extra (necessary) information has
deliberately been unspecied.
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Indeed, the way we have formalised the standard library demonstrates that most con-
cepts of that library can be encoded in a relatively small core. Only a few expressions
have to be treated specially, mostly because of the object-oriented style.
Precise and Unambiguous
OCL fails on Requirement 2. In the following paragraphs we give a variety of reasons,
of which most of them are technical. To summarize these reasons: OCL is a complex
language with a complex semantics, which is only understandable by experts in the
eld.
Syntax It is hard to believe that OCL can easily be read [. . . ] by [. . . ] customers,
that is, not by mathematicians and computer scientists. The syntax of OCL follows
conventions of object-oriented programming languages, for example using a colon and
an arrow for sending a message, and by this implying a message passing paradigm
even in the specication language. Especially that quantication and iteration are writ-
ten using a post-x notation, whereas many operators of the standard data types are
written in a more conventional inx notation, makes OCL very hard to read. The re-
cent proposal by Jos Warmer of using an SQL-like syntax, which is much closer to
natural languages, has, however, not yet found many supporters.
Semantics OCL also has to be understood by its users. In order to satisfy this re-
quirement, one needs a precise and simple semantics which does not include surprises.
But until now no consensus has been reached on how to interpret a specication in OCL
among computer scientists and language designers, as the literature (see Section 2.5 for
a selection of references) and the OCL Issue List [112] demonstrate.
Late Binding and Open Recursion Late binding (often called dynamic dispatch or
virtual binding) and open recursion are the fundamental properties of object-oriented
programming. By late binding we mean that the run-time type of the object decides
how an operation call is to be interpreted. Open recursion means that a recursive call,
here, the call of any operation on the object represented by self , is bound late.
Because OCL allows to call any side-effect free operation dened in a UML model,
late binding has to be introduced into the semantics of OCL. Therefore, each OCL
constraint is subject to the effect of the fragile base class problem. This means, that
changes in a subclass can change the behaviour dened in the super-class in unexpected
ways.
If late binding is used disciplined, either by avoiding overriding, that is, redening
the implementation of an operation, or overloading, that is, dening operations with
the same name, but with a different signature, or by asserting that overriding and over-
loading coincide with behavioural subtyping, reasoning with OCL is not affected.
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But in most models overriding is used in an ad-hoc fashion. The implementation
of an operation is overridden with a new implementation which behaves completely
different. For most modellers, adhering to Liskov’s substitution principle [94], that
any instance of a sub-type can be used in place of an instance of its super-type, is less
important than code-reuse.
In effect, the result of this semantics is, that in order to understand the meaning of a
constraint, one has to understand the complete model and how it has been implemented.
But we desire a formalism that abstracts from these details of the implementation.
Three-Valued Logic OCL has a three-valued logic. In itself a three-valued logic
does not add much complexity to a specication language. The reasons for this are
that each partial function f is extended in the semantics of OCL to a strict total func-
tion f⊥ def= λx.if x ∈ dom( f ) then f (x) else ⊥  and that relations and predicates are
interpreted as strict functions to the three truth-values.
The undened value also arises from the (implicit) requirement that each constraint
should represent a computable function (see below how this requirement affects Re-
quirement 3). But it is important to note what the additional truth value, undened, is
supposed to represent.
Usually, a formula whose meaning is undened is considered to be nonsensical.
In OCL, this is represented by calling such formulae and the models for which they
have to hold, ill-formed. Any ill-formed model is considered to contain an error.
Consequently, in most cases, a constraint that is undened, can also be considered to
be false.
In OCL, however, the undened value is a rst-class citizen. This is represented by
the operation oclIsUndened(), which is used to test whether a value is undened. The
interpretation I(t)(σ)(oclIsUndened) is dened as follows:
I(v)(σ)(oclIsUndened) def=

true , if v = ⊥
false , otherwise.
A specication which evaluates to undened, can be turned into a well-formed speci-
cation by applying the oclIsUndened operation to it.
One central complication of the semantics of OCL is that the undened value ⊥
represents both the concept of run-time error and the concept of divergence. Both
notions should not be concepts in the semantics of a specication language. These
notions are important in the program to reason about. A specication is not meant to
be executed, but to dene desired properties of the program or model.
A run-time error means, that an OCL expression contains a function application
where the argument is outside the domain of the function. Such constraints should be
regarded as nonsensical, and the constraint is then considered to be false.
Divergence means, that a recursive OCL expression has no xed-point or that this
xed-point is not computable using applicative order evaluation, that is, when all ar-
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guments to a function are evaluated rst before the function is applied. Especially,
the second case should be of no concern for the semantics of a specication language,
because it is then undened because of a particular implementation of an interpreter of
the language. The meaning of quantication over innite domains cannot be computed
(or tested). However, many OCL expressions have a well-dened meaning in a declar-
ative semantics. For Example, T.allInstances() → forAll(true) should mean the same
as ∀(x : T ) : true, which is, of course, a tautology. In OCL, the modied constraint
T.allInstances() → forAll(true).oclIsUndened() tests whether the domain of the type
T is nite.
Decidability The unpleasant side-effect of oclIsUndened is, that it is impossible to
implement a correct, that is, standard-conforming, interpreter for OCL. The proof for
this statement is dened as follows:
Theorem 2.21. There exists no computable function f such that, for all constraints t,
f (t) = true if and only if eval(D,←−σ,σ, η)(t) = true.
Proof. Let t′ be an OCL constraint such that eval(D,←−σ,σ, η)(t′) diverges for some D,
←−σ, σ, and η. Choose t def= t′.oclIsUndened(). Clearly:
eval(D,←−σ,σ, η)(t) = true .
Suppose f is a computable function with f (t′.oclIsUndened()) = true. Because this
function is computable, it has to terminate on t′, therefore solving the Halting problem.
Consequently, no such computable function exists. 
A corollary of this theorem is that eval is not a standard-conforming implementa-
tion of an OCL interpreter. Indeed, if eval(D,←−σ,σ, η)(t) = ⊥ for any t where eval is
diverging, then eval(D,←−σ,σ, η)(t.oclIsUndened()) = ⊥.
Equality For three-valued logics introducing an undened value, we have to distin-
guish two kinds of equality. The rst one is strict in its arguments, that is, if one of
the arguments is undened, so is the equality expression. This equality is called weak
equality and is written . The operator iff is indeed weak equality on Boolean.
The second one is called strong equality, written as =. Its semantics is not strict, but
the undened value is treated as a unique value by =. Consequently, the term a = b is
either true or false.
OCL denes equality = as a property on the type OclAny, which can be overridden,
that is, redened, in subclasses of OclAny. This gives the exibility to dene equality
by structure or equality by reference (or, God forbid, dene = to mean something
completely different). The evaluation rules for property-call expressions, which = is,
have to be applied. This implies that equality is weak. For example, the constraint
1/x = 1/x is not necessarily true. If x = 0, then this constraint is undened.
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This violates the axiom of self-identity (` x = x) used in virtually all deductive
systems, which also represents one of the major surprises to users of OCL. The correct
formulation of 1/x = 1/x in OCL is to write x , 0 implies 1/x = 1/x, which is true for
all x (see Table 2.2).
For reasoning it is preferable to use strong equality instead of weak equality, as de-
ned in OCL. The reason for this is, that we cannot replace equals for equals anymore,
which complicates reasoning a lot.
Meaning of @pre The meaning of the @pre modier is confusing to users, because
it does not apply to an expression as a whole, but only to the part it has been applied to.
This operator allows to mix values from the pre- and the post-state of an operation call
freely. This exibility is needed, but for unexperienced users, a notation which allows
to apply @pre to an expression as a whole is desirable. But very often, expressions are
overloaded with these annotations, for example:
context c :: m() : Integer
post : result = (self .a@pre ∗ self .a@pre+
self .b@pre ∗ self .b@pre).sqrt()
Characterisation OCL denes a scientically but complex theory, which can be
characterised as a rst-order relational theory without equality but with late binding
and x-points. Especially the presence of late binding in a logic leads to a theory that
is not yet well understood and too complex for the original purpose it was designed for.
The lack of equality is surprising for many users.
Declarative
Requirement 3 states, that OCL must be a declarative language, which has been char-
acterised by the absence of side-effects. OCL satises this requirement.
Typed Language
Whether a specication language (or constraint language) has to be typed is a matter of
preference. Virtually all specication languages are typed. All of them have manifest
types, that is, the type of the object denoted by a variable is used by the reasoning.
The expression a + b only has a meaning if a and b denote numerical quantities, for
example, their manifest type is Real. Adding a set to a number is, on the other hand,
considered to be nonsensical.
The more important and interesting question is, whether a specication language
should be statically typed. This implies that all entities in a specication have a de-
clared type and a type checker proves that all formulae are well-typed with respect to a
type system.
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OCL is a statically typed language. However, the type system used for OCL is weak,
in the sense that the most precise type of each entity cannot be determined. Even
the extended type system described in Chapter 3 is weak. This is a consequence of
requiring a decidable type system for a statically typed language. In the case of OCL,
this implies that the type system has to lose information, that is, the types computed
for expressions are actually super-types of the manifest type of the expression.
OCL solves this problem by introducing re-typing operations (or casts). The use
of these additional operations force the type checking procedure to assume that the
manifest type of an expression is a sub-type of the type the expression is re-typed
to. However, the type checker cannot prove whether the cast is justied (otherwise it
would not have been necessary in the rst place), so it is possible to cast an expression
into a type it is not a value of. This results in an undened value, a situation static
type-checking is supposed to avoid.
On the other hand, a sufficiently strong type system, like the one used for the PVS
specication language of Higher Order Logic [121, 93], is much more expressive,
avoids all casts, but is not decidable. If these systems cannot determine whether a
specication is well-typed, they generate proof obligations which have to be proved
interactively.
2.4 State Machines
UML offers many methods for describing the behaviour of objects. One method used
for specifying the behaviour of active objects is using UML state machines. UML state
machines have evolved from Harel’s state charts [60] via the object-oriented successors
of state charts [61].
In this section we summarise the notation of state machines and briey review its
semantics. In this thesis we only use at state machines, that is, state machines in
which no state is contained in another state. Such states are also called simple.
The basic concepts of UML 2.0 state machines are states and transitions between
them. Transitions are labelled with a trigger, which species a signal, which may
cause the transition to be taken, followed by a guard, which is a boolean condition
on the state of the system as dened by an object diagram. The nal component of a
transition label is the action, which will be performed if the transition res, that is, is
taken to obtain a new state. This label is written t[g]/a, where t represents the trigger,
g represents the guard, and a represents the action. Components may be omitted from
the label, which also leads to the omission of the decoration, for example, if the guard
is omitted, we simply write t/a, if the trigger and the guard is omitted, we write /a, and
if the transition is labelled with only the trigger we write t as a label.
The environment may send events to the state machine. These events are collected
in the event pool of the state machine. A state machine may dispatch a single event
from its event pool to trigger transitions.
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s0 s1
s2s3
/b:=0
s(x)[s.x>0]/a:=s.x
[a=0]
Figure 2.4: State machine
A transition is enabled if its source state is currently active, its event is dispatched
from the event pool, and its guard evaluates to true. The ring of transition t leads, in
this order, to:
1. the deactivation of the state that will be left by ring t,
2. the execution of the actions of t (which we simply call the execution of t)
3. the activation of its target state.
UML state machines use a run-to-completion semantics, that is, an event occur-
rence can only be taken from the pool and dispatched if the processing of the previous
current occurrence is fully completed
We give an intuitive explanation of the syntax and semantics using the state machine
displayed in Figure 2.4. The state s0 is the initial state of the state machine, as indicated
by the transition leading to s0 from the black dot. While the state s0 is active, the next
transition can only be activated by a signal of type s, which denes at least the attribute
x, indicated by the trigger s(x), such that the value of s.x is larger by one, which is
indicated by the guard s.x > 0. While in state s1, the state machine awaits that the
value of its attribute a is changed to 0. In this case, the state of the state machine
is changed to s2, and no action is performed. Such transitions are triggered by so-
called change events which are generated whenever a guard becomes true. Note that
the change event will not be removed from the event pool, if the value of the condition
is changed to false after the event has been generated. There is only one outgoing
transition leaving s2, which is neither guarded by a trigger nor a guard. Therefore, it
is always enabled. If neither a trigger nor a guard is dened for a transition, then it is
taken, whenever a so-called completion event is generated. In our case, such events are
always generated once a transition has been taken. When the transition is taken, then
the attribute b will be set to 0. Finally, we have an unlabelled transition from s3 to s0,
which will be taken with a completion event, and where no action will be performed.
Whenever an event is chosen from the event pool, which does not trigger a transition,
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it is discarded, unless it is declared deferrable. Deferrable events are placed back into
the event pool and a new event will be chosen from the event pool.
The actions dened in this thesis are:
• Assignment to attributes, written a := e, where a is an attribute name of the
object, whose behaviour is to be described, and e is an OCL expression.
• Object creation, written a := new c, where a is an association end and c is
the name of a class. If the multiplicity of the association end is 0..1 or 1, the
semantics is that the new object will replace the object associated to the creating
object. Otherwise the end refers to a collection of objects and the newly created
object is added to the collection. If adding the newly created object violates a
multiplicity constraint, the system may raise a run-time error once the system
becomes stable.11
• Signal emission, written a!s(~e), where a is an association end, s is a signal name,
and ~e is a list of expressions used to initialise the attributes of s.
• Operation calls, written a.m(~e), where a is an association end, m is a signal name,
and ~e is a list of expressions providing the actual arguments to m.
The semantics of state machines used in this thesis has been provided by Hooman
and van der Zwaag [149]. In their paper a formalisation of the semantics in PVS is de-
ned, which we use in Chapter 4. Their semantics is based on the semantics described
by Damm et al. in [39]. Fecher, Kyas, de Roever, and de Boer describe a composi-
tional semantics of state machines based on the before-mentioned semantics in [52].
Because the semantics described in these papers differ considerably from the semantics
described in UML 2.0 [111] state machines, we refer the reader to Schönborn [140] for
a description of the semantics which is closer to the standard.
2.5 Summary
In this chapter we have introduced the essential notations of the UML 2.0 standard
used in this thesis. We have dened a formal semantics in terms of an interpreter for
these core concepts. For other operations of OCL the semantics is dened in terms of
other OCL expressions.
The formal denition of the semantics closely follows the standards [111, 113],
where we deviate from the standard if inconsistencies arise. In some cases, we simply
omitted constructs which cause problems, for example, if we were not able to deter-
mine the intention or the meaning of the construct in the specication.
11This semantics allows, for example, initialising a collection with multiplicity x..∗, where x > 1, by suc-
cessively adding objects to the collection.
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The approach for interpreting UML class diagrams as algebraic signatures has been
described Börger et al. [14], Reggio et al. [132], Grosse-Rhode [58], and others. We
follow a very similar approach.
For example, Börger et al. [14] dene the dynamic behaviour of UML state machines
using abstract state machines [59].
Grosse-Rhode uses many-sorted algebras to interpret class diagrams [58]. The dy-
namic behaviour of such a system is modelled by transformation systems, which are
very similar to Gurevich’s abstract state-machines [59]. Inheritance is modelled by
signature-morphisms.
Formal semantics for OCL have been proposed by Richters [133] and by Baar [7].
Our denition of OCL 2.0 follows their denitions in many respects, but we also take
the changes and new constructs of OCL 2.0 [113], for example, the null literal, into
account. A second difference between our formalisation and their formalisation is, that
we use higher-order logic as formal meta-language instead of a rst-order predicate
calculus and Zermelo-Fraenkel set-theory.
Brucker presents a deep embedding of OCL into Isabelle/HOL [101] in [19]. He pro-
poses many improvements to the then current semantics. But he does not take the clar-
ications described in the Amsterdam Manifesto [34] into account, which includes
many clarications that where worked into the later versions of the OCL standard.
Finally, the interpretation of invariants and pre-/postconditions is very similar to the
interpretation used by of Richters and Gogolla [134] and Hennicker, Hussmann, and
Bidoit [62]. However, in both references it has been left unspecied how the actual
arguments and the result is represented in states.
Indeed, the semantics of OCL displays problems similar to the ones observed by
MacQueen [95]: If a declarative language, in MacQueens paper a functional language
like ML, has to be extended with a full-edged class-based object system, then this
leads to an excessively complex type system and relatively little expressive gain, es-
pecially if we aim to preserve that mostly functional style of programming (Emphasis
added by us).
The semantics of navigation expressions in OCL and UML are related to relational
algebras and are inspired by relational database systems, which makes it appealing to
use Jackson’s Alloy Language for formalising OCL and UML [69].
A formal semantics for UML and OCL enables tool vendors to build tools which
allow the exchange of models without unexpected reinterpretations by the tool, which
may in practise defeat the purpose of communicating models and ideas, as well as
the interchange format XMI [108]. A formal semantics also enables developers to
calculate implementations from specications, for example by stepwise renement.
An executable subset of UML can then be used for rapid prototyping and simulation,
which helps in detecting design errors early.
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Type Checking OCL
We describe the design and implementation of a type-checker for OCL. Based on the
experience gained in implementing and using this type checker, we observed that OCL
is not suitable for constraining systems under development, because changes in the
underlying class diagram unnecessarily invalidate the type correctness of constraints,
whereas the semantic value of these constraints do not change. A second observation
was, that the type system specied in the OCL standard does not support all language
features dened for UML class diagrams and part of the OCL standard library. OCL
and UML support parameterised classes (see Section 2.1.3), for example, the Set type
of OCL, but cannot take advantage of these type abstractions, not only during type
checking.
To alleviate these problems, the type system of OCL has been extended with in-
tersection types, union types, and bounded operator abstraction. This allows to take
advantage of the universal polymorphism offered by parameterised classes, and makes
the well-typedness of constraints more robust during the evolution of the contextual
class diagram.
3.1 Introduction
In order to be used widely, OCL needs to have a type system that is compatible with the
well-formedness constraints of UML 2.0 class diagrams and that integrates with this
type system seamlessly. Furthermore, the type system has to be robust with respect to
model transformations, for example, refactoring1 or other changes in class diagrams.
Inuenced by our experience in implementing a type-checker for OCL, that con-
forms to the OCL standard, we have come to the conclusion that OCL does not ade-
quately implement these requirements:
1Refactoring, a term initially introduced by William F. Opdyke and Ralph E. Johnson in [119], is the process
of rewriting a program to improve its readability or structure, with the explicit purpose of preserving its
meaning and behaviour. The main purpose of refactoring is to improve the internal consistency, remove
redundancy, and often to simplify the structure. Refactoring is often automated, using a catalogue of
known refactoring methods. More information on refactoring can be found in Opdyke’s thesis [118] and
in the book of Fowler et al [55].
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The type system of OCL appears to be designed for languages which only use sin-
gle inheritance and no parameterised classes2. UML 2.0 introduces a new model for
templates, which allows classiers to be parameterised with classier specications,
value specications, and operation specications [111]. The OCL 2.0 proposal [113]
does not specify how those parameters can be used in constraints, how they can be con-
strained, or how these parameters are to be used in constraints and what their meaning
is supposed to be.
Furthermore, OCL constraints are fragile under the operations of refactoring of class
diagrams, package inclusion and package merging, as explained in Section 3.3. These
operations, which often have no effect on the semantics of a constraint, can render
constraints ill-typed. This essentially limits the use of OCL to a-posteriori specication
of class diagrams.
To solve these problems, we have implemented a more expressive type system based
on intersection types, union types, and bounded operator abstraction. Such type sys-
tems are already well-understood [126] and solve the problems we encountered ele-
gantly. Our type system supports templates and is more robust under refactoring and
package merging than the current type system.
The adaption of the type system to OCL was straight forward. The specication of
the OCL standard library had to be changed to make use of the new type system. We
have implemented this type system in a prototype tool and all constraints of the OCL
2.0 standard library have been shown to be well-typed with respect to our type system.
This chapter is organised as follows: In Section 3.2, we survey the current type
system for OCL. In Section 3.3, we describe our different extensions to the type system.
In Section 3.4, we summarise the most important results. In Section 3.5 we compare
our results with other results and draw some conclusions.
3.2 State of the Art
In this section, we recall the current type system used for OCL, which has been derived
from the OCL 2.0 standard. It is similar to the one presented in [25].
Recall that the abstract syntax of OCL has been dened in Section 2.3.
We now dene the abstract syntax of OCL types. We have essentially two kinds
of types: elementary types and collection types. The elementary types are classiers
from the model and the elementary data types like Boolean, Integer, and so on. The
collection types are types which are generic, that is, they construct a type by applying
the collection type to any other type.3 This distinction is formalised with a kinding
system (a type system for types). Kinds are dened by the language K ::= ? | K → K ′.
The kind ? denotes any type which does not take an argument. Type constructors have
a kind K → K′, which means that such a constructor maps each type of kind K to a
2For example Java before version 5.0.
3In Section 3.4 we discuss the presence of dependent types in class diagrams.
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type of kind K′. For example, the elementary data type Integer is of the kind ?. The
collection type Set is of the kind ?→ ? and the type Set(Integer) is of the kind ?. The
language of types is dened as follows:
τ ::= type | τ(τ1) | τ0 × · · · × τn → τ
Here, a type is any classier or template appearing in the contextual class diagram or
the OCL standard library. The expression τ(τ1) expresses the type which results from
instantiating a template parameter of the type τ with τ1. The type τ0 × · · · × τn → τ is
used to express the type of properties. The type τ0 is the type of the classier which
denes the property, the types τ1, . . . , τn are the types of the parameters of the property.
We identify attributes with operations that do not dene arguments. The kinding of a
type states whether a type is an elementary type or a template and is formally dened
by the system shown in Table 3.1.
We write the typing rules and proofs in (the usual) natural deduction style: a rule
consists of an antecedent and a consequence, which are separated by a line. The an-
tecedent contains the properties that need to be proved in order to apply the rule and
conclude its consequence. Each rule has a name, which is stated right of the line in
small capitals.
τ is a type or property type
K-E
τ : ?
τ is a parameterised class
K-C
τ : ?→ ?
τ1 : K τ : K → K′
K-I
τ(τ1) : K′
Table 3.1: Kinding system
An important property of OCL is, that all types have to be dened in the contextual
class diagram, with the only exception of tuple types. Tuple types (or structures) are
data types. This simplies the type checking rules a lot, because new types do not arise
from the constraints to be checked. OCL expressions are checked in a context, which
contains the information on variable bindings, operation declarations, and the subtype
relation encoded in a class diagram. A context Γmaps variable names v to their type, or
to undened if that variable is not declared in this context. We write Γ, v : τ to denote
the context extended by binding the variable v to τ, provided that v does not occur in Γ.
We write Γ(v) = τ to state that v has type τ in context Γ. The context also contains the
information on type conformance, that is, clauses of the form τ ≤ ζ derived from the
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generalisation hierarchy, where τ and ζ are types and ≤ denotes that τ is a subtype of
ζ. We write Γ, τ ≤ ζ to extend a context with a statement that τ is a subtype of ζ. Any
context contains τ ≤ τ for every type τ occurring in the model, since the conformance
relation is reexive. If the context Γ contains the declaration τ ≤ ζ we represent this
with Γ ` τ ≤ ζ. We write Γ ` t : τ to denote that t is a term of type τ in the context
Γ. Contexts which only differ in a different order of their declarations are considered
equal. If the context is clear, we omit it in the example derivations. Finally, we assume
that the context contains all declarations mandated by the OCL standard library.
The subtype relation is transitive and function application is covariant in its argu-
ments and contra-variant in its result type. These rules are shown in Table 3.2. In rule
S-C the notation Γ ` C ≤ Collection means that C ranges over every type which is a
subtype of Collection. OCL denes Bag, Set, and Sequence as subtypes of Collection.
The type operator Collection refers to a parameterised class. The rule S-C-2 is not
sound for classes which dene operations which change the contents of the collection.
The absence of side-effects in OCL expressions are a fundamental property for the
validity of the rule S-A and, therefore, also for S-C-2. The following counter-
example illustrates the importance of the absence of side-effects for the type system.
Consider the following fragment of C++ code:
class C { public: void m(double *&a) { a[0] = 1.5; } }
void main(void) { int *v = new int[1]; C *c = new C(); c->m(v); }
Using the rule S-C-2, then the call c->m(v) is valid, because int is a subtype of
double. But within the body of m the assignment a[0] = 1.5 would store a double
value into an array of integers, which is not allowed. However, since we assume that
each expression is free of side-effects, rule S-C-2 is adequate.
In OCL operations dened on collections do not alter the contents, but we cannot
assume this in general; therefore, we dened these particular assumptions. The typing
rules for terms are presented in Tables 3.3 and 3.4, except for the typing rule for atten.
The type of atten is actually a dependent type, because it depends on the type of its
argument. We present the rule in Section 3.3.5.
Rules T-T, T-F, and T-L assign to each literal their type. Especially, T-L
is an axiom scheme assigning, for example, the literal 2 the type Integer and the literal
2.5 the type Real. Rule T-C denes the type of a collection literal. The type of a
collection is determined by the declared name C and the common supertype of all its
members. Rule T-C states that if the arguments match the types of a method or a
function, then the expression is well-typed and the result has the declared type. The
antecedent Γ ` C  Collection denotes that in context Γ type C is not a subtype of
Collection.
Note that it is decidable whether a type is a subtype of another, provided the class
diagram is nite. We have two cases to consider: If the two types are basic types,
that is, not parameterised types. Then we can easily test whether a type is a subtype of
another type. Otherwise we have to compare two instantiations of parameterised types.
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Γ ` C ≤ Collection
S-C
Γ ` C(τ) ≤ Collection(τ)
Γ ` C ≤ Collection Γ ` τ ≤ τ′
S-C-2
Γ ` C(τ) ≤ C(τ′)
Γ ` e : ζ Γ ` ζ ≤ τ
S-S
Γ ` e : τ
Γ ` ζ ≤ τ Γ ` τ ≤ υ
S-T
Γ ` ζ ≤ υ
Γ ` τ0 ≤ ζ0,Γ ` ζ1 ≤ τ1, · · · ,Γ ` ζn ≤ τn Γ ` τ ≤ ζ
S-A
Γ ` τ0 × τ1 × · · · × τn → τ ≤ ζ0 × ζ1 × · · · × ζn → ζ
Table 3.2: Denition of type conformance
Since these two are nite terms, we can recursively check whether the type arguments
are subtypes of each other, and, if this succeeds, whether the type operators are related
in the class diagram.
A similar rule for collection calls is given by T-CC. Recall that the antecedent Γ `
C ≤ Collection states that the type of t0 has to be a collection type. Rule T-C denes
the typing of a condition. If the condition e0 has the type Boolean and the argument
expressions e1 and e2 have a common supertype τ, then the conditional expression
has that type τ. Rule T-I gives the typing rule for an iterate expression. First,
the expression we are iterating over has to be a collection. Then the accumulator has
to be initialised with an expression of the same type. Finally, the expression we are
iterating over has to be an expression of the accumulator variables type in the context
which is extended by the iterator variable and the accumulator variable. Rule T-L
denes the rule for a let expression of the OCL 2.0 standard. Rule T-RL allows a
let-expression where the user can dene functions and use mutual recursion. There we
add all variables declared by the let expression to context Γ in order to obtain context
Γ′. Each expression dened has to be well typed in the context extended by the formal
parameters of the denition. Finally, the expression in which we use the denitions has
to be well-typed in the context Γ′.
This type system is a faithful representation of the type system given in [113], but
we have omitted the typing rules for the boolean connectives, as they are given by
Cengarle and Knapp in [23], because each expression using a boolean connective can
be rewritten to an operation call expression, for example, a and b is equivalent to
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T-T
Γ ` true : Boolean
T-F
Γ ` false : Boolean
T-L
Γ ` l : τl
Γ(v) = τ
T-V
Γ ` v : τ
C ∈ {Bag, Set, Sequence} Γ ` e1 : τ · · · Γ ` en : τ
T-C
C{e1, . . . , en} : C(τ)
Γ ` e1 : τ1 · · · Γ ` en : τn
T-T
Tuple{a1 = e1, . . . , an = en} : Tuple{a1 : τ1, . . . , an : τn}
Γ ` e0 : Boolean Γ ` e1 : τ Γ ` e2 : τ
T-C
if e0 then e1 else e2 endif : τ
Γ ` t0 : ζ Γ ` t1 : ζ1, · · · ,Γ ` tn : ζn
Γ ` m : ζ × ζ1 × · · · × ζn → τ Γ ` ζ  Collection T-C
Γ ` t0.m(t1, . . . , tn) : τ
Γ ` t0 : C(ζ) Γ ` t1 : ζ1, · · · ,Γ ` tn : ζn
Γ ` m : C(ζ) × ζ1 × · · · × ζn → τ Γ ` C ≤ Collection T-CC
Γ ` t0 → m(t1, . . . , tn) : τ
Γ ` t0 : C(τ) Γ ` t : ζ Γ, v : τ, a : ζ ` e : ζ Γ ` C ≤ Collection
T-I
Γ ` t0 → iterate(v; a = t | e) : ζ
Table 3.3: Typing rules for OCL
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Γ ` t0 : τ0 Γ, v0 : τ0 ` t : τ
T-L
Γ ` let v0 : τ0 = t0 in t : τ
Γ′ = Γ, v0 : τ0,0 × · · · × τ0,m0 → τ0,
. . . ,
vn : τn,0 × · · · × τn,mn → τn
Γ′, v0,0 : τ0,0, . . . , v0,m0 : τ0,m0 ` t0 : τ0
...
Γ′, vn,0 : τn,0, . . . , vn,mn : τn,mn ` tn : τn
Γ′ ` t : τ
T-RL
Γ ` let v0(v0,0, . . . , v0,m0 ) : τ0 = t0,
. . . ,
vn(vn,0, . . . , vn,mn ) : τ = tn
in t : τ
Table 3.4: Typing rules for OCL (continued)
a.and(b). We do not have a rule for the undened value, as presented in [23], because
the OCL 2.0 proposal does not dene a literal for undened [113, pp. 4850].4
Within the UML 2.0 standard [111] and the OCL 2.0 standard [113] methods are
redened co-variantly. We assume that some kind of multi-method semantics for calls
of these methods is intended. These redenitions are not explicitly treated in the OCL
2.0 type system; they can, however, be treated as overloading a method, and, hence,
be modelled with union-types in our system (see Section 3.3.2), as suggested in, for
example, by Pierce [126, p. 340].
Also note that our type system makes use of the largest common supertype only
implicitly, whereas it is explicitly used in other papers. It is hidden in the type con-
formance rules of Table 3.2. An example of where we use the largest common super-
type can be found in Section 3.3.1. The rules presented here are not designed for a
type-checking algorithms, but for deriving well-typedness. Therefore, the type system
presented here lacks the unique typing property, but it is adequate and decidable.5
4Note that OclInvalid is the type of any undefined expression, which does not have a literal for its in-
stances [113, p. 133]. Calling the property oclIsUndefined(), defined for any object, is preferred, because
any other property call results in an instance of OclInvalid.
5For a type system with unique typing, first rules computing a normal form for each type have to be defined.
These rules have to form a confluent rewriting system, otherwise the type system is not decidable. Then
an equality rule for types is needed. Finally, a priority on the rules has to be declared and it has to be
asserted that rules of the same priority have mutually exclusive antecedents. Details on this procedure
can be found in [30] or in [145].
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Proposition 3.1. The type system is adequate, that is, for any OCL expression e we
have: if e : τ can be derived in the type system, then e is evaluated to a result of a type
conforming to τ.
The type system is decidable, that is, there exists an algorithm which either derives
a type τ for any OCL expression e or reports that no type can be derived for e.
A proof of this proposition has been provided by Cengarle and Knapp in [23].
We use the denitions of this section for the discussion of its limitations in the fol-
lowing sections.
3.3 Extensions
In this section, we propose various extensions to the type system of OCL which help
to use OCL earlier in the development of a system and to write more expressive con-
straints. We introduce intersection types, union types, and bounded operator abstrac-
tion to the type system of OCL. Intersection types, which express that an object is an in-
stance of all components of the intersection type, are more robust with respect to trans-
formations of the contextual class diagram. Union types, which express that an object
is an instance of at least one component of the union type, admit more constraints that
have a meaning in OCL to be well-typed. Parametric polymorphism extends OCL to
admit constraints on templates without requiring that the template parameter is bound.
Bounded parametric polymorphism allows one to specify assumptions on a template
parameter. Together, our extensions result in a more exible type system which admits
more OCL constraints to be well typed without sacricing adequacy or decidability.
3.3.1 Intersection Types
Consider the following constraint of class Obs in Figure 3.1:
context Obs inv : a→ union(b).m()→ forAll(x | x > 1)
This is a simple constraint which asserts that the value returned by m for each element
in the collection of a and b is always greater than 1. We show that it is well-typed in
OCL using the type system of Section 3.2.
a : Bag(D) b : Bag(C)
T-CC
a→ union(b) : Bag(A)
T-C
a→ union(b).m() : Bag(Integer)
T-CC
a→ union(b).m()→ forAll(x | x > 1) : Boolean
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B D C Obs
A
m(): Integer const
OclAny
b
a
1..*
1..*
Figure 3.1: A simple initial class diagram
B D Obs
A
m(): Integer const
OclAny
C
E
b
a
1..*
1..*
Figure 3.2: The same diagram after a change
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Now consider the following question: What happens to the constraint if we change
the class diagram to the one in Figure 3.2, which introduces a new class E that imple-
ments the common functions of classes C and D? The meaning of the constraint is not
affected by this change. However, the OCL constraint is not well-typed anymore, as
this derivation shows, where the type annotation  is used to state that the type system
is not able to derive a type for the expression.6
a : Bag(D) b : Bag(C)
T-CC
a→ union(b) : Bag(A)
a→ union(b).m() :  
The problem is, that the OCL type system chooses the unique and most precise
supertype of a and b to type the elements of a → union(b), which now is OclAny,
because we now have to choose one of A, E, and OclAny, which are the supertypes of C
and D. Neither A nor E are feasible, because the type of the expression has to be chosen
now. Hence, we are forced to choose OclAny. To avoid this problem constraints should
be written once the contextual class diagram does not change anymore. Otherwise, all
constraints have to be updated, which if it is done by hand is a time consuming and
error-prone task.
The mentioned insufficiency of the type system can be solved in two ways: We can
implement a transformation which updates all constraints automatically after such a
change, or we introduce a more permissive type system for OCL. Because an auto-
matic update of all constraints entails an analysis of all constraints in the same way as
performed by the more permissive type system, therefore we extended the type system
and leave the constraints unchanged.
The proposed extension is the introduction of intersection types. An intersection
type, written τ ∧ τ′ for types τ and τ′ states that an object is of type τ and τ′. Be-
cause ∧ is both an associative and commutative operator, we introduce the generalised
intersection
∧
τ∈T τ. In this chapter T is always a nite set of types.
Recall, that the generalisation hierarchy is a partially ordered set. Intersection types
have been dened, such that they are compatible with generalisation. It can be easily
shown, that the set of types and their intersection types form a lattice with the empty
intersection type
∧
∅ as the top type (cf. Pierce [126]).
The empty intersection
∧
∅ is a subtype of any other type and does not have any
instances; therefore, it is equivalent to OclVoid, which also does not have any instances
and is a subtype of any other type.
Intersection types are very useful to explain multiple inheritance, a relation that has
been investigated by Cardelli and Wegener [21], Pierce [125], and Compagnoni [31].
We add the rules of Table 3.5 to the type system, which introduces intersection types
into the type hierarchy. The rule S-ILB and S-I formalise the notion that a type
6Recall, that we do not explicitly write the context in examples if it is clear.
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τ belongs to both types, and that ∧ corresponds to the order-theoretic meet. The rule
S-IA allows for a convenient interaction with operation calls and functions. This
τ ∈ T
S-ILB
Γ `
∧
τ′∈T
τ′ ≤ τ
Γ ` τ ≤ τ′ for all τ′ ∈ T
S-I
Γ ` τ ≤
∧
τ′∈T
τ′
S-IA
Γ `

∧
τ′∈T
(τ→ τ′)
 ≤
τ→
∧
τ′∈T
τ′

Table 3.5: Intersection types
extension of the type system already solves the problem raised for the OCL constraint
in the context of Figure 3.2, as this derivation demonstrates:
a : Bag(D) D  A D  E
S-I
a : Bag(A ∧ E)
b : Bag(C) C  A C  E
S-I
b : Bag(A ∧ E)
T-CC
a→ union(b) : Bag(A ∧ E)
S-ILB
a→ union(b) : Bag(A)
T-C
a→ union(b).m() : Bag(Integer)
T-CC
a→ union(b).m()→ forAll(x | x > 1) : Boolean
The extension of the OCL type system with intersection types is sufficient to deal
with transformations which change the class hierarchy by moving common code of
a class into a new super-class. This extension is also safe, and does not change the
decidability of the type system.
3.3.2 Union Types
Union types are dual to intersection types, and can be used to address type-checking
of overloaded operators. Union types also solve type checking problems for collection
literals and the union operation of collections in OCL. We explain this by the class di-
agram in Figure 3.3. Consider the expression context C inv : Set{self .a, self .b}.m()→
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C
1
b
1
a
m(): Integer const
A B
m(): Integer const
Figure 3.3: A simple example class diagram
size() > 1 on this class diagram.7 Assuming that the multiplicities of the associations
are 1, we have:
a : A b : B
T-C
Set{a, b} : Set(OclAny)
Set{a, b}.m() :  
even though both types A and B dene the property m(x : Integer) : Integer. Here, it is
desirable to admit the constraint as well-typed, because it also has a meaning in OCL.
Using intersection types does not help here, because stating that a and b have the type
A ∧ B is not adequate.
Instead, we want to judge that a and b have the type A or B. For this purpose we
propose to introduce the union type A ∨ B. A union type states, that an object is of
type A or it is of type B. Again, ∨ is associative and commutative, so we introduce the
generalised union∨τ∈T T . The type
∨
∅ is the universal type, a supertype of OclAny, of
which any object is an instance. Union types are characterised by the rules in Table 3.6.
Rules S-UUB and S-U formalise the fact that a union type is the least upper
τ ∈ T
S-UUB
τ ≤
∨
τ′∈T
τ′
τ′ ≤ τ for all τ′ ∈ T
S-U∨
τ′∈T
τ′ ≤ τ
S-UA
∧
τ′∈T
(τ′ → τ)
 ≤
(
∨
τ′∈T
τ′)→ τ

Table 3.6: Rules for union types
bound of two types. Note that it only makes sense to use a property on objects of A∨B
7Note that a : A and b : B, and both classes define a method m() returning an Integer. However, in this case
the intended meaning of the constraint is Set{self .a.m(), self .b.m()} → size() > 1, which is well-defined.
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that are dened for A and B. This is stated by the rule S-UA.
Using our extended type system, we can indeed derive that our example has the
expected type.
a : A b : B
S-UUB
Set{a, b} : Set(A ∨ B)
m : A→ Integer m : B→ Integer
S-UA
m : A ∨ B→ Integer
T-C
Set{a, b}.m() : Bag(Integer)
T-CC
Set{a, b}.m()→ size() : Integer
T-C
Set{a, b}.m()→ size() > 0 : Boolean
3.3.3 Parametric Polymorphism
UML 2.0 provides the user with templates (see [111, Section 17.5, pp. 541ff.]), which
are also called generics or parameterised classes, which are functions from types or
values to types, that is, they take a type as an argument and return a new type. We rst
consider the case where the parameter of a class ranges over types. Adequate support
for parametric polymorphism in the specication language is again highly useful, as
the proof of a property of a template carries over to all its instantiations, which is
explained in Wadler’s beautiful paper Theorems for Free! [152]. The OCL standard
library contains the collection types, which are indeed examples of generic classes.
The type of a generic class, which is indeed a type operator, that is a function which
operates on types, is written as Λτ ≤ ζ : υ. A type operator of this form creates a
type υ[τ/τ′] if it is applied to a type τ′, which has to be a subtype of ζ. Therefore, one
speaks of bounded operator abstraction (see also Section 3.3.4). Because parameterised
classes dene operations and methods, the methods are terms which are parameterised
in the same way as their class, that is, the body b of a method is parameterised by τ.
Therefore, we speak of parametric polymorphism.
Example 3.1. Consider the OCL type operator Λτ ≤ OclAny : Set(τ) (we have made
the type abstraction explicit in the type name). Independent of the concrete type in-
stantiated for τ, we can easily reason about the behaviour of each operation dened
for Λτ ≤ OclAny : Set(τ), because, for example, the denition of count given in Sec-
tion 2.3.4 does not depend on any property of the objects contained in an instance of
an instance of Λτ ≤ OclAny : Set(τ). 
We have not found yet how the parameter of a template, which is dened in the class
diagram, is integrated into OCL’s type system. In fact, it is not dened in the proposal
how the environment has to be initialised in order to parse expressions according to the
rules of Chapter 4 of [113]. For example, consider the following constraint:
context Sequence :: excluding(o : τ) : Sequence(τ)
post : result = self → iterate(e; a : Sequence(τ) = Sequence{} |
if e = o then a else a→ append(o) endif)
(3.1)
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To what does τ refer to? Currently, τ is not part of the type environment, because it
is neither a classier nor a state but an instance of TemplateParameter in the UML
meta-model. This constraint is, therefore, not well-typed. But it is worthwhile to
admit constraints like (3.1), because this constraint is valid for any instantiation of the
parameter τ.
UML 2.0 allows different kinds of template parameters: parameters ranging over
classiers, parameters ranging over value specications, and parameters ranging over
features (properties and operations). In this chapter, we only consider parameters rang-
ing over classiers.
We propose to extend the environment such that Γ contains the kinding judgement
τ ∈ ? if τ is the parameter of a template. This states that the parameter of a template is a
type. Also note that the name of the template classier alone is not of the kind ? but of
some kind ? → · · · → ?, depending on the number of type parameters. Additionally,
we give the following type checking rules for templates in Table 3.7. These rules
generalises the conforms-to relation previously dened for collection types only.
Γ ` τ : K → K′ Γ ` τ′ : K → K′ Γ ` τ′′ : K Γ ` τ ≤ τ′
S-IS
Γ ` τ(τ′′) ≤ τ′(τ′′)
Γ ` τ : K → K′ Γ ` τ′ : K Γ ` τ′′ : K Γ ` τ′ ≤ τ′′
S-IS-2
Γ ` τ(τ′) ≤ τ(τ′′)
Table 3.7: Subtyping rules for parametric polymorphism
The rule S-IS states that if a template class τ is a subtype of another template
class τ′, then τ remains a subtype of τ′ for any class τ′′ bound to the parameter. This
rule is always adequate. The rule T-IS-2 states that for any template class τ and
any types τ′ and τ′′ such that τ′ is a subtype of τ′′, then binding τ′ and τ′′ to the type
parameter in τ preserves this relation. Both rules generalise S-C and S-C-2 to
all parameterised classes.
Because rule S-IS-2 generalises rule S-C-2, it is not always safe, for the
same reasons that have been described in Section 3.2.
3.3.4 Bounded Operator Abstraction
While parametric polymorphism in the form of templates is useful in itself, certain
properties still cannot be expressed directly as types but have to be expressed in natural
language. For example, in the OCL standard the collection property sum() of set has
the following specication:
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The addition of all elements in self .8 Elements must be of a type sup-
porting the + operation. The + operation must take one parameter of type
τ and be both associative: (a + b) + c = a + (b + c), and commutative:
a + b = b + a. Integer and Real full this condition.
Formally, the post condition of sum does not type check, because a type checker has no
means to deduce that T indeed implements the property + as specied. The information
can be provided in terms of bounded polymorphism, where the type variable is bounded
by a super type. The properties of + can be specied in an abstract class (or interface),
say Sum, and the following constraints:
context Sum
inv : self .typeOf ().allInstances()→forAll(a, b, c |
a + (b + c) = (a + b) + c)
inv : self .typeOf ().allInstances()→forAll(a, b | a + b = b + a)
(3.2)
In Equation (3.2) the property typeOf () is supposed to return the run-time type
of the object represented by self . It is important to observe that we cannot write
Sum.allInstances, because the type implementing Sum need not provide an implemen-
tation of + which work uniformly on all types implementing Sum. For example, we
can dene + on Real and on Vectors of Reals, but it may not make sense to implement
an addition operation of vectors to real which returns a real. So we do not want to force
the modeller to do this. The purpose of Sum is to specify that a classier provides an
addition which is both associative and commutative.
When Sum is a base class of a classier τ, and we have a collection of instances of τ,
then we also know that the property sum is dened for this classier. So Sum is a lower
bound of the types of τ. Indeed, the signature of Collection :: sum can be specied by
Collection(T ≤ Sum) :: sum() : T , which expresses the requirements on τ.
Syntactically, we express a bounded template using the notation C(τ ≤ ζ), dening
a type of kind Πτ ≤ ζ → ?, provided that ζ is of kind ?. Here the new kind Πτ ≤ ζ
states that τ has to be a subtype of ζ to construct a new type, otherwise, the type is not
well-kinded.
Bounded operator abstraction is highly useful in designing object-oriented programs.
They enable to express assumptions about the interfaces of types, from which the
implementation of the class abstracts using parametric polymorphism, in dening a
bound. Many examples of how to design systems using bounded operator abstrac-
tion have been described in Bertrand Meyers Object-Oriented Software Construc-
tion [98]. This form of bounded operator abstraction has been implemented, for ex-
ample, in the Eiffel programming language [97].
8Recall that OCL views the first operand of an operation as the receiver of a message. Here self represents
the collection, whose elements are to be summed up.
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Observe that abstracted operators are not comparable using the subtype relation, that
is, we have neither
ΛT  OclAny : Collection(T )  ΛT  OclAny : Set(T )
nor
ΛT  OclAny : Set(T )  ΛT  OclAny : Collection(T )
Therefore, no additional rules have to be introduced.
3.3.5 Flattening and Accessing the Run-Time Type of Objects
Quite often it is necessary to obtain the type of an object and compare it. OCL provides
some functions which allow the inspection and manipulation of the run-time type of
objects. To test the type of an object it provides the operations oclIsTypeOf() and
oclIsKindOf(), and to cast or coerce an object to another type it provides oclAsType().
In OCL, we also have the type OclType, of which the values are the names of all
classiers appearing in the contextual class diagrams.9 The provided mechanisms are
not sufficient, as the specication of the atten() operation shows (see [113]):
context Set :: atten() : Set(τ2)
post : result = if self .type.elementType.oclIsKindOf (CollectionType)
then self → iterate(c; a : Set() = Set{} | a→ union(c→ asSet()))
else self
endif
(3.3)
This constraint contains many errors. First, the type variable τ2 is not bound in the
model (see Section 3.3.3 for the meaning of binding), so it is ambiguous whether τ2
is a classier appearing in the model or a type variable. Next, self is an instance
of a collection kind, so the meaning of self.type is actually a shorthand for self →
collect(type), and there is no guarantee that each instance of the collection denes the
property type. Of course, the intended meaning of this sub-expression is to obtain
the element-type of the members of self , but one cannot access the environment of a
variable from OCL. Next, the type of the accumulator in the iterate expression is not
valid, Set requires an argument, denoting the type of the elements of the accumulator
set (one could use τ2 as the argument).
The obvious solution, to allow the type of an expression depending on the type of
other expressions, poses a serious danger: If the language or the type system is too
permissive in what is allowed as a type, we cannot algorithmically decide, whether
9The type OclType will be removed but still occurs in the proposal.
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a constraint is well-typed or not. But decidability is a desirable property of a type-
system. Instead, we propose to treat the atten() operation as a kind of literal, like
iterate is treated. For atten, we introduce the following two rules:
e : C(τ) C ≤ Collection τ ≤ Collection(τ′)
T-F
e→ atten() : C(τ′)
e : C(τ) C ≤ Collection τ  Collection(τ′)
T-NF
e→ atten() : C(τ)
The rule T-F covers the case where we may atten a collection, because its element
type conforms to a collection type with element type τ′. In this case, τ′ is the new
collection type. The rule T-NF covers the case where the collection e does not
contain any other collections. In this case, the result type of atten is the type of
collection e.
These rules encode the following idea: For each collection type we dene an over-
loaded version of atten. As written in Section 3.3.2, we are able to dene the type
of any overloaded operation using a union type. However, using this scheme directly
yields innitary union types, because the number of types for which we have to dene
a atten operation is not bounded. The price for this extension is decidability [10].
The drawback of this extension is that the meaning of the collection cannot be ex-
pressed in OCL, because we have no way to dene τ′ in OCL. The advantage is, that
the decidability of the type system extended in this way is not affected.
3.4 Adequacy and Decidability
In this section, we summarise the most important results concerning the extended type
system. This means that if the type system concludes that an OCL-expression has type
τ, then the result of evaluating the expression yields a value of a type that conforms to
τ. The type system is adequate and decidable. For the (operational) semantics of OCL
we use the one dened in Chapter 2.
Theorem 3.2 (Adequacy). Let Γ be a context, e an OCL expression, and τ a type of
kind ? such that Γ ` e : τ. Then the value of e is either undened or it conforms to τ.
Proof. The proof is by structural induction on the construction of e We only treat some
example cases.
1. Assume e = ` for some literal and e : Real. By the literal axiom of Deni-
tion 2.19 it follows that eval(D, σ,←−σ,Γ)(`) = ` ∈ R for all D, σ,←−σ,Γ.
2. Assume e = if e0 then e1 else e2 endif : τ and the induction hypothesis is true for
e0, e1, and e3. By rule T-C and the induction hypothesis we have e0 : Boolean
and eval(D, σ,←−σ,Γ)(e0) ∈ BJB .
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a) If eval(D, σ,←−σ,Γ)(e0) = true, and, by induction hypothesis Γ ` e1 : T , then
eval(D, σ,←−σ,Γ)(e) = eval(D, σ,←−σ,Γ)(e1), which is a value that conforms
to T .
b) If eval(D, σ,←−σ,Γ)(e0) = false, and, by induction hypothesis Γ ` e2 : T ,
then eval(D, σ,←−σ,Γ)(e) = eval(D, σ,←−σ,Γ)(e2), which is a value that con-
forms to T .
c) If eval(D, σ,←−σ,Γ)(e0) = JB, then eval(D, σ,←−σ,Γ)(e) = JT .
3. Assume e = e0 → iterate(v; a = e1 | e2), and as an induction hypothesis, that
we have Γ ` e0 : Collection(T ), v : T , a : T ′, Γ ` e1 : T ′ and Γ, v : T, a : T ′ `
e2 : T ′. Also, as an induction hypothesis, assume, that eval(D, σ,←−σ,Γ)(e0) ∈
D(Collection(T )) and eval(D, σ,←−σ,Γ)(e1) ∈ D(T ′), and it holds that
λx.λy. eval(D, σ,←−σ,Γ{v 7→ x, a 7→ y})(e2) ∈ D(T → T ′ → T ′) .
Then we distinguish three cases:
a) If eval(D, σ,←−σ,Γ)(e0) is not nite, then eval(D, σ,←−σ,Γ)(e0) = J ′T .
b) If eval(D, σ,←−σ,Γ)(e0) is empty, then
eval(D, σ,←−σ,Γ)(e) = eval(D, σ,←−σ,Γ)(e1) .
c) Else, the induction hypothesis λx.λy. eval(D, σ,←−σ,Γ{v 7→ x, a 7→ y})(e2) ∈
D(T → T ′ → T ′) implies
(λx.λy. eval(D, σ,←−σ,Γ{v 7→ x, a 7→ y})(e2))(x)(y) ∈ D(T ′)
for all x ∈ eval(D, σ,←−σ,Γ)(e0) and y = eval(D, σ,←−σ,Γ)(e1).
The proofs for the other cases have a very similar structure. 
The proof presented here is very similar to the one presented Cengarle and Knapp
in [23], but Cengarle and Knapp use a slightly different type system and a quite different
semantics.
Theorem 3.3 (Decidability of Type Checking). For any context Γ and any OCL ex-
pression e and type τ of kind ?, it is decidable whether Γ ` e : τ.
The proof of this theorem is a consequence of the theorems by Compagnoni [30]
and Steffen [145]. The key components of the proof are: Infer a minimal type T ′ for
e in Γ using a decidable procedure, and check whether Γ ` T ′ ≤ T , which has to be
decidable.
We have used the type inference algorithm of Denition 4.81 in [30], which has
been proved decidable in this paper. For the case of checking subtyping, we point out
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that OCL and UML only allow types of kind ? to be compared. This reduces our type
system to a special case of [30].
Constraints for methods dened in parameterised classes are handled by instantiating
an arbitrary type T for the type variable τ and by adding the axiom T is a subtype of
the lower bound dened in the abstraction.
We do not give the proof of Theorem 3.3 here, because our proof does not provide
any new insight over the proof given by Compagnoni, and her proof is about 50 pages.
Our algorithm is an adaption of [30] and [145] to handle union types. It is simpler,
because we only have a form of bounded operator abstraction, where type abstractions
are not comparable, which simplies the subtyping problem, and polymorphism is
ML-like.
Another result is concerning incompleteness of the type checking procedure. By
this we mean that if e is an OCL expression the type system will not compute the
most precise type of e, but one of its supertypes. The reason for incompleteness is the
following: If e is a constraint whose evaluation does not terminate, its most specic
type is OclVoid. But we cannot decide whether the evaluation of a constraint will
always terminate.
Indeed, the type system presented in this chapter addresses many features of UML
and OCL: multiple inheritance, operator overloading, parameterised classiers, and
bounded operator abstraction. And the type-checking problem is still decidable for this
type system. If we, for example, also add checking for value specications of method
specications of parameterised classes to the type system, the type theory would cor-
respond to the calculus of constructions, which is undecidable, as described by Co-
quand [35]. Such type systems indeed form the theoretical foundation of interactive
theorem provers.
3.5 Related Work and Conclusions
A type system for OCL has been presented by Clark in [25], by Richter and Gogolla
in [135], and by Cengarle and Knapp in [23]. In Section 3.2 we summarised these
results and give a formal basis for our proposal.
A. Schürr has described an extension to the type system of OCL [141], where the
type system is based on set approximations of types. These approximations are indeed
another encoding of intersection and union types. His algorithm does not work with
parameterised types and bounded polymorphism, because the normal forms of types
required for the proof of Theorem 3.3 cannot be expressed as nite set approximations.
We extended OCL’s type system to also include polymorphic specications for OCL
constraints, which is not done by Schürr.
Our type system is a special case of the calculus Fω∧ . This system is analysed in [30],
where a type checking algorithm is given. This calculus is a conservative extension of
Fω≤ . M. Steffen has described a type checking algorithm for Fω≤ with polarity infor-
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mation [145]. Our type system does not allow type abstractions in expressions and
assumes that all type variables are universally quantied in prenex form.
We have presented extensions to the type system for OCL, which admits a larger
class of OCL constraints to be well-typed. Furthermore, we have introduced extensions
to OCL, which allow to write polymorphic constraints.
The use of intersection types simplies the treatment of multiple inheritance. This
extension makes OCL constraints robust to changes in the underlying class diagram, for
example, refactoring by moving common code into a superclass. Intersection types are
therefore very useful for type-checking algorithms for OCL. Union types simplify the
treatment of collection literals, model operator overloading elegantly, and provides un-
named supertypes for collections and objects. Parametric polymorphism as introduced
by UML 2.0’s templates is useful for modelling. We described how polymorphism may
be integrated into OCL’s type system and provided a formal basis in type checking al-
gorithms. Bounded parametric polymorphism is even more useful, because it provides
the linguistic means to specify assumptions on the type of the type parameters.
We have proposed typing rules for certain functions which can not be formally ex-
pressed in OCL. We have shown that this type system is sound, adequate, and decid-
able.
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Formalising UML Models and OCL
Constraints in PVS
The Object Constraint Language (OCL) is not yet widely adopted in industry, because
proper and integrated tool support is lacking. We describe a prototype tool, which
analyses the syntax and semantics of OCL constraints together with a UML model and
translates them into the language of the theorem prover PVS. This denes a formal
semantics for both UML and OCL, and enables the formal verication of systems
modelled in UML. We handle the problematic fact that OCL is based on a three-valued
logic, whereas PVS is only based on a two-valued one.
4.1 Introduction
Today, many tools are available which support developing systems using UML’s no-
tations, ranging from syntactic analysers (Warmer [153]) to simulators (OCLE [32]),
compilers enabling run-time checking of specications (Hussmann, Demuth, and Fin-
ger [68]), model checkers (Latella, Majzik, and Massnik [92] or del Mar Gallardo,
Merino, and Pimentel [47]), and integrations with theorem provers (Aredo [6]). How-
ever, until now no tool integrates verication and validation of UML class diagrams,
state machines, and OCL specications.
In this chapter we describe a compiler that implements a translation of a well-dened
subset of UML diagrams which is sufficient for many applications. This subset consists
of class diagrams which only have associations with a multiplicity of 0 or 1 and no
generic classes, at state-machines (state-machines can always be represented as a at
state machine with the same behaviour, as described by Varro in [150]), and OCL
constraints.
We focus on deductive verication in higher-order logic. This allows the verication
of possibly innite-state systems. Therefore, we describe a translation of a subset of
the UML into the input language of the interactive theorem prover PVS [121]. This
enables the verication of the specication, originally given in OCL, using PVS.
OCL, a three-valued logic, has then to be encoded in PVS, which is based on a
two-valued logic and which only allows total functions. The reason for OCL’s three-
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valuedness is that it uses partial functions and that relations are interpreted as strict
functions into the three truth-values. Furthermore, the additional truth value only oc-
curs by applying a function to a value outside its domain, but it is not represented by a
literal.
The way partial functions of OCL are translated to PVS decides how the three-valued
logic is handled. Our transformation restricts a partial function, as they occur in OCL
specications, to its domain, yielding a total function. Note that because most functions
dened in specications do not include recursive calls, the restricted domain can be
easily computed. Recursive functions, which occur by way of translating recursive
denitions in OCL, have to be modied by the user anyway, because in general we
cannot prove that these denitions are dened for any input.
Then PVS generates proof obligations, so called type consistency constraints (TCC),
which establish the type correctness of a PVS expression, in this case, that the function
is dened for the declared domain, by way of a proof. If this fails, the user can always
correct the generated output or change his constraints.1
This chapter is structured as follows. In Section 4.2 we describe the overall ap-
proaches of embedding a notation into a theorem prover and motivate our choice of
embedding. In Section 4.3 we give a short introduction into the PVS specication lan-
guage. In Section 4.4 we introduce an example used to illustrate how the translator is
working. In Section 4.5 we describe the method used to formalise the input language
in PVS and how our two-valued semantics of OCL is obtained. In Section 4.6 we argue
that the translation is sound. Finally, in Section 4.7 we report on our initial experience
with the described tool, draw conclusions, and report on related work.
4.2 Shallow versus Deep Embedding
If one translates a UML model with its OCL constraints into the logic of a theorem
prover, one has to solve the problem how the different languages of the model have
to be represented in this logic. For each of the languages used in this chapter the rst
question is whether a shallow or a deep embedding of this language is to be used.
For a deep embedding the abstract syntax of the language is represented as a data
type in the logic of the theorem prover and a semantic function interpreting all possible
terms of the language is to be provided.
The advantage of a deep embedding are:
• Meta-theorems of the language can be formulated and veried with the theorem
prover, because the semantics has already been formalised in the logic of the
theorem prover.
1This is most of the time the better solution, because our experience suggest that in this case the specifica-
tion contains an error.
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• The translation into the language of the theorem prover is almost trivial and
very easy to check, because only the abstract syntax tree (already present in the
translator) has to be written in the logic of the theorem prover as an instance of
the data type.
The disadvantage of a deep embedding are:
• Depending on the complexity of the semantics, reasoning can be very complex.
Many properties of the language, which are not expressible in the type system of
the theorem-prover’s logic have to be proved for each specication, for example,
type checking of the embedded program.
• If a language like OCL is to be embedded, part of the derivation rules and de-
cision procedures of the theorem prover may have to be duplicated in the logic
of the theorem prover as a theory, in order to be applicable to the embedded
specication.
In case of shallow embedding the language is directly represented in the logic of
the theorem prover. This requires translating the language into a verication condi-
tion encoding the semantics of the model. If this verication condition implies the
specication, then the model is assumed to satisfy the specication.
The advantages of shallow embedding are:
• It is much simpler to manipulate shallowly-embedded formulae in PVS and one
can use the highly automated rules provided by the theorem prover.
The disadvantages of shallow embedding are:
• The generation of the verication conditions has to be veried. If the translation
is sufficiently simple, such a proof can be established, but in other cases one has
to trust the verication condition generator.
Our translation is based on a hybrid approach. UML state machines and class dia-
grams are embedded deeply into the theorem prover, whereas OCL is embedded shal-
lowly.
The syntax of UML state machines is considerably simpler than its semantics. In
order to trust the embedding of state machines we need to be able to prove some prop-
erties of the semantics required by the standard. Furthermore, instead of dening a sin-
gle semantics for state machines, the standard denes a collection of semantics through
semantic variation points. These variation points are made explicit in the deep embed-
ding, where an instance of the semantics can be obtained by, for example, instantiating
functions for selecting the way events are processed.
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4.3 PVS Language
PVS [121] is a proof assistant, proof checker, and a language for specications in
classical higher-order logic. Higher-order logic is basically a typed lambda-calculus
enriched with the two logical operators (∀x : T )P(x) describing universal quantication
over elements of type T , and implication ( =⇒ ). One base type, boolean, of the
underlying type theory is singled out in order to dene predicates. See, for example,
Leivant [93] for further a more detailed description of higher-order logic. In this section
we describe the essential part of the PVS specication language used by our translator.
As higher-order logic is a typed language, so is PVS. A type is either one of the
elementary types predened by PVS, like boolean or integer, or it is a user-dened
uninterpreted type. For example T :  declares a new uninterpreted type T in PVS.
The declaration T : + declares a uninterpreted type which contains at least one
element. Interpreted types can be dened by enumerating their member, which are
uninterpreted constants of this type, for example: T :  = {a, b, c}.
From the base types new types may be constructed. The most important construc-
tion is a function. Predicates and sets are dened by their characteristic functions, for
example, a set of elements of types T has the type setof :  = [T → bool].
Of similar importance are predicate subtypes. Predicate subtypes allow the deni-
tion of a new type by constraining an existing type using a predicate. The syntax of the
denition of a predicate subtype is: S :  = {x : T | P(x)}. This denition denes
the type S as the subtype of T such that all individuals of S satisfy the predicate P.
Other type declarations we use are structures, which are declared by T :  =
[# f1 : T1, . . . , fn : Tn #], where, for 1 ≤ i ≤ n, the fi are eld names, which are used
later to select values from a structure value, and the T i specify the type of each eld.
For example, if e is some PVS expression whose type is T , then the value of f1 in e is
characterised by the expression e‘ f1.
PVS allows the user to dene new constants using a similar syntax as used for den-
ing types. For example, a new constant which is a predicate is dened by, P(x :
T ) : bool = Q(x). Alternatively, the same predicate can be dened using lambda-
abstractions, for example, P : [T → bool] =  (x : T ) : Q(x). Constants need
not be interpreted, as in the preceding examples. Uninterpreted constants, for example,
arbitrary predicates on T , are introduced by C : [T → bool].
Any predicate P can be used as a type by writing it as (P), which represents the set of
values satisfying the predicate. This is often used in PVS specications: for example,
injective?, which is true if and only if its argument is an injective function, is used as a
type: (injective?[T,T ]) is the type of injective function from T into T .
In PVS all denitions have to be either constants or total functions. This is guaran-
teed by the type system of PVS, where the domain and the range of functions can be
precisely described. For each function application the type checker may generate TCCs
which prove that the arguments are inside the domain of the function. For recursive
function denitions proof obligations are generated to prove termination, which ensure
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that the function is total. For example, OCL’s iterate expression (see Section 2.3) over
a set can be dened in PVS as the following expression explained below:
iterate(s : nite_set[S ], a : T, f : [S ,T → T ]) :  T =
 empty?(s)
 a
  x = choose(s)  iterate(remove(x, s), f (x, a), f )

 s  strict_subset?
(4.1)
If the set to iterate over is empty, then the function returns the accumulator variable
a. Otherwise, an element x of the input set s is chosen using Hilbert’s epsilon func-
tion [15], the iterate expression f is applied to the current accumulator value a and the
chosen element x to produce a new accumulator value, and the iterate function is re-
cursively invoked with the new accumulator value, the iterate expression f , and s \ {x}
(written in PVS as remove(x, s)) as the new set to iterate over. The  deni-
tion states that the argument s has to be measured by the strict subset relation ⊂ and is
used to generate the following proof obligations:
• The values of s are strictly ordered by ⊂ and (2S ,⊂) is a well-founded set.2
• With each recursive step the value of s is decreasing, that is: s \ {x} ⊂ s.
These conditions together imply that iterate is well-dened for all nite sets.
PVS specications are organised into parameterised theories that may contain as-
sumptions, denitions, axioms, and theorems. Such a theory is declared in PVS as, for
example:
statemachine[Attribute, Class, Loc, Ref, Signal: +]: 

. . .
 statemachine
More information about PVS and its language can be found in [138] and in [124].
4.4 Running Example
We use the Sieve of Eratosthenes as a running example. It is modelled using the two
classes Generator and Sieve (see Figure 4.1). Exactly one instance, the root object, of
the class Generator is present in the model. The generator creates an instance of the
Sieve class. Then it sends the new instance natural numbers in increasing order, see
Figure 4.2. The association from Generator to Sieve is called itsSieve.
2In PVS a relation < on a type T is well founded, if ∀P : P ⊆ T =⇒ (∃(y : y ∈ P) =⇒ (∃y : y ∈
P ∧ (∀x : x ∈ P =⇒ ¬x < y))).
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itsSieve
11
itsSieve
e(z: Integer)
Sieve
p: Integer
g: Generator
x: Integer
Figure 4.1: Class diagram of the Sieve example
g0 g1
/x:=x+1
/itsSieve!e(x)
Figure 4.2: State machine of the Generator
Upon creation, each instance of Sieve receives a prime number and stores it in its
attribute p. Then it creates a successor object, called itsSieve, and starts receiving a
sequence of integers i. If p divides i, then this instance does nothing. Otherwise, it
sends i to itsSieve. This behaviour is shown in Figure 4.3.
The safety property we would like to prove is that p is a prime number for each
instance of Sieve; this can be formalised in OCL by:
context Sieve inv : Integer{2..(p − 1)} → forAll(i | p.mod(i) , 0)
This constraint states that the value of the attribute p is not divisible by any number i
between 2 and p − 1. To prove this, we need to establish, that the sequence of integers
received by each instance of Sieve is monotonically increasing.
We have chosen this example, because it is short, but still challenging to verify. It
involves unbounded object creation and asynchronous communication, and therefore
/itsSieve:=new Sieve
s1 s2
e[p.divides(e.z)]
e[not p.divides(e.z)]/
itsSieve!e(e.z)
s0
e/p:=e.z
Figure 4.3: State machine of a Sieve
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SUML File
OCL File
XMI File
OCL Parser
SUML Parser
XMI Parser
Combiner Abstract UML Type Checker
Flattening
Static OCL
PVS Backend
PVS TheoryLowering
Simplifying
Front End Middle End
Figure 4.4: Architecture of the translator
does not have a nite state space. Furthermore, the behaviour of the model depends on
the data sent between objects. Note also that the property we want to prove about the
model is a number-theoretic property, namely, that the numbers generated are primes.
This makes it impossible to show the considered property using automatic techniques
like model checking.
4.5 Definition of the Translator
We dene the translator from a subset of UML dened in this thesis into the input
language of the theorem prover PVS. The restriction is, that we only allow associations
in which an object is associated to at most one other object under the same association
end name. Consequently, we may assume that Lemma 2.12 holds in this chapter.
The architecture of the translator is similar to that of a modern optimising compiler,
using a front end for parsing input les, a middle end for analysing and transform-
ing the parsed program into an equivalent, but optimised one, and a back end, which
transforms the optimised tree into the target language (see the book of Aho, Sethi, and
Ullman on compiler construction for details [4]). Here we describe the analysis and
the transformations necessary for translating a UML model and its OCL requirements
into the PVS language.
Figure 4.4 summarises the architecture of the translator and describes the data ow
between the different parts of the system. The following sections explain each part of
the translator in detail.
4.5.1 Front End
The front end is responsible for parsing the compilation units. The compilation units
consists of les containing OCL constraints and the UML model.
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We use existing modelling tools for creating the UML models. These tools are
supposed to export the model using the Extensible Meta-data Interchange format XMI,
a format specied by the Object Management Group for the exchange of UML models.
This XMI format is available in ve versions [103, 104, 106, 109, 108]; all of them use
XML [157] to encode the model (and its abstract) syntax. All of these formats are
sufficiently different, such that a different parser for each version of XMI is needed.
Another difficulty of the XMI format is that the specications dene an algorithm
for generating an interchange format for a meta-model3. The UML standard denes a
meta-model for UML models which most tools support for their diagram exchange; the
generated XML document is very complex and contains a lot of redundancy. Because
the UML standards are ambiguous, each tool vendor implements its own variant of the
language and claims to implement XMI correctly.
To avoid implementing a parser parsing all versions and variants of XMI, which is a
major engineering task, we have implemented translations from some supported vari-
ants to a language we call SUML (short for Simple UML format) using XSLT [50].
XSLT is a domain-specic language for transforming XML documents into other for-
mats, especially other XML documents.
A SUML document, which is also an XML le, describes all concepts necessary
for the tool’s operation using a precisely specied abstract syntax. Parsing SUML is
considerably simpler than parsing XMI because this format was designed to express a
concept in precisely one way.
The SUML parser identies all constraints present in an XMI or SUML le (unfor-
tunately, many tools do not support embedding OCL into a model, and therefore do not
store constraints in XMI les), and passes these to the OCL parser.
The syntax of OCL constraints supported by the parser is specied in [113]. A
subset of the language is also described in Chapter 2.3.2. The OCL parser is used to
parse constraints from a separate OCL le and from an SUML document into abstract
syntax trees. The tool uses a recursive-descent parser, because OCL’s grammar is in
LL(2), that is, it can be parsed top-down from left-to-right with 2 tokens of look-ahead
and the parser creates a leftmost derivation.
Furthermore, the OCL grammar has been extended to parse a very simple action
language, that is, a language used to specify the actions a state machine performs,
which uses (a subset of) OCL as its expression language, and adds statements for signal
emission, operation calls, conditional actions, loops, and assignments to attributes.
These actions can be used in models to dene the body of methods and to dene the
actions performed in state machines.
The abstract syntax trees generated by the SUML parser (representing class dia-
grams and state machines) and by the OCL parser (representing constraints and other
expressions) are then passed to the combiner, which attaches each constraint to its con-
text. Furthermore, it reports all constraints which do not have a context dened by
3The meta-model is an object-oriented implementation of an abstract syntax. See Section 1.1.
86
4.5 Definition of the Translator
A
inc(x: Integer): Integer
inc2(x: Integer): Integer
a: Integer
C
inc(x: Integer): Integer
c: Integer
B
inc2(x: Integer): Integer
b: Integer
D
m(x: Integer): Integer
d: Integer
Figure 4.5: Example class diagram
a class diagram or a state machine. The result produced by the combiner is a single
abstract syntax tree representing one UML model, which is passed to the middle end.
4.5.2 Middle End
The middle end is responsible for semantic analysis and semantics preserving trans-
formations of the abstract syntax tree generated by the front end. This means, that all
operations and transformations performed by the middle end are transformations of ab-
stract syntax trees. The goal of these transformations are to transform the UML model
into a form where it can be represented as a set of theories in PVS. The middle end is
implemented in four phases: semantic analysis, attening, lowering, and simplifying.
As a second running example, we use the model which consists of the class diagram
in Figure 4.5.
Semantic Analysis
The rst phase of the middle end consists of semantic analysis, and also contains the
type checker. In this phase, the middle-end checks, whether the input model satises
(a subset of) the well-formedness constraints specied in the standard, in particular,
whether all constraints are well typed (as described in Chapter 3), annotates each use
of an element (attribute, operation, and classes) in the syntax tree with its denition,
whether all state machines are well-formed, and whether the class diagrams are well
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formed (as described in Section 2.1). Note that this phase does not change the model or
its semantics, it only annotates the model with information useful during later phases.
Furthermore, the translation may stop with reporting errors if the validation of the
model fails. If validation fails, the tool has detected an inconsistency in the model, for
example, a generalisation relation which is not a partial order, or one of the constraints
is not well-typed.
One of these errors is the occurrence of a call to the function oclIsUndened(). We
have described the semantic issues with this function in Section 2.3.5, where we have
explained that it is impossible to implement such a function. The behavior of this
function, however, could be modeled in PVS. But this implies that the function eval
has to be dened in PVS, which amounts to a deep embedding of OCL into PVS.
Therefore, we have decided to remove the function from our subset of OCL.
Flattening
The second step is to atten the model, that is, remove all uses of late binding from
the model. Each call to a method is translated to a dynamic dispatch table, where the
runtime-type of the callee is queried and the call of the method is statically resolved to
a function. This step is necessary because PVS, as most other theorem provers, does
not support late binding. Since the compiler is generating verication conditions, this
transformation has to be performed by it.
Generating these calls also requires knowledge of the complete class diagram, be-
cause we need to know the overriding denitions of each operation called. If only part
of the class diagram is used in this phase, then the compiler might miss an overriding
denition of a method which this transformation does not take into account. The at-
tened tree would not call the overridden method, as required by the semantics, but one
of the methods in a super-class.
For example, consider the class diagram displayed in Figure 4.5 and the OCL ex-
pression e.inc(2). The value returned by the call to inc depends on the runtime type of
e, because we have a denition of this operation in classes A and C. By attening, this
dependency is made explicit by replacing the expression e.inc(2) with guarded static
calls:
if e.oclIsTypeOf (A) then e.A :: inc(2)
else if e.oclIsTypeOf (B) then e.A :: inc(2)
else e.C :: inc(2) endif endif
Here, the notation C :: inc(2) refers to a static call of inc(2) in class C and A :: inc(2)
to a static call of inc(2) in class A. Finally, if e is an instance of class B, then the
implementation dened in class A is used, because objects of type B inherit the imple-
mentation in class A.
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Lowering
The third step is to rewrite the abstract syntax tree, into one using simpler concepts.
The most important part of lowering is to replace each occurrence of an, now statically
determined, operation call by simpler expressions, provided that the meaning of an
operation is dened using OCL.
An OCL denition can be obtained from a behavioural specication of an operation,
if it is either specied using the pattern:
context c :: m(~v) : T pre : true post : result = e
or, more directly, using the declaration:
context c :: m(~v) : T body : e .
The rst pattern is quite common in the UML and in the OCL standard. If such a pattern
is recognised, then the call to this operation is replaced by the expression e, where each
formal parameter, which also occur in e, is replaced by the expression describing the
actual arguments. This replacement is implemented as follows:
If we encounter a call c :: m(~e) in an OCL expression e′ and we identify a denition
e of c :: m, the call is replaced by
let f (~v) : T = e in f (~e) ,
where f and ~v do not occur in e′. To handle the case of a recursive operation call, we
replace calls to c :: m in e by f , too. Observe that we have to re-introduce recursive
let-denitions into OCL 2.0 [113], which were present in OCL 1.4 [105] but have been
removed for the latest version of the standard.
Note that, after attening, all calls are statically determined, so this transformation
can almost always be performed. The only exception are mutually recursive denitions.
In principle, mutually recursive functions can be obtained using the same mechanism
in OCL, but the PVS specication language does not allow them.
Simplifying
Lowering usually introduces a lot of redundancy into the model, for example, useless
cases in the dynamic dispatch tables and duplication of expressions. The simplifying
pass uses algebraic laws to simplify all expressions. Therefore, the next pass, simpli-
fying, is used to rewrite the model using algebraic simplications.
The important part of this step is to reduce the number of cases which have to be
distinguished for each call of an operation, whose semantics depends on the type of the
callee.
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4.5.3 Back End
The back end transforms an abstract syntax tree, which has been generated by the
middle end, into the PVS specication language. The resulting theory is suitable as
input for the PVS theorem prover.
One obvious shortcoming of the back end is that it cannot provide measure functions
used in the type checker of PVS to verify that each function is computable and well-
dened. The user may review the generated theory and provide these measures by
hand-coding them into the PVS specication.
Class Diagrams
A class diagram is embedded deeply into PVS. In PVS we dene a type Class which
enumerates all classes occurring in the model. For example, the class diagram shown
in Figure 4.1 leads to the denition:
Class : + = {OclAny,OclVoid,OclInvalid,Generator,Sieve} .
Observe that OclAny, OclVoid, and OclInvalid are implicitly dened in the class dia-
gram, as specied by OCL (see Section 2.3.4).
Next we dene a subtype Active, which enumerates all classes occurring in Class
which are active classes. In the sieve example, the classes Generator and Sieve are
active, therefore, we dene:
Active : + = {x : Class | x = Generator ∨ x = Sieve} .
The constant rootClass represents an active class from which the rst object of the
system is instantiated.
rootClass : Active = Generator
Furthermore, the attribute, operation, signal, and reference names of each class are
enumerated as a type. Each name is prexed with the name of the class which denes
it.
Attribute :  = {Generator___x,Sieve___z,Sieve___p, unusedAttribute}
Reference :  = {Sieve___itsSieve,Generator___itsSieve,
Sieve___itsGenerator, unusedReference}
Operation :  = {}
Signal :  = {Sieve___e}
The association of a name to its dening class is done by prexing the name with the
corresponding class name. The translation of the class diagram shown in Figure 4.1 is
presented in Figure 4.6.
As described in Section 2.2, objectstructures are used to interpret a class diagram.
For sake of simplicity, we consider only associations where to each object at most one
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Class: + = { Generator, Sieve }
Active: + = { x: Class | x=Generator OR x=Sieve }
rootClass: (active) = Generator
Attribute: + = { Generator___x, Sieve___z, Sieve___p, unusedAttribute }
Reference: + = { Sieve___itsSieve, Generator___itsSieve,Sieve___itsGenerator,
unusedReference }
Figure 4.6: Translation of the Sieve class diagram
object can be associated. In this case, association end names can be treated as attributes
of objects.
ObjectId : + = nat
null : ObjectId = 0
ObjectIdNotNull : + = {x : ObjectId | x , null}
Object :  = [#class : Class,
aval : [Attribute→ Value],
rval : [Reference→ ObjectId] #]
State :  = [ObjectIdNotNull→ Object]
(4.2)
ObjectId is the type of all object identiers. We dene null as an element of type
ObjectId and dene a subtype ObjectIdNotNull of ObjectId.4 The type Object consists
of a valuation function aval that assigns values to all attribute names, a function rval
that assigns values to all reference names (or association end names), and a eld class
referencing the class of which the object is an instance of. Finally, a (global) state,
or object diagram is dened as a function from ObjectIdNotNull to Object. Observe,
that null does not have an object in this state. Also, whenever an object is accessed,
PVS will generate type consistency constraints which require the user to prove that the
object accessed is not null.
Type checking in the middle-end asserts that all objects only uses attributes dened
for their class, so we assign to the attributes not dened in an object’s class an arbitrary
value. Therefore, we have deliberately simplied the back-end to generate for each
object the attributes occurring in all classes of the model. A value for this attribute is
specied only if the attribute occurs in the full descriptor of the class of the object.
Because PVS only allows total functions, we have an innite number of objects in
the state (it is indeed dened as a function nat → Object). In the semantics, we assign
to each slot in the state, which represents an object which does not exists, an in-
stance of OclInvalid. Using the natural numbers, we can obtain a slot for a new object
by the PVS expression new(s : State) : ObjectIdNotNull = min{a : ObjectIdNotNull |
class(state(a)) = OclInvalid}.
4Using natural numbers as object identifiers (indicated by the PVS type nat) is only a convenience. We
could have left the type ObjectId uninterpreted.
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State Machines
We use a hybrid approach for embedding state machines into PVS, using a deep em-
bedding to represent the structure of the state machine and a shallow embedding of
guards and expressions.
The back-end generates a type for all the locations of the state machines occurring in
the model, prexing it with the name of the class in which the state has been dened.
Because states need not be named in UML and need not be unique for a state machine,
we use an arbitrary number or string, which is dened in the XMI le. Therefore, the
locations of the sieve example are:
Location :  = {Generator____61,Generator____64,Generator____66,
Sieve____25,Sieve____28,Sieve____32,Sieve____33}
Similar to the way active classes are represented, we dene a subtype of Location
containing all initial locations:
Initial :  = {` : Location | ` = Sieve____25 ∨ ` = Generator____61}
Transitions are embedded deeply, but parts of it use a shallow embedding. A transi-
tion is dened by the class of the state machine, a source location, a target location, a
trigger, a guard, which is any PVS function mapping a global state into the booleans,
and a list of actions dened in the action language. The type of a transition is:
Transition :  = [#class : Class, source : Location, target : Location,
trigger : Event, guard : [State→ bool], action : List[Action], #]
Next, we dene all transitions occurring in the state machine as constants of type
Transition. Again, the names are chosen using the XMI representation, such that they
are unique for the complete PVS theory. For example, the transition from state_1 to
state_1 sending an integer to the next object, as shown in Figure 4.2, is translated to:
t28 : Transition = (#source := Sieve____28,
trigger := signalEvent(Sieve___e,Sieve___z),
guard := λ(val : State) : (¬divides((val‘aval(Sieve___p)),
(val‘aval(Sieve___z)))),
actions := (cons((emitSignal(Sieve___itsSieve,Sieve___e,
λ(val : State) : (val‘aval(Sieve___z))))), null),
target := Sieve____28,
class := Sieve #)
Finally, the translator denes a set of all transitions occurring in the model. The
result of this enumeration of transitions is shown in Figure 4.7.
The semantics of the translated state machines is given in terms of sets of compu-
tations using a PVS theory provided by Hooman and van der Zwaag and described
in [67].
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Location: + = { Generator____61, Generator____64, Generator____66,
Sieve____25, Sieve____28, Sieve____32, Sieve____33 }
Initial:={l: Location | l = Sieve____25 OR l = Generator____61 }
...
t28: Transition = (#
source := Sieve____28,
trigger := signalEvent(Sieve___e, Sieve___z),
guard := (LAMBDA (val: Valuation):
(NOT divides((val‘aval(Sieve___p)), (val‘aval(Sieve___z))))),
actions := (cons((emitSignal(Sieve___itsSieve,
Sieve___e, (LAMBDA (val: Valuation): (val‘aval(Sieve___z))))), null)),
target := Sieve____28,
class := Sieve
#);
...
transitions: setof[Transition] = { t: Transition | t = t9 OR t = t11 OR
t = t13 OR t = t25 OR t = t28 OR t = t32 OR t = t34 OR t = t37 }
Figure 4.7: Translation of the Generator state machine
93
Chapter 4 Formalising UML Models and OCL Constraints in PVS
OCL
Finally, we have to generate a specication for OCL expressions and actions. This
involves embedding the three-valued logic of OCL (see Section 2.3.5) into the two-
valued logic of PVS .
For this embedding, we use the fact that the OCL standard requires that all con-
straints have to be true for a well-formed model. Because we are interested in verifying
the correctness of a model with respect to its specication, we actually have to prove
that all OCL constraints are true, that is, neither false nor undened. If an expression
evaluates to undened, then the constraint containing it should not be provable.
We do this by using a shallow embedding, such that all constraints that evaluate to
true also evaluate to true in PVS and all constraints which evaluate to false also evaluate
to false in PVS. The translation was dened in a way that constraints which evaluate to
undened (J) using the evaluation function dened in Denition 2.19 lead to unprov-
able type consistency constraints. Consequently, models containing constraints with
subexpressions that evaluate to undened are not provable in PVS.
1. We do not need to require that each function is strict in its arguments. Instead, we
use the requirement that each function application yields a well-dened value.
PVS implements this requirement by generating type consistency constraints au-
tomatically, in order to require a proof that each argument supplied is in the do-
main of the function and that recursively dened functions always have a dened
value for each of its arguments.
2. We do not have to redene the core logic, for example, the and and implies func-
tions, to properly dene the functions described in Table 2.2, in PVS. This entails
the development of specialised strategies to automate reasoning in a three-valued
logic. Using our approach we benet from PVS’s high degree of automation.
3. We removed the function oclIsUndened from OCL, that is, the tool does not
translate models which contain constraints using this function. For this function
we were not able to give a denition without implementing a deep embedding
and we want to avoid a deep embedding. This requires that the user rewrites
the constraints in such a way that he does not need to use oclIsUndened. This
can be done by identifying the condition ϕ under which constraint ψ may be
undened and writing a corresponding constraint ¬ϕ ∧ ψ, if one expects the
constraint to be false if it is undened, or ¬ϕ =⇒ ψ if he does not care about
these undened cases.
Primitive functions. Some primitive functions used in OCL are partial functions
which may result in undened, for example, division if the dividend is zero. In [20]
Brucker and Wolff have extended the partial functions to total functions by explic-
itly introducing undened and formalising the underlying three-valued logic. This
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approach is a deep embedding, which enabled them to prove certain meta-theoretic
properties about different embeddings in OCL. The main drawback for verifying a
concrete system is that by reasoning in a three-valued logic one loses PVS’s high de-
gree of automation. The main reason is, that for OCL the law of the excluded middle
(` p ∨ ¬p) and the axiom ` p =⇒ p do not hold. However, in PVS it is assumed that
these axioms always hold in its strategies.
Instead, we restrict each partial function to its domain making it a total function.
This requires formalising the domains of each primitive function dened in OCL. Most
functions of the OCL standard library already have an equivalent denition in PVS, for
example, the arithmetic functions. We have dened a library of total functions which
are not provided by PVS.
A consequence of this encoding is, that whenever an expression in OCL may evalu-
ate to undened, the corresponding expression in PVS has an unprovable type consis-
tency constraint. Conversely, if all type consistency constraints of the translated PVS
expression are provable, the original OCL expression never evaluates to undened!
Null references. OCL allows user-dened functions in expressions, which are ei-
ther introduced using a let construct or by using an operation that has been declared
side-effect free. Such functions have to be represented in PVS. We can dene such a
denition if the meaning of the function is given as an OCL expression or if its seman-
tics has been dened using PVS expressions.
The signature of such a function is obtained from the type denitions computed
from the class hierarchy. All instances in a model are identied by a value of the type
OclAny, which is represented in PVS by the type ObjectId. This type contains a special
object null which represents the non-existing object. We rene these types to reect the
class hierarchy using predicate subtypes. First the back-end generates a partial order
 which encodes the generalisation hierarchy of the class diagram. For the Sieve
example, this predicate is:
 : (partial_order?[Class]) = λ(x, y : Class) :
(x = y) ∨ (x = Generator ∧ y = OclAny) ∨ (x = Sieve ∧ y = OclAny) .
Then for each class C dened in the class diagram a predicate subtype
CIdNotNull = {x : ObjectIdNotNull | x‘class  C} .
is dened. This encodes the usual the subsumption property that if a class C is a
subclass of D, then each instance of C is also an instance of D. Because parameters
may be null, we dene
CId = {x : ObjectId | x = null ∨ x‘class  C} .
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The signature of a user-dened method C :: m(v1 : T1, v2 : T2, . . . , vn : Tn) : T will be
dened as:
C___m : [CIdNotNull,T1Id,T2Id, . . . ,TnId→ T Id]
and a corresponding function encoding the semantics of the OCL function as dened
below.
Undened values, which occur, for example, by accessing attributes of null or array
members outside of the bounds of the array, or retyping (downward-casting) an object
to a subtype of its real type, are avoided by the formalisation of signatures. For ex-
ample, requiring that the rst parameter of a PVS function, which is used for the self
reference, is non-null causes the proof checker to generate a TCC, which establishes
that the value of self is never Null. Furthermore, type checking guarantees that for
every object the value of each of its attributes is dened. This property is maintained
by the behavioural semantics.
Recursion. The formal semantics of OCL is concerned with executing OCL con-
straints. Consequently, the value of an recursive function is undened, if its evaluation
is diverging. These problems do not occur in PVS, because it is not possible to dene
a diverging recursive function in PVS. For each recursive function denition a ranking
function has to be supplied, which is used in a termination proof. We translate recursive
functions of OCL to recursive functions in PVS directly and ask the user to supply a
suitable ranking function in the PVS output, because it is not possible to automatically
compute such a function.
Example 4.1. In OCL one might dene Fibonacci’s function recursively as:
context Integer :: b() : Integer
pre : self ≥ 0
body : if self > 1 then (self − 2).b() + (self − 1).b() else 1 endif
Assuming that Integer is not sub-classed, this expression is translated to PVS as:
Integer___b(self : int | x ≥ 0) :  int =
 self > 1  Integer___b(self − 2) + Integer___b(self − 1)  1 
 . . .
The measure function is not generated, because it cannot be generally computed auto-
matically. 
As an alternative we propose to add a ranking function on the level of OCL, for
example, using a stereotype rank mapping the arguments of the recursive functions
into the non-negative integers.
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Example 4.2. Extending the denition of Fibonacci’s function with a rank we obtain:
context Integer :: b() : Integer
pre : self ≥ 0
body : if self > 1 then (self − 2).b() + (self − 1).b() else 1 endif
rank : self
Now this expression is translated to PVS as:
Integer___b(self : int | x ≥ 0) :  int =
 self > 1  Integer___b(self − 2) + Integer___b(self − 1)  1 
 self
In this case a number of type consistency constrains are generated which establish
that the expression is well-typed and that the function is totally dened. For example,
one of the termination constraints, which establishes that the rank is decreasing, is:
self > 1 =⇒ self − 2 < self. 
Denition of the Translation. Having given an overview of the central ideas of the
translation, we formally dene the translation function trans in this section and com-
ment on each decision.
Denition 4.1 (Translation of Types). The translation of types is dened by:
1. trans(Boolean) def= bool
2. trans(Integer) def= int
3. trans(Real) def= real
4. trans(Bag(T )) def= nite_bag[trans(T )]
5. trans(Set(T )) def= nite_set[trans(T )]
6. trans(Sequence(T )) def= nseq[trans(T )]
7. trans(C) def= CId ♦
Denition 4.2 (Translation of Expressions). LetV be a set of names we call variables.
Let D be a class diagram. In the following, state and prestate are two free variables.
The resulting PVS expression will then be bound by lambda abstractions to obtain a
function on actions to booleans.
1. trans(true) = true, trans(false) = false, and trans(null) = null.
2. For each number n dene trans(n) = n.
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3. For collection expressions, we show the case of representing a sequence, the
other collections are analogous: Let e1, e2, . . . , en be a list of OCL expressions,
which may be empty. Then
trans(Sequence{e1, e2, . . . , en}) = cons(trans(e1), trans(Sequence{e2, . . . , en}))
and
trans(Sequence{}) = null .
For a range expression e..e′ dene trans(e..e′) = range(T (e),T (e′)), where range
is dened in a library as:
range(x : int, y : int) :  list[int] =
 x < y
 cons(x, range(x + 1, y))
 null

 y − x
4. For any variable v ∈ V dene trans(v) = v.
5. For conditional expressions dene
trans(if t then t1 else t2 endif) =
 trans(t)  trans(t1)  trans(t2)  .
6. For let-expressions dene
trans(let v0(~v0) : T0 = t0, . . . , vn(~vn) : Tn = tn in t) =
 trans(v0)(trans(~v0)) : trans(T0) = trans(t0),
. . .
trans(vn)(trans(~vn)) : trans(Tn) = trans(tn)
 trans(t) .
7. For attribute call expressions dene
trans(t.a) = state(trans(t))‘aval(pvsattrname(t, a)) ,
where pvsattrname obtains the type of t deduced by the type checker, looks up the
class in which a has been dened and returns the name dened for this attribute
in the PVS formalisation of PVS, as described above. Recall, that the member
aval of the structure of type Object refers to the valuation of an objects attribute.
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8. For previous attribute call expressions dene
trans(t.a@pre) = prestate(trans(t))‘aval(pvsattrname(t, a)) .
9. For operation call expressions, where the type of t0 is not a collection type, dene
trans(t0.m(t1, t2, . . . , tn)) =
pvsopername(t0,m)(trans(t0), trans(t1), trans(t2), . . . , trans(tn)) ,
where pvsopername(t0,m) expands to the name of a function dened in the PVS
library or computed from the model, which implements the semantics of m in
PVS.5
For operation call expressions, where the type of t0 is of type sequence, dene:
trans(t0.m(t1, t2, . . . , tn)) = map(trans(t0),
 x : pvsopername(t0,m)(x, trans(t1), trans(t2), . . . , trans(tn))) .
The other collection types use analogous denitions.
10. For collection property call expressions dene:
trans(t0 → m(t1, t2, . . . , tn)) =
pvsopername(t0,m)(trans(t0), trans(t1), trans(t2), . . . , trans(tn)) ,
where pvsopername(t0,m) expands to the name of a function dened in the PVS
library dening the semantics of the call.
11. For an iterate expressions dene
trans(t0 → iterate(v0 : T0; a : T = t | tn)) =
iterate(trans(t0), trans(t),
 (v0 : trans(T0), a : trans(T )) : trans(tn))
For quantication expressions, however, we dene:
a) trans(t0 → forAll(v0 : T0 | tn)) =  (v0 : (trans(t0))) : trans(tn)
b) trans(t0 → exists(v0 : T0 | tn)) =  (v0 : (trans(t0))) : trans(tn)
5The definition of pvsopername(t,m) for operations and types defined in the OCL standard library is de-
scribed in Appendix B.
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12. For a atten expression dene
trans(t → atten()) = atten(trans(t)) ,
if the type of t is a collection of collections, and, otherwise, dene:
trans(t → atten()) = trans(t) .
13. For all instances of T expressions dene
trans(T.allInstances()) = {x : ObjectIdNotNull | state(x)‘class = trans(T )}
if T is an object type, and
trans(T.allInstances()) = {x : trans(T ) | T} ,
otherwise. For the @pre modied expression, replace state with prestate in the
above translations. ♦
Looking at the denition of the translation function, it becomes apparent that the
generated PVS functions have a structure very similar to the original OCL constraint,
while the generated PVS specication does not embed a three-valued logic. The ad-
vantage of this approach is that proofs of the verication conditions are easier to nd.
4.6 Soundness of the Translation
We establish the soundness of our translation. By soundness we mean that for all OCL
constraint ϕ, if their translation is provable, then it evaluates to true in any model. For
the proofs in this section, we assume the following:
Assumption 4.3. The logic used by PVS and its implementation is sound.
The logic used by PVS is well-understood and sound (see Owre and Shankar [123]
for references). Whether the implementation and the oracles, that is, automatic de-
cision procedures like model checkers, used by PVS are sound is unknown, because
the PVS system has not yet been formally veried. Therefore we have to assume the
soundness of the system.
The rst step of the soundness proof is relating the carriers of types, described by a
function D : T → Uω, in OCL, as dened in Denition 2.18, to their translated types
in PVS, as obtained by Denition 4.1. The carriers of the translated types in PVS are
obtained from the carriers of the original types in OCL by removing the valuesJ from
the carriers in OCL , as expressed by the following proposition:
Proposition 4.4. For the translation of types the following properties hold:
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1. DOCL(Boolean) \ {JB} = DPVS(bool).
2. DOCL(Integer) \ {JR} = DPVS(int).
3. DOCL(Real) \ {JR} = DPVS(real).
4. For all types τ it holds DOCL(Bag(τ)) \ {JND(τ) } = DPVS(nite_bag[trans(τ)]).
5. For all types τ it holds DOCL(Set(τ)) \ {J2D(τ) } = DPVS(nite_set[trans(τ)]).
6. For all types τ it holds DOCL(Sequence(τ)) \ {JD(τ)N } = DPVS(nseq[trans(τ)]).
7. For all object types τ it holds: DOCL(τ) \ {JO} = DPVS(τId). Recall that object
types are of kind ?.
Proof. The proof is by induction on the construction of types. 
From now on we do not distinguish the carriers of types of OCL from the ones of
PVS, because they have the same semantics, only the names of the types differ.
Knowing that the carriers of the types agree in PVS and OCL we lift this property
to the formalisation of object diagrams, as dened in Denition 2.10, in PVS, which is
dened in Equation (4.2). This is expressed in the next lemma.
Lemma 4.5. For all object diagrams σ ∈ Σ there exists a v ∈ D(State) such that there
exists an isomorphism between v and σ, written v ' σ.6
Proof. Let Σ be the set of all object diagrams and σ = 〈τ, ξ, J·K〉 ∈ Σ an object diagram.
By denition of O as a countable enumerable set, we nd a bijective function fO
between O and N such that fO(null) = 0.
Let o be an object. An object state is dened in PVS as: (# class := τ(o), aval :=
ξ(o), rval := λe : ιx : o e_ x #) (recall, that in the setting of this chapter encoding asso-
ciations as attributes named by the association end names is justied by Lemma 2.12).
For each object identier o which is not dened in τ dene the object state in PVS by
(# class := OclInvalid, aval := λn : 0, rval := λn : null #). We say that an object state
ω is of the same form as its object o in PVS, written ω ' o, if the one can be obtained
from the other using the above construction.
Finally, dene the instance s of State by point-wise extension, such that for all o ∈ O
we have s( fO(o)) ' σ(o). 
Next, we consider the valuation of freely occurring local variables. Assume that
the translation of a well-typed OCL formula is well-typed. Then the translation of
variables in Denition 4.2, Item 4 indicates that we may use the local valuations η,
which interpret the OCL constraint, for interpreting the translated formula in PVS, too.
6See Equation (4.2) for the definition of State.
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In PVS we do not have a value for undened. One only has a proof of a property if
all TCCs generated for a theory have been proved. Only if these type consistency con-
straints have been proved, a theory in PVS is considered well-typed. Consequently, we
have to prove, that if a term is well-typed in PVS, then the value of the corresponding
OCL constraint is not undened. This is established by the following lemma:
Lemma 4.6. Let ϕ be a well-typed OCL constraint such that trans(ϕ) is well-typed
in PVS, which implies that all type consistency constraints are provable. Then for
all ←−σ,σ and valuation η of the local variables the equation eval(D,←−σ,σ, η)(ϕ) =
Jtrans(ϕ)Kη holds.
Proof. Let ϕ be an OCL constraint. The proof is by structural induction on the con-
struction of ϕ, showing that for each application of eval(D,←−σ,σ, η) there is a corre-
sponding step in PVS.
Let←−s and s be states in PVS such that←−s ' ←−σ and s ' σ, where ' is dened as in
the proof of Lemma 4.5.
1. If trans(ϕ) = , then ϕ = true, and consequently eval(D,←−σ,σ, η)(true) =
JK = true.
If trans(ϕ) = , then ϕ = false, and consequently eval(D,←−σ,σ, η)(false) =
JK = false.
If trans(ϕ) = , then ϕ = null, and, as a consequence, eval(D,←−σ,σ, η)(null) =
JK = 0.
2. For numeric literals ` it holds that trans(`) = `, and, as a consequence, in all
environments η eval(D,←−σ,σ, η)(`) = J`K holds.
3. Let e1, e2, . . . , en be a list of OCL expressions, which may be empty (in which
case n = 0), such that eval(D,←−σ,σ, η)(ei) = Jtrans(ei)Kη holds for all 1 ≤ i ≤ n
as an induction hypothesis. We prove the case of Sequence{e1, e2, . . . , en} by
induction on i.
For empty sequences, which satisfy i = 0, trans(Sequence{}) = null holds and
both eval(D,←−σ,σ, η)(Sequence{}) and JnullK result in the empty sequence.
For singleton sequences, which satisfy i = 1,
trans(Sequence{e1}) = cons(trans(e1), null)
holds and, by induction hypothesis eval(D,←−σ,σ, η)(e1) = Jtrans(e1)Kη, we con-
clude that
eval(D,←−σ,σ, η)(Sequence{e1}) = Jcons(trans(e1), null)Kη .
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Finally, assume i > 1 and, as additional induction hypothesis:
eval(D,←−σ,σ, η)(Sequence{e1, e2, . . . , ei−1}) =
Jtrans(Sequence{e1, e2, . . . , ei−1})Kη . (4.3)
By observing that
eval(D,←−σ,σ, η)(Sequence{e1, e2, . . . , ei}) =
eval(D,←−σ,σ, η)(Sequence{e1, e2, . . . , ei−1} → append(ei))
and by using the semantics of the append method, we conclude
eval(D,←−σ,σ, η)(Sequence{e1, e2, . . . , ei}) =
eval(D,←−σ,σ, η)(Sequence{e1, e2, . . . , ei−1}) · eval(D,←−σ,σ, η)(ei) .
Next, we use the fact, that cons describes · in PVS, such that
Jtrans(Sequence{e1, e2, . . . , ei})Kη =
Jtrans(Sequence{e1, e2, . . . , ei−1} → append(ei))Kη
Using the induction hypothesis (4.3) and eval(D,←−σ,σ, η)(ei) = Jtrans(ei)Kη we
conclude that for all 0 ≤ i ≤ n we have
eval(D,←−σ,σ, η)(Sequence{e1, e2, . . . , ei}) = Jtrans(Sequence{e1, e2, . . . , ei})Kη ,
which, for the case i = n establishes the claim for this case.
It remains, that eval(D,←−σ,σ, η)(e..e′) = Jtrans(e..e′)Kη holds for range expres-
sions e..e′. This follows the proof of this case applied to Denition 2.19, Item 3c,
and Denition 4.2.
4. If v is a variable expression, then trans(v) = v, and, as a consequence:
eval(D,←−σ,σ, η)(v) = η(v) = JvKη .
5. Let t′, t′′, t′′′ be OCL expressions and t = if t′ then t′′ else t′′′endif.
By Denition 2.19, Item 5 we have:
trans(t) =  trans(t′)  trans(t′′)  trans(t′′′)  .
Then trans(t) is, by assumption, well typed, trans(t′) has type bool and trans(t′′)
and trans(t′′′) are expressions of the same type in PVS, say τ.
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Because trans(t) is well-typed in PVS, we may conclude from the induction
hypothesis:
eval(D,←−σ,σ, η)(t′) = Jtrans(t′)Kη .
If Jtrans(t′)Kη = true, then Jtrans(t)Kη = Jtrans(t′′)Kη by the semantics of PVS.
From the induction hypothesis we then derive:
eval(D,←−σ,σ, η)(t′′) = Jtrans(t′′)Kη .
If Jtrans(t′)Kη = false, then Jtrans(t)Kη = Jtrans(t′′′)Kη by the semantics of PVS.
From the induction hypothesis we then derive:
eval(D,←−σ,σ, η)(t′′′) = Jtrans(t′′′)Kη .
Note, that because trans(t′) is well-typed in PVS, we may conclude from the
induction hypothesis: eval(D,←−σ,σ, η)(t′) , JB.
Therefore, in any case we conclude:
eval(D,←−σ,σ, η)(if t′ then t′′ else t′′′ endif) =
J trans(t′)  trans(t′′)  trans(t′′′) Kη .
6. Let t, t0, . . . , tn are OCL expressions, v0, . . . , vn variable names, and ~v0, . . . ,~vn
lists of variable declarations (of the form v : T , where v is a variable name and
T is a type), and T0, . . . ,Tn type names. By observing that the OCL evaluation
function implements an environment-based, applicative order, and left-to-right
evaluating abstract machine for a typed lambda, and the fact that let and 
have the same reduction semantics, we can conclude:
Jtrans(let v0(~v0) : T0 = t0, . . . , vn(~vn) : Tn = tn in t)Kη =
J v0(~v0) : T0 = t0, . . . , vn(~vn) : Tn = tn  tKη =
eval(D,←−σ,σ, η)(let v0(~v0) : T0 = t0, . . . , vn(~vn) : Tn = tn in t) .
7. a) Let a be an attribute name, t be an OCL expression, and, as an induction
hypothesis, we assume eval(D,←−σ,σ, η)(t) = Jtrans(t)Kη. By assumption,
trans(t.a) is well typed in PVS, which implies Jtrans(t)Kη , null. As a con-
sequence Jtrans(t.a)Kη is not undened. Then we have by Denition 2.19:
eval(D,←−σ,σ, η)(t.a) = ξ(eval(D,←−σ,σ, η)(t))(a)
and by Denition 4.2 we have:
trans(t.a) = state(trans(t))‘aval(pvsattrname(t, a)) .
Using Lemma 4.5 we conclude:
eval(D,←−σ,σ, η)(t.a) = Jtrans(t.a)Kη .
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b) For navigation expressions t.e, where t evaluates to an object identity, as-
sume as induction hypothesis, that eval(D,←−σ,σ, η)(t) = Jtrans(t)Kη. Then
we have by Denition 2.19 and using Lemma 2.12:
eval(D,←−σ,σ, η)(t.e) = ιx : (eval(D,←−σ,σ, η)(t)) e_ x
and by Denition 4.2 we have:
trans(t.e) = state(trans(t))‘rval(pvsattrname(t, e)) .
Using Lemma 4.5 we conclude:
eval(D,←−σ,σ, η)(t.e) = Jtrans(t.e)Kη .
8. For expressions of the form t.v@pre the proof is similar to Case 7.
9. Let m be an operation name and t0, t1, . . . , tn be a sequence of OCL expressions
such that, as induction hypothesis, we have eval(D,←−σ,σ, η)(ti) = Jtrans(ti)Kη
for all 0 ≤ i ≤ n. Furthermore, assume that trans(t0.m(t1, . . . , tn) is well-typed
in PVS. This implies, that Jtrans(t0)Kη , null. Furthermore, because all type-
checking constraints are provable, which implies that in PVS the expression
trans(m)(trans(t0), trans(t1), . . . , trans(tn)) is not undened for all interpretations
of m. Consequently:
eval(D,←−σ,σ, η)(t0.m(t1, . . . , tn) , J
for any undened value J .
Note, that proving eval(D,←−σ,σ, η)(t0.m(t1, . . . , tn)) = Jtrans(t0.m(t1, . . . , tn))Kη
has to be done for each operation dened in the model and its translation in PVS
individually. The proof obligation is that the interpretation of m in OCL agrees
with its translation in PVS and that the translation is type consistent if and only
if the interpretation of m in OCL is not undened. As an example, we show the
case of integer division /.
The semantics of the operator / and its translation trans(/) = / agree on real
numbers. We have to prove that in t0./(t1) it holds: eval(D,←−σ,σ, η)(t1) , 0.
Since trans(t0./(t1)) = trans(t0)/trans(t1)) is well typed in PVS, there exists a
proof of Jtrans(t1)Kη , 0. From the induction hypothesis eval(D,←−σ,σ, η)(t1) =
Jtrans(t1)Kη we infer eval(D,←−σ,σ, η)(t1) , 0. Ergo, eval(D,←−σ,σ, η)(t0./(t1)) =
Jtrans(t0/t1)Kη holds.
10. The proof for the case of collection property call expressions is analogous to the
case of operation property call expressions (Item 9).
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11. If there are OCL expressions t0, t, and tn, types T and T0, and variables v0 and a
such that ϕ = t0 → iterate(v0 : T0; a : T = t | tn) and
trans(t0 → iterate(v0 : T0; a : T = t | tn)) =
iterate(trans(t0), trans(t),  (v0 : trans(T0), a : trans(T )) :
trans(tn)) ,
then, using the assumption that the translation is well-typed, it holds, that
a) trans(t0) is well typed, and by denition of iterate, see Equation (4.1), a
nite collection.
b) trans(t) is well typed, therefore its value is in D(trans(T )) = D(T ).
c)  (v0 : trans(T0), a : trans(T )) : trans(tn)) is well typed, therefore its
value is in D(trans(T ′) → trans(T ) → trans(T )). As a consequence of the
induction hypothesis λx.λy. eval(D,←−σ,σ, E{v0 7→ x, a 7→ y)(ϕ′) ∈ D(T ′ →
T → T ).
Consequently, trans(ϕ) ∈ D(T ).
12. Let t be an OCL expression such that eval(D,←−σ,σ, η)(t) = Jtrans(t)Kη holds
as induction hypothesis. Using an induction over the denition of atten, see
Item 12 of Denition 2.19, and atten, see Denition 4.2, we conclude
eval(D,←−σ,σ, η)(t → atten()) = Jtrans(t → atten())Kη .
13. For all OCL type expressions T the propositions
eval(D,←−σ,σ, η)(T.allInstances()) = Jtrans(T.allInstances())Kη
and
eval(D,←−σ,σ, η)(T.allInstances@pre()) = Jtrans(T.allInstances@pre())Kη
are a direct consequence of the Denition 2.19 and Lemma 4.5.
In any case, the claim holds. 
We now have the tools to prove the next lemma, which strengthens the property
formulated in Lemma 4.6. The preceding lemma states, that if the translation of a
constraint is well-typed in PVS, then the constraint has the same value as the translation
in PVS. Next, we show that, if a constraint is well-typed in OCL and its value is not
undened, then it has the same value as its translation to PVS.
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Corollary 4.7. Let D be a class diagram and σ and←−σ be two object diagrams forming
an action. Then all OCL expressions t such that eval(D,←−σ,σ, )(t) , J holds satisfy
eval(D,←−σ,σ, )(t) = Jtrans(t)K.
Remark 4.1. It is important to observe that Corollary 4.7 does not state anything about
the provability of the type correctness constraints in PVS. There is indeed no guaran-
tee that all true type correctness constraint have a proof, because the logic of PVS is
incomplete in standard models.
Next, we are going to establish the rst soundness result:
Theorem 4.8. Let t be an OCL constraint such that for all object diagrams ←−σ,σ
forming an action such that eval(D,←−σ,σ, )(t) , J holds. Then ` trans(t) implies
eval(D,←−σ,σ, )(t) = true.
Proof. Using Assumption 4.3 we conclude from ` trans(t), that trans(t) evaluates to
true. Using Lemma 4.7 we conclude eval(D,←−σ,σ, )(t) = true. 
Observe that the assumption eval(D,←−σ,σ, )(ϕ) , J is crucial in Theorem 4.8. This
assumption mainly excludes constraints like the one of Example 4.3, whose value is
undened in OCL, but true in PVS.
Example 4.3. Consider the constraint Integer.allInstances() → forAll(true). We have
that the following holds: trans(Integer.allInstances() → forAll(true)) = ∀(x : int) :
. This constraint is provable in PVS:
` ∀(x : int) :  x′ : int
Skolem

On the other hand, we have eval(D,←−σ,σ, )(Integer.allInstances()→ forAll(true) = J
for all class diagrams D and all object diagrams ←−σ,σ, because the set of integers,
described as Integer.allInstances() in OCL, is an innite set. 
The previous example demonstrates that the denition of quantiers in OCL is ni-
tary, while PVS does not have this limitation. In practise, the interpretation of quanti-
ers in PVS is preferable, because it allows to quantify over, for example, all integers.
Theorem 4.9. Let ϕ be an OCL constraint such that ` trans(ϕ). Then for all object
diagrams←−σ,σ we have eval(D,←−σ,σ, )(ϕ) ∈ {true,J}.
Proof. Assume eval(D,←−σ,σ, )(ϕ) = false. Then Jtrans(ϕ)K = false by Corollary 4.7.
Assuming the soundness of PVS and the fact ` trans(ϕ), we also have Jtrans(ϕ)K =
true, which is a contradiction. Therefore eval(D,←−σ,σ, )(ϕ) , false. 
By Example 4.3 we already know of constraints which result in undened in OCL.
However, only the choice of translating forAll and exists to their respective quantiers
cause this problem.
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4.7 Summary and Conclusion
The formalism and the methods described in this chapter have been implemented in a
prototype compiler. We have tested it by, for example, verifying the object-oriented
version of the Sieve of Eratosthenes described in Section 4.4. A trace-based proof is
described in Chapter 6. Another proof using the compiler, which also establishes the
liveness property that every prime will eventually be generated, has been established
by Tamarah Arons using TL-PVS [129].
The complexity of the transition relation generated by our compiler proved to be
challenging. It appears that this complexity is inherent to the UML semantics. The
most difficult part is reasoning about messages in queues. The concept of messages
preceding one another, crucial for the sieve, is difficult to work with for purely tech-
nical reasons. The proof of the sieve depends on the facts that no signals are ever
discarded and that signals are taken from the queue in a rst-in-rst-out order. These
two properties have to be specied in PVS as invariants and proved separately.7 If one
of the two properties does not hold, then the sieve does not satisfy its specication.
The run-time of the translator is usually less than a minute. The runtime is dominated
by the time required to prove the model correct in PVS in any case. The coarse level
of specications in OCL and the expressive power of OCL is not sufficient to automate
the whole verication process. For the proofs, annotations of the states of a state
machine expressing invariants are highly useful, because these have to be formulated
as intermediate steps in the current proof. This extension entails some changes of the
semantic representation, as the proof method resulting from this is more similar to
Floyd’s inductive assertion networks (see [45] for references) as implemented in [43].
The work reported by Traore [148] denes a formalisation of UML state machines
in PVS, which has been implemented in the PrUDE program. This program also im-
plements a translation of state machines into PVS, but the semantics of state machines
used by Traore differs from ours. This program also lacks the translation of OCL con-
straints to PVS.
The USE tool, described in, among others, the thesis of Mark Richters [133], imple-
ments an interpreter of OCL for run-time checking. USE only implements a way for
testing OCL constraints, but not for verifying them using a theorem prover.
Brucker and Wolff describe a formalisation of OCL in Isabelle/HOL [101], another
theorem prover for higher order logic [19, 20]. Contrary to our approach, they have ex-
tended partial functions to extended total functions by introducing an undened value.
This entailed the extension of the logic used in Isabelle/HOL to a three-valued logic,
amounting to a deep embedding of OCL in the theorem prover. While this approach
allows the verication of meta theorems, the verication of an actual UML model with
respect to its OCL specication still requires the additional proof that all values do not
correspond to undened.
7This is not a limitation of PVS but a limitation of interactive theorem proving in general.
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Chapter 5
Trace-based Compositional
Specification and Verification for
Object-Oriented Systems
The Object Constraint Language (OCL) is the established language for specifying
properties of objects and object structures. OCL 2.0 has been extended with features
that allow the specication of messages sent between objects.
We present a generalisation of this extension that allows to additionally specify
causality constraints. From a pragmatic point of view, such causality constraints are
needed to express, for example, that each acknowledgement must be preceded by a
matching request in the context of exchanging messages, which is frequently required
by communication protocols.
Our generalisation is based on the introduction of histories into OCL. Histories de-
scribe the external behaviour of objects. Moreover, to reason compositionally about
the behaviour of a complex system we distinguish between local specications within
a single object and global specications describing the interaction between objects.
These two types of specications are expressed in syntactically different dialects of
OCL.
5.1 Introduction
OCL is used, among others, to constraining object structures in UML. Constraints on
an object structure are invariants over a state of that structure. Such invariants use an
object’s attributes and the relationships between objects.
The behavioural concepts in OCL are pre- and postconditions of operations. The
additional behavioural concept of a message expression has been introduced in OCL
2.0 [113]. Message expressions are predicates on traces of a particular object. As we
shall demonstrate this imposes a real restriction.
We introduce a general framework for the behavioural specication of objects, a
framework for modular specications, and a compositional verication method for
OCL. Behaviour is described in terms of messages and histories of events.
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OCL 2.0 introduces a history as a sequence of local snapshots which are part of the
interpretation of an object’s valuation [113, pp. 5-45-5]. This history is not the kind
of history we describe here. The history dened in OCL 2.0 is only part of the semantic
domain of OCL and has no syntactic representation in OCL itself. It is therefore im-
possible to use this history in an OCL specication. In OCL 2.0 there is no type which
is interpreted by Sequence(LocalSnapshot), and there is no expression whose value is
the history of an object.
Adhering to the encapsulation principle of object-oriented programming we separate
specications into a local part describing the behaviour within an object, and a global
part describing the message exchange between different objects to achieve a common
goal. More precisely, a local specication consists, as its rst part, of a specication
of the internal structure of an object. The second part of a local specication, which
we call local interface specication or behavioural specication, provides a specica-
tion of the observable behaviour of an object, its local history. A global specication
species how the objects are associated to each other and how they exchange messages
using a global history.
The compositional verication method introduced in this chapter is based on a com-
patibility predicate over local histories and the global history, which states that the
composition of objects is feasible and the globally specied history is achieved. The
compatibility predicate introduced in this chapter is a generalisation of the compatibil-
ity predicate for CSP described by Soundararajan in [144] for object-oriented systems.
The verication step of checking the compatibility predicate relies only on the observ-
able behaviour of objects and not on any specication of their internal structure. This
enables the use of the compatibility test to identify design errors during early stages of
the design.
The specication language used to specify a program’s components may only use
predicates over their observable behaviour. According to the encapsulation principle,
a behavioural specication language should never state properties of the interior con-
struction of the constituent components, for example, the underlying execution plat-
form.
The encapsulation mechanisms of object-oriented design support the decomposition
in a natural way. Object-oriented design makes the interface of the parts of a large
system explicit; aggregation, a kind of association, is a way to group objects into larger
parts. However, OCL does not enforce this encapsulation. To allow this we require
the separation of specications into local and global properties, as suggested by Amer-
ica [5] and Baumeister et al [9]:
1. A local specication is an OCL constraint on the local attributes and the local
history of events of a single object, only.
2. A local behavioural specication is a local specication which only constrains
the local history of an object and does not refer to the object’s internal structure.
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3. A global specication is an OCL constraint on the links, that is, references,
between objects; a global specication constraints constrains the sequence of
messages passed via these channels.
Local behavioural specications and global specications are used to separate con-
cerns: The local behavioural specication is used to specify the behaviour of a pro-
gram’s constituents whereas the global specication is used to specify how these con-
stituents interact. The local specication constrains the interior construction of an ob-
ject. For a compositional specication we only need local behavioural specications
and global specications.
The remainder of this chapter is structured as follows: In the next section we sum-
marise the extension of OCL 2.0 with message expressions and demonstrate a weak-
ness of this extension. In Section 5.3 we describe the notion of events and histories
used in our extension of OCL. We identify the observable behaviour of an object for
the assertional specication of that object. We use the traditional choice of messages
sent and received by an object. In Section 5.4 we describe how our method facilitates
compositional specications and reasoning. We elaborate on the distinction between
local specications, local behavioural specications, and global specications. In Sec-
tion 5.5 we describe our compositional verication method. Finally, in Section 5.6 we
draw some conclusions and compare our results to related work.
5.2 State of the Art and Motivation
We describe the means for specifying interaction between objects in OCL 2.0, and
explain in what respect they are not sufficient from a pragmatic point of view. To
explain this we use the Example of the Sieve of Eratosthenes, which we have introduced
in Section 4.4, and follow the ideas presented by America in [5].
Whether the property that the value of each attribute p of an instance of Sieve is a
prime number is satised by the model depends on the behaviour of the other objects
within the system. For example, we require that the generator does not send the value
1 to a sieve object, that the generator sends numbers in monotonically increasing order,
and that the messages sent to a sieve object are received in monotonically order. This
last requirement is the reason for our extension.
OCL 2.0 introduces the two operators ^ and ^^ for reasoning about messages. The
rst one, o^msg(e), is a predicate that reads: The contextual instance has sent a mes-
sage msg to an object o with parameter values e. It is a predicate stating that a message
has been sent during the execution of an operation. As such it should only be used in
the postcondition of an operation specication. The predicate is true if such a message
has been sent during the execution of that operation and false otherwise.
If the Sieve class of our example were to dene an operation e, we could specify the
behaviour of this operation as in the following example:
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Example 5.1. The specication
context Sieve :: e(z : Integer)
pre : z > p
post : itsSieve→ notEmpty() implies itsSieve^e(z)
means that if the received value z is greater than p, and the contextual object is associ-
ated to a successor, then it will send an e message to the successor with the value z. 
Our example does not use any operation call, so we cannot say anything about the
behaviour of Sieve using current OCL. The intended behaviour can, for example, be
specied by a state machine (see Figure 4.3), but we want to specify the behaviour
of the object on a higher level of abstraction. We also want to separate the obtained
specication from the object’s environment.
Here we need a notation stating that the contextual instance has received a message.
To order the event of receiving and sending messages we also need histories.
To allow more complex reasoning about messages, OCL 2.0 introduces the message
operator ^^. The expression o^^msg(e) reads as The sequence of all messages msg
sent to an object o with parameter values e during the lifetime of the contextual object.
This operator projects on the history of all messages sent by the contextual object to a
specic object with specic parameter values. We can use this operator to, for example,
require that the sequence of messages sent by an instance of Sieve is monotonically
increasing.
Example 5.2. The expression
context Sieve
inv : let message : Sequence(OclMessage) = itsSieve^^e(? : Integer) in
Integer{2..(message→ size())} → forAll(i |
message→ at(i).z > message→ at(i − 1).z)
intends to state that the sequence of messages sent to the next sieve consists of strictly
monotonically increasing values. 
But how do we specify that the sequence of messages received has to be monotoni-
cally increasing? There is no language construct in OCL 2.0 which allows one to assert
that an object has received a message during the execution of an operation. Clearly,
we cannot specify that, in order to send a message to another object, we need to have
received a specic signal. There are no means in OCL to specify the messages which
we have received.
OCL has introduced some interesting notions for specifying behaviour. But OCL 2.0
proposal allows only the specication of behaviour by referring to sent messages in an
operation’s postcondition. We envisage that practise requires more expressive means
to specify more general properties of a system’s behaviour, for example, causality con-
straints.
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5.3 Observables
We introduce a more general formalism for specifying behaviour in OCL. We prefer
to reason in terms of sequences of observable events, called histories. This makes it
possible to specify that invoking an operation is always preceded by receiving a signal.
In this section we dene our notion of an observable event in UML and OCL.
Messages represent signals or operations by their names and by the actual arguments
sent. Events correspond to sending or receiving a message. To keep the presentation
simple, we only consider the events of sending and receiving asynchronous signals,
and invoking and returning from an operation. This notion of observable events can be
rened further to take the event queue of active objects into account, to model object
creation and synchronous signals. In our setting, events correspond to the source and
the target of arrows in sequence diagrams.
We restrict our presentation to reliable communication, that is, no message which is
sent will get lost. Also, we assume an interleaving model for concurrency.
5.3.1 Events
Events drive the computation in UML models. An event is a specication of a kind
of observation, for example, calling an operation or receiving a return value. The
observation of an event is assumed to take place without duration at an instant in time.
We distinguish two kinds of events: signal events and call events.
An asynchronous signal models the asynchronous communication between two ob-
jects. The associated events are sending the signal and receiving the signal.
A synchronous signal, formerly known as an operation call, models a synchronous
communication between two objects. The associated events are sending (and at the
same time receiving) the signal and returning from the reaction to the signal.
All kinds of events are represented using the data structure OclEvent.
Events are different from actions, which may cause sending or receiving of mes-
sages, and messages. An action may give rise to many events to be observed. The
action of sending a signal allows one to observe that a signal is sent by one object or
that the same signal is later received by another object.1
A message is a representation of a particular signal or call which is passed from
one object to another. A message is part of many events. The same message may be
observed both to be sent and to be received.
Communication Record.
In this section we explain the basic data structure which describes the observation of an
event, called communication record. Communication records are instances of the class
1We avoid the complication of observing whether receiving a signal triggers a transition of a state machine,
is discarded, or deferred.
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OclEvent together with the OclMessage associated to the event, as shown in Figure 5.1.
send
receive
invoke
return
<<enumeration>>
OclEventKind
<<enumeration>>
OclMessageKind
async
sync
message
1
0..*name: String
args: Sequence(OclAny)
returnValue: OclAny
OclMessage
id: Integer
returnMessage
invokeMessage
OclEvent
kind: OclMessageKind kind: OclEventKind
sender: OclAny
receiver: OclAny
Figure 5.1: Denition of a communication record
An instance of OclMessage may be shared between many instances of OclEvent, be-
cause the same message may be part of many observations. On the other hand, each in-
stance of OclEvent observes exactly one message. The enumeration OclMessageKind
determines whether an instance of OclMessage refers to a message that has been sent
asynchronously, indicated by the enumeration literal async, and thereby represents a
signal, or whether it has been sent synchronously, indicated by the enumeration literal
sync, and thereby represents an operation call. The following observations can be made
when sending an asynchronous signal:
1. Sending a message representing the signal: This is represented by an instance of
OCL event, where the attribute kind has the value of send.
2. Receiving a message representing the signal: This is represented by an instance
of OCL event, where the attribute kind has the value of receive.
The case of synchronous messages, which represent operation calls, we observe two
related events:
1. Invoking an operation by sending a message: This is represented by an instance
of OCL event, where the attribute kind has the value of invoke.
2. Returning from an operation call by sending a return message: This is repre-
sented by an instance of OCL event, where the attribute kind has the value of
return.
Send, receive, invoke, and return are literals of the enumeration OclEventKind. The
multiplicity of 1 for the association from OclEvent to OclMessage models that each
OclEvent refers to exactly one message.
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A communication record, which is an instance of OclEvent, not only records the kind
of the event, but also the information relating to its observation. It has the following
attributes:
• Its sender.
• Its receiver.
• Its message: For an operation call two messages are sent: The rst message is
sent to initiate a call and consists of the operation’s name and the actual parame-
ters passed to the receiver. The second message is sent to indicate the completion
of the call and to send return values back. For a signal only one message is sent.
A message consists of:
 Its kind, which is either async or sync.
 Its name: The name of the operation or signal involved in this message.
 Its arguments: A list of values representing the actual arguments sent with
the message. A return message contains the actual parameter values of the
invoking message along with the return value.
 Its return value: This attribute holds the return value of an operation call.
 Its id: This expresses a value used to uniquely identify a message. We
assume a global counter which assigns to each message a unique integer in
monotonically increasing order. This allows one, for example, to specify
overtaking of messages.
 Its event: This lists the events with which this message is associated. A
message is generally associated with more than one event.
 Its invokeMessage: If the message is a return message, the initiating invoke
message can be accessed through this association.
 Its returnMessage: If the message is a call message which has returned,
then the return message can be accessed through this association.
• Its kind: One of the values from the life cycle associated with the message. If the
message represents a signal, the value is either send or receive. If the message
represents an operation call, the value is either invoke or return.
Before we proceed with our presentation, we introduce some notation. Whenever
a value of the communication record is undened, we write ⊥ for this value. If an
element e occurs in a sequence s, we write e ∈ s. If a sequence s is a subsequence
of t we write s v t.2 We call an event externally observable if it can be observed
2A sequence s is a subsequence of t, if there exists a strictly monotonic function f such that si = t f (i) for
all i.
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from another object. This is the case whenever sender and receiver of a message are
different. Messages sent by an object to itself are not observable.
We point out that our denition and the use of OclMessage is different from the
OclMessage dened in OCL 2.0 [113]. We discuss the relation between these data
types in Section 5.3.3.
Asynchronous Signal Events.
We record signal events with one communication record in the sender’s history and one
communication record in the receiver’s history. The value of the attribute kind of the
communication record may be:
OclEventKind::send This value models that a signal was sent from the sender to the
receiver, and appears only in the sender’s history.
OclEventKind::receive This value models that the signal has been received by the
receiver, and appears only in the receiver’s history.
Example 5.3. Assume two objects called g and s. If g sends a signal called e with the
actual parameter values n to s, we have the following records in their histories:
〈OclEventKind :: send, g, s, i, 〈OclMessageKind :: async, e, 〈n〉,⊥〉〉 ∈ g.localHistory
and
〈OclEventKind :: receive, g, s, j, 〈OclMessageKind :: async, e, 〈n〉,⊥〉〉 ∈
s.localHistory .
Note that i and j are integer variables identifying the event such that i < j. We have
omitted the values for invokeMessage and returnMessage which are both undened. 
Operation Calls.
An operation call causes two synchronisations between the sender and receiver: First
it synchronises when the operation is invoked, and then it synchronises when the oper-
ation completes and a return value is sent back. This is modelled by two synchronous
messages: the rst message is used to invoke the operation, the second is used to send
the return value of the call back and to report completion of the operation call. The
communication records appear in both the sender’s and receiver’s history, because they
refer to synchronous communications . The value of the attribute kind of the commu-
nication record is:
OclEventKind::invoke This value models that a synchronous signal was sent by the
sender and received by the receiver in order to invoke an operation.
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OclEventKind::return This value models that a synchronous signal was sent by the
sender and received by the receiver in order to indicate the completion of the
operation call and to send back the return value.
Example 5.4. Assume the existence of two objects called o and p. If o calls an oper-
ation named m with the actual parameter values ~a of the object p, which then returns
the value v, we have the following subsequences of their histories:
〈〈OclEventKind :: invoke, o, p, i0, 〈OclMessageKind :: sync,m, ~a,⊥〉〉,
〈OclEventKind :: return, p, o, i3, 〈OclMessageKind :: sync,m, ~a, v〉〉〉 v
o.localHistory
and
〈〈OclEventKind :: invoke, o, p, i1, 〈OclMessageKind :: sync,m, ~a,⊥〉〉,
〈OclEventKind :: return, p, o, i2, 〈OclMessageKind :: sync,m, ~a, v〉〉〉 v
p.localHistory .
For any j the i j express integers identifying the event such that for their values we have
i j < i j+1. 
5.3.2 History
We have dened the events relating to sending and receiving of signals and calling
operations. Sequences of such events are called histories. Histories are instances of
Sequence(OclEvent). Therefore, we can reuse the operations dened for Sequence in
the standard library (see Section 2.3.4). These operations are sufficient for almost all
uses.
We distinguish between a local and a global history. A local history contains the
externally observable events of a single object and describes its interface. A global
history contains all observable events of the complete system. These observable events
are all events generated by all objects of a system during its computation and the events
received from its environment, in the order in which they occur.
The local history is introduced into OCL by extending the class OclAny with the
attribute localHistory of type Sequence(OclEvent). Recall that OclAny is the (implicit)
base class of all other classes, see Section 2.3.4, which implies that all objects inherit
the attribute localHistory. A global history of the system is supplied in a similar manner
using the attribute globalHistory. This is shown in Figure 5.2.
5.3.3 Comparison to OCL 2.0
We argue that our notion of history in OCL is at least as expressive as the message
expressions proposed in OCL 2.0. First we show how the data types used for mes-
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context OclAny
inv : localHistory→ forAll(e | (e. sender = self or e. receiver = self ) and
(e. sender <> e. receiver)
inv : globalHistory→ forAll(e | e. sender <> e. receiver)
inv : OclAny.allInstances()→ forAll(o, p | o.globalHistory = p.globalHistory)
Figure 5.2: Properties of histories
context OclMessage :: hasReturned() : Boolean
post : result = (kind = return or returnMessage→ size() > 0)
context OclMessage :: result() : T
pre : kind = return
post : result = returnValue
context OclMessage :: isSignalSent() : Boolean
post : result = (kind = sent)
context OclMessage :: isOperationCall() : Boolean
post : result = (kind = invoke or kind = return)
T refers to the return type of the operation the message refers to.
Figure 5.3: Properties of OCL 2.0’s OclMessage
sage expressions can be represented in our formalism. Then we explain how OCL 2.0
message expressions can be expressed as history expressions. We shall point out some
semantic ambiguities in the standard, and how they may be corrected.
OclEvent and OCL 2.0’s OclMessage
OCL 2.0 denes its own data type OclMessage [113, p. 6-4], which is syntactically
different from ours. Here we explain their relation. The four operations on OclMessage
dened in OCL 2.0 can be specied as in Figure 5.3.
The ^ Operator
As described in Example 5.1 and in Section 2.7.1 on page 2-23 of [113], a message
expression using the ^ operator results in an instance of Boolean. It evaluates to true
if and only if a message m with arguments ~a has been sent during the execution of its
contextual operation. To this end, we dene the history of events sent and received dur-
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ing the execution of an operation, that is, the sequence of all events between receiving
an invoke and the corresponding return event:
let last : OclEvent = localHistory→ at(localHistory→ size()) in
let start : Integer =
let search(i : Integer) : Integer =
if i ≥ 0 and not
(localHistory→ at(i).message.name =
localHistory→ at(last).message.name
and localHistory→ at(i).message.args =
localHistory→ at(last).message.args
and localHistory→ at(i).kind = OclEventKind :: invoke
and localHistory→ at(i).sender = localHistory→ at(last).receiver)
then search(i − 1) else i endif
in search(localHistory→ size())
In a postcondition of an operation last refers to the index of the event sending the
return message back to the caller in the callee’s local history, whereas start refers to the
index of the corresponding invoke message of this operation call. Then localHistory→
subSequence(start, last) expresses the sequence of all events observed during the exe-
cution of the contextual operation. Since we need only to check that the send event
with the message m and with arguments ~a occurs in this subsequence, the meaning of
o^msg(e) is:
localHistory→ subSequence(start, localHistory→ size())→
select(m | m.state = send and m.receiver = o and
m.message.name = ‘msg’ and m.message.args = e)→ notEmpty()
By this we have established:
Proposition 5.1. The OCL 2.0 expression o^msg(e) is expressible as a local history
expression.
The ^^ Operator
The exact semantics of the ^^ operator is not precisely dened in the OCL standard;
we base this discussion on the description of this operator on page 2-23 of the standard
proposal [113] and in the paper by Kleppe and Warmer [78]. Recall, that the informal
meaning of this operator is: The sequence of all messages of a specic name sent to a
specic object with some specic parameter values during the lifetime of the contextual
object. The standard proposal provides the following example as an explanation of the
^^ operator:
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context Subject :: hasChanged() post : observer^^update(12, 14). This
results in the Sequence of messages sent. Each element of the collection
is an instance of OclMessage.
It is not clear whether this expression refers to the sequence of messages sent during
the life time of the contextual instance or only to the sequence of messages sent during
the execution of the contextual operation. Because it is used in the same way as the ^
operator, we assume the latter.
The semantics of the expression in our formalism is (analogous to Section 5.3.3):
localHistory→ subSequence(start, localHistory→ size())→
select(m | m.state = send and m.receiver = o and
m.message.name = ‘msg’ and m.message.args = e).message
Note the application of the navigation operator to message at the end of the constraint.
This expression is not a sequence of instances of OclEvent but a sequence of instances
of OclMessage, which (according to Section 5.3.3) is obtained as in the proposed stan-
dard. We note this result as:
Proposition 5.2. The OCL 2.0 operator o^^msg(e) can be expressed by a history ex-
pression.
Proposition 5.1 and Proposition 5.2 imply that OCL 2.0 message expressions can
also be expressed by history expressions.
Corollary 5.3. History expressions are at least as expressive as OCL 2.0 message
expressions.
5.4 Local and Global Specifications
We have shown that, in addition to our data types and a mechanism which updates his-
tories, everything needed for behavioural specications is already present in standard
OCL. In this section we show that our proposed extension is more general than the
message expressions of OCL 2.0.
For our specication language we need quantication over sets and sequences, quan-
tication over the set of all subsequences of a sequence, and projection operations
applied to sequences.
• Quantication over collections are provided by the usual forAll and exists oper-
ations.
• Quantication over subsequences of a sequence can be expressed by using a
function that computes the set of all subsequences of a sequence.
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• Projection operations are expressed using select and collect operations.
We rene the concept of histories in OCL by the notion of local and global specica-
tions. A local specication is a constraint on the internal structure of a single object. A
local behavioural specication is a constraint on the externally observable behaviour
of a single object, expressed as a constraint on its local history. A global specication
is a constraint on the links, which describe whether one object can send a message to
another object, between a group of objects, and the values communicated along these
links. This distinction is introduced to separate different concerns:
• Local specications are used to specify the behaviour of a single object in any
possible environment in which this object can be used. Such specications are
used to constrain the instance variables of an object. Most important is that such
a specication is not part of the interface of an object, because the constrained
attributes are not part of the interface. A client of an object need not have any
knowledge of these constraints.
• Local behavioural specications are constraints on the local history of an object.
Observe, that local specications are not constraints on local histories.
• Global specications are used to specify the relations between different objects,
that is, they constrain the values of associations, and how different objects col-
laborate to achieve a common goal. In the global specication we constrain the
environment of an object.
This separation of concerns is one of the fundamental contributions of component-
based design. We consider each object also as a component. When considered as such,
the signals it is able to receive and the operations it denes are the interface which
this component provides. By specifying which messages an object sends, the interface
it requires is made explicit, because it describes a requirement on the messages the
receiver has to provide.
5.4.1 Local Specification Language
A local specication is a specication which refers only to the attributes of an object,
the values of its associations, and its local history. Expressions which contain arbitrary
navigation operators are not allowed as local specications. It is only allowed to test
association ends of an objects for equality or containment, whether such an association
end is empty, or how many elements can be reached through it.
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For our Sieve example, local specications are
context Generator
inv : x > 1
context Sieve
inv : not oclInState(s0) implies p > 1
inv : not oclInState(s0) implies Integer{2..(p − 1)} → forAll(i | p mod i , 0)
Quantication is bounded by local collections. A local collection is only constructed
from an OCL expression which do not contain navigation and allInstances expressions;
for example, Integer{2..(p − 1)} expresses a local collection. We may construct such a
collection from the local history, local attribute values, and the local association rela-
tions:
context Sieve
inv : self , itsSieve
inv : oclInState(s1) implies itsSieve→ notEmpty()
This restriction is imposed, because we want to make sure that the local specication
refers only to the locally known object identities and the identities the object may have
known in the past. The following is not a local constraint:
context Sieve
inv : oclInState(s1) implies itsSieve.p > p
inv : oclInState(s1) implies (itsSieve.oclInState(s1)
implies itsSieve.itsSieve→ notEmpty())
The rst invariant asserts that the object known to it as itsSieve has a value for p which
is greater than its own. This is a statement about the other object, too.
Local specications usually constrain the implementation of an object. As such, the
client of such an object should not need to know about implementation details. For
example, it is not necessary to know that the behaviour of an object is implemented or
specied by a state machine.
To describe the interface of an object we introduce local behavioural specications.
These are specications that only uses the local history of an object.
The reason for this restriction is that any client of an object may only invoke oper-
ations or send signals specied in the object’s interface. Then the client can at most
observe the messages the object sends. The client cannot observe the state of an ob-
ject, if this is not specied in the interface. Because the purpose of a local behavioural
specication is to only specify its observable behaviour there is no need to refer to the
encapsulated state. Also, documenting and specifying the non-observable part of an
object in its interface can be confusing for programmers, who want to use the object
as a ready-made component. For example, a behaviour of an instance of Sieve can be
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described by:
context Sieve
inv : Integer{1..localHistory→ size()} → forAll(i |
localHistory→ at(i).kind = send and
localHistory→ at(i).message.name = ‘e’
implies Integer{1..i} → exists( j | localHistory→ at( j).kind = receive and
localHistory→ at( j).message.name = ‘e’ and
localHistory→ at( j).message.arguments→ at(1) =
localHistory→ at(i).message.arguments→ at(1))))
This means that an instance of Sieve only sends an e signal with a value if it has
received one before it. This is a (weak) causality constraint.3 The observable behaviour
serves as an abstraction of the internal state. Given a history of events of an object we
can simulate the object’s behaviour and therefore determine its internal state, once we
know its initial state. All information necessary to do this is represented in this local
history.
In our previous example, we do not refer to the sender of the signal received or
the receiver of the signal sent. This cannot be done with state machines or message
diagrams. It is, on the other hand, useful during top-down design, because we can
postpone the decision of to whom we send the signal, or even decide to send it to self.
Another constraint on the history of our sieve example is, that each sieve object
receives messages in increasing order. This can be expressed as:
context Sieve
inv : let recv = localHistory→ select(e | e.receive and e.name = ‘e’) in
Integer{2..recv→ size()} → forAll(i | localHistory→ at(i − 1).message.args
→ at(1) < localHistory→ at(i).message.args→ at(1))
5.4.2 Global Specification Language
Objects do not function alone. They usually interact with other objects. We specify
how an object collaborates with its environment using a global specication language.
This level of specication has two purposes:
• We can dene global constraints on how the objects collaborate.
• We can give further constraints on how objects are linked together in a certain ap-
plication. These global constraints are called component invariants by Baumeis-
ter et al in [9].
3The constraint is weak, because it allows that one send observation may cause an arbitrary number of
receive observations. The constraint can be strengthened to require that for each receive we have exactly
one receive. See Section 6.5.2 for examples of how this may be specified.
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A global specication usually should not constrain an object’s attributes, but it should
constrain the links between objects, similar to architecture diagrams.
Example 5.5. Recall the sieve example. Then a global specication stating that the
generator is associated to the sieve object with the smallest number is:
context Generator inv : Sieve→ allInstances()→ forAll(s | itsSieve.p ≤ s.p)

Global specications may refer to the global history. For instance, stating formally
that a message will be passed on to a different object is a global specication.
Example 5.6. Recall the Sieve example. One global property of the system is that if a
number is not a prime it will eventually not be retransmitted.
context Generator
inv : Integer.allInstances()→ forAll(n | n > 1 implies
Sieve.allInstances()→ exists(s | globalHistory→ forAll(e |
(e.sender = s and
e.kind = OclEventKind :: send and e.message.args→ at(1) = n)
implies Integer.allInstances()→ exists(m | globalHistory→ at(m) = e and
Integer.allInstances()→ forAll(` | ` > m implies globalHistory→
at(`).message.args→ at(1) , n)))))
Unfortunately, OCL does not allow suitable abbreviations in this formula. It reads:
For every integer n there exists an instance s of Sieve such that for each message e
with argument n sent by s there exists a position m at which e occurs in the global
history and for any position l after m in the global history the value n does not occur as
an argument. 
5.5 Compatibility
Our purpose is to verify the feasibility of the composition of objects by proving con-
sistency of a set of local behavioural specications through the use of a compatibility
predicate. Compatibility essentially means that a set of objects has a global computa-
tion. This means that for its local histories we can nd a matching global history.
The main benet of using a compatibility predicate is that it enables us to verify
correctness properties of the system under development during the early stages of its
design. For compatibility we only need:
1. A specication of the globally desired behaviour as specied by an invariant on
the global history,
2. a specication of how the objects of the system are composed and how they
communicate, as specied by a global invariant, and
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3. the externally observable behaviour of each object in the system as specied by
an invariant on their local histories.
We do not need any further knowledge about the implementation of the objects in the
system (for example, about how those objects are composed themselves) and we can
leave the specication of the implementation of these objects for later stages of the
development process.
Essentially, the compatibility predicate establishes whether an n-tuple of local histo-
ries (χ1, . . . , χn) of the participating objects o1, . . . , on t together in the sense that there
exists a global history of their composition which, when projected on the composing
object oi, yields the original local history χi of the object one started out with.
Denition 5.4. Let O be a set of objects. To each o ∈ O we assign a local history χo.
We write ~χ for the list of local histories χo for o ∈ O and projo(χ) for the projection of
the history χ on the object o. Then the compatibility predicate is dened by:
compat(~χ) def= ∃χ.
∧
o∈O
projo(χ) = χo . (5.1)
♦
A UML model, however, does not specify the system in terms of objects but in terms
of classes. We reformulate the compatibility predicate in terms of classes.
Given a class diagram consisting of classes C1, . . . ,Cn with associated local be-
havioural specications ϕ1, . . . , ϕn, and given a global invariant Φ on the object struc-
ture and the global history, we extend the denition of the compatibility predicate (5.1)
as follows:
∃χ.Φ ∧
n∧
i=1
∀zi.ϕi[zi/self ] ∧ zi.localHistory = projzi (χ) (5.2)
In this expression, the variable χ denotes a global history, the expression ϕi[zi/self ]
denotes the result of substituting each occurrence of self by zi, and zi is an instance of
Ci. This Denition (5.2) lifts a local property of an object to the global level.4
The predicate described in Equation (5.2) can be expressed in OCL except for the
existence of the global history χ. We use the name globalHistory as a Skolem-constant
for it. The following expression describes the compatibility predicate in OCL:
context OclAny
inv : globalHistory→ select(e | e. sender = self or e. receiver = self ) =
localHistory
4For technical convenience we assume that all attributes used in the local behavioural specifications are
explicitly qualified with self. Otherwise, the substitution operation used later has to explicitly handle the
use of unqualified attributes.
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The lifting of the local constraints to the global level is implicitly done in the semantics
of OCL provided by Richters [133]. The global invariant can be formulated as an
invariant of any class or spread among the classes.
To use the compatibility test it is sufficient to provide a constraint for the local history
(if one is missing, we assume true, which is any history) and add the above constraint
to OclAny. Besides writing suitable constraints on local histories, the compatibility test
is easily implemented. The tool described in Chapter 4 has been extended to handle
these trace specications which enables the verication of the compatibility test using
PVS.
5.6 Conclusions, Related Work, and Future Work
The message expressions discussed in this paper are introduced in OCL 2.0 [113].
Kleppe and Warmer dene the semantics of the action clause in terms of histories of
events [78]. This paper inspired our denition of histories. We have shown that the
proposal for message expressions in OCL fails to take received messages into account.
We have introduced an extension of OCL which does take these received messages
into account. Our formalism, based on histories of events, can emulate the message
expressions of OCL 2.0 and is more expressive.
The idea of taking those messages which an object receives into account during
specifying a system is commonly accepted in component-based design. Successful
applications of this way of modelling are presented by Selic et al in [142], and have
been integrated into UML 2.0 [111].
An early extension of OCL with means to reason about received and sent events is
presented in the Catalysis Approach by D’Souza and Wills [49]. D’Souza and Wills
add some syntactic constructs which allow the modeller to specify that messages have
been sent in OCL. Their extension lacks the possibility to state that two messages
have been sent in a particular order, because they do not dene a history. Bradeld,
Küster Filipe, and Stevens introduce histories of events into OCL and specications
are written in the observational µ-calculus [17]. This extension of OCL allows one to
reason about messages sent and received. But the authors do not allow the specier
to use the full power of their extension. The authors advocate a use of specication
patterns. Experience with Bandera shows, that a library of patterns may become larger
than the language on top of which they are build on.
Very similar to our extension is the one by Cengarle and Knapp [22]. They introduce
histories of time-stamped events and modal operators like always and eventually. Our
formalism is lacking means to specify liveness properties and only permits to specify
of safety properties.
A very similar formalisation of OCL message expressions has been independently
developed by Flake and Mueller [54]. While they dene the semantics of OCL message
expressions in terms of sequences of observations, similar to our local histories, they
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do not introduce the concept of a history into the OCL. Consequently, they are not
able to reason about received messages. However, they indicate that there is a need for
temporal extensions of OCL.
Since we extend our formalism to compositional specication of real-time systems
in Chapter 7, the only liveness property to require for real-time systems is progress
of time (see Hooman [64] for references). All the extensions of OCL to sequences of
events known to us do not consider compositional specications, for which the speci-
cation language has to be adapted appropriately.
The verication method described in this paper is based on the adaptation of the
denition of the compatibility predicate for communicating sequential processes [144].
Our extension of OCL is conservative. It does not add any new syntactic constructor
to the language and does not lead to any change of the OCL meta-model. Instead,
histories and events are introduced as new data types and their operators can be dened
within existing OCL. Using this approach makes the meaning of a message expression
immediately apparent to users of OCL. The drawback is that such expressions are often
hard to read.
For certain settings it is even possible that compatibility can be checked without
interaction of a user. One way to achieve this is the use of a tableaux method [143].
Tableaux methods allow the construction of counter-examples to a specication, as in
model-checking techniques [28, 130].
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Chapter 6
A Compositional Trace Logic for
Behavioural Interface Specifications
We describe a compositional trace logic for behavioural interface specications and
corresponding proof rules for compositional reasoning. The trace logic is dened in
terms of axioms in higher-order logic. This trace logic is applicable to any object-
oriented programming language. We treat object creation without observing the ex-
plicit act of creation.
We prove a soundness result of this approach using the theory of Galois connec-
tions. We show the correctness of a specication of the Sieve of Eratosthenes using the
proposed method. This notion of compositionality allows the verication of systems
during the early stages of a design.
6.1 Introduction
We present a theory for reasoning compositionally about behavioural interfaces for
class-based object-oriented programs. Our main contribution is an axiomatic char-
acterisation of unbounded object creation in terms of communication traces over the
visible operations of a class (its signature). This involves an abstraction of the actual
creation of objects as represented explicitly in, for example, `brahÆm [3] for multi-
threaded Java.
We apply this method to verifying the correctness of the Sieve of Eratosthenes prime
number generator using PVS (cf. Owre [121]). This example involves unbounded
object creation.
The next section characterises our notion of an interface and interface invariants.
Section 6.3 describes the trace logic used to specify interface invariants. Section 6.4
explains how to reason compositionally about object-oriented systems using interface
invariants. Section 6.5 describes the axioms of our trace logic and contains a correct-
ness result based on Galois connections. Section 6.6 applies our method to the Sieve
of Eratosthenes example. Section 6.7 relates our work to previously published work.
Finally, in Section 6.8 we draw our conclusion on our method and discuss future work.
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6.2 Interfaces
An interface denes the interaction between software components by means of prop-
erties of other software components, which abstract and encapsulate their data. This
includes constants, data types, and the signature of synchronous and asynchronous
message exchange, including exceptions specications. The interface of a component
is deliberately kept separate from its implementation. Any other software component
B, which can be referred to as the client of A, that interacts with A is forced to do so
only through the interface. The advantage of this arrangement is that any other imple-
mentation of the interface of A should not cause B to fail, provided that its use of A
complies with the specication of A’s interface. Synchronous operations are executed
by means of the standard rendez-vous mechanism, resulting in synchronous message
exchange; asynchronous operation calls are executed by storing a corresponding mes-
sage in the receiver’s message queue.
Furthermore, an interface species a protocol between objects, that is, how unrelated
objects communicate with each other. In our case a protocol is a description of:
• The messages understood by an object.
• The arguments that these messages may be supplied with.
• The results that these messages return, if any.
• The invariants that are preserved despite of the modications to an object’s state.
• The exceptional situations that will be required to be handled by clients of the
object.
• The allowed sequence of messages.
• Restrictions placed on either participant in the communication.
• Expected effects that will occur if a message is handled.
In this paper, interfaces are specied using interface invariants. These are invari-
ants on traces of events, that is, sequences of occurrences describing message sending
and receiving, using the trace logic of the following section. Note that whereas we
require that interface specications are compatible with the class of each object, we do
not discuss type-checking of interface specications. Therefore, we do not dene the
signature of a message, an operation call, or a class.
6.3 Trace Logic
Trace logic is used to specify and verify properties of the externally observable be-
haviour of objects. A trace denotes a sequence of events which indicate sending and
receiving of messages. It provides a state-less abstraction of the behaviour of an object.
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The assertion language for describing properties of traces is an order-sorted logic
with equality. It includes the elementary data types of the underlying programming
language, for example, integers and booleans.
The names of operations specied in interfaces are only used in the denition of
the additional abstract data type of events. Each event e has the following attributes:
e. name denotes the name of the operation of the event, e. sender its sender, e. receiver
its receiver, e. args its sequence of arguments, and e. kind indicates
• sending an asynchronous message (by send),
• reading an asynchronous message from the message queue (by recv),
• sending and receiving an operation call (by call), or
• sending and receiving a return of an operation call (by return).
The abstract data type of a trace is modelled by a sequence of events. We assume
a distinguished variable θ of this type, which denotes a global trace of a system of
objects.
The semantics of this language is standard, except for the interpretation of variables
ranging over objects, whose domain are the objects occurring in θ.
Observe that in the proposed data type event we do not have a kind that describes the
creation of objects. It is often not necessary to reason about object creation. Instead,
one reasons about the interactions between objects. These interactions are constrained
by the object-structure of the system, that is, the objects’ knowledge of other objects.
This knowledge may either be constrained using an invariant or inferred from the local
traces by observing the use of other objects. Consequently, we abstract from object
creation. In Section 6.5.1, however, we demonstrate that under certain circumstances it
is necessary to observe object creation. In most cases the implicit knowledge of object
creation contains complete information about the object structure and the acquaintance
relation between objects.
We use the following notations:
The empty sequence is expressed by .
For n ∈ N dene below(n) def= {m ∈ N | m < n}.
si refers to the (i + 1)th element of the sequence s, whose length is expressed by |s|.
s  s′ states that s is a prex of s′.
For any sequence s and any natural number n ≤ |s| dene prex(s, n) to be the prex
of s with length n, that is, prex(s, n)  s and | prex(s, n)| = n.
Analogously, we dene suffix(s, n) to be the suffix of s starting at position n.
s ↓ S expresses the projection on S , that is, the largest subsequence of s over ele-
ments from S . We also write s ↓ e instead of s ↓ {e}.
A trace θ is called local to an object o, if o is the sender of any send event and the
receiver of any read event, that is,
local(θ, o) def= θ ↓ {e | ϕ(e)} ,
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where ϕ(e) is:
(e. kind = send =⇒ e. sender = o) ∧ (e. kind = recv =⇒ e. receiver = o) .
For later use we list here some abstractions of a global trace θ, which are dened by
suitable projection operations:
recvby(θ, o) def= θ ↓ {e | e. kind = recv ∧ e. receiver = o}
recvfrom(θ, o) def= θ ↓ {e | e. kind = recv ∧ e. sender = o}
sentby(θ, o) def= θ ↓ {e | e. kind = send ∧ e. sender = o}
sentto(θ, o) def= θ ↓ {e | e. kind = send ∧ e. receiver = o}
The local assertion language is used for specifying local properties of the behaviour
of an object and is obtained from the global assertion language by introducing a special
logical variable self , denoting the object under consideration, and interpreting occur-
rences of θ as referring to local(θ, self ).
Additionally, we do not allow unbounded quantication over objects, but require
that quantication over objects is bounded by the objects occurring in the trace.
Given a logical variable o, the substitution [o/self ] transforms a local assertion into
a global one by replacing every occurrence of self by o and every occurrence of θ by
local(θ, o).
6.4 Compositionality
After having introduced our trace logic, we describe our verication method. It is based
on introducing local assertions Ic as interface invariants for each class c ∈ C, where C
is the set of all classes occurring in the system, whereas the global assertion language
is used to specify global properties φ of the communication network. Then the proof
obligation for proving φ is expressed by the following formula, explained in a number
of steps:
A `
∧
c∈C
∀zc : I[zc/self ] =⇒ φ(θ), (6.1)
where A axiomatises the theory of global traces, as described in Section 6.5, and where:
1. zc expresses a variable ranging over instances of class c and the quantication, as
described in the previous section, ranges over all instances of class c occurring
in global trace θ, and
2. the substitution [zc/self ] replaces every occurrence of self by zc.
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Observe that the substitution [zc/self ] enforces in (6.1) that the local trace θ ↓ self of
the object denoted by zc equals the projection of local(θ, zc). Note that this substitution
expresses compatibility between the local interface invariants in terms of the global
trace θ.
Using this proof obligation we derive from the local specications of each class a
global property. This makes the proof method compositional.
6.5 Axiomatisation
In this section we describe the axioms of our trace logic, which can be used to prove
properties of a system.
6.5.1 Observing Object Creation
In our trace logic we do not observe the creation of objects as such, because we claim
that the creation of an object can be inferred from the global trace.
Intuitively, we infer that object o has created o′ if it reveals o′. An object o′ is
revealed by o in a trace θ when o sends in θ a message to o′ or it sends a message
with o′ as one of the parameter values without having received o′ as a parameter of a
communication record in θ before.1
reveal(θ, o, o′) def= ∃i : kind(θi) , recv
∧ sender(θi) = o ∧ (receiver(θi) = o′ ∨ o′ ∈ θi. args)
∧ ∀ j < i : θ j. receiver = o =⇒ o′ < θ j. args (6.2)
Dene child(θ, o) as the set of children of o, where we call o′ a child of o if o reveals
o′ in θ:
child(θ, o) def= {o′ | o , o′ ∧ reveal(θ, o, o′)}
The rst axiom expresses that an object cannot have been revealed by two different
objects in a trace θ.
Axiom 6.1. ∀o, o′ : o , o′ =⇒ child(θ, o) ∩ child(θ, o′) = ∅.
The second axiom of our trace logic prevents cycles in the chain of creation. To
formalise this, we dene the transitive closure of the child relation and call it offspring:
offspring(θ, o) def= child(θ, o) ∪ {o′ | ∃o′′ ∈ child(θ, o) : o′ ∈ offspring(θ, o′′)}
Axiom 6.2. ∀o : o < offspring(o, θ).
1We write v ∈ ~v if there is an index i such that ~vi = v.
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Note that we do not require that every object has been created by another object.
Such objects are called root objects. This implies that in a trace there can appear
more than one root object. Such traces represent computations starting from a initial
conguration containing possibly more than one root object.
Soundness
In this section we establish the soundness of our approach and derive precise condi-
tions under which our abstraction is sound. We prove the soundness of our approach
by establishing a Galois connection between traces with object creation and objects
without object creation. We dene the notion of Galois connection.
Denition 6.3. Let (P,≤) and (Q,v) be ordered sets. A pair (α, γ) of maps α : P→ Q
and γ : Q → P is called a Galois connection between P and Q if for all p ∈ P and
q ∈ Q:
α(p) v q⇔ p ≤ γ(q) (6.3)
♦
Following this denition we have to dene two partially ordered sets of traces. Our
trace logic is modelled by the set of traces without object creation. We order this set
discretely, that is, the set of traces without object creation is ordered by equality.
Next, we introduce traces with object creation.
Denition 6.4. Let create(o, o′) represent the observation that o creates o′. A trace θ is
a trace with object creation, if every object occurring in a trace is created at most once
and whenever o communicates with o′, then o has received the identity of o′ before or
o has created o′, that is, the following axioms hold:
∀i, j : ∃o, o′ : (θi = create(o, o′)) ∧ (θ j = create(o, o′)) =⇒ (i = j) (6.4)
∀o : ∀i : (θi. kind = send ∨ θi.kind = call) =⇒
∀o′ ∈ {θi. receiver} ∪ θi. args : o = o′∨(
∃ j < i : (θ j = create(o, o′)) ∨
((θ j. kind = recv ∨ θ j. kind = call) ∧
o = θ j. receiver ∧ o′ ∈ θ j. args)
)
(6.5)
and
∀o′ : ∃i, o : θi = create(o, o′) =⇒ ∀ j < i : o′ < θ j , (6.6)
where o′ < θ j states that o′ does not occur in any of the elds of θ j. Additionally, we
require that traces satisfy Axiom 6.2, that is, the relation of object creation, is acyclic. ♦
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Equation (6.4) corresponds to Axiom 6.1, namely, that each object is created by at
most one other object.
Equation (6.5) asserts that whenever an object reveals another object, then it has
created this object before.
Finally, Equation (6.6) states that each object that is created by another object is
actually created before its rst activity.
We observe the following property:
Remark 6.1. For any trace θ with object creation, if reveal(θ, o, o′) holds then there is
an index i such that θi = create(o, o′) and ¬ reveal(prex(θ, i), o, o′).
Equation (6.5) is stating the same fact as (6.2) states.
For convenience, we write
nocreate(θ) def= θ ↓ {e | e. kind , create}
and
created(θ) = {o | ∃i : ∃o′ : θi = create(o′, o)} .
Now we dene a partial order on traces with object creation. The intention is to
consider a trace larger (more abstract) if it is lazier in creating new objects (that is,
it creates objects later).
In the next denition we use the fact that projection can be expressed using a largest
strictly monotonically increasing function f . We use the notation f − for the inverse of
a function.
Denition 6.5. Let θ and θ′ be traces with object creation. We say that θ creates objects
more lazily than θ′, written θ′ ≤ θ, if and only if
nocreate(θ) = nocreate(θ′) (6.7)
and if f is the projection function from θ to nocreate(θ), g the projection function from
θ′ to nocreate(θ′), then for all i ∈ below(| nocreate(θ)|)
created(prex(θ, f −(i))) ⊆ created(prex(θ′, g−(i))) (6.8)
and
created(θ) ⊆ created(θ′) . (6.9)
♦
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Equation (6.7) states that we only order traces which represent the same communi-
cation behaviour.
Equation (6.8) allows the eager trace θ′ to create more objects and to create them ear-
lier. By Equation (6.5) these additionally created objects in θ′ are redundant, because
no messages are sent to them and their values are never communicated.
Equation (6.8) does not consider the case that the traces θ and θ′ have suffixes which
only consist of object creations, because the projection functions have proper commu-
nications in domain range and these suffixes do not occur in the range of the projection
functions. Therefore, Equation (6.9) is required to assert that θ creates less objects or
creates objects later than θ′ in this suffix.
One important property of Denition 6.5 is that traces in which objects are created
consecutively, but in a different order, are equivalent. In Equations (6.8) and (6.9)
we compare the objects in the prexes which represent the same communication be-
haviour.
When reconstructing a trace with object creation and we encounter a send event
where more than one object is revealed, we have to guess an order, in which these
objects have been created (as done in Equation (6.10)).
Because the order is not determined, we nd traces θ and θ′ with θ , θ′, θ ≤ θ′ and
θ′ ≤ θ. Consequently, we need a different notion of equivalence. Therefore, we write
θ ≷ θ′ if θ ≤ θ′ and θ′ ≤ θ. One can easily establish the following remark, exploiting
the fact that θ ≤ θ′ and θ′ ≤ θ expresses that θ and θ′ differ in the order of consecutive
create events:
Remark 6.2. ≷ is an equivalence relation.
Next, we establish that ≤ as dened in Denition 6.4 is indeed a partial order:
Lemma 6.6. Let ≤ as dened in Denition 6.5. Then ≤ is a partial order on traces
with object-creation modulo ≷.
Proof. Apparently, ≤ is reexive.
We prove that ≤ is transitive: Let θ ≤ θ′ and θ′ ≤ θ′′. From (6.7) we con-
clude nocreate(θ) = nocreate(θ′) and nocreate(θ′) = nocreate(θ′′). Consequently,
nocreate(θ) = nocreate(θ′′).
Let i ∈ below(| nocreate(θ)|), f the function projecting θ onto nocreate(θ), g the func-
tion projecting θ′ onto nocreate(θ′), and h the function projecting θ′ onto nocreate(θ′).
Then Equation (6.8) implies created(prex(θ, f −(i))) ⊆ created(prex(θ′′, h−(i))).
From the assumptions we conclude θ ≤ θ′ =⇒ created(θ′) ⊆ created(θ) and
θ′ ≤ θ′′ =⇒ created(θ′′) ⊆ created(θ′). The transitivity of ≤ implies created(θ′′) ⊆
created(θ).
Finally, we prove antisymmetry modulo permutations of consecutive create events.
Let θ, θ′ such that θ ≤ θ′ and θ′ ≤ θ. From (6.7) we conclude that θ and θ′ represent the
same behaviour. Now we show that each event, except consecutive create events, occur
136
6.5 Axiomatisation
on the same position. Let i ∈ below(| nocreate(θ)|), f the function projecting θ onto
nocreate(θ), and g the function projecting θ′ onto nocreate(θ′). Again, we conclude
created(prex(θ, f −(i))) = created(prex(θ′, g−(i)))
from (6.8). It follows that θ and θ′ create the same objects between the same events
which are not a create event. Only a different order of these creates are allowed.
Analogous reasoning establishes Equation (6.9). 
As required by Denition 6.3 we have now dened two partially ordered sets, namely
the set of traces without object creation, which we order discretely, and the set of traces
with object creations ordered by ≤. Next we have to dene two functions α and γ to
establish the Galois connections. As αwe use the function nocreate. Gamma is dened
next. We need the following notations:
start(θ) def= θ0 · · · θ|θ|−2
and
last(θ) def= θ|θ|−1 .
The operator · expresses concatenation of nite sequences. If no ambiguity arises, we
treat elements as sequences of length 1 for the purpose of concatenation.
As γ we dene a function that creates objects as late as possible. Before we dene
this function, we need some auxiliary denitions. Let θ be a trace with object creation,
o and o′ objects, and i = max{ j | o′ < θ j} if o′ occurs in θ and i = |θ| if o′ does not
occur in θ. Then the function insert inserts a create-event into the trace before the rst
occurrence of o′, or appends the event if o′ does not occur in θ:
insert(θ, o, o′) def= prex(θ, i) · create(o, o′) · suffix(θ, i)
Observe that it is possible to create any number of objects during one observation of a
trace without object creation, as they all can be revealed by passing them as parameters.
Therefore, we extend insert to inserting a set O of objects created by o as follows:
insert(θ, o,O) def=

θ if O = ∅
insert(θ, o, o′) if O = {o′}
insert(insert(θ, o,O \ {o′}), o, o′) if |O| > 1 and o′ ∈ O.
This extended function insert is actually not a function, because the order in which
the elements of O are inserted is not determined. But the order in which the create-
events are inserted is not relevant and these different orders are considered equal by ≷,
as shown by the following Lemma:
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Lemma 6.7. Let θ express a trace with object creation, o some object and O a set of
objects. Then all results of insert(θ, o,O) are in an ≷-equivalence class.
We dene γ inductively as follows:
γ(θ) def=

 if θ = 
γ(start(θ)) · last(θ) if child(θ, o) = child(start(θ), o)
insert(γ(start(θ)), o,O) · last(θ) otherwise,
(6.10)
where o = last(θ). sender and O = child(θ, o) \ child(start(θ)).
Before we prove the main result of this section, we rst have to establish that the
result of γ is indeed a valid trace with object creation.
Lemma 6.8. Let θ be a trace without object-creation. Then γ(θ) is a trace with object
creation, that is, it satises Denition 6.4.
Proof. By induction on θ. Let θ be a trace without object creation.
Case θ = . Then γ(θ) =  and  satises Denition 6.4.
Case θ , . Assume as an induction hypothesis γ(start(θ)) satises Denition 6.4.
Let, for the remainder of the proof, o = last(θ). sender. We distinguish two sub-cases:
If child(θ, o) = child(start(θ), o), then the last communication did not create any
new objects. By induction hypothesis, we know that γ(start(θ)) satises Denition 6.4.
Because child(θ, o) = child(start(θ), o) also γ(start(θ)) · last(θ) satises Denition 6.4.
If child(θ, o) , child(start(θ), o) holds, then child(start(θ), o) ⊂ child(θ), o) holds,
too. Then O = child(θ, o) \ child(start(θ), o). Observe that O is not empty and nite.
Next, we prove that insert(γ(start(θ)), o,O) satises Denition 6.4 by induction on O.
If O = ∅ then insert(γ(start(θ)), o, ∅) = γ(start(θ)), which, by the rst induction
hypothesis, satises Denition 6.4.
Assume O , ∅. Let o′ ∈ O, let θ′ = insert(γ(start(θ)), o,O \ {o′}), and assume as
induction hypothesis that θ′ satises Denition 6.4. To prove: insert(θ′, o, o′) satises
Denition 6.4. From the assumption that o′ is an object revealed by o and the creation
of o′ has not been inserted into θ′ we conclude there is no o′′ such that create(o′′, o′)
occurs in θ′.
Let i be the largest number such that o′ does not occur in prex(θ′, i). If θ′i exists, then
θ′i is the rst occurrence of o′, otherwise it is last(θ). Therefore, in the trace prex(θ′, i)·
create(o, o′) · suffix(θ′, i) only contains one create(o, o′), as required by Equation (6.4)
and since o′ does not occur in prex(θ′, i), prex(θ′, i) · create(o, o′) · suffix(θ′, i) also
satises Equation (6.5). Consequently, insert(θ′, o, o′) satises Denition 6.4. 
This lemma establishes the type-correctness of the function γ. Moreover, it demon-
strates the necessary conditions under which one may abstract from object creation in
a trace-based theory. The function γ is dened in terms of a function insert which in-
serts the necessary create events into a trace. The function does not insert the create
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observation before the object which has to be created is revealed. The reason for this
is that the created object is active, that is, it has its own thread of control and starts
communicating with other objects as soon as it has been created.
In our theory passing parameters to an objects constructor method is modelled as
ordinary communication. In this case, the newly created object waits for its creator to
call the constructor method. But it need not wait but can, after initialising into a default
state, create its own objects and communicate with them. In this case, an object may
be revealed after it has sent messages. Within the prex of a trace before the object has
been revealed, it appears to be a root-object.
Consider a set of traces without object creation Θ characterising all computations
of a system. Furthermore, assume that Θ is prex-closed, as required by the theory of
Zwiers [158]. Then the set of traces with object creation {γ(θ) | θ ∈ Θ} is generally not
prex-closed, because in the prexes of traces in which an active object has been cre-
ated, that object appears to be a root-object. For systems with active objects specied
in our trace logic where specications have to be prex-closed, one either has to make
sure that object-creation does not matter or one has to observe it, because it cannot be
reconstructed using the function γ.
These considerations also imply that if we require that specications are prex-
closed, these results could not have been established. For active objects one has often
to know the continuation of a trace in order to decide whether an object has been
created by another one.
Lemma 6.9. For all traces θ without object creation nocreate(γ(θ)) = θ holds.
Now we prove the main theorem of this section:
Theorem 6.10. Let α = nocreate and γ as dened in (6.10). Then (α, γ) is a Galois
connection between the set of traces without object creation and the set of traces with
object creation.
Proof. Case α(θ) = θ =⇒ θ ≤ γ(θ): Let θ be a trace with object creation and
θ a trace without object creation such that α(θ) = θ. Using Lemma 6.9 we obtain
α(θ) = nocreate(γ(θ)). It remains to prove (6.8). From the assumption θ = α(θ) we nd
a projection function f : dom(θ) −→ dom(θ). Let g be the projecting function from
γ(θ) to θ. Let i ∈ below(|θ|). Assume there exists a p ∈ created(prex(γ( θ), g−(i)))
such that p < created(prex(θ, f −(i))). Then we nd a smallest i′ such that p ∈
created(prex(γ(θ), g−(i′))) and, as a consequence of (6.10), θi′ is the rst event where
p is revealed. Because θ = α(θ) = nocreate(θ) we know that α(θ)i′ is also the rst event
where p is revealed. However, we assumed p < created(prex(θ, f −(i))), which con-
tradicts Denition 6.4. Therefore, there is no such p, and (6.8) holds. Equation (6.9)
follows from the fact that γ( θ) never ends in a create event.
Case θ ≤ γ(θ) =⇒ α(θ) = θ: Let θ be a trace with object creation and θ a trace
without object creation such that θ ≤ γ( θ). Therefore α(θ) = α(γ(θ)) by (6.7). Now
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observe that α(θ) = nocreate(θ), from which we conclude α(θ) = α(γ( θ)). Using
Lemma 6.9 we nish the proof. 
The existence of a Galois connection between traces with object creation and without
object creation asserts that properties specied on traces without object creation also
hold for traces with object creation obtained by applying the function γ and traces
which are more eager, that is, where object creation is observed earlier, than the traces
obtained from γ. This also means that one can, if memory is not limited, abstract
from object creation in specications. In general, creating an object is not part of the
behaviour. Similar ideas were presented by Cousot and Cousot in [36] and by Dams in
[40] in the analysis of programs. The idea of lazy object creation has also been applied
by `brahÆm et al in, for example, [2] for establishing a fully abstract semantics of
object-oriented programs.
6.5.2 Communication Mechanisms
We assume that all asynchronous messages are received in the event queue in a rst-
in-rst-out order. This is expressed by Axiom 6.11.
Axiom 6.11. ∀o : ζ(recvby(θ, o))  ζ(sentto(θ, o)), where ζ is the function which
removes kind from all communication records.
Note that any other kind of asynchronous communication could be adopted as well.
Finally, observe that synchronous communication is modelled by the denition of
local traces as projections of the global trace (cf. [158]).
Axiom 6.12. ∀o : ζ(recvby(θ, o)) = ζ(sentto(θ, o)), where ζ is the function which
removes kind from all communication records.
We also assume that synchronous communication is non-reentrant, meaning that,
after an object has accepted a call, it rst has to return before accepting another call or
receiving another message. This is expressed by the next axiom:2
Axiom 6.13.
∀o : ∀i : θi. kind = return ∧ θi. sender = o =⇒
∃ j < i : θ j. kind = call ∧ θ j. receiver = o ∧
θ j. sender = θi. receiver ∧ θ j. name = θi. name ∧
∃v : θ j. args = θi. args ·v ∧
∀k : j < k ∧ k ≤ i : (θk. kind = call ∨ θk. kind = recv) =⇒ θk. receiver , o
2This axiom expresses a communication mechanism used by UML state machines, as defined by the Object
Management Group [111]. To obtain reentrant operation calls, this axiom has to be adapted.
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6.6 Sieve of Eratosthenes
In this section we specify the Sieve of Eratosthenes and prove its correctness. The
Sieve of Eratosthenes is an efficient algorithm for nding all prime numbers. The
idea is to have a generator which sends the natural numbers starting with 2 to a sieve
object. A sieve object decides, depending on the rst number it has received, whether
it may be a prime or not. If the number received is divisible by the rst number it
has received, then it is a composite number and cannot be a prime number. If the sieve
object determines that the received number is not divisible by the rst number received,
it sends the number to the next sieve object.
More precisely, we have two classes: Generator and Sieve. Instances g of class
Generator create exactly one instance of class Sieve, see (6.11) below, and then send
it the increasing sequence 2, 3, 4, . . . of natural numbers as specied by (6.12) below,
identifying functions over N with sequences. Instances s of class Sieve also create
exactly one instance of class Sieve by (6.11) and then sift the sequence of numbers
they receive by (6.13), where this sifting process is recursively dened in (6.14).
∀o : ∃o′ : child(θ, o) ⊆ {o′} (6.11)
sentby(θ, g). args  λn.n + 2 (6.12)
sentby(θ, o). args  Sieve(recvby(θ, o). args, recvby(θ, o)0. args) (6.13)
For s a sequence over N and n ∈ N dene
sift(s, n) def=

 if s = 
sift(tail(s), n) if n | head(s)
head(s) · sift(tail(s), n) if n - head(s),
(6.14)
where n | s states that s divides n and n - s states that s does not divide n.
Here the class invariantIGenerator of Generator is the conjunction of (6.11) and (6.12)
and ISieve is the conjunction of (6.11) and (6.13).
For each instance g of Generator we nd a sequence of sieve instances which each
have received a prime number as their rst value. This pipe structure p denotes a
sequence of objects determined by the global trace θ. It is inductively dened by the
predicate
Π(θ, p) def=

true if |p| ≤ 1,
head(tail(p)) ∈ child(θ, head(p)) ∧ Π(θ, tail(p)) otherwise,
expressing that every object in the pipe only sends messages to its child, being its suc-
cessor. If an object sends a message to objects other than its successor, the object has
either received another object identity, which contradicts (6.12) and (6.13), because
only the sending of numbers is allowed, or it has created a second child, which contra-
dicts (6.11). Observe that the rst object p0 in p denotes the generator.
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As required in (6.1) we now have the local invariants IGenerator (the conjunction
of (6.11) and (6.12)) and ISieve (the conjunction of (6.11) and (6.13)), as well as the the
global sifting property φ(θ) dened in (6.15) below. Validity of the resulting formula is
formulated in Theorem 6.14 and proved later. Observe that Π(θ, p) is not an additional
assumption. As explained above, its validity can be derived from (6.116.13).
Theorem 6.14. For any global trace θ satisfying (6.116.13) with p ranging over
sequences of objects satisfying Π(θ, p) one has
∀i ∈ below(|p| − 1) : sentby(θ, pi+1). args
 sift(sentby(θ, pi). args, sentby(θ, pi)0. args) (6.15)
Lemma 6.15. For any sequences θ and θ′ with θ  θ′ and any n we have sift(θ, n) 
sift(θ′, n).
Proof. By induction on θ and θ′ (cf. also [81]). 
Next dene
O(θ) def= {o | ∃i : sender(θi) = o ∨ receiver(θi) = o ∨ o ∈ θi. args} .
Lemma 6.16. Let θ be a trace of the sieve system and p a sequence of objects such
that Π(θ, p) holds. Then sentto(θ, pi+1) = sentby(θ, pi) for all i ∈ below(|p| − 1).
Proof. By induction on the length of the trace θ.
If |θ| = 0 then sentto(θ, pi+1) =  and sentby(θ, pi) = .
Suppose |θ| > 0. With the assumptions Π(start(θ), p) and sentto(start(θ), pi+1) =
sentby(start(θ), pi) we distinguish two sub-cases:
Case pi+1 ∈ O(start(θ)): The induction hypothesis states pi+1 ∈ child(start(θ), pi).
Because last(θ). kind = recv and because sentto and sentby observe only send events
and no recv events, these equalities hold:
sentto(θ, pi+1) = sentto(start(θ), pi+1)
sentby(start(θ), pi) = sentby(θ, pi)
Again, we distinguish two sub-cases:
Case last(θ). kind = send and last(θ). sender , pi. From the fact child(θ, pi) = {pi+1},
Π(start(θ), p), and from
sentto(θ, pi+1) = sentto(start(θ), pi+1)
and, therefore,
sentby(start(θ), pi) = sentby(θ, pi) ,
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we conclude last(θ). receiver , pi+1.
If last(θ). kind = send and last(θ). sender = pi, then child(θ, pi) = {pi+1} (again,
because Π(start(θ), p) holds) and therefore
sentto(θ, pi+1) = sentto(start(θ), pi+1) · send(pi, pi+1, e, v)
and
sentby(start(θ), pi) · send(pi, pi+1, e, v) = sentby(θ, pi) ,
which proves the claim for this case.
Case pi+1 < O(start(θ)): The induction hypothesis states pi+1 < child(start(θ), pi).
Because of pi+1 ∈ child(θ, pi), the last observation in θ is sending a message from
pi to pi+1, that is, last(θ) = send(pi, pi+1, e, v) for some value v. Using the induction
hypothesis and the denitions of sentto and sentby we have
sentto(θ, pi+1) = sentto(start(θ), pi+1) · send(pi, pi+1, e, v) =
sentby(start(θ), pi) · send(pi, pi+1, e, v) = sentby(θ, pi)
In any case the claim holds. 
Proof. [Proof of Theorem 6.14] By induction on p.
Let θ be a trace and p a sequence of objects such that Π(θ, p) holds.
• If |p| ≤ 1, that is, if only p0 exists, the claim is trivially true.
• Assume |p| > 1, p1 ∈ child(θ, p0), and, as an induction hypothesis, that Theo-
rem 6.14 holds for tail(p).
To prove:
sentby(θ, p1). args  sift(sentby(θ, p0). args, sentby(θ, p0)0. args).
 If sentby(θ, p1) = , then the claim is trivially true.
 Assume that sentby(θ, p1) , . Then sentby(θ, p1)0 and recvby(θ, p1)0 are
dened. Lemma 6.16 implies sentto(θ, p1) = sentby(θ, p0) and Axiom 6.11
implies
recvby(θ, p1)  sentto(θ, p1),
resulting in
recvby(θ, p1)  sentby(θ, p0).
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Use Lemma 6.15, Axiom 6.11, and recvby(θ, p1)(0) = sentby(θ, p0)(0) to
obtain
sift(recvby(θ, p1). args, recvby(θ, p1)0. args)
 sift(sentby(θ, p0). args, sentby(θ, p0)0. args)
Use the transitivity of  and Formula (6.13) as
sentby(θ, p1). args  sift(recvby(θ, p1). args, recvby(θ, p1)0. args)
to obtain
sentby(θ, p1). args  sift(sentby(θ, p0). args, sentby(θ, p0)0. args).

6.7 Related Work
The method described in this paper represents an extension of the method described
by Jonsson in [76] on asynchronous buffered communication to object creation and
synchronous message passing in the context of a rendez-vous.
An early reference to some of the techniques we use is Ole-Johan Dahl’s Can Pro-
gram Proving be Made Practical (cf. [38]), because this and his work use nite traces
for object specication and induction as the prime proof method.
Compatibility, as used in Section 6.4, was introduced by Soundararajan in [144]. In
this paper, the existence of a global trace satisfying the interface specication expresses
that two objects are compatible, that is, can be composed. The existence of such a trace
is not mandatory in our setting, because the global property is proved for all global
traces, and is vacuously true, if no global trace satisfying all interface specications
exist.
Instead of predicates in a trace logic, interfaces can also be expressed in temporal
logic, as proposed by Lamport in [89], or nite automata, as proposed by Alfaro et
al in [41]. Wolfgang Thomas [147] proves that a language based on rst order logic
is more expressive than a language based on nite automata. For example, a stack
discipline, as it occurs in call-return pairs of operation calls, cannot be expressed in
this automata setting.
The method presented in this thesis can straightforwardly by applied to the exten-
sion of OCL dened in Chapter 5. Known approaches towards tool-based (automatic)
verication for object creation concern bounded creation of objects and are implemen-
tation dependent, that is, not compositional, as demonstrated by the work of Damm et
al [39] and of Ober et al [102].
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6.8 Conclusion and Future Work
In this paper we have presented a trace-based specication method for object-oriented
programs with object creation. We have proved that not observing object creation but
inferring object creation from the trace is a feasible abstraction. Most behavioural
specications are not necessarily concerned with object creation but with the exchange
of messages.
We have made explicit that a specication of the behaviour of an object does not only
involve the services it provides, but also the context in which this object operates, and
the services it requires. Besides this static information, the specication of an object
is a contract or a protocol of the behaviour between objects. These are expressed by
interface invariants.
We have proposed a proof rule for composing interface specications and deriving
global properties. This allows the verication of systems during early stages of design,
where an implementation of each object or class is not yet known.
We have applied our trace logic to a case study: the sieve of Eratosthenes. Our
method seems to be particularly well suited for stream-processing applications, as
demonstrated by our case study.
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Chapter 7
Compositional Verification of Timed
Components in PVS
This chapter contains the compositional modelling and verication of the error logic
part of the MARS case study [117] in PVS, based on Omega Deliverable 3.3 Appendix
42. We also extend the theory presented in Chapter 6 with real-time.
Essentially, the theory used in this chapter is based on the theory presented in [65].
This theory has been adapted to the needs of object-oriented programming, as pre-
sented in the preceding chapters, to deal with timed systems.
One crucial observation is that in the presence of time every event has to be observed
when it occurs, and not, like we have done with object creation in Chapter 6, later. The
reason is that we also observe the time when some event occurs.
7.1 Introduction
In recent years, UML [111] has been applied to the development of reactive safety-
critical systems, in which the quality of the developed software is a key factor. Within
the Omega project [116] we have developed a method for the correct development of
real-time embedded systems using a subset of UML, which consists of state machines,
class diagrams, and object diagrams. In this paper we present a general framework to
support compositional verication of such designs dened in this subset of UML us-
ing the interactive theorem prover PVS [121, 122]. The framework is based on timed
traces. These are an abstraction of the timed semantics of UML state machines as
described in [149]. The focus is on the level of components and their interface speci-
cations, without knowing their implementation [44, 66].
Our specications are based on assertions on timed traces, that is, logical formulae
that express the desired properties of a system or one of its components. To be able
to formalise intermediate stages during the top-down design of a system we aim at
a mixed formalism, that is, a formalism where specications and programming con-
structs can be mixed freely. In this paper, we restrict ourselves to parallel composition
and hiding. This is inspired by similar work on untimed systems [114, 115, 158] and
related to work on timed systems [65, 139].
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We apply these general theories to a case study, namely, part of the Medium Alti-
tude Reconnaissance System (MARS) deployed by the Royal Netherlands Air Force
on the F-16 aircraft [117]. The system employs two cameras to capture high-resolution
images. It counteracts image quality degradation caused by the forward motion of an
aircraft by creating a compensating motion of the lm during the lm exposure. The
controls applied to the camera for the lm speed of the forward motion compensation
and the frame rate are being computed in real-time based on the current aircraft alti-
tude, ground speed, and some additional parameters. The system is also responsible
for producing the frame annotation containing time and the aircraft’s current position,
which must be synchronised with the lm motion. Finally, the system performs health
monitoring and alarm processing functions. The part of this case study we focus on the
data-bus manager. It receives messages from sensors measuring the altitude and its
position and tries to identify whether the sensors have broken down, and if they have,
whether they have recovered.
This paper is structured as follows. In the next section we describe the semantics of
our assertion language. Section 7.3 denes our proof rules. Section 7.4 describes the
overall behaviour of our case study. Section 7.5 describes the decomposition of this
overall specication into suitable components. Section 7.6 gives a high-level view how
the correctness of the decomposition is proved. For the actual proof see [87]. The nal
Section 7.7 contains some concluding remarks, especially regarding the arduous path
leading up to our presented results.
7.2 Semantics
Assertions are predicates on traces θ consisting of observations o. For each such ob-
servation we observe the event that is occurring, written as E(o), and the time at which
it occurs, written as T (o). Time is dened to be a non-negative real, and delays are
assumed to be positive. The special event  represents either that time elapses or that
some hidden event is occurring.
These traces have to satisfy the following properties in order to be well-formed:
1. Time is monotone: ∀i, j : i ≤ j =⇒ T (θi) ≤ T (θ j).
2. Time progresses, that is, is non-Zeno: ∀i, δ : ∃ j : i ≤ j ∧ T (θi) + δ ≤ T (θ j).
3. Proper events are instantaneous: ∀i : E(θi) ,  =⇒ T (θi) = T (θi+1).
Next, we dene the projection of a trace θ on a set of events E:
θ ↓ E def= λk :

θk, if E(θk) ∈ E
, otherwise.
Observe that this projection operator is idempotent, that is, (θ ↓ E) ↓ E = θ ↓ E and
satises: ∀θ, E1, E2 : θ ↓ E1 = θ ∧ E1 ⊆ E2 =⇒ θ ↓ E2 = θ.
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Next we dene the notion of a component. A component species a set of events
E as its signature, that is, as a set of events which a component is able to observe
and react to. Usually, these events will be the receiving and sending of messages.
As its behaviour the component species a set of traces, formalised by a predicate
Θ on traces θ over its signature. A component C is dened to be the pair (E,Θ).
For any component C = (E,Θ), we require that its behaviour respects its interface:
∀θ : Θ(θ) =⇒ θ ↓ E = θ.
We dene the parallel composition of components C1 = (E1,Θ1) and C2 = (E2,Θ2)
as C1 ‖ C2
def
= (E1 ∪ E2, {θ | θ ↓ E1 ∈ Θ1 ∧ θ ↓ E2 ∈ Θ2 ∧ θ ↓ (E1 ∪ E2) = θ}). That is,
the parallel composition of two components maintains the behaviour of its parts, the
components synchronise on their common events, and it does not include new events
outside the common signature, as in [45, Section 7.4].
For a component C = (E,Θ) and a set of events E the hiding operator C−E ′ removes
the events in E′ from the signature of C. It is formally dened by: C − E′ def= (E \E′, {θ |
∃θ′ ∈ Θ : θ = θ′ ↓ (E \ E′)}).
The behaviour of a component is specied by assertions, which are predicates on
traces. We lift the boolean connectives to assertions in the usual manner.
We dene a few suitable abbreviations. The term E(θi) = e states that the event e
occurs at position i in the trace θ. The term
Never(e, i, j)(θ) def= ∀k : i ≤ k ∧ k ≤ j =⇒ E(θk) , e
asserts that the event e does not occur between positions i and j in the trace θ. Similarly,
the assertion
Never(e)(θ) def= ∀k : E(θk) , e
asserts, that e never occurs in a trace. Finally,
AfterWithin(e, i, δ)(θ) def= ∃ j : j ≥ i ∧ E(θ j) = e ∧ T (θ j) − T (θi) ≤ δ
is an assertion that states that the event e occurs at some position j after i which is no
later that δ time units from i.
Specications of components consist of a signature and an assertion. Because we
aim at a mixed framework, in which specications and programming constructs can
be mixed freely, a specication is also considered to be a component. Therefore a
specication S = (E,Θ) is identied by the component (E, {θ | θ ↓ E = θ ∧ Θ(θ)}),
which has the same name.
A component C1 = (E1,Θ1) renes another component C2 = (E2,Θ2), written
C1 =⇒ C2, if E1 = E2 ∧ ∀θ : Θ1(θ) =⇒ Θ2(θ). The renement relation is a
partial order on components and specications.
We have chosen to use the implication symbol =⇒ for renement, because in out
theory, renement (almost) is implication. The crucial part of our denition of rene-
ment of components is Θ1(θ) =⇒ Θ2(θ)! The same idea also holds for Lamport’s
TLA [89].
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7.3 Compositional Proof Rules
In this section we derive a number of compositional proof rules. Their correctness
is checked in PVS based on the semantic denitions and the denition of specica-
tions [87]. We start with a consequence rule, which allows the weakening of assertions
in specications.
Let C1 = (E1,Θ1) and C2 = (E2,Θ2) be two specications. Then
(E1 = E2 ∧ (∀θ : Θ1(θ) =⇒ Θ2(θ))) =⇒ (C1 =⇒ C2) .
To dene a sound rule for parallel composition, we rst show that the validity of
an assertion Θ only depends on its signature. This is specied using the following
predicate:
depends(Θ, E) def⇐⇒ ∀θ, θ′ : Θ(θ) ∧ θ ↓ E = θ′ ↓ E =⇒ Θ(θ′) .
Then we can establish ∀E : depends(Θ, E) ⇐⇒ (∀θ : Θ(θ) ⇐⇒ Θ(θ ↓ E)). Using
this statement we can prove the soundness of the parallel composition rule:
(depends(Θ1, E1) ∧ depends(Θ2, E2)) =⇒ ((E1,Θ1) ‖ (E2,Θ2)
=⇒ (E1 ∪ E2,Θ1 ∧ Θ2)) .
To be able to use renement in a context, we derive a monotonicity rule:
((C1 =⇒ C2) ∧ (C3 =⇒ C4)) =⇒ ((C1 ‖ C3) =⇒ (C2 ‖ C4)) .
Similarly, we prove a compositional rule and a monotonicity rule for the hiding opera-
tor.
depends(Θ, E1 \ E2) =⇒ (((E1,Θ) − E2) =⇒ (E1 \ E2,Θ))
(C1 =⇒ C2) =⇒ ((C1 − E) =⇒ (C2 − E)) .
7.4 The MARS Example
From the MARS example we consider only a small part, namely the data bus manager.
This part serves as an illustration on how to apply the presented techniques to a timed
system. Figure 7.1 shows the architecture of the data bus manager.
The external data sources altitude data source and a navigation data source send
data, here represented by abstract events d1 and d2, respectively, to a message receiver.
If the sources function correctly, they send data with period P and jitter J < 12 P, as
depicted in Figure 7.2: Data should be available during the grey periods.
For any data source s its behaviour can be specied by the assertion DSs,1(θ) ∧
DSs,2(θ) on its traces of observations θ, where DSs,1 and DSs,2 are dened below. The
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Message Receiver
ControllerMonitor
−curOk: Boolean
−prevOK: Boolean
DatabusController
NavigationDataSourceAltitudeDataSource
Figure 7.1: Architecture of the data bus manager
t
P
J
Figure 7.2: Data with period P and jitter J
assertion DSs,1, where s ranges over 1, 2, species that each occurrence of an event ds
is within the period specied by the jitter. The assertion DSs,2 species that at most
one such message is sent during this period:
DSs,1(θ)
def
⇐⇒ ∀i : E(θi) = ds =⇒ ∃n : nP − J ≤ T (θi) ∧ T (θi) ≤ nP + J
DSs,2(θ)
def
⇐⇒ ∀i, j :E(θi) = ds ∧ E(θ j) = ds =⇒
i = j ∨ P − 2J ≤ |T (θi) − T (θ j)| .
Consequently, a data source will not send data outside of the assigned time frame and
will also not send more than one data sample during this time frame. A state machine
depicting such normal behaviour is shown in Figure 7.3. The data source may send
data only while it is in the state Initial or in the state Send. While it is in the Initial
state, it may stay in this state for at most J time units.
If a data source fails to send a data item for K consecutive times, then the bus man-
ager shall indicate the error by sending an err signal. That this situation has occurred
is formalised by an appropriate timeout assertion:
TimeOut(e, t, i, j)(θ) def⇐⇒ Never(e, i, j) ∧ T (θ j) − T (θi) > t
This assertion states that the event e has not occurred for at least t time units between
positions i and j of a trace θ.
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SendUpper
inv: t <= J
Wait
inv: t <= P−J
SendLower
inv: t <= P
WaitUpper
inv: t <= J
WaitLower
inv: t <= P
[t >= P]/t:=0
[t >= P − J][t >= J]
[t >= J]
[t >= P]/t:=0
/!d/!d
Figure 7.3: State machine of the data source
The system is said to have recovered, if N consecutive data messages have been
received from each source. The occurrence of N consecutive events e between i and j
is specied by the predicate occ(e,N, i, j), which is dened as:
occ(e,N, i, j)(θ) def⇐⇒ N = 0 ∨ ∃ f : | dom( f )| = N ∧ f (0) = i ∧
f (| dom( f )| − 1) = j ∧ (∀k : k ≤ | dom( f )| − 1 =⇒ E(θ f (k)) = e) ∧
(∀k : k < | dom( f )| − 1 =⇒ f (k) < f (k + 1) ∧
P − J < T (θ f (k+1)) − T (θ f (k)) ∧ T (θ f (k+1)) − T (θ f (k)) < P + J) .
This implies that there exists a strictly monotonically increasing sequence f of length
N of indexes starting at i and ending at j such that at each position in this sequence the
event e occurs and that these events occur P ± J time-units apart.
We can now dene that a data source s is in an error state at position i in the trace
θ by observing that it has not sent data for at least L def= KP + 2J time units at position
j ≤ i and that it has not recovered until position i:
Error(d, i)(θ) def⇐⇒ ∃k, j : j ≤ i ∧ TimeOut(d, L, k, j)(θ) ∧
(∀m : j < m ∧ m ≤ i =⇒ ¬∃l : occ(d,N, l,m)(θ))
The validity of an error signal is specied by the following predicates:
TDS1(θ)
def
⇐⇒ (∀i, j : i < j ∧ (∃s : TimeOut(ds, L, i, j)(θ)) ∧
(∀s : ¬Error(ds, j)(θ))) =⇒ AfterWithin(err, j,∆err)(θ) .
Here, ∆err expresses a delay that models the time the system needs to react to the
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occurrence of an error. The integrity of the error signal err is specied by:
TDS2(θ)
def
⇐⇒ ∀ j : E(θ j) = err =⇒ ∃i, k : i < k ∧ k < j ∧
(∃s : TimeOut(ds, L, i, k)(θ)) ∧ (∀s : ¬Error(ds, k)(θ)) ∧
Never(err, k, j − 1)(θ) .
The system recovers from an error when all data sources have been sending N con-
secutive messages. This recovery is indicated by sending a ok signal. The next pred-
icate species that all sources have indeed sent N consecutive data messages from
D = {ds | s ∈ S }:
Recover(D, i, j) def⇐⇒ ∃ f , g : i = min
d∈D
f (d) ∧ j = max
d∈D
g(d) ∧
(∀d, d′ : |T (θ f (d)) − T (θ f (d′))| ≤ 2J) ∧
(∀d, d′ : |T (θg(d)) − T (θg(d′))| ≤ 2J) ∧
(∀d : occ(d,N, f (d), g(d))) .
This predicate states that there exist two functions f and g from events to positions
such that i is the smallest value produced by f , j is the largest value produced by g, the
values in the range of f are at most 2J time units apart, as are the values in the range of
g such that we have N occurrences of d between f (d) and g(d). Using this predicate,
we can dene the validity of the ok signal:
TDS3(θ)
def
⇐⇒ ∀i, j : i < j ∧ Recover({ds | s ∈ S }, i, j)(θ) ∧
(∃s : Error(ds, j)(θ)) =⇒ AfterWithin(ok, j∆ok)(θ) .
Similar to ∆err, the delay ∆ok models the time needed by the error logic to react to the
recovery of the system. The integrity of the ok signal is specied by:
TDS4(θ)
def
⇐⇒ ∀ j : E(θ j) = ok =⇒ ∃i, k : i < k ∧ k < j ∧ (∃s : Error(ds, i)(θ)) ∧
Recover({ds | s ∈ S }, i, k)(θ) ∧ Never(ok, k, j − 1)(θ) .
Finally, we specify the behaviour of the global system by the assertion TDS:
TDS(θ) def⇐⇒ TDS1(θ) ∧ TDS2(θ) ∧ TDS3(θ) ∧ TDS4(θ) .
From this global specication we derive a version of the data bus manager in such
a way that full compositional deductive verication becomes possible and the verica-
tion task is split into smaller verication tasks.
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Message
Receiver
Message
Logic
Error
ok1
err1
miss
ok2
err2
miss
err
ok
d2
d1
Figure 7.4: Decomposed architecture for two data sources
7.5 Decomposition of the MARS example
The main idea is that we specify a separate data receiver for each data type d and later
compose the receivers for different data sources with a component that species the
combinations of errors and recovery. This architecture is depicted in Figure 7.4.
The message receivers are two identical processes, whose internal states are made
visible by external signals err, miss, and ok to represent error and recovery. Hence the
message receiver is specied by a component, parameterised over events d, err, miss,
and ok. The role of miss signals will be explained later.
7.5.1 Message Receiver
The message receiver processes the data received from one data source. Processing
data takes some time, which varies depending on the data received. We assume that
this time is between l and u. The message receiver should enter an error state if if K, say
3, successive messages are missing from its source. It should resume normal operation
if it has received N, say 2, successive messages from its source. This behaviour is
depicted by the state machine in Figure 7.5.
The message receiver receives data from one data source and counts how many con-
secutive messages have been absent from the source. We can assert that an error is
present once no message has been received since L time units. Recall, that this is the
time required to observe that K messages have been absent from the input stream. If
this occurs, the message receiver sends a errs message to an error logic component to
indicate to it that from one source K messages have been missing. The delay ∆MRerr mod-
els the time needed by the message receiver to send its errs signal. This is specied
by:
MRs,1(θ)
def
⇐⇒ ∀i, j : TimeOut(ds, L, i, j)(θ) ∧ ¬Error(ds, i)(θ) =⇒
AfterWithin(errs, j,∆MRerr )(θ) .
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d[n = N−1]/
!on; t := 0; n := 0 !err; n := 0; t:= 0
[t >= P+2*J and n >= K − 1]/
d[n < N − 1]/
n := n + 1; t := 0
[t >= P+2*J]/
n := 0; t := 0
Ok
inv: t <= P+2*J inv: t <= u
Process
[t >= l]
d/ t := 0; n := 0
n := n + 1; t := 0; !miss
[t >= P+2*J and n < K − 1]/
inv: t <= P+2*J
Error
Figure 7.5: State machine of the message receiver
The next predicate species that the message receiver will only send an error signal e
if a timeout has occurred:
MRs,2(θ)
def
⇐⇒ ∀ j : E(θ j) = errs =⇒ ∃i, k : i < k ∧ k < j ∧
¬Error(ds, i)(θ) ∧ TimeOut(ds, L, i, j)(θ) ∧ Never(errs, k, j − 1)(θ) .
Next, we dene the validity and integrity of an ok signal. If the message receiver is
in error state and it receives N consecutive d messages, then it will send an ok message
within ∆MRok time units:
MRs,3(θ)
def
⇐⇒ ∀ j : Error(ds, j)(θ) ∧ Recover(ds, j)(θ) =⇒
AfterWithin(oks, j,∆MRok )(θ) .
The next predicate species that if an ok signal occurred, then the system was in an
error state before and N consecutive data messages had occurred, and no other ok
signal has been emitted in between:
MRs,4(θ)
def
⇐⇒ ∀ j : E(θ j) = oks =⇒ ∃i, k : i < k ∧ k < j ∧
Error(ds, i)(θ) ∧ occ(ds,N, i, k) ∧ Never(oks, k, j − 1)(θ) .
Next, the error logic component, to be specied later, has to be notied by any
message receiver that did not receive a data message in time. This is indicated by a
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miss message. We introduce this miss signal, because using only err and ok signals is
not sufficient for recovery according to the specication. The problem is that the err
signal indicates the absence of K data items, whereas recovery requires the presence
of N consecutive data signals from the data source. Observe that, when staying in the
correct operational mode, a few missing data items are allowed, but this is not allowed
when trying to recover.
Only one miss signal is needed and not one per message receiver. The reason for
this is that, in order to recover, all message receivers have to receive N consecutive
data messages. The presence of a miss signal indicates that there is one component
which missed a data message during this period. Consequently, the error logic does
not need to know which message receiver missed the signal.
A message receiver sends a miss message to the error logic whenever a data message
has timed out from the data source and it is not in an error state. Again, sending a miss
signal is delayed by ∆MRmiss time units.
MRs,5(θ)
def
⇐⇒ ∀ j : TimeOut(ds, P + 2J, i, j)(θ) ∧ ¬Error(ds, j)(θ) =⇒
AfterWithin(miss, j,∆MRmiss)(θ)
If the message receiver is already in an error state, it will signal N consecutive data
messages using an ok message. Therefore, sending the miss signal is not necessary in
this case. Also note that if we miss the Kth data item at j, the Error(ds, j)(θ) predicate
is true and no miss signal is emitted. Instead, following the assertion MRs,3, an errs
signal will be sent. That is, it will not send both a miss signal and an err s signal.
The next predicate species the integrity of a miss event, that is, whenever a miss
signal occurs the system was not in an error state before the occurrence of the miss sig-
nal, a data messages has not been received within the specied time, and no other miss
signal has been emitted between the time-out of the data message and the occurrence
of the miss signal.
MRs,6(θ)
def
⇐⇒ ∀ j : E(θ j) = miss =⇒ ∃i, k : i < k ∧ k < j ∧
¬Error(ds, i)(θ) ∧ TimeOut(ds, P + 2J, i, k)(θ) ∧ Never(miss, k, j − 1)(θ)
From N missing miss signals we can conclude, that the data source s has received N
consecutive data messages:
Lemma 7.1. For any message receiver s we have: if ∀i, j : TimeOut(miss,NP+2J, i, j)
then occ(ds,N, i, j).
More importantly, the timeout of the miss signal implies that all message receivers
have received N consecutive data messages.
Corollary 7.2. If TimeOut(miss,NP + 2J, i, j) for all i, j, then Recover({ds | s ∈
S }, i, j).
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Proof. Follows directly from Lemma 7.1 and the denition of Recover [87]. 
Finally, we specify a message receiver for a source s as
MRs(θ)
def
⇐⇒ MRs,1(θ) ∧MRs,2(θ) ∧MRs,3(θ) ∧
MRs,4(θ) ∧MRs,5(θ) ∧MRs,6(θ) .
In the following section we formalise the interface specication of the error logic.
7.5.2 Error Logic
The error logic component accepts errs and oks signals from each data source s. It
also accepts a signal miss which indicates that there exists a data source s that has not
received data from its source during its cycle. The error logic will emit an err signal if
it detects an error in the system and an ok signal if the system recovers after an error.
The behaviour of the error logic is specied in the state machine of Figure 7.6.
Err2Err1
err1/
t:=0
err1/
t:=0
err2/
t:=0
err2/
t:=0
Miss1 Miss2
Errors
Miss
Wait
AllOk
[t >= N*P+2*J]
[t >= N*P+2*J]
miss/t := 0[t >= N*P+2*J]
miss/t := 0
err2/ err1/
err1/!err
err2/!err
miss/t:=0
miss/t:=0
miss/t:=0
miss/t:=0
miss/t:=0
ok1/
ok2/ ok1/
ok2/
ok1/!ok
ok2/!ok
[t >= N*P+2*J]
!ok
ok1/ok2/
Figure 7.6: State Machine of the error logic component
In this state machine, the state AllOk indicates that the system is in the mode of
normal operation. If the system is in this state and receives an erri signal from the
message receiver i, then it moves to the state erri and signals an error by sending an
err signal. The system may recover if it receives an oki signal or it may receive an err j
signal for i , j. That the system has to recover from an error from both data sources is
indicated by staying in the state Errors. Moving to Errors does not require sending an
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err signal, because we have already done so by taking a transition from AllOk to the
state erri for some i. The system signals its recovery by sending an ok signal if it has
received an oki signal while in the state erri.
As long as the system is in the AllOk state it ignores all miss signals. If a data
source i failed to send K consecutive data messages to its message receiver, this will
be signalled by the message receiver with a erri signal.
If the system is in an error state, that is, in one of the states err1, err2, or Errors, and
it receives a miss signal, the error logic has to record that it has to wait for a time out
of the miss signal and the required number of ok signals in order to return to normal
operation. This fact is recorded in either the state miss1, miss2, miss, or Wait. These
states indicate that the system has to wait for a time-out of the miss signal and for either
an ok1, ok2, both, or no ok signal from the message receivers in order to recover. The
state Wait is entered, whenever one of the missi states has been left after receiving the
corresponding oki signal, and the error logic itself has to emit an ok signal to conrm
that the system has recovered from the error condition. Observe that we have to wait
until the end of the current period in order to assert that during this time neither message
receiver sends an error signal. While staying in one of these states, the system measures
the time elapsed since the latest reception of a miss signal using the clock t. Therefore
it always resets t if it receives a miss signal or a erri signal. Recall, that the message
receiver will not send both a miss signal and an erri signal during the same cycle.
The Wait state moves to the AllOk state after a timeout of the miss signal by emitting
an ok signal. Note that the Wait signal is reachable by the following scenario: The
system starts in the AllOk state. It then receives an err1 signal from message receiver
1. Having received this signal the state changes to err1. During the next period it
receives a miss signal from message receiver 2! This causes a change of the state to
miss1, indicating that it has to receive an ok1 signal from message receiver 1 and has to
wait that message receiver 2 has to receive N consecutive data messages. Observe that
in this situation message receiver 1 only has to receive N −1 data messages. Assuming
that both message receivers will receive their data messages, message receiver 1 sends
its ok1 signal after N − 1 periods, after which the error logic changes its state to Wait.
Now the error logic has to wait another period in order to assert that message receiver
2 has received its Nth data message, after which it may signal recovery.
We proceed by formalising the behaviour of the error logic component. The error
logic component accepts the signals err1, err2, miss, ok1, and ok2 as inputs and sends
the signals err and ok as outputs.
Whether the error logic knows that a source s is in an error state at position i of trace
θ is indicated by the following predicate:
Error(i, s)(θ) def⇐⇒ ∃m : m ≤ i ∧ E(θm) = errs ∧ Never(oks,m + 1, i)(θ) .
Whether the error logic is in an AllOk state at position i of a trace can be computed
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by the following predicate:
AllOk(i)(θ) def⇐⇒ ∀s : ¬Error(i, s)(θ) .
Sending the err signal after having received an errs signal from some message receiver
s is delayed by ∆ELerr time units. Then the validity of an err signal indicating error is
specied by:
EL1(θ)
def
⇐⇒ ∀i : AllOk(i)(θ) ∧ (∃s : E(θi+1) = errs) =⇒
AfterWithin(err, i + 1,∆ELerr) .
Its integrity is specied by:
EL2(θ)
def
⇐⇒ ∀ j : E(θ j) = err =⇒
∃i : i < j ∧ AllOk(i)(θ) ∧ (∃s : (E(θi+1) = errs) ∧ Never(err, i + 2, j − 1)(θ) .
The next predicate states, that a data source s recovers from an error:
Recover(i, s)(θ) def⇐⇒ ∀i : Error(i − 1, s)(θ) ∧ E(θi) = oks .
The validity of an ok signal indicating recovery of a component s is specied by, where
emitting the ok signal is delayed by ∆ELok time units:
EL3(θ)
def
⇐⇒ ∀i : ∃s : Recover(i, s)(θ) ∧ (∀s : ¬Error(i, s′)) ∧
(∃k : TimeOut(miss,NP + 2J, k, i)(θ)) =⇒ AfterWithin(ok, i,∆ELok ) .
Observe that the assertion Recover(i, s)(θ)∧(∀s′ : ¬Error(i, s′)) states that the message
receiver s is the last message receiver to recover.
The integrity of the ok signal is specied by:
EL4(θ)
def
⇐⇒ ∀ j : E(θi) = ok =⇒ ∃i : i < j ∧ (∃s : Recover(i, s)(θ)) ∧
(∀s : ¬Error(i, s)) ∧ Never(ok, i + 1, j − 1) ∧
(∃k : TimeOut(miss,NP + 2J, k, i)(θ)) .
The error logic is then specied by the assertion:
EL(θ) def⇐⇒ EL1(θ) ∧ EL2(θ) ∧ EL3(θ) ∧ EL4(θ) .
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7.6 Correctness of the decomposition
To show the correctness of the decomposition of the global system into a receiver for
each data source and an error logic, we rst dene general signals with a source identity
and process identities S .
We observe that the internal signal are I def= {oks, errs,miss | s ∈ S } and that the
externally observable signals are {ds, err, ok | s ∈ P}. The statement of correctness
then is:
Theorem 7.3. (( ‖s∈S MRs) ‖ EL) − I =⇒ TDS.
To establish this theorem, we rst need to establish a sequence of intermediate steps,
where we established the validity of each part of the TDS assertion individually. The
proofs in PVS can be found in [87].
Lemma 7.4. ∆MRerr + ∆ELerr ≤ ∆err ∧ (∀s : MRs,1(θ)) ∧ EL1(θ) =⇒ TDS1(θ)
The proof of this lemma is straight forward but tedious. The condition ∆MRerr +∆ELerr ≤
∆err is needed to establish that the composed system sends the err signal in time.
Lemma 7.5. ∆MRerr + ∆ELerr ≤ ∆err ∧ (∀s : MRs,2(θ)) ∧ EL2(θ) =⇒ TDS2(θ)
Lemma 7.6. ∆MRok + ∆
EL
ok ≤ ∆ok ∧ (∀s : MRs,3(θ)) ∧MRs,5(θ)) ∧ EL3(θ) =⇒ TDS3(θ)
In the proof of this lemma we use Lemma 7.1 in conjunction with the assumption
∀s : MRs,5(θ) to establish that each data source has N occurrences of a data signal from
each component. The assumption ∀s : MRs,3(θ) asserts that a valid oks signal is sent.
The condition ∆MRok +∆
EL
ok ≤ ∆ok is needed to establish that the ok signal occurs in time.
Lemma 7.7. ∆MRok + ∆
EL
ok ≤ ∆ok ∧ (∀s : MRs,4(θ)) ∧MRs,6(θ)) ∧ EL4(θ) =⇒ TDS4(θ)
7.7 Conclusions
We have presented a compositional framework for the compositional verication of
high-level real-time components which communicate by means of asynchronous sig-
nals. This framework reects the full formal proof given in PVS [87], and is the result
of a long and arduous path leading to consistent specications of the parts and their
properties. Compositional proof rules for parallel composition and hiding have been
proved sound in PVS. The framework is based on timed event traces which are ab-
stractions of the runs of the semantics of timed UML state machines [149]. In this
way, we can use deductive verication in PVS to prove the correctness of a decom-
position of a system into a number of asynchronously communicating components.
Next, the components can be implemented independently using UML, according to
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their specication, and the correctness of the implementation with respect to the in-
terface specication may be established by means of other techniques, such as model
checking.
The framework has been applied to the MARS case study provided by the Nether-
lands National Aerospace Laboratory. This case study has been supplied in the form of
UML models. In general, interactive verication of UML models is very complex be-
cause we have to deal with many features simultaneously, such as timing, synchronous
operation calls, asynchronous signals, threads of control, and hierarchical state ma-
chines. Hence, compositionality and abstraction are essential to improve scalability.
The compositional verication of the case study presented here shows that deductive
verication is more suitable for the correctness proofs of high-level decompositions, to
eventually obtain relatively small components that are suitable for model checking.
Because we started with a specication, which was monolithic and contained errors,
a redesign of the original system was necessary to enable the application of composi-
tional techniques and to help improving our understanding of the model. Interestingly,
this led to a design that is more exible, for example, for changing the error logic, and
more easily extensible, for example, to more data sources, than the original model.
We have found errors in the decomposed specication using model checking (we
used the IF validation environment [16] and UPPAAL [91]) and by the fact that no
proof in PVS could be found for the original specication. One of these errors was
that we did not include a miss signal, which is needed to correctly observe recovery in
the error logic component. This allowed the recovery of the system in circumstances
where the global specication did not allow this.
Observe that the compositional approach requires substantial additional effort to ob-
tain appropriate specications for the components. Finding suitable specications is
difficult. Hence, it is advisable to start with nite high-level components and to sim-
ulate and to model-check these as much as possible. Apply interactive verication
only when sufficient condence has been obtained. Finally, it is good to realise that
interactive verication is quite time consuming and requires detailed knowledge of the
tool.
One nal conclusion from this example is that, for specications of the complexity
of the MARS case study, especially with respect to its error logic, condence in its
correct functioning requires tool-based verication.
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Conclusion
In the introduction we have written that we develop a formal semantics for a subset of
UML in this dissertation, which allows the formal validation of real-time embedded
systems modelled with UML and specied with OCL. To achieve this, we have devel-
oped a formal semantics for UML class diagrams, object diagrams, and OCL, suitable
for an embedding into the theorem prover PVS. The embedding uses the formal se-
mantics of state machines developed by van der Zwaag and Hooman [149].
8.1 Summary
This dissertation represents a further step towards a rigorous formalisation of UML
and towards OCL for tool supported formal verication of models. Our results ex-
tend, update, or complement the results obtained by Mark Richter [133] and Demissie
Aredo [6] in various directions:
• We have described a formal semantics of UML class diagrams and UML ob-
ject diagrams. This semantics establishes object diagrams as models of class
diagrams and constraints as invariants on object diagrams. Multiplicities of as-
sociations are understood as constraints, that is, as invariants of object diagrams.
• In currently available UML case tools even basic support for OCL is missing.
Some tool vendors provide plug-ins which validate OCL constraints, but they
are mostly used during detailed design; constraints are used in the same way
assertions are used in programming languages. One reason for this we have
identied is the inexibility of the type system of OCL. To alleviate this, we
have proposed a generalisation of this type system, demonstrated that it offers
greater exibility in developing the underlying model, and implemented a type
checker based on this extension.
• OCL is a constantly evolving language. We have provided a formal semantics for
OCL 2.0, which we have formalised in the language of the theorem prover PVS.
This formalisation is supported by a translator, which translates UML models
and OCL constraints into PVS. The translator implements a shallow embedding
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of OCL into PVS. The feasibility of this approach has been demonstrated by
verifying case studies, among others, the Sieve of Eratosthenes, using this tool.
• We have analysed the newly introduced OCL Message Expressions, and found
them lacking, because they only allow to specify whether a message has been
sent during the execution of an operation call. We have proposed to include
histories into OCL, which allow to specify whether messages have been sent
or received and to reason about the order of these. We have demonstrated that
all OCL message expressions can be expressed in terms of OCL constraints on
histories. Therefore, histories form a conservative extension of OCL. Histories,
however, offer much greater exibility, in that these histories may also be used
in class invariants and preconditions of operations.
• We analysed the implications of object creation for a history-based formalism.
This has led to the axiomatisation of histories with object creation, which we
have formalised in the PVS theorem prover. We show that in the case of reac-
tive systems, that is, systems in which each action is the reaction to a message
received, it is not necessary to observe object creation. A safe approximation
of the tree of creation can be computed from histories. If objects are active, we
observe prenatal object activity, that is, objects initially appear to be root objects
(which have not been created by any object) but later one may observe that they
have indeed been created by other objects. Using this axiomatisation we have
proved a case study, the Sieve of Eratosthenes, correct.
• The nal extension of the trace based formalism was to extend our notion of
communication traces with time. We have applied this method to the error logic
component of the medium altitude reconnaissance system (MARS) in order to
derive a correct specication of this component.
8.2 Future Research
Formalising the UML is very challenging, not only because of the sheer size of the
standard, its number of concepts and notations. Even the designers of UML have ex-
pressed the opinion that there is too much overlap and redundancy in the notations of
UML. The reason is that the Object Management Group not only formalises best prac-
tises, but also suggests new notations and new technology, which become part of the
standards, without having proved their usefulness in practise. It has been suggested
by Cris Kobryn, who chaired the standardisation of UML 2.0, that UML 3.0 should
only contain the parts of UML 2.0 which have proved their usefulness in practise [80].
Therefore, formalising every aspect of the UML should not be a goal for future re-
search.
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Instead, one should focus on identifying a small selection of notations from UML
and develop a formally sound system development method around these notations. The
notations we selected for this dissertation are quite powerful for modelling event-driven
systems. Architectural diagrams may be added, because they display aspects of class
diagrams and object diagrams in an integrated manner.
In this dissertation we have not considered the formalisation of state machines. In-
stead, we used the semantics proposed by van der Zwaag and Hooman [149]. This
semantics differs from the semantics described in the UML standard [111]. A seman-
tics has been derived from the standard by Schönborn [140]. This semantics may be
formalised in PVS and used with our tool. This would result in an integrated tool that
allows the formal verication of UML 2.0 models in PVS.
The methods described in this dissertations may be extended with renement-based
methods. This extension supports a top-down development of systems driven by formal
development steps.
In order to make the UML and the OCL useful, strong semantical analysis tools and
validation tools have to be developed. Without these tools, the UML and especially
OCL is only a write-only specication formalism, and consequently a weak formal
method in the sense of Wolper [156]. A specication is called write-only, if it is only
written for the sake of compliance with standardised development methods, but never
used for the development of the specied system.
In this dissertation we have analysed the light-weight end of these methods, namely
type-checking, and the heavy-weight end, namely interactive theorem proving, with-
out covering the methods in between these extremes. Especially strong static analysis
methods have the potential of improving the design of safety critical systems by de-
tecting errors early.
Because the risks involved in designing and implementing embedded real-time sys-
tems, which are very often safety critical, strong formal methods are needed, which
allow the rigorous analysis and formal verication of models, from which eventually a
working system has to be designed. This is one of the directions suggested by Grady
Booch [12], who is one of the fathers of UML:
Note that the OMG speaks of MDA (Model-Driven Architecture). In my
world view, the UML can be much more than just a means of constructing
systems: for example, consider debugging a system at the level of UML
diagrams.
This dissertation provides an approach to verifying UML diagrams, and through this
also a way for debugging UML diagrams. But one draw-back of our approach is that it
needs a lot of expertise on using the theorem prover and the translator in order to trace
a detected error back to its location in the original diagram. Therefore, one direction of
research is to achieve seamless integration between theorem proving and the original
diagram, perhaps by dening a formal deductive system for OCL and build a proof
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checker for this deductive system. The major obstacle to overcome is to nd deductive
rules for late-binding of functions.
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OCL 2.0 Grammar
In this appendix we summarise the concrete syntax of OCL [113] using an extended
Backus-Naur format [8]. The grammar in [113] is different from the grammar pre-
sented here. It is incomplete and context-sensitive parser. The grammar described here
is a context-free grammar suitable for predictive parsers with 3 tokens of look-ahead.
The start symbols are 〈le〉 and 〈expression〉. The reserved keywords of OCL are given
in Table A.1:
and context def derive else
endif endpackage false if implies
in init inv let null
not or package post pre
then true xor
Table A.1: Reserved keywords
A.1 Literals
We dene the literals of OCL. All white-space characters are token delimiters.
〈literal〉 ::= 〈primitive-literal〉 | 〈collection-literal〉 | 〈tuple-literal〉
〈primitive-literal〉 ::= 〈boolean-literal〉 | 〈integer-literal〉 | 〈real-literal〉
| 〈string-literal〉 | null
〈boolean-literal〉 ::= true | false
〈integer-literal〉 ::= 0..9{0..9}
〈real-literal〉 ::= 〈integer-literal〉.〈integer-literal〉[(e | E)[−]〈integer-literal〉]
〈string-literal〉 ::= ’{〈characters〉}’
〈identier〉 ::= (〈letter〉 | _){〈letter〉 | _ | 〈digit〉}
〈path-name〉 ::= 〈identier〉 | 〈path-name〉::〈identier〉
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〈collection-literal〉 ::= 〈identier〉{{〈collection-literal-part〉}}
〈collection-literal-part〉 ::= 〈expression〉 | 〈expression〉..〈expression〉
〈tuple-literal〉 ::= Tuple{{variable − decl}}
A.2 Files
The rst start symbol of the grammar is 〈le〉. It is used to parse a separate OCL le.
〈le〉 ::= 〈package-declaration〉〈le〉
| 〈context-declaration〉〈le〉 | 
〈package-declaration〉 ::= package〈path-name〉{〈constraint-declaration〉}
endpackage
〈constraint-declaration〉 ::= {〈context-declaration〉〈constraint〉}
〈context-declaration〉 ::= context〈classier-context〉
| context〈operation-context〉
〈classier-context〉 ::= 〈path-name〉 | 〈identier〉:〈path-name〉
〈operation-context〉 ::= 〈path-name〉([{〈formal-parameter〉})]
| 〈path-name〉([{〈formal-parameter〉}]):〈type〉
〈constraint〉 ::= 〈stereo-type〉[〈identier〉]:[〈expression〉]
| def[〈identier〉]:{〈let-expression〉}
〈stereo-type〉 ::= inv | post | pre
A.3 Expressions
The second start symbol of the grammar is 〈expression〉. It is used to parse constraint
associated to model elements in XMI les.
〈expression〉 ::= 〈logical-implies-expression〉 | 〈let-in-expression〉
〈let-expression〉 ::= let〈identier〉[([{〈formal-parameter〉}])][:〈type〉]
= 〈expression〉
〈logical-implies-expression〉 ::= 〈logical-xor-expression〉
| 〈logical-implies-expression〉implies
〈logical-xor-expression〉
〈logical-xor-expression〉 ::= 〈logical-or-expression〉
| 〈logical-xor-expression〉xor〈logical-or-expression〉
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〈logical-or-expression〉 ::= 〈logical-and-expression〉
| 〈logical-or-expression〉or〈logical-and-expression〉
〈logical-and-expression〉 ::= 〈relational-expression〉
| 〈logical-and-expression〉and〈relational-expression〉
〈relational-expression〉 ::= 〈add-expression〉
| 〈add-expression〉〈relational-operator〉〈add-expression〉
〈relational-operator〉 ::= < | <= | > | >= | <> | =
〈add-expression〉 ::= 〈mul-expression〉
| 〈add-expression〉 + 〈mul-expression〉
| 〈add-expression〉 − 〈mul-expression〉
〈mul-expression〉 ::= 〈unary-expression〉
| 〈mul-expression〉 ∗ 〈unary-expression〉
| 〈mul-expression〉/〈unary-expression〉
〈unary-expression〉 ::= 〈primary-expression〉 | −〈unary-expression〉
| not 〈unary-expression〉
〈primary-expression〉 ::= 〈literal〉 | (〈expression〉) | 〈simple-property-call〉
| 〈postx-expression〉 | 〈operation-call〉
〈simple-property-call〉 ::= 〈operation-name〉[@pre][〈qualiers〉]
[〈poperty-call-params〉]
〈postx-expression〉 ::= 〈primary-expression〉.〈property-call〉
| 〈primary-expression〉->〈property-call〉
| 〈primary-expression〉^〈message-call〉
| 〈primary-expression〉^^〈message-call〉
〈property-call〉 ::= 〈operation-name〉[@pre][〈qualiers〉]
[〈poperty-call-params〉]
〈property-call-params〉 ::= ([〈declarator〉]{〈expression〉})
〈declarator〉 ::= {〈identier〉[:〈type〉]}[;〈identier〉[:〈type〉]
= 〈expression〉]|
〈message-call〉 ::= 〈path-name〉({〈message-call-argument〉})
〈message-call-argument〉 ::= ?[:〈type〉] | 〈expression〉
〈qualiers〉 ::= [{〈expression〉}]
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〈operation-name〉 ::= 〈identier〉 | < | <= | > | >= | <> | = | and
| or | xor | not | implies | + | − | ∗ | /
〈formal-parameter〉 ::= 〈identier〉:〈type〉
〈type〉 ::= 〈path-name〉 | 〈collection-type〉 | 〈tuple-type〉
〈collection-type〉 ::= 〈identier〉(〈type〉)
〈tuple-type〉 ::= 〈identier〉{{〈variable-declaration〉}}
〈variable-declaration〉 ::= 〈variable-declaration-no-init〉[ = 〈expression〉]
〈variable-declaration-no-init〉 ::= 〈identier〉[:〈type〉]
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Semantics of OCL in PVS
We summarise the formal semantics of OCL constraints in PVS. We assume extensive
knowledge of PVS. If a type of a function is not dened in this appendix, it is either
dened in the prelude le of the PVS 3.3 release candidate or in the PVS library of
NASA Langley. All type-consistency constraints generated by the theory described
here have been proved.
Recall, that in this thesis we decided to work with a shallow embedding. Neither
the syntax nor the semantics is formalised in PVS. OCL constraints are translated into
PVS constraints which have the same semantics (see Chapter 4).
The mapping from types in OCL to types in PVS is shown in Table B.1. Considering
this mapping, the OCL standard library is formalised by the following PVS theory.
Observe, that the type OclInvalid is not represented in the PVS theory. An expression
is of this type if and only if the associated type consistency constraints do not hold.
Expressions, which cannot be typed in PVS, result in inconsistent theories.
OCL[Classes: TYPE+, <=: (partial_order?[Classes]), Values: TYPE+
Attributes: TYPE, References: TYPE, Locations: TYPE]: THEORY
BEGIN
As displayed in the preceding fragment of PVS, the theory is parameterised of the
OCL Type PVS Type
Boolean bool
Integer int
Real real
Collection(T) N/A
Set(T) nite_set[T]
Sequence(T) nite_sequence[T]
Bag(T) nite_bag(T)
OclAny OclAny
OclVoid OclVoid
Table B.1: Mapping OCL types to PVS types
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names of the classes occurring in the model, a partial order on these classes repre-
senting the inheritance relation, a type used to interpret attributes, the names of the
attributes, the names of the association-end names (here called references), and the
locations of the different state machines.
The operations not, and, or, implies, iff, and xor of the OCL type Boolean are iden-
tied with the respective functions in the PVS.
The operations +, −, ∗, /, <, >, <=, >=, abs, oor, ceil, min, and max of the OCL
type Real are identied with the respective operations dened in the PVS prelude. The
operation round is dened by expanding the denition in OCL (see Section 2.3.4), i.e.:
round(x: real): int = floor(x + 1/2)
The type Integer of OCL is identied with the type int in PVS. The operations +, −, ∗, /,
<, >, <=, >=, abs, oor, ceil, min, and max are identied with the respective operations
dened in the PVS prelude. The operation mod is identied with the function rem and
he operation div is identied with ndiv in PVS.
The OCL types String and Unlimited Integer are not considered in our work. How-
ever, strings can be formalised using the PVS prelude. Formalising Unlimited Integer,
which is a type with only one value, is in principle possible with the ordinal ω. We
have doubts whether such a formalisation results in an adequate theory.
After having formalised the primitive types we dene the type OclAny, i.e., the type
of all objects. Observe, that we do not consider the elementary types to be subtypes of
OclAny, because this would entail a rewrite of the prelude library. PVS does not allow
to add new super-types to existing types. For convenience, we equate OclAny with nat.
OclAny: TYPE+ = nat CONTAINING 0
null: OclAny = 0
OclAnyNotNull = {obj: OclAny | obj /= null}
Next, we dene the state of an object and the state of the system.
ObjectState: TYPE = [#
class: Classes,
location: Locations,
aval: [Attributes -> Values],
rval: [References -> OclAny] #]
State: TYPE = [OclAnyNotNull -> ObjectState]
The operations = and <> are identied with = and /= in PVS. The operations oclIs-
Invalid() and oclIsUndened are not represented in PVS. In PVS they would hold if a
type consistency constraint is unprovable. The operation oclAsType is not represented
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Next, the operations oclIsTypeOf, oclIsKindOf, and oclInState are dened by:
is_type_of(self: OclAny)(T: Type)(state: State) =
state(self)‘type = T
is_kind_of(self: OclAny)(T: Type)(state: State) =
state(self)‘type <= T
is_type_of_kind_of: LEMMA
OclAny_isTypeOf(self)(T)(state) IMPLIES
OclAny_isKindOf(self)(T)(state)
in_state(self: OclAny)(l: Location)(state: State) =
state(self)‘location = l
Next we dene the type OclVoid.
OclVoid: TYPE FROM OclAny = {obj : OclAny | false}
Because OclVoid is dened as the empty type there are no operations dened for this
type.
The type Collection in OCL is abstract and is not represented in PVS. If the type
checker cannot determine what the concrete class of the collection is, each call to a
property of the collection is translated into a case distinction in PVS. Generating the
case distinction is necessary, because the type checker raises an error if it cannot resolve
the type of the collection.
As displayed in Table B.1, the concrete collection types (we do not consider Or-
deredSet here) are identied with the corresponding nite collections in PVS. We show
the denition of the conversion functions between the different collections, which are
dened in separate theory (this is done to take advantage of parametric polymorphism
in PVS).
Injections[T: TYPE]: THEORY
BEGIN
IMPORTING bags@top_bags
as_set(s: finite_set[T]): finite_set[T] = s
as_set(s: finite_sequence[T]): finite_set[T] =
IF s‘length = 0 THEN emptyset
ELSE {e: T | EXISTS (i: below[s‘length]): e = s‘seq(i)}
ENDIF
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as_set(s: finite_bag[T]): finite_set[T] = bag_to_set(s)
set_to_sequence(s: finite_set[T]):
RECURSIVE finite_sequence[T] =
IF empty?(s) THEN empty_seq
ELSE (# length := 1,
seq := LAMBDA (i: below[1]): choose(s) #)
o set_to_sequence(rest(s))
ENDIF
MEASURE card(s)
as_sequence(s: finite_set[T]):
{f: finite_sequence[T] |
IF empty?(s) THEN f = empty_seq
ELSE EXISTS (g: [below[card(s)] -> (s)]):
f = (# length := card(s), seq := g #) ENDIF}
The nondeterminism involved in converting sets to sequences is expressed by den-
ing as_sequence as an uninterpreted constant and axiomatising the properties of the
function. A similar declaration is used for bags below. The constructive denition of
as_sequence is given by set_to_sequence. This denition is mainly used to prove
the existence of a constant as_sequence(s) for any s.
as_sequence(s: finite_sequence[T]): finite_sequence[T] = s
as_sequence(s: finite_bag[T]):
{f: finite_sequence[T] |
IF empty?(s) THEN f = empty_seq
ELSE
EXISTS (g: [below[card(s)] ->
{e: T | member(e, s)}]):
(FORALL (e: T):
card({i: below[card(s)] | g(i) = e}) =
count(e, s))
AND f = (# length := card(s), seq := g #)
ENDIF}
as_bag(s: finite_set[T]): finite_bag[T] =
LAMBDA (e: T): IF member(e, s) THEN 1 ELSE 0 ENDIF
as_bag(s: finite_sequence[T]): finite_bag[T] =
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LAMBDA (e: T): card({i: below[s‘length] | s‘seq(i) = e})
as_bag(s: finite_bag[T]): finite_bag[T] = s
END Injections
Using these functions we dene the meaning of flatten in PVS. There are nine vari-
ants, depending on the collection to be attened and the type of the collection contained
in it. We show only three of these functions as an example, because they all follow the
same pattern.
Flatten[T: TYPE]: THEORY
BEGIN
IMPORTING Injections[T]
IMPORTING bags@top_bags
flatten(s: finite_set[finite_set[T]]):
RECURSIVE finite_set[T] =
IF empty?(s) THEN emptyset
ELSE union(choose(s), flatten(rest(s))) ENDIF
MEASURE card(s)
flatten(s: finite_set[finite_sequence[T]]):
RECURSIVE finite_set[T] =
IF empty?(s) THEN emptyset
ELSE union(as_set(choose(s)), flatten(rest(s))) ENDIF
MEASURE card(s)
flatten(s: finite_bag[finite_bag[T]]):
RECURSIVE finite_bag[T] =
IF nonempty_bag?(s) THEN plus(choose(s), flatten(rest(s)))
ELSE emptybag ENDIF
MEASURE card(s)
END Flatten
Finally, we recall the denition of iterate-expressions. finite_sequence can be ab-
breviated as finseq.
Iterate[T: TYPE, S: TYPE]: THEORY
BEGIN
IMPORTING bags@top_bags
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iterate(s: finite_set[T], a: S, f: [T, S -> S]): RECURSIVE S =
IF empty?(s) THEN a
ELSE iterate(rest(s), f(choose(s), a), f) ENDIF
MEASURE card(s)
iter(s: finseq[T], a: S, f: [T, S -> S])(i: upto[s‘length]):
RECURSIVE S =
IF i = s‘length THEN a
ELSE iter(s, f(s‘seq(i), a), f)(i + 1) ENDIF
MEASURE s‘length - i
iterate(s: finseq[T], a: S, f: [T, S -> S]): S =
iter(s, a, f)(0)
iterate(s: finite_bag[T], a: S, f: [T, S -> S]): RECURSIVE S =
IF nonempty_bag?(s) THEN iterate(rest(s), f(choose(s), a), f)
ELSE a
ENDIF
MEASURE card(s)
END Iterate
For each collection type we dene its own function iterate. The function has the
collection s to iterate over as its argument, an initial value for the accumulator a, and a
function to apply for each iteration step.
Using the above denitions, we can describe the mapping of the operations dened
for collections in OCL to the ones in PVS. The operations are mapped according to
Table B.2.
The mapping of Sequence operations is given in Table B.3.
insert_at(s: finite_sequence[T],e: T, i: posnat):
finite_sequence[T] =
s^(0, i-1) o
(# length := 1, seq := LAMBDA (i: below[1]): e #) o
s^(i, s‘length)
excluding(s: finite_sequence[T], e: T):
RECURSIVE finite_sequence[T] =
IF s‘length = 0 THEN empty_seq
ELSE IF s‘seq(s‘length - 1) = e
THEN excluding(s ^ (0, s‘length - 1), e)
ELSE excluding(s ^ (0, s‘length - 1), e) o
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s→ size() card(s)
s→ count(e) card({x: (s) | x = s})
s→ includes(e) member(e, s)
s→ excludes(e) NOT member(e, s)
s→ includesAll(t) subset(t, s)
s→ excludesAll(t) disjoint?(s, t)
s→ isEmpty() empty?(s)
s→ notEmpty() NOT empty?(s)
s = t s = t
s <> t s /= t
s→ including(e) union(s,{e})
s→ union(t) union(s,t)
s→ intersection(t) intersection(s,t)
s − t difference(s,t)
s→ atten() flatten(s) if s is a set of collections, s otherwise.
s→ asSet() s
s→ asSequence() as_sequence(s)
s→ asBag() as_bag(s)
Table B.2: Representing Set operations in PVS
(# length := 1, seq := LAMBDA (x: below[1]): e #)
ENDIF
ENDIF
MEASURE s‘length
The mapping of Bag operations is displayed in Table B.4. We use the denition of nite
bags provided in the PVS library of NASA. Differences on bags in PVS is dened as:
difference(b,c : bag[T]): bag[T] =
(LAMBDA (t: T): IF b(t) > c(t) THEN b(t) - c(t) ELSE 0 ENDIF)
This concludes the description of the semantics of OCL in PVS. Refer to Chapter 4 of
how OCL expressions are embedded into PVS. Especially, Denition 4.2 denes the
translation of OCL expressions into PVS expressions.
END OCL
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OCL Expression Translation to PVS
s→ size() s‘length
s→ count(e) card({i:below[s‘length] | e = s(i)})
s→ includes(e) EXISTS (i: below[s‘length]): e = s(i)
s→ excludes(e) NOT EXISTS (i: below[s‘length]): e = s(i)
s→ includesAll(t) subset?(as_set(t), as_set(s))
s→ excludesAll(t) disjoint?(as_set(s), as_set(t))
s→ isEmpty() s‘length = 0
s→ notEmpty() s‘length /= 0
s→ at(i) s(i)
s = t s = t
s <> t s /= t
s→ append(e) s o (# length := 1, seq := lambda x: e #)
s→ prepend(e) (# length := 1, seq := lambda x: e #) o s
s→ union(t) s o t
s→ excluding(e) excluding(s,e)
s→ atten() flatten(s) if s is a sequence of collections, s other-
wise.
s→ subSequence(l, u) s^(l, u)
s→ asSet() as_set(s)
s→ asSequence() s
s→ asBag() as_bag(s)
Table B.3: Representing Sequence operations in PVS
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s→ size() card(s)
s→ count(e) count(s, e)
s→ includes(e) member(s, e)
s→ excludes(e) NOT member(s, e)
s→ includesAll(t) FORALL e: t(e) >= s(e)
s→ excludesAll(t) FORALL e: t(e) > 0 IMPLIES s(e) = 0
s→ isEmpty() empty?(s)
s→ notEmpty() NOT empty?(s)
s = t s = t
s <> t s /= t
s→ union(t) plus(s, t)
s→ intersection(t) intersection(s, t)
s − t difference(s,t)
s→ excluding(e) purge(s,e)
s→ atten() flatten(s) if s is a bag of collections, s otherwise.
s→ asSet() as_set(s)
s→ asSequence() as_sequence(s)
s→ asBag() s
Table B.4: Representing Bags operations in PVS
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Summary
Embedded real-time systems are small computer systems which are used to control an
increasing number of devices in every-day life. They are embedded in, for example,
DVD players, microwave ovens, antilock braking systems, and autopilots. It is impor-
tant that these devices always perform their function correctly in case the life of people
depends upon the software used in them. Moreover, high costs are usually involved in
recalling defective devices, for example, in cars. Therefore, it is desirable that these
systems are formally validated, that is, a proof of the correct functioning of the sys-
tem is constructed. Such a proof is especially important for real-time systems, because
they not only need to function correctly, but also deliver their reactions on time. For
example, an air-bag should not only inate when a car crashes, but it should inate
milliseconds after the impact, and not seconds.
Ever since the rst embedded systems were developed, their complexity has been
steadily increasing. In order to control and understand this complexity different meth-
ods are used to describe the structure, the behaviour, and the requirements of software
systems. Such methods are provided by the Unied Modelling Language (UML) and
its Object Constraint Language (OCL) as notations (as diagrams) for describing com-
plex object-oriented software systems, where the parts of these systems during execu-
tion are called objects. Objects react to messages they exchange among each other and
with their environment, that is, with their external world. This exchange of messages
is considered to be (part of) their behaviour.
UML provides the schema language of class diagrams for describing the structure,
that is, the parts of the system and which parts may communicate with each other, and
the notation of state machines for describing the behaviour of a system or its parts.
OCL is used to describes the requirements on the system. Requirements are the prop-
erties a system has to satisfy and describe its correct functioning from the point of view
of these given requirements.
In order to enable the development and the formal validation of these systems we
have to dene a formal semantics for the notations of UML and OCL. This means, we
assign a precise meaning to the constructs of UML and OCL. This is necessary, because
at present UML notations have no precise meaning. To this end, we dene an unam-
biguous subset of UML class diagrams and dene a precise mathematical semantics
for this subset in Chapter 2.
UML and OCL are typed languages. This means that there are so-called typing rules
on diagrams and expressions which describe when they are well-formed and therefore
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have a meaning that makes sense. In Chapter 3 we show that these rules are too in-
exible for writing requirements while the system is still under development. Namely,
development causes changes in the system which, according to the typing rules, un-
expectedly render requirements ill-formed. As a consequence, these requirements are
considered nonsensical in UML. However, in our semantics they have a well-dened
meaning, which has not been changed by the development step. To overcome this prob-
lem we propose extensions of the typing rules (based on so-called intersection types,
union types, and bounded operator abstraction) which also improve the integration of
the OCL into the UML, and which considers more requirements as well-formed.
We use logic to formalise the meaning of UML diagrams and OCL expressions
in order to enable their formal validation. Logic makes the use of interactive theorem
provers possible. Theorem provers assist in constructing proofs of the correct function-
ing of systems. This means that a system and its requirements have to be translated
into logic. The result of this translation should be of a form that allows one to exploit
all automated reasoning facilities offered by the theorem prover in nding a proof, be-
cause otherwise the construction of proofs quickly becomes complex, burdensome, and
(economically) infeasible. In Chapter 4 we describe such a translation, performed by a
computer program, into the input language of the theorem prover PVS and show why
the translator preserves the meaning of the system and its requirements.
In order to support the specication of systems during early stages of design, we
have analysed the semantics of OCL Message Expressions in Chapter 5. Message ex-
pressions specify whether messages have been sent by objects. These have been found
to be inadequate. Therefore, we propose introducing history variables to OCL. His-
tory variables allow not only to specify and reason about the messages sent during
the invocation of an operation, but also about the history of all messages sent and re-
ceived by an object. We also show that everything which can be expressed by message
expressions can also be expressed with history variables.
We strictly separate local specications, which are requirements on the internal state
of objects (and play the role of so-called data invariants), from local behavioural spec-
ications, which describe the messages sent and received by an object. At a third level,
we introduce global specications which specify how objects in a system may interact.
This formalisation leads to a compositional history-based specication formalism,
for which we give a compositional proof rule in Chapter 6. A specication is called
compositional if the function of a system can be derived from the functions of its parts
and the way they are put together. The main problem to solve here is the treatment
of the evolution of object structures. Object structures change because objects learn
about other objects during their lifetime, which enables them to communicate with
new acquaintances; especially, when objects create new objects.
Finally, in Chapter 7 we extend this history-based formalism to real-time specica-
tions. We specify a part of a medium altitude reconnaissance system, which is deployed
by the Royal Dutch Air-Force, and prove its correctness. This example shows that the
methods described in this thesis can be applied in principle to real-world case studies.
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Samenvatting
Ingebedde real-time systemen zijn (kleine) computer systemen die ertoe dienen de ap-
paraten waarin ze ingebed zijn te helpen (be)sturen. Voorbeelden van zulke apparaten
zijn DVD spelers, automatische remmen, autopiloten, mobiele telefoons en Magnetic-
Resonance scanners. Zulke ingebedde systemen komen meer en meer voor en worden
in hoog tempo snel complexer. Ook komt het steeds vaker voor dat mensenlevens van
het correct functioneren van de door hen gestuurde apparaten afhangen. Deze ontwik-
keling is niet meer te stuiten. Daarom is het belangrijk dat zulke apparaten correct
functioneren. En dat hangt weer af van het correcte functioneren van de hen sturende
real-time systemen.
Aangezien deze systemen alom tegenwoordig zijn, zijn er industriºle standaards ont-
wikkeld on hun functionaliteit te beschrijven. Een veel gebruikte standaard hiervoor
is de UML (voor Unied Modeling Languagede naam zegt het al) en in het bijzon-
der zijn deeltaal OCL (voor Object Constraint Language), die ertoe dient de bedoelde
betekenis van constructies in UML nader vast te leggen.
Jammer genoeg is noch de betekenis van UML, noch die van OCL eenduidig vast-
gelegd. (Sommige bronnen beweren dat dit met opzet gebeurd is om tegenstrijdige
industriºle belangen te dienen). Het is duidelijk dat als je niet precies weet wat een be-
paalde taalkonstruktie betekent, je hem ook niet met 100 % zekerheid kunt gebruiken
om een apparaat te sturen waar mensenlevens van afhangen.
Om in deze situatie verandering te brengen is dit proefschrift geschreven.
Het beschrijft een formele, dat wil zeggen, in wiskundige zin exacte, semantiek voor
de taalconstructies van UML en OCL, en voorziet deze talen van een zinvol typesys-
teem dat ertoe dient om aan te geven in welke context een UML of OCL taalkonstruktie
zinvol te gebruiken is. Dit type systeem is, als onderdeel vam dit proefschrift, geïm-
plementeerd, zodat het voldoen aan de betreffende typerings regels elektronisch kan
worden gecheckt.
Om te bewijzen dat deze semantiek eenduidig is, is hij omgezet in de specicatie-
taal van PVS, een elektronisch systeem dat bewijzen van wiskundige stellingen op hun
correctheid checkt en dat veel gebruikt wordt om er correctheidsbewijzen van program-
ma’s elektronisch mee te controleren.
Vervolgens worden in dit proefschrift een paar karakteristieke toepassingen van
UML korrekt bewezen, waarbij de gebruikte semantiek die is welke in dit proefschrift
vastgelegd wordt, de architectuur van deze toepassingen in UML gegeven wordt en
hun functionaliteit in OCL wordt gespeciceerd.
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De eerste toepassing betreft een programma voor de Zeef van Eratosthenes, dat ertoe
dient de priemgetallen te genereren. Dit ontleent zijn belang aan het feit dat de des-
betreffende zeef zich in principe een onbegrensd aantal malen (recursief) oproepen
kan. Er wordt aangegeven hoe dit probleem in PVS gecodeerd kan worden, waarna de
correctheid van dit programma met behulp van PVS bewezen wordt.
De tweede toepassing is ontleend aan een programma dat gebruikt wordt door de
Koninklijke Luchtmacht in hun verkenningsvliegtuigen om daar zeer nauwkeurige fo-
tos mee te maken. Wanneer namelijk vanuit straaljagers gefotografeerd wordt, moet
voor nauwkeurige fotos een compensatie-mechanisme ingebouwd worden in verband
met de tijdens een opname afgelegde afstand; die moet door bewegende spiegels ge-
compenseerd worden. Van het centrale deel van het elektronische ingebedde real-time
systeem dat de beweging van deze spiegels regelt wordt een nauwkeurige specicatie
in OCL gegeven en met behulp van PVS bewezen dat de UML beschrijving van de
architectuur van het desbetreffende besturingssysteem aan deze specicatie voldoet.
Daarmee wordt aangetoond dat deze semantieken en hun omzetting in PVS zich er
in principe toe lenen om er industriºle toepassingen, waarvan architectuur en functio-
naliteit in UML en OCL beschreven zijn, mee korrekt te bewijzen.
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I
When specifying systems one has to be aware of the subtle differences between null and undened: Any
programmer expects that null = null is true and that undened = undened is nonsense.
II
OCL cannot be used to specify the behaviour of operations, because: (i) the specication may call opera-
tions dened in the model as long as they are side-effect free, (ii) these operations can be overridden, even
if they are dened in the OCL standard library, and (iii) virtual binding is used to resolve such calls. As a
consequence, the meaning of constraints in a class diagram depends on its implementation.
III
Lamport and Paulson hold the opinion that mathematicians are so intelligent that their specication lan-
guages do not need to be typed [LP99]. Specication languages like OCL demonstrate the contrary.
IV
Karl Popper’s remark that whenever a theory appears to you as the only possible one, take this as a sign
that you have neither understood the theory nor the problem which it was intended to solve [Pop72] holds
especially for UML.
V
UML 2.0 state machines can be rigorously formalised in about ten pages of rewriting logic [Sch05], which
expose all ambiguities and unclarities [FSKdR05] occurring in the 68 page description in UML 2.0 [Obj04].
VI
UML state machines improve drastically on most modern object-oriented programming languages, whose
semantics is based on ALGOL-60, by basing their semantics on Hewitt’s actor model [Hew76].
VII
Some of the problems of proving industrial applications correct are: (i) The given specication is almost
never correct. (ii) The given application is not structurally described, i.e., by composing simpler constructs
to complicated ones in a hierarchical manner, also called by stepwise hierarchical renement.
VIII
Completeness results are only relevant if the proof of completeness shows a generally applicable method
for de facto constructing a proof for a correct program.
IX
Old-Norse poetry like Ynglingatal [AM 45 fol.] has been recorded by Christians. We have to mind this fact
when arguing whether there was sacral kingship (where a king is viewed as a mediator or executive agent of
a god) in pre-Christian Scandinavia of which features have been maintained by kings of Christian medieval
Scandinavia [Bae64]. We must also not forget that our reception of these poems is heavily inuenced by
our own culture [Fro51], which is strongly affected by Christianity.
X
The main problem of designing a distributed version of a Linda-tuple-space is not that Linda is inherently
inefficient, but that it is difficult to nd reasonable fairness requirements [Der05, Hlu05].
XI
Paul Lorenzen devised game semantics (Dialogische Logik), because every scientist, especially humanists,
should be able to reason formally [KL96]. However, most non-logicians do not apprehend game semantics.
XII
If inventions can be patented that do not make causally determined use of natural matter and energy, as is the
case with software, then all teaching concerning mental activity becomes susceptible to patent litigation.
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