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Zusammenfassung
Antibiotikaresistenzen (ABR) werden zunehmend zu einem ernsthaften Problem im
Gesundheitswesen. Die Hauptursache für ABR ist der teils unangemessene und über-
flüssige Einsatz von Antibiotika. Es wird geschätzt, dass die Zahl der durch ABR verur-
sachten Todesfälle bis 2050 die Zahl der krebsbedingten Todesfälle übersteigen wird. Um
eine weitere Verbreitung von ABR zu verhindern, ist es notwendig, bei einer gegeben In-
fektion so schnell wie möglich ein geeignetes Schmalband-Antibiotikum zu identifizieren.
Daher sind Detektionsmethoden, die eine schnelle und hochdurchlässige Form von an-
timikrobieller Suszeptibilitätstests (AST) ermöglichen, dringend erforderlich.
In dieser Arbeit wird eine Detektionsmethode vorgestellt, die die gleichzeitige Analyse
von Wachstum und Mobilität eines Bakterienensembles mit hoher Präzision ermöglicht.
Das Verfahren mit dem Namen “Interference Disturbance Analysis” (IDA) basiert auf
der zeitlichen Analyse der Intensität eines Beugungspeaks. Ein solcher Beugungspeak
entsteht durch die Beleuchtung eines zweidimensionalen Beugungsgitters mit einer kohär-
enten Laser-Lichtquelle. Die sich oberhalb des Gitters befindenden und bewegenden Bak-
terien stören die Interferenz der an den einzelnen kreisförmigen Goldstrukturen entstehen-
den Elementarwellen, was wiederum zu zeitlichen Intensitätsschwankungen des aufgenom-
menen Beugungspeaks führt.
Um das Funktionsprinzip zu demonstrieren, werden transparente Latex-Beads als
nicht lebendes Modellsystem verwendet. Es wird gezeigt, dass die Intensität der Beu-
gungspeaks proportional zur Anzahl der Beads abnimmt. Darüber hinaus erlaubt die
Analyse von kurzzeitigen Intensitätsfluktuationen Rückschlüsse auf den Diffusionskoef-
fizienten von Objekten, die sich oberhalb des Gitters bewegen.
Daraufhin werden Escherichia coli Bakterien mit der IDA-Method untersucht. Es
wird gezeigt, dass die Intensitätsabnahme direkt proportional zur Zelldichte ist und der
Dynamikbereich von einzelnen Bakterien bis zu mehr als 400 Zellen pro Gitter reicht. Die
IDA-Methode ermöglicht weiterhin eine quantitative Analyse von Mobilitätsveränderun-
gen in Abhängigkeit von der Zeit und zeigt eine Verringerung des Diffusionskoeffizienten
der Bakterien um den Faktor drei während der Anhaftung der Zellen an eine Oberfläche.
Anschließend wird die IDA-Method zur Bestimmung der minimalen Hemmkonzentra-
tion (MHK) von drei verschiedenen Antibiotika in jeweils weniger als 2-3 Stunden benutzt.
Darüber hinaus wird eine Suszeptibilitätsanalyse in weniger als 40 Minuten präsentiert.
Zusätzlich wird die Wirkung eines photoschaltbaren Antibiotikums untersucht, wel-
ches speziell als optische Kontrolle der bakteriellen Mobilität entwickelt wurde. Es wird
gezeigt, dass der biologisch aktive Zustand die Wachstumszeiten im Vergleich zum inak-
tiven Zustand verzögert und dass das photoschaltbare Antibiotikum zu einer Abnahme
der bakteriellen Mobilität führt, wobei wiederum eine stärkere Wirkung für den aktiven
Zustand gezeigt wird. Analoge Messungen mit einem nicht empfindlichen Bakterien-
stamm zeigen keine Einschränkung der Mobilität sowie keinen Unterschied zwischen den
beiden Zuständen.
Um zu zeigen, dass die IDA-Methode für automatisierte Hochdurchsatzmessungen
mit geringen Probenvolumina skalierbar ist, wird ein speziell entwickelter Probenhal-
ter vorgestellt. In diesem Zusammenhang wird ein Setup präsentiert, das die quasi-
simultane Analyse von 256 Proben mit einem Gesamtprobenvolumen von etwas über
20µl ermöglicht. Mit Hilfe dieses Setups werden die Auswirkungen sehr kleiner Proben-
volumina auf das Wachstum und die Mobilität der Bakterien untersucht. Darüber hinaus
werden AST-Messungen in weniger als 100 Nanoliter präsentiert.
viii Contents
Zusammenfassend ermöglicht die IDA-Methode die gleichzeitige und präzise Analyse
des Wachstums und der Mobilität bakterieller Ensembles. Hierduch wird ein schneller
Test der antimikrobiellen Empfindlichkeit von Bakterien in geringen Probenvolumina bei
geringer Zellzahl ermöglicht.
Summary
Antibiotic resistance (ABR) is becoming an increasingly serious health care issue,
arising mainly from the redundant and inappropriate use of antibiotics. It is estimated
that the number of deaths due to ABR will surpass the amount of cancer-related deaths
by 2050. In order to prevent ABR from further spreading, it is necessary to identify
an appropriate narrow-band antibiotic for a given infection as soon as possible. There-
fore, detection methods that allow fast and high-throughput antimicrobial susceptibility
testing (AST) are highly needed.
In this thesis, a detection method is presented that allows the simultaneous analysis
of growth and mobility of a bacterial ensemble with high precision. The method named
Interference Disturbance Analysis (IDA) is based on the temporal analysis of the intensity
of a diffraction peak. The latter occurs due to the illumination of a two-dimensional
diffraction grating with a coherent laser source. Bacteria growing and moving above the
grating disturb the interference of the elementary waves originating at the individual
circular gold-structures, which in turn leads to temporal intensity fluctuations of the
analyzed diffraction peak.
In order to demonstrate the working principle, transparent latex beads are used as
a non-living model system. It is presented that the diffraction peak intensity decreases
proportionally to the amount of beads. Furthermore, the analysis of short-term intensity
fluctuations allows conclusions on the diffusion coefficient of objects moving above the
grating.
To evaluate the IDA-method’s capability of quantitative bacterial measurements, Es-
cherichia coli cells are investigated. It is shown that the intensity-decrease is directly
proportional to the bacterial cell density with a dynamic range from single bacteria up to
more than 400 cells per grating. The IDA-method further allows a quantitative analysis
of mobility changes as a function of time, revealing a decrease of the bacteria’s diffusion
coefficient by a factor of three during the attachment of the cells to a surface.
Next, the IDA-method is used as an assay for AST by determining the minimum
inhibitory concentration (MIC) of three antibiotics and two bacterial species in less than
2-3 hours, respectively. Moreover, the differentiation between a susceptible and a resistant
strain can be accomplished in less than 40 minutes.
Additionally, a compound that was designed to optically control the cell-migration
of bacteria is investigated with the IDA-method. The photoswitchable, azobene-modified
molecule named Azo-PC imitates the FtsZ polymer stabilizing and cell division inhibiting
PC190723 agent. It is shown that the biologically active state (trans) delays growth
times in comparison to the inactive state (cis) and that the Azo-PC compound leads to
a decrease of bacterial mobility, with again a stronger effect measured for the active than
for the inactive state. Analogous measurements with a non-susceptible bacterial strain
showed no decrease in mobility and no difference between the two states.
To demonstrate that the IDA-method can be scaled for automated high-throughput
measurements with low sample volumes, a custom-designed sample holder is introduced.
In this context, a setup is finalized that allows the quasi-simultaneous analysis of 256 sam-
ples with a total sample volume of just over 20 µl. The setup is further used to investigate
the effects of smaller sample volumes on growth and mobility. Moreover, AST measure-
ments in less than 100 nanoliter are presented.
In summary, Interference Disturbance Analysis allows the simultaneous, sensitive eval-
uation of bacterial growth and mobility. Thus, it enables rapid AST of bacterial strains




“Antibiotic” is a word of Greek origin, which can roughly be translated to ’opposing life’
and describes a drug class used in the treatment of bacterial infections. The first an-
tibiotic was discovered in 1928 by Sir Alexander Fleming, who extracted penicillin from
the fungus Penicillium rubens [1]. Penicillin inhibits the cell wall synthesis during bacte-
rial growth and cell division, which eventually results in cell death (cytolysis) [78]. The
miraculous new drug was initially reserved for the military during World War II [2]. How-
ever, as more antibiotics were discovered and the manufacturing processes simplified, the
access to antibiotics was facilitated and their use became widely popular. Thus, antibi-
otics have improved the treatment of infections, revolutionized surgery, paved the way for
chemotherapy and were used to facilitate agriculture [3]. However, in the past century,
antibiotics were used as a “panacea”, a drug of universal remedy and were prescribed
to treat the most common and trivial infections, many of which were non-bacterial in
nature [4]. In 1945, Sir Alexander Flemming warned in an interview with the New York
Times that an inappropriate use of penicillin could lead to an increase of resistant mu-
tations of Staphylococcus aureus which could in turn lead to more serious infections [5].
It turned out that he was right and within only one year, a large number of S. aureus
strains became resistant against penicillin [5]. Today, more than 70 years later, the indis-
criminate and redundant use of antibiotics continues and has already led to a wide variety
of bacteria that are resistant against one or multiple antibiotics [4]. The alarming increase
of antibiotic resistance (ABR) in the past years has become a serious global health prob-
lem [4][6]. Currently, the number of deaths due to ABR exceeds 700,000 annually and an
increase to 10 million per year by 2050 is predicted [7]. Unfortunately, new alternative
antibiotics solving this issue are not in sight. One reason for this is that the discovery
and permission for clinical usage is extremely time consuming (10 to 25 years) [8]. More-
over, the total development costs per new antibiotic are estimated to exceed 500 million
dollars, which makes the effort uneconomical for pharmaceutical companies [8].
In order to find a way to tackle antibiotic resistances, it is crucial to analyze the
problem and its origin. Antibiotic resistance is defined as a reduced or non-existent effect
of a given antibiotic on the growth of a bacterial strain [9]. The type of resistance can
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be distinguished between intrinsic and acquired. Intrinsically resistant bacteria posses
the ability to resist an antibiotic due to inherent structural or functional characteristics.
However, previously susceptible bacterial strains can acquire antibiotic resistance through
horizontal or vertical gene transfer. The former describes the exchange of gene mate-
rial between two non-relative organisms through mobile genetic elements such as plas-
mids [10][6]. This allows bacterial ensembles to quickly adapt to new environments [10].
Vertical gene transfer refers to mutations that occur spontaneously or during cell division
and the subsequent inheritance of the mutated gene material to following cell genera-
tions [9]. Both forms of acquired resistance are an evolutionary process. However, the
vast use of antibiotics strongly accelerates this process by applying selective pressure.
Broad-spectrum antibiotics, i.e. compounds that act against a wide range of bacteria,
are especially damaging [11][12]. After the treatment with a broad-spectrum antibiotic,
most of the susceptible bacteria in the host are eliminated. However, a majority of these
bacteria are species that naturally occur in the host’s microbiome and only resistant bac-
teria remain [13][14]. Due to the excess of available space and nutrients, the remaining
resistant strains proliferate and turn the host into a reservoir of drug resistant bacteria
which in turn can spread to other hosts [4][15].
There are two main fields of application that lead to the strong increase in antibi-
otic resistance: Firstly, antibiotics are extendedly used in livestock in order to promote
growth, prevent diseases, produce larger yields and a higher quality product [16]. As a
result, antibiotic resistant bacteria arise and reach consumers through meat products [17].
Additionally, the excretion of the bacteria through the livestock’s urine and stool leads
to an increase of resistant pathogens in the environmental microbiome [17]. The non-
therapeutic use of antibiotics in agriculture is highly criticized and negotiations on the
reduction of common antibiotics in livestock are in progress in several countries [18]. The
second problematic field of application is human health care. The lack of regulations
for prescriptions and the possibility to buy antibiotics online have led to a worldwide
overuse of these drugs [6]. Furthermore, incorrect prescriptions of antibiotics have caused
complications of the patients therapy and have contributed to the increase of resistances.
Studies have shown that the treatment indication, therapy duration, or choice of agent
are incorrect in 30% to 50% of cases [19][20]. Moreover, 30% to 60% of the antibiotics
prescribed in intensive care units were found to be inappropriate, suboptimal or unnec-
essary [6][20].
A crucial tool in the battle against antibiotic resistances is the determination of an
appropriate treatment, also known as antimicrobial susceptibility testing (AST). The
term antimicrobial is used to include other microorganisms such as viruses or parasites.
Here, however, it refers to the analysis of antimicrobial susceptibility of bacteria. These
AST assays usually determine the minimum inhibitory concentration (MIC) of an an-
tibiotic, which is the smallest concentration that inhibits visible growth of bacteria [21].
Breakpoint concentrations of the MIC that differentiate between susceptible and resistant
isolates are defined by the European Committee on Antimicrobial Susceptibility Testing
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(EUCAST) for all common antibiotics [21]. The typical procedure of AST comprises
the extraction of samples from a patients infected body fluids, such as blood or urine,
followed by the susceptibility analysis. Frequently used AST techniques in clinical en-
vironments are disk diffusion [22][23] and broth microdilution testing [23][24]. The disk
diffusion assay is an easy-to-use method, where bacteria are inoculated into a film of
agar medium. Filter paper disks which are impregnated with predetermined concentra-
tions of an antibiotic are placed on top of the agar plate and the inoculated plates are
incubated for 12 to 24 hours [22]. The diameter of the growth inhibited regions around
the filter paper disks allows quantitative conclusions on the bacterial susceptibility. The
other gold standard is broth microdilution. Here, liquid medium with different antibiotic
concentrations is inoculated with the bacteria of interest and the turbidity is evaluated
after 8-16 hours of incubation [24]. In addition to the long incubation times, both meth-
ods rely on time-consuming culturing of the bacteria prior to the analysis, in order to
obtain sufficient numbers of bacteria for the initial inoculum [21]. Unfortunately, such
long total AST durations force physicians to prescribe selective pressure inducing broad-
spectrum antibiotics which, as previously described, lead to an increase in resistances [21].
In conclusion, to address the issue of antibiotic resistance, rapid detection methods
with low time consumption and without the need of prior culturing techniques are re-
quired. A conceivable solution to fulfill these criteria would be the possibility to measure
antimicrobial susceptibility with a high sensitivity and in very low volumes, starting with
initial cell numbers of less than 100 bacteria. Furthermore, it is desirable to be able
to measure bacterial mobility as an early indicator for biofilm formation, which begins
with the attachment of single cells to a surface [28]. Biofilms are conglomerations of cells
that are held together by a sticky extracellular polymeric matrix, in which bacteria can
further increase their antibiotic resistance up to 1000-fold compared to their planktonic
counterparts [26][27].
Overview of this Work
The scope of this thesis is the analysis and development of the so called “Interference
Disturbance Analysis” (IDA), a diffraction-based detection method for rapid and sensi-
tive AST. The method utilizes coherent light diffraction at a two-dimensional grating and
measures the intensity of a diffraction peak in order to draw conclusions on the amount
and movement of objects located above the grating. Setup and grating parameters were
designed in order to analyze the growth and mobility of bacterial ensembles in low vol-
umes and with a small number of initial cells.
Chapter 2 gives a detailed description of the detection method as well as of the used
materials and setup configurations. Furthermore, the chapter gives an introduction to the
theory of the physics involved with the IDA detection method. In Chapter 3, the IDA-
method is characterized with the help of transparent latex beads and a microfluidic setup,
which provides a non-living model system. The results show a precise correlation between
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signal intensity and number of beads. Furthermore, the analysis of short-term intensity
fluctuations allows the determination of the beads’ diffusion coefficient. The following
Chapter 4 presents IDA measurements of bacterial cell ensembles. Here, the correlation
between the cell number and the diffraction peak intensity-decrease is depicted and the
doubling times of different bacterial strains are determined and confirmed with standard
turbidity measurements. Moreover, a decrease in the ensemble’s mobility by a factor of 3
was measured due to bacterial attachment to the surface. In Chapter 5, the IDA-method
is used for antimicrobial susceptibility testing. To this end, the minimum inhibitory con-
centration of three different antibiotics and two different bacterial species is determined.
Furthermore, rapid susceptibility testing is presented by comparing the short-term inten-
sity fluctuations arising from a sample with and without the recommended breakpoint
concentration. In Chapter 6, the IDA-method is applied for the analysis the effect of a
photoswitchable antibiotic that was designed as an optical control for bacterial mobility.
Chapter 7 presents an analysis of bacterial growth in very low sample volumes. For this,
a custom sample holder is introduced that allows IDA measurements in sample volumes
between 656 and 60 nanoliters. The sample holder is used to investigate the influence of
very low sample volumes on bacterial growth and mobility. Additionally, antimicrobial
susceptibility testing is performed in sample volumes of 80 nl and compared to respective
measurements in conventional sample volumes of 150 µl. The final Chapter 8 summarizes
the results and gives an outlook on potential future applications of the IDA-method.
Chapter 2
Interference Disturbance Analysis:
Materials, Methods and Theory
This chapter presents the working principle of the Interference Disturbance Analysis
(IDA) as well as the used materials and methods. Furthermore, an introduction to the
theory of the physics involved with IDA is given. In the first section, the setup and indi-
vidual components used for the IDA-method are presented. Furthermore, two different
configurations of the IDA-method are described, with the first being used to calibrate
and confirm the setup and the second being used for high-throughput measurements such
as antibiotic concentration series. The following section presents the production of the
two-dimensional (2D) grating. Thereafter, diffraction at a 2D-grating is explained with
the help of the Fresnel-Huygens principle and the convolution theorem. In addition to
this, the grating parameters and their influence on the IDA signal are discussed.
2.1 IDA-Setup
The working principle and setup of Interference Disturbance Analysis, short IDA, are
discussed in this section. The fundamental physical phenomenon of IDA is diffraction
at a two-dimensional gold grating which will be explained in detail in Section 2.3. As a
short summary, the illumination of a 2D grating with a coherent laser leads to a diffrac-
tion intensity pattern with individual diffraction intensity peaks. The latter arise due to
positive interference of elementary waves which are diffracted at the individual structures
of the 2D grating (Figure 2.1). Objects of interest such as beads or bacteria that are
located above the 2D grating disturb the interference of the elementary waves. This dis-
turbance of the interference, as well as light scattering at the surface of the objects (see
Section 2.3.3), lead to an attenuation of the intensity of the diffraction peaks. As a result,
the growth and movement of, e.g., bacteria above the grating lead to long- and short-
term intensity fluctuations of the diffraction peaks (Figure 2.1). For the IDA-method,
the intensity of a first-order diffraction peak is measured with a CMOS camera. The time
course of the diffraction peak intensity in turn allows conclusion on parameters such as
number, velocity, growth rates and mobility of the objects above the grating. The precise
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correlation between these parameters and the diffraction peak intensity is described for
















Figure 2.1: Interference disturbance analysis (IDA). The IDA method makes use of
diffraction at a 2D grating. As shown in the left half, a 2D grating (which is here placed
inside a sample container) is illuminated with a coherent laser. As a result of constructive
interference of elementary waves, which form at the individual grating structures, diffrac-
tion intensity peaks arise. The intensity of such a diffraction peak is recorded over time.
When bacteria grow above the grating (upper right inset), the interfering elementary
waves are disturbed, which leads to long- and short-term intensity fluctuations of the
diffraction peaks. These intensity fluctuations allow conclusions on the growth and mo-
bility of the bacteria and thus enable, e.g., the determination of the minimum inhibitory
concentration (MIC) of an antibiotic such as ampicillin (Amp, lower right inset).
Laser
As an illumination source, an Ultra Low Noise (ULN) Diode Laser from Coherent was
used for the IDA-setup. This laser has a power of 5 mW, a wavelength in the red spectrum
(λ = 635+7−2 nm) and a beam diameter of 1 mm with low divergence [29]. As the name
implies, it has a very low RMS-noise of < 0.06% for bandwidths from 10 Hz to 10 MHz.
The low noise is accomplished by forcing the laser into a multi-longitudinal mode. As
a further result, mode hopping due to temperature changes is suppressed. A custom
designed laser holder was manufactured by the LMU workshop for adjustable alignment,
passive heat dissipation and mechanical stability of the laser.
CMOS-sensor
For the acquisition of the diffraction peak intensity, the UI-1541LE-M monochromatic
CMOS-sensor from IDS was used. The sensor chip consists of 1280 x 1024 pixels with a
pixel size of 5.2 µm, resulting in an optical area of 6.656 x 5.325 mm2. The comparatively
large pixel size leads to a low signal-to-noise ratio which in turn allows a higher sensi-
tivity of the IDA-method. The gray value depth is 8 bits and thus corresponds to 256
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possible pixel values. The CMOS-sensor allows a maximum acquisition rate of 25 frames
per second, which was necessary for a high temporal correlation of the diffraction peak
intensity and the position of 3µm sized latex beads, as described in Chapter 3.3. In
order to avoid scattered light which can lead to false or noisy diffraction peak intensity
signals, an aluminum tube was placed in front of the sensor. A CMOS-sensor was used
for intensity acquisition over a photo diode, as it allowed to track the diffraction peak
and thus compensate for small setup instabilities arising from, e.g., temperature gradients.
2.1.1 Microscope-Configuration for Correlation
Two different configurations of the IDA-method were used in this thesis and are described
in detail in the following two subsections. The aim of the microscope-configuration was
the correlation of the IDA signal and the real space by simultaneously acquiring the
diffraction peak intensity and microscopy images. For this, the IDA-setup was imple-
mented into a Nikon TI-E Eclipse inverted microscope. Because the amount and move-
ment of the objects (beads or bacteria) relative to the grating are important for the
correlation, it was necessary to have both the objects and the grating in the same focal
plane. This was achieved by using Ibidi sticky-Slide VI 0.4 sample containers, which allow
the attachment of a custom coverslip as a container bottom. To this end, the 2D grating
was nanolithographed on a borosilicate glass coverslip (Section 2.2), which was subse-
quently attached to the sticky-Slide sample container. As a result, IDA measurements
with the 2D grating inside the sample chamber could be conducted and simultaneously
imaged with a 60x magnification objective (Figure 2.2a). A photograph of the IDA
microscope-configuration is presented in Figure 2.2b. The laser beam is redirected by a
mirror and positioned onto the sample with the nanolithographed 2D grating, resulting in
a diffraction pattern (only the 1st order is shown in Figure 2.2b). The latter is acquired
with the CMOS-sensor. For this configuration, an additional shutter was placed in front
of the laser and the microscope illumination in order to synchronize the diffraction peak
intensity and the microscopy images.
2.1.2 Scanning-Configuration for High-Throughput
A disadvantage of having the 2D grating inside the sample chamber is that it is hardly
possible to clean the chamber and thus reuse a diffraction grating. However, the produc-
tion of a grating is time-consuming and the need of a new grating for each samples makes
high-throughput measurements such as antibiotic concentration series difficult. For this
reason, a scanning-configuration of the IDA-setup was designed in order to enable high-
throughput measurements. In this configuration, the grating is placed outside of the
chamber but in close proximity to the sample container (Figure 2.3a). Thus, a single
grating can be used for a theoretically infinite amount of measurements. Additional ad-
vantages of this configuration are low preparation times and the possibility to measure















Figure 2.2: Microscope-configuration of the IDA-setup. a) Side view of the IDA
microscope-configuration. The gold grating (yellow) is lithographed onto a glass coverslip,
which in turn is attached to a bottomless sample container. Thus, the grating and the
objects of interest (here: 3 µm sized latex beads) are in the same focal plane and allow
the correlation of the IDA signal with the real space. The microfluidics indicated by
the blue arrows were used to move the latex beads and were not employed for bacterial
measurements. b) Photograph of the microscope-configuration. The laser beam passes
the shutter, which is used to synchronize the intensity and microscopy acquisition, and
is redirected onto the sample by a mirror. Here, the coherent laser beam is diffracted at
the 2D grating and the intensity of a 1st order diffraction peak is acquired with a CMOS-
sensor. Reproduced in part with permission from Nano Letters, in press. Copyright 2018
American Chemical Society.
with standard plastic lab ware. A Prior Scientific high precision xyz-scanning stage was
used to switch between the individual samples (Figure 2.3b). The xy-component of the
scanning stage (XY flat top stage H101, Prior) allows lateral travel of 117 x 77 mm with
a minimum resolution of 0.2µm and a repeatability of 0.7µm over the full travel range.
For measurements with Ibidi µ-Slide VI 0.4 sample containers (compare Figure 2.3a), six
samples could be measured simultaneously. Within the scope of this thesis, the scanning-
configuration was improved in order to measure up to 256 samples simultaneously, as
will be discussed in Chapters 6 and 7. To guarantee optimal growth conditions for the
bacteria, the scanning-configuration was placed inside an incubator which was set to 37◦C
(Figure 2.3b).
2.2 Grating Production
The following section gives a brief explanation on how the 2D-grating used in the IDA-
setup is fabricated. Depending on the application, two different substrates were used.
For measurements with the microscope-configuration (Section 2.1.1), which is used to
calibrate and demonstrate the working principle of the IDA-method by correlating the
diffraction-signal to microscope images, a transparent substrate in form of borosilicate
glass was used. During measurements with the scanning-setup (Section 2.1.2) a non-
transparent silicon (Si) substrate was used in order to avoid scattered light and receive















Figure 2.3: Scanning-configuration for high-throughput measurements. a) In
this configuration, the gold-grating is placed outside of the probing chamber. This allows
to scan through multiple samples, as indicated for a sample container with six probing
chambers. b) Photograph of the IDA scanning-configuration placed inside an incubator.
A mirror redirects the laser beam onto the 2D grating which is fixed underneath the
mirror. A scanning stage is used to position multiple samples sequentially above the
grating. The parafilm seen in the photograph was used to protect the laser beam from
air turbulences induced by the incubator’s ventilation system. Reproduced in part with
permission from Nano Letters, in press. Copyright 2018 American Chemical Society.
a slightly better signal to noise ratio. In the following, the fabrication of a grating on a
silicon substrate is explained. The fabrication on a glass substrate requires an additional
step which is discussed at the end. The gratings used in this PhD-thesis were fabricated
in the clean room of the chair of J. Kotthaus at the LMU Munich.
Silicon Substrate
In the first step, a 5 x 5 mm silicon chip is taken from a wafer and is cleaned in a petri
dish with DMSO inside an ultrasonic cleaner (Figure 2.4a). This is necessary in order to
remove a protective lacquer and receive a dust-free and smooth surface. In the next step,
the chip is spin-coated with the positive-photo resist polymethyl methacrylate (PMMA,
Figure 2.4b). Thereafter, the chip is illuminated by electron beam lithography (eLine
plus, Raith). In this step, the precise measurements of the grating such as structure
width, periodicity and amount of structures can be programmed in the lithography soft-
ware and are then imprinted on the photo resist (Figure 2.4c). Depending on the scientific
question, different parameters were used during the measurements shown in this thesis.
However, the diameter of the circular structures is, if not stated otherwise, 800 nm and
the periodicity is 2 µm. The amount of structures is stated for the individual IDA config-
urations in the discussion of the grating parameters in Section 2.3. After electron beam
lithography, the photo resist is developed, leading to the dissolution of illuminated photo
resist (Figure 2.4d). This sets the illuminated areas of the substrate free, while leaving
the unilluminated areas covered with photo resist. In the next step, 3 nm of titanium fol-
lowed by 60 nm of gold are evaporated onto the chip in an ultrahigh vacuum evaporation
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machine (Figure 2.4e). Titanium is used as an adhesion agent and gold was chosen due
to its bio-compatibility [30] and high reflectivity [31]. The final step is the lift off of the
photo resist (Figure 2.4f). During this step, the chip is put inside a petri dish filled with
DMSO which in turn is placed on top of a 75◦C hot heating plate for two hours. After
the photo resist is removed, merely the gold grating remains on top of the substrate and




Figure 2.4: Sample fabrication using electron-beam lithography. a) Clean silicon
substrate. b) The photo resist PMMA is spin-coated onto the substrate. c) Electron
beam lithography allows precise illumination of the substrate with the desired grating
parameters. d) Development of the photo resist leads to dissolution of the illuminated
section. e) Evaporation of 3 nm titanium and 60 nm gold. f) Finished sample after
DMSO lift-off. Image adapted from [32].
Silicon Dioxide Substrate
The fabrication of a grating on a borosilicate glass substrate is very similar to as shown for
a silicon substrate. Since glass is non-conductive, it is required to evaporate an additional
layer of chrome before the electron beam lithography step. The conductive chrome layer
reduces surface charging due to secondary electron emission during lithography. After
electron beam illumination, the chrome layer is removed by chrome etching.
2.3 Diffraction
The IDA-method is based on diffraction at a two-dimensional grating. This underlying
phenomenon is explained and derived in this section with the help of the Huygen’s prin-
ciple and the convolution theorem. After a derivation of the intensity distribution for a
2D grating, a discussion of the grating parameters and their influence on the IDA signal
is given.
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2.3.1 The Fresnel-Huygens Principle
In 1690 Christiaan Huygens released his work Trait de la Lumire, engl. treatise on light,
in which he proposes, that every point of a primary wavefront is the origin of a sec-
ondary, spherical elementary wave. The wavefront at a later time point is the envelope
of the secondary elementary waves (Figure 2.5a, right side of the slit). The secondary
waves propagate with the same frequency ν and velocity v as the primary wave [33].
This statement is known as the Huygens Principle and was later extended to the Fresnel-
Huygens principle by the French physicist Augustin-Jean Fresnel, who added that at
every subsequent point, the amplitude of the optical field is given by the superposition
of all elementary waves under consideration of their amplitude and relative phase [33].
By considering interference in the Fresnel-Huygens Principle, it was suitable to describe
diffraction phenomena known from single- and double-slit experiments. When a plane
wave impinges on a slit, the resulting superimposed wave propagates not only in the un-
obstructed but also in the shadowed region (Figure 2.5a). If the slit is of similar size as
the wavelength or smaller, the superimposed wave will propagate circularly and at large
angles in to the region beyond the obstruction [33].
When coherent light impinges on a double slit, the elementary waves originating from
each slit interfere with each other (Figure 2.5b), resulting in intensity maxima and minima
in the far field (Figure 2.5c). The difference in the optical path length ∆s between the
elementary waves originating from each slit is given as ∆s = d · sin(α) (Figure 2.5b). For
normally incident light, interference maxima occur at angles α for which the difference in
optical path length is equal to an integer multiple of the wavelength, i.e., the condition
∆smax = d · sin(αn) = n · λ with n ∈ N is fulfilled. If the light incides with an angle αi,







Figure 2.5: Fresnel-Huygens principle and diffraction at a double slit. a) Demon-
stration of the Fresnel-Huygens principle at a single slit. Four exemplary elementary
waves originating at the yellow points are shown in transparent green. The resulting su-
perposition of the elementary waves is depicted as a bold green wavefront. b) Diffraction
at a double slit. The wavefront for the condition ∆smax = d · sin(α) = λ, which results in
an intensity maximum, is depicted in yellow. c) Finite-difference time-domain simulation
of an interference pattern for a two-slit diffraction experiment. The black line shows the
intensity profile at the dashed line. Image c taken from [34].
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2.3.2 Convolution Theorem
The electromagnetic field distribution E(kx, ky) of light that is diffracted at a given struc-
ture can be described analytically by the Fourier transform (FT) of the structure’s aper-
ture function [35]. For periodic structures, the electromagnetic field distribution can be
calculated with the help of the convolution theorem. The latter states that the Fourier
transformation of the convolution of two functions is equal to the product of their Fourier
transforms. For a double slit, the aperture function g(x′) can be described as a convolu-
tion of a rectangle function f(x′) with two δ-functions h(x′):
g(x′) = f(x′)⊗ h(x′) =
∫ ∞
−∞
f(x)h(x′ − x)dx. (2.1)
According to the convolution theorem, the Fourier transform of g(x′) is given as:
FT{g} = FT{f ⊗ h} = FT{f} · FT{h} ≡ G(k). (2.2)
The plot of the functions g(x′), f(x′), h(x′) and their respective Fourier transforms is
presented in Figure 2.6. The resulting Fourier transform of the aperture function g(x′)
describes the electromagnetic field distribution E(kx), which can be used to calculate the
intensity distribution I(k) = |E(k)|2 [35][36].
G(k)
Figure 2.6: Convolution theorem applied to a double slit. The upper row shows a
rectangle function f(x′) and two δ-functions described by h(x′), as well as the convolution
of both functions, resulting in g(x′). The latter describes the aperture function of a double
slit. The lower row shows the respective Fourier transform of the upper function. The
product of FT{f} and FT{h} results in the Fourier transform of the double slit aperture
function, i.e. FT{g}. Image adapted from [34].
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2.3.3 Diffraction at a Two-Dimensional Grating
The IDA-method presented in this thesis utilizes diffraction at a two-dimensional grating
of spherical gold nanostructures. In order to calculate the electromagnetic field distribu-
tion E(kx, ky) and the respective intensity distribution I(kx, ky), the convolution theorem
is applied to a two-dimensional grating in the following. The aperture function a(x′, y′)
of a two-dimensional grating with a periodicity p of M structures in x-direction and N
structures in y-direction with a diameter d each can be described by a convolution of a
quadratic lattice of δ-functions and a circular disk function ae(x
′, y′):

















The corresponding Fourier transform is:























and Ae(kx, ky) being the Fourier transform
of the circular disk aperture function (Bessel function) [37], r the distance between the
grating and the screen and λ the wavelength of the coherent light. A detailed derivation
of the aperture function and its Fourier transformation can be found in [34].
The diffraction intensity distribution, which is proportional to the squared modulus









Disturbance by beads and bacteria
When small objects such as beads or bacteria are introduced in the light path, the inten-
sity of the diffraction pattern is disturbed. The disturbance has three different reasons:
Firstly, light is scattered at surfaces of two objects with different refractive indices, such
as the transition between a bacterium and the surrounding medium. Secondly, the objects
absorb light which also leads to a decrease of intensity. For low concentrations of beads
or bacteria, the named two effects can be combined and described by Lambert-Beer’s
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law [38]. Due to the absorption and scattering, the electric field amplitude is multiplied
by a time-dependent attenuation factor Em,n(t) ≤ 1. The third disturbance reason also
arises from the difference in refractive index between the bacterium and the surrounding
medium (∆n = nmed − nbac 6= 0). Due to this, light that passes through a bacterium be-
fore it hits the grating has a different optical path length than light that directly hits the
grating. This can be described by a phase shift δm,n(t) of the electromagnetic field, which
is time-dependent and only non-zero for grating structures covered by bacteria. This
leads to a disturbance of the positive interference of the individual elementary waves
and results in a decrease of diffraction peak intensity. With both attenuation terms, the









2.3.4 Discussion of the Grating Parameters
In the following, the grating parameters used for the IDA measurements presented in
this thesis are discussed and motivated. As can be seen from Equation 2.5, the intensity
distribution is dependent on the wavelength λ, the amount of circular gold structures
M x N, the periodicity p and the Bessel function, which again is non-linearly dependent
on the diameter d. A further relevant parameter of the grating is the height of the gold
structures, which was set to 60 nm in order to not influence the bacteria, while obtaining
a sufficiently high reflectivity (>90%). In order to correlate the IDA signal to the real
space, microscopy images were acquired simultaneously to the diffraction peak intensity
with the microscope-configuration described in Section 2.1. The periodicity p = 2µm and
diameter d = 0.8µm were chosen to yield a good compromise between the simultaneous
IDA-signal and microscopy image acquisition and the mobility analysis, which will be
described in more detail in Chapter 3. Here, a smaller periodicity with a bigger diameter
of the structures allows for a higher spatial resolution of bacterial movement. However,
it should still be possible to see and evaluate the bacteria (approx. 1 x 2 µm2) with the
microscope-configuration (Figure 2.7).
As can be seen in Equation 2.5, a bigger number of structures leads to a higher
signal and to a higher statistical relevance due to a higher amount of simultaneously
evaluated bacteria. However, a larger grating also results in a smaller sensitivity of
bacteria due to the constructive interference amount of each single gold structure. For the
microscope-configuration, the number of circular gold-structures M x N was set to 30 x 30
(60 x 60µm2), as this size would still allow growth measurements starting from single
bacteria (see Chapter 4) with a good signal-to-noise ratio, while simultaneously enabling
growth measurements over two orders of magnitude. For the scanning-configuration, 60
x 60 structures were used in order to achieve a higher comparability between different









Figure 2.7: Discussion of the IDA grating parameters. a) Cutout from a trans-
mission bright-field microscope image with a two-dimensional gold-grating (black circles)
and one bacterium on top of it (indicated with a blue outline). The bars show the grat-
ing parameters periodicity p = 2µm and diameter d = 0.8µm, which were used for IDA
measurements in this thesis. b) Exemplary photograph of the diffraction intensity dis-
tribution from a red laser beam diffracted at a 2D dimensional grating. Image b taken
from [34]. Reproduced in part with permission from Nano Letters, in press. Copyright
2018 American Chemical Society.




In this chapter, the working principle of the IDA-setup is presented and analyzed with
the help of transparent latex-beads as a well-defined, non-living model system. To be able
to achieve comparable and reproducible results, the 3µm-sized latex-beads were diluted,
such that small numbers of beads could be moved across the grating at a time with a mi-
crofluidic setup as described in Section 3.1. The simultaneous recording of the amount of
beads and the IDA-signal showed a strong correlation, as exemplarily shown in Figure 3.1.
A detailed, quantitative analysis of the individual events of beads crossing the grating
is given in Section 3.2. With the help of the microscope-configuration (Section 2.1.1),
the exact correlation between the bead’s position within a unit-cell of the grating and
the resulting diffraction peak intensity-decrease could be determined and is presented
in Section 3.3. Based on the position-dependent intensity-decrease, a continuous model
was established that correlates the diffusion coefficient of the beads to short-time inten-
sity fluctuations of the IDA-method. The model described in Section 3.4 can further be
transferred to bacterial measurements, which will be discussed in Chapter 4.
3.1 Microfluidic Setup
In order to evaluate the influence of an interference-disturbing particle on the diffraction-
peak intensity, 3 µm-sized transparent latex-beads were used as a non-living model system
due to their consistent and symmetric shape as well as the ease of tracking their posi-
tion [39]. To manipulate their position and movement, a microfluidic setup with a pump
was used (Landgraf Laborsysteme, model LA100). For the measurements discussed in
this chapter, 3 µm-sized latex-beads from Sysmex-Partec were used and diluted in order
to obtain bead-densities that would allow the analysis of single-beads. After dilution, the
beads were given inside a probing well of an Ibidi sticky-slide µ-well VI 0.4 attached to
a customized, transparent glass-bottom with an electron-beam lithographed gold-grating
on the inside of the probing chamber. The latter allows the simultaneous analysis of
the beads’ position on top of the grating and the respective diffraction peak intensity-
























Figure 3.1: Simultaneously acquired number of beads and normalized
diffraction-peak intensity. Dynamic correlation of the bead amount and normalized
diffraction peak intensity for several crossing events of one to four beads. The data shows
a strong correlation between the two measured values. Reproduced with permission from
Nano Letters, in press. Copyright 2018 American Chemical Society.
decrease, since the beads and the grating are thus in the same focal-plane. The grating
parameters used in this chapter are 30 x 30 gold structures with a periodicity p = 2µm,
diameter d = 800 nm and height h = 60 nm. The application of different flow-velocities
allowed the analysis of the correlation between bead velocity and short-term intensity
fluctuations.
3.2 IDA of Transparent Latex-Beads: Results
The microfluidic-setup described in the previous section allows the analysis of the influ-
ence of a single or multiple beads and their disturbance of the interfering elementary waves
on the diffraction-peak intensity. Microscope images of one to four beads on top of the
grating are presented in Figure 3.2a. The trajectory of a single bead crossing the grating
due to the microfluidic-flow is here depicted by a red line. The corresponding normalized
diffraction-peak intensity to the single-beads crossing is shown in Figure 3.2b. The aver-
age diffaction-peak intensity during the crossing of the bead is marked as mean normalized
intensity (MNI, red line). The results show that as soon as the bead reaches the gold
grating, the diffraction-peak intensity immediately decreases by approx. 0.54± 0.07% in
MNI. The time-points at which the bead enters and exits the area of the grating are
marked by t1 resp. t2. During the bead’s crossing of the grating, short-term intensity
fluctuations can be seen. The amount of short-term fluctuations, i.e. intensity maxima
resp. minima, between t1 and t2 is with a total number of 30 equivalent to the amount of
unit-cells passed by the bead. This observation hints at a direct connection between the
bead’s position inside an unit-cell of the grating, i.e. the quadratic space in between four
adjacent gold structures (2 x 2 µm2), and the intensity fluctuations and will be discussed
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in more detail in the following section. Parts of the work presented in this section were
a collaboration with Konstantin Ditzel within the scope of his bachelor thesis [39].
In addition to the single beads, the effect of interference disturbance by multiple
beads was analyzed. Figure 3.2c shows exemplary normalized diffraction-peak intensities
for one to four beads (I-IV). The inset shows averaged mean normalized intensities of
crossing events for one bead (eleven events), two beads (six events), three beads (two
events) and four beads (three events). The results show that a linear increase in the
number of beads leads to a linear decrease of diffraction-peak intensity, with a fit of





































Figure 3.2: Interfernce disturbance analysis of 3µm-sized latex-beads. a) Mi-
croscope images of one to four beads on top of the grating (I-IV). The red line marks the
trajectory of the bead crossing the grating. The red crosses t1 and t2 mark the entrance
and exit of the bead’s crossing. The scale bar is 30 µm. b) Normalized diffraction-peak
intensity of the single bead crossing shown in a). The time-points t1 and t2 show the
beginning and ending of the traversal. The mean normalized intensity (MNI) of ap-
prox. 0.995 during the crossing is marked with a red line. c) Exemplary normalized
diffraction-peak intensities for crossings of one to four beads (I-IV). The inset shows the
averaged MNI values for in total 22 crossing events with a linear fit of MNI[%](x) = 100.0
- 0.43·x (red line). Reproduced (modified) with permission from Nano Letters, in press.
Copyright 2018 American Chemical Society.
3.3 Position-Dependent Intensity Decrease
It was shown in the previous section that the amount of short-term intensity fluctuations
in Figure 3.2b is equal to the amount of unit-cells of the gold grating which the bead
traverses during the same time. The latter suggests that the diffraction peak intensity
varies depending on the precise position of the bead within an unit-cell of the grating.
In order to validate and analyze this, the Orca-05G digital CCD camera (Hamamatsu)
from the microscope-configuration 2.1.1 was replaced by an Andor Zyla CMOS camera
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that allows acquisition rates of 25 frames per second with a resolution of 1392 x 1040
pixels. The intensity of the diffraction peak was recorded accordingly with 25 frames per
second as well. Additionally, two shutters were added to the setup: one in front of the
laser and one in front of the microscope-camera. By closing and opening both shutters si-
multaneously once before and once after a measurement, the microscope images could be
synchronized with the diffraction-peak intensity acquisition. During the measurements,
the focus plane was kept in place with a perfect focus system.
The determination of the bead’s precise position within a unit-cell was done by image
analysis using OpenCV and with the help of Valentin Stierle (Figure 3.3). The image
analysis was done in several steps. In the first step, the area of the circular gold struc-
tures is determined by applying a threshold (Figure 3.3b, cyan outlines). Thereafter, the
center of mass of each individual gold structure is evaluated (Figure 3.3b, cyan crosses).
To make sure that all gold structures are captured and no errors due to beads occurred,
the median of three images at different time points, i.e. the beginning, the middle and
the end of the passing event, was used. Such a median image yields the grating without
a bead on top. In the next step, the difference between the median image and the regular
image with bead is calculated (Figure 3.3c). A threshold is applied to the result, yielding
the yellow outline in Figure 3.3c. The whole area of the bead is then determined using
openCVs minimum enclosing circle function (red outline in Figure 3.3c) and the center
of mass is calculated (green cross in Figure 3.3c). Locating the bead’s center of mass
in each frame allows to reconstruct its trace and precise position within each unit cell
(Figure 3.3d). The position can then be correlated to the diffraction-peak intensity as
shown in Figure 3.3e. When the resulting data-points of each unit-cell, i.e. the squares
enclosed by cyan dotted-lines in Figure 3.3e, are combined, a map of the correlation be-
tween the diffraction-peak intensity and the bead’s position within a unit-cell arises as a
result (Figure 3.3f). This analysis thus has shown that the diffraction peak intensity is
position-dependent and that intensity fluctuations of approx. 1% occur due to positional
changes of the bead smaller than the periodicity of the grating.
Since the intensity fluctuations are dependent on the bead’s position, it should be
possible to draw conclusions on the mobility of the respective disturbing bead by analyzing
the intensity fluctuations temporally. To probe this, single beads were moved across the
grating with two different flow velocities, i.e. 0.01 ml/min resulting in an average bead
velocity of 1.98µm/s (Figure 3.4a) and 0.02 ml/min with an average bead velocity of
4.72µm/s (Figure 3.4b). The average bead velocities were evaluated from the microscope
images. In addition to this, a single bead was positioned above the grating, whereupon the
microfluidic flow was stopped, leading to a random movement of the bead due to Brownian
motion (Figure 3.4c). The respective intensity fluctuations of the passing events were
Fourier transformed, yielding a peak for each of the two different flow velocities as well
as a decay for the bead moving due to Brownian motion (Figure 3.4d). A Gaussian peak
was fitted to each Fourier amplitude spectrum of the constant flow velocities, resulting
in a peak position of 0.97 Hz for 0.01 ml/min (red line, Figure 3.4d) and of 2.32 Hz for
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Figure 3.3: Correlation of the bead’s position and the diffraction peak intensity.
a) Microscope image of a 60 x 60 µm2-sized grating with 30 x 30 circular gold structures
with a single bead on top. The scale bar is 20µm. b) Segment of the grating marked
with a green square in panel a without a bead. The cyan circles mark the outlines of the
gold structures and the cyan crosses the respective centers of mass. c) Same section as in
panel b, showing the difference between an image with and without a bead. The yellow
outline marks the thresholded image and the red circle the minimum enclosing circle. The
green cross marks the bead’s center of mass. d) Section marked as a blue rectangle in
panel a. The green line depicts the determined trace of the bead. e) Correlation between
the bead’s position (green crosses) and the diffraction peak intensity (color-coded circles)
of the section marked purple in panel d. The dotted cyan squares mark two unit-cells.
f) Combination of the correlated data of a single-bead’s trace in one unit-cell. The thicker
dots show the measured position and the thin splines the interpolation between two bold
dots. Reproduced with permission from Nano Letters, in press. Copyright 2018 American
Chemical Society.
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0.02 ml/min (blue line, Figure 3.4d). In order to compare the positions of the peaks to
the actual bead velocities, the amount of ’passed unit-cells per second’ is multiplied with
the periodicity of the grating, i.e. 2µm. The latter results in determined bead velocities
of 1.94 µm/s for the slower velocity (0.01 ml/min) and 4.64µm/s for the faster velocity
(0.02 ml/min). Both results are in good agreement with the velocity determined from
the microscope analysis of 1.98 µm/s for the slower and 4.72µm/s for the faster velocity.
These results thus verify the capability to determine the velocity of linearly moving beads
from short-term intensity fluctuations. The Fourier spectrum of the Brownian motion
movement was fitted by an exponential decay function and is discussed in more detail
in Section 3.4. As a reference, the Fourier spectrum of the background noise without a
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Figure 3.4: Intensity fluctuations due to different bead velocities and their re-
spective Fourier transformation. a) Short-term intensity fluctuations induced by a
moving latex-bead with a flow-velocity of 0.01 ml/min. b) Analogous short-term inten-
sity fluctuations for a flow-velocity of 0.02 ml/min. c) Short-term intensity fluctuations
induced by a latex-bead moving due to Brownian motion. d) Fourier spectra from the
fluctuations shown in a (red), b (blue), c (black) and from background fluctuations with-
out a bead on top of the grating, but with a flow of 0.02 ml/min. The points connected by
thin lines show the data and the bold lines show the respective fit. A Gaussian fit yields
a peak at 0.97 Hz and 2.32 Hz for the constant flow velocities of 0.01 ml/min (red) and
0.02 ml/min (blue), respectively. The Fourier spectrum arising from Brownian motion
was fitted by an exponential decay, which is discussed in more detail in Section 3.4. Re-
produced in part with permission from Nano Letters, in press. Copyright 2018 American
Chemical Society.
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Having shown that the diffraction peak intensity-decrease is position-dependent (Fig-
ure 3.3f), the smallest resolvable changes of a bead’s position is determined in the fol-
lowing. To obtain a derivable function, the mapping of the position-dependent intensity-
decrease presented in Figure 3.3f was fitted by a polynomial function of 25th order (Fig-
ure 3.5a) using Wolfram Mathematica. Subsequently, the gradient field of the polynomial
function is calculated. The absolute value of the gradient field is shown in Figure 3.5b.
A line profile of the region with the highest absolute gradient is shown in Figure 3.5c for















































































Figure 3.5: Spatial resolution of changes in a bead’s position. a) Polynomial
fit of 25th order to the position-dependent intensity-decrease shown in Figure 3.3f. b)
Absolute of the gradient field calculated from the fitted polynomial shown in panel a. c)
Line profile of the normalized diffraction peak intensity for the section with the steepest
gradient, also depicted as a red line in panel a. d) Analogous line profile of the gradient,
depicted in panel b as a red line, with the maximum absolute value of the gradient field
of 0.015 µm−1. The spatial resolution was calculated by dividing the background noise
by the absolute of the gradient of the polynomial fit. The average spatial resolution was
found to be 150 nm and the maximum spatial resolution is 75 nm. Reproduced in part
with permission from Nano Letters, in press. Copyright 2018 American Chemical Society.
The maximum absolute value of the gradient field is at
|∇I(t)
I0
| [1.29|0.06] = 0.0152 µm−1. (3.1)
To determine the smallest detectable change in bead position, first, the standard devi-
ation of the background intensity fluctuations of the IDA-setup without a bead above
the grating is determined (σbackground = 2.91 · 10−4, calculated over 15 seconds) and is
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multiplied by 3.92 in order to receive the 95% prediction interval of the background fluc-
tuations. The latter is then divided by the maximum of the absolute of the gradient in








= 0.075 µm = 75nm. (3.2)
The average spatial resolution of the unit-cell was found to be 150 nm.
3.4 Continuous Approximation and
Mobility-Simulation
In the previous section, it was shown that the short-term intensity fluctuations induced
by beads with a constant speed allow the determination of the respective bead’s veloc-
ity. The Fourier spectrum of intensity fluctuations arising due to the disturbances of
a bead moving above the grating without any applied microfluidic flow shows higher
Fourier amplitudes for lower than for higher frequencies. The latter is in indicator for
Brownian noise, i.e. a signal arising from Brownian motion. In order to characterize the
noise and confirm the assumption, the power spectral density (PSD) is plotted against
the frequency. In general, the PSD of noise is proportional to 1/fβ, whereas white noise
corresponds to β = 0, pink noise to β = 1 and Brownian noise to β = 2 [40][41]. Plotting
the logarithm of the PSD vs. the logarithm of the frequency and applying a linear fit
yields β as the negative slope of the fit [41]. The analysis of the intensity fluctuations of a
single bead without flow, as presented in Figure 3.4c, results in β = 1.64 ≈ 2 (Figure 3.6,
and thus confirms the Brownian motion of the bead. The slightly smaller β presumably
arises from a rest momentum of the bead, as it was moved on to the grating with the
micofluidic system, as well as from a possible thermal-gradient.
A typical measure for random motion (such as Brownian motion) is the diffusion
coefficient [42]. The ability to analyze short-term intensity fluctuations regarding infor-
mation on the diffusion coefficient of the objects moving above the grating is especially
interesting for bacteria, since bacterial movement in general occurs as a random move-
ment due to e.g. flagella-driven run-and-tumble cycles, gliding or passive Brownian mo-
tion [43][44][45]. The analysis of bacterial motion with the IDA-setup will be discussed
more thoroughly in Chapter 4.4. This section presents an analysis method that allows a
quantitative deduction of the diffusion coefficient from short-term intensity fluctuations
induced by randomly moving objects. For this, a simulation in Wolfram Mathematica
was developed and the resulting correlation between short-term intensity fluctuations and
diffusion coefficient is compared to experimental results.
The fundamental idea of the following simulation was to generate short-term intensity
fluctuations for randomly moving objects with different diffusion coefficients based on the
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y = -1.64 x -7.89
Figure 3.6: Power spectral density (PSD) for short-term intensity fluctuations
arising from a bead moving due to Brownian motion (log-log plot). The negative
slope of the linear fit function (red) yields β = 1.64 ≈ 2. This means that the movement
of the bead arises mainly from Brownian motion, as the PSD of the latter is proportional
to 1/f2.
position-dependent intensity-decrease presented in Figure 3.3f. Subsequently, the simu-
lated intensity fluctuations were Fourier transformed and the Fourier spectra correlated
to the input diffusion coefficients. To that end, the position-dependent intensity-decrease
(Figure 3.7a) was fitted by a two-dimensional polynomial function (Figure 3.7b, and pre-
viously discussed in Figure 3.5a. This continuous fit is utilized to simulate the short-term
intensity fluctuations induced by one or multiple objects above the grating. For this,
a random walk of an object is simulated by defining a run-and-tumble, i.e. the object
moves a given distance per time section, whereupon it changes its direction by a random
degree and then moves again for the given distance. The amount of tumbles was set to 25
per second, i.e. the same amount of images and intensity points acquired per second as
in Section 3.3. The input diffusion coefficient was varied between 0 and 0.20 µm2, as the
upper boundary is the theoretical diffusion coefficient for 3 µm-sized beads in water at
37◦C without restrictions in any dimension. The comparison to the theoretical diffusion
coefficient for beads at room temperature and close to a surface will be discussed in more
detail later in this section. The resulting trace of a random walk with a diffusion coeffi-
cient D1 = 0.05µm
2/s (green) and D2 = 0.15 µm
2/s (blue) is shown in Figure 3.7b. The
respective simulated intensity fluctuations are presented in Figure 3.7c. It can be seen
that the higher diffusion coefficient D2 results in bigger amplitudes of high frequencies as
D1. In order to receive information on the distribution of low and high frequencies, the
Fourier amplitudes are fitted with an exponential decay function:
FA(f) = FA0 · e(−
f
ν
) + c. (3.3)
The fit-parameter FA0 gives the Fourier amplitude at f = 0 Hz and c is the y-axis
offset. The important fit-parameter, however, is the exponential decay constant ν, as
it marks the frequency at which the fit decays to FA(f) = FA0
e
+ c ≈ 0.368 · FA0 + c
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and thus is a measure for the distribution of high and low frequencies in the short-term
diffraction peak intensity fluctuations. This means that a higher diffusion coefficient re-
sults in comparatively bigger Fourier amplitudes of high frequencies and thus in a larger
exponential decay constant ν. This can be seen for the two exemplary diffusion coeffi-
cients, with ν = 0.5 Hz for D1 = 0.05µm
2/s and ν = 1.8 Hz for the D2 = 0.15µm
2/s.
The exponential decay constant was extracted from simulated short-term fluctuations
over 1000 data points (i.e. 40 seconds) for 40 diffusion coefficients between D = 0 µm2/s
and D = 0.20µm2/s as well as for one, five and ten objects moving simultaneously and
independently on top of the grating. Each of the 120 parameter combinations was sim-
ulated 100 times and the evaluated exponential decay constants ν were averaged. The
resulting correlation between the exp. decay constant ν and the input diffusion coeffi-
cient D is presented in Figure 3.7e. It was found that the decay constant ν is linearly
proportional to the Diffusion coefficient D and is independent of the amount of objects
moving on top of the grating. The latter is especially interesting for bacterial ensembles
to e.g. determine the point in time, at which the bacteria attach to a surface and will be
discussed in more detail in Chapter 4.4.
The resulting correlation of the decay constant ν and the diffusion coefficient is given
as ν(D) = 10.4 · D + 0.115 for the simulation based on the 2D polynomial fit. Analo-
gously to the simulation, the measured short-term intensity fluctuations allow conclusions
on the diffusion coefficient of single beads with D(ν) = (ν − 0.115)/10.4. The experi-
mental short-term intensity fluctuations arising from a bead that moved due to Brownian
motion (Figure 3.4d) were Fourier transformed and the decay constant was found to be
ν = 0.762 Hz. Using the results from the mobility simulation, this corresponds to a
diffusion coefficient of 0.0622 µm2/s.
In order to compare this result with diffusion theory, the Einstein-Stokes equation [46]
is used to calculate the expected diffusion coefficient. This equation describes the diffu-
sion coefficient of spherical particles moving due to Brownian motion in infinitely dilute
solutions. Einstein derived from Fick’s law that particles in Brownian motion have a
diffusion coefficient of
D = kBT /f, (3.4)
with kB being the Boltzmann’s constant, T the temperature and f the frictional
coefficient of the particle, which in general is unknown [47]. Stokes showed that for
spherical particles with radius r in a fluid with viscosity η, the frictional coefficient is
given as [48]:
fo = 6πηr, (3.5)
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Figure 3.7: Simulation of the position-dependent intensity-decrease of ran-
domly moving objects. a) Montage of the position-dependent intensity-decrease as
shown in Figure 3.3f for 2 x 3 unit-cells. b) Two-dimensional, polynomial fit of 25th
order of the position-dependent intensity-decrease shown in panel a. The intensity is
color-coded. The green and blue line show the traces of simulated random walks for two
different diffusion coefficients D1 = 0.05
µm2
s




ulated short-term intensity fluctuations for the diffusion coefficients shown in panel b,
D1 (left) and D2 (right). d) Fourier amplitudes of the short-term intensity fluctuations
shown in panel c. The red line shows the exponential decay fit and the dotted lines mark
the decay constant ν in the left panel. The resulting decay constants are ν1 = 0.5 Hz
for D1 and ν1 = 1.8 Hz for D2. e) The simulated decay constant ν is linearly propor-
tional to the input diffusion coefficient. The proportionality is independent of the amount
of disturbing objects above the grating, as presented for one, five and ten independently
moving objects. The red linear fit function is ν(D) = 10.4·D+0.115. Reproduced (mod-
ified) with permission from Nano Letters, in press. Copyright 2018 American Chemical
Society.
For spherical particles moving closely to a surface, hydrodynamic coupling between








with h being the distance of the particle’s center to the surface. For the presented
measurements with 3µm-sized beads, which were performed at T = 20◦C in water with
a viscosity η = 1mPa s, and under the assumption that the beads are moving directly
above the surface, this results in:




)µm2/s = 0.0626µm2/s. (3.8)
This result is in very good agreement with the diffusion coefficient determined from
the simulation of Dsim = 0.0622 µm
2/s.
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This section has shown that the IDA-setup enables a mobility analysis of objects
moving above the grating and, as will be presented in the next chapter, also allows
a quantitative, non-absolute, temporal course of the diffusion coefficient of a bacterial
ensemble.
Chapter 4
IDA of Living Bacterial Cells
Having shown that the IDA-method can be used to quantify the amount and mobility
of latex-beads, this chapter discusses the analysis of living bacterial ensembles above the
gold grating (Figure 4.1). In the first section, it is shown that a growing bacterial ensemble
leads to a progressively decreasing diffraction-peak intensity. This section further shows
the ability of the IDA-method to resolve growth on the single-cell level. The correlation
between IDA-signal and amount of bacteria is further discussed in Section 4.2, where the
detection range over two orders of magnitude of cell numbers is presented. Section 4.3
describes the extraction of bacterial growth parameters from IDA-measurements and
compares the results to standard optical density analysis. In the last section, the mobility
analysis presented in Chapter 3.4 is applied to a bacterial growth measurement. Here, a
decrease of the bacterial mobility by a factor of three due to attachment of the cells to
the surface and each other can be concluded from the IDA-signal.
2 µm
Figure 4.1: Scanning electron micrograph of bacteria on top of a gold grating.
The false-colored SEM-micrograph shows two bacteria on top of a gold grating on a
silicon substrate. The periodicity of the grating is 2µm and the diameter of the gold
islands is 0.8 µm. The same parameters were used for all measurements in this chapter.
Reproduced (modified) with permission from Nano Letters, in press. Copyright 2018
American Chemical Society.
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4.1 Quantitative Growth at the Single-Cell Level
As discussed in the introduction of this thesis, the increasing number of multi-resistant
bacteria is a major health issue for the current as well as upcoming generations. To be
able to tackle the further spreading of multi-resistant bacteria, it is important to prescribe
an appropriate and specific antibiotic for a given inflammation as soon as possible. In
order to do so, the process of antimicrobial susceptibility testing (AST) likewise has to
be shortened significantly. While conventional AST setups take up to 20 hours to find
a suitable antibiotic [52], several new promising techniques were presented in the recent
past that allow AST in less than three hours [52][53]. A high sensitivity of bacterial
growth is important for fast results [54]. In this context, the sensitivity of the IDA-setup
for growth measurements of low cell numbers is evaluated in this section.
A second crucial feature of a robust, novel AST assay is a good understanding of the
measured signal and it’s interpretation. In order to quantify and analyze the correlation
between the number of bacteria and the diffraction peak intensity, microscopy images of
the bacteria growing on top of the grating together with the corresponding diffraction
peak intensity were acquired simultaneously using the microscope-configuration presented
in Chapter 2.1.1. Similar to the measurements with the transparent latex-beads, the bac-
teria were grown on a gold grating using a silicon dioxide substrate that was attached to
an Ibidi sticky-Slide VI 0.4. As a model bacterium, the non-pathogenic Escherichia coli
(E. coli) S-strain (BZB1011 [55]) was examined. To assure natural, exponential growth
behavior, bacteria were grown over night prior to each measurement. The overnight cul-
ture was then diluted to an OD600 of 0.05 and the bacteria were grown to OD600 0.2 in
a day culture, thus ensuring that they are in the exponential growth phase during the
experiment. The resulting suspension was then again diluted by a factor of 150, resulting
in approx. zero to one bacteria on top of the grating at the beginning of a measurement.
The measurements in this section were performed without microfluidic flow and at room
temperature.
The resulting diffraction-peak intensity course for a bacterial growth measurement is
shown in Figure 4.2a. The growth of the bacteria on the grating resulted in a contin-
uous decrease of the diffraction-peak intensity of approx. 20% after the first ten hours
(black line). A reference measurement without bacteria remained stable at I(t)/I0 =
1.000± 0.006 (red line). In order to correlate the IDA-signal to the amount of bacteria,
the microscopy images were evaluated. To this end, the number of bacteria was deter-
mined manually for each frame until the population reached 20 bacteria. The amount
was consequently correlated to the respective diffraction peak intensity-decrease. The
results are shown in Figure 4.2b. The intensity was averaged over 60 seconds, in or-
der to increase the bacterial resolution. The plot shows a linear correlation between
the mean normalized intensity and the number of bacteria n, with the linear fit being
f(n) = 1 − 7.86 · 10−4 n (red line). The error-bars mark the 95% prediction interval,
i.e. ±1.96 · σ. Dividing the average 95% prediction interval by the slope of the fit shows
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Figure 4.2: Quantitative growth detection at the single-cell level.
a) Diffraction-peak intensity course for a bacterial growth measurement in LB medium
(black line) as well as a control measurement without bacteria (red line). Disturbances
arising from the bacteria lead to a diffraction peak intensity-decrease of approx. 20% after
10 hours, while the control measurement remains stable at I(t)/I0 = 100.0±0.6% during
the same duration. b) The mean normalized intensity plotted against the respective
number of bacteria n shows a linear decrease. A fit gives f(n) = 1 − 7.86 · 10−4 n (red
line). The error bars mark ±1.96 · σ, i.e. the 95% prediction interval. The intensity was
averaged over 60 seconds, in order to increase the bacterial resolution. Division of the
average 95% prediction interval by the slope of the fit shows a bacterial resolution of 1.6
bacteria. Reproduced (modified) with permission from Nano Letters, in press. Copyright
2018 American Chemical Society.
While the signal seems to be noisy due to the movement of the bacteria and the
resulting short-term intensity fluctuations, the measurement in Figure 4.2a yields high
signal-to-noise ratios (SNR) as soon as the first bacteria grow on top of the grating. Us-
ing SNR = µ
σ
with µ being the mean diffraction-peak intensity-decrease and σ being the
standard deviation (both calculated over a time interval of 1 minute) yields the following
SNRs at the given time points:
Time [min] 30 100 200 300 400
SNR 4.9 11.4 29.2 32.6 36.2
Table 4.1: Signal-to-noise ratios (SNR). Signal-to-noise ratios for the bacterial growth
measurement shown in Figure 4.2a. The results show a high SNR for bacterial growth
measurements already after 30 minutes.
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A further comparison between the counted number of bacteria, the area of the grating
covered by the bacteria and the mean diffraction-peak intensity (averaged over two sec-
onds) of the growth measurement shown in Figure 4.2 is given in Figure 4.3. Comparing
the three plots shown in the figure does not only show a clear correlation between the
counted bacteria and the diffraction-peak intensity, but also between the covered area
and the other two parameters. The covered area was determined by subtracting the
background image, i.e. an image of the grating without bacteria, from the image at a



































Figure 4.3: Comparison of bacterial number, covered area and mean normal-
ized intensity. The direct comparison between the hand-counted bacteria (top-graph),
covered area obtained from microscopy middle-graph) and the diffraction-peak intensity
(bottom graph) for the first 150 minutes of the growth measurement presented in Fig-
ure 4.2a shows a strong correlation. Reproduced with permission from Nano Letters, in
press. Copyright 2018 American Chemical Society.
4.2 Quantitative Growth over Two Orders
of Magnitude
While the first 20 bacteria were countable from the microscopy images, determining the
precise amount of bacteria beyond 20 is not feasible, as the bacteria start to agglomerate
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and lose a precise outline, in addition to the already hampered visibility due to the gold
grating. To be able to correlate the IDA-signal to higher numbers of bacteria, the area
of the grating that is covered by bacteria was evaluated. It was shown previously that
the covered area is a suitable measure for the cell amount [56]. As shown in the top
two graphs of Figure 4.3, there is a linear correlation between the covered area and the
counted bacteria, with 1% of covered area corresponding to approx. 4.7 bacteria. The
covered area was determined from the microscopy images by subtracting an image of the
grating without bacteria from the whole measurement stack. A binary threshold was
then applied, yielding the visible bacteria above the grating, which could be quantified
by reading out the relative amount of covered area. Yet, this method underestimates the
actual area covered by bacteria because of obstructions in form of gold islands as well
as outer regions of the bacteria getting lost due to gray values close to the background.
To compensate for this, the resulting covered area was corrected with a multiplication
factor. The latter was retrieved by evaluating the area covered by bacteria outside of the
grating at approx. 50% covered area and dividing it by the respective determined covered
area of the section covered by the grating.
The correlation between the normalized diffraction-peak intensity and the covered area
was performed for two long-time bacterial growth measurements. The results are shown
in Figure 4.4. The left plot, Figure 4.4a, shows the evaluation for the growth measurement
from Figure 4.2a. Again, a linear correlation between the normalized diffraction-peak in-
tensity and the covered area can be found, with the fit-function being f(x) = 1−0.0037x.
Figure 4.4b depicts the correlation for the data from a longer growth measurement shown
in Figure 4.7a. The plot shows a linear correlation for approx. the first 70% of covered
area as well, with a very similar fit function of f(x) = 1− 0.0036x. At a covered area of
70% or higher, the bacteria begin to grow on top of each other and aggregate, resulting in
a non-linear relation between the diffraction-peak intensity and the covered area. While
we were unable to determine the number of bacteria after the ensemble started to grow
in the third dimension and aggregate, we did not see a kink or unusual behavior of the
IDA-signal at covered areas of approx. 70%. This suggests that the IDA-signal is suitable
for growth measurements in 2D and, to a certain degree that is to be determined in future
projects, in 3D.
4.3 Extracting Growth Parameters
Since the IDA-method shows a linear correlation between bacterial number and the de-
crease of the diffraction-peak intensity, it allows for quantitative growth analysis of bac-
terial ensembles on a surface. Bacterial growth in general is divided into four different
phases [8]: 1. The lag phase, during which the bacteria adapt to growth conditions.
During this phase, synthesis of enzymes, RNA, and other molecules occurs [57]. 2. The
exponential phase, during which exponential growth occurs and the growth rates or dou-
bling times are extracted. This phase takes place until the medium’s nutrients are de-
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Figure 4.4: Correlation between diffraction-peak intensity and covered area.
a) Normalized diffraction-peak intensity plotted against the grating area that is covered
by bacteria for the growth measurement shown in Figure 4.2a. The plot shows a linear
correlation with a fit function of f(x) = 1 − 0.0037x (red line). The estimated amount
of bacteria is determined by extrapolating the data shown in Figure 4.2b and 4.3, with
1% of covered area being equivalent to approx. 4.7 bacteria. Microscopy images were
taken every minute and the diffraction-peak intensity was averaged over the respective
minutes. The microscopy images shown in the corners were taken at t = 100 min (left) and
t = 550 min (right). b) Normalized diffraction-peak intensity plotted against the grating
area covered by bacteria for the growth measurement shown in Figure 4.7a. The linear
section, which ranges from 0% up to approx. 70% covered area, has a similar slope to the
one shown in a, with the fit function being f(x) = 1−0.0036x. At 70% covered area, the
bacteria start to aggregate as well as grow in the third dimension. Reproduced (modified)
with permission from Nano Letters, in press. Copyright 2018 American Chemical Society.
pleted and it is enriched with waste products, or the available space is used up. 3. The
stationary phase, occurring when bacterial growth stagnated due to one of the above-
mentioned reasons. During this phase, rates of cell-division and cell-death balance each
other out [58]. 4. The death phase, during which bacteria die due to a lack of nutrients
or other influences such as non-tolerated temperatures or toxins.
In this section, the doubling times of two bacterial strains are measured using the
IDA-setup and are compared to results obtained with a standard technique, the optical
density analysis at λ = 600 nm (OD600). To this end, the E. coli S-strain (BZB1011 [55])
and C-strain (BZB1011 E2C [55]) were used, as these differ significantly in their doubling
times [59]. Both starter cultures were grown overnight at 37◦C in LB medium and were
resuspended in the morning to an OD600 of 0.05. The suspension was then grown to
an OD600 of 0.2 to assure exponential growth. Subsequently, it was once again diluted
by a factor of 50 in LB medium, resulting in an even distribution of one to five bacte-
ria above a gold grating. To reduce the lag phase as much as possible, the handling of
the bacteria at room temperature was kept to a minimum of approx. 10 minutes. The
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diffraction-peak intensity is plotted as 1− (I(t)/I0) in order to compare the results to the
OD600-measurements.
To be able to measure six growth curves simultaneously while using the exact same
bacterial cultures, the scanning configuration for high-throughput as described in Sec-
tion 2.1.2 was used at T = 37◦C. Since in this configuration the bacteria were grown in
a separate plastic dish and no optical microscope control can be applied, 120 x 120µm2-
sized gratings (60 x 60 gold structures) were used to assure starting concentrations of 1-5
bacteria above the grating. The results of the simultaneously acquired IDA-measurements
for three S-strain (red) and three C-strain (blue) growth curves are shown in Figure 4.5a.
The bold points show the averaged data of one scanning cycle, i.e. three samples per
strain and one minute of acquisition per sample. Bacterial growth can be described





with the doubling times given as ln(2)/µ [60]. Fitting the latter to the diffraction
peak intensity-decrease yields doubling times of µs = 26.7 ± 1.4 min for the S-strain
and µc = 32.7 ± 0.9 min for the C-strain (Table 4.2). The doubling times of sixteen
further samples were simultaneously measured using a reference technique, i.e. optical
density measurement at 600 nm wavelength (Perkin Elmer Lambda EZ201 spectropho-
tometer) [61], in order to confirm the results obtained from the IDA-setup. Therefore,
eight samples per strain, taken from the same overnight culture as the IDA-samples, were
analyzed. The results of the OD600-measurements are shown in Figure 4.5b and Table 4.2.
The bold points again show the averaged data. Applying the sigmoidal growth fit func-
tion (Equation 4.1) to the individual growth curves yields doubling times of 28.7±2.4 min
for the S-strain and 33.5±2.2 min for the C-strain, which are in good agreement with the
doubling times obtained from the IDA-measurement. All results were analyzed using the
t-test (in Wolfram Mathematica), a test to measure the statistical significance of results.
The test yielded a probability-value (p-value) of 0.0029 for the IDA-measurements and
0.0017 for the OD600-measurements. Both values are far below the desired p-value of
0.05. The latter means that the probability that both datasets are from an identical real
set of measurement values is below 5%. In conclusion, this paragraph has shown that
the IDA-method is capable of bacterial growth measurements with a precision similar to
that of optical density setups.
To show that a bacterial growth measurement has surpassed the exponential growth
phase, it is suitable to plot the data in a semi-logarithmic graph. The exponential growth
phase can then be seen as a linear section. The following stationary phase is marked by
a strong decline of the slope. The S- and C-strain measurements obtained with the IDA-
setup plotted in a semi-logarithmic graph can be seen in Figure 4.6. During the first
30 minutes, the diffraction-peak intensity is similar to the starting intensity I(0), result-
ing in a comparatively noisy signal. After approx. 45 minutes, the exponential phase


























Figure 4.5: Bacterial growth curves obtained from the IDA-setup and optical
density measurements. a) Diffraction peak intensity-decrease for six bacterial growth
curves of the S- and C-strain, with three measurements of each strain. The bold points
and lines show averaged data and a sigmoidal logistic fit. The resulting doubling times
are µs = 26.7 ± 1.4 min for the S- and µc = 32.7 ± 0.9 min for the C-strain. b) Optical
density measurement at λ = 600 nm of bacterial growth for eight samples of S- and
C-strain, respectively. The bold points and lines show averaged data and a sigmoidal
logistic fit. The resulting doubling times are 28.7± 2.4 min for the S- and 33.5± 2.2 min
for the C-strain. All measurements were performed in LB medium. Reproduced with
permission from Nano Letters, in press. Copyright 2018 American Chemical Society.
begins and lasts until approx. 150 minutes. The doubling times can also be extracted by
fitting a linear fit to the exponential phase in the semi-logarithmic plot and calculating
the reciprocal of the slope. This method yields doubling times of 28.8± 2.4 minutes for
the S- and 32.3± 3.5 minutes for the C-strain. These values are in good agreement with
the logistic fit evaluation method.
When the total diffraction peak intensity-decrease at the stationary phase of growth
measurements in the microscope-configuration (Figure 4.7a, maximum decrease ≈ 60%)
and the scanning-configuration (see Figure 4.5a, maximum decrease ≈ 15%) are com-
pared, it can be seen that the ability to measure in high-throughput comes with a tradeoff
in form of a reduced sensitivity by a factor of 3-4. This reduced sensitivity assumedly
arises due to the greater distance between the bacteria and the diffraction grating (at
least 180µm). Albeit the reduced bacterial sensitivity, the mobility analysis of the bac-
teria is feasible with both the microscope-configuration and the scanning-configuration,
which will be presented in the following Section 4.4 and Chapter 6.
4.4 Mobility Analysis
In the previous chapter, the IDA-setup was used to determine the speed of moving latex-
beads and a model was presented in Section 3.4 that allows the determination of a dif-
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IDA: Doubling times [min]
C-strain 1 31.94 S-strain 1 25.71
C-strain 2 32.48 S-strain 2 28.268
C-strain 3 33.598 S-strain 3 26.196
OD: Doubling times [min]
C-strain 1 36.69 S-strain 1 23.673
C-strain 2 33.086 S-strain 2 30.7655
C-strain 3 33.485 S-strain 3 30.79
C-strain 4 30.176 S-strain 4 27.814
C-strain 5 35.25 S-strain 5 31.39
C-strain 6 30.32 S-strain 6 26.3855
C-strain 7 34.83 S-strain 7 29.9157
C-strain 8 34.4506 S-strain 8 29.259
Table 4.2: Doubling times obtained from the IDA and optical density (OD)
measurements. Individual results for the doubling times extracted from the growth
curves shown in Figure 4.5.
fusion coefficient from the short-term intensity fluctuations. This model is based on the
Fourier transformation of the short-term intensity fluctuations. After the transformation,
the spectrum of the Fourier amplitudes is studied. Because the diffraction-peak intensity
depends on the disturbing object’s position within a unit-cell, as shown in Figure 3.7a
for beads, faster movements of objects on top of the grating lead to more high-frequency
intensity fluctuations and thus also to bigger Fourier amplitudes at higher frequencies.
The distribution of the Fourier spectrum follows an exponential decay and an exponential
fit can be used to extract the decay constant ν. It was shown in Figure 3.7e that the
decay constant ν is proportional to the diffusion coefficient of the moving objects, while
being independent of the amount of objects moving simultaneously on top of a grating.
The mobility analysis was applied to the bacterial growth measurement shown in
Figure 4.7a. During this measurement, the bacteria were grown on a 60 x 60µm2-sized
gold grating (30 x 30 gold structures) using a SiO2-substrate and measured with the
microscope configuration (Chapter 2.1.1) in order to correlate the IDA-results to real-
space microscopy images. Figure 4.7a further shows two exemplary microscopy images at
t1 = 300 min and t2 = 500 min. At t1, the evaluated covered area is approx. 51% and the
bacteria are evenly distributed across the grating. The image at t2 (covered area ≈ 76%)
shows that the bacteria are packed densely and started to aggregate and adhere to the
surface. The short-term fluctuations over 1.3 minutes (1000 data points) are presented in
Figure 4.7b. Comparing the intensity fluctuations, the data for t1 (left half) shows bigger
amplitudes for high-frequency fluctuations than the data of t2. The respective Fourier
amplitudes with an exponential decay fit (red line) can be seen in Figure 4.7b. The data
for t1 yields an exponential decay constant of ν = 0.5 Hz, which is five times higher than
the result for t2 with ν = 0.1 Hz. This means that the Fourier spectrum at t1 has a bigger
ratio of high frequencies than the Fourier spectrum at t2. Applying the mobility-model
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Figure 4.6: Semi-logarithmic plot of IDA-measurements of bacterial growth.
a) Semi-logarithmic plot of the diffraction peak intensity-decrease for the three S-strain
growth measurements shown in Figure 4.5a. The red lines show a linear fit to the expo-
nential growth phase. The resulting doubling times are 28.8±2.4 minutes. b) Analogous
plot for the C-strain measurements shown in Figure 4.5a. The doubling times extracted
from the linear fits (red lines) are 32.3±3.5 minutes. Reproduced in part with permission
from Nano Letters, in press. Copyright 2018 American Chemical Society.
to the whole growth measurement with intervals of 1000 data points or 1.3 minutes each
yields the decay constant ν progression as shown in Figure 4.7d. The blue curve shows
a moving average over 100 data points. The progression of ν stays constant for the first
300 minutes during which the bacteria maintain the same mobility respectively diffusion
coefficient. At t = 300 min the decay constant ν decreases by a factor of 3.2 until ap-
prox. t = 500 min, where it stays constant again. This decrease in diffusion coefficient can
be ascribed to the attachment of the bacteria to a surface as well as to each other. This
behavior is an indicator for early stages of biofilm formation [62][63]. E. coli bacteria
assemble extracellular adhesive amyloid fibres after approx. 360 minutes, which improve
surface attachment and promote biofilm formation [64]. In addition to this, it was pre-
viously shown under similar measurement conditions that E. coli bacteria form biofilms
at such advanced time-points due to nutrient limitations [65].
In order to confirm the mobility analysis with the actual movement of the bacterial
ensemble, microscopy images were taken every 30 seconds. Since the decay constant ν
in Figure 4.7 is independent of the amount of bacteria, an according analysis of the mi-
croscopy images was applied. For this purpose, the gray value difference between two
subsequent images (Pi+1 − Pi) was calculated. The latter yields the area corresponding
to the bacteria that have moved between the two images. If a bacterium has attached to
the surface, it does not contribute to this value. To normalize the amount of moving bac-
teria to the absolute amount of bacteria, the result was divided by the difference between
the current image and the background image (Pi−P0), i.e. an image of the grating with-
out bacteria. The results are presented in Figure 4.8. Since the images were acquired
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Figure 4.7: Mobility analysis of a bacterial growth measurement. a) Normalized
diffraction-peak intensity for a bacterial growth measurement of E. coli. The microscopy
images were taken at t1 = 300 min (left) and t2 = 500 min (right). The scale bar is
20µm. b) Short-term intensity fluctuations at t1 (magenta) and t2 (green) for 1.3 minutes
(1000 data points). c) Fourier spectrum of the short term intensity fluctuations shown in
b. The red line shows an exponential decay fit, with a decay constant ν = 0.5 Hz for t1 and
0.1 Hz for t2. This means that the intensity fluctuations from t1 have a bigger relative
amount of high-frequent Fourier amplitudes due to a higher diffusion coefficient resp.
mobility of the bacteria. d) Decay constants ν for the whole growth measurement. The
gray points show the decay constants for intervals of 1.3 minutes (1000 data points) and
the blue points depict a moving average over 100 decay constants. The decay constant ν of
the bacterial ensemble stays constant during the first 300 minutes. Between t = 300 min
and t = 500 min, the decay constant decreases by a factor of 3.2 and subsequently remains
constant again. Reproduced (modified) with permission from Nano Letters, in press.
Copyright 2018 American Chemical Society.
with a bright-field microscope and the bacteria are obstructed by the gold structures,
this analysis is comparatively noisy for very low bacterial amounts, i.e. the beginning of
the experiment up until approx. t = 130 min. Thereafter, the analysis shows that the
relative amount of moving bacteria stays the same until t = 300 min, where it decreases
for the next 200 minutes. In total, the time course shows a similar behavior as the decay
constant ν in Figure 4.7, with a decrease of mobile bacteria at the exact same time, thus
confirming the ability to measure bacterial mobility with the IDA-setup. The latter holds
the potential for analyses of biofilm-forming bacterial strains towards e.g. antimicrobial
susceptibility or mobility-restricting drugs.
While the measurements presented in this section so far were all conducted with the
microscope-configuration and with the diffraction grating positioned inside the probing
channel, the following experiment demonstrates that the mobility analysis is also possible
with the scanning-configuration, where the diffraction grating is outside of the probing
channel. To this end, we used transparent Ibidiµ-slides (VI 0.4) with planar probing
channels with a measurement volume of 150µl. Bacteria were grown and analyzed with

















Figure 4.8: Image analysis of the bacterial mobility. Time-course of the image
analysis describing the mobility of the bacterial growth measurement shown in Figure 4.7
which es evaluated as (Pi+1 − Pi)/(Pi − P0). The results show a decrease of mobile
bacteria over the exact same duration as in Figure 4.7c, with a decrease of the mobility
between t1 = 300 min and t2 = 500 min. Reproduced (modified) with permission from
Nano Letters, in press. Copyright 2018 American Chemical Society.
the IDA-setup in two channels simultaneously. One channel was left untreated and the
other one was previously passivated with poly-L-lysine (PLL). PLL is a cationic polymer
known to enhance the attachment of bacteria to surfaces [66].
The PLL passivation was done by covering the bottom of the probe channel with 50 µl
of PLL. The latter was left for two hours to act upon the surface. The well of the probe
channel was thereafter rinsed three times with 150µl of MilliQ water and twice with
M63 minimal medium. For the preparation of the measurement, the S-strain was grown
overnight at 37C in M36 minimal medium. The minimal medium was used to guarantee
the functionality of PLL. The overnight culture was diluted to an OD600 of 0.05 and
the subsequent day-culture was left to grow until it reached an OD600 of 0.2. For the
measurement without PLL, 60 µl of the day-culture were given inside the probe channel
and the latter was filled with an additional 90µl of M63 medium. The probe channel
with PLL-treated surface was filled with 20 µl of day-culture and filled with an additional
130µl of M63 medium. The bacteria in both channels were placed inside an incubator
for 10 minutes for them to settle to the bottom, whereupon the channels were rinsed
three times with M63 medium, thus achieving similar starting concentrations of bacteria
in both channels (see Figure 4.9a and b). Subsequently, the IDA measurements were
started. During the measurements, the probe channel was kept at 37 ◦C. The bacteria
on the surface without PLL show a decay constant ν which is higher than the respective
value for the PLL passivated sample by a factor of 2-3 (Figure 4.9c). This result shows
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that our method is capable of analyzing bacterial adhesion properties to differently func-
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Figure 4.9: Mobility analysis of S-strain E.coli with and without poly-L-lysine
(PLL) surface passivation. a) Microscopy image of the starting bacterial density of the
sample without PLL surface passivation. b) Microscopy image of the starting bacterial
density of the sample with PLL surface passivation, as a confirmation that both samples
had similar starting concentrations of bacteria. c) Mobility analysis for 30 minutes for
bacterial movement on a surface with and without PLL passivation (moving average over
five minutes). The sample without PLL passivation shows a similar decay constant ν as
the bacteria in the growth measurement from Figure 4.7 before the attachment to the
surface. The sample with PLL on the other hand shows a decay constant ν similar to
the bacteria from Figure 4.7 after they had attached to the surface, which is approx. 2-3
times smaller than ν of the sample without PLL.
4.5 IDA of Bacteria Extracted from Blood Serum
The measurements shown so far in this chapter were all done with isolated samples of
bacterial strains. However, in clinical samples, such as blood or urinary tract infections,
other components as, e.g., blood cells are located inside the sample and the bacteria need
to be isolated for IDA evaluation. There are several techniques that allow the isolation of
bacteria from blood or urine samples in a short time of less than 10 - 20 minutes [67]. One
example being differential centrifugation [68][69], where the sample is first centrifuged at
a lower RPM in order to sediment blood cells. The supernatant is then centrifuged at
higher RPMs in order to sediment the bacteria. For a simulation of the second step of
this isolation technique, we inoculated Bacillus subtilis (NCIB 3610) in blood serum at
approx. 107 cells/ml. The bacteria were then extracted from the sample by centrifugation
at 6000 rpm for five minutes, whereupon the supernatant was resuspended in Mueller Hin-
ton Broth and subsequently analyzed with the IDA-method. While some lipid aggregates
42 4. IDA of Living Bacterial Cells



















Figure 4.10: Growth analysis of bacteria after extraction from blood serum.
a) To simulate a biological sample, Bacillus subtilis (NCIB 3610) were inoculated in
blood serum at approx. 107 cells/ml. After centrifugation at 6000 rpm for five minutes,
the liquid part was removed and the remains were resuspended in Mueller Hinton Broth.
The microscopy image shows the resuspended sample, with some lipid aggregates still
remaining. This sample was evaluated with the IDA method. b) IDA-measurement of
the sample described in panel a. Despite the debris, bacterial growth was rapidly and
clearly detectable.
In summary, this chapter has shown that the IDA-method allows a sensitive detec-
tion of bacterial growth, ranging from single to hundreds of bacteria. Furthermore, the
detection method can be used to correctly determine doubling times and to analyze the
mobility of the bacterial ensemble. Here, it was shown that the mobility decreases due to
the attachment of the bacteria to a surface and varies for differently passivated surfaces.
Chapter 5
Antimicrobial Susceptibility Testing
The amount of multidrug-resistant bacteria has increased alarmingly in the past years
due to a redundant and inappropriate use of antibiotics [4][6]. With currently 700,000
annual deaths due to antibiotic resistance (ABR), this number is estimated to increase
up to 10 million by 2050 [7]. A crucial factor in the increase of antibiotic resistances is
the use of broad-spectrum antibiotics as a quick first-choice, because the identification
of an appropriate small-band antibiotic with conventional AST methods can take up to
several days [52]. To support the emerging battle against antibiotic resistance, meth-
ods that allow fast and accurate antimicrobial susceptibility testing (AST) are urgently
needed. An early identification and subsequent therapy with an appropriate antibiotic
can further lead to lower mortality rates, a shortened care duration, performance of less
invasive procedures and substantial cost savings [70][71]. While there are several methods
to determine the antibiotic resistance of a given bacterium, a large number of techniques
still relies on phenotypic antibiotic susceptibility testing, i.e. monitoring bacterial growth
of samples with and without antibiotic [72][73][54][53]. Such methods are especially used
when determining the minimum inhibitory concentration (MIC). The latter is the min-
imum concentration of an antibiotic needed to inhibit bacterial growth and thus stop
further spreading of a bacterial inflammation.
Having shown in the previous chapter that bacterial growth can be detected with the
IDA-setup, this chapter addresses the efficacy and speed of AST with the IDA-setup. In
the first section, the scanning-configuration presented in Chapter 2.1.2 was used to deter-
mine the MIC of three different antibiotics (ampicillin, kanamycin and vancomcin) and
two different bacterial species (Escherichia coli and Bacillus subtilis). The second sec-
tion discusses the mobility analysis and the standard deviation of the short-term intensity
fluctuations as potential early indicators for antimicrobial susceptibility.
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5.1 Determining the Minimum Inhibitory Concen-
tration
Ampicillin
Ampicillin (C16H19N3O4S) is a β-lactam, broad-spectrum, semisynthetic penicillin [8][74].
It was discovered in 1958 and put to commercial use in 1961 by J.H.C. Nayler, F.P. Doyle
and associates at the British company Beecham Laboratories [75][76]. It is used to treat
infections by gram-negative (e.g. Escherichia coli) as well as gram-positive bacteria (e.g.
Staphylococcus aureus) [74]. Since ampicillin belongs to the group of penicillins, it is an
inhibitor of the cell wall synthesis. The antibiotic binds the enzyme transpeptidase, a
penicillin-binding-protein (PBP), which is needed for the cross-linking of peptide chains
with glycan chains during the cell wall formation [77][78]. As a result, the transpeptidase
reaction is inhibited while the cell-wall synthesis continues [8]. The newly created cell
wall is not cross-linked and thus very instable. In addition to this, the antibiotic-PBP-
complex stimulates the release of autolysins which decompose the existing cell wall. As a
result, differences in the osmotic pressure between the surrounding medium and the inside
of the cell lead to cell lysis, i.e. the breakdown of the cell. A main difference between
ampicillin and the natural penicillin (penicillin G), lies in ampicillin’s ability to target
gram-negative bacteria. The latter results from an amino group (NH2, Figure 5.1), which
is not present in the original Penicillin G, and allows the ampicillin to enter the pores of
the outer membrane of gram-negative bacteria [79].
Figure 5.1: Chemical structure of Ampicillin. The β-lactam ring is marked in blue
and the amino group, which allows ampicillin to target gram-negative bacteria, is marked
in red.
In order to analyze the efficacy of AST-measurements with the IDA-setup, the MIC of
Ampicillin was determined for the E. coli S-strain (BZB1011 [55]). For this, starter cul-
tures of the E. coli bacteria were grown overnight at 37◦C in Mueller Hinton Broth. The
overnight cultures were diluted to an OD600 of 0.05 and subsequently grown to an OD600 of
0.2. The resulting suspension was then diluted once more by a factor of 50 in medium con-
taining the ampicillin concentration of interest in order to start with approximately one
to five bacteria above the 2D diffraction grating. All shown concentration-series were done
with the same starting culture. The measurements of six different ampicillin concentra-
tions were conducted simultaneously with the scanning-configuration for high-throughput
(Section 2.1.2) using a µ-slide VI 0.4 (Ibidi) with six parallel probing channels and at
T = 37◦C. The IDA-signal was recorded over one minute per concentration, whereupon
the scanner moved the slide to the next channel. The resulting time-courses of the diffrac-
tion peak intensity-decrease (1− I(t)/I0) are presented in Figure 5.2a. In order to deter-
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mine the MIC, i.e. the minimum concentration showing no bacterial growth, a sigmoidal
function was fitted to the diffraction peak intensity-decrease (average over one minute)
plotted against the ampicillin concentration for each measurement cycle, as shown for
t = 120 min in Figure 5.2b. The MIC was determined by calculating the intersection of
the tangent of the fit’s inflection point and the 0 horizontal line. This evaluation allows
an estimation of the real MIC from the discrete sample of concentrations. The resulting
MIC over the whole measurement is presented in Figure 5.2c. The latter shows that an
approximate MIC of 2 mg/l can be determined in less than two hours. The R2 values of
the sigmoidal fit (Figure 5.2d) indicate that the fit can not be applied properly earlier
than after approx. 100 minutes, as the diffraction peak intensity-decrease time-courses do
not differ sufficiently before. The MIC of approx. 2 mg/l measured with the IDA-setup
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Figure 5.2: Determining the MIC of ampicillin for E. coli bacteria with the
IDA-setup. a) Diffraction-peak intensity time-courses for six different ampicillin con-
centrations between 0 and 8 mg/l. b) Diffraction peak intensity-decrease (average over
one minute) plotted against the ampicillin concentration for the measurement cycle at
t = 120 min. A sigmoidal function was fitted to the data and the MIC is evaluated by
calculating the intersection between the tangent line of the inflection point and the 0
horizontal line. c) Resulting determined MIC of approx. 2 mg/l for the whole measure-
ment. The literature values are 2 & 4 mg/l [80][81]. d) R2-values of the sigmoidal fit
used to calculate the results shown in panel c. The R2-values show that the fit does not
adequately apply to the data prior to t = 120 min. Reproduced in part with permission
from Nano Letters, in press. Copyright 2018 American Chemical Society.
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Kanamycin
Kanamycin (C18H36N4O11) belongs to the group of aminoglycosides, i.e. antibiotics con-
taining amino acids. It was first isolated from Streptomyces kanamyceticus by Hamao
Umezawa in 1957 and is of clinical importance for gram-negative bacteria [82]. Aminogly-
cosides bind to the 30S subunit of the ribosom and thus inhibit the synthesis of proteins
needed for cellular growth [8][83]. Kanamycin is mainly used for the treatment of tuber-
culosis and as a reserve antibiotic for severe infections where first-line antibiotics do not
show sufficient results.
Figure 5.3: Chemical structure of Kanamycin. Structurally, Kanamycin consists of
two amino sugars (left and right complexes) linked to an aminocyclitol ring nucleas by
glycosidic bonds [84].
The MIC of kanamycin was determined for E. coli bacteria using the IDA-setup.
Preparations of the concentration series were done analogously to the ampicillin mea-
surements, but with kanamycin concentrations between 0 and 4 mg/l. The resulting
diffraction peak intensity-decreases show a very small effect on the growth of E. coli for
0.25 mg/l and a moderate impairment on growth for 0.5 mg/l. Samples with a kanamycin
concentration of 1 mg/l or higher showed no bacterial growth. Applying the dynamic
MIC-determination analysis, as presented in Figure 5.2b, yields an MIC of approx.
1.25 mg/l after 120 minutes. The latter is in agreement with literature values which







































Figure 5.4: Determination of the MIC of kanamycin for E. coli bacteria with
the IDA-setup. a) Diffraction-peak intensity time-courses for six different kanamycin
concentrations between 0 and 4 mg/l tested on E. coli bacteria. b) The evaluation method
presented in Figure 5.2b was used to determine an MIC of approx 1.25 mg/l after 120 min-
utes. Reproduced with permission from Nano Letters, in press. Copyright 2018 American
Chemical Society.
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Vancomycin
Vancomycin (C66H75C12N9O24) is a glycopeptide antibiotic and bactericidal against most
gram-positive bacteria [85]. It was first isolated from Streptomyces orientalis in 1953 by
E.C. Kornfield, who had obtained the organism from a dirt sample sent to him from Bor-
neo by a missionary [86]. After reports of successful treatment of serious staphylococcal
infections, it was approved by the US Food and Drug Administration and subsequently
put to clinical use in 1958 [85]. Vancomycin binds to the D-alanyl-D-alanine tail of the
muramylpentapeptide. The resulting complex cannot be processed by the enzyme glyco-
syltransferase, which results in an inhibition of the incorporation of murein monomers in
the peptidoglycan chain [85]. As a results, the cell wall synthesis is inhibited.
Figure 5.5: Chemical structure of Vancomycin. Vancomycin (C66H75C12N9O24) has
a molar mass of 1449.3 g/mol and inhibits the cell wall synthesis of gram-positive bacteria
such as Bacillus subtilis.
Since Vancomycin is not effective against the gram-negative Escherichia coli used in
the two previous AST measurements, the compound was analyzed using gram-positive
Bacillus subtilis bacteria (NCIB 3610 strain [87]). Previously, an MIC of 0.25 mg/l was
reported for W168 [88], which derives from the same bacterial strain as the analyzed NCIB
3610 [89]. For this reason, a measurement series with vancomycin concentrations between
0 and 1 mg/l was conducted with the IDA-setup. While similar growth curves with a
slight delay of initial growth time were observed for 0, 0.064 and 0.12 mg/l vancomycin,
bacteria in medium with 0.25 mg/l vancomycin or more did not grow. The dynamic MIC
evaluation (Figure 5.2b) shows that an MIC of approx. 0.25 mg/l could be determined
after approx. 180 minutes. Thus, the results are in good agreement with literature
values [89].





































Figure 5.6: Determination of the MIC of vancomycin for B. subtilis bacteria
with the IDA-setup. a) Diffraction-peak intensity time-courses for six different van-
comycin concentrations between 0 and 1 mg/l tested on Bacillus subtilis bacteria. b) An
MIC of approx. 0.25 mg/l could be determined after 180 minutes. The same MIC of
0.25 mg/l was reported in a study by Fang et al. [88] for B. subtilis W168, which derives
from the same bacterial strain as B. subtilis NCIB3610 that was used in the presented
measurement. Reproduced with permission from Nano Letters, in press. Copyright 2018
American Chemical Society.
5.2 Noise Analysis as a Potential Early Indicator for
Antimicrobial Susceptibility
This section gives a discussion on the analysis of the short-term intensity fluctuations
as a potential early indicator for susceptibility. The analysis of the noise of a signal
has been previously utilized for antimicrobial susceptibility testing, e.g. by analyzing the
variance of the deflection of a bacteria-covered cantilever [90]. Here, a decrease of the
variance was measured due to a metabolism shock as a response to the antibiotic attack.
For Interference Disturbance Analysis, the mobility analysis yielding the decay constant
ν which is proportional to the diffusion coefficient (Chapter 3.4 and 4.4) as well as the
standard deviation (SD) of the short-term intensity fluctuations are discussed as potential
early susceptibility indicators. In order for the standard deviation to be independent
of the current intensity and thus comparable throughout a growth measurement, it is











The normalized standard deviation was calculated over intervals of 5 seconds or N = 50
data points, resulting in 12 normalized SD values per acquisition interval of one minute.
In Chapter 3, it was shown that the short-term intensity fluctuations arise due to small
movements of the objects above the grating (Figure 3.3f). We found that the normalized
SD is proportional to the amount of moving bacteria above the grating. To this end,
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microscopy images of the growth measurement shown in Figure 4.2 were evaluated by
calculating the absolute difference between two consecutive images (Pi and Pi+1) and
dividing this by the time between two images for the growth measurement (Figure 5.7).
Time [min]
a b
















































Figure 5.7: Interpretation of the normalized standard deviation. a) The normal-
ized mean SD is a robust measure of the amount of moving bacteria above the grating
(∆Cov. area / ∆time). The latter was evaluated by calculating the absolute difference
between two consecutive images (Pi and Pi+1) and dividing this by the time between two
images (here, 5 seconds). b) Direct correlation between the normalized mean SD, which
was averaged over intervals of 1 minute, and the difference in covered area per time. The
linear fit function is f(x) = 0.15h · x − 0.25. Reproduced (modified) with permission
from Nano Letters, in press. Copyright 2018 American Chemical Society.
Ampicillin
When an antibiotic susceptibility test is measured simultaneously to a control measure-
ment with the same starting concentration of bacteria but without antibiotic, the SD can
act as an early indicator for antibiotic susceptibility, as shown in the following discussion.
The normalized SD of the ampicillin concentration series from Figure 5.2 is shown in
Figure 5.8a. It can be seen that the SD of all concentrations begins at the same value,
while it increases for concentrations of 1 mg/l as well as smaller concentrations, and de-
creases for 4 and 8 mg/l as well as for 2 mg/l after a short increase. If one does not want
to determine the MIC and is only interested in whether a given bacterium from e.g. an
infection is susceptible to an antibiotic or not, it is appropriate to analyze the bacterias
behavior in medium with the breakpoint value recommendations for the antibiotic con-
centration provided by the European Committee on Antimicrobial Susceptibility Testing
(EUCAST) [80]. If growth of the bacteria is still measured with antibiotic concentrations
higher or equal to the breakpoint value recommendation, it is considered as resistant
against the respective antibiotic. Analyzing antibiotic susceptibility by comparing the
behavior of bacteria in medium with breakpoint antibiotic concentrations to bacteria in
medium without antibiotic has proven to be a rapid method for AST [54]. The break-
point value recommendation for ampicillin and E. coli is 8 mg/l. A comparison of the
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normalized SD (averaged over the one minute acquisition interval) for E. coli in MHB
with and without 8 mg/l ampicillin for the first 60 minutes is presented in Figure 5.8b.
The error bars mark the 99% confidence interval (CI) of the mean. It can be seen that
the SD of the sample with ampicillin decreases by a factor of approx. 1.5, while the SD
of the sample without antibiotic increases by approx. the same factor. It can further
be observed that an antibiotic effect can be detected after 25 minutes, when the 99%
































































Figure 5.8: Noise analysis of the short-term intensity fluctuations for an ampi-
cillin concentration series. a) Normalized standard deviation of short-term intensity
fluctuations from IDA measurements of E. coli in MHB with ampicillin concentration
between 0 and 8 mg/l. The SD is calculated over consecutive 50 data points, i.e. 5 sec-
onds, and the average of 12 SD values per one-minute acquisition interval is calculated.
b) Comparison of the mean normalized SD for bacteria in MHB with 0 and 8 mg/l. An
antibiotic effect can be seen after 25 minutes, when the 99% confidence intervals (shaded
error bands) can be distinguished. c) Dynamic analysis of the decay constant ν for six dif-
ferent E. coli growth measurements with ampicillin concentrations between 0 and 8 mg/l.
A moving average over 10 data points, i.e. approx. 60 minutes, was applied. Reproduced
in part with permission from Nano Letters, in press. Copyright 2018 American Chemical
Society.
In addition to the SD, the short-term intensity fluctuations of the AST measurements
were evaluated by applying the mobility analysis introduced in Chapter 3.4. The result-
ing time courses of the decay constant ν for the ampicillin measurements (Figure 5.2)
are presented in Figure 5.8c. Because the mobility values tend to scatter, which could
be observed in the mobility analysis of the growth measurement in the previous chapter
(Figure 4.7d), a moving average over 10 data points or approx. 60 minutes was applied.
The results show a mobility increase over time for concentrations lower than the MIC
and a decrease for concentrations above it. While it is probable that the increase in mo-
bility arises from a general vector flux of the bacterial ensemble due to a concentration or
thermal gradient, a possible explanation for the decrease of mobility for concentrations
above the MIC could be that the cells undergo lysis, resulting in smaller movements of
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the biological material and smaller amplitudes of high-frequency intensity fluctuations.
A further observation is that the initial ν is bigger, when the ampicillin concentration is
higher (with an exception of 0.5 mg/l). Drawbacks of the mobility are that, due to the
comparatively strong scattering of the values, long acquisition durations are needed, thus
making it difficult for it to be useful as an early susceptibility indicator, especially when
using a scanning configuration. However, it is useful for providing additional information
on the mobility of bacteria, e.g. in order to analyze surface passivation (Chapter 4.4) or
mobility-influencing antibiotics as will be discussed in Chapter 6.
As a control measurement, the response of an E. coli S-strain that was genetically
modified in order to be resistant against ampicillin through an arabinose induced GFP
plasmid (pBAD24-GFP [91]) was analyzed. For the susceptible strain, an antibiotic effect
could be determined after 25 minutes (Figure 5.8b) and no increase of the mean normal-
ized SD was measured over a total measurement duration of 600 minutes (Figure 5.9a).
Contrary to this, the 99% confidence intervals of the resistant E. coli sample with and
without the breakpoint recommendation concentration of ampicillin were indistinguish-
able over the same measurement duration (Figure 5.9b). Thus, it was confirmed that the
ampicillin had no effect on the growth of the resistant strain. These results show that
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Figure 5.9: Noise analysis of the short-term intensity fluctuations for an ampi-
cillin concentration series. a) Mean normalized SD for IDA measurements of the
ampicillin susceptible E. coli S-strain (BZB1011) in MHB with 0 and with 8 mg/l ampi-
cillin. The error bands show the 99% confidence interval of the mean. An antimicrobial
effect can be detected after 25 minutes. After a decrease during the first 60 minutes, no
increase of the SD was measured for the sample with 8 mg/l. b) Analogous measurement
as in panel a but with a genetically modified, ampicillin resistant version of the S-strain.
The 99% confidence intervals are indistinguishable for the total measurement duration of
600 minutes (10h). Reproduced (modified) with permission from Nano Letters, in press.
Copyright 2018 American Chemical Society.
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Kanamycin
The analysis of the normalized SD for the kanamycin concentrations series shows a sim-
ilar behavior as the diffraction peak intensity-decrease (Figure 5.10a). Samples with a
kanamycin concentration higher than the MIC monotonously increase whereas those with
a concentration lower than the MIC do not show an increase. A comparison of the normal-
ized SD of the sample with and without 4 mg/l kanamycin shows that the respective 99%
confidence intervals can be distinguished after less than 60 minutes (Figure 5.10b). The
mobility analysis shows again an increase for the samples with kanamycin concentrations
lower than the MIC as well as for 4 mg/l and no increase for 1 and 2 mg/l (Figure 5.10c).
The smaller impact than for ampicillin could be explained by the fact that kanamycin
does not induced cell-lysis, while ampicillin does. This explains why the mobility for
higher concentrations than the MIC does not decrease, as the movement of the bacteria
stays constant throughout the measurement.
Concerning a critical discussion of the stability of the IDA setup, empirical experiences
during the experimental works for this thesis have shown that for the mobility analysis
to yield clear results, a stable IDA setup is required. Several external influences such
as the ventilation system of the incubators or incompletely sealed sample chambers can
distort the mobility analysis. In addition to this, the measurement setups were often
rebuilt or modified in order to analyze different questions of interest, thus leading to
slightly inconsistent measurement-stabilities. An exemplary, seldom occurring instability
of the diffraction peak intensity can be seen in Figure 5.10d. The plot shows a kanamycin
concentration series for concentrations between 0 and 8 mg/l, i.e. the breakpoint value
recommendation for E. coli and kanamycin [80]. A strong, periodic fluctuation of the
diffraction peak intensity can be seen in the measurements with 1 - 8 mg/l. While
the fluctuations assumingly occurred due to insufficiently sealed sample chambers or
due to the ventilation system of the incubator, they only occurred to this degree in this
measurement. An analysis of the normalized SD shows that despite the instabilities of the
intensity, the sample with 0 mg/l and the sample with 8 mg/l can be distinguished in less
than 40 minutes (Figure 5.10e). This shows that the normalized SD is a robust parameter,
which is independent of long-term intensity fluctuations and setup instabilities. The
mobility analysis presented in Figure 5.10f shows a strong increase for the sample without
kanamycin, a small increase for 0.5 mg/l and a comparatively flat time course for the
other samples. In addition to this, a trend to lower mobilities with increasing kanamycin
concentrations is visible. This is roughly in agreement with the previous kanaymcin
measurement. However, the normalized SD appears to be a more reliable indicator of
antimicrobial susceptibility than the mobility analysis.





























































































































Figure 5.10: Noise analysis of the short-term intensity fluctuations for two
kanamycin concentration series. a) Normed SD for the kanamycin concentration
series shown in Figure 5.4. b) Comparison of the mean normalized SD for E. coli in
MHB with 0 and 4 mg/l. The error bars mark the 99% CI. The response of the antibiotic
treatment can be detected in less than 60 minutes. c) The mobility analysis shows
a stronger increase of ν for 0-0.05 mg/l than for 1-4 mg/l. However, the results yield
no conclusive additional information. d) Diffraction peak intensity-decrease for growth
measurements of E. coli in MHB with kanamycin concentrations between 0 and 8 mg/l,
showing strong intensity fluctuations arising from setup-instabilities. e) Comparison of
the normalized SD for a sample without antibiotic and a sample with 8 mg/l kanamycin,
i.e. the breakpoint value recommendation. Despite the long-term intensity instabilities,
the antimicrobial susceptibility can be detected in the normalized SD after 38 minutes.
f) Mobility analysis for the IDA-measurements shown in panel d. A moving average over
10 points or approx. 60 minutes was applied to the decay constant ν. Reproduced in
part with permission from Nano Letters, in press. Copyright 2018 American Chemical
Society.
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Vancomycin
The mean normalized SD of the Vancomycin concentration series discussed in the previous
section is shown in Figure 5.11a. The results show the same MIC as the diffraction
peak intensity-decrease analysis. For vacomycin and B. subtilis, there is no breakpoint
value recommendation by the EUCAST. For this reason we used 1 mg/l vancoymcin for
susceptibility testing, which is the highest concentration from the MIC determination
series where no growth was visible over the duration of the measurement. As a reference:
the breakpoint value recommendation for vancomycin and S. aureus is 2 mg/l[80]. The
comparison of the normalized SD of a sample with and without 1 mg /l vancomycin
shows that an antibiotic effect could be detected after 29 minutes, as after that time
point the 99% confidence intervals could be distinguished (Figure 5.11a). An analysis of
the mobility of the MIC determination concentration series shown in Figure 5.6 yields no
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Figure 5.11: Noise analysis of the short-term intensity fluctuations of a van-
comycin concentration series. a) Mean normalized SD of the short-term intensity
fluctuations from IDA measurements of B. subtilis in MHB with vancomycin concentra-
tions between 0 and 1 mg/l. b) Comparison of the mean normalized SD for the sample
with and without 1 mg/l vancomycin. The error bars mark the 99% confidence interval of
the mean. An antibiotic effect could be detected after 29 minutes, as this marks the time-
point where the 99% confidence intervals could be distinguished. c) The mobility analysis
shows no considerable additional information. Reproduced in part with permission from
Nano Letters, in press. Copyright 2018 American Chemical Society.
In addition to a susceptibility test of B. subtilis and vancomycin in MHB, the stan-
dard medium used for AST, a susceptibility measurement was conducted using a minimal
medium, M63, in which B. subtilis grow slower and in total to a smaller amount due to
the restrained nutrients (Figure 5.12a). For this measurement, the breakpoint recommen-
dation concentration for vancomycin and S. aureus was used (2 mg/l). Despite the slower
growth in M63 medium, an antibiotic effect could be determined in less than 60 minutes
from the SD analysis. Again, no increase of the SD was detected during the total mea-
surement duration of 600 minutes.
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Figure 5.12: Susceptibility testing in minimal medium. a) OD600 plate reader
measurement of B. subtilis in MHB (black) and M63 minimal medium (red). The same
starting concentration as for the IDA measurements was used, but higher volumes of
500µl per sample. It can be seen that the growth in M63 medium is delayed by approx.
120 minutes and leads to a small increase of OD compared to growth in MHB. The bold
lines show the average of six measurements each and the error bands a 95% confidence
interval. b) Normed SD of IDA measurements of B. subtilis in M63 minimal medium
with and without 2 mg/l vancomycin. The 99% confidence intervals could be distinguished
after 29 minutes. c) Over the total measurement duration of 300 minutes, no increase of
the SD for the sample with 2 mg/l vancomycin was detected.
In summary, it was shown in this chapter that the IDA method could be used to
determine the MIC of three different antibiotics and two different bacterial species in less
than 2-3 hours. In addition to this, the analysis of the normalized SD can act as an early
susceptibility indicator. Here, simultaneous measurements of samples without antibiotic
and with breakpoint value recommendations concentrations provided by the EUCAST
showed that an antimicrobial effect could be detected in less than 30-60 minutes in MHB
and in minimal M63 medium. A further advantage of the normalized SD is that it is stable
against measurements instabilities such as laser intensity instabilities arising temperature
variations, which can occur when the door of an incubator is opened in order to place a
sample inside the setup. In the future, the stability of the SD and the intensity could
be improved by, e.g., vibration-damping of the laser and the grating, possibly leading
to quicker AST results. The mobility analysis yields additional information which is
especially of interest for mobility decreasing antibiotics, as will be shown in the next
chapter.
56 5. Antimicrobial Susceptibility Testing
Chapter 6
Photoswitchable Antibiotic
With the efficacy of conventional antibiotics decreasing due to an increase of resistance,
novel approaches to control bacterial growth are highly sought-after. One promising ap-
proach is the use of photoswitchable antibiotics, i.e. a molecule that can be switched
between a biological active and inactive state through illumination with a given wave-
length [92][93]. Such photoswitchable antibiotics allow a high spatio-temporal control
and can yield several further advantages. For instance, they can be used in order to
reduce the high occurrence of antibiotics in the environment [94][95], a problem origi-
nating from an extensive use of antibiotics in healthcare [96] and agriculture [97]. This
is done by designing the molecule in such a way that the photo-activated state has an
antibiotic effect which is lost after thermal relaxation to the ground state. Should the
antibiotic find its way into the environment, it is harmless and can not lead to an increase
in antibiotic resistance. An according quinolone antibacterial agent has been presented
in the recent past [98]. Further applications include photopharmacological inhibitors of
amidohydrolase enzymes, photoswitchable compounds based on the antibiotics nalidixic
acid and ciprofloxacin [99] as well as growth-selection of a single bacterial strain out of a
mixture of multiple strains by illumination with the appropriate wavelength [100].
In this chapter, a novel, photoswitchable antibiotic “Azo-PC” is analyzed with the
IDA-setup. The antibiotic was designed as an optical control of bacterial migration,
thus being an optimal candidate for IDA-measurements. The chemical properties and
principle of action of the compound are discussed in the first Section 6.1. In the following
Section 6.2, an extension to the high-throughput setup (Chapter 2.1.2) is presented, which
was needed for the photoswitchable measurements (and allows an even higher throughput
as will be discussed in more detail in Chapter 7). The IDA-results are presented in
Section 6.3. Here, the influence of the Azo-PC in its active and non-active state on
bacterial growth and mobility are analyzed. The work presented in this chapter was a
collaboration with the group of Prof. Dirk Trauner (New York University), especially his
PhD student Peter Ruehmann as well as with Julian Aschauer (LMU) within the scope
of his master thesis [101].
58 6. Photoswitchable Antibiotic
6.1 FtsZ-Inhibitor Azo-PC
The compound analyzed in this chapter, “Azo-PC”, was designed and synthesized by the
group of Prof. Trauner (NYU) as an optical control of bacterial migration based on the
model of PC190723 [102][103]. The latter is a synthetic, small-molecule antibacterial that
prevents cytokinesis [102]. The PC190723 antibiotic targets FtsZ, a cell division protein
which forms single-stranded filaments that are important for the formation and constric-
tion of the cytokinetic ring [104][105]. The benzamide derivative PC190723 molecule
enhances the assembly of purified FtsZ into filaments and bundles, thus leading to mislo-
calized FtsZ foci and resulting in inhibition of cell division [104][102][106]. The PC190723
and Azo-PC are expected to have an effect on bacterial migration and mobility, as the
inhibition of FtsZ depolymerization not only leads to the already mentioned subsequent
prevention of cytokinesis, making it more difficult for the flagellum to move the excep-
tionally elongated bacterium, but also leads to a less dynamic cytoskeleton [104][106]. It
is important to note that while PC190723 targets the FtsZ in Staphylococcus aureus and
Bacillus subtilis, it does not affect Escherichia coli [104]. This means that measurements
with Escherichia coli serve as a reliable control when analyzing the Azo-PC.
Concerning the chemical structure, the Azo-PC compound is an azobenzene version
of PC190273. The main difference between both compounds is that, for the Azo-PC, the
R1-O-C-R2 junction is replaced by a R1-N=N-R2 junction, i.e. the functional group of
diazene (Figure 6.1) [107][93]. The diazene junction exists as two geometric isomers: the
trans- (Figure 6.1, “trans-Azo-PC, active”) and the cis-state (Figure 6.1, “cis-Azo-PC,
inactive”) [108]. The photoresponsive molecule can be switched between the thermody-
namically more stable trans-state to the cis-state via UV light, also known as photoiso-
merization [109]. Relaxation to the trans state can be achieved by illumination with a
different wavelength as well as spontaneously, by thermodynamical relaxation.
Figure 6.1: Chemical structure of PC190723 and Azo-PC in the trans- and
cis-state. Azo-PC is modeled after the cytokinesis inhibitor PC190723. The thermo-
dynamically stable trans-state is expected to be biologically active, as its structure is
similar to that of PC190723. The respective photoisomeric counterpart, the cis-state, is
expected to be biologically less active, as it should not fit in the binding pocket of the
target FtsZ protein. Image provided by Peter Ruehmann (NYU).
6.2 High-Throughput Scanning Configuration with a Fiber Coupler 59
A switch between the two states is accompanied by a big change in geometry and
polarity [110]. The effectiveness of a given drug is strongly dependent on its pharma-
codynamic and pharmacokinetic properties [111][112], such as polarity and size of the
compound. Being able to control these properties with the help of a light-source allows a
spatio-temporal manipulation of a drug’s efficacy. The Azo-PC compound was designed
to show similar activities to the PC190273 compound in the trans-state (Figure 6.1).
Thus, the trans-state is the biologically active state, with the cis-state being less active,
as it is proposed that it does not fit in the binding pocket of the FtsZ protein. Switch-
ing from the trans- to the cis-state can be achieved by illumination with a wavelength
of λ = 390 nm (Figure 6.2a, purple line). Relaxation to the trans-state is feasible with
λ = 500 nm light (Figure 6.2a, cyan line) or spontaneously through thermodynamical
relaxation. The cis-state of the Azo-PC compound has a half-life of 4 minutes at a
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Figure 6.2: Azo-PC absorption spectrum and relaxation half-life. a) Absorption
spectrum of Azo-PC without prior illumination (dark, black line) and after illumination
with 390 nm (purple line) and 500 nm (cyan line). b) Absorption at 390 nm after prior
illumination with 390 nm, showing the thermodynamical relaxation of the cis-state back
to the trans-state at T = 37 ◦C with a half-life of 4 minutes. Data provided by Peter
Ruehmann (NYU).
6.2 High-Throughput Scanning Configuration with
a Fiber Coupler
When measuring concentration series of the Azo-PC compound, it is desirable to mea-
sure the trans- and cis-state simultaneously using the same starting bacterial culture, thus
ensuring maximum comparability between both states. To be able to do so, the high-
throughput setup described in Chapter 2.1.2 was extended for an even higher throughput
(Figure 6.3a) and UV-LEDs were added in order to control the switching mechanism
(Figure 6.3b) [101]. A slide holder was designed that allows the simultaneous measure-
ment of four sample slides in the size of a regular microscope slide (75 x 25 mm). To
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maintain a high measurement duration per well, the laser beam (λ = 635 nm) was split
up in four beams using a 630 nm 1x4 Narrowband Fibre Optic Coupler from Thorlabs,
optimized for coupling wavelengths with an operating range of 630 ± 15 nm (Figure 6.3a,
beam splitter) [101]. Therefore, the laser beam was guided into a glass fiber (Thorlabs
HP600 single mode fiber, wavelength range from 600 to 700 nm) using a Thorlabs Fiber-
port Coupler (Figure 6.3a, coupler). After the beam splitter, the four resulting beams
were collimated using a Thorlabs Fixed Focus Collimator (Figure 6.3a, collimator). The
latter employs an aspheric lens to generate a beam diameter of 1.5 mm. Each beam was
aligned to a 2D-grating and a first order diffraction peak of each resulting diffraction
pattern was acquired with a CMOS-camera. For simultaneous concentration series of
the trans- and cis-state of Azo-PC, two Ibidi µ-Slides VI 0.4 with six different Azo-PC
concentrations each, were measured. In order to measure both states simultaneously, the
cis-slide was illuminated with three LEDs with wavelengths λ = 390 nm and an emission
angle of 110◦ for an even illumination of the sample (Figure 6.3b). Each LED has a
power of approx. 4 mW. To shelter the trans-slide from the UV-light, a plastic plate was


















Figure 6.3: Extension to the scanning-configuration for higher throughput and
measurements of photoswitchable compounds. a) In order to measure up to four
slides with six different concentrations each, the laser was split up into four beams. For
this, the beam was coupled into a single mode fiber and was then split in to four beams
through passive fiber coupling. The resulting beams were collimated and aligned to a
respective 2D-grating. b) During simultaneous measurements of the trans- and cis-state,
the cis-sample was illuminated with UV-LEDs (λ = 390 nm), while the trans-sample was
sheltered from the UV-light by a plastic barrier. Images taken from [101].
6.3 Azo-PC: IDA-Results
For the preparation of the measurements with Azo-PC as well as the respective controls,
Bacillus subtilis bacteria (NCIB 3610-strain [87]) were grown over night in Mueller Hin-
ton Broth (MHB). The overnight culture was subsequently diluted in MHB to obtain a
6.3 Azo-PC: IDA-Results 61
turbidity of OD600 = 0.1. The substance of interest (e.g. Azo-PC) was diluted in MHB in
order to receive the desired concentration. The bacteria from the OD600 = 0.1 suspension
were diluted by a factor of 50 in the respective substance-solutions and were shaken using
a tabletop vortex mixer. As a sample holder, Ibidi µ-Slides VI 0.4 were used. Of each
sample-suspension, 30 µl were given inside a channel of the slide, thus filling the middle
compartment of the latter. The wells at each end were sealed using 15µl anti-evaporation
oil. In order to achieve a high ratio of cis:trans molecules in the cis-sample from the be-
ginning of the measurement on, the preparations were done with turned-off room lights
and under illumination with 390 nm UV-light. It is important to mention that a ratio of
100% cis-molecules after photoisomerism is unrealistic due to thermal relaxation and in
the best case a ratio of approximately 85:15 for cis:trans is to be expected [98].
6.3.1 Azo-PC: Growth Analysis
Since the Azo-PC compound is dissolved in DMSO, which is known to have an antimicro-
bial effect on bacterial growth in higher concentrations [113], a control measurement of
the DMSO tolerability for the used Bacillus subtilis strain was done using the IDA-setup
and the results are shown in Figure 6.4. The intensity is averaged over the one-minute
measurement duration per sample. No difference in the growth behavior between the
reference measurement without DMSO and DMSO concentrations of up to 4% was ob-
served. This is in good agreement with previous studies of the effect of solvents on growth
of different bacterial strains [114]. The DMSO concentration for the following Azo-PC
measurements was consistently set to 3.33% for all samples.
















Figure 6.4: Analysis of the DMSO tolerance for Bacillus subtilis (NCIB
3610). Diffraction peak intensity-decrease for growth measurements of Bacillus sub-
tilis in MHB with DMSO concentrations between 0% and 4.0%. No influence on the
bacterial growth was observed for the given DMSO concentrations. In a consequence, the
DMSO-concentration was consistently set to 3.33%, i.e. the DMSO concentration of the
respective highest Azo-PC concentration analyzed.
In order to analyze the effect of Azo-PC on Bacillus subtilis bacteria, growth mea-
surements were conducted with in total eleven different Azo-PC concentrations between
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0 mg/l and 100 mg/l for the trans- and cis-state simultaneously (two measurements with 0-
100 mg/l, Figure 6.5 and A.1; and two measurements with 0-16 mg/l, Figure A.2 and A.3).
Concerning the peak intensity-decrease, an increasing delay of the growth with increasing
Azo-PC concentration could be observed for both the trans- and the cis-state. However,
this antibacterial effect was more pronounced for the biologically active state (trans),
with no visible growth for 100 mg/l during the duration of the measurement. The growth
measurements with the cis-state of the Azo-PC compound showed growth for all concen-
trations, although the two highest concentrations show a strong delay of the growth with
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Figure 6.5: Influence of Azo-PC in the trans- and cis-state on the growth
behavior of Bacillus subtilis. a) Normalized diffraction peak intensity-decrease for
growth measurements of B. subtilis with Azo-PC concentrations between 0 mg/l and
100 mg/l in the biologically active trans-state. An antibacterial effect can be seen, as
the growth is increasingly delayed with increasing Azo-PC concentration. b) Analogous
growth measurements of B. subtilis as in panel a but with λ = 390 nm illumination,
resulting in photoisomerization of Azo-PC to the non-active cis-state. The estimated
cis:trans ratio is 85:15. A delay of the bacterial growth is observed as well, however less
pronounced as for the trans-state.
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to the exponential growth phases of the growth measurements and evaluating the critical
growth time tc, i.e. when the fit curve has reached half of its maximum (Figure 6.6a). In
order to evaluate the delay of growth for a given Azo-PC concentration, the difference
between the respective critical growth time and the critical growth time of the respective
growth measurement without Azo-PC was calculated. This is demonstrated for 12.5 mg/l
(Cis) in Figure 6.6a, where the growth delay is calculated as δtc = tc,12.5 − tc,0. The
resulting growth delays δtc for the eleven measured Azo-PC concentrations for the trans-
and cis-state are presented in Figure 6.6b. The analysis elucidates the increased delay of
bacterial growth for samples with Azo-PC in the trans-state compared to the cis-state.
It can be seen that the growth delay δtc increases stronger for smaller than for bigger
Azo-PC concentrations. For this reason, the data was fitted with a logarithmic function,
y(x) = a− b · ln(x+ c), (6.2)
with y being the growth delay δtc, x the Azo-PC concentration in mg/l, and a, b, c fit
parameters. The logarithmic fit-function to the trans-state is
y(x) = −14.9 + 159.8 · ln(x+ 0.2), (6.3)
and the respective fit-function to the cis-state is
y(x) = −264.5 + 161.4 · ln(x+ 4.4). (6.4)
The growth delay δtc for the cis-state fit-function at 100 mg/l Azo-PC is equal to the δtc
for the trans-state fit-function at an Azo-PC concentration of 20.5 mg/l, thus showing
that a cis:trans-ration of approx. 20:80 appears reasonable.
In addition to the delay-analysis, the difference between the critical growth times
for the respective trans- and cis-state, ∆tc, was determined for each concentration (Fig-
ure 6.6a and c). The results show almost no difference in ∆tc for concentrations smaller
than 4 mg/l and a maximum ∆tc of approx. 300 minutes. The purple line in Figure 6.6c
shows a logarithmic fit function y(x) = 92.4 + 34.4 · ln(x− 0.9).
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Figure 6.6: Critical growth times tc, growth delay δtc and difference in critical
growth times δtc for the trans- and cis-state of Azo-PC measurements with
B. subtilis. a) A logistic fit was fitted to the exponential growth phases for 24 growth
measurements of in total 11 different Azo-PC concentrations. The time point of growth
was determined from the critical growth time tc. The growth delay, compared to the
respective growth curve without Azo-PC, was determined as δtc = tc,Azo−PCconc. −
tc,0mg/lAzo−PC . Further, the difference in time points of growth for the trans- and cis-state
of a given Azo-PC concentration was evaluated as ∆tc = tc,T rans− tc,Cis. b) The growth
delay δtc shows a stronger delay of growth for the trans-state (red) than for the cis-state
(blue). The respective logarithmic fit-functions are y(x) = −14.9+159.8 · ln(x+0.2) for
the trans-state and y(x) = −264.5 + 161.4 · ln(x+ 4.4) for the cis-state. For an Azo-PC
concentration of 100 mg/l in the trans-state (marked by an *), no growth was visible
during the duration of the measurement, so the total duration was used as a minimum
tc. c) The difference of critical growth times ∆tc shows almost no effect for Azo-PC
concentrations smaller than 4 mg/l and a maximum ∆tc of approx. 300 minutes. The
logarithmic fit function is y(x) = 92.4 + 34.4 · ln(x− 0.9). All points mark the average
values with the respective standard deviations.
Control measurements with Escherichia coli bacteria, which are non-susceptible to the
model-molecule PC190723 [104], were conducted with Azo-PC concentrations between 0
and 16 mg/l, resp. 32 mg/l (Figure A.4 and 6.7). The results showed no delay in the
growth for the trans-state of the Azo-PC and once no delay (Figure A.4) as well as once
a small delay for the cis-state (Figure 6.7). While the small effect on the cis-state is of
interest for potential further analysis, it is the opposite effect as seen for measurements
with B. subtilis and thus confirms the hypothesis of the trans-state of the photoswitch-
able Azo-PC operating similar to the PC190723 molecule.
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Figure 6.7: Influence of Azo-PC in the trans- and cis-state on the growth
behavior of Escherichia coli. a) Growth measurements of E. coli with 0-32 mg/l Azo-
PC were conducted as a control, since E. coli are non-susceptible to the model-molecule
of the Azo-PC trans-state. The results for Azo-PC (trans-state) show no influence of
the growth of E. coli and are thus in good agreement with literature on PC190723 [104].
b) A small delay of growth could be measured for the cis-state, which is the opposite
effect as shown for B. subtilis.
6.3.2 Azo-PC: Mobility Analysis
The Azo-PC compound was designed as an optical control for bacterial migration and
mobility. In order to assess its effectiveness in this matter, the 24 growth measurements
with 11 different Azo-PC concentrations were analyzed using the mobility analysis pre-
sented in Chapter 3.4 and 4.4. The dynamic analysis of the resulting decay constants ν,
which are proportional to the diffusion coefficient, for the growth measurements shown
in Figure 6.5 is presented in Figure 6.8. The plots show a moving average over 40 data
points. It can be seen for both states that a higher concentration of Azo-PC leads to a
smaller decay constant ν (with 6.25 mg/l in the trans-state being the only outlier). In
addition to this, an increase in mobility during the beginning of the experiment is ob-
served for smaller concentrations (6.25 mg/l and 12.5 mg/l), which may be caused by an
initial lag phase, leading to a smaller mobility of the bacteria, or due to the presence of
an overall velocity field arising from a nutrient gradient [115]. The intermediate concen-
trations (25 mg/l and 50 mg/l) show a decrease over time and the highest concentration
(100 mg/l) results in a low mobility throughout the measurements. The measurements
with the trans-state show a smaller decay constant ν than their cis-state counterparts.
The differences in mobility between the trans- and cis-state are discussed in more detail
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in Figure 6.9. The mobility analysis of the control measurements with Escherichia coli
shows no influence of the Azo-PC in trans-state on the decay constant ν (Figure 6.8c
and A.5). During the beginning of the experiments, a slight increase in mobility is ob-
served, possibly arising from a gradient of nutrients or temperature [115]. An overall
velocity field was observed during a majority of bacterial growth measurements with the
microscope-setup. After the slight increase, the decay constant ν stays constant through-
out the measurement. Measurements with E. coli and the cis-state of Azo-PC show a
similar course of the decay constant ν but with a small concentration-dependent decrease
of initial mobility. The larger effect of the cis-state is again contrary to the effect observed
with the susceptible B. subtilis and is in agreement with the growth delay discussed in
Figure 6.7.


















































































Figure 6.8: Dynamic analysis of the mobility for Azo-PC measurements of
susceptible and non-susceptible strains. a) Moving average of ν over 40 data points
for growth measurements of B. subtilis with Azo-PC concentrations of 0 to 100 mg/l in
the trans-state. Samples with low compound concentrations show an initial increase and a
generally higher mobility than samples with higher concentrations. b) Mobility analysis
of samples with the cis-state of Azo-PC analogous to a. The dynamic analysis shows
a similar course of the mobility as with the trans-state, but with higher ν-values. c)
Moving average of ν over 40 data points for Azo-PC trans-state measurements with E.
coli. All samples show a slight initial increase, but no dependence of the mobility on the
Azo-PC concentration. c) Analogous E. coli measurement with Azo-PC in the cis-state.
The analysis shows a similar behavior as with the trans-state, with a small initial effect
on the mobility, which is contrary to the effect observed with B. subtilis.
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In order to quantify the effect of Azo-PC on the mobility, the decay constant ν was
averaged over the whole duration for each of the 24 B. subtilis and 12 E. coli measure-
ments (mean decay constant ν, Figure 6.9). The analysis of the mean decay constant ν
for Azo-PC measurements with B. subtilis (see Figure 6.9) shows a decrease of mobility
with increasing compound concentration. The samples that were illuminated with 390 nm
light, resulting in the cis-state of the compound, show a smaller decrease in mobility than
the samples with the biologically active trans-state. Similar to the analysis of the growth
delay in Figure 6.6b, the mean decay constant ν decreases logarithmically with the Azo-
PC concentration. The respective fit functions are y(x) = 1.08 − 1.13 · ln(x + 3.89)
for the cis-state and y(x) = 0.72 − 0.09 · ln(x − 0.48) for the trans-state. Again, the
mean decay constant ν of measurements with 50 and 100 mg/l Azo-PC in the cis-state
show a similar value as respective trans-measurements with a fifth of the concentrations,
thus confirming a cis:trans-ratio of approx. 80:20. The mobility analysis of the control
measurements with non-susceptible E. coli bacteria shows no influence of the Azo-PC
compound on the decay constant ν (Figure 6.9b). A comparison of the mean decay con-
stant ν of samples with 0 mg/l Azo-PC for the DMSO control, the E. coli control and
the Azo-PC measurements shows that the IDA-method allows for compatible mobility
measurements. The respective mean ν values are 0.85 ± 0.21 Hz (DMSO), 0.82 ± 0.04 Hz
(E. coli), 0.86 ± 0.17 Hz (Azo-PC, trans-state) and 0.92 ± 0.10 Hz (Azo-PC, cis-state).











































Figure 6.9: Mean mobility ν vs. Azo-PC concentration. a) Mobility analysis of
B. subtilis growth measurements with Azo-PC in the cis- and trans-state. Both states
show a logarithmic decrease of mobility with Azo-PC concentration, while the bioactive
trans-state shows a stronger effect. b) The mobility analysis of growth measurements
with Azo-PC in cis- and trans state and E. coli bacteria, which are non-susceptible to
the model compound PC190723, showed no influence on the mobility in both states.
In summary, this chapter has presented a novel, photoswitchable antibiotic compound
“Azo-PC” which was designed as an optical control of bacterial migration. The analysis
with the IDA-method could show a logarithmically increasing delay of the growth with
increasing compound concentration. In addition to this, a logarithmic decrease in mobility
(mean decay constant ν) with increasing compound concentration could be observed.
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Both effects were stronger for the biologically active trans-state. The measurements with
the photoisomeric counterpart (cis) showed an effect equal to an approximate cis:trans-
ratio of 80:20.
Chapter 7
Analysis of Bacterial Growth in Low
Volumes
The ability to start antimicrobial susceptibility measurements from only few cells and low
volumes has the potential to reduce the total AST time by obviating additional waiting
time needed for bacterial culture [52]. Because the IDA-method only evaluates the volume
above the grating, it has an intrinsic spacial filter and no need for big sample volumes.
In this chapter, bacterial growth in very low volumes of down to 60 nl is analyzed with
the IDA-method. For this, a custom-designed low volume sample holder was designed.
The fabrication technique and layout of the low volume sample holder is presented in the
first section. Subsequently, the custom low volume sample holder was used to analyze
the effects of low volumes on bacterial growth and mobility. An additional aim of the
sample holder was to determine the smallest, reasonable measurement volume in order
to improve the throughput of samples for the IDA-method. In the following section, the
detection sensitivity and delay in growth signal for different starting concentrations of
bacteria in a volume of 80 nl is evaluated. In the final section, the MIC of ampicillin
and E. coli is determined in sample volumes of 80 nl and the results are compared to
measurements in 150 µl. The work presented in this chapter was a collaboration with
Julian Aschauer within the scope of his master thesis [101].
7.1 Low Volume Sample Holder
In order to measure bacterial growth in very low volumes with the IDA-method, a custom
low volume sample holder was designed. A design with six rows of different volumes with
six chambers per volume was chosen as it a allows the analysis of various small volumes
on bacterial growth and mobility. A photograph of a finished low volume sample holder
in comparison to an Ibidi µ-Slide VI 0.4 six-channel and a 96 sample plate container is
shown in Figure 7.1.
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Figure 7.1: Comparison of a 96 well plate, a 6 well microscopy slide and the
custom low volume sample holder. Typical working volumes for the 96 well plate
are 100-300µl. The 6 well microscopy slide (middle) used in a majority of this thesis need
30-150µl sample volume per well. The custom low volume sample holder on the right is
used to analyze bacterial growth and mobility with the IDA method in volumes between
60 and 656 nl. The scale bar equals 2.5 cm. Image taken from [101]
The individual sample chambers consist of a circular compartment which is connected
to two valves by small channels. For the circular compartments in the middle of each
chamber, five different diameters were used: 0.5, 1 , 1.5, 2 and 2.5 mm (the highest di-
ameter was used twice to allow a reference measurement in the second channel). For the
growth analysis in different volumes, sample holders with three different chamber heights
of 20, 50 and 100µm were fabricated. The resulting 15 different volumes are shown in
Table 7.1.
Chamber ∅[mm]
volumes [nl] 2.5 2 1.5 1 0.5
h[µm]
100 656 516 400 330 300
50 328 258 200 165 150
20 133 103 80 66 60
Table 7.1: Chamber volumes of the custom-designed sample holder. The table
shows the fifteen resulting chamber volumes for the five different diameters ∅ and three
different heights h used for the analysis of small volumes presented in Section 7.2.
Fabrication of the Sample Holder
For the fabrication of the sample holder, a microstructured polydimethylsiloxane (PDMS)
layer was bonded to a 180 µm thick borosilicate glass microscopy slide. PDMS is often
used for optical and microfluidic applications, as it is optically transparent, inert and non-
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toxic. Due to its viscoelasticity, it acts like a fluid for long time scales, since the oligomer
forms linear strings and is not branched by itself. The addition of siloxane cross-linkers
leads to an interconnection of the single strands and resulting in an elastic solid form
of the PDMS. The PDMS structure needed for the sample holder can be fabricated by
casting PDMS on a silicon wafer with the negative of the desired structure [116]. The
master wafer, which can be used for countless PDMS structures, was produced in the
clean room at the chair of Prof. Kotthaus. During the first sample holder fabrication
step, the master wafer is placed inside a standard petri dish with 90 mm diameter and
fixed with a double sided adhesive tape. Next, 15 g of Sylgard184 in addition to 1.5 g
curing agent are mixed and poured onto the master wafer, resulting in a layer thickness
of 2-3 mm. The mixture is subsequently desiccated for 15 minutes in order to remove
bubbles. For the cross-linking reaction, the petri dish is placed for six hours in an oven
at 50◦C. Subsequently, the PDMS layer was cut out in order to fit onto the glass cov-
erslip and holes for sample injection were punched in at the rims of the channels (using
a Rapid-Core sampling tool with 1.2 mm diameter). A suitable method to attach the
PDMS to the glass coverslip is by oxygen plasma bonding [117]. This is achieved by
plasma cleaning both the surface of the PDMS and the glass. Thus, the surfaces are
oxidized, which means that O-H-groups are attached. When both surfaces are stacked,
the O-H-groups react and form covalent bonds in form of Si-O-Si-groups in addition to
H2O as a side product. An additional advantage of plasma oxidation is that it makes
the PDMS hydrophyilic and thus improves the handling with aqueous substances [118].
For the plasma cleaning step, the PDMS structure and a cleaned borosilicate glass cov-
erslip were placed inside a plasma cleaner. After 10 minutes of dessication, the oxygen
atmosphere is adjusted to 0.2 atm and the plasma generator is activated for 24 seconds
at power 2.0. Subsequently, the plasma chamber was ventilated and both components
removed. In the final step, the PDMS is carefully placed onto the glass coverslip and
slight pressure is applied in order to guarantee the oxygen plasma bonding.
7.2 Growth and Mobility Analysis in Low Volumes
Growth measurements of B. subtilis (NCIB 3610) were conducted using the custom low
volume sample holder in order to analyze the effect of low chamber volumes on the bac-
terial growth and mobility as well as on the measured IDA signal. For this, an overnight
culture was diluted to a turbidity equal to OD600 = 0.05 and subsequently grown at 37
◦C
to OD600 = 0.1 in order to guarantee exponential growth behavior. The resulting day
culture was diluted by a factor of 50, leading to a starting concentration of OD600 = 0.002.
The bacteria suspension was injected into the sample chambers using a 2-20µl pipette
tip, as the tip diameter equals the diameter of the chamber inlets and thus allows the
application of pressure in order to facilitate the injection. Remaining excess liquid was
removed using a 0.1-2.5µl pipette. Adhesive bond was attached to the top of the chamber
inlets to avoid evaporation.
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The resulting diffraction peak intensity-decreases and the mean normalized standard
deviations for the growth measurements are shown in Figure 7.2. The smallest chamber
diameter (0.5 mm) sometimes led to laser beam scattering at the structure’s edges, thus
preventing an analysis of the SD for chamber volumes of 60 and 150 nl, as well as of the


























































































Height h = 100 µm Height h = 50 µm Height h = 20 µm
Figure 7.2: IDA of bacterial growth in low sample volumes. a) Diffraction
peak intensity-decrease and mean normalized SD of B. subtilis growth measurements
using the custom sample holder presented in Figure 7.1 and Table 7.1 with a chamber
height h = 100µm. b) Growth measurements analogous to panel a but with chamber
height h = 50µm, which lead to lower chamber volumes. The measurement in 150 nl
sample volume was not evaluable, as the chamber edge obstructed the diffraction peak.
c) Growth measurements analogous to panel a but with chamber heights h = 20µm. Here,
the smallest chamber diameter (d = 0.5 mm, chamber volume = 60 nl) showed short-term
intensity fluctuations due to scattering of the laser beam at the chamber edges, leading
to unusable SD results. Logistic growth functions were fitted to the diffraction peak
intensity-decreases (gray lines).
On a first glimpse, a trend towards smaller IDA signals with decreasing chamber vol-
ume is visible both in the diffraction peak intensity-decrease and the normalized SD. A
plot of the final intensity-decrease and normalized SD after 600 minutes (10h) is presented
in Figure 7.3. Here, it can be seen that the final intensity-decrease and normalized SD
for the three biggest chamber diameters (d = 1.5 - 2.5 mm) are similar for the heights h
= 100 and 50 µm (red and blue). Furthermore, a dip in the final IDA signal can be seen
for the smallest and sometimes the second smallest diameter (d = 0.5 and 1 mm, respec-
tively). This dip could potentially arise because the edge of the smaller growth chambers
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obstructs the diffraction peak, leading to a distorted IDA signal. A further possibility
is that the dip originates from the stronger limitation of nutrients due to less media,
leading to an earlier stationary phase of bacterial growth. The general trend towards less
total growth for decreasing volumes can further be seen when taking the lowest volumes
(height h = 20 µm) into account (Figure 7.3a and b). The linear function fitted to the
diffraction peak intensity-decrease at t = 600 minute is f(v) = 3.1 · 10−4v+ 0.14, and the
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Figure 7.3: Effect of smaller volumes on the final IDA signal. a) Final diffraction
peak intensity-decrease evaluated after 600 minutes from the IDA measurements shown
in the upper row in Figure 7.2. b) Final mean normalized SD evaluated after 600 minutes
from the IDA measurements shown in the lower row in Figure 7.2.
In order to evaluate a delay of the growth or an effect on the doubling time, a logistic
function was fitted to the first 500 minute of the normalized diffraction peak intensity-
decrease (Figure 7.2, gray curves). A plot of the critical growth time tc, i.e. the inflection
point of the fit function, is shown in Figure 7.4a. Here, no clear trend is visible except
for the smallest volume of 60 nl, which does not allow a reasonable growth analysis. An
evaluation of the doubling times shows consistent results with the exception of the small-
est volumes v = 60 and 66 nl as well as v = 165 nl, which were all measured with the two
smallest chamber diameters (7.4b). However, the average doubling time of 48±18 minute
is bigger than the average doubling time determined from six OD plate reader growth
measurements in 1 ml sample volume of 30.5 ± 2.0 minute. A possible explanation is
again the limitation of nutrients due to less media. In addition to the growth analysis,
the mean mobility over the measurement duration was evaluated by applying the mo-
bility analysis presented in Chapter 3. The results show a trend of decreasing mobility
with decreasing chamber volume (Figure 7.4c), which again could arise due to limited
nutrients. The shown linear fit function is f(v) = 1.48 · 10−4v + 0.177.































































Figure 7.4: Effect of smaller volumes on growth and mobility. a) Critical growth
time tc of the logistic fits to the diffraction peak intensity-decreases shown in Figure 7.2.
With the exception of the smallest sample volume of 60 nl, no clear volume dependency
is visible and the average critical growth time is 218 ± 33 minutes. b) Doubling times of
the measurements shown in Figure 7.2. With the exception of measurements with the two
smallest diameters at heights h = 20 and 50 µl, all chamber volumes allowed a consistent
determination of the doubling time, with an average of 48± 18 minutes. This is further
shown in the flat linear fit (red line) with a slope of −0.0052· 1/nl. c) Mobility analysis of
the measurements shown in Figure 7.2. A trend towards a lower mobility for decreasing
chamber volumes can be seen. The linear fit function is f(v) = 1.48 · 10−4v + 0.177.
7.3 Varying the Starting Concentration
As mentioned in the introduction to this chapter, the ability to measure antimicrobial
resistance from few cells can avoid the need for bacterial culture in order to achieve a
sufficient number of bacteria for the inoculum of the probing sample. For this, not only
the measurement volume but also the starting bacterial concentration is decisive. To
analyze the effect of different starting concentrations on the duration of growth measure-
ments with the IDA-method, measurements with four different starting concentrations
of B. subtilis (NCIB 3610) were conducted in MHB using the 80 nl sample chamber
(h = 20µm and d = 1.5 mm). This chamber was used because it allowed a doubling time
determination in agreement with bigger sample chambers (Figure 7.4b) and the diameter
did not lead to any complications, while being able to measure in less than 100 nl. The
starting concentrations used in the analysis where equal to a turbidity of OD600 = 0.1,
0.01, 0.006 and 0.001. Since an OD600 of 0.1 corresponds to 1 · 107 cells/ml [119], the
absolute starting numbers are approximately 1000, 100, 60 and 10 bacteria per chamber,
respectively. Microscopy images of starting concentrations with OD600 = 0.1, 0.01, and
0.001 are shown in Figure 7.5. For the lowest concentration, it was difficult to find a
single bacterium with the microscope.
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a b cOD600 = 0.1 OD600 = 0.01 OD600 = 0.001
10 µm 10 µm 10 µm
Figure 7.5: Microscopy images of different starting concentrations. The shown
concentrations correspond to a turbidity and number of cells per 80 nl chamber of:
a) OD600 = 0.1 and 1000 bacteria per chamber, b) OD600 = 0.01 and 100 bacteria
per chamber and c) OD600 = 0.001 and 10 bacteria per chamber. Images taken from
[101].
The resulting time courses of the diffraction peak intensity-decrease and the mean
normalized SD are presented in Figure 7.6. For the diffraction peak intensity-decrease
it was difficult to achieve a reliable stability with the low volume and low concentra-
tion prototype IDA setup (Figure 7.6a). However, as it was shown in Chapter 5, the
standard deviation is independent of long-term intensity instabilities and was therefore
used for the growth analysis (Figure 7.6b). Being flagellated, B. subtilis can move eas-
ily and no attachment to the surface was observed. Thus, it can be assumed that the
bacterial growth is proportional to the mean normalized SD. A logistic function was fit-
ted to the mean normalized SD time course (Figure 7.6b, gray lines) and evaluated for
the doubling time, critical growth time tc. The doubling times of 31.6 minute (OD 0.1),
27.8 minute (OD 0.01), 48.2 minute (OD 0.006) and 34.7 minute (OD 0.001) showed no de-
pendency of the starting concentration. Furthermore, the resulting average doubling time
of 35.6 ± 8.9 minute is in good agreement with the doubling time of 30.5 ± 2.0 minute,
which was determined from six OD plate reader measurements in 1 ml sample volume.
The critical growth times tc, which mark the inflection point of the fit, are presented
in Figure 7.6c in red. A linear fit to the semi-logarithmic plot reveals a delay of tc by
65 minutes per order of magnitude of lower starting concentration. As a further analy-
sis, the initial mean normalized SD was evaluated by averaging over the respective first
20 minutes (Figure 7.6c, blue) of each measurement. The linear fit shows an increase of
0.97 of initial SD per increasing order of magnitude in starting concentration. How-
ever, for all bacteria concentrations, the value of the initial SD was above the value of a
reference measurement in the same setup with bacteria-free growth medium (Figure 7.6c,
dashed line marked “w/o bacteria”). Thus, this section has shown that it is possible to
detect very low bacterial cell concentrations with the IDA-method and further determine
the doubling times in sample volumes of less than 100 nl.






































































Figure 7.6: IDA measurements of different starting concentrations in sample
volumes of 80 nl. a) Diffraction peak intensity-decrease for four different starting
concentrations which correspond to an OD600 of between 0.1 and 0.001. b) Respective
mean normalized SD. For further analysis, the curves were fitted by a logistic growth
function (gray lines). c) The analysis of the critical growth times from panel b (red) shows
a delay of measurable growth curves by 65 minutes per decrease of starting concentration
by an order of magnitude. The initial SD averaged over the respective first 20 minutes
increases by 0.97 per order of magnitude of starting concentration. All initial mean
normalized SD values were above the value of a reference measurement in the same
chamber and with MHB but without bacteria (dashed line).
7.4 AST of Ampicillin in Ultra-Low Volume
In this section, the rapidity of antimicrobial susceptibility testing (AST) in 80 nl sample
volume is analyzed and compared to AST measurements in 150 µl presented previously
in Chapter 5. To this end, an ampicillin concentration series was conducted analogously
to the one shown in Chapter 5 using E. coli bacteria and the same starting concentration
of OD600 = 0.004 which is equivalent to approx. 32 bacteria in the 80 nl sample chamber.
While the diffraction peak intensity-decrease of the low volume ampicillin concentration
series showed a similar behavior as the mean normalized SD (Figure A.6 and 7.7a), the
latter was used to determine the minimal inhibitory concentration (MIC), as it is ro-
bust towards long-term intensity instabilities. The MIC was determined as shown in
Figure 5.2b, but using the mean normalized SD instead of the diffraction peak intensity-
decrease. To be able to compare the results with the ampicillin concentration series in
150µl sample volumes, the respective MIC was analogously determined using the mean
normalized SD (Figure 7.7b). The resulting determined MIC values are shown for both
sample volumes in Figure 7.7c. It can be seen that an MIC of approx. 4 mg/l can be
detected after 120 minutes for the ultra-low sample volumes of 80 nl. Yet, the determined
MIC fluctuates until 240 minutes, whereupon it remains at a constant value (Figure 7.7c,
upper panel). For the higher sample volumes of 150 µl, an MIC of 2 mg/l can be detected
after 120 minutes and the time curve shows less fluctuations. While literature values for
the MIC for ampicillin and E. coli show an almost equal amount of mentions of 2 mg/l
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as well as of 4 mg/l [80], it is interesting that the ultra-low volume measurements show
a shift in MIC. Whether very low sample volumes have an effect on the MIC for other
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Figure 7.7: Determining the MIC of ampicillin for E. coli in ultra-low and reg-
ular sample volumes. a) Mean normalized SD of an ampicillin concentration series
conducted in sample volumes of 80 nl. b) Mean normalized SD of an ampicillin concen-
tration series conducted in sample volumes of 150µl. c) Determined MIC value for the
concentration series in sample volumes of 80 nl (upper panel) and 150µl (lower panel).
In addition to the MIC determination, the susceptibility analysis shown previously
in Chapter 5 was applied to the ultra-low volume measurements. To this end, the mean
normalized SD of a sample with and without breakpoint recommendation concentration
of ampicillin (8 mg/l [80]) was calculated over intervals of five seconds and averaged over
the one minute acquisition intervals. For the lower sample volume of 80 nl, an antimi-
crobial effect could be detected after 43 minutes when the 99% confidence intervals of
the mean were distinguishable (Figure 7.8a). This is only 18 minutes slower than for
the higher sample volumes of 150µl (Figure 7.8b). The difference in detection time po-
tentially occurs from the limited nutrients and the reduced growth in lower volumes, as
discussed in Section 7.2.
In summary, this chapter has shown that the IDA-method allows bacterial growth and
AST measurements of low starting concentrations in less than 100 nl of sample volume.
While smaller sample volumes also lead to less growth, the MIC and susceptibility of
E. coli and ampicillin could be determined after a similar time as with conventional
sample containers.
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Figure 7.8: Susceptibility testing in ultra-low and regular sample volumes.
a) The mean normalized SD of a sample without (black) and with breakpoint recom-
mendation concentration (green) was calculated over intervals of 5 seconds and the 12
resulting values were averaged over the respective scanning acquisition times of 1 minute
(bold squares and triangles). An antimicrobial effect could be detected after 43 min-
utes, when the 99% confidence intervals of the means (shaded error bands) could be
distinguished. b) The same analysis in sample volumes of 150 µl allows a slightly earlier




In recent years, the inappropriate use of antibiotics has led to an alarming increase in
antibacterial resistances (ABR) of pathogenic bacteria [4][6]. A crucial problem in the
battle against ABR is the immense time consumption of current techniques of antimicro-
bial susceptibility testing (AST). The determination of an appropriate, narrow-spectrum
antibiotic with conventional techniques can take up to several days, forcing physicians
to prescribe a broad-spectrum antibiotic. This in turn leads to an increase of resistances
against the latter [120][121][122]. For conventional AST techniques such as broth mi-
crodillution, a lot of time is lost on culturing bacteria, in order to achieve sufficient
starting numbers for a given AST technique [52]. This step could be surpassed by a de-
tection method with a high sensitivity and the ability to measure in very small volumes.
An early identification of an appropriate antibiotic has further advantages such as lower
mortality rates, shortened treatment durations, performance of less invasive procedures
and substantial cost savings [71][70]. Besides ABR due to genetic mutations, bacteria can
develop resistances through the formation of biofilms, thus increasing the resistance up
to 1000-fold compared to their planktonic counterparts [26][27][25]. The initial steps in
biofilm formation comprise the attachment of single bacterial cells to a surface, followed
by the growth of microcolonies [28]. In order for a detection method to be able to mea-
sure AST of planktonic and of biofilm-forming bacterial strains, a rapid measurement of
antimicrobial response in low volume with single-cell resolution as well as the ability to
measure cell immobilization are highly desirable.
The aim of this thesis was the analysis and development of a diffraction-based de-
tection method that utilizes interference disturbances induced by small objects above a
2D diffraction grating. The detection method called Interference Disturbance Analysis
(IDA) records the intensity of a diffraction peak over time and is able to draw conclusions
on the amount and mobility of the objects from long- and short-term intensity fluctua-
tions.
The IDA detection method was introduced and calibrated by using 3 µm sized latex
beads as a non-living model system. The beads were analyzed in an IDA setup that was
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implemented inside an optical microscope in order to correlate the diffraction intensity
signal to the real space (Figure 8.1a). Here, it was shown that the traversal of a single bead
across the 2D grating leads to a decrease in diffraction peak intensity in combination with
short-term intensity fluctuations around the mean normalized intensity (Figure 8.1b).
The diffraction peak intensity-decrease is proportional to the number of beads above the
grating. Furthermore, it was shown that the short-term intensity fluctuations arise due
to a position dependency of the intensity-decrease (Figure 8.1c). The experimental data
of the position dependent intensity-decrease was fitted by a polynomial function and
used for a simulation in order to correlate the short-term intensity fluctuations with the
diffusion coefficient of the beads (Figure 8.1d). With the simulation results, the diffusion
coefficient of a bead moving due to Brownian motion was obtained by analyzing the
respective experimental short-term intensity fluctuations. It was found that the result is
in very good agreement with the theoretical diffusion coefficient of a 3 µm sized bead in
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Figure 8.1: Interference disturbance analysis of latex beads as a non-living
model system. a) Microscope-configuration of the IDA setup. b) The transversal of a
single bead across the grating (between t1 and t2) leads to a decrease of the mean normal-
ized intensity (MNI) as well as to short-term intensity fluctuations. c) Experimental data
of the position dependent intensity-decrease of a single bead for 2 x 3 unit cells. d) 2D
polynomial fit to the data shown in panel c. The highlighted lines illustrate simulated
traces of beads with diffusion coefficients D1 = 0.05µm
2/s (green) and D2 = 0.15µm
2/s
(blue). e) Correlation between the decay constant ν, which is derived from Fourier anal-
ysis of the short-term intensity fluctuations, and the diffusion coefficient. Reproduced in
part with permission from Nano Letters, in press. Copyright 2018 American Chemical
Society.
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After the calibration with a non-living model system, the growth of bacterial ensem-
bles was analyzed with the IDA setup. When the bacteria were growing directly above
the grating, a high detection sensitivity of 1.6 bacteria was measured for low cell numbers
and the used grating parameters of 30 x 30 gold structures with a periodicity of 2 µm
(Figure 8.2a). Further, it was shown that the decrease of the diffraction peak intensity
correlates linearly with the area covered by the bacteria up to a covered area of approxi-
mately 70%. The mobility analysis introduced in the calibration section was applied to
bacterial measurements. Here, a decrease of mobility by a factor of three was measured
during bacterial adhesion to a glass coverslip, which was confirmed with microscopy image
analysis (Figure 8.2b).
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Figure 8.2: Bacterial growth and AST measurements with the IDA setup.
a) Correlation between the normalized diffraction peak intensity and the number of bac-
teria n (for 1-20 bacteria). b) The time course of the decay constant ν for a bacterial
growth measurement shows a decrease of mobility by a factor of 3.2 during attachment
of the bacteria to the surface. c) The doubling times for two different bacterial strains
were determined with the IDA setup and confirmed with optical density measurements
(inset). d) Ampicillin concentration series for the determination of the MIC for E. coli.
e) The MIC could be determined after 120 minutes. f) Measurements of samples without
and with the breakpoint recommendation concentration of ampicillin. The analysis of the
normed SD showed an antimicrobial effect after 25 minutes, when the 99% confidence
intervals could be distinguished. For a resistant strain, the normed SD of both samples
was indistinguishable for the total measurement duration of 10 hours. Reproduced in
part with permission from Nano Letters, in press. Copyright 2018 American Chemical
Society.
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An alternative setup configuration was analyzed, in which the grating was placed out-
side of the growth chamber. This configuration enables high-throughput growth and AST
measurements. While the ability to measure in high-throughput comes with a tradeoff in
form of a reduced sensitivity by a factor of 3-4, the mobility analysis is still feasible with
this configuration (see Chapter 6). It was shown that the high-throughput IDA configu-
ration can be used to correctly determine bacterial doubling times (Figure 8.2c) as well as
the minimum inhibitory concentration (MIC) of antibiotics (Figure 8.2d). Here, the MIC
was determined for three different antibiotics and two different bacterial species in less
than 2-3 hours by fitting a logistic function to the diffraction peak intensity-decrease plot-
ted against the antibiotic concentration (Figure 8.2e). Moreover, the normalized SD was
found to be an early indicator of antibiotic susceptibility while being robust against, e.g,
temperature gradients arising when opening an incubator door. The antibiotic suscepti-
bility was determined by comparing the normalized SD of samples with the breakpoint
recommendation concentration to samples without antibiotic. While an antimicrobial
effect could be detected in less than 30-60 minutes for susceptible strains, the normalized
SD curves with and without antibiotic of a control measurement with a resistant strain
were indistinguishable over the total measurement duration of 10 hours.
Subsequently, a photoswitchable antibiotic, Azo-PC, which was provided by the group
of Prof. Trauner (NYU) and especially designed as an optical control of bacterial mobility
was analyzed with the IDA detection method (Figure 8.3a). For this, a setup configu-
ration with a beam splitter was presented, which allows the simultaneous measurement
of four diffraction gratings. This setup was used to measure a concentration series of
the photoswitchable antibiotic in the cis- and the trans-state simultaneously, using the
same overnight culture of bacteria for all samples. Growth measurements with the pho-
toswitchable antibiotic have shown a higher antimicrobial effect for the biologically active
trans-state versus the inactive cis-state in form of delayed growth times (Figure 8.3b).
The mobility analysis has further revealed a decrease in mobility with increasing com-
pound concentration with again a stronger effect for the biologically active trans-state
(Figure 8.3c). Thus, the desired effect of the photoswitchable antibiotic could be con-
firmed with the IDA detection method.
Finally, a self-designed sample container for low volume measurements was intro-
duced and used to analyze the effect of confined volumes and media amounts on bacterial
growth, mobility and the MIC. The results showed that bacterial growth could still be
reliably detected in volumes of less than 100 nl. Yet, tendencies of a decrease in growth
and mobility as well as a shift of the MIC towards higher concentrations were detected
for smaller volumes. These findings will be analyzed in more detail in future projects
with the IDA setup. With the help of the self-designed sample container and the beam
splitter, the amount of samples that can be analyzed simultaneously was increased to
256. Here, the measurement volume of each sample is approximately 1000 times smaller
than the volume of the sample containers used in the majority of the thesis and about
100 times smaller than the volume used in automated AST devices [21].
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Figure 8.3: IDA of a photoswitchable antibiotic, designed as an optical con-
trol of mobility. a) Chemical structure of the model cytokinesis inhibitor PC190723
as well as of the biologically active trans-state and the inactive cis-state of the photo-
switchable Azo-PC compound. b) The delay of bacterial growth was determined by
calculating the difference of the critical growth times tc (derived from a logistic fit to the
intensity-decrease) compared to a reference sample without the compound. The resulting
δtc shows a stronger effect for the active trans- than for the inactive cis-state. c) Ad-
ditionally, the mobility analysis depicts a stronger decrease of mobility with increasing
Azo-PC concentration for the active trans-state as compared to the inactive cis-state of
the compound.
In conclusion, it was demonstrated in this thesis that the IDA method allows the de-
tection of small particles such as beads or bacteria as well as conclusions on the amount
and mobility of the particles. It is especially suitable for bacterial measurements of low
cell concentrations in small volumes and for rapid antimicrobial susceptibility testing.
Furthermore, the method can be easily scaled for high throughput and allows the analy-
sis of the effect of antibiotics on growth and mobility simultaneously both for planktonic
as well as biofilm-forming bacteria. An additional advantage of the detection method is
that only few components and no image analysis are needed.
In the future, combining the IDA setup with isolation techniques could enable mea-
surements of clinical samples such as blood or urinary tract infections [67]. The use of
the IDA setup in combination with antibodies attached to the gold grating could permit
specific bacterial detection from polymicrobial or biological samples and allow subse-
quent flushing and susceptibility testing. Such applications of antibodies attached to
gold structures are already in use for whole-cell bacterial detection [123]. Concerning
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future improvements of the detection method, the stability of the normalized SD and
the diffraction peak intensity could potentially be improved by, e.g., vibration-damping
of the laser and the grating, possibly resulting in quicker AST results. Furthermore,
the use of ultra thin foil for the sample chambers could improve the sensitivity of the
high-throughput configuration. The sample container could be designed for even lower
volumes and higher throughputs. With the current design, all samples have to be filled
manually. Here, the use of microfluidics in order to fill all channels with a single valve
is conceivable. Future measurements with the IDA setup could comprise the analysis
of antimicrobial efficacy during different stages of biofilm formation. Furthermore, the
detection method could be used in order to analyze bacterial adhesion properties towards
different materials as well as surface passivations designed to avoid biofilm development.
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Figure A.1: Influence of Azo-PC in the trans- and cis-state on the growth
behavior of Bacillus subtilis. Diffraction peak intensity for growth measurements


























Trans - Bacillus subtilis














Figure A.2: Influence of Azo-PC in the trans- and cis-state on the growth
behavior of Bacillus subtilis. Diffraction peak intensity for growth measurements
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Figure A.3: Influence of Azo-PC in the trans- and cis-state on the growth
behavior of Bacillus subtilis. Diffraction peak intensity for growth measurements
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Figure A.4: Influence of Azo-PC in the trans- and cis-state on the growth
behavior of Escherichia coli. a) Growth measurements of E. coli with 0-16 mg/l Azo-
PC were conducted as a control, since E. coli are non-susceptible to the model-molecule
of the Azo-PC trans-state. The results for Azo-PC (trans-state) show no influence of
the growth of E. coli and are thus in good agreement with literature on PC190723 [104].
b) Analogous growth measurements with the cis-state of Azo-PC. The results show no
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Figure A.5: Dynamic analysis of the mobility for Azo-PC measurements of
susceptible and non-susceptible strains. a) Moving average of τ over 40 data points
for Azo-PC trans-state measurements with E. coli. All samples show a slight initial
increase, but no dependence of the mobility on the Azo-PC concentration. b) Analogous
E. coli measurement with Azo-PC in the cis-state. Again, no effect of the Azo-PC was
measured.
Time [min]

















Figure A.6: Ampicillin concentration series in sample volumes of less than 80 nl.
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