In this paper we investigate the number of spanning trees of a regular graph. We succeed in finding a tight upper bound in terms of the numbers of small cycles and other subgraphs. The only previous similar result known to the author was found by Kel'mans [7] and independently by Nosal [l31 and Biggs [2] : THEOREM 1.1. A regular graph of order n and degree k has at most ( n k / ( n -l ) ) " l / n spanning trees.
We will not allow our graphs to have multiple edges, but the same results can easily be extended to that case also.
A walk of length r in a graph X is a sequence v = (vo, 0 1 , . . . , v,) of vertices of X such that is adjacent to vi for l G i S r . We say that v starts at v", finishes at vr, and is closed if v, = U". Suppose that for some i (0 < i <r) we have = vi+l. Then we can reduce v by deleting the elements vi and
The result is clearly a walk of length r -2 which is closed if and only if v is closed. If v cannot be reduced in this way it is called irreducible.
Given any walk v there is a unique irreducible walk i5 which can be obtained from v by a sequence of reductions. The uniqueness of 17 is proved in [ 5 ] . If I7 has length 0, we will call v totally reducible. Obviously, totally reducible walks are closed.
Our first theorem gives a relationship between the number of walks and the number of irreducible walks between two vertices of X, if X is regular. For each r =s 0, define Wr to be the n X n matrix whose (i, j)th entry is the number of irreducible walks in X which start at xi and finish at xi. Let W(x) = I,-=o Wrxr.
Obviously, WO = I , W1 = A and W2 = A 2 -kI, where A is the 0-1 adjacency matrix of X. From [l] we know that for r 3 2 , Wr+l = WrA -(k -l ) Wr-l. Therefore
The second equation now follows on solving for W(x), and the first on a simple change , of variable.
Let v = (vo, VI, . . . , vr) be a closed irreducible walk of length r 2 3 in X, such that ul # v r -~ and a11 cyclic permutations of v are distinct. The primitive circuit %(v) is the -equivalence class containing all cyclic permutations of v and all cyclic permutations of the reverse walk (v,, vrP1, . . . , vo). Clearly %(v) contains exactly 2r irreducible closed walks and is uniquely defined by any one of its members. The simplest example of a primitive circuit is an ordinary cycle.
We now show that in order to count the closed walks in X it suffices to count the primitive circuits, provided X is regular. THEOREM 2.2. Let X be a regular graph of order n and degree k. Let wi be the number of closed walks of l e~t h i in X (i 3s O), and let pi be the number of primitive circuits of length i in X (i s' 3). Define Then PROOF. Let di be the number of irreducible closed walks of length i in X, for i 3 0 . We note that the term (k -2 -k(1-4(k -l )~~) l /~) / 2 ( k~x~-1) counts totally reducible walks with a fixed starting vertex. This can be deduced from the proofs above, or can be proved by demonstrating a one-one correspondence between these walks and the closed walks with fixed starting vertex in an infinite regular tree of degree k. We state this result in the next theorem, and at the same time recall some of the results we will need from McKay [ l l ] .
For notational convenience, define W = 2(k -l)l12. THEOREM 2.3. Let X be a regular graph of degree k. Let v be a vertex of X and, for i 3 0, let ti be the number of totally reducible walks of length i in X which start at v. Define 00 t(x)=T.,^ t,xl. Let X be a graph with vertices xi, x2, . . . , X,, (n 3s 2), and adjacency matrix A = A(X).
Let A be the n x n diagonal matrix whose ith diagonal entry is the degree of xi, and define K = K ( X ) = A-A. The first lemma in this section reviews some of the basic properties of the eigenvalues of A and K. The next lemma is a standard result (see [6] for example). 
LEMMA^.^. L e t A i s ; A 2 S -~~S
Furthermore, the value of the expression on the right for t > 0 is greater than its limit, unless X is a complete graph.
PROOF. By Lemma 3.1,
Since t > 0, the binomial expansion of (1 -X)' is convergent for -1 -sx s; 1. Therefore,
The second claim follows from Lemma 3.1(f) and Lemma 3.2.
Now write wr = ntr +U,, where tr is as in Theorem 2.3. We can identify ur as the number of closed but not totally reducible walks of length r in X. Define The case t = 1 of Theorem 3.4 is equivalent to Theorem 1.1. In order to estimate I k ( t ) we first consider a related integral.
2)/(2~) and y = x/w, we find that log(1-
Since the series on the right is absolutely convergent, we can perform the integration term by term using Theorem 2.3(e). The result is immediate. 
. The theorem now follows on putting t = n 1 ' 2 . 1 2 ) is annoyingly large. Fortunately, there is a technique by which this factor can be reduced to a constant. We begin with a result from [10] . 
For each i define Ki to be the average number of spanning trees over all labelled graphs with degree sequence ki. Then there are constants A > 0 and B, independent of i, such that A~( k i )~-/ n i Â¥Â£s S Bc(ki)"Â¥/ni where
Since X has n vertices and degree k , it has m = n k / 2 edges. Label these e l , e-i, . . . , em in any order. 
NOW T(H,) = (NK ( H , ) ) ' / (~-"
, by definition, and K ( H r ) = K (G,)K
obviously. Therefore
Letting r -Ã CO we obtain
Since D has disappeared, we may replace R by a. Finally, from Theorem 3.9, we find that Since each spanning tree uses n -1 edges and we are summing over every edge, ^ml a, = 2(n -l)/(nk) < 2/k. Therefore
PROOF. Since a primitive circuit of length i uses at most i edges, it is clear that
The theorem now follows by taking the geometric mean over 1 s= j sÂ m of Lemma 3.10 and then applying Lemma 3.11.
EXAMPLE. Let X be the cartesian product Clo X Clo. Thus n = 100 and k = 4. Theorem 1.1 gives K(X) < l -0 9 x 10~'. Using the trivial bounds pi 2 0 , Theorem 3.12 gives K(X) < 1-07 X 1 0 . With the actual values p4 = 100, p6 = 200 and pg = 1300, Theorem 3.12 gives ~( X ) < 3 " 7 6 x 10~'. The correct value of K(X) is approximately 1-545 X loS0.
In this section we consider a sequence Xi, X i , . . . of regular connected graphs of degree k 2 3 , and investigate the limit points of the sequence r(X1), r ( X 4 , . . . . In particular we will show that the value ck is best possible in the sense that there are sequences X I , X2, . . . for which r(Xi) + ck as i + m .
Let X i , X2, . . . be a sequence of connected regular graphs of degree k 3 3 . For each i, define ni to be the order of Xi and let f i = log(ni~(Xi))/ni. We will assume throughout that nl < n 2 < a a . Define the function F,: R+R, where Fi(x) is the proportion of the eigenvalues of A(Xi) which are less than or equal to X. Thus Fi(x) is a non-decreasing right-continuous step function with Fi(x) = 0 for x < -k and Fi(x) = 1 for x 3s k. = O(ni(log n i ) l F ) and r = 0(log log n,).
We conclude that ( l -F,(z)) log ni -> 0 as i + a , and so f i + log ck as i + a. The method used in the proof of Theorem 4.3 can be used in conjunction with Theorem 4.4 of McKay [ l l] to obtain a rudimentary lower bound for K (X) in terms of the order, degree and girth of X. We will leave the details to the reader.
UNIFORM BOUNDS
A trivial corollary to Theorem 3.2 is that which Theorem 3.9 shows to be too high by at most O ( n ) . In this section we will sharpen this bound until it is high by at most O(log n ) . We begin with a collection of necessary lemmas. All notation is as in Section 3.
(c) If -l < x < l a n d r^O , then I.^,x'/i>0. It is clear that the bound in Theorem 5.2 can be reduced further by doing the calculations more carefully. However, we are unable to reduce it by an increasing function of n. Indeed, such a reduction may not be possible. The argument used in the proof ignores closed walks of length less than 2r; the average contribution of the primitive circuits of length less than 2r to the bound in Lemma 3.10 is within a constant of log n . Of course, closed walks longer than 2r can use primitive circuits shorter than 2r, so this argument is hardly conclusive. Nevertheless, we are confident enough to conjecture that the bound in Theorem 5.2 is high by at most a function of k .
I am indebted to B. E. Eichinger, who was the first to suggest that the results of [l11 could be applied to the counting of spanning trees. The technique used in the proof of Theorem 2.1 was suggested by C. D. Godsil.
