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Abstract
We define and study a new family of univariate rational Bernstein operators. They are positive operators
exact on linear polynomials. Moreover, like classical polynomial Bernstein operators, they enjoy the tradi-
tional shape preserving properties and they are total variation diminishing. Finally, for a specific class of
denominators, some convergence results are proved, in particular a Voronovskaja theorem, and some error
bounds are given.
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1. Introduction
1.1. Notations
Classical polynomial Bernstein operators (see e.g. [3,6,19,24]) are defined by
Bn f (x) =
n∑
i=0
f
(
i
n
)
B(n)i (x),
where f ∈ C(I ) and {B(n)i , 0 in} denotes the Bernstein basis of the space Pn of polynomials
of degree at most n:
B(n)i (x) =
(
n
i
)
xi (1 − x)n−i , 0 in.
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Denoting the monomials by mr (x) = xr , r0, it is well known thatBnmr = mr for r = 0, 1, and
Bnm2 m2. In the literature (see e.g. [9,8,7,10,11,20,23]), univariate rational Bernstein operators
(and corresponding rational Bézier curves) are defined by an expression of the form
Qn f (x) =
∑n
i=0 w
(n)
i f
( i
n
)
B(n)i (x)∑n
j=0 w
(n)
j B
(n)
j (x)
, x ∈ I = [0, 1],
where the weights w(n)i are strictly positive for 0 in. The main drawback of this definition is
that we have Qnm0 = m0, but in general Qnm1 m1. In other words, the operator Qn is exact
on P0, but not always on P1. Moreover, to our knowledge, there exist hardly any studies of the
convergence of Qn f to f ∈ C(I ).
In this paper, we consider, for n1, the specific sequence of rational Bernstein operators
Rn f (x) =
∑n
i=0 w¯
(n)
i f (x (n)i )B(n)i (x)∑n−1
j=0 w
(n)
j B
(n−1)
j (x)
= Pn f (x)Qn−1(x) .
The weights of the denominator are assumed to be strictly positive while the weights w¯(n)i and the
abscissae x (n)i of the numerator satisfy the following relations:
w¯
(n)
j =
j
n
w
(n)
j−1 +
(
1 − j
n
)
w
(n)
j for 1 jn − 1.
x
(n)
i =
i
n
w
(n)
i−1
w¯
(n)
i
= iw
(n)
i−1
iw(n)i−1 + (n − i)w(n)i
for 1 in − 1.
In Sections 2 and 3, it is proved that the latter are equivalent to the fact that Rn is exact in the
space P1. In Section 4, we study the first and second derivatives of Rn . In Section 5, we prove
the variation diminishing properties of Rn , in the sense of Schoenberg (see e.g. [6,13,14]). In
Section 6, we prove that Rn is TV(= total variation) diminishing, i.e. TV(Rn f )TV( f ) when
f is a function with bounded variation. Then, in Sections 7 and 8, for a specific choice of the
denominators, we prove some convergence theorems for continuous and C2 functions and we
give some error estimates in terms of moduli of smoothness. Finally, in Section 9, we prove a
Voronovskaja theorem.
The present paper is essentially devoted to the approximation properties of the operator Rn .
More details will be given elsewhere on the geometric properties of rational Bézier curves as-
sociated with this class of approximants, in particular on the role of weights in the shape of
curves. Moreover, most of the results can be extended to the multivariate case, both via the tensor
product or boolean sum approaches [2,4] and via barycentric coordinates for the simplex. Similar
extensions can be done for univariate or multivariate rational spline operators [25].
It has to be noticed that Rn f is a particular case of classical rational Bernstein approximant
since, by degree raising at the denominator, it can be written as
Rn f =
∑n
i=0 w¯
(n)
i f (x (n)i )B(n)i∑n
i=0 w¯
(n)
i B
(n)
i
,
with the specific choice of weights given below (Section 2). However, the choice of abscissae of
control points (Section 3) is also fundamental since, in general, they are distinct from the uniform
abscissae of control points of classical Bernstein approximants.
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2. Reproduction of constants
For the sake of clearness, we delete the upper index (n) of weights and abscissae, when the
degree n is fixed and there is no risk of confusion.
Theorem 2.1. The operator Rn is exact on P0 if and only if the weights w¯i , 0 in of the
numerator Pn f are defined by w¯0 = w0, w¯n = wn−1 and
w¯ j = j
n
w j−1 +
(
1 − j
n
)
w j for 1 jn − 1.
Proof. In order thatRnm0 = m0, i.e. thatRn be exact on constants, we must have
n∑
i=0
w¯i B
(n)
i (x) =
n−1∑
j=0
w j B(n−1)j (x).
As we have, respectively,
(1 − x)B(n−1)j (x) =
(
1 − j
n
)
B(n)j (x) and x B(n−1)j (x) =
j + 1
n
B(n)j+1(x),
we increase by one the degree of the right hand side polynomial by multiplying it by x+(1−x) = 1
(degree raising) to get
n−1∑
j=0
w j [(1 − x) + x]B(n−1)j (x) =
n−1∑
j=0
(
1 − j
n
)
w j B(n)j (x) +
n−1∑
j=0
j + 1
n
w j B(n)j+1(x).
Now, the denominator can be written
w0 B
(n)
0 +
n−1∑
j=1
[ j
n
w j−1 +
(
1 − j
n
)
w j
]
B(n)j + wn B(n)n ,
and by equating with the numerator, we obtain the desired result. 
Remark 2.2. The weights w j being positive, the weights w¯i satisfy the same property, and the
operatorsRn are positive for all n1.
3. Reproduction of linear functions and control polygon
Theorem 3.1. The operator Rn is exact on P1 if and only if the abscissae xi , 0 in, of the
numerator Pn f are defined by x0 = 0, xn = 1 and
xi = i
n
wi−1
w¯i
= iwi−1
iwi−1 + (n − i)wi for 1 in − 1.
Proof. In order thatRnm1 = m1, i.e. thatRn be exact on linear polynomials, we must have
n∑
i=0
w¯i xi B
(n)
i (x) = x
n−1∑
j=0
w j B(n−1)j (x) =
n∑
j=1
w j−1
j
n
B(n)j (x),
from which we deduce the desired result. 
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Now, it is natural to define the control polygon of the rational function
Rn =
∑n
i=0 w¯i ci B
(n)
i∑n−1
j=0 w j B
(n−1)
j
= PnQn−1
as the polygonal line joining the control points defined by
ci = (x¯i , ci ), 0 in.
It is clear that Rn(0) = c0 and Rn(1) = cn and that the graph of Rn lies in the convex hull of its
control polygon. As we want the sequence xi to be increasing, we must have
iwi−1
iwi−1 + (n − i)wi <
(i + 1)wi
(i + 1)wi + (n − i − 1)wi+1 ,
which after simplification, gives the inequalities
i(n − i − 1)wi−1wi+1 < (i + 1)(n − i)w2i , 1 in − 2.
Property (W). From now on, we assume that the positive weights satisfy the above property,
which can also be written
wi−1wi+1
w2i
<
(
i + 1
i
)(
n − i
n − i − 1
)
, 1 in − 2.
Remark 3.2 (Derriennic [5]). Setting ti = in−i wi−1wi , property (W) is also equivalent to the fact
that the sequence {ti , 1 in − 1} is increasing.
Remark 3.3. Let us now assume that the weights w(n)i of the denominator are chosen in the
following way: there exists a fixed positive continuous function  such that
w
[n]
i = 
(
i
n − 1
)
, 0 in − 1.
In that case, we may ask for which functions  property (W) holds. The corresponding inequality
can be written
i(n − i − 1)
(
i − 1
n − 1
)

(
i + 1
n − 1
)
< (i + 1)(n − i)2
(
i
n − 1
)
.
Setting h = 1
n−1 and x = ih, we obtain
x(1 − x)(x − h)(x + h) < (x + h)(1 − x + h)(x)2.
Assuming  sufficiently smooth and using Taylor’s expansions
(x + h) = (x) + h′(x) + h
2
2
′′(x) + O(h3),
(x − h) = (x) − h′(x) + h
2
2
′′(x) + O(h3),
we obtain
x(1 − x)
(
(x)2 + h2((x)′′(x) − ′(x)2) + O(h3)
)
< (x + h)(1 − x + h)(x)2,
P. Pit¸ul, P. Sablonnière / Journal of Approximation Theory 160 (2009) 39–55 43
or equivalently, with a1(x) := (x)2 − x(1 − x)
(
(x)′′(x) − ′(x)2):
0 < (x)2 + ha1(x) + O(h2).
Therefore, property (W) is satisfied for any sufficiently smooth function , provided h is small
(i.e. n is large) enough.
4. First and second derivatives
Introducing the rational basis functions
(n)i (x) =
w¯i B
(n)
i (x)
Qn−1(x)
, 0 in,
the rational approximant Rn := Rn f can be written as
Rn =
n∑
i=0
ci
(n)
i (x) with ci = f (xi ).
Let us compute the expressions of its first and second order derivatives, in particular at the
endpoints of I = [0, 1].
4.1. First derivatives
Theorem 4.1. The first derivative of Rn(x) is given by
R′n =
n−1∑
i=0
ci
(n)
i ,
where the functions (n)i , 0 in − 1, are defined by
(n)i (x) =
(n!)2
(2n − 2)!
1
Q2n−1(x)
i+n∑
p=i+1
i,p B
(2n−2)
p−1 (x)
with the coefficients
i,p :=
∑
( j,k)∈K (i,p)
(k − j)
p(2n − p)
(
p
k
)(
2n − p
n − j
)
w¯ j w¯k,
for the set of indices
K (i, p) := {( j, k): j + k = p, 0 j i, i + 1kn}.
Proof. According to a result of Floater [12, Proposition 3], the derivative R′n can be written
R′n(x) =
n−1∑
i=0
ci
(n)
i ,
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where the functions (n)i are defined by
(n)i (x) :=
1
x(1 − x)Q2n−1(x)
i∑
j=0
n∑
k=i+1
w¯ j w¯k(k − j)B(n)j (x)B(n)k (x).
As 1 i +1 j +k i +n2n−1, there is always a factor x(1−x) in the product B(n)j (x)B(n)k (x),
so the expression can be slightly simplified as follows:
(k − j)
x(1 − x) B
(n)
j (x)B(n)k (x) = (k − j)
(
n
j
)(
n
k
)
x j+k−1(1 − x)2n− j−k−1
= (k − j)
(
n
j
)(
n
k
)
(
2n − 2
j + k − 1
) B(2n−2)j+k−1
= (n!)
2
(2n − 2)!
(k − j)
( j + k)(2n − j − k)
×
(
2n − j − k
n − j
)( j + k
k
)
B(2n−2)j+k−1.
Now, as p = j + k varies from i + 1 to i + n, we can collect all the terms which are coefficients
of B(2n−2)p and we obtain
(n)i (x) :=
1
Q2n−1(x)
(n!)2
(2n − 2)!
i+n∑
p=i+1
i,p B
(2n−2)
p−1 (x),
where using the set of indices K (i, p) := {( j, k): j + k = p, 0 j i, i + 1kn}:
i,p :=
∑
(i, j)∈K (i,p)
(k − j)
p(2n − p)
(
p
j
)(
2n − p
n − j
)
w¯ j w¯k,
which is the desired result. 
Remark 4.2. We observe that the first derivatives at the endpoints
p0 := R′n(0) =
c1 − c0
x¯1
, p1 := R′n(1) =
cn − cn−1
x¯n−1
are exactly the slopes of the control polygon at those points.
4.2. Second derivatives
A direct calculation gives the following:
Lemma 4.3. The second derivatives of Rn at the endpoints of I are given by
q0 := R′′n (0) = (n − 1)[((2(n − 1)w21 − (n − 2)w0w2)c0 − 2(w0w1 + (n − 1)w21)c1
+(2w0w1 + (n − 2)w0w2)c2)]/w20,
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q1 := R′′n (1) = (n − 1)[(2(n − 1)w2n−2 − (n − 2)wn−1wn−3)cn
−2(wn−1wn−2 + (n − 1)w2n−2)cn−1
+(2wn−1wn−2 + (n − 2)wn−3wn−1)cn−2]/w2n−1.
Let us give another interpretation of these quantities. We recall that
w¯1 = 1
n
w0 +
(
1 − 1
n
)
w1, w¯2 = 2
n
w1 +
(
1 − 2
n
)
w2, x1 = 1
n
w0
w¯1
, x2 = 2
n
w1
w¯2
.
As ci = f (xi ) for i = 0, 1, 2, the divided difference f [0, x1, x2] is given by
f [0, x1, x2] = x1c2 − x2c1 + (x2 − x1)c0
x1x2(x2 − x1)
= (2w1w¯1 − w0w¯2)c0 − 2w1w¯1c1 + w0w¯2c2
nw¯1w¯2x1x2(x2 − x1) .
We observe that the numerator of this fraction
(2(n − 1)w21 − (n − 2)w0w2)c0 − 2((n − 1)w21+w0w1)c1+(2w0w1+(n − 2)w0w2)c2
is equal to w20q0/(n − 1), i.e. proportional to the expression of q0 := R′′n (0) given in Lemma 2. A
similar observation holds for q1 and f [xn−2, xn−1, 1], whence the following:
Lemma 4.4. The second derivatives of Rn at the endpoints of I are also equal to
q0 = n(n − 1)0 f [0, x1, x2] with 0 = w¯1w¯2x1x2(x2 − x1)/w20 .
q1 = n(n − 1)1 f [xn−2, xn−1, 1] with 1 = w¯n−2w¯n−1xn−2xn−1(xn−1 − xn−2)/w2n−1.
Remark 4.5. We observe that the second derivatives at the endpoints are proportional to the
second order finite differences of f on the three first and last abscissae of control points.
5. Shape preservation properties
The above two sections show that the operator
Rn f =
n∑
i=0
f (xi )(n)i
is a positive operator which is exact on the spaceP1 of linear polynomials. As the Bernstein basis
is a TP (totally positive) system [18], the same property holds (see e.g. [1,13,14]) for the system
of rational functions Rn := {(n)i , 0 in}.
Theorem 5.1. The system of functions Rn is totally positive.
Proof. It means that for all sequences of abscissae
Tn = {0 t0 < t1 < · · · < tn1},
the following determinant is nonnegative
det(Rn, Tn) := det((n)i (t j ), 0 i, jn).
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As we have
det(Rn, Tn) =
n∏
i=0
w¯i
Qn−1(ti )
det(Bn, Tn)
and w¯i and Qn−1(ti ) are positive while Bn is a TP system, the determinant det(Bn, Tn) is non-
negative and the result follows. 
This result implies the variation diminishing property of the operator Rn . In particular, the
positivity (resp. the monotonicity, the convexity) of the function f to be approximated implies
the corresponding properties of the rational Bernstein approximant Rn f . Moreover, when f is
convex, we haveRn f − f 0 on the interval I : this property is used in Theorem 8.5.
6. Total variation diminishing property
We use the expression of R′n f (x) given in Section 4 in order to prove the total variation-
diminishing property of the operatorRn .
Theorem 6.1. For a function f with bounded (total) variation in I = [0, 1], we have
TV(Rn f ) =
∫ 1
0
|R′n f (t)| dtTV( f ) = sup{TV( f ),  subdivision of I },
where
TV( f ) =
m∑
i=0
| f (si )| for  = {0 = s0 < s1 < · · · < sm < sm+1 = 1}.
Proof. Comparing the two following expressions of R′n := R′n f (we omit the upper indices n for
the sake of clearness):
R′n =
n∑
i=0
ci
′
i =
n−1∑
j=0
c j j (with ci = f (xi ))
we immediately deduce, since f is arbitrary,
 j = −
j∑
i=0
′i , for 0 jn − 1.
Moreover, from the expressions of the rational basic functions i , we know that i (0) = i (1) =
0 for 1 jn − 2. In addition, 0(0) = n(1) = 1 and 0(1) = n(0) = 0. Hence we
obtain
∫ 1
0
 j =
j∑
i=0
(i (0) − i (1)) = 0(0) = 1 for 0 jn − 2.
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Finally, as
∑n
i=0 i = 1, we get
∑n
i=0 ′i = 0, therefore n−1 = −
∑n−1
i=0 
′
i = ′n , thus∫ 1
0 n−1 =
∫ 1
0 
′
n = n(1) = 1. Now, since the functions  j are positive,
TV(Rn f ) =
∫ 1
0
|R′n f (t)| dt
n∑
j=0
| f (x j )|
∫ 1
0
 j =
n∑
j=0
| f (x j )|TV( f )
and we obtain the desired result. 
7. Convergence of rational Bernstein operators
Given f ∈ C(I ), we now study the uniform convergence of Rn f to f when n → +∞, for
a specific choice of denominators. In the rest of the paper, we assume, as in Remark 3.4, the
existence of a fixed positive continuous function  such that
w
[n]
i = 
(
i
n − 1
)
, 0 in − 1,
i.e. the denominator ofRn can we written as Bn−1, so that lim Bn−1 =  uniformly on I when
n → +∞. In that case, we have the following result.
Theorem 7.1. Suppose we are given a positive continuous function  defining Qn−1 = Bn−1.
Then, for any continuous function f on I, the sequence of rational approximants Rn f converges
uniformly to f when n tends to infinity.
Proof. We give a direct proof without using Korovkin’s theorem. Setting n(x) := 
(
nx
n−1
)
, we
have, respectively,
w¯
[n]
i =
i
n
w
[n]
i−1 +
(
1 − i
n
)
w
[n]
i =
i
n
n
(
i − 1
n
)
+
(
1 − i
n
)
n
(
i
n
)
and
xi = i
n
w
[n]
i−1
w¯
[n]
i
= i
n
n
( i−1
n
)
i
n
n
( i−1
n
)+ (1 − i
n
)
n
( i
n
) .
Then the numerator ofRn f can be written
n∑
i=0
(
i
n
n
(
i − 1
n
)
+
(
1 − i
n
)
n
(
i
n
))
f
(
i
n
n
( i−1
n
)
i
n
n
( i−1
n
)+ (1 − i
n
)
n
( i
n
)
)
B(n)i ,
which is equal to Bnn(x), where
n(x) =
(
xn
(
x − 1
n
)
+ (1 − x)n(x)
)
f
(
xn
(
x − 1
n
)
xn
(
x − 1
n
)+ (1 − x)n(x)
)
.
When n → +∞, we shall prove that n converges uniformly to  f , so Bnn will also converge
to  f . As the denominator converges to , this will imply thatRn f uniformly converges to f for
any continuous function f.
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Let us set un(x) := xn
(
x − 1
n
)
and vn(x) := (1 − x)n(x), then we can write
(n −  f )(x) =
[(un(x) + vn(x)) − (x)] f
(
un(x)
un(x) + vn(x)
)
+(x)
[
f
(
un(x)
un(x) + vn(x)
)
− f (x)
]
.
The first bracket can be written
(un(x) + vn(x)) − (x) = x
[

(
nx − 1
n − 1
)
− (x)
]
+ (1 − x)
[

(
nx
n − 1
)
− (x)
]
.
As | nx−1
n−1 − x | and | nxn−1 − x | are both bounded above by 1n−1 , the two preceding brackets are
bounded by (, 1
n−1 ). So, the first bracket is itself bounded by the same quantity. In the second
bracket, we first bound the difference∣∣∣∣ un(x)un(x) + vn(x) − x
∣∣∣∣ = |(1 − x)un(x) − xvn(x)|un(x) + vn(x) .
For the numerator, we get the following bound:
|(1 − x)un(x) − xvn(x)| = x(1 − x)
∣∣∣∣
(
nx − 1
n − 1
)
− 
(
nx
n − 1
)∣∣∣∣  14
(
,
1
n − 1
)
.
For the denominator, a lower bound is
un(x) + vn(x) = xn
(
x − 1
n
)
+ (1 − x)n(x)m := inf
x∈I
(x) > 0.
Therefore, we obtain∣∣∣∣ un(x)un(x) + vn(x) − x
∣∣∣∣  14m
(
,
1
n − 1
)
,
from which we deduce∣∣∣∣ f
(
un(x)
un(x) + vn(x)
)
− f (x)
∣∣∣∣ 
(
f, 1
4m

(
,
1
n − 1
))
.
Finally, we obtain the following bound:
|n(x) − (x) f (x)|‖ f ‖∞
(
,
1
n − 1
)
+ ‖‖∞
(
f, 1
4m

(
,
1
n − 1
))
,
which proves the uniform convergence of n to . f when n → +∞. 
Remark 7.2. The hypothesis on the denominators might be slightly weakened by choosing
Qn−1 = Bn−1n where {n, n1} is a sequence of functions converging uniformly to some
fixed function . However, it could be interesting to find more general sufficient conditions on
weights ensuring the convergence ofRn f to f.
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8. Error estimates
In this section, we give two error estimates, the first for f continuous and the second for f ∈
C2(I ). We shall use the following notations for the function  generating the denominators
Qn−1 = Bn−1
0 < m := min{(x); x ∈ I }M := max{(x); x ∈ I }.
8.1. Error estimates for f ∈ C0(I )
We give two results in function of moduli of smoothness of first and second orders. We recall
general quantitative results involving these moduli and we apply them to the operatorsRn . Such
estimates were established by Shisha and Mond [26] and by Gonska et al. [15–17], and later
refined by Pa˘lta˘nea [21,22].
Theorem 8.1. Let K = [a, b], f ∈ C(K ), and let Ln be a sequence of positive linear operators
preserving linear functions. Then, for all h > 0,
|Ln f (x) − f (x)|
(
1 + 1
h
√
Ln((m1 − xm0)2; x)
)
1( f ; h).
Theorem 8.2. Let K = [a, b], f ∈ C(K ), and let Ln be a sequence of positive linear operators
preserving linear functions. Then, for all h > 0,
|Ln f (x) − f (x)|
(
1 + 1
2h2
Ln((m1 − x)2; x)
)
2( f ; h),
where
2( f ; h) = sup
||h
{| f (x + ) − 2 f (x) + f (x − )|, x ± h, x ∈ [a, b]}.
Applying these results to the rational operatorRn , we get for the first modulus of smoothness
|Rn f (x) − f (x)|
(
1 + 1
h
√
Rn((m1 − xm0)2, x)
)
1( f, h).
AsRnmr = mr for r = 0, 1, we have
(Rnm2 − m2)(x) = Rn((m1 − xm0)2, x) =
n∑
i=0
w¯i (xi − x)2 B(n)i (x)/Qn−1(x).
Moreover, as w¯iM , Qn−1(x)m, and  = Mm , we get
Rn((m1 − xm0)2, x)
n∑
i=0
(xi − x)2 B(n)i (x) = Bn((	n − x)2, x),
where the function 	n is defined by
	n(t) =
tn
(
t − 1
n
)
tn
(
t − 1
n
)+ (1 − t)n(t) with n(t) = 
(
nt
n − 1
)
.
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From the decomposition
(	n(t) − x)2 = (	n(t) − t)2 + 2(	n(t) − t)(t − x) + (t − x)2,
we deduce
Bn((	n − x)2, x) = Bn((	n − m1)2, x) + 2Bn((	n − m1)(m1 − x), x) + Bn((m1 − x)2, x).
It is well known (see e.g. DeVore and Lorentz [6, Chapter 10]) that
Bn((m1 − x)2, x) = 1
n
x(1 − x).
Moreover we obtain
|	n(t) − t | = t(1 − t)
|n
(
t − 1
n
)− n(t)|
tn
(
t − 1
n
)+ (1 − t)n(t)
1
m
t(1 − t)1
(
; 1
n − 1
)
.
Using x2(1 − x)2 116 and the abbreviation
1 := 1
(
; 1
n − 1
)
,
we first deduce
Bn((	n − m1)2, x)
21
m2
Bn((m1 − m2)2, x)
21
16m2
and second
|Bn((	n − m1)(m1 − x), x)| 14m Bn(|m1 − x |)
1
4m
√
x(1 − x)
n

1√
n
1
8m
.
Finally, we obtain
Bn((	n − x)2, x) 14n +
1√
n
1
4m
+ 
2
1
16m2
,
from which we deduce
Bn((	n − x)2, x) 14n + 2
1
2
√
n
1
4m
+ 
2
1
16m2
= 1
4
(
1√
n
+ 1
2m
)2
and finally
Rn((m1 − xm0)2, x) 4
(
1√
n
+ 1
2m
)2
.
We then obtain, with h = 1√
n
+ 12m
|Rn(x) − f (x)|
(
1 +
√

2
)
1
(
f, 1√
n
+ 1
2m
1
(
,
1
n − 1
))
.
For the second order modulus of smoothness, we have
|Rn f (x) − f (x)|
(
1 + 1
2h2
Rn((m1 − x)2; x)
)
2( f, h)
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so, by taking the same h as above, we get
|Rn(x) − f (x)|
(
1 + 
8
)
2
(
f, 1√
n
+ 1
2m
1
(
,
1
n − 1
))
.
Theorem 8.3. For f and  in C(I ), the following error bounds hold:
|Rn f (x) − f (x)|
(
1 +
√

2
)
1
(
f, 1√
n
+ 1
2m
1
(
,
1
n − 1
))
,
|Rn f (x) − f (x)|
(
1 + 
8
)
2
(
f, 1√
n
+ 1
2m
1
(
,
1
n − 1
))
.
Remark 8.4. When  satisfies a Hölder condition of order 12 , i.e.
|(t1) − (t2)| |t1 − t2|1/2
we see thatRn f (x) − f (x) = O
(
1
(
f, 1√
n
))
= O
(
2
(
f, 1√
n
))
.
8.2. Error estimates for f ∈ C2(I )
By Peano’s kernel theorem (see e.g. [3,6,24]), if f ∈ C2(I ), we have
Rn f (x) − f (x) =
∫ 1
0
kn(x, t) f ′′(t) dt,
where kn(x, t) = Rn[(.− t)+](x) − (x − t)+ which is positive since the function (. − t)+: x →
(x − t)+ is convex and Rn is shape preserving. Therefore, we obtain
Rn f (x) − f (x) = f ′′(	)
∫ 1
0
kn(x, t) dt = 12 f
′′(	)(Rnm2 − m2)(x).
AsRnmr = mr for r = 0, 1, we have
(Rnm2 − m2)(x) = Rn((m1 − xm0)2, x) 4
(
1√
n
+ 1
2m
)2
.
When  satisfies a Hölder condition
|(t1) − (t2)|C |t1 − t2|1/2
we have, since 1√
n−1
√
2√
n
for n2:
1
(
,
1
n − 1
)

√
2C√
n
that implies
1√
n
+ 1
2m

(
1 +
√
2
2
C
m
)
1√
n
.
Theorem 8.5. For f ∈ C2(I ) and  ∈ C(I ), there holds:
‖Rn f − f ‖∞ 8‖ f
′′‖
(
1√
n
+ 1
2m
1
(
,
1
n − 1
))2
.
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Moreover, if  satisfies the Hölder condition |(t1) − (t2)|C |t1 − t2|1/2, there holds:
‖Rn f − f ‖∞ 8
(
1 +
√
2C
2m
)2
‖ f ′′‖1
n
.
9. A Voronovskaja theorem
As for classical Bernstein operators, we have the following result:
Theorem 9.1. For f ∈ C2(I ) and  ∈ C1(I ), we have the uniform limit
lim
n→+∞ n (Rn f (x) − f (x)) =
1
2
x(1 − x) f ′′(x).
For the proof, we need the following lemma, where we use the notation X = x(1− x). We also
recall the notation mr (x) := xr , r0, for monomials.
Lemma 9.2. lim
n→+∞ n
(
Rn((m1 − x)2, x)
)
= X, lim
n→+∞ n
2
(
Rn((m1 − x)4, x)
)
= 3X2,
Proof. (1) First, we have
Rn((m1 − x)2, x) = Rnm2(x) − m2(x) =
∑n
i=0 w¯i (xi − x)2 B(n)i (x)∑n
j=0 w¯ j B
(n)
j (x)
.
Setting
¯n(x) := xn
(
x − 1
n
)
+ (1 − x)n(x) = x
(
nx − 1
n − 1
)
+ (1 − x)
(
nx
n − 1
)
we see that
w¯i = ¯n
(
i
n
)
and xi = 	n
(
i
n
)
.
Therefore, setting
n(t) := ¯n(t)(	n(t) − x)2,
we obtain
n (Rnm2(x) − m2(x)) = nBnn(x)Bn¯n(x)
.
As ¯n tends to  uniformly, the denominator tends to (x). Proving that the numerator nBnn(x)
tends to x(1 − x)(x) uniformly will imply the result onRnm2 − m2.
We need to prove the two following uniform limits:
lim n(x − 	n(x)) = x(1 − x)
′(x)
(x) and lim n(¯n(x) − (x)) = 0.
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For the first, we use the mean value theorem:
n(x − 	n(x)) = x(1 − x)
¯n(x)
n
(

(
nx
n − 1
)
− 
(
nx − 1
n − 1
))
= x(1 − x)
¯n(x)
n
n − 1
′
(
nx − s
n − 1
)
,
with 0 < s < 1. Moreover, as lim ¯n(x) = (x) and lim′
(
nx−s
n−1
)
= ′(x), we obtain the first
limit. For the second limit, we get, by using again the mean value theorem
n(¯n(x) − (x)) = nx
(

(
nx − 1
n − 1
)
− 
(
nx − x
n − 1
))
+n(1 − x)
(

(
nx
n − 1
)
− 
(
nx − x
n − 1
))
= n
n − 1 x(1 − x)
(−′(sn) + ′(tn)) with lim sn = lim tn = x,
from which we deduce that lim n(¯n(x) − (x)) = 0 uniformly.
Now, let us come back to lim nBnn and let us set (t) = (t)(t − x)2. We want to prove the
uniform limit
lim nBnn(x) = x(1 − x)(x).
We have successively
nBnn = Bn[n¯n(	n − x)2] = Bn[n¯n(	n − m1 + m1 − x)2]
= Bn[n¯n(	n − m1)2] + 2Bn[n¯n(	n − m1)(m1 − x)]
+Bn[n¯n(m1 − x)2] = Bn(
n) + Bn(n) + Bn(n).
As 
n = n(	n − m1)¯n(	n − m1), with lim n(	n − m1) = (m2 − m1)
′
 , lim ¯n =  and
lim(	n − m1) = 0, we obtain lim 
n = 0 and lim Bn(
n) = 0. In the same way, we can prove that
lim n = 0 and lim Bnn = 0. For n , we know that Bn[n(m1 − x)2] = x(1− x) and lim ¯n = ,
therefore we get lim Bn(n) = x(1 − x)(x). Finally, as the preceding limits are uniform, we
obtain the expected result lim Bn(nn)(x) = x(1 − x)(x), which implies the first result of the
lemma.
(2) The second limit is proved in a similar way. Denoting
n(t) := ¯n(t)(	n(t) − x)4,
we obtain
Rn((m1 − x)4, x) =
∑n
i=0 w¯i (xi − x)4 B(n)i (x)∑n
j=0 w¯ j B
(n)
j (x)
= Bnn(x)
Bn¯n(x)
.
We will prove the uniform limits
lim n2 Bnn(x) = 3X2(x), X := x(1 − x).
We can write n2 Bnn(x) as follows:
n2 Bnn(x) = Bn(
n + n + n + n + n)(x),
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where we define successively

n := n2(	n − m1)2¯n(	n − m1)2, n := 4n2(	n − m1)2¯n(	n − m1)(m1 − x),
n := 6n2(	n − m1)2¯n(m1 − x)2, n := 4n(	n − m1)¯nn(m1 − x)3,
n := ¯nn2(m1 − x)4.
We know that lim n(	n − m1) = (m2 − m1)
′
 , thus lim n
2(	n − m1)2 = (m2 − m1)2
(
′

)2
and, using lim(	n − m1) = 0, we get lim 
n = 0, whence lim Bn(
n) = 0. In the same way,
as lim Bn(m1 − x) = 0, we get lim n = 0 and lim Bn(n) = 0. Then, using lim n = 6(m2 −
m1)2 
′2
 (m1 − x)2 and lim nBn((m1 − x)2, x) = X , we obtain
lim nBn(n, x) = 6X3
′2(x)
(x) .
Finally, using lim n2 Bn((m1 − x)3, x) = (1 − 2x)X and lim n2 Bn((m1 − x)4, x) = 3X2 (see e.g.
[6]), we get successively the uniform limits
lim nBn(n)(x) = −4(1 − 2x)X′(x), lim Bn(n)(x) = 3X2(x).
As lim Bn(n) = lim Bn(n) = 0, by summing up and by using the fact that lim Bn¯n(x) = (x),
we get the second result of the lemma. 
Proof of Theorem 9.1. For all 0 in, we write
f (xi ) = f (x) + (xi − x) f ′(x) + (xi − x)2
(
1
2
f ′′(x) + h(xi − x)
)
,
where h(y) = hx (y) is bounded for all y ∈ I and lim h(y) = 0 when y → 0. As Rn is exact on
P1, we can write
Rn f (x) =
n∑
i=0
f (xi )(n)i (x) = f (x) +
1
2
f ′′(x)Rn[(m1 − x)2]
+
n∑
i=0
(xi − x)2h(xi − x)(n)i (x),
and we obtain
n(Rn f (x) − f (x)) = 12 f
′′(x)Rn[n(m1 − x)2] +
n∑
i=0
n(xi − x)2h(xi − x)(n)i (x).
For a given  > 0, there exist a  > 0 such that |y| <  implies |h(y)| < . Therefore the right
sum can be written under the form Sn + S′n , where
Sn =
∑
|xi −x |<
n(xi − x)2h(xi − x)(n)i (x) and
S′n =
∑
|xi −x |
n(xi − x)2h(xi − x)(n)i (x).
In the first sum, as |xi − x | < , we have h(xi − x) < , thus
0 Sn
∑
i
n(xi − x)2(n)i (x) = nRn[(m1 − x)2].
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When n → +∞, the right hand side is equivalent to X . In the second sum, we use the fact that
1 (xi − x)2/2 and that h is bounded by some constant A > 0 in order to write
0 S′n A−2
∑
i
n(xi − x)4(n)i (x) = A−2Rn[n(m1 − x)4].
By Lemma 3, we get lim n2Rn[(m1 −x)4] = 3X2, thereforeRn[n(m1 −x)4] ∼ 3X2n . Both results
on Sn and S′n imply that lim n(Rn f (x) − f (x)) = 12 X f ′′(x). 
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