Abstract. Let M be a complete Riemannian manifold and D : C ∞ 0 (E) → C ∞ 0 (F ) a first order differential operator acting between sections of the hermitian vector bundles E, F . Moreover, let V :
Introduction
Let M be a connected complete Riemannian manifold. Furthermore, let E be a hermitian vector bundle over M. We denote by L 2 (E) the Hilbert space of square integrable sections of E with respect to the scalar product Note that (1.1) is well-defined also if u is only locally square integrable and v has compact support, or vice versa.
comp (E) denote the space of sections of E which are locally square integrable resp. square integrable with compact support. Sometimes it will be convenient to consider distributional sections of E. We denote by C −∞ (E) the (anti)dual space of C ∞ 0 (E) with respect to the anti-dual pairing (1.1). Next we consider a second hermitian vector bundle, F , and a first order differential operator
(1.2)
Note that we do not assume D to be elliptic. We denote by D t the formal adjoint of D, i.e. for compactly supported sections
Thus D, D t extend to maps on distributional sections of E, F and we will write Du, D t v also if u, v are distributional sections of E, F , resp. (mostly u, v will at least be locally square integrable).
Furthermore, letD be the principal symbol of D. Then for u ∈ C −∞ (E) and
loc (E) and φ is a locally Lipschitz function. Note that the defining relation (1.4) for the principal symbol implies that
We consider D as an unbounded operator from
Next we consider the Schrödinger operator
where
H is a symmetric operator in L 2 (E) with domain C ∞ 0 (E). As for D we denote by H min the closure of H and H max = H * = H * min . Definition 1.2. Let M be a complete Riemannian manifold and let 0 < ̺ ≤ 1 be a locally Lipschitz function. We write
The latter limit is taken in the one-point compactification of M, i.e. γ(t) eventually leaves any compact subset K ⊂ M.
Finally, put c(x) := max(1, |D(x)|). c(x) is an upper estimate for the propagation speed of D. Now we can state the main result:
We comment on the assumptions and discuss some special cases: Remark 1.4. 1. We emphasize, that the method presented here (as the title indicates) is essentially the one of Shubin [6, 7] , modulo necessary changes due to the more general class of operators under consideration. We found it however worthwhile to show that in principle all operators of the form D t D + V can be dealt with in a unified way, going much beyond the class of Laplace type operators.
2. The assumption (3) is automatically fulfilled if D t D is elliptic, or, more generally, if D t D is elliptic on a "sufficiently large" subset (see Proposition 5.1 below). We tried hard to prove the following conjecture:
loc (E). Let us first comment on why this conjecture is conceivable. If T 2 is essentially selfadjoint then also T is essentially self-adjoint and
. So, if we remove the "loc" subscripts then the statement of the conjecture holds. Now, since T is a differential operator, it is hard to believe that the validity of the conclusion depends on global properties of u. If one believes that the statement is a purely local one then it should be true even without the essential selfadjointness assumption on T 2 , since every symmetric first order differential operator T can be altered outside a compact set in such a way that all powers become essentially self-adjoint (cf. the proof of Proposition 5.1 below). Maybe it is possible to prove (or disprove) the conjecture by microlocal methods. This we did not try too hard.
In Proposition 5.3 below it is proved that the conjecture in conjunction with condition (2) implies condition (3).
3. Let V = 0 and Q = 1. Then we obtain the essential self-adjointness of t D is a generalized Laplace operator. In this case, the integrand of (Hu, v) − (u, Hv) can be expressed explicitly in terms of a divergence. These explicit divergence formulas are used in an essential way. We emphasize that our method works without such explicit formulas. The substitute for them is a more elaborate use of the calculus of unbounded operators in Hilbert space.
In particular, we wanted to include all Dirac type operators. For those, of course, the explicit divergence formulas could be worked out, although it would be somewhat tedious.
The magnetic Schrödinger operator considered in [7] is a priori not covered by Theorem 1.3 if the magnetic potential is not smooth. However, if D t D is elliptic, our proof can easily be adapted to the case that the 0th order part of D is only Lipschitz. For the sake of a simpler presentation, however, we will confine ourselves to the case of an operator D with smooth coefficients.
Some Preparations
(1.3) holds in greater generality:
Proof. u ∈ D(D min ) follows easily by means of a Friedrich's mollifier constructed in a neighborhood of the compact support of u.
Next choose a cut-off function φ ∈ C ∞ 0 (M) with φ ≡ 1 in a neighborhood of supp u.
since supp dφ ∩ supp u = ∅.
Lemma 2.2. Let ̺ ≥ 1 be a locally Lipschitz function on M with
Then there is a sequence of Lipschitz functions (φ n ) with compact support satisfying
Proof. Denote by d ̺ the distance function with respect to the metric g ̺ = ̺ −2 g. Then fix x 0 ∈ M and put
As in [6] one concludes
and
φ n obviously has the desired properties.
The norm estimate for
Proof. Let 0 ≤ ψ ≤ Q −1/2 be a locally Lipschitz function with compact support and put C = sup p∈M c(p)|dψ(p)|.
Using Lemma 2.1 we find
Using 2|ab| ≤ a 2 + b 2 the latter can be estimated
and thus
We apply Lemma 2.2 with ̺ = c and obtain a sequence (φ n ) of Lipschitz functions φ n which satisfy (2.3) with ̺ = c. Putting ψ n = φ n Q −1/2 we have 0 ≤ ψ n ≤ Q −1/2 and
Since ψ n (p) → Q −1/2 (p) as n → ∞ we reach the conclusion by invoking the dominated convergence theorem. 
hence we can apply Proposition 3.1 and find that
loc (E). Finally, the latter implies in view of This proves the claim.
is square integrable. Since T 2 is essentially self-adjoint, this implies that is square integrable. This implies that (Du) ↾ K n is square integrable.
