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Explosive hazards, above and below ground, are a serious threat to civilians and soldiers. In an attempt to mitigate these threats, different forms of explosive hazard detection (EHD) exist; e.g, multi-sensor hand-held platforms, downward looking and forward
looking vehicle mounted platforms, etc. Robust detection of these threats resides in the
processing and fusion of different data from multiple sensing modalities, e.g., radar, infrared, electromagnetic induction (EMI), etc. The focus of this thesis is on the implementation of two new algorithms to form a new energy-based prescreener in hand-held ground
penetrating radar (GPR). First, B-scan signal data is curvelet fltered using either ReverseReconstruction followed by Enhancement (RRE) or selectivity with respect to wedge information in the Curvelet transform, Wedge Selection (WS). Next, the result of a bank of
matched flter are aggregated and run a size contrast flter with Bhattacharyya distance.
Alarms are then combined using weighted mean shift clustering. Results are demonstrated
in the context of receiver operating characteristics (ROC) curve performance on data from

a U.S. Army test site that contains multiple target and clutter types, burial depths, and times
of the day.
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CHAPTER 1
INTRODUCTION

1.1

Motivation
Explosive hazards are a danger to both soldiers and civilians. In 2001, it was estimated

that almost 10,000 people are injured or killed due to explosive hazards [52]. Not all
explosive hazards are in countries that are still in confict. Many mines, today, have still
active in countries where confict has ended, but the mines have not been found. In an
effort to mitigate this threat, the United States has invested more than $ 2.6 billion for the
detection and clearance of explosive hazards in more than 90 countries since 1993 [52].
Explosive hazards come in many different forms: anti-personnel or anti-tank, above or
below ground, and metal or non-metal with varying shapes and sizes. Due to the varying forms of explosive devices and varying environmental conditions, many different detection methods are being explored for detection. Some of these detection methods are
ground-penetrating radar (GPR) [19] [31], hyperspectral [68], electromagnetic induction
(EMI) [33], infrared (IR) [3], [4], and acoustics [25],[71]. These methods are also implemented on different platforms, such as vehicle-mounted forward-looking, vehicle-mounted
downward-looking, and handheld platforms. All of these platforms come with their own
advantages and disadvantages.

1

Forward-looking platforms are usually vehicle-mounted. These platforms scan the environment in front of the device. These platforms are attractive for their ability to detect
hazards with a great standoff distance in detection. The drawback of this platform is that
the detection ability depends on objects in the environment due to a wide feld of view
and is very susceptible to clutter. Clutter is any unwanted returns that the radar receives.
A downward-looking platform points down towards the ground causing a smaller feld of
view. Due to the smaller feld of view, these platforms are less susceptible to clutter that
may be in the environment. This platform, however, requires a lot of power. Its size also
reduces the places this device can detect.
Handheld platforms are smaller devices that can be used for detection. These platforms
allow the user to hold the device and scan an area. The drawback, however, with this platform is that the detection ability can be affected by the user. Unlike the vehicle-mounted
systems, the sweeping rate is not constant and will vary by user. However, due to its small
size, these devices are able to scan areas that the vehicle-mounted systems cannot reach
and be a low cost option for detection.

1.2

Contributions
The main contributions of this thesis is the development of two Curvelet-based algo-

rithms to detect explosive hazards for a handheld platform. The two algorithms developed
are (1) Reverse Reconstruction and Enhancement and (2) Wedge Selection. The Reverse
Reconstruction and Enhancement method was inspired by the a reconstruction method
´ that denoises data that contains Gaussian noise [8]. Wedge Selection
present by Candes
2

uses the construction of Curvelets to remove the wedges that contain the ground return.
Both of these algorithms were developed to denoise by removing the ground return from
the GPR data and enhance the hyperbolic signature associated with an explosive hazard.
These algorithms were evaluated in a prescreener using GPR data. These contributions
were published in:
[69] J. L. White, D. T. Anderson, J. E. Ball, and B. Parker, ”Curvelet flter based
prescreener for explosive hazard detection in hand-held ground penetrating radar,” SPIE
Defense+ Security. International Society for Optics and Photonics, 2016, pp. 98230H98230H.

1.3

Guide to the Paper
Chapter 2 presents a background of ground penetrating radar. It discusses what GPR

is and how it is used. A background of the curvelet transform is also presented and the
motivation of why it was chosen to be used for mine detection is discussed.
Chapter 3 discusses the two novel methods of explosive hazard detection using Curvelets.
These methods were used to denoise and enhance the target signature in GPR data. It also
discusses the data that was used and the construction of the prescreener. The results of the
two algorithms are also presented in the form of ROC curves.
Chapter 4 provides a brief summary for the methods that are proposed in this thesis and
presents future work.

1.4

Other Contributions
Other contributions were made over the course of my Master’s degree:
3

• Runway assessment via remote sensing [18] L Dabbiru, P. Wei, A. Harsh, J. White,
J. E. Ball, J. Aanstoos, P. Donohoe, J. Doyle, S. Jackson, and J. Newman, ”Runway assessment via remote sensing,” Applied Imagery Pattern Recognition Workship
(AIPR), 2015 IEEE. IEEE, 2015, pp. 1-4.
• Background Adaptive Division Filtering for Hand-Held Ground Penetrating Radar
[39] M.A. Lee, D. T. Anderson, J. E. Ball, and J. L. White, ”Background Adaptive Division Filtering for Hand-Held Ground Penetrating Radar,” SPIE Defense+
Security, International Society for Optics and Photonices, 2016, pp. 98230I-98230I.
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CHAPTER 2
BACKGROUND

2.1

GPR
Detection of buried or obstructed objects have intrigued researchers for a very long

time. This may be primarily due to its importance in a wide array of applications including
landmine removal, archaeology, etc. As a result, numerous approaches and techniques have
been developed to detect buried and obstructed objects. One such widely-known technique
is GPR. This technique allows the user to view or detect objects, collect data without the
risk of disturbing the area, and also reduces the time to collect the information. Ground
penetrating radar is a radar system that can be used to remotely access some material, such
as soil or walls, and image the material using a series of electromagnetic pulses.

2.1.1

How it works?

A GPR system consists of a controller, a signal generator, a transmitter, a transmitting
antenna, a receiver, and a receiving antenna. The controller controls the signal generator.
The signal generator generates an electromagnetic pulse. The pulse that is generated by the
signal generator will be sent at a given frequency. When choosing the frequency to send,
a trade-off needs to be made between the resolution and the penetration depth. Higher
frequency waveforms will provide higher quality imagery with a shallower depth [54].
5

Figure 2.1
Basic principle of GPR

Lower frequency waveforms will be able to image larger depths but with degraded
image quality. Therefore, the transmit frequency should be chosen based on the application
of the GPR. This electromagnetic pulse is sent into the ground by the transmitting antenna.
The transmitting antenna radiates the electromagnetic pulse from the signal generator
in all directions, however, only the portion of waves that are pointed in the direction of the
ground or under the antenna will actually penetrate the ground. These waves will create
almost a cone-like radiation pattern through the ground. When the pulse encounters an
object or discontinuity of a different permittivity than the ground, the pulse will scatter
causing a portion of the signal to be refected to the receiving antenna.
The receiving antenna receives the signal that is returned from the ground. The strength
or amplitude of this signal will depend on the material of which the object is made and
how deep the object is located. For example, objects with high metal content will have
a stronger return than objects that are made of plastic. Likewise, objects that are buried

6

closer to the surface are more likely to have a higher return than deeper objects of the same
size.

2.1.2

Why data needs preprocessing?

One of the most critical parts of interpreting GPR data is to preprocess the data, because
raw GPR data usually contains large clutter signal returns. As the radar system moves over
the ground, it is receiving a series of returns. Due to the cone-like shape of the transmitter
beam, small targets that may be present will start to appear in the data before the radar
system has gone over the target. Due to the relative view of the radar, the time-delay will
be bigger and the target will appear deeper in the return signal. As the radar system goes
over the target, the time-delay between the transmitter and the receiver will be smaller and
therefore, the target will appear at its natural depth in the signal. This relative position
between the radar and the target causes the target to have a hyperbolic return as shown in
Figure 2.2. Due to this particular characteristic of the radar system, some clutter profles
may appear similar to that of a small target. Preprocessing serves as a way of improving
the discrimination between clutter and target by reducing the effect of GPR characteristics
on the data aiding in target detection. A few types of clutter that can be addressed by
preprocessing: air-to-surface return[29], objects in the soil, and soil heterogeneity[66].
The air-to-surface return, also known as the ground return, is a refection of the radar
signal as the signal hits the ground surface. As stated earlier, when the permittivity from
one medium to another changes, a refection of the energy will occur. Due to the large
difference of permittivity between air and soil, the majority of the energy from the signal is
7

Figure 2.2
Example the hyperbolic return produced by radar

refected to the receiving antenna. This high refection causes the ground return to dominate
the rest of the GPR signal. In the case of object detection, this dominating return makes the
object hard to detect in raw unprocessed data. Due to diffcult object detection, it would be
desired to remove this return from the data.
Soil heterogeneity and objects in the soil are a major sources of clutter in GPR data.
As the GPR signal hits a change in the soil or a buried object, the pulse will be refected
back to the receiver. In the case of target detection, this could cause false alarms to be
detected as real targets or the clutter could mask the detection of the target, which would
be undesirable and dangerous.

8

Figure 2.3
Example of A-Scan

2.1.3

GPR Processing Techniques

There are many different techniques that have been used to process GPR data. When
the electromagnetic pulse from the GPR transmitter hits an object of differing permittivity,
the backscatter is echoed to the antenna. This backscatter from this pulse is known as an
A-scan or GPR trace. In an A-scan, the echoes are time-delayed and correspond to the
depth at which the differing material was encountered. An example of an A-Scan is shown
in Figure 2.3. As the sensor moves along a straight line, the consecutive A-scans can be put
together to form a B-scan or an image slice of the ground. Figure 2.4 shows an example of
a B-Scan. Parallel B-scans can then be placed together to for a 3-D profle of the ground
or what is referred to as a C-scan. Most published GPR data will be processed in one of
these forms. A few of the techniques will be discussed in this section.

9

Figure 2.4
Example of B-Scan

2.1.3.1

Mean Subtraction

The simplest and most widely used way processing method is a mean subtraction
method. This method assumes that the target material varies randomly independent of
the mean and that the target only appears in a small number of samples[36]. Mean subtraction has been popular to remove clutter and the ground return in GPR data. Even though
this is the simplest method, there are many different techniques used to implement this
method.
One technique used is to calculate an average over a B-scan and subtract this average
from every A-scan [1] in the data, known as the average subtraction method. This technique
works best for removing clutter that is horizontal across the A-scans and is mainly used to
the removal of the ground return from the signal[6]. In the case that their are variations in
the soil or change or sensor placement, this method would not be very effective.

10

Another technique that is an extension to the average subtraction method described
above is known as a windowed average subtraction. In this method, only a few A-scans in
a B-scan are averaged. This average is then subtracted from the A-scans within a window
around the signal of interest. This subtraction adapts to slowly varying signals which would
minimize return effects due to the variation of the soil.
Another widely known technique is background subtraction. This technique aims to
reduce ground clutter and aid in target detection by removing the background estimate of
the GPR data from the signal. The background is estimated using two different types of
flters: Mean and Median flters. The mean flter takes the weighted average along arbitrary
A-scans as the background estimation[61]. This type of flter helps in noise reduction by
removing random noise from the data. It works as a low-pass flter, leading to blurry edges
and is easily affected by pixel outliers. The median flter, on the other hand, estimates the
background as the median in the signal. This type of flter corrects the problems that are
associated with the mean flter, however it is not as fast as the mean flter.

2.1.3.2

Prony’s Method

Prony’s method is used to characterize a signal’s characteristics, such as, amplitude,
phase, frequency, and damping coeffcients of signal’s components [30]. The fundamental
basis for Prony’s method stems from the fact that every signal has a unique resonant characteristic. Therefore, targets in a signal can be identifed and discriminated based on their
individual characteristics. Based on this fact, Prony’s method is widely used for signal
identifcation and analysis.
11

Unlike the Fourier transform, this method is a parametric method that is used for modelling the data as a sum of damped complex exponentials. Prony’s method, in its basic
form, is vulnerable to noise [30]. Targets which are deeply hidden inside the noise and
have a weaker S/N ratio are diffcult to detect using this method. Improvements have been
made in this area as researchers are constantly looking to enhance the robustness of this
method.

2.1.3.3

Wavelet and Wavelet-based Transform Methods

Wavelet-based transform methods have been intensively used in various aspects of signal processing, such as, signal denoising, signal identifcation, data compression, and data
analysis. As data is often corrupted by noise, signal denoising plays a cardinal role in
removing the noise, with the goal of retaining and not distorting the signal.
The wavelet transform is a powerful technique in signal processing for its ability to
encode piecewise regular signals. Wavelets are constructed using a dictionary of isotropic
elements occurring at all scales and locations. The idea behind wavelets is that the analysis
of the signal is done by scale. Each scale represents a resolution of the data. Similar to
the Fourier transform, wavelets are linear operations that generate a structure of log2 (n)
segments of various lengths [27]. Unlike the Fourier transform, the wavelet transform
is localized in space, thus allowing wavelets give a sparse representation of the data and
making it well adapted to non-stationary signals with a varying frequency response. Due to
the sparseness, wavelets have been used for many applications, such as data compression,
feature extraction, and denoising.
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Signal denoising using the wavelet transform comprises of three steps:
1. Signal decomposition
2. Thresholding of the coeffcients
3. Signal reconstruction

The frst step is to perform the wavelet analysis of the noisy signal. The second step
is to threshold the coeffcients to remove noise. Thresholding can either be hard and soft
depending on the type of data and nature of the task [27]. Donohoe’s method is a widely
used method for computing the threshold and is given by [23]. Once the threshold coeffcients are computed, the fnal step is to reconstruct the signal using those coeffcients and
approximation coeffcients of the chosen level.
The main success of wavelets is primarily due to its ability to provide an optimally
sparse approximation of frequently recurring signals, represent point singularities more
effciently than traditional Fourier techniques, and precisely digitize the continuum domain
transforms very quickly [37]. Despite these successes, traditional wavelets are not very
effective at dealing with multivariate data, such as data with singularities along curves
such as edges in 2D or image data. Some researchers refer to data with these singularities
along curves cartoon imagery [23] due to the curviness of the the details. The reason for
this is that most wavelet analysis systems are isotropic objects, that is, they do not vary
with direction. Therefore, images that have singularities along curves will affect all scales
and translations of the wavelet. This can be seen in Figure 2.5. Due to this limitation,
researchers have been looking for different methods to extend the wavelet transform to

13

account for these anisotropic features. Some methods that were developed as an extension
to wavelets are the curvelet, shearlet, and contourlet transforms.

Figure 2.5
Wavelet transform vs. anisotropic transform

One of the frst breakthrough extensions to the wavelet transform is the Curvelet transform. The Curvelet transform has been used for a wide variety of applications, such as
image denoising, image enhancement, compression, and structure extraction[44]. Unlike
the isotropic elements that occur in wavelets, curvelets have needle-shaped elements that
have a high directional sensitivity and anisotrophy. Figure 2.6 and Figure 2.7 show the
structural difference between a curvelet and a wavelet. Each of the needle-shaped elements correspond to a scale, position, and orientation. The scale determines the height and
width of the curvelet element, the position determines where the curvelet corresponds in
the image, and the orientation determines the direction of that curvelet. The direction of
14

the curvelet is determined by rotation from 0◦ to 360◦ . As a curvelet elements lines up with
an edge in an image, the element gives a response. If the curvelet is highly correlated, a
high response will be generated. From this knowledge, noise, such as Gaussian noise, will
only correspond to a few curvelet coeffcients producing a low response. Therefore, noise
can generally be reduced by removing the smallest curvelet coeffcients.

Figure 2.6
Wavelets

The frst curvelet algorithm was developed for the continuous domain and did not have
an easy way to be converted to a discrete domain at the time, so in 2005 Do and Vertterli
can up with a new transform to represent an image called the Contourlet transform [22].
The contourlet transform was inspired by the human visual system and the curvelet transform. It aimed to capture the contours of an image using elongated shapes that vary in
direction. The contourlet transform consists of a double flter bank. The frst flter bank is
a Laplacian pyramid. This flter bank produces a bandpass of the image to capture the point
15

Figure 2.7
Curvelets

discontinuities of the image. The second flter is a direction flter bank. The directional
flter bank is used to form the discontinuities of the Laplacian pyramid into linear structures. This is done by decomposing the image into frequency partitions and determining
orientation by shearing.
The same year Lebate, Lim, et. al introduced the shearlet transform. The shearlet
transform is a multiscale framework that allows the effciently encoding of anisotropic
features[37]. This approach was derived from a class of affne-like systems called composite wavelets. A shearlet is parameterized by a scaling, a shear, and a translation. Unlike
curvelets and similar to contourlets, shearlets makes use of a shearing technique to control directional selectivity. Shearing allows shearlets to be derived from a fnite number of
generating functions. Due to the fnite number of generator functions, the shearlet transform has been known to be relatively fast when compared to other multivariate functions.
Shearlets can be treated equal in the continuous and the discrete domain, because the shear
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matrix preserves the integer lattice. Despite these differences, both curvelets and shearlets
have been found to have the same decay rates of the L2 -error when using the N largest
coeffcients [44].
The curvelet, contourlet, and the shearlet are just a few of the developments to try to
extend the wavelet transform. Other transforms for multivariate analysis include steerable
wavelets [26], Gabor wavelets [40], bandlets [38], [48], surfacelets [42], ridgelets [11],
and grouplets [47].

2.1.3.4

3D/C-scan Processing

A processing method that is becoming increasingly of interest is C-scan or 3D processing. C-scan processing is the processing of a group of B-scans. One of the advantages of
using C-scan processing versus B-scan processing is that it gives more information about
a target leading to a greater target localization [20]. This also makes it easier to distinguish
between clutter or noise in the data, thus increasing the signal-to-noise ratio (SNR). Most
of the methods described above can be extended to work for C-scan processing. C-scan
processing, however, is not an easy task. Special considerations have to be taken when
the data. For example, the data needs to be focused or spurious features may occur [20].
Therefore, this method seems to be more of a post-processing technique rather than a preprocessing method.
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2.1.4

GPR Applications

Ground penetrating radar is a non-intrusive and nondestructive method for viewing
objects that may be obstructed by soil or walls. The capability to be able to remotely view
into objects has made GPR popular in many different applications for a variety of reasons.

2.1.4.1

Archaeology

GPR has been used in the feld of archeology for surveying an area. Archaeology
involves the excavation of sites to discover artifacts for research and preservation. The
artifacts can include anything, such as valuable minerals [55], buried remains, and even
historical buildings [62]. Early methods of archaeology was done by exploratory search,
meaning sites were excavated until an artifact was discovered [16]. This type of excavation
is costly, time consuming, and risks destroying the site. GPR allows archaeologists the
ability to locate the artifact or areas of interest in a fast and cost effective manner. It also
allows the archaeologist to evaluate the conditions around the artifact before they start
excavation or to study human interactions will ancient landscapes [16].

2.1.4.2

Forensic Applications

Police and law enforcement often need to use methods such as GPR when conducting
forensic searches. Forensic searches can involve locating buried or concealed weapons,
human remains, drugs, etc. in many different types of environments with different amount
of clutter [20]. These types of operations are expensive, time-consuming, and require a
signifcant amount of manpower. GPR provides a way to narrow the search to suspicious
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areas and uncover objects that may be hidden to the human eye. It also reduces the number
of extensive excavations that need to be carried out.

2.1.4.3

Geophysical Applications

GPR can be used for geophysical applications by probing rocks, soil, water, and ice
and snow [20]. Due to the physical properties of each of these, researchers have been able
to look for study anomalies that may occur in these samples. This lead to the detection of
different geological hazards, such as contamination of groundwater, underground cavities,
and faults [5]. Potential hazards need to be determined and any preventative measures
need to be in effect before development on a site can occur. This is very important for
many businesses and homeowners.

2.1.4.4

Road Inspection/Structure Integrity Inspection

Many civil engineering applications need GPR for the evaluation and inspection of
structures, such as roads and pavements. With the increasing number of transportation
vehicles, roads and pavements are degrading more rapidly with everyday wear and environmental conditions. Subsurface water, for example, causes roads to deteriorate more
quickly in areas, which can cause cavities to form in the road [20]. GPR allows experts
the ability to evaluate the condition these areas to fnd places of weakness, such as faults
and cavities, and take measurements to reinforce or replace the pavement [49]. GPR also
allows experts to determine the thickness of the pavement, which can help with estimating
weight constraints on the roads.
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2.1.4.5

Mine Detection

The most important application with regard to this thesis is mine detection. The detection of explosive hazards can be a daunting task, especially when the mine may still be
active and cause injury if disturbed. In order to limit the risk posed to civilians and soldiers
that may be unaware of these explosive hazards, a system needs to be in place that can
detect explosive hazards with near-perfect accuracy and limited risk to the user. Unlike
other methods of warfare, landmines can remain active for decades after a war is over. It
was estimated that there are millions of explosive hazards still buried and 26,000 people
are injured per year [70].
The search for these mines, however, is not a simple task. Landmines can be made of
metal or plastic, have different sizes and shapes, and be in many different depths. Unlike
the popular belief, landmines are not usually placed in a straight line in mine felds. They
can be placed anywhere and in many different environments. This means that the device
that is used for detection of landmines needs to be robust enough to handle a variety of
different conditions. A few of the other current methods for the detection of mines include
metal detectors [28], dogs [45], rats [46], electromagnetic induction (EMI) [33], acoustics
[25], and infrared [3].
GPR has been a very popular method in research as a means of improving mine detection effciency. One reason for this is the antenna of a GPR does not have to come into
contact with the ground and risk detonating a mine. Also, compared to the standard metal
detector, a GPR system may be able to fnd also fnd mines that are nonmetal and increase
detection capability.
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2.2

Curvelet Theory
Most natural and cartoon-like images have line-like edges or discontinuities along

curves, also called line or curve singularities. As described in Section 2.1.3.3, the wavelet
transform is a great widely-known method for representing point singularities due to their
isotropic structure. However, wavelets in their present form are not suitable for representing geometric structures with line or curve singularities, because these structures affect all
scales of the wavelet making it computationally ineffcient. Due to this limitation, there
has been great deal of research to fnd a method that would have all of the qualities of the
wavelet transform but also add a directionality that can be applied to geometric images
[65]. One such method that was developed was the curvelet transform.
The curvelet transform is an extension to the wavelet transform that incorporates the
orientation along with the scale and location to represent such images [12]. This section
will focus on the a brief evolution of curvelets, the motivation with using this method for
mine detection, and other applications that curvelets have been applied.

2.2.1

Ridgelets

The evolution of the curvelet transform started with the ridgelet transform. The ridgelet
` as a way to represent linear structures in an
transform was proposed in 1998 by Candes
image[10], [11]. Ridgelet analysis is the representation of function by superposition of
ridge functions. Ridgelets are formed using basis elements that have high directional sensitivity and anisotrophy [13]. The ridgelet transform comes in two forms: continuous and
discrete.
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2.2.1.1

Continuous Ridgelet Transform

The continuous ridgelet transform that is defned by Candès in [11] is described below.
The ridge function used in ridgelets is defned by
ψa,b,θ (x) = a−1/2 · ψ((cos(θ)x1 + sin(θ)x2 − b)/a),

(2.1)

where ψ is some chosen smooth univariate function that has a suffcient decay and a vanishing mean, a is the scale that is greater than zero, b is the position in the image, and θ is
the orientation in [0,2π). This ridge function is constant along cos(θ)x1 +sin(θ)x2 = const
and forms ridges, hence where the name is derived. Given an integrable bivariate function,
a ridgelet coeffcient is defned by
Z
Rf (a, b, θ) =

f (x)ψa,b,θ (x)dx

(2.2)

IR

and the exact reconstruction formula is
2π

Z

Z

∞

−∞

Z

Rf (a, b, θ)ψa,b,θ (x)

f (x) =
0

−∞

0

da dθ
db ,
a3 4π

(2.3)

which is valid almost everywhere for functions that are integrable and square integrable.
` also noted that there is a close relationship between the ridgelet transform and
Candes
the Radon transform. The Radon transform is defned by
Z
f (x1 , x2 )δ(x1 cos θ + x2 sin θ − τ )dt1 dt2 [65].

R(f )(θ, τ ) =

(2.4)

IR2

When the Radon equation 2.4 is placed as the function f (x) of the ridgelet transform, the
ridgelet transform becomes the application of the 1-D wavelet transform on slices of the
Radon transform for each orientation θ [11]. Therefore, the most popular strategy when
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calculating the continuous ridgelet transform is frst compute the Radon transform and then
apply the 1-D wavelet transform to R(f )(θ, ∗). This strategy is also used for the discrete
versions of the transform.

2.2.1.2

Discrete Ridgelet Transforms

For practical use in applications, a discrete version of the ridgelet transform needs to be
defned. There are many different versions of discrete ridgelet transforms (DRT), however
they all follow the same steps for 2D imagery (Figure 2.8):
1. Take a 2-D FFT on the image.
2. Separate the resulting image into radial lines.
3. 1-D inverse FFT on each radial line to obtain Radon transform.
4. Apply 1-D wavelet transform to each Radon sample.
One version of DRT is the rectopolar ridgelet transform [65]. The rectopolar ridgelet
transform has a fast implementation of the Radon transform. In this transform, the separation into radial lines is done based on a polar grid of rays that pass through the origin
of the 2-D FFT image and spread outward at an angle. The number of rays in this transform correspond to the number of projections and each sample in the ray corresponds to
the number of shifts per angle. This conversion from the Cartesian space to a polar grid is
using determined by interpolation, therefore it is known to be inaccurate. An alternative to
interpolation would be to replace with a pseudo-polar grid where rays are spread uniformly
by slope instead of angle. In a pseudo-polar grid, the angles are not evenly spaced, however
it contains twice as many samples. The rectopolar ridgelet transform has a redundancy of
four and is invertible, so reconstruction can be achieved.
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Figure 2.8
Ridgelet transform fowchart

Another DRT was proposed by Do and Vetterli for image compression and denoising was the orthonormal fnite ridgelet transform[65]. It is based on using a fnite Radon
transform with a 1-D orthogonal wavelet transform. In this algorithm the defnition of a
line is not defned in a geometrical way but an algebraic way. This lead to points seeming
arbitrary and randomly spread in the spatial domain and hard-thresholding causes the algorithm to produce artifacts in the image. This algorithm, however, is not redundant and is
invertible, which makes it a very interesting algorithm for denoising.
The fast slant stack ridgelet transform is different from the previous two algorithms
[65]. This algorithm is performs the Radon transform on a cartesian grid. The line integrals
are found by frst shearing an image that has been zero-padded on the vertical axis to fnd
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the angles of the lines in [−π/4, π/4]. The integral is then taken of all of the pixels per
vertical line. Similarly, the image is only zero-padded in the horizontal direction, the angles
in [π/4, 3π/4] are calculated, and the pixel values are integrated horizontally. Unlike the
previous two methods, this method is more algebraically and geometrically exact.
These are not the only types of DRTs. The algorithms that were described above apply
the ridgelet transform globally to an image. Using frequency tiling, the ridgelet transform
is able to be applied locally around an image. The frequency tiling is done by decomposing
the image into overlapping blocks such that the overlap between two vertically adjacent
blocks form a rectangle. The overlapping produces redundancy, but it also helps avoid
blocking artifacts. Due to this overlap, the block values are either weighted by a spatial
window or the block values are weighted when the image is reconstructed in order to retain
as close to the original pixel value as possible.

2.2.2

First-Generation Curvelets

In practice, edges in images are more curved than straight lines. Therefore, ridgelets are
not suitable to represent these types of images. However, when ridgelets are represented
at a fne scale, the curvature can be represented as straight lines. This concept led to the
development of the frst-generation curvelet transform.
The frst-generation curvelet transform, which will be referred to as CT1, was developed by Candès and Donoho in 1999. The construction of the CT1 was based on combining the ideas from ridgelets, multiscale ridgelets, and bandpass fltering [12]. Ridgelets are
able to represent objects with discontinuities across straight lines. Multiscale ridgelets take
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a pyramid of windowed ridgelets to obtain a wide variety of scales and locations. Bandpass fltering helps in separating an object into disjoint scales. Therefore, the main idea
behind curvelets is to use a reduced form of the multiscale ridgelet transform dictionary using a parabolic scaling law width ≈ length2 and minimize energy ”blowups” by subband
fltering [12].
The construction of CT1 is the following ( Figure 2.9) [24]:
1. Subband Decomposition: The object is fltered into subbands.
2. Smooth Partitioning: Each subband is smoothly windowed into dyadic squares.
3. Renormalization: Each square is normalized to unit scale.
4. Ridgelet Analysis: Each square is analyzed using ridgelet transform.

Figure 2.9
First-generation curvelet fow chart
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In the subband decomposition step, a bank of subband flters are defned and applied
to the object, such as an image. This separates the object into the different subbands as
shown:
f 7→ (P0 , Δs f ) = (P0 , Δ1 f, Δ2 f, ...)

s = 1, 2, ..,

(2.5)

where P0 is a lowpass flter for frequencies less than or equal to unity, s is the subband, and
Δs is a bandpass flter concentrated near [22s , 22s+2 ] [12]. In wavelet theory, the decomposition into dyadic subbands [2s , 2s+1 ] is the standard method[65]. However, CT1 uses the
nonstandard form [22s , 22s+2 ] so only the multiscale ridgelets or non-negligible curvelets
that are retained from bandpass fltering obey the scaling law [12].
After decomposing the object into subbands, each of the subbands is smooth partitioned. This step applies a collection to smooth windows localized to each dyadic square
(2.6).
Δs f 7→ (wQ Δs f )Q∈Qs

(2.6)

In equation 2.6, Q is the dyadic square and wQ is the smoothing window localized around
Q. The dyadic squares are determined by
Q = [k1 /2s , (k1 + 1)/2s ) · [k2 /2s , k2 + 1/2s ),

(2.7)

where k1 and k2 vary but s is fxed.
The third step of the CT1 is to renormalize each square to be of unit scale. This is
accomplished by using
gQ = (TQ )−1 (wQ Δs f ),
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(2.8)

where TQ (2.9) is an operator to renormalize the object f of the input.
(TQ f )(x1 , x2 ) = 2s f (2s x1 − k1 , 2s x2 − k2 )

(2.9)

The fnal step of CT1 is to evaluate each normalized square using the ridgelet transform
(2.10) . This is for a system of basis elements ρλ .
αµ =< gQ , ρλ >

µ = (Q, λ)

(2.10)

The implementation of CT1 is highly redundant with a redundancy factor of 16S + 1,
where S is the total number of scales or subbands, and has a computational complexity
of O(N 2 (log N )2 ) for a N x N image [65]. This transform also has the ability to provide
exact reconstruction and each step of the algorithm is invertible.

2.2.3

Second-Generation Curvelets

Even though the CT1 has some nice properties and shows very promising results, the
algorithm itself is rather complicated to understand. CT1 consists of a seven-index structure which includes a scale, two location parameters, a ridge scale, ridge location, an angle
scale, angular location, and a gender token [14]. Also, the parabolic scaling ratio is also not
quite width ≈ length2 and it actually assumes a wide variety of aspect ratios. Therefore,
Candès came up with a simpler approach to CT1 and developed the second-generation
curvelet transform, or CT2, which only has three parameters: scale j, orientation l, and
orientation (angle) k.
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2.2.3.1

Continuous Tiling

The continuous CT2 algorithm starts with two smooth, nonnegative, and real-valued
windows: a radial window W (r) with r ∈ (1/2, 2) and an angular window V (t) with
t ∈ [−1, 1] [14]. The admissibility equations for the windows and the equations listed are
defned in [14].
The angular windows used above defne the polar ”wedge” that can be thought of as the
”mother” curvelet ϕj as all curvelets at a scale 2−j is obtained by rotating and translating
it. In the Fourier domain, the mother curvelet is represented by
ϕ̂j = 2

−3j/4

−j



W (2 r)V


2bj/2c θ
,
2π

(2.11)

where bj/2c is rounded down to the nearest integer.
The rotation and translation of the mother curvelet is determined using the parameters
l and k. The rotation angle is defned by θl = 2π ∗ 2−bj/2c ∗ l where l is greater than 0 such
that 0 ≤ θl ≤ 2π. The number of angles is, therefore, determined by the scale parameter.
The translation parameter k = (k1 , k2 ) ∈ Z2 .
From these notations, curvelets can be defned by
(j,l)

ϕj,l,k (x) = ϕj (Rθl (x − xk )),

(2.12)

(j,l)

= Rθl (k1 ∗ 2−j , k2 ∗ 2−j/2 ).

where Rθ is the rotation by θ radians and the position xk

The curvelet coeffcients can then be describe as the inner product of the curvelet with the
object (2.13).

Z
c(j, l, k) =< f, ϕj,l,k >=

f (x)ϕj,l,k dx
R2
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(2.13)

This construction of curvelets leads to a few properties [9]:
1. CT2 defnes a tight frame of L2 (R2 ) making it easy to expand arbitrary functions.
2. The length and width of curvelet elements obey the anisotropy scaling law width ≈
length2 .
3. The elements display oscillatory behavior across the main ”ridge”.
4. Curvelets as defned have a infnite number of vanishing moments.
Curvelets, in general, are constructed by fne scale and course scale elements. The fne
scale elements are directional elements. The course scale elements are nondirectional and
is essentially a lowpass flter on the object also call father wavelets. The fne scale elements
are the main point of interest in the curvelet transforms

2.2.3.2

Discrete Tiling

In the continuous domain, CT2 uses coronae and rotations that are not adapted to Cartesian arrays. So to apply this algorithm to images, the windows need to change from a circular tiling and rotations to a square-like tiling and shears. The equations for the discrete
CT2 transform are defned in [9].
To transform the continuous-time to a discrete method, the radial window equation,
W̃j (ω), will take the form
W̃j (ω) =

q

Φ2j+1 (ω) − Φ2j (ω),

(2.14)

where Φj is the multiplication of two low-pass flters
Φj (ω1 , ω2 ) = φ(2−j ω1 )φ(2−j ω2 ).
This window separates the scales in a Cartesian-friendly way.
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(2.15)

Figure 2.10
The visual difference between continuous tiling and discrete tiling

Now we need to adjust the angles location (wedges) using the angular window defned
by
Vj (ω) = V (2bj/2c ω2 /ω1 ).

(2.16)

Instead of using the rotation matrix that was described earlier, a shearing matrix Sθ will be
used (2.17).
⎛
⎜
Sθ = ⎜
⎝

⎞
1

0⎟
⎟
⎠
− tan θ 1

(2.17)

The multiplication of these two windows (2.18) splits the Cartesian space into four quadrants: North, South, East, and West. Each quadrant consists of 2bj/2c wedges, where the
North/South and East/West quadrants are symmetric around the origin and rotated ±π/2
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radians [65]. The angles in this equation are not equispaced but the slopes are which give
the image a concentric tiling.

ϕ̃j (ω) = W̃j (ω)Vj,l (ω) = W̃j (ω)Vj (Sθl ω).

(2.18)

Therefore, the Cartesian and sheared ”mother” curvelet can be defned as
(x − Sθ−T
< k1 ∗ 2−j , k2 ∗ 2−j/2 >))
ϕ̃j,l,k (x) = 23j/4 ϕj (Sθ−T
l
l

(2.19)

There are two different version of the discrete CT2: CT2 via unequally-spaced fast
Fourier transforms (USFFT) and CT2 via Wrapping. These two transforms are different
in the way that the scale and angle are translated with respect to each other. In the USFFT
method, the translation grid is tilted so it aligns with the orientation of the curvelet, making
it hold more true to the continuous defnition [9]. In the Wrapping method, the grid is
not tilted and Cartesian curvlets are defned, so all angles are treated the same way. The
curvelet coeffcient formula for the USFFT method is defned by
Z
c(j, l, k) =

−T

i<S
fˆ(ω)ϕ̃(Sθ−l 1 ω) exp θl

<k1 ∗2−j ,k2 ∗2−j/2 >,ω>

dω

(2.20)

and the Wrapping method is defned by
Z
c(j, l, k) =

−j
−j/2
fˆ(ω)ϕ̃(Sθ−l 1 ω) expi<k1 ∗2 ,k2 ∗2 ,ω> dω,

(2.21)

so the mathematically the difference is with Sθ−l T parameter that is used for tilting the grid.
Both of these methods are currently implemented in the CurveLab version 2.1.2 library for
Matlab [8]. More information on these two methods can be found in [9].
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2.2.4

Motivation of curvelets in Mine Detection and Other Applications

As discussed in Section 2.1.2, targets in GPR data generally have a hyperbolic signature. This is also true for the case of mine detection. Buried explosive hazards react similar
to point targets and have a hyperbolic signature that is present in the data. However, the
ground return is so high-valued that the target almost disappears in the signal. Figure 2.11
shows a raw image slice from GPR data and the same data clamped between [-500, 500].
The target in this image is extremely hard to see in this image due to the high ground return. When the image is clamped, the target becomes visible and more easily to identify.
Therefore, the main goal for processing this image is to remove the ground return and to
enhance the target’s signature.

Figure 2.11
Examples of a target buried in high ground return in the original data and clamped at
[-500, 500]
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The curvelet transform is able to do both of these things. Using the directionality of
curvelets, the ground signature and the target are able to be distinguished. Assuming a relatively fat ground, the ground signature has very little curvature, while the target signature
is very curvy. Using this information, the target signature can also be enhanced to aid in
detection. Curvelets have been used on SAR data for the distinguish the morphological
characteristics of mines using synthetic aperature radar (SAR) imagery [67]. They have
also been used for detecting target underwater using sonar [17].
Also, curvelets have been used for many applications other than mine detection. Curvelets
have been used for many image processing applications, such as denoising [63],[57], contrast enhancement [64], and classifcation [21], [50]. Schmitt et al. used curvelets as a
change detection algorithm for man-made objects [58] and for natural disaster mapping
[59]. It has also been used to detect fngerprint spoofng [51] and copy-move forgery in
imagery [56], as well as, an image fusion technique [15] [41] [35].

2.3

Prescreener
In data processing, a particular dataset contains a vast amount of data points. Using

complex algorithms on a large amount of data is very time and memory intensive and
undesirable for real-time processing. Therefore, a prescreener is used to identify areas of
interest and reduce the amount of data that needs to be processed with advanced algorithms.
The main job of the prescreener is to identify all places of interest for a possible target.
If a target is not captured by the prescreener, additional algorithms will also not be able to
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fnd the target. Therefore, there is a balance between fnding targets and reducing the data
that needs further processing making the prescreener detector very important.

2.3.1

Match Filter

One of the simplest image processing techniques that can be used for a detector is a
matched flter. The matched flter is a spatial flter that closely represents the object/objects
of interest like a template. When the flter is correlated with the data, objects that ”match”
the flter will have a high return in the area where the match occurred.
One of the good things about the matched flter is that it degrades gracefully. Objects
that are highly or partially correlated will still have a decent return. Small variations in a
target usually will not affect the performance of the prescreener.
One of the problems with using a matched flter as a detector is picking the template or
templates that will be used to represent the data. Even though small variations do not affect
the matched flter too much, the diffculty in using a matched flter is fnding templates that
are a ”good representation” for the targets. Therefore, it is more of a good ”guess” to fnd
templates that match all of the targets.

2.3.2

CNN

A more diffcult processing technique that can be used for a detector is a convolutional
neural network (CNN). A CNN is a type of artifcial neural network that learns from data
in order to recognize patterns and classify data based on the learned patterns. Each network
is made up of neurons. The neurons have an associated weight and bias that are associated
with them. The input into the system is the raw image vector and the output is a class score.
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A CNN consists of three types of layers: a convolutional layer, a pooling layer, and
a fully-connected layer [53]. The major layer is the convolutional layer, hence the name.
This layer learns the kernels that are used for classifcation. It does this by convolving
the input with one or more flters. As the dataset grows, the pooling layer performs a
down sampling of the data to reduce the complexity of the model and parameters needed.
The type of downsampling can be specifed, such as max, min, average, etc. The fully
connected layer connects neurons of two adjacent layer like it would in an artifcial neural
network. The organization of the layers and the number of layers is dependent on the
application.
The CNNs ability to learn the patterns of the dataset could potentially make a ”smarter”
detector. This would especially helpful for problems that have a large number of classes or
variations of objects.
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CHAPTER 3
CURVELET FILTER BASED PRESCREENER FOR EXPLOSIVE HAZARD
DETECTION IN HAND-HELD GROUND PENETRATING RADAR

3.1

Introduction
The introduction of explosive hazards into warfare has greatly facilitated the injuring

of killing of both soldiers and civilians alike. Even after a confict has concluded, many
hazards remain undetected and represent a great danger to the population. New sensors, algorithms and systems are needed to help detect and remove these threats. Explosive hazard
detection (EHD) technologies come in many forms. An early and well-known technique
for EHD is the the so-called ”metal detector”, which can be used to detect metal in the
ground. However, one limitation with this form of detection is that explosive threats that
contain low amounts of metal may go undetected. Increasing the sensitivity of the devices
does not necessarily counteract this, as the number of false alarms would like dramatically
increase [2]. To increase the robustness of detection, many different combinations of sensing methods are being explored, such as IR [3], [4], [60], GPR [19], [31], [32], [33], [34],
[60], EMI [33], and hyperspectral imaging (HSI) [68]. The two predominant approaches
to date for detecting explosives is vehicle-mounted detectors [2], [60], and hand-held detectors [3]. This chapter focuses on analyzing GPR data from hand-held sensors.
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Hand-held sensors can be easily carried by a single user due to their light weight. This
allows an operator to cover a specifc area of interest. One drawback of traditional handheld sensors that do not use precise positioning information is the sweeping speed and
the sensor-to-ground distance is controlled by the operator, which leads to inconsistencies
in the sensor data. Due to the risk involved to the operator, the sensors detection rate
would have to be a 100% probability of detection. However, hand-held platforms allow
for a great deal of fexibility. For example, vehicle-mounted sensors are restricted to areas
with limited number of obstacles, giving little room for off-road scanning. In contrast, the
operator of a hand-held EHD sensor can scan specifc areas of interest regardless of terrain
and cover more ground.
Herein, two new methods for denoising and enhancing target returns for GPR data
are put forth. These algorithms are explored in the context of an experimental hand held
demonstrator (EHHD) platform provided by the U.S. Army Night Vision and Sensors Directorate (NVESD) Science and Technology Division. The EHHD is a research platform
that includes GPR, EMI, and precise positioning sensors (the latter separating the prior
from existing work predominantly). The two methods that are explored herein are Reverse Reconstruction (RRE) and Wedge Selection (WS). These techniques make use of the
Curvelet transform to address challenges in GPR such as, ground return, noise, and contrast of targets in signal. Last, a new prescreener that works on the denoised returns is put
forth. This prescreener consists of an aggregation of matched flters, size contrast fltering,
and clustering of linking hits.
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This chapter is organized as follows. Section 3.2 is a brief background of GPR and
the EHHD platform. Section 3.3 is a description of the two Curvelet fltering algorithms.
Section 3.4 is the prescreener and Section 3.5 compares the two algorithms and discusses
results in the context of receiver operating characteristic (ROC) curve performance. Section 3.6 is conclusions and future work.

3.2

Brief GPR Background and NVESD EHHD Platform
In this section, basic but important concepts in GPR are reviewed for buried EHD. This

section is not intended to be comprehensive. However, the notation and terminology are
important with respect to understanding the current chapter and algorithms put forth. It
is also important that the reader knows enough details about the NVESD EHHD platform
to put the information in context. It is stressed that this is a multi-sensor development
platform. As such, the state-of-the-art strategies that might be of use are described as well
and the design choices with respect to either long term project goals, the current EHHD
platform, and/or existing experiments are rationalized.
A GPR system must be able to accomplish a number of tasks, such as: detect metal and
plastic hazards, detect anti-tank (AT) and anti-personnel (AP) hazards, work in different
soils, obtain a satisfactory positive detection rate (PDR) relative to a specifed false alarm
rate (FAR), detect hazards at varying depths, work in different environments and environmental conditions, operate a given number of days per week and hours per day, be simple
to use, etc. As the reader can see, EHD is not trivial. In general, a GPR system works by
transmitting electromagnetic (EM) waves into the ground and it samples the backscattered
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echoes, which occur as a response to electrical parameter contrasts in the air and ground.
GPR is ideal as it detects echoes from relative permittivity, relative permeability, and conductivity. In theory, this enables GPR to locate both metal and non-metal hazards, provided
there is adequate contrast with the surrounding soil.
In this chapter, the focus is on a hand-held GPR system that utilizes a single transmitter
(Tx antenna) and one or more receivers (Rx antennas). The NVESD EHHD platform is
equipped with precise positioning, meaning the location and altitude of each GPR sample is known. While this allows us to improve the processing of the GPR signal data, it
also allows us to fuse GPR with other technologies, such as an EMI sensor. As we, the
community, have learned time and time again in forward-looking, downward-looking, and
hand-held EHD, no single sensor solves all problems across all contexts, Instead, multisource (e.g., sensor, spectrum, feature or algorithm) processing and fusion can give rise
to more robust solutions that have higher probability of detection (PD) and/or lower FAR.
Often, sources are fused in an attempt to raise PD, meaning adding a source enables the
detection of targets that could not be identifed otherwise. However, as often is the case,
adding sources instead is targeted at achieving the same PD but doing it as a lower FAR.
At time step t, the GPR system records a location, e.g., Easting and Northing coordinates in a system such as Universal Transverse Mercator (UTM), and altitude. The GPR
system also records a sample (signal). This signal is referred to herin as an A-Scan. For
a GPR system pointed at the ground, samples represent time/depth. As multiple A-Scans
are collected in a sweep, they can be put together and form a B-scan (Figure 3.2). Without
precise positioning, the variable rate at which a user sweeps the ground results in a variable
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resolution/sampled B-scan. This complicates a number of things such as the appearance
of targets and the ability to extract features and detect them. Herein, precise positioning
is used to resample a signal to some near constant sample rate, e.g., every 1cm on the
ground. If an area of interest (AOI) is swept multiple times in different ways, i.e., directions or patterns, a subject of research in itself, then multiple B-scans are obtained and
precise positioning can be used to construct a dense or sparse C-scan. In this chapter, the
analysis is restricted to the processing of just B-scans. In part, this is due to the nature of
a hand-held system and the NVESD EHHD data that is available at the moment. In the
future, the construction of dense and sparsely sampled C-scans is planned to be explored
and to see if shape or other contextual features improve PD and/or reduce FAR. For example, in [43],, Luke and Anderson showed a method to visualize GPR C-scans for FAR
reduction for vehicle-mounted GPR system.
As the reader can clearly see in Figure 3.1 and Figure 3.2, targets in GPR have a characteristic hyperbolic shape. Refections on a point scatter below the surface have this shape
profle due to the beamwidth of the transmitting and receiving antennas and to the geometries of the GPR moving across a fxed target. This concept is also seen in other radar
systems such as synthetic aperture radar. Herein, this hyperbolic shape is exploited to detect buried explosive hazards. However, one could also look to synthetic aperture radar
(SAR) processing to correct (hyperbolic defocus) the GPR returns.
Before discussing the new algorithms, it is important to note that while GPR is a very
promising technology, it is not without faw. Range resolution is ”the ability to distinguish
between two targets solely by the measurement of their ranges (distance from the radar),
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Figure 3.1
Example of an A-scan for a deeply buried target

Figure 3.2
Example of a clamped B-scan of a deeply buried target
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usually expressed in terms of the minimum distance by which two targets of equal strength
at some azimuth and elevation angles must be spaced to be separately distinguishable”
(IEEE Std 686-1990). Range resolution also varies with respect to factors like permittivity
of the ground and things like dry or wet soil. Range resolution is also based on the specifcs
of the frequencies of operation and the size and profle of targets we wish to detect. The
air-to-ground also has to be dealt with in an A-Scan. The majority of energy in the return
is typically at and/or around the air-to-ground location. This complicates the processing
of an A-scan as the target is typically orders of magnitude smaller than the air-to-ground
signal content. It also complicates the detection of surface or extremely shallowly buried
targets. The characteristics of the transmission and antenna receivers have to be dealt with.
There is also the high-level design considerations of a GPR system, such as impulse versus
stepped frequency GPR. The point of this paragraph is to stress the fact that GPR is a very
promising technology, however, it is not a solved problem.

3.3

Curvelet Filtering
It is my hypothesis that Curvelet fltering can be used to aid in the detection of explo-

sive hazards by denoising and enhancing the GPR signatures. Herein, the Matlab Curvelet
toolbox, CurveLab, is used [8], [9]. This software was developed by the creators of the
transform, Candes et al., as an extension to wavelets, in order to solve many of the limitations that occur in the traditional wavelet transform. The needle-shaped elements of this
transform at varying lengths and positions make it easy to represent discontinuities along
curves with a sparse number of representations [9], [7], [14]. Unlike wavelets, Curvelets
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are anisotropic and occur at all dyadic lengths. Due to these properties, the Curvelet transform has been used for denoising, reconstruction, and edge detection. Due to the property
of representing discontinuities, Curvelets are used herein to denoise the GPR data by removing most of the ground return and enhance the signature of the target.
The Curvelet coeffcients for a given signal are split into frequency bands called scales.
The frst scale of the Curvelet transform contains all of the low frequencies of the signal
and has no directionality. The subsequent scales are further separated into wedges that
represent the directionality of the Curvelet. The GPR signature consist of a ground and
target return. The return of the target has a curved or hyperbolic shape. Curves in an image
are represented by discontinuities along the curve. In wavelets, these discontinuities affect
all scales and wedges. Curvelets can represent these discontinuities with a sparse number
of representations with these curves only affecting some scales and wedges.
The ground return in the signature is of great magnitude and dwarfs the signature of
the target. This can be clearly seen in Figure 3.3. Figure 3.3 is the input image that was
used for the transform. Figure 3.4 is the log of the Curvelet coeffcients for the image
in Figure 3.3. in this fgure, the low frequency coeffcients (the frst scale) is stored at
the center of the display. The four strips forming a ring represent a scale with each strip
corresponding to one the four cardinal points. The strips are further subdivided into angular
panels (wedges) containing coeffcients who orientation is specifed by the panel. The
largest Curvelet coeffcients are located on the vertical axis. These coeffcients, which are
highlighted in the fgure, are the horizontal image lines. In order to denoise and enhance the
target signature, the ground return must be removed. While there are many different ways
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Curvelets can remove the ground return, two specifc methods were used in this approach:
Reverse Reconstruction and Enhancement (RRE) and Wedge Selection (WS).

Figure 3.3
Example image used for transform

3.3.1

Reverse Reconstruction and Enhancement

The RRE method draws its inspiration from a reconstruction method proposed by Candes [63]. This method uses hard thresholding to denoise an image corrupted by additive Gaussian noise by retaining a percentage the Curvelet coeffcients above some threshold. Herein, the RRE method removes a percentage of the high coeffcients, targeting the
ground return, and enhances the target signature by removing the frst scale or the low frequency coeffcients by setting them to zero and retaining the higher coeffcients or edges.
Figure 3.5 shows the diagram of the RRE method. Raw image is passed in, clipping is
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Figure 3.4
Log of curvelet coeffcients

applied, Curvelet transform is used, followed by RRE, then the inverse Curvelet transform
is applied to recover the B-Scan and then the prescreener is applied. The last step shown
is the confdence of the prescreener at each A-Scan location in UTM coordinates (jetmap
color coding, where red is higher confdence and blue is lower confdence)
The raw B-Scan data is segmented into smaller sub B-scans called chips. The chips are
then padded to create a square image. This step is necessary in order to use the Curvelet
transform in CurveLab. Otherwise, the size of the B-Scans are too much for the Curvelab
to handle in one step. The B-Scan is then thresholded to be within a particular image
(clipping or saturation). The value was chosen herein based on varying the threshold and
visually examining imagery being careful about not removing shallow targets. This was
done for one data set but the value selected has worked well across other datasets that
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Figure 3.5
Flow diagram for the proposed RRE fltering method

were processed. In the future, I will explore if this value can be determined ahead of
time or dynamically by identifying the ground return and picking the value relative to that
amount. If a dynamic strategy is used, then care must be given to maintain consistency
across chips. The threshold picked was tested on twenty targets. This thresholding is an
important step because it makes the target signatures ”visible”. Specifcally, it puts the
target signals more ”to scale” with the ground return (versus something like 100:1). The
forward Curvelet transform of the image is then taken to produce the coeffcients. These
coeffcients can be real or imaginary and are represented in a structure C{s}{w}(k1 , k2 ),
where C is the coeffcients, s is the frequency scale, w is the wedge, and k1 and k2 are the
spatial locations. All of the coeffcients are sorted and a cutoff value are set to zero. The
target is then enhanced by removing all coeffcients from C{1}{1}, which contains all of
the low frequency coeffcients. This RRE flter is formally described in Algorithm 1.
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Algorithm 1: Reverse Reconstruction and Enhancement (RRE) Filtering
Input: x-image chip
Output: y-RRE denoised and enhanced image chip
Threshold (i.e., perform clipping on) x Pad image x with zeros so it is a square
image C = forward Curvelet tranform of padded chip x percentage = percentage
of coeffcients to remove
for numberof scales in C do
for numberof wedges in C{scale} do
Create a vector of the magnitudes of all coeffcients in wedge
end
end
Sort vector from largest to smallest e = (percentage) ∗ (numberof coef f icients)
cutof f V alue = the coeffcient at e
for numberof scales in C do
for numberof wedges in C{scale} do
if C{scale}{wedge} > cutof f V alue then
C{scale}{wedge} = 0
end
end
end
C{1}{1} = 0
y = inverse Curvelet transform of C
Remove padding on y
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The RRE fltering has provided satisfactory results, which will be shown in the experiments section. However, one possible shortcoming is having to specify or learn the
clipping value. I have found a value that works particularly well for the datasets and plan
to explore new ways to calculate it on the fy if needed. However, I like the RRE technique
because in effect it does all three steps I feel are important for B-Scan processing; (1) it
outright addresses the ground return in a more-or-less abstract way that does not assume a
fat ground or a constant standoff distance of the sensor to the ground, and it (2) denoises
and (3) enhances the B-Scans.

3.3.2

Wedge Selection (WS)

Curvelet information occurs at all scales, orientations, and locations. The WS approach
takes advantage of the directionality of the Curvelet coeffcients, as opposed to removing
the highest coeffcients in the RRE. The orientation of the Curvelet is determined by the
wedges in each scale. As shown in Figure 3.4, the highest Curvelet coeffcients are typically located in the wedges that are associated with the ”horizontal components” of the
image. This happens because either the ground is fat or more specifcally the device is
being held at a constant standoff distance to the ground (e.g., in the case of a hill). To
address the ground return, all of the coeffcients that correspond to a ”zero” or ”ninetydegree angle” and their complements can be removed. The diagram for WS is shown in
Figure 3.6. Raw image is passed in, clipping is once again applied, Curvelet transform
is used, followed by wedge, then the inverse Curvelet transform is applied to recover the
B-Scan and then the prescreener is applied. The last step shown is the confdence of the
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prescreener at each A-Scan location in UTM coordinates (jetmap color coding, where red
is higher confdence and blue is lower confdence).

Figure 3.6
Flow diagram for wedge selection method

Similar to RRE, the raw image chip is padded to create a square image, is thresholded,
then the Curvelet transform is computed. To remove the horizontal and vertical Curvelet
components, the number of wedges that determine a 90 degree shift are calculated (Algorithm 2). The calculation for the number of wedges per 90 degrees is done via

α=

ω
× 90◦
360◦

where w is the number of wedges of a given scale. The frst wedge of every scale was estimated to be at about a 45 degree angle as shown in Figure 3.7. This 45 degree component
actually falls between the frst and last wedge of each scale. The horizontal wedge compo50

nent or 0 degree can be found by taking half of α. Due to this component falling between
two wedges, this wedge and the subsequent wedge are removed. The wedge calculation is
then incremented for all 90 degrees. This results in a total of 8 wedges being removed per
scale. For instance in Figure 3.8, this scale has 16 wedges. The wedges highlighted in gray
would be removed using this algorithm.

Algorithm 2: Wedge Selection (WS) Filter
Input: x-image chip
Output: y-RRE denoised and enhanced image chip
Threshold (i.e., perform clipping on) x Pad image x with zeros so it is a square
image C = forward Curvelet transform of padded chip x percentage = percentage
of coeffcients to remove
for scales = 2 : numberof scales in C − 1 do
for wedge = α2 : totalnumberof wedges in C{scale} − 1 do
C{scale}{wedge} = 0
C{scale}{wedge + 1} = 0
end
end
y = inverse Curvelet transform of C
Remove padding on y

An advantage of this algorithm is it exploits wedge knowledge. If known, then the
needed parameters (wedges) can be identifed rather abstractly without resorting to train51

Figure 3.7
The spatial and frequency viewpoint of a curvelet coeffcient

Figure 3.8
An example of the wedges calculated for removal (highlighted)
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ing data. For example, if the sensor remains at a fxed distance off the ground, or if the
ground alignment is used, then most of the the ground return more-or-less can likely be
identifed and removed and at the same time denoise the B-Scan. However, a shortcoming
of this algorithm is it needs to know wedge information (double edged sword). In future
work, ways of using precise positioning information (or other sensor information), ground
alignment, and/or ground location information to adjust what wedges are needed will be
explored.

3.4

Prescreener
In this section, a new prescreener is discussed that automatically identifes targets in

Curvelet fltered B-Scan data. The idea behind a prescreener is somewhat intuitive. In
the worse case scenario, a brute force method would be used to search across all scales,
rotations, and translations. If advanced theories (features, classifers, etc.) are being employed, then resources (memory, computational time, etc.) can result in a non-real time
solution. A prescreener identifes few locations that need to investigated using more advanced techniques. However, a prescreener has to be able to identify all targets (relative to
the capabilities of a give platform). Whatever is missed by the prescreener goes undetected
by the system. Typically, the problem with a prescreener is its FAR. Figure 3.9 show the
structure of the proposed GPR prescreener.

3.4.1

Channel Selection and Spatial B-Scan Resampling

As already stated, the HHED platform is not a fxed technology, it is a research tool.
There is constantly experimenting and learning from different Tx and Rx antennas, impulse
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Figure 3.9
Flow diagram of the GPR Curvelet fltered B-Scan prescreener

versus stepped frequency designs, sweeping methods, etc. This means that for a given
data collection one could have one or more Rx antennas present. The frst step in this
prescreener is the selection of a single channel (Rx antenna) to process. In this respect,
this prescreener supports a single Rx antenna design. If multiple Rx antennas are present,
then the prescreener is ran separately on each channel and the hit lists are unioned. The
logic is as follows. Different Rx antennas are located at different physical locations and
have different views (angles) of he ground. The main reason for processing and combining
( union) the hits from multiple antennas is because one antenna might get a better look at a
target versus another. At the moment, hits between different channels are not linked, i.e.,
hit i in channel 1 is hit j in channel 2. In the future, different algorithms for hit linking
and methods (aggregation operators, e.g., maximum or more intelligent fusion strategies)
to calculate a resultant linked hit score will be explored.
For each Rx antenna, precise positioning information is used to resample the A-Scans.
Otherwise, targets will ”look” different based on the sweep specifcs (pattern and speed).
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Herein, the relatively dense stream of A-Scan data is resampled such that there is approximately 1cm separation between A-Scan samples (which is less than the sample rate of
sweeps on the collection platform). Specifcally, I start with one sample and discard AScans until we are 1cm or more in distance away. However, in future work it will likely be
important to explore interpolation techniques between samples to ensure a more consistent
sample spacing based on the particulars of a hand-held unit and how it is used in the feld.
Furthermore, it will also be interesting to explore the benefts of multiple sweeps over a
region and the re-selection of a B-Scan, multiple B-Scans, or a C-Scan to process, or when
there is a high confdence, alert the user to sweep more slowly.

3.4.2

Ground Location Identifcation, Haircut, Realignment and Curvelet Filtering

After B-Scans are spatially resampled, the ground location is identifed in each A-Scan.
While one could use a wealth of other range-based sensors to help identify the ground,
the main focus is with using just GPR. A number of techniques have been used to fnd
the ground return. Examples include, maximum signal value (i.e., ground location is the
bin/index that has maximum magnitude return for a particular A-Scan), minimum A-Scan
value, frst max after the min, correlation, etc. I am not aware of a clear winner; i.e., method
that works in all scenarios. In the experiments and research ground, it was observed that
different algorithms perform differently based on what ground location identifcation and
removal strategy is selected. At the moment, minimum A-Scan location is used to identify
the ground location.
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Once the ground has been located, a ”haircut” is performed. A haircut is a term that
refers to the identifcation of the ground surface location and removal of a specifed number
of samples below that location and all data above it. Obviously, haircutting the data is
not perfect. The downfall of doing a haircut is an inability to typically detect targets on
or directly under the surface. The beneft of the haircut is the signal has values more
”to scale”. That is, the ratio of target return (magnitude) to other values is closer than
the 100:1 or other large ratio in the raw A-Scan data. While this prescreener performs a
haircut, in future work different algorithms or fusion with another sensor to detect surface
or extremely shallow buried targets will be researched.
After the haircut operation, done separately for each A-Scan, one has the option to
realign the processed A-Scans such that the ground is at index 0 (frst bin/index). Herein,
ground alignment and no alignment was explored and the algorithms have performed the
best (but not by much) on the prior. However, this is not a defnitive statement as more
data needs to be collected across more lanes and conditions to support which strategy is
ultimately better. The feat is that realigning the data attempts to force the ground to be fat,
which is obviously not the case all the time in reality.

3.4.3

Bank of Matched Filters

This prescreener uses a ”bank” (i.e., a set) of matched flters to identify the target
hyperbolic signal features in the resampled B-Scans. At the moment, the bank includes
just three flters. The flters were selected from a separate data set (collection) than the test
data to avoid resubstitution. A matched flter is nothing more than an example (template)
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target B-Scan ROI that is used in conjunction with correlation for detection. The output
of each flter is a processed B-Scan. At the moment, the flters are summed to produce a
single matched fltered B-Scan. In future work, the use of the dictionary learning (or other
related methods) to acquire a more sophisticated and exhaustive bank of matched flters
and more intelligent fusion methods (aggregation operators) for combining different flter
B-Scan signals will be explored. Figure 3.10 illustrates the concept of a matched flter
that is correlated with itself. Figure 3.11 represents the three flters that were used in the
matched flter. The flters were chosen to have a light-dark contrast, a dark-light contrast,
and a bold signature.

Figure 3.10
Synthetic hyperbolic signature and the result when it is correlated with itself

3.4.4

Size Contrast Filtering

Applying the bank of matched flters helps with highlighting regions where the underlying signal looks like a target. The matched flter is also nice because as the target
signal degrades in quality, so does the detection strength but in value proportional to the
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Figure 3.11
Filters used in the matched flter bank

degradation. Meaning, instead of simply calling something a target or non-target, a realvalued number that is a match strength between the template and underlying B-Scan ROI
is received. David Marr, a famous neuroscientist and pioneer in computer vision, has a
Principle of Graceful Degradation. The matched flter was selected due to its ability to
gracefully degrade with the signal, versus fall apart when the signal starts to diverge from
what is expected. The next question that must be answered is how to identify keypoints or
hit locations from the matched flter output. Herein, the summation of matched flter BScans is subjected to a size contrast flter (SCF). A SCF is simply a flter that has an inner
and outer region, which in general do not overlap and potentionally have a buffer region
between the two regions. Figure 3.12 illustrates the SCF. The inner and outer windows are
simply slid (convolved) across the image at each location the mean and standard deviation
(thus, assuming a Normal distribution) are calculated and are fed to the Bhattacharyya distance metric to determine the divergence between the statistics in each region. Figure 3.13
and Figure 3.14 show the output of the SCF. Note, in Figure 3.13 the matched flter compacted the hyperbolic features. However, in Figure 3.14 the SCF further highlights the
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ROIs by enforcing the criteria that in general there is a desire to have adequate contrast
between the target and its surroundings.

Figure 3.12
Example of a size contrast flter

3.4.5

B-Scan Reduction, Peak Identifcation, and Clustering

The SCF results in another B-Scan. The next step in the prescreener is the reduction of
all SCF values per A-Scan location to determine if there is a possible target or not at each
sampled location. Herein, the SCF flter results are summed per A-Scan (see Figure 3.15
and Figure 3.16). In future work, other aggregations like soft max will be explored.
After the SCF values are summed per A-Scan, the resulant 1-D signal is smoothed, with
a Gaussian, and all extrema are identifed. A minimum threshold value is used to remove
A-SCans with too low of a value to truly be considered a target. Next, this set of candidate
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Figure 3.13
Output of aggregation of matched flters

Figure 3.14
Output of SCF
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Figure 3.15
Visualization of sum of SCF values for an entire run

Figure 3.16
Display of sum of SCF values for a small portion of run
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hits are passed to a clustering (aka linking) algorithm. Herein, the weighted mean shift
algorithm is used. The result, shown in Figure 3.17, is a fewer number of candidate hits.
Clustering helps with combining multiple detections on a target, but more so it helps with
combining and reducing a systems FAR.

Figure 3.17
Results of extreme detection and clustering hits for a single run

3.5

Experiments and Results
Due to the nature and sensitivity of EHD, the full specifcs related to the HHED plat-

form nor specifc targets, depths, and soil are not to be discussed. What can be said is that
the hand-held data sets provided by NVESD contain variation in the time of day, months,
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lanes, locations, target types, and soils. The targets have different amounts of metal content, which we can discuss with respect to high metal, low metal, and nonmetal. The
targets and respective emplaced clutter are located at different burial depths, which will be
referred to as shallow, medium, and deep herein. Figure 3.18 through Figure 3.24 show the
results for the different Curvelet fltered algorithms associated prescreener.

Figure 3.18
Example of denoising with RRE

Upon inspection, both algorithms show very promising results with some slight differences. Figure 3.18 and Figure 3.19 are a qualitative comparison. Visually, WS appears to
make the target signature brighter than the target signature of RRE. The lines around the
target are smoothed as well with this method. However, the anomalies associated with the
ground return do not seem to be as prominent with RRE. In general, this behavior has been
observed across the data sets that have been analyzed. Note, there are still responses at the
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Figure 3.19
Example of denoising with WS

air-to-ground and soil regions above the target–which could be due to a number of factors,
e.g., due to disturbance of the soil when burying the target and the mixing of soils, their
compactness, moisture, etc. There are Curvelet returns in these locations because there are
energies with characteristics related to the curved information of the targets. The big question at the end of the day is how much, if any, do these enhancements effect the features,
algorithms, etc. Much of these enhancements do not look like a target signature and have
little-to-no overall impact. The ROC curve performance calculated for 12 lanes of data are
shown in Figure 3.20 and Figure 3.21.
In Figure 3.20 and Figure 3.21, the ROC scoring includes all targets, metal and nonmetal, and clutter. The targets were further classifed as ”easy”, ”medium”, or ”hard”,
respectively, by a human (using Curvelet enhanced imagery). It was determined that approximately 67% of the targets are easy, 18% are medium, and 15% are hard. However, I
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Figure 3.20
Results of RRE and WS, respectively, using thresholding

Figure 3.21
Results of RRE and WS, respectively, without thresholding
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do need to comment that some, e.g., 5% or so, of these labels in each category are subject
of debate. Meaning, one individual might call them easy while another might say medium.
The individual that labeled these chips, a tedious job, was a rather optimistic indiviual.
This means that 67% could easily be low 60% (and so forth for medium and hard). The
point is, such a labeling is obviously a fuzzy process and inter- and intra-class errors are
likely. In addition, the labeling was based on the ability of an individual to see something
in the raw or Curvelet enhanced imagery. The individual also did not label with respect to
a particular false alarm rate. The reason why these numbers are provided here is to give
the reader a feel for how close the system comes to a human looking at this data and some
context when trying to analyze about trends in the ROCs.
Figure 3.20 shows the RRE and WS ROCs, respectively, for thresholding (clipping).
From these ROCs, the RRE method is able to detect almost 60% of the targets fairly easily,
whereas the WS detects approximately 30%. However, for targets that are medium-to-hard
to detect, both algorithms perform approximately the same, each detecting about 70% with
a FAR of 0.5. One question that needed to be answered was whether the thresholding of
the data needed to be conducted. Figure 3.21 shows the output ROCs of the RRE and WS
flters, respectively, when thresholding is not used. The difference between thresholding
and no thresholding is more apparent between Figure 3.20 and Figure 3.21. The resulting
ROCs are lower than the ROCs with thresholding.
In order to determine how the buried clutter affects the performance of the prescreener,
clutter was excluded from the scoring for RRE and WS (Figure 3.22). Both algorithms,
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on 12 runs, seemed to perform slightly better, but the differene was not signifcant. More
experiments will be needed to draw any more substantial conclusions.

Figure 3.22
Results of RRE and WS, respectively, excluding clutter

The burial depth of targets obviously has an impact on the prescreener’s performance.
Figure 3.23 and Figure 3.24 show the output ROCs for targets that were buried shallow,
medium, and deep, respectively. For both algorithms, the PDR increases as target depth
increases with both algorithms reaching 100% PD at a FAR score of 0.5 for deeply buried.
The change in detection between shallow and deep buried targets could be due the ground
return removal, as shallow targets are close to the surface. This difference could also be
attributed to factors like the particular targets at different depths and their metallic content
(AP versus AT targets).
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Figure 3.23
RRE for shallow, medium, and deep targets, respectively

Figure 3.24
WS for shallow, medium, and deep targets, respectively
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3.6

Summary and Future Work
In this chapter, I discussed denoising and enhancement of a target signature in GPR

data using two methods based on Curvelet fltering. The RRE method denoises the signal
by directly removing a percentage of the highest coeffcients. The WS method denoises the
signal by removing the wedges that correspond to the horizontal and vertical components
of the image. Both method showed promising results in the denoising of the GPR data.
For easy to detect targets, RRE performed better than WS. However, for medium to hard
targets, both methods perform approximately the same.
In future work, a number of things is planned to addressed. First, computational
speedups of the Curvelet fltering will be looked into for a real-time system. Procedures,
human or data-driven, will be looked into for learning or robustly picking system parameters across a larger set of data collections (environments, environmental conditions, target
types, soils, etc.). In addition, the goal is to now look for advanced spatial and frequency
features and classifers to decrease the FAR for a given PDR. The fusion of an EMI sensor
will be explored and different ways to process the radar signals and better use the precise positioning information to produce and process improved A-Scan, B-Scan, and even
C-Scan signal data. Finally, Curvelet-based prescreener data will be fused with the other
prescreeners to reduce the systems FAR.
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CHAPTER 4
CONCLUSIONS

Data processing is an important aspect of many different applications. The frst part
of this thesis gives a brief overview of how GPR works, the processing of GPR data, and
the applications of GPR. It also gives a brief history of the Curvelet Transform and the
reason it was chosen for mine detection in GPR data, as well as, a brief introduction to
some detectors that can be used in a prescreener.
The second part of this thesis presents two algorithms: Reverse Reconstruction and
Enhancement and Wedge Selection. Both of these algorithms are based on the Curvelet
Transform and are used to denoise and enhance GPR data for explosive hazard detection.
Both of these algorithms show very promising results for the detection of buried targets.
The detector of the prescreener that was used to isolate the targets was a combination of a
size contrast flter and a bank of matched flters. The matched flters were randomly chosen
from another dataset. The prescreener was then evaluated using a platform called TUF.
In the future, we will look into changing the detector part of the prescreener. We want
to use a deep learning technique of a convolutional neural network to learn the features of
the targets versus randomly picking matched flters. The hope is that the change of this
detector will increase the performance of the algorithms and provide better detection.
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