I
The for all x ∈ Ω and ξ ∈ R n , were derived in the 50's as a consequence of the Calderón-Zygmund theory of singular integrals. More precisely, if A(x) is continuous in Ω, then for any domain Ω Ω and any 1 < p < ∞ we have
where C is a constant depending only on n, p, λ, Λ, dist(Ω , ∂Ω) and the modulus of continuity of the matrix A(x), see [GT83, Chapter 9] . If the coefficient matrix A is uniformly elliptic and only measurable, then it was discovered by Lin [L86] that the inequality
holds true for some p > 0, possibly small, and C > 0 depending only on n, λ, Λ, dist(Ω , ∂Ω), and it is false for any p. An estimate similar to (1.2) was discovered by Evans [E85] for fully nonlinear uniformly elliptic equations of the form F(D u L p (Ω ) ≤ C for all p > 0 with a constant C depending only on n, p, λ, Λ, dist(Ω , ∂Ω), and the modulus of continuity of f , see [C] and [G01, Chapter 6] .
In this paper we consider the linearized Monge-Ampère operator. We stress that this operator is in general not uniformly elliptic in Ω. More precisely, let Ω ⊆ R n be a strictly convex domain and φ ∈ C is the matrix of cofactors of D 2 φ. A theory for this equation has been developed in [CG97] where, in particular, Harnack's inequality is proved. Applications of this theory include the solution of a problem in affine differential geometry, see [TW00] .
The purpose in this paper is to study the L p integrability of second derivatives of solutions to the equation (1.3). The main result of the paper, Theorem 6.3, is that there exist p > 0 and C > 0 depending only on n, λ, Λ,and dist(Ω , Ω) such that
for all solutions u ∈ C
2
(Ω) of equation (1.3). In addition, the estimate (1.4) is false for all p > 0. Indeed, we show in Section 8 that given p > 1, there exist λ(p) and Λ(p) and a sequence φ n ∈ C ∞ (Ω) such that φ = 0 on ∂Ω and λ ≤ detD 2 φ n ≤ Λ for each n and such that D 2 φ n L p (B δ (0)) → ∞ as n → ∞. One important element in the analysis of equation (1.3) is the fact that L Φ φ ≈ 1 which means that the function φ takes the role that quadratic polynomials take on a uniformly elliptic equation. The analogous sets to Euclidean balls in this setting are the level sets of the function φ which are called sections. The main idea to prove our result is to separate the problem into two main steps. The first step is to estimate the measure of the set of points where a solution u can be approximated by quadratic polynomials in which the quadratic term is defined by the quasidistance given by the sections of φ(see Definition 3.2); a covering theorem with sections is crucial in this step. The second step consists of estimating the measure of the set of points where the quasidistance is dominated by Euclidean distance; this step deals only with the convex function φ.
To prove our theorem we introduce the sets G M (u) given in Definition 3.5 in terms of the quasidistance d which takes into account the behavior of φ in different directions. Once we define these sets, a difficulty comes from deciding the size of the neighborhood in which we want the inequality in the definition of G M (u) to hold. To estimate D 2 u(x 0 ) it is enough to have |u(x) − u(x 0 ) − ∇(u)(x 0 )(x − x 0 )| ≤ Md(x, x 0 ) 2 for all x in a neighborhood of x 0 but it is important to specify this neighborhood since eventually we have to compare G M (u) with G λM (u); in particular this becomes important in the hypothesis of Lemma 4.2.
Our proof uses the method developed by Caffarelli [C] to establish the W 2,p -estimates for the Monge-Ampère equation, see also [G01, Chapter 6] . Some of these ideas are also used in the W 2,p -estimates for nonlinear elliptic equations in Caffarelli and Cabré's book [CC95] from where some of the notation is borrowed.
The method of proof differs considerably from the classical W 2,p -estimates as in Gilbarg and Trudinger [GT83] as well as the estimates of Lin and Evans. Gilbarg and Trudinger proof's uses perturbation arguments and is based on the inequality
The ellipticity of the operator L and the modulus of continuity of the coefficients of L are essential in that proof; these two elements are not present in our setting.
A hypothesis requires that λ ≤ detD 2 φ ≤ Λ and our method does not seem to give information about the relation between the best exponent p for which our theorem holds the constants λ and Λ. A conjecture is that if |detD
where p( ) tends to ∞ as tends to 0. In some sense this says that the "ellipticity becomes better" when det D 2 φ is closer to one but it does not seem to give information on the modulus of continuity of the coefficients of our equation.
The organization of the paper is the following. In Section 2 we introduce all the preliminary material. Section 3 contains the main definitions and the second step mentioned above is proved. Section 4 contains the proof of the density lemmas needed later. In Section 5 we prove the main result for the homogeneous case, and Section 6 contains the non-homogeneous case. Section 7 contains the proof of an inequality used in Section 3, and Section 8 contains the examples mentioned in this Introduction.
P 
In this section we list the results about sections and normalization that are relevant for what follows.
Given a function φ : Ω → R, ∂φ denotes the subdifferential of φ. The Monge-Ampère measure associated with φ is (2.5)
for all Borel subsets E ⊂ Ω. In case φ is convex and C
2
(Ω), we have
A convex normalized domain is a strictly convex domain Ω ⊆ R n such that B α n (0) ⊆ Ω ⊆ B 1 (0). If S is any convex set with nonempty interior, there exists an ellipsoid E such that α n E ⊆ S ⊆ E and hence, there exists an affine transformation T such that
where ∇ denotes the standard gradient. Given 0 < α < 1 we define the sections at the minimum to be the sets
The next five results about sections hold under the assumption that φ ∈ C
(Ω) is a convex function such that λ ≤ det(D 2 φ) ≤ Λ and φ = 0 on ∂Ω where Ω is a convex normalized domain. These results can be found in [G01, Chapters 3 and 5] .
It is also important to remark that Lemma 2.1 holds under weaker assumptions on the function φ but certain regularity of φ is required on ∂Ω as examples of Pogorelov show; see [G01, Chapter 5] . We will only use this lemma as stated.
The following four lemmas hold for sections which a priori are known to be compactly contained in Ω.
Lemma 2.2 (Engulfing property). There exists
The following Lemma is used for an iteration argument in Sections 5 and 6. Lemma 2.3. Suppose α < β and x ∈ Ω α then S φ (x, C 0 (β − α) γ ) ⊆ Ω β for some C 0 and γ depending only on λ and Λ.
Lemma 2.4. There exists constants C 1 and C 2 depending only on n, λ and Λ such that
Lemma 2.4 says that the measure of any section depends essentially on the parameter t and is comparable to the measure of an Euclidean ball of radius √ t. However, a section may look like an ellipsoid in which the ratio between the longest axes and the shortest axes goes to infinity as the parameter t goes to 0. In other words, the eccentricity of a section is not bounded by constants depending only on λ, Λ, and n.
The following lemma is a simple consequence of Lemma 2.4:
Lemma 2.5. Given 0 < α < 1 there exists 0 < < 1 depending only on λ,Λ and n such that
We will also need the following observation about normalization. Let S φ (x, t) be a section and let T normalize S φ (x, t).
,it follows that
where C 1 and C 2 depend on λ,Λ and n. Hence,
where Tx =ȳ we have ψ = 0 on ∂Sφ(ȳ, 1) and λ ≤ detD 2 ψ ≤ Λ . In particular, Lemma 2.1 holds for ψ.
Next, we state a covering lemma for sections, which is in [G01, Chapter 6] .
Lemma 2.6. Let A ⊆ Ω and suppose that for each x ∈ A a section S φ (x, t) Ω is given such that t is bounded by a fixed number η. Then, there exists a countable subfamily {S φ (x k , t k )} k with the following properties:
where C depends also on n,λ,and Λ and χ E denotes the characteristic function of the set E.
The next lemma is of fundamental importance in setting up an iteration argument, and it complements the previous lemma. Its proof is in [CG97] .
Lemma 2.7. Let O ⊂ Ω and 0 < < 1. Suppose that for each x ∈ O, there exists a section
Then, there exists a countable subfamily of sections
We now define and state a theorem for the maximal function that will be used in Section 6.
Theorem 2.9. There exists a constant C depending on λ and Λ such that
Consider the family S φ (x, 2t x )). By Lemma 2.6, there exists a countable subfamily
Therefore,
Hence,
M 
In this section we define the quasidistance given by the sections of φ and using this quasidistance we define the sets where the solution u is touched from above and below by certain polynomials. We also prove in this section a lemma for solutions to the MongeAmpère equation which is the second step mentioned in the introduction.
First, we begin with a simple lemma that is used repeatedly in our calculations.
(Ω). Let w = u + φ, Γ(w) the convex envelope of w, and the contact set C = {x ∈ Ω : w(x) = Γ(w)(x)}. Suppose E ⊂ C and F ⊂ Ω be measurable sets such that ∂φ(F) ⊂ ∂w(E). Then
Proof. We have
n dx, and (3.1) follows. 
is a convex function of x on the set S φ (x, η 0 ).
, and so
0 ) and 0 < λ < 1. We have
Suppose x 1 ∈ S φ (x, t 1 ) and x 2 ∈ S φ (x, t 2 ), and let ψ(x) = φ(x) − φ(x) − ∇φ(x) · (x −x). The function ψ is convex and so
Since t 1 and t 2 are arbitrary, we get inf{t :
that is,
3.2. Spaces. For the following definitions we fix 0 < α 0 < 1 once and for all.
3.3. A Lemma for the Monge-Ampère equation.
(Ω) with φ = 0 on ∂Ω, and
Then
, and for all 0 < t < 1.
Proof. Let w be the solution to det D 2 w = 1 in Ω with w = 0 on ∂Ω. It follows from Pogorelov's estimate, [G01, inequality (4.2.6) 
for 0 < t < 1. Let Γ(v t ) be the convex envelope of v t in Ω, and C t be the set of contact points,
, we obtain the desired estimate.
, and therefore
by Lemma 3.6.
and so, inf{t :
Remark 3.10. We have
If 0 < α ≤ α 0 , then from Remark 3.10 we have that
where
D L
In this section we prove two density lemmas that will be used in Sections 5 and 6 to prove the decay of µ(Ω α \ G β (u)) for β large.
, then we have
We have T (S φ (x 0 , t 0 )) = Sφ(y 0 , 1) =Ω is normalized, ψ = 0 on ∂Ω, and λ ≤ det D 2 ψ ≤ Λ inΩ by the observation after lemma 2.5. For each 0 < α < 1 there exists η(α) such that ifȳ ∈Ω α , then S ψ (ȳ, η(α)) ⊂⊂Ω by Lemma 2.1. Therefore ifȳ ∈Ω α , then
Let w α (y) = η(α)ũ(y) + ψ(y), and let γ α be the convex envelope of w α inΩ, and C α = {y ∈Ω : w α (y) = γ α (y), and ∃ y supporting hyperplane to γ α at y with y < 0 inΩ}.
To prove this claim, letȳ ∈Ω α and
And if y * ∈ ∂Ω, then we would have δ < −w α (y * ) ≤ 0, which is contradictory. Therefore
) is convex as a function of y, we have that
and so w α (y *
, and therefore ∇ψ(ȳ) ∈ ∇w α (C α ). This proves claim 1.
We have D
and hence
We haveΩ α = T (S φ (x 0 , αt 0 )) and for now suppose
where A is a set that will be determined. Then
, for all α sufficiently close to one. Proof of Claim 2. Letȳ ∈ C α . Thenȳ = Tx for somex ∈ S φ (x 0 , t 0 ) and
with equality at y =ȳ, for some affine with < 0 in T (S φ (x 0 , t 0 )). We now claim that
This proves (4.4).
Recall thatφ(y)
for all y ∈ T (S φ (x, η 0 )). On the other hand, by definition ofφ and ψ, the inequality (4.5) is equivalent to
for all y ∈ T (S φ (x, η 0 )), with equality atȳ = Tx. Notice that by engulfing and since
, and hence by (4.3) we get
for all y ∈ T (S φ (x 0 , t 0 )) with equality for y =ȳ. Let
for y ∈ T (S φ (x, η 0 )), and
If y ∈ ∂T (S φ (x 0 , t 0 )) then (y) < 0 and so g(y)
and therefore B ∩ ∂T (S φ (x 0 , t 0 )) = ∅, and since, by Lemma 3.4(b), g is concave, it follows that B is connected. Hence B ⊂ T (S φ (x 0 , t 0 )). This implies that
for each y ∈ T (S φ (x, η 0 )) with equality at y =ȳ. Because we have that
, that is, (4.6) follows. Since is a supporting hyperplane to η(α)ũ(y) + ψ(y) atȳ, we then getũ
Hence we have proved that for each 0 < α < 1 we have
, as long as t 0 η(α) θ 2 ≤ η 0 (as required to define the set G with the definition 3.5) and for t 0 θ ≤ η 0 . Notice that since η(α) → 0 as α → 1, the condition t 0 η(α) θ 2 ≤ η 0 is always satisfied for α close to one. This completes the proof of claim 2.
To complete the proof of the lemma, we notice that from Lemma 2.5, given > 0 there exists α = α( ) sufficiently close to one such that
for all sections S φ (x 0 , t 0 ) compactly contained in Ω. This inequality combined with (4.2) and Claim 2 yields the desired result with M ≥ 1
.
(Ω), and L φ u = 0 in Ω.
Then for each
∅, then we have
, and setφ
We have as in Lemma 4.1 that
for all x ∈ S φ (x, θ 2 /λ). Hence changing variables we get
and if we set
We have ψ ≤ w α ≤ η(α) + ψ inΩ. Let γ α be the convex envelope of w α inΩ, and
, and ∃ ȳ supporting hyperplane to γ α atȳ,
Notice this η(α) is the η(α) from lemma 2.1 divided by θ + Proof of Claim 2. Letȳ ∈Ω α , and
We have δ ≥ ψ(ȳ) − w α (ȳ) = η(α)(1 − v(ȳ)) ≥ 0, and if y ∈ ∂Ω, then we have
Therefore there exists y * ∈Ω such that
for all y ∈Ω. Hence
for all y ∈Ω. Also notice that
for all y ∈Ω. This proves Claim 1. Proceeding as in Lemma 4.1, we have
We haveΩ α = T (S φ (x 0 , αt 0 )). If we assume that (4.9)
where A is a set to be determined, then we have
We next determine A. Claim 2. The inequality (4.9) holds with
Proof of Claim 2. Letỹ ∈ C α . There exists affine such that η(α)v(y) + ψ(y) ≥ (y) for all y ∈ T (S φ (x 0 , t 0 )), and with equality atỹ, and < −η(α)(θ − 1/2) in T (S φ (x 0 , t 0 )). Herẽ y = Tx forx ∈ S φ (x 0 , t 0 ), S φ (x, η 0 ) Ω, and we have as in Lemma 4.1 (see proof the of (4.5)) that
for all y ∈ T (S φ (x, η 0 )) with equality atỹ, and where˜ ỹ is affine given bỹ
for each y ∈ T (S φ (x 0 , t 0 )), and with equality at y =ỹ,
We have from (4.8)
Our goal is to extend the inequality (4.11) to the set T (S φ (x, θ 2 /(λM))), for some M sufficiently large. Notice that sincex,x ∈ S φ (x 0 , t 0 ) and t 0 < 1/λ, by engulfing
Hencex ∈ S φ (x, θ/λ), and again by engulfing S φ (x, θ/λ) ⊂ S φ (x, θ 2 /λ) and therefore (4.12)
for M ≥ θ. Therefore to achieve our goal, it is enough to extend the inequality (4.11) to
We claim that (4.13) B ⊂ T (S φ (x 0 , t 0 )).
We first prove that
On the other hand, from Lemma 3.4(a)
≤ θt 0 , we get that y ∈B, and (4.14) follows. Since η(α)/2 < 1, we have that the function
is convex and henceB is connected. Notice that we have Suppose y ∈ ∂T (S φ (x 0 , t 0 )) then we claim that
) 2 ≤ θt 0 . Hence (4.17) follows, and therefore (4.16) holds. Sinceỹ ∈B ∩ T (S φ (x 0 , t 0 )) andB is connected, we get (4.15).
Combining (4.14) with (4.15), we get (4.13) as desired.
Recall that η(α)v(y) ≥ g(y) in T (S φ (x 0 , t 0 )) by (4.11), and if
then y B by (4.13), that is,
On the other hand, by definition of G λ (u) we have from (4.8) that
for all y ∈ T (S φ (x, θ 2 /λ)), and hence
/λ)) with equality at y =ỹ. In particular, by (4.12) we have that
Therefore (4.11) holds for all y ∈ T (S φ (x, θ 2 /(λM))).
Notice that from the definitions of and˜ ỹ we have g(y) = a+p·(y−ỹ)−
with a = η(α)v(ỹ) and p = η(α)∇v(ỹ). By definition of v we then get that
Therefore we have proved that
, (the requirement in the definition of G is satisfied since S φ (x 0 , t 0 ) ⊂ Ω α 0 and θ 2 /(λM) = η(α)θ/(2λ) ≤ η(α 0 ) since λ is sufficiently large). So Claim 2 is proved. Then from (4.10) and Claim 2 we obtain
From Lemma 2.5, given > 0 there exists 0 < α = α( ) < 1 such that
The lemma now follows taking δ( ) = η(α( ))/(2θ).
T  
Let 0 < < 1/2 and M the largest of the constants in Lemmas 4.1 and 4.2. Applying Lemma 4.1 to the functions u + 1 2 and −u + 1 2 , and noticing that G
Let α 2 < α 1 < α 0 . There exists η 2 such that if x ∈ Ω α 2 and t ≤ η 2 then S φ (x, t) ⊂ Ω α 1 ; and there exists η 1 such that if x ∈ Ω α 1 and t ≤ η 1 then
We have lim t→0 g(t) = 1. Also, if 2/λ ≤ t < η 1 , then S φ (x 0 , t) ⊂ Ω α 0 and
. Then by continuity of g, there exists t x 0 ≤ 2/λ ≤ θ 3 /λ ≤ η 2 /2 such that g(t x 0 ) = 2 . Then we have proved that if 0 < < 1/2 and M is the constant in Lemma 4.1, then for α 2 < α 1 < α 0 and for any λ > 0 such that θ 3 /λ ≤ η 2 /2 and for any x 0 ∈ Ω α 2 \ G λM (u) there exists t x 0 ≤ 2/λ such that
We now claim that (5.1) implies that
Suppose that (5.2) is false. Since x 0 ∈ Ω α 2 and t x 0 ≤ 2/λ ≤ η 2 , we have that
∅ and hence from Lemma 4.2 applied to u and −u, we have for M sufficiently large
and so
contradicting (5.1). This proves (5.2).
Then from Lemma 2.7 we get that
where α 2 < α 1 < α 0 , θ 3 /λ ≤ η 2 /2, and M = M( ) large, and for all sufficiently small. 5.1. Power decay. Recalling Lemma 2.3, we can apply (5.3) with λ = M and
Next apply (5.3) with λ = M 2 and θ
, that is,
Continuing in this way, if
We then obtain the following theorem:
Then for each > 0 and 0 < α 0 < 1 there exist a constant M = M( , α 0 , λ, Λ) such that for all u and φ as above we have
This statement implies the following. Let t ≥ M and pick
Thus, combining this estimate with Remark 3.8 and the inclusion (3.5), we obtain our main theorem in the homogeneous case:
(Ω), and L Φ u = 0 in Ω. Then, given 0 < α 0 < 1 there exist positive constants p and C depending only on λ, Λ, and α 0 such that
. We can apply the above estimate to
for some p and C depending on λ, Λ, and α 0 which implies the theorem, since in our case Lebesgue measure is comparable to the Monge-Ampère measure µ.
T  
Lemma 6.1. Let Ω be a normalized convex domain, φ ∈ C
2
(Ω), φ = 0 on ∂Ω, and
Then for each > 0 there exist positive constants η( , λ, Λ) and C(λ, Λ, n) such that for each η ≤ η( , λ, Λ) and for each section S φ (x 0 , t 0 ) ⊂ Ω α 0 , we have
Proof. We use the notation from the proof of Lemma 4.1. The proof proceeds in the same way, in particular, Claims 1 and 2 hold; the only difference is to handle the integral
Applying Lemma 3.1 with u η(α)ũ, φ ψ , E = C α , F =Ω α , and using Minkowski's inequality we get
Changing variables yields
That is,
Notice that this inequality holds for any η ≤ η(α) Given 0 < < 1/2 pick α = α( ) such that
which combined with the previous inequality yields the lemma for any η ≤ η(α( )).
Proof. We use the notation from Lemma 4.2 and notice that Claims 1 and 2 hold. As in the proof of (6.2) we get
notice that in the above inequality, η(α) can be replaced by any η ≤ η(α). Therefore picking α = α( ) as in the proof of the previous lemma we get
for each η ≤ η(α).
6.1. Power decay for the nonhomogeneous case. Let Ω be a normalized convex do-
φ L n (Ω,µ) ≤ 1. Given 0 < < 1/4 we pick η sufficiently small depending on such that from Lemma 6.1 we get with M = 1/η and for
Proceeding as in Section 5 we get that given 0 < < 1/4 there exist M = M( , λ, Λ) as in Lemmas 6.1 and 6.2 such that for α 2 < α 1 < α 0 and for θ 3 /λ ≤ η 2 /2 and for any
We now claim that if x 0 ∈ Ω α 2 \ G λM (u), θ 3 /λ ≤ η 2 /2 and (6.4) holds, then
Otherwise and since x 0 ∈ Ω α 2 and t x 0 ≤ 1/λ < η 2 , we have that S φ (x 0 , t x 0 ) ⊂ Ω α 1 and there
. Then by Lemma 6.2 we get that 3
a contradiction with (6.4). So (6.5) is proved.
Hence by Lemma 2.7, there exist 0 <δ( ) < 1 and a family of sections S φ (x k , t k ) whose union covers Ω α 2 \ G λM (u) satisfying (6.4) and (6.6) by (6.5).
We now proceed as in Subsection 5.1. Fix α 1 < α 0 and let λ = M, and set α 2 =
where γ and C 0 are the constants in Lemma 2.1. Then θ
, and so from (6.6) we get
Continuing in this way we let
Since M µ is of weak type 1-1 by Theorem 2.9, we get
where the constant C depends on µ(Ω). Writing m 1 = √ m 0 and since m 0 < 1, we have that
On the other hand,
for M sufficiently large depending on α 1 , and therefore
Combining this inequality with Remark 3.8 and (3.5) we get the estimate (6.7) µ({x ∈ Ω α 0 /2 : |D i j u(x)| > β}) ≤ C β τ , for some τ > 0 and for all β large. Therefore, we obtain the main theorem in the nonhomogeneous case:
(Ω), and L φ u = f in Ω. Then, given 0 < α 0 < 1 there exist positive constants p and C depending only on λ, Λ and α 0 such that
C for some p and C depending on λ, Λ, and α 0 . This implies that
The theorem then follows since by assumption Lebesgue measure is comparable to the Monge-Ampère µ.
and with λ and Λ positive constants depending only on n, λ, Λ, dist(Ω , ∂Ω) and the
C 
Let u, f ∈ C(Ω) and f ≥ 0. We say that Mu ≤ f in the viscosity sense if u is a viscosity supersolution to Mu = f in Ω. 
We use the following lemma.
is the convex envelope of u in Ω, and µ is the MongeAmpère measure associated with Γ(u), then µ has support in the contact set C = {x ∈ Ω :
, then there exists x 0 ∈ Ω \ C with p ∈ ∂Γ(u)(x 0 ), and so (x) = Γ(u)(x 0 ) + p · (x − x 0 ) is a supporting hyperplane to Γ(u) at x 0 in Ω. By [G01, Lemma 6.6 .2] there exist at most n + 1 points
, and in particular for some z x 0 ; that is, p ∈ ∂Γ(u)(z). Then by Aleksandrov [G01, Lemma 1.1.12], |∂Γ(u)(Ω \ C)| = 0.
Proof. (of Theorem 7.1) We proceed in a sequence of steps.
Step 1. Let B = B R (y) be a ball withB ⊂ Ω, and u ∈ C(Ω). There exists a sequence 
Therefore |u k − u ∞ | ≤ 1/k inB, and so u k converges uniformly to u ∞ inB.
Step 1'. Let v be a convex generalized solution to Mv = α in Ω.
Step 2. If Mu ≤ 1 + in the viscosity sense in a ball B = B R (y) with u ∈ C(B), then u ∞ ≤ u inB. Let δ > 0 and φ(x) = δ |x − y| 2 . Expanding the determinant we obtain
Then from Lemma 1.7.2 we get that
Step 3. We have
here Γ B denotes the convex envelope in B. This follows from Steps 1-1'.
Step 4. Since u ≥ u ∞ inB and u = u ∞ on ∂B, we have that
where Γ Ω and Γ B denote the convex envelopes in Ω and in B respectively, for any v ∈ C(Ω). In fact, from Lemma 7.2 Step 4 is complete.
Step 5. We claim that Step 6. We have Then (7.1) follows from Lemma 7.2. The proof of (7.2) follows omitting
Step 1' and taking v k = v.
C
We Therefore β, δ, γ solve the system of equations β − δ − γ = 1 (2 − α)β − 2γ = −α 2(α − 1)β − αδ − (α − 2)γ = 0.
The solutions to this system are given by (β, δ, γ) = 1 − 2 α , 0, 2 − 2 α + δ 2 α , 1, 2 α − 1 , where δ is arbitrary. We next impose conditions on β, δ, γ such that φ is convex. We have for |y| < |x| 
