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Abstrakt 
 
Podstatou předložené bakalářské práce je aplikace metodiky a prostředků 
inverzní analýzy při pravděpodobnostním návrhu vybraných parametrů konstrukcí. 
Prvním krokem bylo seznámení se s pravděpodobnostním návrhem a posouzením 
konstrukcí, následně pak s vlastní metodikou inverzní analýzy založené na umělých 
neuronových sítí. 
 
Po nastudování daného tématu bylo možné přejít k samotné problematice. Zprvu 
pro uvedení teorie do praxe se začalo na lehčích příkladech. Jednalo se o matematické 
funkce a jeden praktičtější příklad. U těchto příkladů byly předem známé výsledky. 
Tato skutečnost vedla k snadné kontrole dosažených hodnot. Postupným 
zdokonalováním v užívání softwarových nástrojů a to zejména programu DLNNET 
bylo možné přejít na příklady z praxe. Zvoleny byly příklady z předmětů nižších 
ročníků bakalářského studia na Fakultě stavební VUT Brno. Prvním z nich byl návrh 
železobetonové desky, u které byly hledanými návrhovými parametry výška desky 
a plocha vyztužení. Druhým příkladem byl návrh montážního ocelového šroubového 
spoje u diagonály vazníku. Zde se provedlo dimenzování průměru šroubu a jeho počet. 
 
Klíčová slova 
 
Pravděpodobnostní návrh, deterministický návrh, inverzní analýza, softwarový nástroj, 
umělé neuronové sítě, neuron, Genetické algoritmy, Gradientní metoda se setrvačností, 
simulace, parametr konstrukce, střední hodnota, směrodatná odchylka, variační 
koeficient, korelační koeficient, pravděpodobnostní spojitá rozdělovací funkce, index 
spolehlivosti, mezní stav únosnosti, mezní stav použitelnosti. 
  
Abstract 
 
This bachelor thesis deals with the application of methodology and tools of 
inverse analysis in regards to probabilistic design of selected design parameters of 
structure. The first step was to get familiar with the probabilistic design and analysis, 
then understanding of the inverse analysis methodology itself which is based on 
artificial neural networks.  
 
After researching the topic we could get to the actual issue. To put the theory in 
practice easier examples were used at first. These were mathematical functions and one 
practical-based example, whereas the results were known in advance. This simplified 
a process of checking achieved values. Using software tools and especially DLNNET 
software allowed us to take on practical exercises. Used exercises are chosen from 
earlier undergraduate studies at the Faculty of Civil Engineering, Brno. The first of 
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these was a design of reinforced concrete slab, where desired parameters were slab’s 
height and area of reinforcement. The second one was a design of a diagonal truss screw 
connection, aimed to size the screw diameter and its quantity. 
 
Keywords 
 
Probabilistic design, deterministic design, inverse analysis, software tool, artificial 
neural networks, neuron, Genetic algorithm, Gradient descent with momentum, 
Simulation, parameter structure, mean value, standard deviation, coefficient of 
variation, correlation coefficient, continuous probability distribution function, safety 
index, ultimate limit state, serviceability limit state.  
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1 Úvod 
Dimenzování konstrukcí lze provést dvěma způsoby. Při návrhu konstrukcí 
se běžně používá deterministický přístup (pomocí norem ČSN, EC aj.). Druhou 
možností návrhu konstrukcí je pravděpodobnostní návrh, který je v některých ohledech 
rozdílný, viz dále. Rovněž pro pravděpodobnostní návrh platí příslušné normy, které 
jsou k tomuto návrhu určeny. U obou návrhových přístupů je rozdílné definování 
vstupních hodnot pro analýzu konstrukce. Namísto klasického deterministického 
přístupu (5% kvantil pevnosti betonu v tlaku apod.) se používá při pravděpodobnostním 
návrhu konstrukcí pravděpodobnostní rozdělovací funkce (pracuje se středními 
hodnotami parametrů, jejich směrodatnými odchylkami apod.). I běžný návrh 
konstrukce má v sobě zahrnutou pravděpodobnost poruch a různých odchylek (zmíněné 
5% kvantily, součinitele bezpečnosti apod.), avšak nevstupuje přímo do výpočtu, tak 
jako u pravděpodobnostního návrhu. 
 
Analýzu konstrukcí lze rovněž provést dvěma způsoby. Běžným inženýrským 
postupem je aplikace metody "pokus – omyl". To znamená, že se pro danou konstrukci 
navrhnou průřezové a materiálové charakteristiky a výpočtem se ověří, zda konstrukce 
vyhoví či nevyhoví. Druhou metodou je inverzní analýza. Inverzní analýzou lze 
navrhnout konstrukci jak běžným způsobem, tak i pravděpodobnostně. Inverzní analýza 
jednodušších konstrukcí se provádí pomocí vyjádření vybraného návrhového parametru 
z deterministické podmínky spolehlivosti. U složitěji definovaných konstrukcí by 
odvození návrhového parametru bylo poměrně pracné. Proto se k aplikování inverzní 
analýzy používají pokročilejší metody, jako např. metoda založená na umělých 
neuronových sítí (Lehký a Novák, 2013). Aby se metoda umělých neuronových sítí 
mohla aplikovat na inverzní analýzu, musí mít každá síť svou učící množinu. K získání 
učící množiny je využit pravděpodobnostní návrh konstrukcí. Učící množina může 
obsahovat libovolný počet uspořádaných dvojic (index spolehlivosti a hledaný návrhový 
parametr). Deterministickým přístupem nelze tyto uspořádané dvojice získat. Rovněž 
k aplikování pravděpodobnostního přístupu návrhu konstrukcí jsou využívány 
softwarové nástroje. 
 
Cílem předložené bakalářské práce bylo aplikování metody 
pravděpodobnostního návrhu konstrukcí a dále aplikování softwarových nástrojů 
potřebných k inverzní analýze. 
 
Úvodní kapitola se zabývá základy pravděpodobnostního návrhu. Druhou 
kapitolu tvoří umělé neuronové sítě. Tato kapitola pojednává o základních vlastnostech 
sítí a jejich učení. Další kapitola se věnuje představení použitých softwarových nástrojů 
(FReET, IRel, DLNNET), jejich významu a vzájemné provázanosti. V hlavní kapitole 
jsou popsány jednotlivé příklady, zveřejněny dosažené výsledky pomocí inverzní 
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analýzy a jejich vyhodnocení. K hlavní textové části jsou připojeny přílohy, 
ve kterých jsou obsaženy DLL knihovny s rovnicemi k příkladům (3., 4. a 5.).  
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2 Základy pravděpodobnostního návrhu 
 
2.1 Základní charakteristiky pravděpodobnosti   
 
Definice: „Veličina X, která při splnění stanovených podmínek π (tj. při realizaci 
určitého náhodného jevu) nabývá právě jednu hodnotu x, se nazývá náhodná veličina.“ 
 
 Souhrn všech možných realizací x náhodné veličiny X se nazývá základní 
soubor. Je popsán rozdělením pravděpodobnosti fx (x), tj. funkcí udávající 
pravděpodobnost, že náhodná veličina je z daného intervalu. Distribuční funkce Fx (x) 
udává pro každou hodnotu x pravděpodobnost, že X bude menší než daná hodnota x: 
   ( )   (   )  

x
  ( )    (2.1) 
 Vedle distribuční funkce a hustoty pravděpodobnosti se základní soubor 
popisuje různými parametry, z nichž nejdůležitější jsou tzv. momentové parametry. 
 Základní parametr je střední hodnota, která je definována jako první obecný 
moment ve tvaru: 
    
x
   ( )     (2.2) 
 Míra rozptýlení náhodné veličiny X vzhledem k průměru    je dána druhým 
centrálním momentem, rozptylem   
 . 
   
  
x
(     )    ( )    (2.3) 
Směrodatná odchylka náhodné veličiny X je pak odmocninou z rozptylu: 
    √    (2.4) 
Variační koeficient je dán vztahem: 
      
  
  
 (2.5) 
V normách, které jsou určeny ke klasickému deterministickému návrhu 
konstrukcí, jsou pevnostní charakteristiky dány dolním 5% kvantilem z příslušné 
hustoty pravděpodobnosti a objemové tíhy materiálů horním 5% kvantilem. 
Pro pravděpodobnostní návrh je proto nutné převést hodnoty kvantilů na střední 
hodnoty. Velikost dalších charakteristik, kterými jsou směrodatná odchylka střední 
hodnoty nebo variační koeficient, lze vyhledat v příslušných normách určených 
k pravděpodobnostnímu návrhu.  
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2.2 Pravděpodobnostní spojité rozdělovací funkce 
 
Nejpoužívanějšími spojitými rozděleními při definování vstupních parametrů 
pro pravděpodobnostní návrh v předložené bakalářské práci bylo normální rozdělení 
a lognormální rozdělení. Využívají se zejména pro charakterizování některých zatížení 
(normální rozdělení, v některých případech i lognormální), geometrických rozměrů 
(normální rozdělení) a materiálových charakteristik (lognormální). Další spojitou 
rozdělovací funkcí je rovnoměrné rozdělení. Bylo využíváno zejména pro znáhodnění 
hledaných parametrů konstrukcí. 
  
Rovnoměrné rozdělení 
 
Rovnoměrné rozdělení (obdélníkové) je patrně nejjednodušší spojité rozdělení. 
Hustota pravděpodobnosti fx(x) rovnoměrně rozdělené náhodné veličiny X na intervalu 
〈   〉 (symbolický zápis     (   )) je dána vztahem: 
   ( ) {
                            
 
   
               
                            
 (2.6) 
a příslušná distribuční funkce Fx(x) je: 
   ( ) {
                            
   
   
                
                            
 (2.7) 
Střední hodnota a rozptyl jsou dány vztahy: 
   
 
 
(   ),    
 
  (   ) 
 (2.8) 
Normální rozdělení 
 
Normální rozdělení náhodné veličiny X je symetrické a definováno na intervalu 
〈    〉 a je závislé na dvou parametrech. Hustota pravděpodobnosti fx(x) normálního 
rozdělení má tvar: 
   ( )  
 
 √  
 
 
(   ) 
    
 
 
 ( )  
 
 
 (
   
 
) (2.9) 
kde   je střední hodnota,    se nazývá rozptyl a   je standardizované normální 
rozdělení. Distribuční funkce Fx(x) je dána vztahem: 
   ( )  

x
  ( )    

x
 
 √  
 
 
(   ) 
       
 
 
[     (
   
√   
)] (2.10) 
kde erf je speciální funkce esovitého tvaru (pravděpodobnostní integrál): 
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    ( )  
 
√ 
x
0
   
 
    (2.11) 
Lognormální rozdělení 
 
Obecné jednostranně omezené nesymetrické lognormální rozdělení 
na ohraničeném intervalu        resp.         je nejčastěji definováno 
momentovými parametry, střední hodnotou   , směrodatnou odchylkou    a šikmostí 
  . Pokud není známá šikmost, lze pracovat s dolní resp. horní mezi   . Hustota 
pravděpodobnosti fx(x) obecného lognormálního rozdělení LN (      ) má tvar: 
   ( )  
 
|    |√  (    )√  
   
(
  
  
(|    || |√  (   
 ))
 
 
   (    )
)
  (2.12) 
          ;       
 ;   (√
  
 
 
   
  
 
)
 
 
 (√
  
 
 
   
  
 
)
 
 
 (2.13) 
Hustota pravděpodobnosti fx(x) lognormálního rozdělení LN (   ) s dolní mezí v nule 
má tvar: 
   ( )  
 
 √  (    )√  
   
(
 
 
 
  
( √  (    ))
 
 
   (    )
)
 
 
   
  
  
 (2.14) 
 
2.3 Korelační koeficient 
 
Korelace ve statistice vyjadřuje vzájemný vztah mezi dvěma náhodnými 
veličinami X a Y. Míra korelace se vyjadřuje korelačním koeficientem, který nabývá 
hodnoty z intervalu 〈    〉. Pearsonův (lineární) korelační koeficient pro dvojici 
náhodných veličin X a Y je dán vztahem: 
      
   (   )
    
 
 ((    )(    ))
    
 (2.15) 
kde E je střední hodnota náhodné veličiny, cov je kovariance a   je směrodatná 
odchylka. 
 Hodnota -1 korelačního koeficientu vyjadřuje zcela nepřímou lineární závislost 
mezi náhodnými veličinami, +1 vyjadřuje zcela přímou lineární závislost. Pokud mezi 
veličinami není žádná zjistitelná lineární závislost, potom je korelační koeficient 
roven 0. 
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Ve většině případů jsou vstupující náhodné veličiny mezi sebou nezávislé a tedy 
korelační koeficient je roven 0. Nepřímou či přímou lineární závislost mezi náhodnými 
veličinami lze vnést změnou korelačního koeficientu z 0 na libovolné číslo v intervalu 
〈    〉. V kapitole věnované aplikacím inverzní analýzy byla vyzkoušena varianta 
dvou vzájemně závislých veličin. 
 
2.4 Deterministický a pravděpodobnostní přístup při návrhu 
konstrukcí 
 
Mějme dvě vzájemně nezávislé náhodné veličiny popisující účinek zatížení E 
a odolnost konstrukce R s hustotami pravděpodobnosti fR (r) a fE (e). Předpokládá se, 
že konstrukce je spolehlivá, jestliže je účinek zatížení E menší než odolnost konstrukce 
R. 
 
a) deterministicky formulovaná podmínka spolehlivosti 
       (2.16) 
kde Rd a Ed jsou návrhové deterministické (nominální) hodnoty odolnosti konstrukce R 
a účinků zatížení E. 
 
b) pravděpodobnostní podmínka spolehlivosti 
       (2.17) 
kde R a E jsou náhodné veličiny odolnosti konstrukce a účinků zatížení. 
 Výraz na levé straně nerovnosti (2.17) je často označován jako rezerva 
spolehlivosti a obvykle se značí Z. Mezní stav konstrukce nastane, platí-li: 
         (2.18) 
což lze brát jako limitní stav konstrukce. Náhodná veličina Z je tedy funkce náhodného 
vektoru dvou veličin: 
    (   )      (2.19) 
Při návrhu konstrukcí je možné použít dva způsoby a to buď deterministický 
přístup, nebo pravděpodobnostní. Klasický návrh se provádí deterministickým 
přístupem podle rovnice 2.16. K inverzní analýze se dá využít u lehčích početních 
řešení. Naopak u složitých návrhů konstrukcí by bylo náročné vyjádřit návrhové 
parametry z deterministické podmínky spolehlivosti 2.16. Z tohoto důvodu se tak 
k inverzní analýze využívá pravděpodobnostní podmínka spolehlivosti (2.17), 
která umožňuje řešit i složitější konstrukce. 
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2.5 Index spolehlivosti 
 
 K provádění inverzní analýzy při pravděpodobnostním návrhu konstrukcí je 
zapotřebí znát návrhovou hodnotu indexu spolehlivosti β. Uvádí se v příslušných 
normách a je rozdílná pro jednotlivé mezní stavy. 
 
 Index spolehlivosti β je měřítkem spolehlivosti a je v hojné míře používán 
v normativních předpisech. 
 Elementární index spolehlivosti podle Cornella (Rjanytrina) je definován 
jako převrácená hodnota variačního koeficientu rezervy spolehlivosti a stanoví 
se za předpokladu normality rozdělení veličiny Z podle vztahu: 
   
  
  
 (2.20) 
kde    je střední hodnota rezervy spolehlivosti. V případě nezávislých normálně 
rozdělených veličin R a E je uvedená střední hodnota dána vztahem: 
          (2.21) 
a    směrodatná odchylka rezervy spolehlivosti dána vztahem: 
   
    
    
  (2.22) 
 
2.6 Pravděpodobnost poruchy 
 
Teoretická pravděpodobnost poruchy je dána jako pravděpodobnost záporné 
rezervy spolehlivosti, tedy pravděpodobnosti, že náhodná veličina R nabude menší 
hodnoty než veličina E: 
     (     )   (   ) (2.23) 
Pravděpodobnost poruchy není přímo sledovaným jevem v této práci, nicméně je 
důležitým měřítkem stability konstrukce. Funkce poruchy je využívána při výpočtu 
indexu stability β. 
 
2.7 Aproximační metoda FORM 
 
Aproximační metoda FORM je spolehlivostní metoda I. řádu je založena 
na linearizaci funkce poruchy v prostou transformovaných náhodných veličin. Vstupní 
náhodné veličiny X je tedy nutné nejprve transformovat na nekorelované normované 
normální veličiny Y. Funkce poruchy je pak aproximována lineární funkcí v bodě 
maximálního příspěvku k pravděpodobnosti poruchy v tzv. návrhovém bodě. Z hlediska 
geometrické interpretace v prostou normovaných normálních veličin Y je návrhový bod 
u bodem ležícím na funkci poruchy  ( )    s nejmenší vzdáleností od počátku. Tato 
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nejmenší vzdálenost je označována jako index β. Aproximační metoda FORM byla 
použita ve všech uvedených příkladech této práce. 
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3 Umělé neuronové sítě 
 
Za umělou neuronovou síť se obecně považuje taková struktura 
pro distribuované paralelní zpracování dat, která se skládá z jistého, obvykle velmi 
vysokého, počtu vzájemně propojených výkonných prvků. Každý z nich může současně 
přijímat libovolný konečný počet různých vstupních dat. Na další výkonné prvky může 
předávat libovolný konečný počet shodných informací o stavu svého jediného, 
avšak velmi rozvětveného výstupu. Každý výkonný prvek transformuje vstupní data 
na výstupní podle jisté přenosové funkce. Přitom se též může uplatnit obsah jeho lokální 
paměti. (Lehký, 2006) 
 
Umělé neuronové sítě jsou prostředkem k provádění inverzní analýzy. Využívají 
se u náročnějších návrhů konstrukcí, kde nelze provést inverzní analýzu 
deterministickým přístupem. K základním softwarovým nástrojům, založených na této 
metodě, patří DLNNET. Umělé neuronové sítě se většinou skládají ze vstupní, skryté 
a výstupní vrstvy sítě. Skryté vrstvy sítě mohou být i dvě. Druhá taková vrstva 
se používá až v případě, kdy síť s jednou skrytou vrstvou neposkytuje dostatečně 
přesnou aproximaci řešené úlohy. Každý neuron v jedné vrstvě je propojen se všemi 
neurony v další nebo předcházející vrstvě. Uvnitř vrstvy nejsou neurony vzájemně 
propojeny. Každé takovéto propojení dvou neuronů je definováno váhovým 
koeficientem, ke kterému je připočítána prahová hodnota neuronu. Počet neuronů ve 
vstupní a výstupní vrstvě sítě je závislý na počtu hledaných návrhových parametrů a 
počtu stanovených indexů spolehlivostí (např. při inverzní analýze konstrukcí). Ve 
skrytých vrstvách sítě závisí počet neuronů do jisté míry na počtu neuronů ve vstupních 
a výstupních vrstvách sítě.   
 
3.1 Přenosové funkce 
 
Lineární funkce 
 
Lineární přenosovou funkci popisuje rovnice: 
       (3.1) 
Její derivace je rovna konstantě a udávající její sklon: 
 
  ( )
  
   (3.2) 
 
Hyperbolický tangens (symetrický sigmoid) 
 
Hyperbolický tangens má stejný tvar jako tzv. symetrický sigmoid, tj. sigmoid 
roztažený tak, aby měl na ose y rozsah 2 a posunutý o 1 směrem dolů, takže jeho 
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hranice jsou mezi -1 a 1. Pokud nazveme  ( ) standardním sigmoidem, pak 
pro symetrický sigmoid platí: 
  ( )    ( )    
 
      
   (3.3) 
Rovnice hyperbolického tangensu: 
  ( )  
      
      
 
     
     
 (3.4) 
Jeho derivaci dostaneme: 
 
  ( )
  
    ( ) ( ) (3.5) 
 
Mezi další přenosové funkce patří dvouhodnotová funkce a sigmoid (logistická funkce). 
Při definování základních charakteristik sítí u všech řešených příkladů byly 
jako přenosové funkce zadány lineární a hyperbolický tangens (symetrický sigmoid). 
Hyperbolický tangens využíváme ve skryté vrstvě sítě, zatímco lineární funkci 
ve výstupní vrstvě sítě. 
 
3.2 Učení umělé neuronové sítě  
 
Umělá neuronová síť pracuje v zásadě ve dvou fázích – aktivní a adaptivní. 
V aktivní fázi vstupuje do sítě signál, který prochází celou sítí od neuronu k neuronu 
skrze spojové cesty, a ve výstupní vrstvě obdržíme požadovaný výstupní signál. 
Aby bylo možné tuhle fázi provést, je nutné mít správně nastaveny váhy jednotlivých 
spojových cest a prahové hodnoty jednotlivých neuronů. K tomu se využívá druhá fáze, 
při níž se hodnoty vah a prahů učí (nebo také trénují). 
 
 Učení je v zásadě dvojího typu: s učitelem a bez učitele. K učení dopředného 
vícevrstvého perceptronu se používá učení s učitelem. To znamená, že síť se učí 
na základě tzv. učící množiny, tj. množiny uspořádaných dvojic [     ], kde yi je 
výstupní vektor, kterým očekáváme, že síť odpoví na výstup pi. Učení pak spočívá 
v minimalizaci kritéria: 
   
 
 
∑ ∑ (   
     
 )     
 
    (3.6) 
kde N značí počet uspořádaných dvojic (sad) "vstup–výstup" v učící množině,    
  je 
požadovaná výstupní hodnota k–tého výstupního neuronu při i–tém vstupu a    
  je 
skutečná výstupní hodnota (při tomtéž vstupu). 
 
 K minimalizaci kritéria E se používá některé optimalizační metody. Může 
se jednat o gradientní metody, stochastické metody nebo metody založené na umělé 
inteligenci a jejich vzájemné kombinace. (Lehký, 2006) 
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Nejběžnějšími optimalizačními metodami při učení sítě v řešených příkladech, 
byly Gradientní metoda se setrvačností a Genetické algoritmy. Ve většině případů byla 
použita jejich kombinace. Nejprve se síť naučila na určitou chybu Genetickými 
algoritmy, a když se začala blížit postupným učením až k samotnému naučení, byla síť 
doučena Gradientní metodou se setrvačností. V některých případech se podařilo síť 
naučit jen pomoci Gradientní metody nebo Genetickými algoritmy. 
 
3.3 Normalizace vstupů a výstupů neuronové sítě 
 
Normalizace na 〈    〉: 
       
  (  )
(       )
(         )  (  ) (3.7) 
Inverze: 
       
(      (  ))
(  (  ))
(       )      (3.8) 
Normalizace vstupů se používá u sítí s dvěma a více hledanými parametry, kde mezi 
jednotlivými intervaly vstupujících hodnot znáhodněných hledaných parametrů (počet 
vstupujících hodnot dle počtu simulací) je velký rozdíl v řádech jednotek. Síť 
s nenormalizovanými hodnotami je nestabilní a nedosahuje požadovaných výsledku 
učení. Všechny parametry vstupujících do sítě je nutno přepočítat dle vztahu 1. 
Při získávání hledaných hodnot návrhových parametrů se musí hodnoty zpětně 
přepočítat inverzi dle vztahu 2. 
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4 Softwarové nástroje 
 
K provádění inverzní analýzy při pravděpodobnostním návrhu vybraných 
parametrů bylo zapotřebí využití některých softwarových nástrojů. Mezi tyto nástroje 
patří FReET, IRel a DLNNET. Každý z nich plní v inverzní analýze určitou funkci 
a postupně na sebe navazují, případně jsou navzájem propojeny. 
 
4.1 FReET 
 
Jedná se o software určený k stochastické analýze. Jsou v něm definovány 
jednotlivé vlastnosti vybraných parametrů vstupujících do výpočtů (střední hodnoty, 
směrodatné odchylky, variační koeficienty, spojité rozdělovací funkce aj.). Další 
možností je zavedení statistické závislosti mezi vybrané parametry pomocí korelačního 
koeficientu v korelační matici. Pomocí stratifikované simulace LHS jsou náhodné 
veličiny realizovány a poté využity ve výpočetním modelu analyzovaného problému. 
Vkládání analyzovaných funkcí lze buď přímým zadáním do vestavěného editoru, 
nebo pomocí knihovny DLL. Program FReET je využíván i k zpětné vazbě při kontrole 
výsledků učení sítě, kdy dosažené výstupní hodnoty sítě se dosadí místo návrhových 
hodnot hledaných parametrů a aproximační metodou FORM se ověří velikost indexu 
spolehlivosti β. 
 
4.2 IRel 
 
Základním nástrojem pro inverzní analýzu je program IRel. V něm se definuje 
inverzní úloha a řídí komunikace mezi programy FReET a DLNNET. Programem IRel 
se provádí za pomocí softwarového nástroje FReET znáhodnění hledaných parametrů 
a vytvoření učící množiny. Znáhodnění se provádí pro zvolenou pravděpodobnostní 
charakteristiku vybraného parametru (střední hodnota, směrodatná odchylka aj.). 
Pro znáhodnění se používá rovnoměrná spojitá rozdělovací funkce, která je ohraničena 
body a a b (interval lze zvolit dle potřeby uživatele, výhodou je kratší interval, 
ale s možnosti výskytu hledané hodnoty návrhového parametru). Hledaný návrhový 
parametr je poté postupně dosazován z daného intervalu rovnoměrné rozdělovací 
funkce do analyzovaného problému. Tím se vytvoří učící množina, kterou využívá 
program DLNNET k učení sítě. 
 
4.3 DLNNET 
 
K učení umělé neuronové sítě se používá softwarový nástroj DLNNET. 
Základním požadavkem je samotné vytvoření sítě. Většina sítí má ze začátku vždy 
jednu skrytou vrstvu. Z počtu řešených rovnic inverzní analýzou je odvozen počet 
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vstupních a výstupních neuronů sítě. Na základě počtu vstupních a výstupních neuronů 
sítě se zvolí počet neuronů ve skryté vrstvě. Důležitým prvkem jsou přenosové funkce. 
Ve skryté vrstvě sítě byla zvolena u řešených příkladů přenosová funkce 
hyperbolického tangens. Lineární funkce byla pak použita ve výstupní vrstvě sítě. 
Při samotném učení sítě se využívá učící množina vytvořená v programu IRel. Podle 
počtu simulací hledaných návrhových parametrů se nastaví počet tréninkových setů. 
Váhy a prahy se u nového učení sítě nastavují náhodně a postupným učením sítě 
se jejich hodnoty mění. Pokud je síť jen částečně naučena, lze se k učení vrátit s již 
získanými hodnotami vah a prahů (za předpokladu že je zachován textový soubor 
s těmito hodnotami). Simulací sítě, pro zvolené vstupní veličiny, se dosáhne hledaných 
hodnot návrhových parametrů sítě.  
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5 Aplikace inverzní analýzy při návrhu parametrů 
vybraných úloh 
 
Hlavní části předložené práce byla samotná aplikace softwarových nástrojů 
k inverzní analýze. Ukázka jednotlivých úloh vede k lepšímu pochopení fungování 
inverzního návrhu daných parametrů. Byla zvolena posloupnost v obtížnosti, 
kdy prvním příkladem byla jednoduchá matematická funkce. Náročnější úlohou byla 
vzájemná závislost tří matematických funkcí. Praktičtějším příkladem byl průhyb 
volného konce konzoly (Lehký a Novák, 2013). 
 
Následně se přistoupilo k aplikaci inverzní analýzy při pravděpodobnostním 
návrhu na již klasicky deterministicky řešené konstrukce (železobetonová deska 
a montovaný ocelový šroubový spoj diagonály vazníku). Byla zde provedena 
optimalizace vybraných parametrů konstrukcí. 
 
5.1 Příklad 1: Matematická funkce s jedním návrhovým 
parametrem 
 
Jako první početní úloha byla zvolena matematická funkce. Tento typ 
matematické funkce je vhodný pro seznámení s nástroji určenými k inverzní analýze. 
Dopředu známé výsledky z literatury zajistily kontrolu dosažených hodnot. Tvar řešené 
rovnice: 
      [  (          )]         (5.1) 
Hledaným parametrem byl koeficient θ, který byl zvolen jako deterministicky. 
Při zpětném dosazení získané hodnoty parametru do rovnice g (5.1), musí být index 
spolehlivosti β = 2.0. Ostatní náhodné veličiny jsou uvedeny v Tabulce 6.1. 
 
Byly vyzkoušeny dvě varianty při učení neuronové sítě. U první varianty bylo 
použito v učící množině sto uspořádaných dvojic (hodnoty znáhodněného hledaného 
parametru a příslušné indexy spolehlivosti) a u druhé varianty byl počet uspořádaných 
dvojic dvacet. Vlastnosti znáhodněného parametru θ jsou uvedeny v Tabulce 6.2. Dále 
byla první varianta rozdělena na dvě podvarianty. Rozdíl byl v počtu neuronů ve skryté 
vrstvě sítě. Jedna síť měla dva neurony (Obrázek 6.1) ve skryté vrstvě sítě a druhá tři 
neurony (Obrázek 6.2). Ostatní parametry zůstaly pro všechny varianty stejné. 
 
Cílem bylo zjistit, zda půjde neuronová síť naučit i pro méně simulací hledaného 
návrhového parametru a jestli bude mít vliv počet neuronů ve skryté vrstvě sítě 
na funkčnost jednotlivých sítí. 
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Tabulka 6.1 Náhodné veličiny 
Veličina  Rozdělovací funkce Střed. hodnota Směr. odchylka Var. koeficient 
 u1  Normální 0 1 - 
 u2  Normální 0 1 - 
 u3  Normální 0 1 - 
 u4  Normální 0 1 - 
 θ  Deterministická 0.3 - - 
 
Tabulka 6.2 Znáhodnění návrhového parametru 
 Veličina  Rozdělovací funkce Střed. hodnota Směr. odchylka a b 
 θ  Rovnoměrná 0.3 0.057735 0.2 0.4 
 
 
Obrázek 6.1 Schéma sítě se dvěma neurony ve skryté vrstvě sítě 
 
 
Obrázek 6.2 Schéma sítě se třemi neurony ve skryté vrstvě sítě 
 
V Tabulkách 6.3 a 6.4 jsou uvedeny dosažené výsledky návrhového parametru θ 
první varianty učení sítě. Pro obě podvarianty se provedlo učení sítě patnáctkrát. 
Z dosažených výsledků se určila průměrná hodnota návrhového parametru θ. U druhé 
varianty byla síť naučena jen jednou. Dosažený výsledek návrhového parametru θ 
druhé varianty je uveden v Tabulce 6.5. 
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Varianta 1 
Počet neuronů ve skryté vrstvě sítě: 2 
Tabulka 6.3 Výsledné hodnoty návrhového parametru θ 
n 
Chyba při učení 
sítě 
θ - varianta 1. 
(střed. hod.) 
β Použitá metoda pro učení sítě 
1 4.671E-07 0.36708 2.0001 Genetické algoritmy 
2 1.330E-07 0.36747 1.9997 Genetické algoritmy 
3 7.282E-08 0.36737 1.9998 Genetické algoritmy 
4 7.791E-09 0.36714 2.0000 Genetické algoritmy 
5 1.415E-07 0.36705 2.0001 Genetické algoritmy 
6 7.126E-08 0.36721 1.9999 Genetické algoritmy 
7 5.767E-08 0.36727 1.9999 Genetické algoritmy 
8 4.239E-08 0.36729 1.9999 Genetické algoritmy 
9 8.765E-08 0.36707 2.0001 Genetické algoritmy 
10 1.471E-07 0.36739 1.9998 Genetické algoritmy 
11 5.822E-08 0.36729 1.9999 Genetické algoritmy 
12 3.071E-07 0.36718 2.0000 Genetické algoritmy 
13 1.566E-07 0.36715 2.0000 Genetické algoritmy 
14 5.299E-07 0.36704 2.0001 Genetické algoritmy 
15 6.001E-08 0.36712 2.0000 Genetické algoritmy 
 
Průměr: 0.36721 
    
Počet neuronů ve skryté vrstvě sítě: 3 
Tabulka 6.4 Výsledné hodnoty návrhového parametru θ 
n 
Chyba při učení 
sítě 
θ - varianta 1. 
(střed. hod.) 
β Použitá metoda pro učení sítě 
1 2.996E-07 0.36718 2.0000 Genetické algoritmy 
2 1.828E-07 0.36701 2.0001 Genetické algoritmy 
3 3.609E-08 0.36717 2.0000 Genetické algoritmy 
4 3.831E-08 0.36725 1.9999 Genetické algoritmy 
5 6.203E-08 0.36713 2.0000 Genetické algoritmy 
6 1.166E-07 0.36715 2.0000 Genetické algoritmy 
7 9.661E-08 0.36731 1.9999 Genetické algoritmy 
8 5.534E-08 0.36716 2.0000 Genetické algoritmy 
9 8.990E-08 0.36717 2.0000 Genetické algoritmy 
10 8.271E-08 0.36702 2.0001 Genetické algoritmy 
11 7.855E-08 0.36707 2.0001 Genetické algoritmy 
12 5.148E-08 0.36721 1.9999 Genetické algoritmy 
13 4.570E-07 0.36710 2.0000 Genetické algoritmy 
14 2.194E-08 0.36719 2.0000 Genetické algoritmy 
15 9.490E-08 0.36724 1.9999 Genetické algoritmy 
 
Průměr: 0.36716 
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Varianta 2 
Počet neuronů ve skryté vrstvě sítě: 2 
Tabulka 6.5 Výsledné hodnoty návrhového parametru θ 
n 
Chyba při 
učení sítě 
θ - varianta 2. 
(střed. hod.) 
β Použitá metoda pro učení sítě 
1 9.076E-08 0.36714 2.000005 Gen. al. + Grad. met. se set. 
 
Z dosažených výsledků vyplývá, že i při menším počtu simulací lze dosáhnout 
dobrých výsledků. Taktéž rozdíl v počtu neuronů ve skryté vrstvě sítě nebyl znát 
na schopnosti správně naučit síť. Další zajímavostí je také to, že u první varianty byly 
použity při učení sítě jen Genetické algoritmy. Ve většině následujících příkladů byla 
použita kombinace Genetických algoritmů a Gradientní metody se setrvačností. 
 
5.2 Příklad 2: Tři vzájemně závislé matematické funkce s více 
návrhovými parametry 
 
Ve druhém příkladu byla úloha identifikace rozšířena na tři vzájemně provázané 
funkce poruchy. Předmětem inverzní analýzy pak bylo najít tři návrhové parametry. 
Analyzované funkce jsou dány těmito tvary: 
      
             
               (5.2) 
                
Rovnice byly dimenzovány na indexy spolehlivosti β1 = 3.0, β2 = 3.5 a β3 = 4.0. 
Pro tyto hodnoty indexů spolehlivosti bylo zapotřebí najít vhodné kombinace tvarů 
vybraných náhodných veličin x1 (směrodatnou odchylku), x2 (střední hodnotu) a x3 
(střední hodnotu). Jednotlivé veličiny mají různé rozdělovací funkce pravděpodobností, 
viz Tabulka 6.6. Počet neuronů ve skryté vrstvě sítě byl osm (Obrázek 6.3). Vlastnosti 
znáhodněných parametrů x1,x2 a x3 jsou uvedeny v Tabulce 6.7. Počet simulací 
návrhových parametrů byl sto. 
 
Cílem příkladu bylo ověřit schopnost návrhu pro více vzájemně závislých funkcí 
poruch a návrhových parametrů.  
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Tabulka 6.6 Náhodné veličiny 
Veličina  Rozdělovací funkce Střed. hodnota Směr. odchylka Var. koeficient 
 x1  Normální 6.0 1.0 0.16667 
 x2  Lognormální (2 par) 2.5 0.5 0.20000 
 x3  Lognormální (2 par) 2.0 0.2 0.10000 
 x4  Gumbelovo Max. EV I 1.0 0.1 0.10000 
 
Tabulka 6.7 Znáhodnění návrhových parametrů 
 Veličina  Rozdělovací funkce Střed. hodnota Směr. odchylka a b 
 Směr. odch. (x1)  Rovnoměrná 1.0 0.28868 0.5 1.5 
 Střed. hod. (x2)  Rovnoměrná 2.5 0.28868 2.0 3.0 
 Střed. hod. (x3)  Rovnoměrná 2.0 0.28868 1.5 2.5 
 
 
Obrázek 6.3 Schéma sítě s osmi neurony ve skryté vrstvě sítě 
 
Tabulka 6.8 Výsledné hodnoty návrhových parametrů x1, x2 a x3 
n 
Chyba při 
učení sítě 
Směrodatná 
odchylka (x1) 
Střední 
hodnota (x2) 
Střední 
hodnota (x3) 
β1 β2 β3 
1 1.311E-03 0.7665 2.19267 2.07979 3.0083 3.5063 3.9964 
Použitá metoda pro učení sítě: Gen. al. + Grad. met. se set. 
Vzájemná závislost všech tří matematických funkcí vedla k náročnějšímu 
a citlivějšímu učení umělé neuronové sítě. I když se například pro určitou kombinaci 
parametrů x1, x2 a x3 podařilo dosáhnout příznivých výsledků β1 pro první funkci g1, 
neznamenalo to, že funkce g2 a g3 mají požadované indexy spolehlivosti β2, resp. β3 
(tvary funkcí g1, g2 a g3 jsou dány v rovnicích 6.2). 
 
Tentokrát nestačila k naučení sítě jen metoda Genetických algoritmů jako 
u prvního příkladu. Síť se prvně dostala do určité fáze zmíněnou metodou a poté musela 
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být "doučena" Gradientní metodou se setrvačností. Výsledné hodnoty vybraných veličin 
x1, x2 a x3 jsou uvedeny v Tabulce 6.8. 
 
5.3 Příklad 3: Průhyb volného konce konzoly 
 
Předchozí dvě varianty matematických funkcí sloužily k seznámení s nástroji 
určenými k inverzní analýze a také k plynulému přechodu na praktičtější úlohy. První 
takovou úlohou byl konzolový nosník. Dimenzování bylo provedeno na mezní stav 
použitelnosti, konkrétně na průhyb volného konce konzoly. Návrhovým parametrem 
byla výška průřezu h, která má nejzásadnější vliv na tuhost nosníku u tohoto mezního 
stavu. Maximální povolený průhyb je dán limitní podmínkou           . Rovnice 
posuzující průhyb konce konzoly: 
          
 
   
 
    
 
   
(  
   
   
)  
   
 
   
 (5.3) 
Návrh byl proveden pro index spolehlivosti β = 3.0. 
 
Obrázek 6.4 Schéma konzolovitého nosníku a jeho průřezu 
 
Úloha byla rozdělena na dvě varianty. V první variantě se hledala střední 
hodnota výšky průřezu h, kdy byl napevno zadán variační koeficient (střední hodnoty h) 
hodnotou 0.05. Ve druhé variantě se inverzní analýzou hledala směrodatná odchylka 
střední hodnoty h, kdy byla napevno zadána výška průřezu h hodnotou 0.5. Veškeré 
náhodné veličiny vstupující do výpočtu jsou uvedeny v Tabulkách 6.9 (varianta 1) 
a 6.11 (varianta 2). Síť měla při učení dva neurony ve skryté vrstvě sítě (Obrázek 6.4). 
Počet simulací návrhového parametru byl sto. Vlastnosti znáhodněného parametru h 
jsou uvedeny pro první variantu inverzní analýzy v Tabulce 6.10 a pro druhou variantu 
v Tabulce 6.12. 
 
V příkladu byl rovněž studován vliv korelace. Mezi osamělá břemena P1 
ve vzdálenosti L1 od vetknutí a P2 na volném konci konzoly, byl proto zaveden 
korelační koeficient, který nabýval hodnot 0 (nezávislé), 0.5 a 0.9. Tímto vznikly 
pro obě varianty výpočtu tři podvarianty. Výsledné hodnoty první varianty jsou 
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uvedeny v Tabulkách 6.13 až 6.15 a výsledky inverzní analýzy druhé varianty 
jsou uvedeny v Tabulkách 6.16 až 6.18. 
 
Snahou bylo zjistit, jak ovlivní korelační koeficient výsledné hodnoty 
parametru h a ověřit schopnost inverzní analýzou provést návrh parametrů i u úloh 
s korelovanými veličinami. 
 
Varianta 1 
 
Tabulka 6.9 Náhodné veličiny 
Veličina  Rozdělovací funkce Střed. hodnota Směr. odchylka Var. koeficient 
 P1 [kN]  Lognormální (2 par) 100 20 0.2000 
 P2 [kN]  Lognormální (2 par) 200 50 0.2500 
 E [kPa]  Lognormální (2 par) 1.00E+08 1.50E+07 0.1500 
 L1 [m]  Rektangulární 1.0 0.2887 0.2887 
 b [m]  Normální 0.1 0.005 0.0500 
 h [m]  Normální 0.5 0.025 0.0500 
 L [m]  Determinická 2.0 - - 
 
Tabulka 6.10 Znáhodnění návrhového parametru 
 Veličina  Rozdělovací funkce Střed. hodnota Směr. odchylka a b 
 Střed. hod. (h)  Rovnoměrná 0.50 0.057735 0.4 0.6 
 
Varianta 2 
 
Tabulka 6.11 Náhodné veličiny 
Veličina  Rozdělovací funkce Střed. hodnota Směr. odchylka Var. koeficient 
 P1 [kN]  Lognormální (2 par) 100 20 0.2000 
 P2 [kN]  Lognormální (2 par) 200 50 0.2500 
 E [kPa]  Lognormální (2 par) 1.00E+08 1.50E+07 0.1500 
 L1 [m]  Rektangulární 1.0 0.2887 0.2887 
 b [m]  Normální 0.1 0.0050 0.0500 
 h [m]  Normální 0.5 0.0600 0.1200 
 L [m]  Determinická 2.0 - - 
 
Tabulka 6.12 Znáhodnění návrhového parametru 
 Veličina  Rozdělovací funkce Střed. hodnota Směr. odchylka a b 
 Směr. od. (h)  Rovnoměrná 0.06 0.023094 0.02 0.10 
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Obrázek 6.5 Schéma sítě se dvěma neurony ve skryté vrstvě sítě  
(platí i pro směrodatnou odchylku) 
 
Varianta 1 
 
Korelační koeficient mezi P1 a P2: 0 
Tabulka 6.13 Výsledné hodnoty návrhového parametru h 
n 
Chyba při 
učení sítě 
Střední 
hodnota (h) 
β Použitá metoda pro učení sítě 
1 2.920E-07 0.45558 2.9999 Genetické algoritmy 
 
Korelační koeficient mezi P1 a P2: 0.5 
Tabulka 6.14 Výsledné hodnoty návrhového parametru h 
n 
Chyba při 
učení sítě 
Střední 
hodnota (h) 
β Použitá metoda pro učení sítě 
1 9.452E-07 0.45973 3.0000 Gen. al. + Grad. met. se set. 
 
Korelační koeficient mezi P1 a P2: 0.9 
Tabulka 6.15 Výsledné hodnoty návrhového parametru h 
n 
Chyba při 
učení sítě 
Střední 
hodnota (h) 
β Použitá metoda pro učení sítě 
1 1.211E-07 0.46337 3.0000 Gen. al. + Grad. met. se set. 
 
Varianta 2 
 
Korelační koeficient mezi P1 a P2: 0 
Tabulka 6.16 Výsledné hodnoty návrhového parametru h 
n 
Chyba při 
učení sítě 
Směrodatná 
odchylka (h) 
β Použitá metoda pro učení sítě 
1 1.145E-06 0.04511 3.0000 Gen. al. + Grad. met. se set. 
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Korelační koeficient mezi P1 a P2: 0.5 
Tabulka 6.17 Výsledné hodnoty návrhového parametru h 
n 
Chyba při 
učení sítě 
Směrodatná 
odchylka (h) 
β Použitá metoda pro učení sítě 
1 1.382E-07 0.04391 3.0002 Gen. al. + Grad. met. se set. 
 
Korelační koeficient mezi P1 a P2: 0.9 
Tabulka 6.18 Výsledné hodnoty návrhového parametru h 
n 
Chyba při 
učení sítě 
Směrodatná 
odchylka (h) 
β Použitá metoda pro učení sítě 
1 9.685E-08 0.04283 3.0000 Gen. al. + Grad. met. se set. 
 
Čím větší korelační koeficient byl, tím rostla závislost mezi silami P1 a P2 
a také požadavek na vyšší odolnost konstrukce. S rostoucím korelačním koeficientem 
byla zapotřebí větší výška průřezu h (varianta 1). Naopak u varianty 2 při zvyšující 
se závislosti mezi danými silami směrodatná odchylka střední hodnoty h klesala. 
Důvod, proč směrodatná odchylka klesala, byl takový, že bylo nutné se čím dál více 
vyhýbat extrémním výkyvům a přiblížit se střední hodnotě výšky průřezu h. 
 
Ve většině případů musela být použita k učení sítě kombinace Genetických 
algoritmů a Gradientní metody se setrvačností. 
 
5.4 Příklad 4: Návrh železobetonové desky 
 
V předcházejících příkladech (1., 2. a 3.) byla vyzkoušena inverzní analýza 
na příkladech s předem známými výsledky (Lehký, Novák, 2013). Následují dvě úlohy 
z praxe, kde byl k dispozici deterministický návrh konstrukce. Návrh byl proveden 
u železobetonové desky staticky řešenou jako prostý nosník, vyztuženou ve směru 
nosníku (kratší strana desky) a zatíženou spojitým stálým zatížením gm (vlastní tíha 
nosníku a tíha od podlahy) a spojitým proměnným zatížením qm (kategorie E1: 
skladovací plochy). Použitým materiálem byl BETON C20/25 a OCEL B500B. Podle 
těchto tříd materiálů jsou určeny materiálové charakteristiky: Střední hodnota pevnosti 
betonu v tlaku fcm, střední hodnota pevnosti betonu v tahu fctm, střední hodnota meze 
kluzu oceli fym a modul pružnosti oceli v tahu Es. Třída konstrukce byla zvolena S3 
se stupněm vlivu prostředí XC1. Hodnoty těchto veličin byly určeny z literatury 
odkazující se na příslušné normy (Zich a kolektiv, 2010). 
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Obrázek 6.6 Půdorysné schéma železobetonové desky 
 
Návrhové parametry charakterizující konstrukci byly převzaty z klasického 
deterministického návrhu. Železobetonová deska byla navržena na první a druhý mezní 
stav. V mezním stavu únosnosti se dimenzování provádělo na prostý ohyb, 
kdy maximální ohybový moment vznikl uprostřed nosníku (charakteristické pro spojité 
zatížení). Na únosnost v tomto mezním stavu má hlavní vliv plocha vyztužení Ast a také 
výška průřezu h. U mezního stavu použitelnosti bylo dimenzování provedeno 
na maximální průhyb nosníku, který vzhledem k typu zatížení vznikne uprostřed 
nosníku. Rozhodujícím parametrem zabraňující překročení limitního průhybu je výška 
průřezu h. 
 
Obrázek 6.7 Schéma nosníku železobetonové desky a jeho průřezu 
 
Hledanými návrhovými parametry byly výška průřezu h a plocha vyztužení Ast 
na metr běžný. K výšce průřezu h byla připočtena znáhodněná odchylka rozměru hi 
dle JCSS (2001). Průměr výztuže   byl zaveden do výpočtu deterministicky. Krytí 
výztuže c bylo rovněž zavedeno do výpočtu deterministicky a navíc k němu byla 
připočítaná znáhodněná odchylka od uvažovaného krytí ci dle JCSS (2001). Vzdálenost 
jednotlivých prutů výztuže byla zvolena 140 mm (tato vzdálenost byla určena pouze 
kvůli základnímu definování střední hodnoty plochy vyztužení Ast). Délka nosníku l je 
zvolena deterministicky. Dimenzování průřezu je uvažováno v šířce b na jeden metr 
běžný. Celková šířka desky B je 19,6 metrů. Veškeré náhodné veličiny jsou uvedeny 
v Tabulce 6.19. Návrhové parametry definující rozměry konstrukce jsou zobrazeny 
na Obrázku 6.6. Statické schéma konstrukce je zobrazeno na Obrázku 6.7. 
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Tabulka 6.19 Náhodné veličiny 
Veličina  Rozdělovací funkce Střed. hodnota Směr. odchylka Var. koeficient 
 h [m]  Deterministická 0.12 - - 
 hi [m]  Normální 0.00036 0.00472 13.111 
 b [m]  Deterministická 1.00 - - 
 l [m]  Deterministická 3.02 - - 
 gm [kN/m]  Normální 4.8459 0.14538 0.03 
 qm [kN/m]  Gamma (2 par) 1.8726 2.809 1.50 
 fcm [kPa]  Lognormální (2 par) 26779 4552.4 0.17 
 fctm [kPa]  Lognormální (2 par) 2200 374 0.17 
 fym [kPa]  Lognormální (2 par) 5.435E+05 27176 0.05 
 Es [kPa]  Lognormální (2 par) 2.000E+08 1.000E+07 0.05 
 c [m]  Deterministická 0.025 - - 
 ci [m]  Normální 0.000 0.005 - 
 Ast [m²]  Deterministická 0.0010990 - - 
   [m]  Deterministická 0.014 - - 
 
Jak již bylo zmíněno výše, dimenzování bylo provedeno na mezní stav únosnosti 
a mezní stav použitelnosti. Rovnice posuzující mezní stav únosnosti při působení 
maximálního ohybového momentu je dána tvarem: 
           
    [       [(          
 
 
)           (
       
        
)]]  (5.4) 
     
 
 
(     ) 
   
kde fym je střední hodnota meze kluzu oceli, fcm je střední hodnota pevnosti betonu 
v tlaku, Ast je plocha vyztužení na metr běžný, h je výška železobetonové desky, hi je 
znáhodněná odchylka výšky železobetonové desky, c je krytí ocelové výztuže, ci je 
znáhodněná odchylka krytí ocelové výztuže,   je průměr ocelové výztuže, gm je střední 
hodnota stálého zatížení a qm je střední hodnota proměnného zatížení. 
 
Posouzení mezního stavu použitelnosti se provádí ve dvou etapách životnosti 
konstrukce. V první etapě se posuzuje konstrukce na limitní průhyb            , 
kdy dochází v čase t0 = 28 dní k dokončení montáže konstrukce (odstranění bednění) 
a rovnice pro posouzení průhybu nosníku je tak dána tvarem: 
               
    
 
  
    (       ) 
  (5.5) 
35 
 
kde Mskg je maximální moment uprostřed nosníku vyvolaný stálým zatížením, fm1 a fm2 
jsou tuhosti průřezu v jednotlivých stádiích (m1 - neporušený průřez, m2 – průřez 
porušený trhlinami). 
 
Druhá etapa v sobě zahrnuje vliv dotvarování a smršťování železobetonové 
konstrukce a hodnota limitního průhybu             je o něco mírnější než v první 
etapě. Jedná se o celkový průhyb pro navrhovanou životnost konstrukce 50 let. 
K dotvarování betonu dochází v čase od t0 = 28 dní a smršťování betonu začne v čase 
od tosm = 7 dní. Při posuzování průhybu nosníku s vlivem dotvarování a smršťování 
betonu se tyto účinky sčítají a celkový průhyb je tak dán rovnicí: 
                    
    
 
  
   (       ) 
  (5.6) 
      
 
 
     
   
kde Msk je maximální moment uprostřed nosníku vyvolaný stálým zatížením 
a proměnným zatížením, fm1 a fm2 jsou tuhosti průřezu v jednotlivých stádiích (m1 - 
neporušený průřez, m2 – průřez porušený trhlinami), rcs je křivost nosníku. 
 
Při výpočtu celkového průhybu ve druhé etapě se zavádí do výpočtu tzv. 
součinitel dotvarování (ČSN EN 1992-1-1, 2006). Zahrnuje v sobě trvalé změny objemu 
nebo tvaru betonu způsobené dlouhodobým zatížením. Součinitel dotvarování ovlivňuje 
modul pružnosti betonu Ecm, který je v této etapě nahrazen efektivním modulem 
pružnosti betonu Ec,eff pro který platí vztah: 
        
   
[    (   )]
 (5.7) 
Součinitel dotvarování se získá vztahem: 
       
 
  
 (5.8) 
kde    v sobě zahrnuje vliv relativní vlhkosti, vliv pevnosti betonu a vliv stáří betonu 
v okamžiku vnesení zatížení;  
 
  
 závisí na t – stáří betonu v uvažovaném okamžiku 
(ve dnech), t0 – stáří betonu v okamžiku zatížení (ve dnech) a na relativní vlhkosti. 
 
Inverzní analýza konstrukce byla nejprve provedena pro jednotlivé mezní stavy 
a jejich etapy samostatně. Pro mezní stav únosnosti byl stanoven index spolehlivosti 
β1 = 3.8 a hledaným návrhovým parametrem plocha vyztužení Ast (znáhodnění 
parametru viz Tabulka 6.20). U mezního stavu použitelnosti byl pro obě etapy index 
spolehlivosti β2 = 1.5 a dimenzovaným parametrem byla výška průřezu h (znáhodnění 
parametru viz Tabulky 6.22 a 6.24). Umělá neuronová síť ve skryté vrstvě měla tři 
(MSÚ), resp. dva neurony (první i druhá etapa MSP). Počet simulací návrhových 
parametrů byl sto. Schémata sítí jsou zobrazeny na Obrázcích 6.8 a 6.9. 
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Obrázek 6.8 Schéma sítě se dvěma neurony ve skryté vrstvě sítě 
 
 
Obrázek 6.9 Schéma sítě se třemi neurony ve skryté vrstvě sítě 
 
Mezní stav únosnosti 
Dimenzování ŽB desky na namáhání maximálním ohybovým momentem 
 
Tabulka 6.20 Znáhodnění návrhového parametru 
Veličina 
 Rozdělovací 
funkce 
Střed. 
hodnota 
Směr. 
odchylka 
a b 
Střed. hod. (Ast) Rovnoměrná 0.0011 0.00011547 0.0009 0.0013 
 
Tabulka 6.21 Výsledné hodnoty návrhového parametru Ast 
n 
Chyba při učení 
sítě 
Střední 
hodnota (Ast) 
β1 Použitá metoda pro učení sítě 
1 3.015E-12 0.0010529 3.8000 Genetické algoritmy 
 
Mezní stav použitelnosti – etapa 1 
Průhyb nosníku v čase po odbednění 
 
Tabulka 6.22 Znáhodnění návrhového parametru 
Veličina 
Rozdělovací 
funkce 
Střed. 
hodnota 
Směr. 
odchylka 
a b 
Střed. hod. (h) Rovnoměrná 0.1200 0.011547 0.1000 0.1400 
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Tabulka 6.23 Výsledné hodnoty návrhového parametru h 
n 
Chyba při učení 
sítě 
Střední 
hodnota (h) 
β2 Použitá metoda pro učení sítě 
1 3.019E-08 0.11535 1.5004 Gen. al. + Grad. met. se set. 
 
Mezní stav použitelnosti – etapa 2 
Průhyb nosníku v celé uvažované životnosti 50 let, zahrnut vliv dotvarování a 
smršťování 
 
Tabulka 6.24 Znáhodnění návrhového parametru 
Veličina 
Rozdělovací  
funkce 
Střed. 
hodnota 
Směr. 
odchylka 
a b 
Střed. hod. (h) Rovnoměrná 0.1400 0.011547 0.1200 0.1600 
 
Tabulka 6.25 Výsledné hodnoty návrhového parametru h  
n 
Chyba při učení 
sítě 
Střední 
hodnota (h) 
β2 Použitá metoda pro učení sítě 
1 1.039E-07 0.14874 1.5001 Gen. al. + Grad. met. se set. 
 
Inverzní analýzou se podařilo najít vhodné hodnoty návrhových parametrů 
k stanoveným indexům spolehlivosti pro jednotlivé mezní stavy a jejich etapy. 
U mezního stavu únosnosti mohla být plocha vyztužení Ast menší, než byla zvolena 
(výsledné hodnoty viz Tabulka 6.21). Totéž platí u mezního stavu použitelnosti v první 
etapě, kde výška průřezu h mohla být rovněž menší, než byla zadaná (výsledné hodnoty 
viz Tabulka 6.23). Ve druhé etapě se projevil vliv dotvarování a smršťování betonu, 
jelikož pro přenesení maximálního průhybu by musela být výška průřezu h vyšší, 
než zvolená (výsledné hodnoty viz Tabulka 6.25). 
 
Dimenzování návrhových parametrů (plocha vyztužení Ast a výška průřezu h), 
kdy se oba mezní stavy současně navrhují na příslušné indexy spolehlivosti, lze dvěma 
způsoby. V první variantě se dimenzují oba mezní stavy naráz. Znáhodněné vybrané 
veličiny (plocha vyztužení Ast a výška průřezu h) se navzájem ovlivňují. Inverzní 
analýza se provedla pro obě možné kombinace mezních stavů (MSÚ s MSP 
etapa 1 a MSÚ s MSP etapa 2). U druhé varianty se dimenzování návrhových parametrů 
provádí postupnou iterací mezi oběma hledanými parametry. Zde byla provedena 
inverzní analýza u kombinace mezního stavu únosnosti a mezního stavu použitelnosti 
etapy 1. Indexy spolehlivosti pro oba mezní stavy zůstaly stejné, tedy β1 = 3.8 
a β2 = 1.5. Ve skryté vrstvě sítě bylo pět neuronů u první varianty dimenzování inverzní 
analýzou, viz Obrázek 6.10. Druhá varianta měla u obou sítí dva neurony ve skryté 
vrstvě sítě, viz Obrázek 6.11. Počet simulací návrhových parametrů byl sto. 
Pro variantu 1 jsou znáhodněné parametry v Tabulkách 6.26 a 6.28. 
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Obrázek 6.10 Schéma sítě s pěti neurony ve skryté vrstvě sítě 
 
Obrázek 6.11 Schéma sítě se dvěma neurony ve skryté vrstvě sítě (platí i pro Ast)  
 
Mezní stav únosnosti a mezní stav použitelnosti (etapa 1) – varianta 1 
Dimenzování ŽB desky na namáhání ohybovým momentem a zároveň na průhyb 
nosníku v čase po odbednění 
 
Tabulka 6.26 Znáhodnění návrhových parametrů 
Veličina 
Rozdělovací  
funkce 
Střed. 
hodnota 
Směr. 
odchylka 
a b 
Střed. hod. (Ast) Rovnoměrná 0.0011 0.00011547 0.0009 0.0013 
Střed. hod. (h) Rovnoměrná 0.1200 0.011547 0.1000 0.1400 
 
Tabulka 6.27 Výsledné hodnoty návrhových parametrů Ast a h 
n 
Chyba při 
učení sítě 
Střední 
hodnota 
(Ast) 
Střední 
hodnota 
(h) 
β1 β2 
Použitá metoda pro učení 
sítě 
1 3.349E-03 0.00117 0.11416 3.8032 1.5009 Gen. al. + Grad. met. se set. 
 
Mezní stav únosnosti a mezní stav použitelnosti (etapa 2) – varianta 1 
Dimenzování ŽB desky na namáhání ohybovým momentem a zároveň na průhyb 
nosníku v celé uvažované životnosti 50 let, zahrnut vliv dotvarování a smršťování 
 
 
39 
 
Tabulka 6.28 Znáhodnění návrhových parametrů 
Veličina 
Rozdělovací  
funkce 
Střed. 
hodnota 
Směr. 
odchylka 
a b 
Střed. hod. (Ast) Rovnoměrná 0.0011 0.00011547 0.0009 0.0013 
Střed. hod. (h) Rovnoměrná 0.1400 0.011547 0.1200 0.1600 
 
Tabulka 6.29 Výsledné hodnoty návrhových parametrů Ast a h 
n 
Chyba při 
učení sítě 
Střední 
hodnota 
(Ast) 
Střední 
hodnota 
(h) 
β1 β2 
Použitá metoda pro učení 
sítě 
1 1.376E-06 0.000669 0.15843 3.8098 1.5077 Grad. metoda se setrvačností 
 
Mezní stav únosnosti a mezní stav použitelnosti (etapa 1) – varianta 2 
Dimenzování ŽB desky na namáhání ohybovým momentem a zároveň na průhyb 
nosníku v čase po odbednění 
 
Znáhodnění návrhových parametrů při postupném iteračním návrhu se provádělo 
střídavě na parametru plochy vyztužení Ast a výšce průřezu h (Tabulka 6.30). V prvním 
kroku byly obě hodnoty v základním návrhovém tvaru. Znáhodněným parametrem byla 
plocha vyztužení Ast, kdy dimenzování proběhlo na mezní stav únosnosti. Po návrhu 
plochy Ast, nastal druhý krok. Tentokrát byla znáhodněným parametrem výška průřezu 
h. Do druhého kroku vstupovala hodnota Ast získána návrhem z kroku prvního. 
Dimenzování výšky průřezu h bylo provedeno na mezní stav použitelnosti etapy 1. 
Ve třetím kroku byla použita hodnota výšky průřezu h získána návrhem ve druhém 
kroku. Znáhodněným parametrem byla plocha vyztužení Ast získána dimenzováním 
z prvního kroku. Těmito opakujícími cykly se postupně došlo až ke konečnému návrhu 
parametrů plochy vyztužení Ast a výšky průřezu h. 
 
Dimenzování návrhových parametrů bylo provedeno na stanovené indexy 
spolehlivosti. Znáhodnění návrhových parametrů bylo pro první dva kroky iterace 
určeno delším intervalem a až b při rovnoměrném rozdělení. Důvodem bylo zahrnutí 
možné hledané hodnoty návrhového parametru ve zvoleném intervalu. Předešlo se tímto 
krokem možné nestabilitě sítě. V dalších krocích se uvažovalo s kratším intervalem 
rovnoměrného rozdělení. 
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Tabulka 6.30 Znáhodnění návrhových parametrů 
n Veličina 
Rozdělovací  
funkce 
Střed. 
hodnota 
Směr. 
odchylka 
a b 
1 Střed. hod. (Ast) Rovnoměrná 0.0011000 0.00011547 0.0009000 0.0013000 
2 Střed. hod. (h) Rovnoměrná 0.12000 0.0115470 0.10000 0.14000 
3 Střed. hod. (Ast) Rovnoměrná 0.0010530 0.000057735 0.0009530 0.0011530 
4 Střed. hod. (h) Rovnoměrná 0.11618 0.0057735 0.10618 0.12618 
5 Střed. hod. (Ast) Rovnoměrná 0.0011249 0.000057735 0.001025 0.001225 
6 Střed. hod. (h) Rovnoměrná 0.11490 0.0057735 0.10490 0.12490 
7 Střed. hod. (Ast) Rovnoměrná 0.0011519 0.000057735 0.001052 0.001252 
8 Střed. hod. (h) Rovnoměrná 0.11445 0.0057735 0.10445 0.12445 
9 Střed. hod. (Ast) Rovnoměrná 0.0011618 0.000057735 0.001062 0.001262 
10 Střed. hod. (h) Rovnoměrná 0.11429 0.0057735 0.10429 0.12429 
11 Střed. hod. (Ast) Rovnoměrná 0.0011654 0.000057735 0.001065 0.001265 
12 Střed. hod. (h) Rovnoměrná 0.11423 0.0057735 0.10423 0.12423 
13 Střed. hod. (Ast) Rovnoměrná 0.0011668 0.000057735 0.001067 0.001267 
14 Střed. hod. (h) Rovnoměrná 0.11421 0.0057725 0.10421 0.12421 
15 Střed. hod. (Ast) Rovnoměrná 0.0011672 0.000057755 0.001067 0.001267 
 
Tabulka 6.31 Průběh postupného řešení hledání návrhových parametrů Ast a h 
n 
Chyba při 
učení sítě 
Střední 
hodnota 
(Ast) 
Střední 
hodnota 
(h) 
β1 β2 
Použitá metoda pro učení 
sítě 
1 7.528E-12 0.0010530 0.12000 3.8002 1.9349 Gen. al. + Grad. met. se set. 
2 1.205E-07 0.0010530 0.11618 3.6803 1.5002 Gen. al. + Grad. met. se set. 
3 1.131E-11 0.0011249 0.11618 3.8001 1.6469 Gen. al. + Grad. met. se set. 
4 1.212E-07 0.0011249 0.11490 3.7576 1.4999 Gen. al. + Grad. met. se set. 
5 1.203E-11 0.0011519 0.11490 3.8000 1.5518 Gen. al. + Grad. met. se set. 
6 8.934E-10 0.0011519 0.11445 3.7848 1.4999 Genetické algoritmy 
7 2.021E-10 0.0011618 0.11445 3.8000 1.5184 Gen. al. + Grad. met. se set. 
8 5.005E-08 0.0011618 0.11429 3.7945 1.5000 Gen. al. + Grad. met. se set. 
9 3.051E-10 0.0011654 0.11429 3.8000 1.5067 Gen. al. + Grad. met. se set. 
10 1.728E-09 0.0011654 0.11423 3.7980 1.4997 Gen. al. + Grad. met. se set. 
11 1.342E-11 0.0011668 0.11423 3.8001 1.5023 Gen. al. + Grad. met. se set. 
12 6.681E-09 0.0011668 0.11421 3.7994 1.5000 Gen. al. + Grad. met. se set. 
13 1.237E-11 0.0011672 0.11421 3.8000 1.5008 Gen. al. + Grad. met. se set. 
14 1.153E-09 0.0011672 0.11420 3.7997 1.4996 Genetické algoritmy 
15 1.208E-10 0.0011674 0.11420 3.8000 1.5000 Gen. al. + Grad. met. se s. 
 
U obou variant provedení inverzní analýzy se podařilo najít vyhovující 
kombinace návrhových parametrů (plocha vyztužení Ast a výška průřezu h) 
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k stanoveným indexům spolehlivosti. Hlavní vliv na návrh hledaných parametrů 
u kombinace mezního stavu stability a mezního stavu použitelnosti etapy 1, měl mezní 
stav únosnosti. Byla nutná větší plocha vyztužení Ast, než byla zvolena, zato výška 
průřezu h mohla být o něco menší (výsledné hodnoty návrhových parametrů viz 
Tabulky 6.27 a 6.31). Obě varianty výpočtu této kombinace dosahovaly podobných 
výsledků. Postupnou iterací, kdy bylo zapotřebí patnáct kroků iterace, bylo hledání 
vhodných hodnot návrhových parametrů o něco zdlouhavější. Ve druhé kombinaci 
mezních stavů byl rozhodující mezní stav použitelnosti etapy 2. Zde vinou velkého 
proměnného zatížení (skladové plochy) a zahrnutí vlivu objemových změn betonu 
do výpočtu, byl požadavek na výšku průřezu h daleko větší, než byl původně uvažován 
a tím zároveň klesla nutná plocha vyztužení Ast (výsledné hodnoty návrhových 
parametrů viz Tabulka 6.29). 
 
5.5 Příklad 5: Návrh montovaného ocelového šroubového 
spoje diagonály vazníku 
 
Posledním příkladem byl návrh montovaného ocelového šroubového spoje 
u diagonály vazníku (prostý příhradový, sedlový se sklonem 5 %, rozpětím L = 24 m, 
výškou ho = 2,1 m a výškou h = 2,7 m; viz Obrázek 6.12). Podobně jako v předešlém 
příkladu (návrh železobetonové desky), byl i tento původně řešen jako deterministický 
a návrhové parametry charakterizující konstrukci byly převzaty z tohoto návrhu. Jedná 
se o dvojstřižný montážní šroubový spoj diagonály, která je namáhaná ve své střednici 
tahovou silou ND3. Celý střešní vazník byl proveden z materiálu OCEL S235. Ocelové 
spojovací prostředky byly navrženy z jakostní třídy 5.6 (rovina střihu prochází závitem, 
av je pro tuto jakostní třídu 0.6). Jedná se o spoje hrubé, kde jmenovitý průměr díry d0 je 
větší jak jmenovitý průměr dříku šroubu d, viz Tabulka 6.32. 
 
Obrázek 6.12 Schéma střešního vazníku 
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Tabulka 6.32 Maximální dovolená vůle mezi jmenovitým průměrem díry otvoru d0 
a jmenovitým průměrem dříku šroubu d 
Typ šroubu Vůle [mm] 
M12, M14 1 
M16, M18, M20, M22, M24 2 
> M27 3 
 
Střešní vazník je namáhán nejméně příznivou kombinací zatížení a to stálým 
zatížením gk (vlastní tíha vazníku, ztužidla, vlastní tíha vaznice a střešní plášť) 
a proměnným zatížením sk (klimatické zatížení – plný sníh). Z této kombinace zatížení 
se musela určit návrhová síla ND3 působící v posuzovaném místě šroubového spoje 
(diagonála vazníku). Pomocí styčníkové metody byla odvozena rovnice pro výpočet 
tahové síly v diagonále vazníku, viz Příloha 5. Počtem jednoho tisíce simulací této 
rovnice v programu FReET se docílilo znáhodnění této síly a zavedení charakteristik 
znáhodněné síly do samotného návrhu ocelového šroubového spoje, viz Příloha 3. 
 
Obrázek 6.13 Schéma montovaného ocelového šroubového spoje diagonály vazníku 
 
 Jelikož je v místě spojovacího prostředku diagonála vazníku namáhána tahovou 
silou, působí na montážní ocelový spoj smyková síla. Posouzení tohoto spoje se proto 
provádí na namáhání střihem a na otlačení připojovacích prvků. Hledaným návrhovým 
parametrem byl průměr šroubu d a také jejich počet n (oba parametry navrženy jako 
deterministické). Velikost průměru šroubu d má hlavní vliv na únosnost spoje ve střihu. 
Rovněž i počet šroubu n, ale ten má zásadnější vliv na únosnost spoje v otlačení 
připojovacích prvků. Dalším důležitým rozměrem v únosnosti na otlačení připojovacích 
prvků je jejich tloušťka t (deterministicky). K tloušťce průřezu t byla připočtena 
znáhodněná odchylka rozměru ti dle JCSS (2001). Rozteče mezi šrouby e1,e2 a p byly 
zavedeny do výpočtu jako deterministické. Všechny charakteristiky vstupujících veličin 
do návrhu konstrukce jsou uvedeny v Tabulce 6.33. Na Obrázku 6.13 je zobrazeno 
schéma montovaného ocelového šroubového spoje diagonály vazníku. 
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Tabulka 6.33 Náhodné veličiny 
Veličina  Rozdělovací funkce Střed. hodnota Směr. odchylka Var. koeficient 
 d [m]  Deterministická 0.016 - - 
 n [ks]  Deterministická 3.0 - - 
 ND3 [kN]  Gamma (3 par) 114.44 14.946 0.1306 
 av [–]  Deterministická 0.6 - - 
 fub [kPa]  Lognormální (2 par) 5.623E+05 39362 0.07 
 fu [kPa]  Lognormální (2 par) 4.049E+05 28340 0.07 
 t [m]  Deterministická 0.012 - - 
 ti [m]  Normální 0.00012 0.00024 2 
 e1 [m]  Deterministická 0.03 - - 
 e2 [m]  Deterministická 0.05 - - 
 p [m]  Deterministická 0.10 - - 
 
Dimenzování spojovacích prostředků bylo provedeno na únosnost spoje 
ve střihu a na otlačení připojovacích prvků. Rovnice posuzující únosnost ocelových 
montážních šroubů ve střihu je dána tvarem: 
             
       
          
    
  
    
   
 
 (5.9) 
           (
   
 
)   
kde fub je mez pevnosti spojovacího prostředku, Asr je plocha jádra šroubu. 
 
Plochu jádra šroubu Asr lze získat vynásobením průměrného poměru ploch dříku šroubu 
A a ploch jádra šroubu As s plochou dříku šroubu A (Tabulka 6.34). Průměrný poměr 
ploch dříku šroubu a ploch jádra šroubu As/A se zavádí do výpočtu z důvodu, 
že se pro návrh průměru šroubu d uvažuje průměr dříku šroubu, a jelikož při posuzování 
spojovacích prostředků na střih se pracuje s plochou jádra šroubu As a tedy s průměrem 
jádra šroubu ds, musí se plocha dříku šroubu A přepočítat na plochu jádra šroubu As. 
 
Tabulka 6.34 Sortiment šroubových prvků 
d [mm] 12 16 20 22 24 27 30 
 
A [mm²] 113 201 314 380 452 572 707 
 
As [mm²] 84.3 157 245 303 353 459 561 Průměr 
As/A 0.74602 0.78109 0.78025 0.79737 0.78097 0.80245 0.79349 0.7831 
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Při posouzení připojovacích prvků na otlačení se vycházelo z rovnice, která je dána 
tvarem: 
             
      
          (    )
    
 (5.10) 
    
   
 
  
kde fu je jmenovitá hodnota meze pevnosti připojovaného prvku. 
 
 Pro hledané návrhové parametry (průměr šroubu d a počet šroubu n) 
se při inverzní analýze měly rovnice posouzení na střih a na otlačení připojovacích 
prvků rovnat shodně indexům spolehlivosti β1 = 3.8, resp. β2 = 3.8. Dimenzování obou 
návrhových parametrů proběhlo současně (parametry se při znáhodnění vzájemně 
ovlivňovaly). Znáhodnění návrhových parametrů viz Tabulka 6.35. Počet simulací 
návrhových parametrů byl sto. Ve skryté vrstvě sítě bylo 5 neuronů (Obrázek 6.14). 
 
Obrázek 6.14 Schéma sítě s pěti neurony ve skryté vrstvě sítě 
 
Tabulka 6.35 Znáhodnění návrhových parametrů 
Veličina 
Rozdělovací 
funkce 
Střed. 
hodnota 
Směr. 
odchylka 
a b 
Střed. hod. (d) Rovnoměrná 0.016 0.0011547 0.01 0.02 
Střed. hod. (n) Rovnoměrná 3.000 0.57735 2.00 4.00 
 
Tabulka 6.36 Výsledné hodnoty návrhových parametrů d a n 
n 
Chyba při 
učení sítě 
Střední 
hodnota 
(d) 
Střední 
hodnota 
(n) 
β1 β2 
Použitá metoda pro učení 
sítě 
1 6.898E-02 0.016194 2.6964 3.8004 3.8001 Gen. al. + Grad. met. se set. 
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Obrázek 6.15 Graf vývoje únosnosti ve střihu a otlačení montážního ocelového 
šroubového spoje diagonály vazníku v závislosti na průměru šroubu d a počtu šroubů n 
 
Na Obrázku 6.15 je zobrazena únosnost šroubového spoje se zvoleným průměrem 
šroubu rovno d = 16 mm, při jeho různém počtu n. 
 
Tabulka 6.37 Porovnání únosnosti ocelového spoje při použití různých průměrů d 
a počtů šroubů n 
d [m] 0.012 0.014 0.016 0.018 0.020 
β1 (n=2) -1.2817 0.99934 2.3479 3.4141 4.3457 
β2 (n=2) 2.6314 2.6817 2.4583 2.5155 2.5616 
β1 > 3.8 Nevyhovuje. Nevyhovuje. Nevyhovuje. Nevyhovuje. Vyhovuje. 
β2 > 3.8 Nevyhovuje. Nevyhovuje. Nevyhovuje. Nevyhovuje. Nevyhovuje. 
 
d [m] 0.012 0.014 0.016 0.018 0.020 
β1 (n=3) 1.5204 2.9805 4.1652 5.2149 6.1362 
β2 (n=3) 4.4301 4.4789 4.2637 4.3184 4.3627 
β1 > 3.8 Nevyhovuje. Nevyhovuje. Vyhovuje. Vyhovuje. Vyhovuje. 
β2 > 3.8 Vyhovuje. Vyhovuje. Vyhovuje. Vyhovuje. Vyhovuje. 
 
d [m] 0.012 0.014 0.016 0.018 0.020 
β1 (n=4) 2.8877 4.2563 5.4508 6.2643 6.3707 
β2 (n=4) 4.638 4.3964 3.7086 3.4165 3.0822 
β1 > 3.8 Nevyhovuje. Vyhovuje. Vyhovuje. Vyhovuje. Vyhovuje. 
β2 > 3.8 Vyhovuje. Vyhovuje. Nevyhovuje. Nevyhovuje. Nevyhovuje. 
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d [m] 0.012 0.014 0.016 0.018 0.020 
β1 (n=5) 3.8801 5.2519 6.1186 6.37 6.7601 
β2 (n=5) 3.7002 3.2918 2.2605 1.6444 0.82582 
β1 > 3.8 Vyhovuje. Vyhovuje. Vyhovuje. Vyhovuje. Vyhovuje. 
β2 > 3.8 Nevyhovuje. Nevyhovuje. Nevyhovuje. Nevyhovuje. Nevyhovuje. 
 
Rovnice posouzení na střih a otlačení se po dosazení získaných hodnot 
návrhových parametrů, přibližně rovnají požadovaným indexům spolehlivosti β1 a β2. 
Požadavek na průměr šroubu d byl větší, než zvolený. Naopak počet šroubů n mohl být 
nižší. Z toho vyplývá, že rozhodující pro návrh parametrů bylo posouzení na střih. 
V Tabulce 6.37 je nastíněna možná kombinace pro konečný návrh vybraných 
parametrů.  
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6 Závěr 
 
Při vypracování předložené bakalářské práce se postupovalo dle zadaných zásad 
pro vypracování. Prvním krokem bylo nastudování problematiky pravděpodobnostního 
návrhu a posouzení spolehlivosti a inverzní analýzy s využitím umělých neuronových 
sítí. 
 
Dalším krokem bylo aplikování inverzní analýzy při pravděpodobnostním 
návrhu na úlohy ze zadané literatury. Prvním příkladem byla matematická funkce 
s jedním návrhovým parametrem (koeficient θ). Na této úloze byly vyzkoušeny dvě 
varianty při učení sítě. V první variantě bylo sto uspořádaných dvojic v učící množině 
a ve druhé variantě bylo dvacet uspořádaných dvojic. První varianta byla rozdělena ještě 
na dvě podvarianty, kdy bylo cílem zjistit, zda bude mít vliv na naučení sítě menší počet 
neuronů ve skryté vrstvě sítě. V první variantě byla síť u obou podvariant patnáctkrát 
naučena a z těchto hodnot se udělal aritmetický průměr. U druhé varianty byla síť 
naučena jen jednou. Obě varianty učení sítě se podařilo naučit na požadovaný index 
spolehlivosti. Dalším příkladem byly tři vzájemně závislé matematické funkce s více 
návrhovými parametry. Předmětem inverzní analýzy bylo najít tři návrhové parametry 
(x1,x2 a x3). Síť se učila jen jednou. I přes citlivější a náročnější učení sítě, se síť 
podařilo naučit na požadované indexy spolehlivosti. Posledním příkladem ze zadané 
literatury byl konzolový nosník dimenzovaný na mezní stav použitelnosti. Úloha byla 
rozdělena na dvě varianty. Hledaným návrhovým parametrem v první variantě byla 
střední hodnota výšky průřezu h. Ve druhé variantě byla hledaným návrhovým 
parametrem směrodatná odchylka střední hodnoty výšky průřezu h. Mezi osamělými 
břemeny P1 a P2 byla zavedena korelace, kdy korelační koeficient nabýval hodnot 0, 0.5 
a 0.9. Cílem bylo zjistit, jaký bude mít korelace vliv na výsledné hodnoty parametru h 
a zda bude možné provést inverzní analýzu i u úloh s korelovanými veličinami. 
I přes zavedenou korelaci se sítě podařilo natrénovat. 
 
Hlavním cílem bylo aplikování inverzní analýzy při řešení vybraných úloh 
ze stavební mechaniky. Byly řešeny dva příklady z praxe. V prvním příkladu se provedl 
návrh vybraných parametrů železobetonové desky na mezní stavy únosnosti 
a použitelnosti. V mezním stavu únosnosti byla dimenzována plocha vyztužení Ast 
a v mezním stavu použitelnosti výška desky h. Mezní stav použitelnosti byl posuzován 
na dvě etapy. V první etapě se průhyb desky posoudil v čase po odbednění, kdy působí 
na desku jen vlastní tíha. Ve druhé etapě se jednalo o konečný průhyb s vlivem 
tvarových a objemových změn betonu. Samotné dimenzování železobetonové desky 
bylo provedeno na dvě kombinace, z toho jedna byla rozdělena na dvě podvarianty. 
U jedné podvarianty se návrh provedl souběžně. Druhá podvarianta byla řešena 
postupnou iterací. Obě kombinace (i obě podvarianty) se podařilo navrhnout 
na příslušné indexy spolehlivosti. Postupnou iterací byl ovšem návrh poměrně 
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zdlouhavý. Ve druhém příkladu se navrhl montážní ocelový šroubový spoj diagonály 
vazníku na mezní stav únosnosti. Návrhovými parametry byly průměr šroubu d a jejich 
počet n. Dimenzování bylo provedeno na únosnost spoje ve střihu a na otlačení 
připojovacích prvků. Síť se zde učila jednou. Průměr šroubu d a jejich počet n se navrhl 
na stanovené indexy spolehlivosti. 
 
Aplikováním inverzní analýzy při návrhu vybraných parametrů konstrukcí 
se zefektivnil návrh konstrukcí oproti běžnému inženýrskému postupu. Zavedením 
pravděpodobnostního návrhu se do výpočtu zahrnuly nahodilé jevy, které 
v deterministickém návrhu nejsou uvažovány.  
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Seznam použitých zkratek a symbolů 
 
X náhodná veličina 
fx(x) pravděpodobnostní rozdělení 
Fx(x) distribuční funkce 
   střední hodnota 
  
  rozptyl 
   směrodatná odchylka 
     variační koeficient 
erf speciální funkce esovitého tvaru 
   šikmost 
E střední hodnota náhodné veličiny 
cov kovariance 
R návrhové deterministické (nominální) hodnoty odolnosti konstrukce 
E návrhové deterministické (nominální) hodnoty účinků zatížení 
Z náhodná veličina (funkcí náhodného vektoru dvou veličin) 
  index spolehlivosti 
   pravděpodobnost poruchy 
a konstanta udávající sklon lineární přenosové funkce 
yi výstupní vektor učící množiny 
pi výstup, na který očekáváme, že odpoví yi 
N značí počet uspořádaných dvojic (sad) "vstup–výstup" v učící množině 
   
  požadovaná výstupní hodnota k–tého výstupního neuronu při i–tém 
vstupu 
   
  skutečná výstupní hodnota 
E kritérium 
      normalizace vstupů 
      normalizace výstupů 
a; b ohraničující body rovnoměrně spojité rozdělovací funkce 
θ koeficient parametru 
u1 náhodná veličina 1 
u2 náhodná veličina 2 
u3 náhodná veličina 3 
u4 náhodná veličina 4 
x1 náhodná veličina 1 
x2 náhodná veličina 2 
x3 náhodná veličina 3 
x4 náhodná veličina 4 
P1 [kN] osamělé břemeno ve vzdálenost L1 
P2 [kN] osamělé břemeno na volném konci konzoly 
L1 [m] vzdálenost osamělého břemena od vetknutí 
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b [m] šířka průřezu 
h [m] výška průřezu 
hi [m] znáhodněná odchylka rozměru h 
L [m] délka konzoly 
gm [kN/m] střední hodnota stálého zatížení 
qm [kN/m] střední hodnota proměnného zatížení 
fcm [kPa] střední hodnota pevnosti betonu v tlaku 
fctm [kPa] střední hodnota pevnosti betonu v tahu 
fym [kPa] střední hodnota meze kluzu oceli 
Es [kPa] modul pružnosti oceli v tahu 
S3 třída konstrukce 
XC1 stupeň vlivu prostředí 
Ast [m²] plocha vyztužení na metr běžný 
  [m] průměr výztuže 
c [m] krytí výztuže 
ci [m] znáhodněná odchylka od uvažovaného krytí 
l [m] délka nosníku 
B [m] celková šířka desky 
b [m] šířka průřezu na jeden metr běžný 
Mskg [kNm] maximální moment uprostřed nosníku vyvolaný stálým zatížením 
Msk [kNm] maximální moment uprostřed nosníku vyvolaný stálým zatížením  
 a proměnným zatížením 
fm1 a fm2 tuhosti průřezu v jednotlivých stádiích (m1 - neporušený průřez, 
 m2 – průřez porušený trhlinami). 
   v sobě zahrnuje vliv relativní vlhkosti, vliv pevnosti betonu a vliv stáří 
betonu v okamžiku vnesení zatížení 
t [dny] stáří betonu v uvažovaném okamžiku  
t0 [dny] stáří betonu v okamžiku zatížení 
rcs křivost nosníku 
Ecm [kPa] modul pružnosti betonu v tlaku 
Ec,eff [kPa] efektivní modul pružnosti betonu v tlaku  
d0 [m] jmenovitý průměr díry otvoru 
d [m] jmenovitý průměre dříku šroubu (průměr šroubu) 
n [ks] počet šroubů 
gk [kN/m] stálé zatížení (vlastní tíha vazníku, ztužidla, vlastní tíha vaznice a střešní 
plášť) 
sk [kN/m] proměnné zatížení (klimatické zatížení – plný sníh) 
ND3 [kN] návrhová síla působící v posuzovaném místě šroubového spoje 
t [m] tloušťka připojovacích prvků 
ti [m] znáhodněná odchylka rozměru t 
e1, e2, p [m] rozteče mezi šrouby 
fub [kPa] mez pevnosti spojovacího prostředku 
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Asr, As [m²] plocha jádra šroubu 
A [m²] plocha dříku šroubu 
ds [m] průměr jádra šroubu 
av [–] rovina střihu prochází závitem, av pro jakostní třídu šroubů 5.6 je 0.6 
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