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Abstract. We consider a random forest F∗, defined as a sequence of i.i.d. birth-
death (BD) trees, each started at time 0 from a single ancestor, stopped at the
first tree having survived up to a fixed time T . We denote by (ξ∗t , 0 ≤ t ≤ T )
the population size process associated to this forest, and we prove that if the BD
trees are supercritical, then the time-reversed process
(
ξ∗T−t, 0 ≤ t ≤ T
)
, has the
same distribution as
(
ξ˜∗t , 0 ≤ t ≤ T
)
, the corresponding population size process of
an equally defined forest F˜∗, but where the underlying BD trees are subcritical,
obtained by swapping birth and death rates. We generalize this result to splitting
trees (i.e. life durations of individuals are not necessarily exponential), provided
that the i.i.d. lifetimes of the ancestors have a specific explicit distribution, different
from that of their descendants. The results are based on an identity between the
contour of these random forests truncated up to T and the duality property of Lévy
processes, which allow to derive other useful properties of the forests with potential
applications in epidemiology.
1. Introduction
We consider a model of branching population in continuous time, where indi-
viduals behave independently from one another. They give birth to identically
distributed copies of themselves at some positive rate throughout their lives, and
have generally distributed lifetime durations. A splitting tree Geiger and Kerst-
ing (1997); Lambert (2010) describes the genealogical structure under this model
and the associated population size process is a so-called (binary, homogeneous)
Crump-Mode-Jagers (CMJ) process. When the lifetime durations are exponential
or infinite (and only in this case) this is a Markov process, more precisely, a linear
birth-death (BD) process.
Here, trees are assumed to originate at time 0 from one single ancestor. For a
fixed time T > 0, we define a forest F∗ as a sequence of i.i.d. splitting trees, stopped
at the first one having survived up to T , and we consider the associated population
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size or width process (ξ∗t , 0 ≤ t ≤ T ). In the case of birth-death processes we have
the following identity in distribution .
Theorem 1.1. Let F∗ be a forest as defined previously, of supercritical birth-death
trees with parameters b > d > 0, then the time-reversed process satisfies(
ξ∗T−t, 0 ≤ t ≤ T
) d
=
(
ξ˜∗t , 0 ≤ t ≤ T
)
where the right-hand side is the width process of an equally defined forest, but where
the underlying trees are subcritical, obtained by swapping birth and death rates (or
equivalently, by conditioning on ultimate extinction Athreya and Ney, 1972).
We further generalize this result to splitting trees, provided that the (i.i.d.)
lifetimes of the ancestors have a specific distribution, explicitly known and different
from that of their descendants. This additional condition comes from the memory
in the distribution of the lifespans when they are not exponential, that imposes a
distinction between ancestors and their descendants as we will see in Section 3. To
our knowledge, this is the first time a result is established that reveals this kind
of duality in branching processes: provided the initial population is structured as
described before, the width process seen backward in time is still the population
size process of a similarly defined forest.
Furthermore, these dualities through an identity in distribution are established
not only for the population size processes, but for the forests themselves. In other
words, we give here the construction of the dual forest F˜∗, from the forest F∗, by
setting up different filiations between them, but where the edges of the initial trees
remain unchanged. This new genealogy has no interpretation, so far, in terms of
the original family, and can be seen as the tool to reveal the intrinsic branching
structure of the backward-in-time process.
The results are obtained via tree contour techniques and some properties of
Lévy processes. The idea of coding the genealogical structure generated by the
branching mechanism through a continuous or jumping stochastic process has been
widely exploited with diverse purposes by several authors, see for instance Popovic
(2004); Geiger and Kersting (1997); Le Gall and Le Jan (1998); Duquesne and
Le Gall (2002); Lambert (2010); Ba et al. (2012).
Here we make use of a particular way of exploring a splitting tree, called jump-
ing chronological contour process (JCCP). We know from Lambert (2010) that this
process has the law of a spectrally positive Lévy process properly reflected and
killed. The notion of JCCP can be naturally extended to a forest by concatenation.
Then our results are proved via a pathwise decomposition of the contour process
of a forest and space-time-reversal dualities for Lévy processes Bertoin (1992). We
define first some path transformations of the contour of a forest F∗, after which, the
reversed process will have the law of the contour of a forest F˜∗. The invariance of
the local time (defined here as the number of times the process hits a fixed value of
its state-space R+) of the contour after these transformations, allows us to deduce
the aforementioned identity in distribution between the population size processes.
Branching processes are commonly used in biology to represent, for instance,
the evolution of individuals with asexual reproduction Jagers (1991); Kimmel and
Axelrod (2002), or a group of species Nee et al. (1994); Stadler (2009), as well as
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the spread of an epidemic outbreak in a sufficiently large susceptible population
Becker (1974, 1977); Tanaka et al. (2006). We are particularly interested in the
last application, which was the primary motivation for this work, and where our
duality result has some interesting consequences.
When modeling epidemics, we specify that what was called so far a birth event
should be thought of as a transmission event of the disease from one (infectious)
individual to another (susceptible, assumed to be in excess). In the same way
a death event will correspond to an infectious individual becoming non-infectious
(will no longer transmit the pathogen, e.g. recovery, death, emigration, etc.). Then
the branching process describes the dynamics of the size of the infected population,
and the splitting tree encodes the history of the epidemic.
In the last few decades, branching processes have found many applications as
stochastic individual-based models for the transmission of diseases, especially the
Markovian case (notice however, that the assumption of exponentially distributed
periods of infectiousness is mainly motivated by mathematical tractability, rather
than biological realism). In recent years, the possibility of sequencing pathogens
from patients has been constantly increasing, and with it, the interest in using
the phylogenetic trees of pathogen strains to infer the parameters controlling the
epidemiological mechanisms, leading to a new approach in the field, the so-called
phylodynamic methods Grenfell et al. (2004). A very short review on the subject
is given later in Section 4.
Here we consider the situation where the data consists in incidence time series
(number of new cases registered through time) and the reconstructed transmission
tree (i.e. the information about non sampled hosts is erased from the original
process). These trees are considered to be estimated from pathogen sequences from
present-time hosts. These observed statistics are assumed to be generated from a
unique forward in time process and since no further hypothesis is made, they are
not independent in general. Hence, the computation of the likelihood as their joint
distribution quickly becomes a delicate and complex issue, even in the linear birth-
death model, since it requires to integrate over all the possible extinct (unobserved)
subtrees between 0 and T .
Therefore, to solve this problem, we propose a description of the population
size process I := (It, 0 ≤ t ≤ T ), conditional on the reconstructed genealogy of
individuals that survive up until time T (i.e. the reconstructed phylogeny). This
result is a consequence of the aforementioned duality between random forests F∗
and F˜∗. We state that, under these conditions, the process I, backward in time, is
the sum of the width processes of independent birth-death trees, each conditioned
on its height to be the corresponding time of coalescence, plus an additional tree
conditioned on surviving up until time T .
The structure in the population, that is the definition of our forests, and the
fact that in our model the sampled epidemic comes all from one single ancestor at
time 0, can be thought of as a group of strains of a pathogen in their attempts
to invade the population, but where only one succeeds (at time T ). However, if
various invading strains succeed, analogous results can be deduced by concatenating
(summing) an equal number of forests. The general assumption will be then, that
for each successful strain, there is a geometric (random) number of other strains
of the pathogen that become extinct before time T . The probability of success of
these geometric r.v. depends on the recovery and transmission parameters. Finally,
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estimating these parameters from molecular and epidemiological data using this
branching processes model, can be addressed through MLE or Bayesian inference.
However, these statistical questions are not directly treated here.
For the sake of clarity, and in order to be consistent with most of the literature
on branching processes, we will prefer to use the terms of birth and death events
throughout the document, except when we present the outcomes of our results in
the specific context of epidemiology in Section 4. The rest of the paper is organized
as follows: Section 2 is dedicated to some preliminaries on Lévy processes, trees,
forests and their respective contours. Finally, in Section 3, we state our main results
and give most of their proofs, although some of them are left to the Appendix.
2. Preliminaries
Basic notation. Let E = R ∪ {∂} where ∂ is a topologically isolated point, so-
called cemetery point. Let B(E) denote the Borel σ-field on E. Consider the space
D(R+, E) (or simply D) of càdlàg functions ω from R+ into the measurable space
(E,B(E)) endowed with Skorokhod topology Jacod and Shiryaev (2003), stopped
upon hitting ∂ and denote the corresponding Borel σ-field by B(D). Define the
lifetime of a path ω ∈ D as ζ = ζ(ω), the unique value in R+ ∪ {+∞} such that
ω(t) ∈ R for 0 ≤ t < ζ, and ω(t) = ∂ for every t ≥ ζ. Here ω(t−) stands for the
left limit of ω at t ∈ R+, ∆ω(t) = ω(t)− ω(t−) for the size of the (possible) jump
at t 6= zeta and we make the usual convention ω(0−) = ω(0).
We consider stochastic processes, on the probability space (D,B(D),P), say X =
(Xt, t ≥ 0), also called the coordinate process, having Xt = Xt(ω) = ω(t). In
particular, we consider only processes with no-negative jumps, that is such that
∆Xt ∈ R+ for every t ≥ 0. The canonical filtration is denoted by (Ft)t≥0.
Let P(E) be the collection of all probability measures on E. We use the notation
Px(X ∈ ·) = P (X ∈ ·|X0 = x) and for µ ∈ P(E),
Pµ(X ∈ ·) :=
∫
E
Px(X ∈ ·)µ(dx).
For any measure µ on [0,∞], we denote by µ its tail, that is
µ(x) := µ([x,+∞])
Define by τA := inf{t > 0 : Xt ∈ A}, the first hitting time of the set A ∈ B(E),
with the conventions τx = τ{x}, and τ−x = τ(−∞,x), τ+x = τ(x,+∞) for any x ∈ R.
Some path transformations of càdlàg functions. In this subsection we will define
some deterministic path transformations and functionals of càdlàg stochastic pro-
cesses. Define first the following classical families of operators acting on the paths
of X:
• the shift operators, θs, s ∈ R+, defined by
θs(Xt) := Xs+t, ∀t ∈ R+
• the killing operators, ks, s ∈ R+ , defined by
ks(X) :=
{
Xt if s < t
∂ otherwise
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the killing operator can be generalized to killing at random times, for in-
stance X ◦ kτA = kτA(X) = kτA(X)(X), denotes the process killed at the
first passage into A. It is easy to see that if X is a Markov process, so is
X ◦ kτA .
• the space-time-reversal operator ρs, s ∈ R∗+, as
ρs(X)t := X0 −X(s−t)− ∀t ∈ [0, s)
and we denote simply by ρ the space-time-reversal operator at the lifetime
of the process, when ζ < +∞, that is
ρ(X)t := X0 −X(ζ−t)− ∀t ∈ [0, ζ)
The notations P ◦ θ−1s , P ◦ k−1s and P ◦ ρ−1 stand for the law of the shifted, killed
and space-time-reversed processes when P is the law of X.
When X has finite variation we can define its local time process, taking values
in N ∪ {+∞} as follows,
Γr(X) = Card{t ≥ 0 : Xt = r}, r ∈ R,
that is the number of times the process hits r (before being sent to ∂).
For a sequence of processes in the same state space, say (Xi)i≥1 with lifetimes
(ζi, i ≥ 1), we define a new process by the concatenation of the terms of the se-
quence, denoted by
[X1, X2, . . . ]
where the juxtaposition of terms is considered to stop at the first element with
infinite lifetime. For instance, if ζ1 < +∞ and ζ2 = +∞, then for every n ≥ 2
[X1, X2, . . . , Xn]t =
{
X1,t if 0 ≤ t < ζ1
X2,t−ζ1 t ≥ ζ1
We consider now a clock or time change that was introduced in Bertoin (1996);
Doney (2007) in order to construct the probability measure of a Lévy process con-
ditioned to stay positive, that will have the effect of erasing all the subpaths of X
taking non-positive values and closing up the gaps. We define it here for a càdlàg
function X, for which we introduce the time it spends in (0,+∞), during a fixed
interval [0, t], for every t ≤ ζ(X),
At :=
t∫
0
1{Xu>0}du
and its right-continuous inverse, α(t) := inf {u ≥ 0 : Au > t}, such that a time
substitution by α, gives a function with values in [0,+∞) ∪ {∂}, in the following
sense,
(X ◦ α)t =
{
Xα(t) if α(t) < +∞
∂ otherwise
Remark 2.1. Analogous time changes αs (or αs) can be defined for any s ∈ R,
removing the excursions of the function above (or below) the level s, that is by
time-changing X via the right-continuous inverse of t 7−→ ∫ t
0
1{Xu<s}du (or t 7−→∫ t
0
1{Xu>s}du).
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Last passage from T to 0: Fix T > 0. Define the following special points for X
gT := inf{t > 0 : Xt = T}
g0 := inf{t > gT : Xt− = 0}
gT := sup{t < g0 : Xt = T}
and suppose g0 < +∞. We want to define a transformation of X so that the
subpath in the interval [gT , g0) will be placed at the beginning, shifting to the right
the rest of the path. Therefore, we define the function ϑ(X) = ϑ : [0, g0] → [0, g0]
as,
ϑ(t) :=
{
gT + t if 0 ≤ t < g0 − gT
t− (g0 − gT ) if g0 − gT ≤ t ≤ g0
and then we consider the transformed path χ(X), defined for each s ≥ 0 as,
χ(X)s :=
{
Xϑ(s) if s ∈ [0, g0)
∂ if s ≥ g0
2.1. Spectrally positive Lévy processes. Lévy processes are those stochastic processes
with stationary and independent increments, and almost sure right continuous with
left limits paths. During this subsection we recall some classic results from this the-
ory and establish some others that will be used later. We refer to Bertoin (1996)
and Kyprianou (2006) for a detailed review on the subject.
We consider a real-valued Lévy process Y = (Yt, t ≥ 0) and we denote by Px its
law conditional on Y0 = x. We assume Y is spectrally positive, meaning it has no
negative jumps. This process is characterized by its Laplace exponent ψ, defined
for any λ ≥ 0 by
E0
[
e−λYt
]
= etψ(λ).
We assume, furthermore, that Y has finite variation. Then ψ can be expressed,
thanks to the Lévy-Khintchine formula as
ψ(λ) = −dλ−
∞∫
0
(
1− e−λr)Π(dr), (2.1)
where d ∈ R is called drift coefficient and Π is a σ- finite measure on (0,∞], called
the Lévy measure, satisfying
∫∞
0
(r ∧ 1)Π(dr) < ∞. Notice we allow Π to charge
+∞, which amounts to killing the process at rate Π({+∞}). Some might prefer
to say, in other words, that Y is a subordinator (increasing paths) with possibly
negative drift and possibly killed at a constant rate.
The Laplace exponent is infinitely differentiable, strictly convex (when Π 6≡ 0),
ψ(0) = 0 (except when Π charges +∞, in which case ψ(0) = ψ(0+) = −Π({+∞}))
and ψ(+∞) = +∞. Let η := sup{λ ≥ 0 : ψ(λ) = 0}. Then we have that η = 0 is
the unique root of ψ, when ψ′(0+) = 1−m ≥ 0. Otherwise the Laplace exponent
has two roots, 0 and η > 0. It is known that for any x > 0,
Px (τ0 < +∞) = e−ηx.
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More generally, there exists a unique continuous increasing functionW : [0,+∞)→
[0,+∞), called the scale function, characterized by its Laplace transform,
+∞∫
0
e−λxW (x)dx =
1
ψ(λ)
, λ > η,
such that for any 0 < x < a,
Px
(
τ0 < τ
+
a
)
=
W (a− x)
W (x)
(2.2)
Pathwise decomposition. For a Markov process, a point x of its state space is said
to be regular or irregular for itself, if Px(τx = 0) is 1 or 0. In a similar way, when
the process is real-valued, we can say it is regular downwards or upwards if we
replace τx by τ−x or τ+x respectively. For a spectrally positive Lévy processes we
know from Bertoin (1996) that Y has bounded variation if and only if 0 is irregular
(and irregular upwards). In this case there is a natural way of decomposing the
process into excursions from any point x on its state space. For simplicity, here we
depict the situation for x = 0, the generalization being straightforward from the
Markov property.
The process Y under P0, can be described as a sequence of independent and
identically distributed excursions from 0, stopped at the first one with infinite
lifetime. Define the sequence of the successive hitting times of 0, say (τ (i)0 , i ≥ 0)
with τ (0)0 = 0. For i ≥ 0, on {τ (i)0 < +∞}, define the shifted process,
i :=
(
Y
τ
(i)
0 +t
, 0 ≤ t < τ (i+1)0 − τ (i)0
)
.
The strong Markov property and the stationarity of the increments imply that
(i, i ≥ 0) is a sequence of i.i.d. excursions, all distributed as (Yt, 0 ≤ t ≤ τ0)
under P0, with a possibly finite number of elements, say N + 1, which is geometric
with parameter P0(τ0 = +∞), corresponding to the time until the occurrence of
an infinite excursion. Hence, the paths of Y are structured as the juxtaposition of
these i.i.d. excursions, N with finite lifetime, followed by a final infinite excursion.
We now introduce, for any a > 0, the process Y reflected below a, that is the
process being immediately restarted at a when it enters (a,+∞). This process is
also naturally decomposed in its excursions below a, in the same way described
before. More precisely, let (i, i ≥ 1) be a sequence of i.i.d. excursions distributed
as Y under Pa, but killed when they hit (a,+∞), that is, with common law Pa◦k−1τ+a .
Notice that since the process is irregular upwards, then necessarily these excursions
have a strictly positive lifetime Pa-a.s.. Define the reflected process Y (a) as their
concatenation, that is
Y (a) := [1, 2, . . .] (2.3)
Overshoot and undershoot. Formula (8.29) from Kyprianou (2006) adapted to spec-
trally positive Lévy processes gives the joint distribution of the overshoot and un-
dershoot of Y when it first enters the interval [a,+∞], without hitting 0. Let
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x ∈ (0, a), then for u ∈ (0, a] and v ∈ (0,+∞),
Px
(
(a− Yτ+a −) ∈ du, (Yτ+a − a) ∈ dv, τ+a < τ0
)
=
(
W (a− x)W (a− u)
W (a)
−W (a− x− u)
)
duΠ(dv + u) (2.4)
In the same way, if the restriction on the minimum of the process before hitting
[a,+∞) is removed, choosing x = a = 0 for simplicity, we have for u, v ∈ (0,+∞)
P0
(
(Yτ+0 −) ∈ du, Yτ+0 ∈ dv, τ
+
0 < +∞
)
= e−ηuduΠ(dv + u) (2.5)
Then we can compute the distribution of the undershoot and overshoot of an
excursion away from 0, of the process Y starting at 0 on the event τ+0 < +∞. By
integrating (2.5) we get,
P0
(
−Yτ+0 − ∈ du, τ
+
0 < +∞
)
= du
∫
[0,+∞]
e−ηuΠ(dv + u) = e−ηuΠ(u)du
P0
(
Yτ+0
∈ dv, τ+0 < +∞
)
= eηvdv
∫
[v,+∞]
e−ηyΠ(dy) = eηvΠ˜(v)dv
where we define the measure
Π˜(dy) := e−ηyΠ(dy)
on (0,+∞) of mass b˜ := b− η.
Further, we can deduce from Theorem VII.8 in Bertoin (1996) that
P0
(
τ+0 < +∞
)
= 1− W (0)
W (∞) = 1 ∧m (2.6)
as a consequence of (2.2) and
lim
t→+∞W (t) =
{
+∞ if m ≥ 1
1
1−m if m < 1
, W (0) = 1.
These two formulas come from the analysis of the behavior at 0 and +∞ of W ’s
Laplace transform, 1/ψ, followed by the application of a Tauberian theorem. We
refer to Propositions 5.4 and 5.8 from Lambert (2010) for the details.
We denote by µ> the probability measure on [0,∞) of the undershoot away from
0 under P0
(·∣∣τ+0 < +∞), defined as follows,
µ>(du) := P0
(
−Yτ+0 − ∈ du
∣∣∣τ+0 < +∞) = e−ηuΠ(u)m ∧ 1 du (2.7)
Analogously the probability distribution of the corresponding overshoot is,
µ⊥(dv) := P0
(
Yτ+0
∈ dv
∣∣∣τ+0 < +∞) = eηvΠ˜(v)m ∧ 1 dv (2.8)
Remark 2.2. In the exponential case with rates b and d it is not hard to see that
the overshoot is exponentially distributed with parameter d, and the undershoot
with parameter b ∨ d.
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Process conditioned on not drifting to +∞. The following statements are direct
consequences of Corollary VII.2 and Lemma VII.7 from Bertoin (1996). The process
Y drifts to −∞, oscillates or drifts to +∞, if ψ′(0+) is respectively positive, zero,
or negative. As we mentioned before, only in the first case the Laplace exponent ψ
has a strictly positive root η, which leads to considering a new family of probability
measure P˜x via the exponential martingale (e−η(Yt−x), t ≥ 0), that is with Radon-
Nikodym density
dP˜x
dPx
∣∣∣∣∣
Ft
= e−η(Yt−x).
As we will show later, this can be thought of as the law of the initial Lévy process
conditioned to not drift to +∞, and in fact, Y under P˜ is still a spectrally positive
Lévy process with Laplace exponent
ψ˜(λ) = ψ(η + λ) = −dλ−
∞∫
0
(
1− e−λr) Π˜(dr),
which is the Laplace exponent of a finite variation, spectrally positive Lévy process
with drift d and Lévy measure Π˜. Furthermore, it is established that for every x > 0,
the law of the process until the first hitting time of 0, that is (Yt, 0 ≤ t < τ0), is the
same under Px(·|τ0 < +∞) as under P˜x(·), that is
Px(·|τ0 < +∞) ◦ k−1τ0 = P˜x ◦ k−1τ0 (2.9)
Finally, we compute the following convolution products, which will be used here-
after, obtained from a direct inversion of the Laplace transform for W and W˜ (see
p. 204-205 in Bertoin (1996)), where W˜ is the scale function defined with respect
to the Laplace exponent ψ˜,
T∫
0
W (T − v)Π(v)dv = W (T )− 1 (2.10)
T∫
0
W˜ (T − v)Π˜(v)dv = W˜ (T )− 1 (2.11)
Time-reversal for Lévy processes. Another classical property of Lévy processes is
their duality under time-reversal in the following sense: if a path is space-time-
reversed at a finite time horizon, the new path has the same distribution as the
original process. More precisely, in the case of spectrally positive Lévy processes
we have the following results from Bertoin (1992):
Proposition 2.3 (Duality). The process Y has the following properties:
(i) under P0 (·|τ0 < +∞), (Yt, 0 ≤ t < τ0) and
(−Y(τ0−t)−, 0 ≤ t < τ0) have the
same law
(ii) under P0
(
·
∣∣∣−Yτ+0 − = u) the reversed excursion, (−Y(τ+0 −t)−, 0 ≤ t < τ+0 )
has the same distribution as (Yt, 0 ≤ t < τ0) under Pu (·|τ0 < +∞)
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(iii) under P0
(
·
∣∣∣−Yτ+0 − = y,∆Y (τ+0 ) = z), the processes (−Y(τ+0 −t)−, 0 ≤ t < τ+0 )
and
(
Yτ+0 +t
, 0 ≤ t < τ0 − τ+0
)
are independent. The first one has law Py(·|τ0 <
+∞) ◦ k−1τ0 and the second one has law Pz−y ◦ k−1τ0
2.2. Trees and forests. We refer to Lambert (2010) for the rigorous definition and
properties of discrete and chronological trees. The notation here may differ from
that used by this author, so it will be specified in the following, as well as the main
features that will be subsequently required.
A discrete tree, denoted by U , is a subset of U := ⋃n≥0Nn, satisfying some
specific well known properties. From a discrete tree U we can obtain an R-tree
by adding birth levels to the vertices and lengths (lifespans) to the edges, getting
what is called a chronological tree T . For each individual u of a discrete tree U , the
associated birth level is denoted by α(u) and the death level by ω(u) (α(u) ∈ R+,
ω(u) ∈ R+ ∪ {+∞} and such that α(u) < ω(u)).
Then T can be seen as the subset of U × [0,+∞) containing all the existence
points of individuals (vertices of the discrete tree): for every u ∈ U , s ∈ [0,+∞),
then (u, s) ∈ T if and only if α(u) < s ≤ ω(u). The root will be denoted by
ρ := (∅, 0) and pi1 and pi2 stand respectively for the canonical projections on U and
[0,+∞). T denotes the set of all chronological trees.
For any individual u in the discrete tree U = pi1(T ), we denote by ζ(u) its
lifespan, i.e. ζ(u) := ω(u)− α(u). Then the total length of the chronological tree is
the sum of the lifespans of all the individuals, that is,
`(T ) :=
∑
v∈pi1(T )
ζ(v) ≤ +∞.
We will also refer to the truncated tree up to level s, denoted by T (s) for the
chronological tree formed by the existence points (u, t) such that t ≤ s. A chrono-
logical tree is said to be locally finite if for every level s ∈ [0,+∞) the total length
of the truncated tree is finite, `(T (s)) < +∞.
We can define the width or population size process of locally finite chronological
trees as a mapping Ξ that maps a chronological tree T to the function ξ : R+ → N
counting the number of extant individuals at time t ≥ 0
Ξ(T ) := (ξt(T ), t ≥ 0) (2.12)
where for every t ≥ 0,
ξt(T ) = Card{v ∈ pi1(T ) : α(v) < t ≤ ω(v)}
These functions are càdlàg, piecewise constant, from R+ into N, and are absorbed
at 0. Then we can define the time of extinction of the population in a tree as
TExt := inf{t ≥ 0 : ξt(T ) = 0}. Notice there might be an infinite number of jumps
in R+, but only a finite number in every compact subset in the case of locally finite
trees.
Chronological trees are assumed to be embedded in the plane, as on Fig. 2.1
(right), with time running from bottom to top, dotted lines representing filiations
between individuals: the one on the left is the parent, and that on the right its
descendant.
We will call a forest every finite sequence of chronological trees, and we will
denote the set of all forests by F. More specifically for every positive integer m, let
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us define the set of m-forests as follows,
Fm := {(T1, T2, . . . , Tm) : T1, T2, . . . , Tm ∈ T}
then,
F =
⋃
m∈N
Fm
It is straightforward to extend the notion of width process to a forest, say F =
(T1, T2, . . . , Tm) ∈ F, as the sum of the widths of every tree of the sequence, i.e.,
Ξ(F) :=
m∑
i=1
Ξ(Ti)
2.3. The contour process. As mentioned before, the genealogical structure of a
chronological tree can be coded via continuous or càdlàg functions. They are usu-
ally called contour or exploration processes, since they refer mostly to deterministic
functions of a (randomly generated) tree. In this case, the contour is a R-valued
stochastic process containing all the information about the tree, so that the latter
can always be recovered from its contour. Among the different ways of explor-
ing a tree we will exploit the jumping chronological contour process (JCCP) from
Lambert (2010).
The JCCP of a chronological tree T with finite length ` = `(T ), denoted by
C(T ), is a function from [0, `] into R+, that starts at the lifespan of the ancestor
and then walks backward along the right-hand side of this first branch at speed
−1 until it encounters a birth event, when it jumps up of a height of the lifespan
of this new individual, getting to the next tip, and then repeating this procedure
until it eventually hits 0, as we can see in Fig. 2.1 (see Lambert (2010) for a formal
definition).
Then it visits all the existence times of each individual exactly once and satisfies
that the number of times it hits a time level, say s ≥ 0, is equal to the number of
individuals in the population at time s. More precisely, for any finite tree T
Γ ◦ C(T ) = Ξ(T ),
and more generally, if T is locally finite, this is also satisfied for the truncated tree
at any level s > 0, that is
Γ ◦ C(T (s)) = Ξ(T (s)).
We can extend the notion of contour process to a forest F = (T1, T2, . . . , Tm) of
finite total length ` :=
∑m
i=1 `(Ti), similarly to the way it is done in Duquesne and
Le Gall (2002), by concatenating the contour functions,
[Ct(T1), t ∈ [0, `(T1))) , (Ct(T2), t ∈ [0, `(T2))) , . . . , (Ct(Tm), t ∈ [0, `(Tm))] .
It will be denoted as well by C(F) or simply C when there is no risk of confusion. We
notice that the function thus obtained determines a unique sequence of chronological
trees since they all start with one single ancestor.
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Figure 2.1. An example of chronological tree with finite length (left)
and its contour process (right).
2.4. Stochastic model. We consider a population (or particle system) that origi-
nates at time 0 with one single progenitor. Then individuals (particles) evolve
independently of each other, giving birth to i.i.d. copies of themselves at constant
rate, while alive, and having a life duration with general distribution. The family
tree under this stochastic model will be represented by a splitting tree, that can be
formally defined as an element T randomly chosen from the set of chronological
trees, characterized by a σ-finite measure Π on (0,∞] called the lifespan measure,
satisfying
∫
(0,∞] (r ∧ 1) Π(dr) <∞.
In the general definition individuals may have infinitely many offspring. How-
ever, for simplicity we will assume that Π has mass b, corresponding to a population
where individuals have i.i.d. lifetimes distributed as Π(·)/b and give birth to single
descendants throughout their lives at constant rate b, all having the same indepen-
dent behavior. In most of the following results this hypothesis is not necessary, and
they remain valid if Π is infinite.
Under this model the width process Ξ(T ) = (ξt(T ), t ≥ 0) counting the popula-
tion size through time is a binary homogeneous Crump-Mode-Jagers process (CMJ).
This process is not Markovian, unless Π is exponential (birth-death process) or a
Dirac mass at {+∞} (Yule process).
A tree, or its width process Ξ, is said to be subcritical, critical or supercritical if
m :=
+∞∫
0
rΠ(dr)
is respectively less than, equal to or greater than 1, and we define the extinction
event Ext := {limt→∞ ξt (T ) = 0}.
For a splitting tree we can define, as well as for its deterministic analogue, the
JCCP. Actually, the starting point of the present work, is one of the key results in
Lambert (2010), where the law of the JCCP of a splitting tree truncated up to T
or conditional on having finite length is characterized by a Lévy process.
Theorem 2.4 (Lambert (2010)). If X(T ) is the JCCP of a splitting tree with lifes-
pan measure Π truncated up to T ∈ (0,+∞) and Y is a spectrally positive Lévy pro-
cess with finite variation and Laplace exponent ψ(λ) = λ−∫∞
0
(1−exp(−λr))Π(dr), λ ≥
0, then conditional on the lifespan of the ancestor to be x, X(T ) has the law of Y ,
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started at x ∧ T , reflected below T and killed upon hitting 0. Furthermore, condi-
tional on extinction, X has the law of Y started at x, conditioned on, and killed
upon hitting 0.
We state here without proof the following elementary lemma that is repeatedly
used in the proofs.
Lemma 2.5. Let Z be a r.v. in a probability space (Ω,F,P), taking values in a
measurable space (E,A). Let A ∈ A be such that p := P(Z ∈ A) 6= 0. Let Z1, Z2, . . .
be a sequence of i.i.d. r.v. distributed as Z, and set N := inf{n : Zn ∈ A}. Then
we have the following identity in distribution,
(Z1, . . . , ZN )
d
=
(
Z ′1, . . . , Z
′
G, Z
′′
G+1
)
where
• Z ′1, . . . Z ′G are i.i.d. r.v. of probability distribution P (Z ∈ ·|Z /∈ A)
• Z ′′G+1 is an independent r.v. distributed as P (Z ∈ ·|Z ∈ A)
• G is independent of Z ′1, . . . , Z ′G, Z ′′G+1, and has geometric distribution with
parameter p, i.e. P(G = k) = (1− p)kp, for k ≥ 0.
3. Results
From now on we consider a finite measure Π, on (0,+∞), of mass b and m :=∫ +∞
0
rΠ(dr) and Y a spectrally positive Lévy process with drift coefficient d = −1,
Lévy measure Π, and Laplace exponent denoted by ψ, i.e.,
ψ(λ) = λ−
∞∫
0
(1− e−λr)Π(dr), λ ≥ 0 (3.1)
As in the preliminaries, we denote by Px the law of the process conditional on
Y0 = x, by W the corresponding scale function and by η the largest root of ψ.
For any s ∈ R+, denote by Y (s) the process reflected below s, as defined in the
preliminaries.
We also recall the definition of the measure Π˜(dy) := e−ηyΠ(dy) on (0,+∞).
Then ψ˜, m˜, W˜ , P˜ , Y˜ , will denote the Laplace exponent, the mean value, the scale
function, the law, and the process itself with Lévy measure Π˜. As we have seen be-
fore, this spectrally positive Lévy process with Laplace exponent ψ˜, killed when it
hits 0, has the same law as (Yt, 0 ≤ t < τ0) conditioned on hitting 0, when starting
from any x > 0, that is P˜x ◦ k−1τ0 = Px(·|τ0 < +∞) ◦ k−1τ0 .
Fix p ∈ (0, 1) and T ∈ (0,+∞). We define a forest Fp consisting in Np + 1
splitting trees with lifespan measure Π as follows,
Fp := (T1, . . . , TNp , TNp+1)
where,
• T1, . . . TNp are i.i.d. splitting trees conditioned on extinction before T
• TNp+1 is an independent splitting tree conditioned on survival up until time
T
• Np is a geometric random variable with parameter p, independent of all
trees in the sequence, i.e. P(Np = k) = (1− p)kp, for k ≥ 0.
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Notice that, if p = P(ξT (T ) 6= 0), then Fp has the same distribution as a sequence
of i.i.d. splitting trees, stopped at its first element surviving up until time T (see
Lemma 2.5). Hereafter we will frequently make use of this identity in law.
We will add a subscript to denote equally constructed forests, but where the
i.i.d. lifetimes of the ancestors on the splitting trees are different from that of
their descendants. More precisely we will refer to Fp⊥ or Fp> if the ancestors are
distributed respectively as the overshoot and undershoot defined by (2.8) and (2.7),
conditional on {τ+0 < +∞}, i.e.,
⊥ : ζ(∅) ∼ µ⊥ > : ζ(∅) ∼ µ>
We follow the same convention for splitting trees, that is, T> and T⊥ denote trees
starting from one ancestor with these distributions, as well as for their probability
laws, denoted by P>,P⊥.
Finally, we use the notation F˜p when the lifespan measure of all individuals
is Π˜, instead of Π. The addition of a subscript is assumed to affect the lifetime
distribution of the ancestors in the exact same way as described before.
We start with the following result, which is the extension of Propositions 2.3 and
2.4 to the case of these splitting trees with size-biased ancestors. Its proof is given
later in the Appendix.
Lemma 3.1. Let T⊥ be a splitting tree and Y a spectrally positive Lévy process, as
defined in Section 3, then the contour process C = C(T⊥) has the following properties
(i) Under P⊥ (·|Ext), C has the same distribution as
(
Yτ+0 +t
, 0 ≤ t ≤ τ0 − τ+0
)
under P0 (·|τ0 < +∞).
(ii) Under P⊥ (·|ξT = 0), C has the distribution of
(
Yτ+0 +t
, 0 ≤ t ≤ τ0 − τ+0
)
un-
der P0
(·∣∣τ0 < τ+T , τ+0 < +∞).
(iii) Under P⊥, the contour of the truncated tree T (T )⊥ , is distributed as
(
Yτ+0 +t
, 0 ≤ t ≤ τ0 − τ+0
)
under P0
(·∣∣τ+0 < +∞), reflected at T and killed upon hitting 0.
Define now the two parameters,
γ :=
1
W (T )
and γ˜ :=
1
W˜ (T )
.
We have the following two results on forests,
Lemma 3.2.
γ˜ = P⊥ (ξT 6= 0) and γ = P˜> (ξT 6= 0)
Proof : See Appendix.
Lemma 3.3. In the supercritical and critical cases (m ≥ 1) we have,
F γ˜⊥
d
= F∗ := a sequence of i.i.d. splitting trees with law P⊥ stopped at the first
tree having survived up to time T .
F˜γ>
d
= F˜∗ := a sequence of i.i.d. splitting trees with law P˜> stopped at the first
tree having survived up to time T .
Time reversal dualities for some random forests 15
Proof : By definition, a forest F∗ consists in a number of trees, say N˜ + 1, where
N˜ is a geometric random variable with probability of success P⊥(ξT 6= 0), counting
the trees that die out before T , until there is one that survives. Hence, thanks to
Lemma 2.5, the only thing that remains to prove is that γ˜ is exactly this probability
of success for the forest F∗, in the same way that γ for the forest F˜∗, which is the
statement in Lemma 3.2. 
Then we are ready to state our first result concerning the population size pro-
cesses of these forests,
Theorem 3.4. We have the following identity in distribution,(
ξT−t
(
F γ˜⊥
)
, 0 ≤ t ≤ T
)
d
=
(
ξt
(
F˜γ>
)
, 0 ≤ t ≤ T
)
In the subcritical and critical cases (m ≤ 1),
(ξT−t (Fγ⊥) , 0 ≤ t ≤ T )
d
= (ξt (Fγ>) , 0 ≤ t ≤ T )
and actually in this case ⊥ = > since in both cases, ζ(∅) has density Π(r)
m
dr.
In the supercritical and critical cases (m ≥ 1) we have
(ξT−t (F∗) , 0 ≤ t ≤ T ) d=
(
ξt
(
F˜∗
)
, 0 ≤ t ≤ T
)
Remark 3.5. Theorem 1.1 from the Introduction is a particular case of this theorem
when Π is exponential.
Remark 3.6. When m < 1, F˜γ⊥ has no interpretation as a stopped sequence of i.i.d.
splitting trees as in Lemma 3.3, because γ 6= P˜> (ξT 6= 0). Indeed, in this case
P0
(
τ0 < τ
+
T
∣∣τ+0 < +∞) = T∫
0
Pv
(
τ0 < τ
+
T
)
P0
(
Yτ+0
∈ dv
∣∣∣τ+0 < +∞)
=
T∫
0
W (T − v)
W (T )
Π(v)
m
dv =
1
m
(
1− 1
W (T )
)
where the last equality comes from (2.10). This entails that in this case the number
of trees on the forest F˜∗ is geometric with parameter
1−
1− 1W (T )
1− 1W (∞)
6= γ.
Actually, we will state a more general equality in distribution, concerning not
only the underlying population size processes of the forests, but the two dual forests
themselves (see Fig. 3.2). For a forest F consisting of N chronological trees that
go extinct before T , and an (N + 1)-st tree TN+1 that reaches time T , truncated
up to this time, its dual forest (in reverse time) can be defined as follows: its roots
are the individuals of F extant at T , birth events become death events and vice
versa, and the parental relations are re-drawn from the top of edges to the right
(when looking in the original time direction), such that daughters are now to the
left of their mothers. This rule is applied to all edges, except for those which are to
the right of the last individual that survives up until time T , that are translated to
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Figure 3.2. An example of forest F∗ consisting in three chronological
trees (left) and its dual (right).
the left of the first ancestor before re-drawing the parental relations, as it is shown
in Fig. 3.2. Hence, we postpone the proof of Theorem 3.4, that will be established
later as a consequence of this more general result.
Hereafter, we will consider the contour process of a forest F truncated at T (i.e.
each tree is truncated at T ) for which we use the following notation C(T )(F) =
C(F (T )). Also define for a càdlàg process X, a deterministic transformation of its
path by
K(X) := ρ ◦ χ(X)
which exists when g0(X) < +∞ (see preliminaries). This operator has the effect of
shifting the last excursion from T to 0 to the left and then apply the space-time-
reversal of the process as defined in the preliminaries.
Theorem 3.7. Let C(T )(F γ˜⊥) be the JCCP of a random forest F γ˜⊥ truncated at T .
Then, after applying the operator K, the process obtained has the law of the contour
of a forest F˜γ>, also truncated at T . More precisely,
K
(
C(T )(F γ˜⊥)
)
d
= C(T )
(
F˜γ>
)
Now the proof of Theorem 3.4 can be achieved as a quite immediate consequence
of this second theorem.
Proof of Theorem 3.4: Recall our definition of the local time Γ of a process Y with
finite variation and finite lifetime. We only need to notice that, for any càdlàg
function X such that g0(X) < +∞,(
ΓT−t(X ◦ kg0(X)), 0 ≤ t ≤ T
)
= (Γt ◦ K(X), 0 ≤ t ≤ T ) .
This is true, in particular, when X is the contour of a truncated forest C(T )(F˜γ>),
which lifetime is precisely g0(C). Since the local time process of the contour of a
tree, Γ◦C, is the same as its population size process Ξ, the first result is established.
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The second statement about the subcritical and critical cases is immediate from
the first one, and the fact that measures µ> and µ⊥ are the same, as well as Π and
Π˜, when m ≤ 1.
Finally, the third identity is also a consequence of the first one and Lemma 3.3.

To demonstrate Theorem 3.7 we will consider first two independent sequences,
with also independent elements, distributed as excursions of the process Y starting
at 0 or T and killed upon hitting 0 or T . Notice that, P0-a.s., we have {τ0 <
τ+T , τ
+
0 < +∞} = {τ0 < τ+T } and {τ+T < τ0, τ+0 < +∞} = {τ+T < τ0}, however we
choose to use the left-hand-side events in the definitions below, to emphasize the
fact that the process is conditioned on hitting (0,+∞). More precisely define the
sequence (i, 1 ≤ i ≤ N˜ + 1) as follows
• (i) are i.i.d. with law P0(·|τ0 < τ+T , τ+0 < +∞) ◦ k−1τ0 for 1 ≤ i ≤ N˜ ,
• N˜+1 has law P0(·|τ+T < τ0, τ+0 < +∞) ◦ k−1τ+T
• N˜ is an independent geometric random variable with probability of success
γ˜ = P0(τ
+
T < τ0, |τ+0 < +∞).
Also define the sequence (˜i, 1 ≤ i ≤ N + 1) as
• ˜i are i.i.d. with the law PT (·|τ+T < τ0) ◦ k−1τ+T for 1 ≤ i ≤ N
• ˜N+1 has law PT (·|τ0 < τ+T ) ◦ k−1τ0• N is an independent geometric random variable with probability of success
γ = PT (τ0 < τ
+
T ).
We denote by Z the process obtained by the concatenation of these two sequences
of excursions in the same order they were defined, that is Z := [, ˜] (see Fig. 3.3).
We will prove first that, after a time change erasing the negative values of these
excursions and closing up the gaps, the process thus obtained has the same law as
the contour of the forest F γ˜⊥ truncated at T .
Claim 1: We have the following identity in law:
Z ◦ α d= C(T )(F γ˜⊥)
Proof : Since a forest F γ˜⊥ is a finite sequence of independent trees and, when trun-
cated, its contour process, say C(T )(F γ˜⊥) :=
(Ct, 0 ≤ t ≤ `), is defined as the con-
catenation of the contour of the trees of this sequence, its law will be characterized
by the law of the sequence of the killed paths ei := (Cti+t, 0 ≤ t < ti+1 − ti), where
t0 = 0, ti =
∑i
j=1 `(T⊥,i) for 1 ≤ i ≤ Nγ˜ , tNγ˜+1 = tNγ˜ + `(T (T )⊥,Nγ˜+1) = `(F
γ˜
⊥). Here
Nγ˜+1 is the number of trees in F γ˜⊥. These killed paths are then the JCCP’s of each
of the trees in the forest, that is ei = C(T (T )⊥,i ) for every 1 ≤ i ≤ Nγ˜ + 1, which are
by definition independent, and their number Nγ˜ + 1 is geometric with parameter
γ˜. The first Nγ˜ are identically distributed and conditioned on extinction before T ,
and the last one conditioned on surviving up until time T .
On the other hand, define for the sequence of excursions , the lifetime of its
terms, ζi = ζ(i) and the first time they hit [0,+∞), ζ+i = ζ+(i). These excursions
start at 0 and always visit first (−∞, 0). Under {τ+0 < +∞}, 0 is recurrent for the
reflected process, so we have 0 < ζ+i < ζi < +∞, P0-a.s. for every i ≥ 1. If now
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Figure 3.3. (a) An example of the Lévy process Z with N˜ = 3 excursions before hitting T , and
N = 2 excursions before hitting 0 again, and some path transformations of Z: (b) χ(Z) places
the last excursion ˜3 at the origin and shifts to the right the rest of the path; (c) ρ ◦ χ(Z) is the
space-time-reversal of the path at (b); and (d) (ρ ◦ χ(Z)) ◦ αT erases the sub-paths of (c) taking
values greater than T and closes up the gaps, hence the shorter length of the path.
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we apply to each of these excursions the time change α, removing the non positive
values and closing up the gaps, we obtain for 1 ≤ i ≤ N˜ + 1,
i ◦ α =
(
i(ζ
+
i + t), 0 ≤ t < ζi − ζ+i
)
so, for 1 ≤ i ≤ N˜ , i ◦ α has the law of (Yτ+0 +t, 0 ≤ t ≤ τ0 − τ
+
0 ) under P0(·|τ0 <
τ+T , τ
+
0 < +∞). Thanks to Lemma 3.1 (ii), this is the same as the law of the contour
of each of the first Nγ˜ trees on the forest F γ˜⊥.
The last excursion, N˜+1 ◦ α has the law of (Yτ+0 +t, 0 ≤ t ≤ τ
+
T − τ+0 ) under
P0(·|τ+T < τ0, τ+0 < +∞), that is, an excursion of Y starting from an initial value
distributed according to µ⊥, conditioned on hitting T before 0.
If we look now at the second sequence ˜, we notice that, since γ = PT (τ0 < τ+T ),
it is distributed as a sequence of i.i.d. excursions with law PT ◦ kτ0∧τ+T (·), stopped
at the first one hitting 0 before (T,+∞). Thus, Theorem 4.3 in Lambert (2010)
guarantees that the concatenation [N˜+1 ◦ α, ˜] has the law of the contour of the
last tree in the forest F γ˜⊥ truncated at T , say T (T )⊥,Nγ˜+1.
Finally, since N˜ has the same distribution as Nγ˜ , we have,
[ei, 1 ≤ i ≤ Nγ˜ + 1] d= [i ◦ α, 1 ≤ i ≤ N˜ + 1, ˜i, 1 ≤ i ≤ N + 1]
Now the right-hand-side equals [, ˜] ◦ α, because the time change α is the inverse
of an additive functional, so it commutes with the concatenation, and the elements
of the sequence ˜ do not take negative values, so the time change α has no effect
on them. This ends the proof of the claim. 
Now we will look at the process Z after relocating the last excursion of the second
sequence, ˜N+1 to the beginning and shifting the rest of the path to the right. More
precisely, consider the process
V = [˜N+1, 1, . . . , N˜+1],
and consider also the space-time-reversed process ρ◦V (see Fig. 3.3). It is not hard
to see that
ρ ◦ V = [T + ρ ◦ N˜+1, T + ρ ◦ N˜ , . . . , T + ρ ◦ 1, ρ ◦ ˜N+1],
since V (0) = N˜+1(0) = T and all the other excursions in V take the value 0 at 0.
Then we have the following result on the law of this process, reflected at T .
Claim 2: We have the following identity in law:
(ρ ◦ V ) ◦ αT d= C(T )
(
T˜ ′>
)
where T˜ ′> is a splitting tree conditioned on surviving up util time T .
For the proof of Claim 2 we will need the following two results that are proved
in the Appendix.
Lemma 3.8. The probability measure PT
(·∣∣τ0 < τ+T )◦k−1τ0 is invariant under space-
time-reversal.
Lemma 3.9. For any a > 0, x ∈ [0, a] and Λ ∈ Fτa the following identity holds
P˜x
(
Λ, τ+a < τ0
)
= Px
(
Λ, τ+a < τ0, τa < +∞
)
e−η(a−x)
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In particular, P˜x (τ+a < τ0) = Px (τ+a < τ0, τa < +∞) e−η(a−x), hence
P˜x
(
Λ|τ+a < τ0
)
= Px
(
Λ|τ+a < τ0, τa < +∞
)
Proof of Claim 2: We can deduce from Proposition 2.3 the following observations
about the laws of the space-time-reversed excursions:
(1) conditional on N˜+1(ζ−) = T − u, the reversed excursion T + ρ ◦ N˜+1 has
law Pu(·|τ+T < τ0, τT < +∞) ◦ k−1τT
(2) for 1 ≤ i ≤ N˜ , the excursions T + ρ ◦ i have law PT (·|τ+T < τ0, τT <
+∞) ◦ k−1τT
and thanks to Lemma 3.8, we also have
(3) ρ ◦ ˜N+1 d= ˜N+1, with common law PT (·|τ0 < τ+T ) ◦ k−1τ0 .
Now we would like to express the laws of the excursions in (1), (2) and (3) in
terms of the probability measure P˜ , the probability of Y conditioned on not drifting
to +∞ (see preliminaries). For (3) we easily have, from (2.9), that
PT (·|τ0 < τ+T ) ◦ k−1τ0 = PT (·|τ0 < τ+T , τ0 < +∞) ◦ k−1τ0 = P˜T (·|τ0 < τ+T ) ◦ k−1τ0
The result in Lemma 3.9 entails in particular that excursions in (1) and (2),
killed at the time they hit (T,+∞), have distribution P˜u(·|τ+T < τ0) ◦ k−1τ+T and
P˜T (·|τ+T < τ0) ◦ k−1τ+T respectively. Besides, notice that to kill these excursions at
τ+T is the same as applying the time change α
T , i.e. removing the part of the path
taking values in (T,+∞).
Then, conditional on V (ζ−) = T −u, the reversed process after the time change
αT , that is (ρ◦V )◦αT consists in a sequence of independent excursions distributed
as the Lévy process Y˜ killed at τ0 ∧ τ+T , all starting at T , but the first one, starting
at u. There are N˜ excursions from T , conditioned on hitting T before 0 and a last
excursion from T conditioned on hitting 0 before returning to T , and killed upon
hitting 0. Observe that N˜ has geometric distribution with parameter γ˜, which is
exactly the probability that an excursion of Y˜ , starting at T , exits the interval (0, T )
from the bottom, that is P˜T (τ0 < τ+T ) (equation 2.2). This implies that excursions
in (2) and (3) after the time change αT , form a sequence of i.i.d. excursions of Y˜
starting at T , killed at τ0 ∧ τ+T , ending at the first one that hits 0 before [T,+∞)
(Lemma 2.5).
The fact that the time change αT commutes with the concatenation, allows to
conclude that (ρ ◦ V ) ◦ αT , conditional on V (ζ−) = T − u, has the law of the
process Y˜ starting at u, conditioned on hitting T before 0, reflected below T and
killed upon hitting 0.
From the definition of the sequence  we deduce that V (ζ−) = N˜+1(ζ−) has
the law of the undershoot of Y at T of an excursion starting at T and condi-
tioned on hitting 0 before (T,+∞). As usual, the strong Markov property and
the stationary increments of the Lévy process entail that this excursion is in-
variant under translation of the space, hence this undershoot has the distribution
P0
(
−Yτ+0 − ∈ ·
∣∣∣τ−T < τ+0 < +∞). This implies that the law of (ρ ◦ V ) ◦ αT is
T∫
0
P0
(
−Yτ+0 − ∈ du
∣∣∣τ−T < τ+0 < +∞) P˜u (Y (T ) ∈ ·∣∣∣τ+T < τ0) ◦ k−1τ0 , (3.2)
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and we will show this is the same as
P˜>
(·∣∣τ+T < τ0) ◦ k−1τ0 =
∫ T
0
µ>(du)P˜u
(
Y (T ) ∈ ·, τ+T < τ0
) ◦ k−1τ0∫ T
0
µ>(du)P˜u
(
τ+T < τ0
) . (3.3)
The strong Markov property and Proposition 2.3 imply that
P0
(
−Yτ+0 − ∈ du
∣∣∣τ−T < τ+0 < +∞) = µ>(du) Pu (τ+T < τ0∣∣τ0 < +∞)P0 (τ−T < τ+0 ∣∣τ+0 < +∞) .
Then by using this identity and (2.9), we have that (3.2) equals
T∫
0
µ>(du)
Pu
(
τ+T < τ0
∣∣τ0 < +∞)
P0
(
τ−T < τ+0
∣∣τ+0 < +∞) P˜0
(
Y (T ) ∈ ·, τ+T < τ0
) ◦ k−1τ0
P˜u(τ
+
T < τ0)
=
T∫
0
µ>(du)P˜0
(
Y (T ) ∈ ·, τ+T < τ0
) ◦ k−1τ0
P0
(
τ−T < τ+0
∣∣τ+0 < +∞) .
Finally, the numerator in the last term is the same as the one in the right-hand-side
of (3.3), due again to (2.9) and the dualities from Proposition 2.3.
Then, as announced, (ρ◦V )◦αT has the law 3.3, which is, thanks to Lemma 3.1,
the contour of a splitting tree of lifespan measure Π˜ and ancestor distributed as
µ>, conditioned on surviving up until time T and truncated at T , say T˜ ′>. 
It remains to understand the effect on the i.i.d. excursions (˜i, 1 ≤ i ≤ N), of
the reversal operator ρ, which is given in the following statement.
Claim 3: For 1 ≤ i ≤ N ,
ρ ◦ ˜i d= C
(
T˜>,i
)
where T˜>,i is a sequence of i.i.d. splitting trees conditioned on dying out before T .
Proof : We know from Proposition 2.3 that, conditional on ˜i(ζ−) = T − u, the
reversed excursions ρ ◦ ˜i, has the law of Y˜ starting from u, conditioned on hitting
0 before T and killed upon hitting 0, that is P˜u(·|τ0 < τ+T ) ◦ k−1τ0 .
The same reasoning as for Claim 2 yields that T − ˜i(ζ−) has the distribution
P0
(
−Yτ+0 − ∈ ·
∣∣∣τ+0 < τ−T < +∞) for every 1 ≤ i ≤ N , and then, each of the
reversed excursions ρ ◦ ˜i has the law P˜>(·|τ0 < τ+T ) ◦ k−1τ0 . This is the same as the
contour process of splitting trees, say T˜>,i, all i.i.d. for 1 ≤ i ≤ N and conditioned
on dying out before T . 
Proof of Theorem 3.7: We have now all the elements to complete the proof of this
result. Notice the transformations we have done to the trajectories of the process
Z = [, ˜] in terms of its excursions, can also be expressed in terms of the time-
changes α, αT and the path transformations ρ, χ (Fig. 3.3), as follows
χ(Z) = [V, ˜1, . . . , ˜N ]
and stressing that all these paths start by taking the value T , we have
ρ ◦ χ(Z) = [ρ ◦ ˜N , . . . , ρ ◦ ˜1, ρ ◦ V ].
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On the other hand, after Claim 1, we have C(T )(F γ˜⊥) = Z ◦ α, so
K(C(T )(F γ˜⊥))
d
=K ◦ Z ◦ α = (ρ ◦ χ) ◦ (Z ◦ α) =
= [ρ ◦ ˜N , . . . , ρ ◦ ˜1, (ρ ◦ V ) ◦ αT ]
We have proved that the right-hand term in the last equation has the law of the
contour of a sequence of independent splitting trees T˜>,i, which are i.i.d. for 1 ≤ i ≤
N , conditioned on dying out before T , and a last tree T˜> conditioned on surviving
up until time T . Since N is geometric with parameter γ, this is the same as the
process C(T )(F˜γ>), which concludes the proof. 
4. Epidemiology
In general, in the context of epidemiology, phylogenetic trees are considered to
be estimated from genetic sequences obtained at a single time point, or sampled
sequentially through time since the beginning of the epidemic. There exists several
methods allowing this estimation, which are not addressed here. We assume the es-
timated reconstructed trees (i.e. the information about non sampled hosts is erased
from the original process) are the transmission trees from sampled individuals and
no uncertainty on the branch lengths is considered. This hypothesis makes sense
when the epidemiological and evolutionary timescales can be supposed to be similar
Volz et al. (2013). These reconstructed phylogenies can provide information on the
underlying population dynamic process Thompson (1975); Nee et al. (1994); Drum-
mond et al. (2003) and there is an increasing amount of work on this relatively new
field of phylodynamics.
Most of phylodynamic models are based on Kingman’s coalescent, but its poor
realism in the context of epidemics (rapid growth, rapid fluctuations, dense sam-
pling) has motivated other authors to use birth-death or SIR processes for the
dynamics of the epidemics Volz et al. (2009); Rasmussen et al. (2011); Stadler et al.
(2012); Lambert and Trapman (2013); Lambert et al. (2014). A common feature
for most of these works is that they use likelihood-based methods that intend to
infer the model parameters on the basis of available data, via maximum likelihood
estimation (MLE), or in a Bayesian framework.
Usually, not only the reconstructed phylogenies described above are available,
but also incidence time-series, that is, the number of new cases registered through
time (typically daily, weekly or monthly). This information may come from hospital
records, surveillance programs (local or national), and is not necessarily collected
at regular intervals. As we mentioned before, here we are interested in the scenario
where both types of data are available: phylogenetic trees (reconstructed from
pathogen sequences) and incidence time series.
From the probabilistic point of view, we are interested in the distribution of the
size process of the host population, denoted by I := (It, 0 ≤ t ≤ T ), conditional
on the reconstructed transmission tree from infected individuals at time T . More
precisely, we want to characterize the law of I, conditional on σ = (σi, 1 ≤ i ≤ n)
to be the coalescence times in the reconstructed tree of transmission from extant
hosts at T .
We suppose that the host population has the structure of a forest F γ˜⊥, so we
consider there are a geometric number N˜ (with parameter γ˜) of infected individuals
at time 0, for which the corresponding transmission tree dies out before T , and a
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last one which is at the origin of all the present-time infectives. Let (Hi)1≤i≤N
be the coalescence times between these infected individuals at T , where as before,
N is an independent geometric r.v. with parameter γ. Here we are interested
in characterizing the distribution of Ξ(F γ˜⊥), the total population size process of
infected individuals on [0, T ], conditional on Hi = σi, 1 ≤ i ≤ N .
Since in our model, all infected individuals at T belong to the last tree in the
forest, which we know from the definition, is conditioned on surviving up until time
T , a result from Lambert (2010) and the pathwise decomposition of the contour
process of a forest from the previous section, tells us that these coalescence times
are precisely the depths of the excursions away from T of C(F γ˜⊥), that is, Hi
d
= inf ˜i
for 1 ≤ i ≤ N . We recall that ˜i are i.i.d. with law PT (·|τ+T < τ0) ◦ k−1τ+T .
Then, conditioning the population size process on the coalescence times is the
same as these excursions of the Lévy process Y conditioned on their infimum,
which becomes, after the corresponding space-time-reversal, their supremum, since,
PT (·|τ+T < τ0) ◦ k−1τ+T -a.s., we have sup[0,τ+T ) ρ ◦ ˜ = supt∈[0,τ+T ) T − ˜((τ
+
T − t)−) =
inf [0,τ+T )
˜. Besides, thanks to Theorem 3.7, when we reverse the time, these ex-
cursions themselves are distributed as the contour of independent subcritical (with
measure Π˜) splitting trees conditioned on hitting 0 before T , starting from a value
distributed as µ> in [0, T ]. Therefore, conditioning these excursions on their supre-
mum is the same as conditioning the corresponding trees on their height, that is,
conditioning on the time of extinction of each tree with lifespan measure Π˜ to equal
the corresponding time of coalescence σi. We notice that conditioning on an event
as {TExt = s}, is possible here since the time of extinction of a tree T˜> always has
a density (because µ> has a density).
We also know from the proof of Theorem 3.7, that the total population process
of the forest, also takes into account the width process of the excursion V ◦α, which
is independent of ˜i, 1 ≤ i ≤ N , and when reversed, has the law of the contour of
a splitting tree truncated up to T , and conditioned on surviving up until time T ,
that is (ρ ◦ V ) ◦ αT d= C(T )(T˜ ′>) as stated in Claim 2.
More precisely we have the following result,
Theorem 4.1. Let F γ˜⊥ and (Hi)i≥1 as defined before. Then, under P (·|Hi =
σi, 1 ≤ i ≤ N), the population size process backward in time, (ξT−t(F γ˜⊥), 0 ≤ t ≤ T ),
is the sum of the width processes of N+1 independent splitting trees (T˜>,i)1≤i≤N+1,
where,
• for 1 ≤ i ≤ N , T˜>,i are subcritical splitting trees with lifespan measure Π˜,
starting with an ancestor with lifespan distributed as µ>, and conditioned
on its time of extinction to be σi, that is with law P˜>(·|TExt = σi)
• the last tree T˜>,N+1 is a subcritical splitting tree with lifespan measure Π˜,
starting with an ancestor with lifespan distributed as µ>, and conditioned
on surviving up until time T , that is with law P˜>(·|TExt > T ).
Appendix A. Remaining proofs
In this section we proceed to the proofs of Lemma 3.1, Lemma 3.2, Lemma 3.8
and Lemma 3.9.
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Proof of Lemma 3.1: These statements are quite immediate consequences of The-
orem 4.3 from Lambert (2010), the strong Markov property and stationarity of the
increments of Y . We will expand the arguments for (i) and the other statements can
be proved similarly. We know from 2.4, that conditional on Ext and ζ(∅) = x, the
contour C = C(T⊥) has the law of (Yt, 0 ≤ t ≤ τ0) under Px (·|τ0 < +∞). Hence, it
follows from the definition of T⊥ and by conditioning on its ancestor lifespan that,
P⊥ (C ∈ ·|Ext) =
∞∫
0
P (C ∈ ·|Ext, ζ(∅) = x)P⊥ (ζ(∅) ∈ dx)
=
∞∫
0
Px (Y ◦ kτ0 ∈ ·|τ0 < +∞)P0
(
Yτ+0
∈ dx
∣∣∣τ+0 < +∞)
=
∞∫
0
P0
(
Y ◦ θτ+0 ◦ kτ0 ∈ ·
∣∣∣Yτ+0 = x, τ0 < +∞)P0 (Yτ+0 ∈ dx∣∣∣τ+0 < +∞)
= P0
(
Y ◦ θτ+0 ◦ kτ0 ∈ ·
∣∣∣τ0 < +∞) ,
which ends the proof of (i). 
Proof of Lemma 3.2: First we want to prove that γ˜ = P⊥ (ξT 6= 0). To do that, we
can express this probability in terms of the contour process, thanks to Lemma 3.1
(ii), we have
P⊥ (ξT = 0) = P0
(
τ0 < τ
+
T
∣∣τ+0 < +∞)
According to (2.6), in the supercritical case, we have P0(τ+0 < +∞) = 1. The
probability that the process Y , starting from 0, returns to 0 before it reaches the
interval [T,+∞), can be computed by integrating with respect to the measure of
the overshoot at 0, of an excursion starting from 0. Then, by applying the strong
Markov property, equations (2.2) and (2.11), we prove the first identity,
P0
(
τ0 < τ
+
T
)
=
T∫
0
Pv
(
τ0 < τ
+
T
)
P0
(
Yτ+0
∈ dv
)
=
T∫
0
Pv
(
τ0 < τ
+
T
)
eηvΠ˜(v)dv =
T∫
0
W (T − v)
W (T )
eηvΠ˜(v)dv
=
1
W (T )e−ηT
T∫
0
W (T − v)e−η(T−v)Π˜(v)dv = 1
W˜ (T )
T∫
0
W˜ (T − v)Π˜(v)dv
= 1− 1
W˜ (T )
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The second statement is that γ = P˜> (ξT 6= 0), which follows from,
P˜>
(
τ0 < τ
+
T
)
=
T∫
0
P˜u
(
τ0 < τ
+
T
)
P0
(
−Yτ+0 − ∈ du
)
=
T∫
0
W˜ (T − u)
W˜ (T )
e−ηuΠ(u)du =
T∫
0
eη(T−u)W˜ (T − u)
eηT W˜ (T )
Π(u)du
=
1
W (T )
T∫
0
W (T − u)Π(u)du = 1− 1
W (T )
The second statement can also be established thanks to Proposition 2.3 (ii). This
duality property, together with equations (2.2) and (2.9), imply that
P˜> (ξT = 0) = P˜>
(
τ0 < τ
+
T
)
= PT
(
τ+T < τ0
)
= 1− 1
W (T )
which is the expected result. 
Proof of Lemma 3.8: Let ε := Y ◦ kτ0 = (Yt, 0 ≤ t < τ0), we want to prove that ε
and ρ ◦ ε have the same law under the probability measure PT
(·∣∣τ0 < τ+T ).
Define
ςT := sup{t ∈ [0, τ0) : Yt = T}.
Since the process makes no negative jumps, under P0(·|τ0 < +∞) the events ςT <
+∞ and τ+T < τ0 a.s. coincide. Hence, if we condition the excursion ε to enter the
interval [T,+∞), and τ0 to be finite, the law of the excursion shifted to this last
passage at T , that is
P0(ε ◦ θςT ∈ ·|τ+T < τ0 < +∞) = PT
(·∣∣τ0 < τ+T ) ◦ k−1τ0 . (A.1)
On the other hand, we know from Proposition 2.3 that the probability measure of
ε starting at 0 and conditional on {τ0 < +∞} is invariant under space-time-reversal,
meaning that for every bounded measurable function F we have
E0 [F (ε)|τ0 < +∞] = E0 [F (ρ ◦ ε)|τ0 < +∞]
In particular, for any f also bounded and measurable, take
F (ε) = f(ε ◦ θςT (ε))1{sup ε≥T}.
If we now apply this function to the reversed excursion, it is not hard to see that,
P0(·|τ0 < +∞) a.s. we have, {sup[0,τ0] ρ◦ε ≥ T} = {inf [0,τ0] ε ≤ −T} and ςT (ρ◦ε) =
τ0(ε)− τ−T (ε). From the definition of space-time-reversal and shifting operators it
also follows that
(ρ ◦ ε) ◦ θςT (ρ◦ε) = (−ε((τ0 − t)−)) ◦ θτ0−τ−T (ε) = −ε((τ−T − t)−) = ρ ◦ (ε ◦ kτ−T ).
Hence for any bounded measurable f it holds that
E0
[
f(ε ◦ θςT )1{sup ε≥T}
∣∣τ0 < +∞] = E0 [f (ρ ◦ (ε ◦ kτ−T )) 1{inf ε≤−T}∣∣τ0 < +∞] ,
and in particular for f ≡ 1 we have
P0 (sup ε ≥ T |τ0 < +∞) = P0 (inf ε ≤ −T |τ0 < +∞) .
26 Miraine Dávila Felipe and Amaury Lambert
Combining these two equations and using that {sup ε ≥ T} = {τ+T < τ0} and
{inf ε ≤ −T} = {τ−T < τ+0 } a.s. under P0(·|τ0 < +∞), we have
P0
(
ε ◦ θςT
∣∣τ+T < τ0) = P0 (ρ ◦ (ε ◦ kτ−T )∣∣τ−T < τ+0 ) . (A.2)
According to (A.1), the left-hand-side in (A.2) equals PT
(·∣∣τ0 < τ+T ) ◦ k−1τ0 . Fi-
nally, the conclusion comes from the following consequences of the strong Markov
property. First, the excursion ε ◦ kτ−T has the same law under P0(·|τ−T < τ0, τ0 <
+∞) as under P0(·|τ−T < τ+0 ) . And ρ ◦ (ε ◦ kτ−T ) under P0(·|τ−T < τ+0 ) has the
same law as ρ ◦ (ε ◦ kτ0) under PT (·|τ0 < τ+T ). 
Proof of Lemma 3.9: We need to prove that for any a > 0, x ∈ [0, a] and Λ ∈ Fτa
the following identity holds
P˜x
(
Λ, τ+a < τ0
)
= Px
(
Λ, τ+a < τ0, τa < +∞
)
e−η(a−x)
This is trivial when η = 0, so we will suppose from now η > 0. Since the process
makes only positive jumps, we have {τa < τ0} = {τ+a < τ0}, P˜x a.s., so we can start
looking at
P˜x (Λ, τa < τ0) = E˜x
[
E˜x
[
1{Λ,τa<τ0}
∣∣Ft∧τa]] = Ex [E˜x [1{Λ,τa<τ0}∣∣Ft∧τa] e−ηYt∧τae−ηx
]
and subsequently by the strong Markov property the last term equals
= Ex
[
1{Λ,t∧τa<τ0}P˜Yt∧τa (τa < τ0)
e−ηYt∧τa
e−ηx
]
We notice that the process Yt∧τa stays positive on {t ∧ τa < τ0}, hence
1{t∧τa<τ0}e
−ηYt∧τa ≤ 1.
Besides, when τa = +∞, this is the same as e−ηYt , which tends to 0 when t→ +∞
because the process drifts to +∞ under P when η > 0. The other terms are
bounded by 1, so the dominated convergence theorem applies and we have
P˜x (Λ, τa < τ0) −−−−→
t→+∞ Ex
[
1{Λ,τa<τ0}
e−ηa
e−ηx
1{τa<+∞}
]
,
which concludes the proof. 
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