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REGULARITY OF POWERS OF FORESTS AND CYCLES
SELVI BEYARSLAN, HUY TA`I HA`, AND TRAˆN NAM TRUNG
Abstract. Let G be a graph and let I = I(G) be its edge ideal. In this paper, when
G is a forest or a cycle, we explicitly compute the regularity of Is for all s ≥ 1. In
particular, for these classes of graphs, we provide the asymptotic linear function reg(Is)
as s  0, and the initial value of s starting from which reg(Is) attains its linear form.
We also give new bounds on the regularity of I when G contains a Hamiltonian path
and when G is a Hamiltonian graph.
1. Introduction
Let R = k[x1, . . . , xn] be a polynomial ring and let I ⊂ R be a homogeneous ideal.
It is a celebrated result that reg(Is) is asymptotically a linear function for s  0 (cf.
[7, 10, 27, 32]). However, the question of starting from which value of s this function
becomes linear and finding the exact form of the linear function continues to elude us (cf.
[4, 8, 14, 15, 19]), even in simple situations such as when I is generated by general linear
forms (cf. [14]) or when I is a monomial ideal (cf. [9, 20]). In this paper, we address this
question when I = I(G) is the edge ideal of a graph. In this case, there exist integers b
and s0 such that reg(I
s) = 2s + b for all s ≥ s0, and the problem is to identify b and s0
via combinatorial structures of the graph G.
There are very few examples of graphs for which b and s0 are found. Even in the
simplest case, it is a difficult problem to characterize graphs with b = 0, i.e., when
reg(I(G)s) = 2s ∀ s 0 (cf. [31]). Herzog, Hibi and Zheng [24] showed that if I(G) has
a linear resolution then so does I(G)s for all s ≥ 1. This and Fro¨berg’s characterization
of graphs whose edge ideals have linear resolutions (cf. [18, 13, 21]) imply that if the
complement graph of G contains no induced cycles of length ≥ 4 then b = 0 and s0 = 1.
Ferro`, Murgia and Olteanu [17] showed that it is also the case that b = 0 and s0 = 1 for
initial and final lexsegment edge ideals. In a recent preprint, Alilooee and Banerjee [1]
proved that if G is a bipartite graph such that reg(I(G)) = 3 then reg(I(G)s) = 2s + 1
for all s ≥ 1, i.e., b = 1 and s0 = 1. Our results add to this list of rare instances a number
of new classes of graphs for which b and s0 can be computed explicitly. More specifically,
we shall compute reg(I(G)s) for all s ≥ 1 when G is a forest and when G is a cycle.
As in many previous works in the literature (cf. [5, 16, 21, 22, 29]), we start with the
case when G contains no cycles. That is, when G is a forest. Our first result is stated as
follows.
Theorem 1.1 (Theorem 4.7). Let G be a forest with edge ideal I = I(G). Let ν(G)
denote the induced matching number of G. Then for all s ≥ 1, we have
reg(Is) = 2s+ ν(G)− 1.
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Notice that for this class of graphs, we have b = ν(G)− 1 is not zero in general, but s0 is
still 1.
Moving away from forests, the next class of graphs to consider are cycles. Our second
result exhibits the first class of graphs for which reg(I(G)s) can be computed for all s and
s0 6= 1.
Theorem 1.2 (Theorem 5.2). Let Cn be the n-cycle and let I = I(Cn) be its edge ideal.
Let ν = bn
3
c denote the induced matching number of Cn. Then
reg(I) =
{
ν + 1 if n ≡ 0, 1 (mod 3)
ν + 2 if n ≡ 2 (mod 3),
and for all s ≥ 2, we have
reg(Is) = 2s+ ν − 1.
The computations in Theorems 1.1 and 1.2 are inspired by a simple bound for the
regularity of the edge ideal of any graph, namely, reg(I(G)) ≥ ν(G) + 1 (cf. [22, 26, 30]).
We extend this bound to include all powers of I(G). In fact, in Theorem 4.5, we prove
that if G is any graph and ν(G) denotes its induced matching number then for all s ≥ 1,
reg(I(G)s) ≥ 2s+ ν(G)− 1.(1.1)
In light of (1.1) it then remains to establish the inequality in the other direction. To to
so, in Theorem 1.1 (i.e., when G is a forest), we use a non-standard inductive technique.
Our induction is based on a sum of different powers of edge ideals of induced subgraphs,
noting that a subgraph of a forest is also a forest. Particularly, in examining the regularity
of I(G)s, we investigate the regularity of ideals of the form I(G′) + I(G′′)s, where G′ and
G′′ are induced subgraphs of G having no edges in common and whose union is G itself.
Observe that in the two extreme cases: (a) when G′ has no edges, this sum recovers I(G)s;
and (b) when G′′ has no edges, this sum amounts to the edge ideal of a forest, something
we understand quite well.
To settle a similar task in Theorem 1.2 (i.e., when G is a cycle), we make use of
Banerjee’s recent work [3], in which the regularity of I(G)s can be bounded via that of
ideals of the form I(G)s : M , where M is a minimal generator of I(G)s−1. These ideals
in general are not squarefree. Using polarization we reduce these ideals to edge ideals of
a different class of graphs. The problem is now to bound the regularity of edge ideals of
those new graphs. We accomplish this by providing new bounds for the regularity of I(G)
when G is a graph containing Hamiltonian paths or Hamiltonian cycles.
Our new bounds for the regularity of I(G) when G contains Hamiltonian paths or
cycles are interesting on their own. Finding bounds for the regularity of I(G) in terms
of combinatorial data of G is an active research program in combinatorial commutative
algebra in recent years (see [20] and references therein). For any graph G, making use
of the matching number bound of [21], it is easy to see that reg(I(G)) ≤ bn
2
c + 1. Our
results show that this bound can be improved significantly when G contains Hamiltonian
paths or cycles. Our proof of Theorem 1.3 is a combination of induction on the number
of vertices and the degree of certain vertices in G.
Theorem 1.3 (Theorems 3.1 and 3.2). Let G be a graph over n vertices.
REGULARITY OF POWERS OF FORESTS AND CYCLES 3
(1) If G contains a Hamiltonian path then
reg(I(G)) ≤
⌊n+ 1
3
⌋
+ 1.
(2) If G contains a Hamiltonian cycle then
reg(I(G)) ≤
⌊n
3
⌋
+ 1.
Our paper is structured as follows. In the next section, we collect notations and termi-
nology used in the paper, and recall a few auxiliary results. In Section 3, we provide new
bounds for the regularity of an edge ideal when the graph contains a Hamiltonian path
or it is a Hamiltonian graph. Sections 4 and 5 are devoted to prove our main results,
Theorems 1.1 and 1.2. We start Section 4 by establishing the bound (1.1), and continue
with the proof of Theorem 1.1. The proof of Theorem 1.2 is given in Section 5.
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2. Preliminaries
We shall follow standard notations and terminology from usual texts in the research
area (cf. [6, 12, 23, 28]).
Let k be a field, let R = k[x1, . . . , xn] be a standard graded polynomial ring over
n variables. The object of our work is the Castelnuovo-Mumford regularity of graded
modules and ideals over R. This invariant can be defined in various ways. For our
purpose, we recall the definition that uses the minimal free resolution.
Definition 2.1. Let T be a finitely generated graded R-module and let
0→
⊕
j∈Z
R(−j)βp,j(T ) → · · · →
⊕
j∈Z
R(−j)β0,j(T ) → T → 0
be its minimal free resolution. Then the regularity of T is defined by
reg(T ) = max{j − i | βi,j(T ) 6= 0}.
We identify the variables of R with distinct vertices V = {x1, . . . , xn}. A graph G =
(V,E) consists of V and a set E of edges connecting pairs of vertices (we think of an
edge as a set containing two vertices). When not already specified, we use VG and EG to
denote the vertices and edges, respectively, of a given graph G. Throughout the paper,
we shall restrict our attention to simple graphs, i.e., graphs without loops nor multiple
edges. The algebra-combinatorics framework used in this paper is described via the edge
ideal construction.
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Definition 2.2. Let G = (V,E) be a graph. The edge ideal of G is defined to be
I(G) =
(
uv | {u, v} ∈ E) ⊆ R = k[x1, . . . , xn].
Remark 2.3. When discussing the regularity of edge ideals, for simplicity of notation,
we shall use reg(G) to also refer to reg(I(G)).
Remark 2.4. We often write uv ∈ E instead of {u, v} ∈ E. By abusing notation, we
use uv to refer to both the edge uv ∈ E and the monomial uv ∈ I(G). If e = {u, v} is an
edge then we shall further write xe to denote the monomial uv corresponding to e.
For a vertex u in a graph G = (V,E), let NG(u) = {v ∈ V | uv ∈ E} be the set of
neighbors of u, and set NG[u] := NG(u)∪{u}. An edge e is incident to a vertex u if u ∈ e.
The degree of a vertex u ∈ V , denoted by degG(u), is the number of edges incident to u.
When there is no confusion, we shall omit G and write N(u), N [u] and deg(u).
For an edge e in a graph G, define G\e to be the subgraph of G with the edge e deleted
(but its vertices remained). For a subset W ⊆ V of the vertices in G, define G \W to
be the subgraph of G with the vertices in W (and their incident edges) deleted. When
W = {u} consists of a single vertex, we write G \ u instead of G \ {u}. If e = {u, v} then
set NG[e] = NG[u] ∪NG[v] and define Ge to be the subgraph G \NG[e] of G.
Remark 2.5. Let R ↪→ S be a ring extension obtained by adjoining new variables to R.
Let I ⊆ R be a homogeneous ideal and let IS be its extension in S. Since the extension
R ↪→ S is flat, the minimal free resolution of IS (as an S-module) can be obtained from
that of I (as an R-module) by tensoring with S. Thus, reg(I) = reg(IS). This allows
us to write reg(I) for both the regularity of I as an R-module and the regularity of IS
as an S-module. As a consequence, if G is a graph containing an isolated vertex u then
reg(I(G)) = reg(I(G \ u)), and we can freely drop the vertex u from G.
Remark 2.6. Let y be a new indeterminate and let S = R[y]. Let I be a homogeneous
ideal in R. Observe that S
/
(I, y) ' R/I ⊗k k[y]/(y). This implies that the minimal
free resolution of S/(I, y) is obtained by taking the tensor product of those of R/I and
k[y]/(y). Thus, reg
(
S
/
(I, y)
)
= reg(R/I), where the first regularity is taken over S and
the second regularity is taken over R. This and Remark 2.5 allow us to conclude without
any ambiguity that reg(I) = reg(I + (y)).
A graph H is called an induced subgraph of G if the vertices of H are vertices in G,
and for vertices u and v in H, {u, v} is an edge in H if and only if {u, v} is an edge in G.
The induced subgraph of G over a subset W ⊆ V is obtained by deleting vertices not in
W from G (and their incident edges).
In the study of the regularity of edge ideals, induction have proved to be a powerful
technique (see [20]). We recall a number of inductive results stated in [20] that we shall
use in the paper.
Theorem 2.7 (See [20, Lemma 3.1, Theorems 3.4 and 3.5]). Let G = (V,E) be a graph.
(1) If H is an induced subgraph of G then reg(H) ≤ reg(G).
(2) Let x ∈ V . Then
reg(G) ≤ max{reg(G \ x), reg(G \N [x]) + 1}.
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(3) Let e ∈ E. Then
reg(G) ≤ max{2, reg(G \ e), reg(Ge) + 1}.
In finding combinatorial bounds for the regularity of edge ideals, matching numbers
and induced matching numbers have been used often. We recall their definitions.
Definition 2.8. Let G = (V,E) be a graph.
(1) A collection of edges {e1, . . . , es} ⊆ E is called a matching if they are pairwise
disjoint. The largest size of a matching in G is called its matching number and
denoted by β(G).
(2) A collection of edges {e1, . . . , es} ⊆ E is called an induced matching if they form
a matching and they are the only edges in the induced subgraph of G over the
vertices
⋃s
i=1 ei. The largest size of an induced matching in G is called its induced
matching number and denoted by ν(G).
Example 2.9. Let G be the graph in Figure 1. Then {x1x2, x3x4} forms a matching,
but not an induced matching (the induced subgraph on {x1, . . . , x4} also contains edges
{x2x3, x1x4}). The set {x1x2, x3x4, x5x6} forms a maximal matching of size 3. It is not
hard to verify that the matching number β(G) is 3. On the other hand, the induced
matching number ν(G) is 1.
x1
x2 x3
x4
x5
x6
G
Figure 1. A running example.
Definition 2.10. Let G = (V,E) be a graph.
(1) A walk in G is an alternating sequence of vertices and edges
u1, e1, u2, e2, . . . , em−1, um,
in which ei = {ui, ui+1}. In a simple graph, specifying an edge is the same as
specifying its vertices. Thus, we shall omit the edges in u1, e1, . . . , em−1, um and
use u1, . . . , um to denote such a walk.
(2) A path is a simple walk; that is, a walk in which each vertex appears exactly once
(except possibly the first and the last vertices).
(3) A circuit is a closed walk, i.e., a walk u1, . . . , um, where u1 ≡ um.
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(4) A cycle is a closed path. A cycle consisting of n distinct vertices is called an
n-cycle. When listing the vertices of a cycle, the last vertex (which is the same as
the first one) is often omitted from the sequence.
(5) A Hamiltonian path of G is a path that goes through each vertex of G exactly
once.
(6) A Hamiltonian cycle of G is a cycle that contains all the vertices of G (each appears
exactly once). A graph containing a Hamiltonian cycle is called a Hamiltonian
graph.
Example 2.11. Let G be the graph in Figure 1. Then G is a Hamiltonian graph; it
admits x1, . . . , x6 as a Hamiltonian cycle. On the other hand, x1, x4, x5, x2, x6, x3 forms a
Hamiltonian path, but is not a Hamiltonian cycle.
Remark 2.12. Let G be a path with vertices x1, . . . , xn (in order), where x1 6≡ xn. Then
it follows straightforward from the definition that an induced matching with maximal size
is given by {x1, x2}, {x4, x5}, . . . . Thus, ν(G) = bn+13 c.
Remark 2.13. Let G be the n-cycle with vertices x1, . . . , xn (in order). Observe that if
e = {x1, x2} is an edge in an induced matching C, then edges in C \ {e} cannot contain
x3 nor xn. Thus, C \ {e} is an induced matching of the (n− 4)-path x4, . . . , xn−1. It then
follows that
ν(G) = 1 +
⌊n− 3
3
⌋
=
⌊n
3
⌋
.
Our method of proving one of the main results, Theorem 1.2, is making use of Banerjee’s
recent work [3]. We recall the following definition and theorem from [3].
Definition 2.14. Let G = (V,E) be a graph with edge ideal I = I(G). Two vertices u
and v in G are said to be even-connected with respect to an s-fold product M = xe1 . . . xes ,
where e1, . . . , es are edges in G, if there is a path p0, . . . , p2l+1, for some l ≥ 1, in G such
that the following conditions hold:
(1) p0 ≡ u and p2l+1 ≡ v;
(2) for all 0 ≤ j ≤ l − 1, {p2j+1, p2j+2} = ei for some i; and
(3) for all i,
∣∣{j | {p2j+1, p2j+2} = ei}∣∣ ≤ ∣∣{t | et = ei}∣∣.
Theorem 2.15 ([3, Theorems 6.1 and 6.7]). Let G = (V,E) be a graph with edge ideal
I = I(G), and let s ≥ 1 be an integer. Let M = xe1 . . . xes be a minimal generator of Is.
Then (Is+1 : M) is minimally generated by monomials of degree 2, and uv (u and v may
be the same) is a minimal generator of (Is+1 : M) if and only if either {u, v} ∈ E or u
and v are even-connected with respect to M .
Example 2.16. Let G be the graph in Figure 1 and let I = I(G) ⊆ k[x1, . . . , x6]. Let
e = {x2, x6}. Then x3 and x5 is even-connected with respect to M = xe = x2x6. The
path p0, . . . , p3 as in Definition 2.14 can be chosen to be x3, x2, x6, x5. In particular,
x3x5 ∈ (I2 : M) by Theorem 2.15.
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3. Graphs with Hamiltonian paths and Hamiltonian cycles
In this section, we provide new bounds for the regularity of the edge ideal of a graph
that contains a Hamiltonian path or a Hamiltonian cycle. These bounds are interesting
on their own, but they will also be used later in the proofs of our main results.
Theorem 3.1. Let G be a graph on n vertices. Assume that G contains a Hamiltonian
path. Then
reg(G) ≤
⌊n+ 1
3
⌋
+ 1.
Proof. We use induction on the number of vertices in G. The result can be verified trivially
for n ≤ 2. Assume now that n > 2. Without loss of generality, suppose that x1, x2, . . . , xn
forms a Hamiltonian path in G. Let d = degG(x1) be the degree of x1 in G. Our proof
proceeds by induction on d.
Consider the case when d = 1, i.e., x1 is a leaf of G. Let H = G \ {x1, x2}. It can be
seen that x3, . . . , xn is a Hamiltonian path in H. Also, x1 is an isolated vertex in G \ x2.
Thus, reg(G \ x2) = reg(H). Therefore, by the induction hypothesis on the number of
vertices, we get
reg(G \ x2) = reg(H) ≤
⌊(n− 2) + 1
3
⌋
+ 1 ≤
⌊n+ 1
3
⌋
+ 1.(3.1)
Let K be the induced subgraph of G over the vertices {x4, . . . , xn}. It is easy to
see that G \ N [x2] is an induced subgraph of K. It follows from Theorem 2.7 that
reg(G \ N [x2]) ≤ reg(K). Moreover, K has a Hamiltonian path x4, . . . , xn. Thus, by
induction on n, we get
reg(K) ≤
⌊(n− 3) + 1
3
⌋
+ 1 =
⌊n+ 1
3
⌋
.(3.2)
It then follows from Theorem 2.7, together with (3.1) and (3.2), that
reg(G) ≤ max{reg(G \ x2), reg(G \N [x2]) + 1} ≤
⌊n+ 1
3
⌋
+ 1.
We may suppose now that d ≥ 2, i.e., x1 is connected to some xis with i > 2. Let
3 ≤ t ≤ n be the smallest integer which that {x1, xt} is an edge in G.
Case 1: t = n. In this case, degG(x1) = 2 and G is a Hamiltonian graph. Observe that
G \ x1 contains a Hamiltonian path x2, . . . , xn, and so, by induction on n, we have
reg(G \ x1) ≤
⌊(n− 1) + 1
3
⌋
+ 1 ≤
⌊n+ 1
3
⌋
+ 1.
Let K be the induced subgraph of G over the vertices {x3, . . . , xn−1}. Observe further
that K contains a Hamiltonian path x3, . . . , xn−1 and G \ N [x1] is an induced subgraph
of K. Thus, by induction on n and Theorem 2.7, we have
reg(G \N [x1]) ≤ reg(K) ≤
⌊(n− 3) + 1
3
⌋
+ 1 =
⌊n+ 1
3
⌋
.
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It follows again from Theorem 2.7 that
reg(G) ≤ max{reg(G \ x1), reg(G \N [x1]) + 1} ≤
⌊n+ 1
3
⌋
+ 1.
Case 2: 3 ≤ t < n. Let Q be the subgraph obtained from G by removing the edge
e = {x1, xt}. Then Q has a Hamiltonian path x1, . . . , xn and degQ(x1) < degG(x1) = d.
Thus, by the induction hypothesis on d, we get
reg(Q) ≤
⌊n+ 1
3
⌋
+ 1.(3.3)
Recall that Ge is the subgraph obtained from G by removing the vertices in N [e]. It
follows from Theorem 2.7 that
reg(G) ≤ max{reg(Q), reg(Ge) + 1}.
Thus, in light of (3.3), to prove that reg(G) ≤
⌊n+ 1
3
⌋
+ 1, it remains to show that
reg(Ge) ≤
⌊n+ 1
3
⌋
.(3.4)
Indeed, if 3 ≤ t ≤ 4 then Ge is an induced subgraph of H, where H is the induced
subgraph of G over the vertices {xt+1, . . . , xn}, which has a Hamiltonian path; and thus,
by induction on the number of vertices and Theorem 2.7, we have
reg(Ge) ≤ reg(H) ≤
⌊(n− t) + 1
3
⌋
+ 1 ≤
⌊n+ 1
3
⌋
,
and (3.4) holds.
x1
x2
x3
xt
xt−1
xt+1
xn
xn−1
Figure 2. Construction of H ′ in the proof of Theorem 3.1.
If, on the other hand, t ≥ 5 then let H be the induced subgraph of G over the vertices
VG \ {x1, x2, xt}, and let H ′ be the graph obtained from H by connecting xt−1 and xt+1
if this edge is not already in G (see Figure 2). Clearly, H ′ has a Hamiltonian path
x3, . . . , xt−1, xt+1, . . . , xn. Thus, by induction on the number of vertices, we get
reg(H ′) ≤
⌊(n− 3) + 1
3
⌋
+ 1 =
⌊n+ 1
3
⌋
.
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Moreover, it can be seen that Ge is an induced subgraph of H
′ (since xt−1 and xt+1 are
in N [e], they are not in Ge), which implies that reg(Ge) ≤ reg(H ′), and (3.4) follows. 
When G is a Hamiltonian graph, i.e., G contains not just a Hamiltonian path but a
Hamiltonian cycle, then we can slightly strengthen the bound in Theorem 3.1.
Theorem 3.2. Let G be a Hamiltonian graph on n vertices. Assume that x1, . . . , xn, x1
forms a Hamiltonian cycle in G, and there exists a value t so that {xt−1, xt+2} is an edge
in G. Then
reg(G) ≤
⌊n
3
⌋
+ 1.
Proof. It is clear from the assumption that |E| ≥ n+ 1. We shall use induction on |E|.
Consider the base case when |E| = n + 1. That is, G consists of a cycle x1, . . . , xn, x1
and exactly one edge {xt−1, xt+2}. In this case, G\xt+2 is a path of (n−1) vertices. Thus,
it follows from [5, Corollary 5.4] (see also [25, Theorem 7.7.34]) that
reg(G \ xt+2) =
⌊(n− 1) + 1
3
⌋
+ 1 =
⌊n
3
⌋
+ 1.
On the other hand, G \ N [xt+2] consists of an isolated vertex xt and a path of (n − 5)
vertices. Therefore, it also follows from [5, Corollary 5.4] (and [25, Theorem 7.7.34]) that
reg(G \N [xt+2]) =
⌊(n− 5) + 1
3
⌋
+ 1 =
⌊n− 1
3
⌋
≤
⌊n
3
⌋
.
Hence, by Theorem 2.7, we have
reg(G) ≤
⌊n
3
⌋
+ 1.
Suppose now that |E| > n + 1. Then the cycle x1, . . . , xn, x1 in G contains another
chord beside xt−1xt+2. We are in the situation where G has a Hamiltonian cycle with
at least two chords. By re-indexing the vertices of G and the given chord xt−1xt+2 if
necessary (with a different value of t), we may assume without loss of generality that
e = x1xl is another chord that is different from xt−1xt+2. Let Q = G \ e be obtained by
deleting the edge e from G. Clearly, Q contains a Hamiltonian cycle x1, . . . , xn, x1 and
the chord xt−1xt+2. Thus, by induction on the number of edges, we get
reg(Q) ≤
⌊n
3
⌋
+ 1.
Let H be the induced subgraph of G over the vertices VG \ {x1, x2, xl, xn}, and let H ′
be the graph obtained from H by connecting xl−1 and xl+1 if this edge is not already in
G (see Figure 3). Then H ′ has a Hamiltonian path x3, . . . , xl−1, xl+1, . . . , xn−1. Thus, by
Theorem 3.1, we get
reg(H ′) ≤
⌊(n− 4) + 1
3
⌋
+ 1 =
⌊n
3
⌋
.
Moreover, Ge is an induced subgraph of H
′ (since xl−1 and xl+1 are in N [e], they are not
in Ge), so it follows from Theorem 2.7 that
reg(Ge) ≤ reg(H ′) ≤
⌊n
3
⌋
.
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x1
x2
x3
xl
xl−1
xl+1
xn
xn−1
Figure 3. Construction of H ′ in the proof of Theorem 3.2.
The conclusion that reg(G) ≤ bn
3
c+1 now also follows from Theorem 2.7, and the assertion
is proved. 
4. Regularity of powers of forests
In this section, we prove our first main result in explicitly computing the regularity of
I(G)s, for all s ≥ 1, when G is a forest. Our result, Theorem 4.7, shows that in this case,
reg(I(G)s) is a linear function starting from s0 = 1 and the constant b is given by the
induced matching number of G minus 1. To accomplish this, we shall first establish the
general bound for reg(I(G)s), where G is any graph, as stated in (1.1).
We start by recalling the notion of upper-Koszul simplicial complexes associated to
monomial ideals, whose reduced homology groups can be used to compute graded Betti
numbers of these ideals.
Definition 4.1. Let I ⊆ R = k[x1, . . . , xn] be a monomial ideal and let α = (α1, . . . , αn) ∈
Nn be a Nn-graded degree. The upper-Koszul simplicial complex associated to I at degree
α, denoted by Kα(I), is the simplicial complex over V = {x1, . . . , xn} whose faces are:{
W ⊆ V
∣∣∣ xα∏
u∈W
u
∈ I
}
.
Given a monomial ideal I ⊆ R, its Nn-graded Betti numbers are given by the following
formula of Hochster (see [28, Theorem 1.34]):
(4.1) βi,α(I) = dimk H˜i−1(Kα(I); k) for i ≥ 0 and α ∈ Nn.
Using (4.1) we obtain the following lemma, which is an analogue of [25, Proposition
4.1.1] for Betti numbers of powers of edge ideals.
Lemma 4.2. Let G be a graph and let H be an induced subgraph of G. Then for any
s ≥ 1 and any i, j ≥ 0, we have
βi,j(I(H)
s) ≤ βi,j(I(G)s).
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Proof. For an Nn-graded degree α = (α1, . . . , αn), let supp(α) = {xi | αi 6= 0} be the
support of α. Observe that since H is an induced subgraph of G, if supp(α) ⊆ VH then
Kα(I(H)s) = Kα(I(G)s). Thus, it follows from (4.1) that
βi,α(I(H)) = dimk H˜i−1(Kα(I(H)s); k) = dimk H˜i−1(Kα(I(G)s); k) = βi,α(I(G)s).
Hence,
βi,j(I(H)
s) =
∑
α∈Nn, supp(α)⊆VH ,|α|=j
βi,α(I(H)
s) =
∑
α∈Nn, supp(α)⊆VH ,|α|=j
βi,α(I(G)
s)
≤
∑
α∈Nn, |α|=j
βi,α(I(G)
s) = βi,j(I(G)
s).

Corollary 4.3. Let G be a graph and let H be an induced subgraph of G. Then, for all
s ≥ 1,
reg I(H)s ≤ reg I(G)s.
The following lemma is probably well-known. We include the proof for completeness.
Lemma 4.4. Let F1, . . . , Fr be a regular sequence of homogeneous polynomials in R with
degF1 = · · · = degFr = d. Let I = (F1, . . . , Fr). Then for all s ≥ 1, we have
reg(Is) = ds+ (d− 1)(r − 1).
Proof. We use induction on r. The statement is clear for r = 1. Suppose that r > 1. We
proceed by induction on s. The statement is also clear if s = 1 by the Koszul complex.
Thus, we may assume that s ≥ 2.
Let J = (F1, . . . , Fr−1). Consider the following homomorphism
φ : Is−1(−d)⊕ Js (Fr,1)−→ Is.
Since Is = (J + (Fr))
s = Js + FrI
s−1, φ is surjective. Moreover, since Fr is regular in
R/J , the kernel of φ is given by FrJ
s. Thus, we have the following short exact sequence
(4.2) 0 −→ Js(−d) −→ Is−1(−d)⊕ Js (Fr,1)−→ Is −→ 0.
By the induction hypothesis on r, we have reg(Js(−d)) = reg(Js) + d = ds + (d −
1)(r − 1) + 1. Furthermore, by the induction hypothesis on s, we have reg(Is−1(−d)) =
reg(Is−1) + d = ds+ (d− 1)(r − 1). Thus,
reg(Is−1(−d)⊕ Js) = ds+ (d− 1)(r − 1).
Combining with (4.2) and [12, Corollary 20.19], we can conclude that
reg(Is) = ds+ (d− 1)(r − 1),
and the lemma is proved. 
We are now ready to establish the general bound for reg(I(G)s) stated in (1.1).
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Theorem 4.5. Let G be a graph with edge ideal I = I(G), and let ν(G) denote its induced
matching number. Then for all s ≥ 1, we have
reg(Is) ≥ 2s+ ν(G)− 1.
Proof. For simplicity of notation, let r = ν(G). Suppose that {u1v1, . . . , urvr} is an
induced matching in G. Let H be the induced subgraph of G on the vertices
⋃r
i=1{ui, vi}.
Then, I(H) = (u1v1, . . . , urvr) is a complete intersection. Thus, by Lemma 4.4, we have
reg(I(H)s) = 2s+ (2− 1)(r − 1) = 2s+ ν(G)− 1.
It now follows from Corollary 4.3 that
reg(I(G)s) ≥ reg(I(H)s) ≥ 2s+ ν(G)− 1.

Recall that if G and H are two graphs then the union of G and H, denoted by G∪H,
is the graph with vertex set VG ∪ VH and edge set EG ∪EH . When H consists of exactly
one edge e = {u, v}, we write G+ e instead of G ∪H.
The following lemma is crucial in proving the reverse inequality of (1.1) to get the
statement of Theorem 1.1.
Lemma 4.6. Let K be a forest and let ν(K) be its induced matching number. Suppose
that G and H are induced subgraphs of K such that
EH ∪ EG = EK and EH ∩ EG = ∅.
Then, for all s ≥ 1, we have
reg(I(H) + I(G)s) ≤ 2s+ ν(K)− 1.
Proof. We shall use induction on m := s + |VG|. If m = 1 then we must have s = 1 and
VG = ∅. In this case, EH = EK , and so I(H) + I(G)s = I(K). The statement, thus,
follows from [33, Theorem 2.18].
Suppose that m ≥ 2. If G consists of no edges then EH = EK , and we have I(H) +
I(G)s = I(K). The assertion again follows from [33, Theorem 2.18].
Assume now that EG 6= ∅. Being a subgraph of K, G is a forest. In particular, G
contains a leaf. Let x be a leaf in G and let y be the unique neighbor of x in G. By
[29, Lemma 2.10], we have I(G)s : xy = I(G)s−1. Since all ideals being discussed are
monomial ideals, this implies that
(I(H) + I(G)s) : xy = (I(H) : xy) + (I(G)s : xy) = (I(H) : xy) + I(G)s−1.
Moreover,
(xy) + I(H) + I(G)s = (xy) + I(H) + I(G \ x)s = I(H + xy) + I(G \ x)s.
Therefore, we have the following short exact sequence:
0→ (R/I(H) : xy+I(G)s−1)(−2)→ R/(I(H)+I(G)s)→ R/I(H+xy)+I(G\x)s → 0.
This yields
(4.3) reg(I(H)+I(G)s) ≤ max{reg(I(H) : xy+I(G)s−1)+2, reg(I(H+xy)+I(G\x)s)}.
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Let {u1, . . . , up} = NH(x)∪NH(y) be all the vertices of H which are adjacent to either
x or y. Let H ′ = H \ {u1, . . . , up}. Then,
I(H) : xy = I(H ′) + (u1, . . . , up).
Observe that since EG ∩ EH = ∅, none of the vertices {u1, . . . , up} are in G. Therefore,
by Remark 2.6, we have
reg(I(H) : xy + I(G)s−1) = reg(I(H ′) + (u1, . . . , up) + I(G)s−1) = reg(I(H ′) + I(G)s−1).
This, coupled with (4.3), implies that
(4.4) reg(I(H) + I(G)s) ≤ max{reg(I(H ′) + I(G)s−1) + 2, reg(I(H + xy) + I(G \ x)s)}.
Let K ′ := H ′ ∪G. Since EH ∩EG = ∅, we have EH′ ∩EG = ∅. This implies that K ′ is
an induced subgraph of K. Thus, K ′ is a forest, and
ν(K ′) ≤ ν(K).
Now, applying the induction hypothesis to K ′, G and H ′ with power (s− 1), we have
reg(I(H ′) + I(G)s−1) ≤ 2(s− 1) + ν(K ′)− 1 ≤ 2(s− 1) + ν(K)− 1.(4.5)
On the other hand, since x is a leaf of G, we have EH+xy ∩EG\x = ∅ and K = (H +xy)∪
(G \ x). Thus, we can apply the induction hypothesis to K,G \ x and H + xy to get
reg(I(H + xy) + I(G \ x)s) ≤ 2s+ ν(K)− 1.(4.6)
Putting (4.4), (4.5) and (4.6) together we get the desired inequality
reg(I(H) + I(G)s) ≤ 2s+ ν(K)− 1,
and the lemma is proved. 
We end this section by stating and proving our first main result.
Theorem 4.7. Let G be a forest with edge ideal I = I(G). Let ν(G) denote the induced
matching number of G. Then for all s ≥ 1, we have
reg(Is) = 2s+ ν(G)− 1.
Proof. For any s ≥ 1, by Theorem 4.5 we have reg(Is) ≥ 2s + ν(G) − 1. On the other
hand, applying Lemma 4.6 by taking K = G and H = ∅, we get reg(Is) ≤ 2s+ ν(G)− 1.
Hence, for all s ≥ 1,
reg(Is) = 2s+ ν(G)− 1.

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5. Regularity of powers of cycles
In this section, we prove our second main result in explicitly computing the regularity
of I(G)s, for all s ≥ 1, when G is a cycle. For this class of graphs, b can be computed
from the induced matching number of G, but it is not necessarily true that s0 = 1 as in
the case for forests. Our method is to make use of Banerjee’s recent work [3] to reduce
the problem to estimating the regularity of edge ideals of certain class of graphs; noting
that these graphs contain Hamiltonian paths and cycles. To this end, we shall employ
our new bounds for the regularity of edge ideals found in Section 3.
We start with a lemma that specifies Theorem 2.15 to our situation, i.e., when G is a
cycle.
Lemma 5.1. Let Cn be the n-cycle and assume that its vertices (in order) are x1, . . . , xn.
Let I = I(Cn). Then
x2n ∈ (Is+1 : M),
where M is a minimal generator of Is, if and only if n is odd, say n = 2l + 1 for some
1 ≤ l ≤ s, and
M = (x1x2) . . . (x2l−1x2l)N with N ∈ Is−l.
In this case we also have xnxj ∈ Is+1 : M for all j = 1, . . . , n.
Proof. Let us start by proving the “if” direction. Suppose that n = 2l + 1 and M =
(x1x2) . . . (x2l−1x2l)N with N ∈ Is−l for some 1 ≤ l ≤ s. Then
x2nM = (xnx1)(x2x3) . . . (x2lxn)N ∈ I l+1+s−l = Is+1.
Thus, x2n ∈ (Is+1 : M).
We proceed to prove the “only if” direction. Indeed, by Theorem 2.15, if x2n ∈
(Is+1 : M) then xn must be even-connected to itself with respect to M . Let xn =
p0, p2, . . . , p2l+1 = xn be a shortest even-connected path between xn and itself.
Consider the case where there exists some 1 ≤ j ≤ 2l such that pj = xn. If j is
odd then xn = p0, . . . , pj = xn is a shorter even-connected path between xn and itself, a
contradiction. If j is even then xn = pj, . . . , p2l+1 = xn is also a shorter even-connected
path between xn and itself, a contradiction. Thus, we may assume that xn does not
appear in the path p0, . . . , p2l+1 except at its endpoints.
If the path p0, . . . , p2l+1 is not simple, say for 1 ≤ i < j ≤ 2l we have pi = pj (and
we choose such i and j so that j − i is minimal), then pi, . . . , pj is a simple closed path
lying on Cn. This can only occur if this simple path is in fact Cn, which then violates
our assumption about the appearance of xn in the path p0, . . . , p2l+1. Therefore, xn =
p0, . . . , p2l+1 = xn is a simple closed path on Cn. It follows that xn = p0, . . . , p2l+1 = xn is
Cn. This, in particular, implies that n = 2l+ 1 is odd, and by re-indexing if necessary, we
may assume that pi = xi for all i = 1, . . . , n. Moreover, by the definition of even-connected
path, we have that
M = (p1p2) . . . (p2l−1p2l)N = (x1x2) . . . (x2l−1x2l)N,
where N is the product of s− l edges in Cn (whence, N ∈ Is−l).
REGULARITY OF POWERS OF FORESTS AND CYCLES 15
The last statement of the theorem follows from Theorem 2.15 and the following obser-
vation: for j odd, p0, . . . , pj is an even-connected path between xn and xj; and for j even,
pj, . . . , p2l+1 is an even-connected path between xj and xn. 
We are now ready to prove our next main result.
Theorem 5.2. Let Cn be an n-cycle. Let I = I(Cn) and let ν = bn3 c denote the induced
matching number of Cn. Then
reg(I) =
{
ν + 1 if n ≡ 0, 1 (mod 3)
ν + 2 if n ≡ 2 (mod 3),
and for all s ≥ 2, we have
reg(Is) = 2s+ ν − 1.
Proof. The first statement follows from [25, Theorem 7.6.28]. We shall now prove the
second statement of the theorem. In light of Theorem 4.5, it suffices to show that
reg(Is) ≤ 2s+ ν − 1.
By applying [3, Theorem 5.2] and using induction, it is enough to prove that
reg(Is+1 : M) ≤ ν + 1(5.1)
for any s ≥ 1 and any minimal generator M of Is.
By Theorem 2.15, Is+1 : M is generated in degree 2, and its generators are of the form
uv, where either {u, v} is an edge in Cn, or u and v are even-connected with respect to
M . Observe that if x2n is a generator of I
s+1 : M then by Lemma 5.1, we get that n is
odd and xnxj is a generator of I
s+1 : M for all j = 1, . . . , n. In this case, in polarizing
Is+1 : M , we replace the generator x2n by xnyn, where yn is a new variable. Thus, if we
denote by J the polarization of Is+1 : M then J has the form
J = I(G) + (xi1yi1 , . . . , xityit),
where G is a graph over the vertices {x1, . . . , xn}, yi1 , . . . , yit are new variables, and
x2i1 , . . . , x
2
it are all non-squarefree minimal generators of I
s+1 : M . Note that polarization
does not change the regularity, and we have
reg(J) = reg(Is+1 : M).
Note also that since Is+1 : M have all edges of Cn as minimal generators, G has Cn as a
Hamiltonian cycle.
Consider the case that Is+1 : M indeed has non-squarefree minimal generators (i.e., t 6=
0). For each j = 0, . . . , t, let Hj be the graph whose edge ideal is I(G)+(xi1yi1 , . . . , xijyij).
Then, H0 = G and J = I(Ht).
By Lemma 5.1 (and following our observation above), {xij , xl} is an edge in G for any
j = 1, . . . , t and any l = 1, . . . , n. This implies that the induced subgraph Hj \ NHj [xij ]
of Hj consists of isolated vertices {yi1 , . . . , yij−1}. It follows that reg(Hj \ NHj [xij ]) = 0,
and by [11, Lemma 2.10], we have
reg(Hj) = reg(Hj \ xij).
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However, yij is an isolated vertex in Hj \ xij and Hj \ {xij , yij} is an induced subgraph of
Hj \ yij = Hj−1, and so we get
reg(Hj) = reg(Hj \ xij) = reg(Hj \ {xij , yij})
≤ reg(Hj \ yij) = reg(Hj−1).(5.2)
Noting that Hj−1 is an induced subgraph of Hj, and by Theorem 2.7, this implies that
reg(Hj−1) ≤ reg(Hj). Therefore, coupled with (5.2), we obtain
reg(Hj) = reg(Hj−1) for all j = 1, . . . , t.
In particular, it follows that
reg(J) = reg(Ht) = reg(H0) = reg(G).
To prove (5.1), it now remains to show that reg(G) ≤ ν + 1. Indeed, if n = 3 or n = 4
then since G contains a Hamiltonian path, by Theorem 3.1, we have
reg(G) ≤
⌊n+ 1
3
⌋
+ 1 =
⌊n
3
⌋
+ 1 = ν + 1.
Otherwise, if n ≥ 5 then without loss of generality we may assume that M = (x2x3)M ′,
where M ′ is a generator for Is−1, and it can be observed in this case that x1 and x4 are
even-connected with respect to M . Thus, G contains the edge {x1, x4}. It now follows
from Theorem 3.2 that
reg(G) ≤
⌊n
3
⌋
+ 1 = ν + 1.
The theorem is proved. 
Remark 5.3. When n ≡ 2 (mod 3) in Theorem 5.2, we have reg(I(Cn)s) = 2s+ ν − 1 if
and only if s ≥ 2. Thus, in this case, s0 = 2 > 1.
We conclude the paper by raising the following question. This question is inspired by
previous work of Herzog, Hibi and Zheng [24], of Nevo and Peeva [31], and by our main
results, Theorems 4.7 and 5.2.
Question 5.4. Let G be a graph with edge ideal I = I(G). Let ν(G) denote the induced
matching number of G. For which graph G are the following true?
(1) b = ν(G)− 1, i.e., reg(Is) = 2s+ ν(G)− 1 for all s 0.
(2) s0 ≤ reg(G)− 1, i.e., reg(Is) = 2s+ b for all s ≥ reg(G)− 1.
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