This paper describes a new approach f o r predicting protein structures based on Artificial Intelligence methods and genetic algorithms. W e combine nearest neighbor searchin,g algorithms, neural networks, heuristic rules and genetic algorithms to f o r m an integrated system to predict protein structures from their primary amino acid sequences. First we describe our methods and how they are integrated, and then apply our methods to several protein sequences. The results are very close to the real siructures obtained by crystallography. Parallel genetic algorithms are also implemented.
Introduction
The Human Genome Project will produce a huge amount of DNA and protein sequences. In order to analyze the information contained in these sequences, efficient computational tools have to be constructed to process them as they are produced. The first step is to locate the genes in newly sequenced DNA. An example is the GRAIL system [ I , 21, an integrated artificial intelligence system combing multi-sensor neural networks and parallel processing tools to recognize and interpret genes in DNA sequences. The second step will be to develop methods to predict and model the structure and function of the proteins coded by the genes.
It is known that the function of a protein depends on its structure. Currently there are several thousand known protein sequences. However only about 120 unique protein structures have been determined through crystallography, which is extremely labor and time intensive. As the Human Genome Project develops, protein sequences will be produced at an increasing rate. The gap between the number of the known protein sequences and the number of the known prG tein structures will become wider and wider.
A protein sequence is a chain of amino acids, occurring in twenty natural forms. Protein structure can be described in three levels. The primary sequence of a protein is just a linear sequence of the amino acids. The secondary structure is a higher level of description of the protein where segments of the primary sequences form regular structures. Three most commonly used classes of secondary structures are Q -helix, p -strand, and coil. The tertiary structure is the three dimensional structure of a protein sequence, or fully folded protein sequence. The principles of how protein sequences form secondary structure and tertiary structure from their primary sequences are not well understood.
In this paper, we describe a new approach using a combination of nearest neighbor search methods, a neural network, heuristic rules, and genetic algorithms t o predict three dimensional structures of p r e teins. The unique aspect of our method is that it does not depend solely on the homology or definite secondary structures to predict three dimensional structure. We use homology-derived information to form probable secondary structures in the form of torsion angle probability distribution and subsequently use a genetic algorithm to search for the optimal solution, guided by the torsion angle probability distribution and other physical energy terms represented within a fitness function in the genetic algorithm.
Methods
The three dimensional backbone folding pattern of a protein sequence can be obtained if the two backbone torsion angles (4 and +) per amino acid residue are known (see Figure 1 ).
9;
' J C , Figure 1 . 4, $ angles on the backbone of a protein.
We have therefore chosen to use a sequence of 4-+ angles corresponding to the amino acid residues of a protein sequence to represent the protein's basic structure.
Given a known protein sequence, nearest neighbor search methods and a neural network are used to find close matches of each local sequence region in the protein database. Our approach here is to achieve greater generalization of structural principles by using the physical properties of residues aa the parameters rather than the sequence itself.
There are a number of important physical properties of the amino acids that are believed to affect the three dimensional folding of proteins. We have used five: hydrophobicity, turn preference, residue bulk, refractivity index and anti-parallel strand preference. A window of fixed size is used around an amino acid to predict the amino acid's torsion angles. Within the window , different properties and some combinations of them are used to measure the distance between the sequence in the window and others from sequences in the protein database. The nearest neighbor search together with the neural network produces fairly close prediction of the real structure.
Despite the fact that 4 and 11, can be predicted by this method, we do not use definite secondary structures or fixed 4 and 4 angles in the prediction of tertiary folding. Instead we calculate a 2-dimensional 4 and + probability distribution for each amino acid residue of the sequence. The distributions are used in a later stage of the computation to help direct the search of the global optimal solution using a genetic algorithm. The genetic algorithm is designed to explore a huge solution space efficiently and to combine local partial solutions to form a global optimal solution.
Genetic Algorithms
A common problem associated with protein folding methods is that the potential solution space is huge, therefore the computation is enormous. Genetic algorithms make it possible to explore a far greater range of potential solutions than conventional methods. When dealing with a problem such as protein folding where many local minima exist, the genetic algorithm's implied parallelism allows one to explore many local minima in parallel while manipulating relatively few data.
In our system, a protein trial structure (model) is represented by a sequence of torsion angles corresponding to its amino acids. We start with a population of models generated from the 4 -11, distributions using a Monte Carlo method. The models are ranked according to their fitness. Top ranking models are crossed over and mutated to produce the next generation. In a given member of the population, any segments which have a correct prediction of torsion angles may serve as the building blocks in the genetic algorithm search space.
The foundation of the genetic algorithm is the development of a proper fitness function. Our fitness function is based on the sum of a number of empirical energy terms. Several of these are standard empirical energy terms used in macromolecular energy minimizations; terms for Van der Waals interaction, Coulombic interaction, hydrogen bonding (modeled as a modified Van der Waals term), and an empirical term for hydrophobicity which is based on solvent accessibility to simplified sidechains. The details of these terms are beyond the scope of this paper. These empirical energies are combined with the torsion "energy" term based on probabilistic information (derived from agreement with predicted 4 -41, distributions for each amino acid). Torsion energy is traditionally calculated from detailed atomic positions, but this would require detailed knowledge of sidechain geometry and conformation. Our approach eliminates the requirement for this knowledge and streamlines the calculation since we do not model the sidechain in detail.
The different terms in the fitness function must be properly balanced. Each has a weight coefficient which has been tuned by trial and error, and by applying intuition gained from structures resulting from the genetic algorithm The more standard empirical energies (Coulombic, Hydrogen bonding and Van der Waals interactions) required only small changes from published values. Torsion and hydrophobic energies, which are obtained here by non-standard means, required significant tuning.
We have also implemented the above genetic algorithm on a Intel iPSC/'860 parallel computer. Initially each node has a sub-population of protein models on its local memory. Each node proceeds like the sequential version for a few generations, then top models from each node are periodically exchanged among the nodes to cross-fertilize the whole population and to maintain diversity in the whole population. With the parallel genetic algorithms, structures of large protein sequences can potentially be calculated.
Results
We have applied our method to Crambin , a protein with 46 residues. Its folding pattern involves several secondary structures and their interactions. Displayed in ribbon style (Figure 2) are the real and predicted structures.
Conclusions
An integrated AI system has been developed for protein structure prediction. Nearest neighbor searching algorithms are used to find the close matches of a local region of a protein sequence in the protein database and the probability distribution of the torsion angles are calculated. ,A genetic algorithm is used to search for the optimal folding of the protein sequence based on the torsion angle distribution and other energy terms represented within the fitness function for the genetic algorithm. The application of the integrated system for several small protein sequences results in fairly close predictions of the structures compared to the real structures.
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