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Abstract
How do you estimate poverty, inequality and earnings when the
income variable consists of a combination of point-identiﬁed, interval-
identiﬁed, and missing observations? This paper proposes a unifying
theoretical approach to the problem of deriving point estimates when
such data are present. The methodology is based on the idea of coarse
data, which includes as special cases data that are censored within
some predeﬁned interval and data that are missing. A key part of the
framework is to establish whether inference based on a likelihood that
ignores the coarsening mechanism is equivalent to inference based on
a likelihood that properly accounts for it. Results demonstrate that
while the interval data are not coarsened at random (CAR), the missing
data are CAR for the sample of employed economically active individ-
uals in South Africa using the Labour Force Survey (2000 September).
This requires an imputation algorithm that correctly accounts for these
types of coarsening, as both univariate and multivariate parameters are
aﬀected by the choice of imputation method. It is recommended that
researchers apply this framework to all analyses of the income distri-
bution based on household survey data.
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11 Introduction
Individual income data are typically obtained from personal interview house-
hold surveys that ask respondents to divulge sensitive information about how
much they earn. For survey organisations that want to minimise item nonre-
sponse, carefully designed questionnaires are necessary. However, this often
leads to important limitations for public users of the data, and researchers
are required to make a series of decisions about how to treat the many issues
that confront them.
The primary problem that arises from an inconsistent treatment of in-
come from sample surveys is that parameter estimates may be unreliable and
dependent on the particular researcher’s choice of method to overcome the
problems posed by the instrument’s design. This leads to potentially erro-
neous inferences on important univariate and multivariate parameters of the
income distribution, including estimates of poverty, inequality and earnings.
While much attention has been given to this topic in the econometrics
literature over the last thirty years, no consensus has been reached on how
to treat the partially categorised income variable obtained from survey data.
Cowell (2000) oﬀers several useful suggestions that draw on a variety of
statistical distributions depending on the range of the income distribution
under evaluation. However, while many of these distributions make ex-ante
statistical sense, they can often lead to unreasonable results ex-post, depend-
ing on the range of the distribution under consideration. Stern (1991) and
Bhat (1994) oﬀer improved methods for imputing a continuous income vari-
able from grouped observations, but fail to account for an instrument with
jointly observed point-identiﬁed observations.
Given this background, let us consider the full scale of the research ques-
tion. The income distribution in household surveys is intricately linked to
the instrument used. For the income question, survey organisations usually
provide respondents with an option to provide their answer either exactly or
in some predeﬁned interval, implying that both point-identiﬁed and interval-
identiﬁed data are present in the distribution. Consequently, income is often
approximated in some form that includes rounding, censoring, or some other
manner that obscures its true value. Heitjan (1989, 1994, 1997) and Heitjan
and Rubin (1990, 1991) established the foundations for inference from data
that is grouped continuous, and it is this theory that informs this exercise.
2Heitjan and Rubin (1991) generalise the various forms of data grouping,
and developed the term “coarsened data” to succinctly capture the variety of
ways in which observed data diﬀer from their true values. This framework
thus accommodates an analysis of missing data as a form of coarsening, and
in fact generalises the well known condition of missing at random, coined by
Rubin (1976) and others. In the context of income data, examples of data
coarsening include continuous data that are rounded in some form, data that
are recorded within some predeﬁned interval, data that are right censored
(say at some arbitrary maximum), and missing data.
Three tasks confront any researcher concerned with applying the coarse
data framework to a given problem:
1. Modelling the coarsening process;
2. Evaluating whether the coarsening process is ignorable for the type of
inference envisaged; and
3. Based on the results of the previous step, developing appropriate mul-
tiple imputation algorithms that account for whether the data are ig-
norable or not.
Ignorability in this context refers to a property that permits the re-
searcher to not take explicit account of the coarsening process when de-
veloping multiple imputation algorithms. It is a theoretical condition that
must be empirically determined in each application of the framework be-
fore any imputation is conducted. It was ﬁrst developed as a condition for
missing data by Rubin (1976, 1987), and helped distinguish the conditions
of missing completely at random (MCAR - what Rubin (1976) originally
called Observed at Random), missing at random (MAR), and not missing at
random (NMAR).
Heeringa (1995) develops an application of the coarse data framework
to income data with point-identiﬁed, interval-identiﬁed and missing obser-
vations. We follow much of the same logic in this paper. However, here
the framework is extended to develop tests for ignorability that are based
on evaluating (a) whether the coarse data is coarsened at random (CAR),
and (b) whether there is parameter distinctness between the coarse response
model and the model to be estimated. The methodology formulated for
3this purpose is generalisable to any income variable in any household survey
instrument.
The next task is to develop appropriate imputation methods for a partic-
ular application of the framework. The use of multiple imputation to draw
plausible values for income based on the type of coarsening and the implied
distribution follows Heitjan and Rubin’s (1990) example, though their ap-
plication was to age heaping. The use of multiple imputation as a solution
to the coarse data problem implies that both estimation of parameters of in-
terest and inference are aﬀected. Without properly accounting for both the
type of coarsening and the method of imputation, point estimates of param-
eters from the income distribution including poverty headcounts, inequality
measures and Mincerian earnings equations will be unreliable at best and
potentially biased.
Data for the application is taken from Statistics South Africa’s 2000
Labour Force Survey - September (LFS). An evaluation of coarse income data
is conducted for the sample of employed, economically active population.
Results for ignorability determination suggest that while the interval data are
not coarsened at random, the missing data are. An appropriate imputation
algorithm is developed before the implications for univariate and multivariate
parameters are discussed.
2 Background: Income data in South African
household surveys
Survey questions that ask respondents to provide information on income are
subject to high levels of item nonresponse. To mitigate this higher propensity
for nonresponse, the survey instrument is usually designed to encourage the
respondent to provide an answer in some form, if not to an initial prompt on
the actual value, then to a follow-up prompt that provides some range into
which income falls. In the South African Census, however, the instrument
only provides for income intervals (rather than a point-identiﬁed value or a
combination of the two), a practise frequently associated with surveys where
income is not necessarily part of the set of primary variables of interest (e.g.
marketing surveys).
In surveys where point and interval options are presented to the respon-
dent, the sequencing of the prompts and nature of the alternatives are impor-
4tant because they provide information about the response process. Often,
the practises of survey organisations diﬀer in important respects on this
matter. For example, Statistics South Africa (SSA) have for some time se-
quenced the income question in the October Household Surveys (OHS) and
Labour Force Surveys (LFS) to ﬁrstly ask the respondent for an exact value
of their income, and if they refuse or don’t know the answer, proceed to show
a list of possible intervals into which the respondent’s income may fall. The
respondent then points to the correct interval.
In the Health and Retirement Study (HRS) in the USA, however, the
sequencing is the same as the Labour Force Survey (proceeding from an
exact value to an interval estimate), but the nature of the prompt for the
intervals is very diﬀerent. Instead, the HRS has and unfolding bracket design
where the respondent is ﬁrst asked if they earn greater than $25,000. If they
respond in the aﬃrmative, the interviewer then proceeds to ask whether
they earn a higher amount (> $50,000); if they respond in the negative, a
lower value is prompted (> $5,000). This proceeds logically until a narrower
interval is obtained (see Heeringa, 1995 for a discussion of the income variable
in the the HRS instrument).
The analytical implications of the diﬀerent designs are non-trivial. As
Vasquez-Alvarez (2006) and Melenberg, van Soest and Vasquez-Alvarez (2006)
have demonstrated, the unfolding bracket design introduces anchoring bias.
Anchor strategies are purposefully introduced into surveys to aid respondent
recall (see Blair, Menon & Bickart, 1991). However, they also introduce
potential biases into the results. While the sequencing and format of the
brackets in SSA’s design is likely to be free from anchoring bias, it remains
an open question whether it is an improved method. Casale and Posel (2005)
note the non-randomness of the bracket subset of respondents, identifying
diﬀerences between self- and proxy-reporting to be signiﬁcant.
Income is also distinguished into various components in the instrument:
(a) salaries and wages, (b) bonuses and income from overtime, and (c) com-
mission and director’s fees. The question thus requires the respondent to
provide the sum of the three components of income in a single estimate
(the exact wording of the income question is: “What is respondent’s total
salary/pay at his/her main job? Including overtime, allowances and bonus,
before any tax or deductions” (emphasis in original text); Statistics South
Africa, 2001).
5Key features of the income question in the LFS are summarised in Table
1 on page 39.
<Insert Table 1 on page 39 about here>
The structure of the income question in the LFS – and its predecessors,
the OHS – provides the respondent with two options to reply to the question:
either as an exact (point-identiﬁed) value or as a value within some prede-
ﬁned bracket (interval-identiﬁed). Additionally, a post-coding convention in
the interval option allows the interviewer to capture whether the respondent
states that they “Don’t Know” or “Refuse” to answer the question. It con-
sequently decreases the probability of contamination between Don’t Knows
and Refusals, a feature that was absent throughout the OHSs.
Respondents that answer the LFS interval component of the income ques-
tion are presented with a list of possible intervals into which their income
may fall. A peculiarity with this part of the questionnaire is that zero is
included as the ﬁrst income interval. While the inclusion of a zero income
category is justiﬁable if one expects that the probability of item non response
increases with lower income levels, the fact that this category is not a range
of values at all but rather a point-identiﬁed value implies that there is no
additional incentive for the respondent to reveal that their income is zero
when presented with the list of intervals. Yet there remain respondents who
choose this value. There are also respondents who answer zero in the ﬁrst
part of the question (the point identiﬁed income values). Consequently, the
LFS has zero observations for both components of the income question, an
arguably idiosyncratic feature of the instrument.
The distribution of observations for the income question is displayed in
Table 2 on page 40.
<Insert Table 2 on page 40 about here>
Table 2 shows the distribution of response type for the sample of eco-
nomically active people (aged 16 to 64) that are employed (including self-
employed1) in September 2000. It is evident that point identiﬁed obser-
vations constitute by far the majority of the income data, with intervals
1It is not clear whether self-employed individuals are reporting individual income or
ﬁrm turnover. In the LFS Questionnaire, the relevant income question is the same question
asked to all respondents, and pertains to individual income. Hence we can only assume
that the self-employed report individual income.
6comprising only 9.63 percent of the sample. There are less than half a per-
cent of zero observations (combining point and interval), and approximately
3 percent have either refused, don’t know, or are missing.
The distribution of responses within each interval is presented in Table
3 on page 41.
<Insert Table 3 on page 41 about here>
Evident from Table 3 is that the percentage of interval responses decrease
from the ﬁrst non-zero interval to the third (i.e. from R1 - R1000), then
increase consistently until the last (open-ended) interval2. This suggests that
respondents to the survey are most likely to evade providing a point-identiﬁed
income observation at the top end of the income distribution. Compared to
the bottom quantiles, it is also evident that respondents are more hesitant
to provide a point-identiﬁed income value in the lowest (non-zero) income
interval.
While this data is meaningful in the context of a particular survey, note
that the distribution of responses will of course vary depending on the wave
and/or time of the survey. In order to build a framework for the correct
econometric treatment of this data structure, we therefore need to abstract
from case-speciﬁc references and develop a generalisable methodology that
will allow researchers to apply it to any such data structure. Before doing
so, however, it is useful to review alternative suggestions for dealing with
coarse data.
2.1 Accounting for a coarse income distribution
The best way to evaluate the merits of proposed solutions to coarse income
data is to consider the desirable properties of the marginal distribution under
consideration. At the most basic level, we should be concerned with the
maximum and the curvature of this distribution. Since the natural logarithm
of income is assumed to follow a Gaussian distribution, discussion must also
be directed to the degree to which solving coarse income data problems
addresses this assumption.
The diﬃculties associated with an income distribution with coarsening
has confounded researchers for some time. Initially, many simply used the
2The exchange rate between the US Dollar and the South African Rand (ZAR) in
September 2000 was approximately US$1 = ZAR7.10 (see www.exchangerate.com).
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This treats the distribution of income as comprising a continuous (g=0)
and an interval subset (g=1), with the latter simply deﬁned as the center
of the interval with lower bound yL and upper bound yU. The function is
estimated for parameters ( ,σ2). It is an incomplete likelihood function be-
cause it omits missing data, treats interval data incorrectly, and potentially
leads to multimodality in the likelihood function at the centers of the inter-
val, complicating the calculation of the ﬁrst and second derivatives of the
likelihood function.
Many researchers have tried a variety of alternative methods to obtain
plausible values across the interval ranges. Cowell (2000: 142) contends that
the best statistical distributions to approximate income are lognormal at the
lower end, gamma in the middle and Pareto at the top. However, when one
incorporates an analysis of the degree of coarsening of income, these solu-
tions prove to be naive and may lead to unreasonable results depending on
the parameters of interest (e.g. quantiles, poverty headcounts, gini coeﬃ-
cients). The piecewise nature of this solution may also lead to considerable
arbitrariness in the choice of suitable points at which to change distributional
form.
Van der Berg and coauthors (2005) use a combination of distributions
similar to that recommended by Cowell (2000) for their treatment of Statis-
tics South Africa’s income variable, but impose a uniform distribution on all
the intervals up until the highest, where a Pareto distribution is used. This
treatment of censored data is incorrect because it treats each point within the
interval (with the exception of the open-ended upper tail) as equiprobable
outcomes, and does not introduce sensible curvature to the distribution at
any region other than the upper tail. Consequently, its eﬀect on univariate
parameters such as poverty headcounts and gini coeﬃcients are ambiguous
and diﬃcult to justify. It also does not evaluate missing data, and so may
lead to biased results.
However, Van der Berg et al (2005) also combine income data from a
8variety of diﬀerent surveys and the national accounts to derive a composite
income variable that, in their view, better reﬂects what happened to in-
come since the transition to democracy in South Africa. Note that while
it is indeed a theoretical property of maximum likelihood that likelihood
estimation based on the same construct from diﬀerent instruments can be
combined (see Pawitan, 2001), it is not true that the marginal distributions
from these instruments can be combined. In other words, you cannot simply
derive a composite distribution based on some linear combination of other
distributions from diﬀerent instruments.
Even when the likelihoods are combined, they must estimate the same
construct. If the income construct is diﬀerent across the instruments (e.g.
the national accounts and household survey data), the properties that allow
likelihoods to be combined are violated. Both of these problems apply to Van
der Berg et al’s (2005) work, which, in expectation, leads to biased estimates
of any and all parameters of the income distribution.
Meth’s (2006a, 2006b) contribution to this debate was to closely exam-
ine Statistics South Africa’s surveys over multiple time points. A notable
feature of his treatment of the data included trimming and winsorizing the
income distribution based on a set of assumptions applied to each dataset.
On this note, Bollinger and Chandra (2005) caution researchers against this
practise, pointing out that doing so without understanding the relationship
to measurement error can exacerbate rather than attenuate the bias of pa-
rameter estimates. We explore the implications of this issue as it pertains
to the LFS 2000 (September) in §5.3 of this document.
Taking into account the grouped nature of the income distribution given
the instrument, Daniels and Rospabe (2005) use a likelihood that accounts

































9Here, the likelihood is evaluated over a continuous subset (g=0), an interval
subset (g=1, with upper bound U and lower bound L), and an open-ended
(right-censored) subset (g=2), with lower bound R. Phi is the standard
normal cumulative distribution function (CDF). This likelihood takes into
account all forms of coarsening except missing data, and can therefore still
lead to biased estimates if missing data are anything but missing completely
at random.
Casale and Posel (2005) consider non-random interval censoring, but ig-
nore missing data. However, their imputation method for non-random cen-
soring imposes a normal selection model on each interval, allowing the widths
of the interval to exceed beyond the reported values in the survey instrument.
There are two problems with this approach. Firstly, it is very hard to justify
on a-priori grounds why the widths of the interval should be extended (or,
for that matter, narrowed), since if the respondent or proxy respondent truly
didn’t know their or another member of the household’s income, they could
simply say so and let it be recorded in the instrument as a “Don’t Know”
response.
Secondly, the use of the normal selection model as an imputation method
within each interval imposes modality at the center of each interval, increas-
ing the probability of multimodality in the likelihood function, but to a lesser
degree than LA1 in equation (1). This consequently has mitigated but similar
resulting limitations.
Ardington, Lam, Leibbrandt and Welch (2006) use the empirical, fully
observed continuous distribution from an alternative survey (the Income and
Expenditure Survey, 2000) to impute non-parametrically the South African
Census’s (2001) interval-only income variable. The use of an empirical dis-
tribution over a parametric speciﬁcation is innovative, though the relative
merits between the two are not trivial to compare.
Bhat (1994) considers non-random missing data and non-random interval-
censoring in the distribution of income. However, it is important to realise
that this treatment of the data is only correct if you have non-random non-
response and non-random interval censoring. While this is expected in most
income distributions, this paper will show that it is not always the case,
and what is needed is a methodology that allows researchers to diagnose the
coarsening function as either coarsened at random or not. It is to this end
that the coarse data framework is very useful.
103 The coarse data framework
Much attention has been given to incomplete data in the statistics literature
over the last thirty years, with increasing interest devoted to missing data
and the restrictions to estimation and inference when such data are present.
The theory of coarse data is in fact a generalisation of the theory of missing
data, which was principally developed by Rubin (1976, 1987). Coarse data
refers to the various ways that data may not reﬂect their true values, and
includes as exemplary cases rounded, heaped, censored, partially categorised
and missing observations (Heitjan and Rubin, 1991). Three principal papers
established the theory of coarse data: Heitjan and Rubin (1991) and Heitjan
(1994 and 1997).
To develop the application to income, we ﬁrstly need to clarify terminol-
ogy, notation and concepts that will be used throughout, relying on Heitjan
and Rubin (1991) for the basic exposition. Assume that the random variable
of interest x takes values in a sample space Ξ and is distributed according
to a density governed by the parameter θ. A second random variable g,
called the coarsening variable, takes values in the sample space Γ governed
by parameter γ, such that:
(x,g) ∼ f(x;θ)f(g|x,γ) (3)
In this notation, f( ) denotes a density, with x and g referring to random
variables with parameters θ and γ, respectively. f(x;θ) is the marginal
distribution of x given its parameter, and f(g|x,γ) is the conditional distri-
bution of g given x.
We want to observe x directly, but in practise only observe a coarse
version of x. The type and extent of coarsening is considered random (Heitjan
and Basu, 1996: 207). The coarse version of x is denoted y, where y is some
subset of Ξ that is known to contain the true x. Therefore, y = y(x,g),
with x ∈ y ∈ 2Ξ, the power set of Ξ. The variable g determines which of
a collection of possible mappings x  → y to use in coarsening x (Heitjan &
Rubin, 1991).
Note that because y is a function of x and g, the distribution of y given
x and g is degenerate (ibid, 1991), that is:
11f(y|x,g) =
 
1, if yi = y(x,g),
0, otherwise.
(4)
This has an important implication for the imputation step that will be
described later: it essentially implies that the multiply imputed values cannot
fall outside the hypothesised range of the given coarse value, since then it
will be equivalent to y  = y(x,g) ⇒ f(y|x,g) = 0.
3.1 Missing data as a type of data coarsening
Missing data can be considered a type of data coarsening by allowing g
to model the missing data process. We do this in a manner analogous to
Little and Rubin (2002, 128). For observation i, let yi be the observed
value of xi, and let gi denote the missing values. The complete data are




{xi}, the set consisting of the single true value, if gi = 0;
Ξ, the sample space of Y, if gi = 1.
(5)
Here, when yi is free from any coarsening (i.e. gi = 0), it is equal to xi.
When yi is observed as coarse (i.e. when gi = 1), observations are missing.
The well-known conditions of missing completely at random (MCAR),
missing at random (MAR), and not missing at random (NMAR) can now be
described as follows. Let g denote the missing data indicator. If missingness
(equivalently in this example, coarseness) does not depend on the values of
x, then the data are called missing completely at random (MCAR).
f(g|x,γ) = f(g|γ), (6)
A less restrictive condition is called Missing at Random (MAR), deﬁned
when:
f(g|x,γ) = f(g|y,γ). (7)
In other words, data are MAR if the missing (coarse) data are unrelated to
the observed data y. Data are also MAR if the missing data are predictable
12from a set of fully observed covariates. The missing data process is called
not missing at random (NMAR) if the distribution of g depends on the
distribution of x.
A further condition that needs to be deﬁned before the relationship be-
tween missing and coarse data frameworks can be discussed interchangeably
is that of “ignorability”. Common to both MCAR and MAR conditions is
the assumption that the parameters that aﬀects the missingness (coarse-
ness) mechanism (γ), is unrelated to the parameters to be estimated (θ).
The missing data mechanism is ignorable if (a) the data are MAR, and (b)
the parameters (γ,θ) are distinct (Heitjan and Rubin, 1991).
3.2 Censored data as a type of coarsening
Let us now consider a type of coarsening characterised by censored data,
which describes the reporting options available to respondents when they
answer the income question in household surveys. There are two types of cen-
soring that must be modeled: (1) a combination of right- and left-censoring
that describes the bounded intervals into which a respondent’s income may
fall; and (2) right-censoring that reﬂects the open-ended interval available to
the highest income earners.






{xi}, if gi = 0
[yL ≤ xi < yU), if gi = 1
[yR ≤ xi < ∞), if gi = 2.
(8)
Here, gi takes on three values: when gi = 0, yi is declared free of any
coarsening and is hence equal to the single true value xi; when gi = 1, yi
has both right-censoring with lower bound deﬁned by yL and left-censoring
with upper bound deﬁned by yU, and xi is known to lie somewhere inside
this interval. Finally, when gi = 2, yi is right-censored with lower bound at
yR and plausible values of xi extending through to positive inﬁnity.
To demonstrate the condition of ignorability, we ﬁrst need to extend the
discussion above somewhat. First, following Heitjan (1994) we deﬁne a data
element h that deﬁnes what is known about g. Thus, h = h(x,h), where
g ∈ h ∈ 2Γ. Consequently, the observables in the model are y and h, and
these represent the underlying complete data x and g imperfectly (ibid, 702).
13Ignorability for coarse data can now be more precisely deﬁned.
Ignorability based on the likelihood function implies: (1) developing a
correct speciﬁcation of the likelihood given the postulated coarsening mech-
anism; (2) developing approximate speciﬁcation(s) of the likelihood(s); and
(3) considering explicit conditions under which inference from (2) is equiva-
lent to (1).


























f(x;θ) ˜ f(y,h|x)dx. (10)
Here, the incorrect likelihood that ignores the coarsening mechanism (LI)
omits (ignores) the factor f(g|x,γ) in the ﬁrst part of equation (9).
The coarsening mechanism is ignorable for likelihood and Bayesian in-
ference if inference for θ based on LI is equivalent to inference based on the
complete data likelihood Lc. The data are Coarsened at Random (CAR) if:
f(g|x,γ) = f(g|y,γ) (11)
In this formulation, CAR is equivalent to MAR (cf. equation (7)).
Conditions for ignoring the coarsening mechanism are said to be suﬃcient
when (a) the data are CAR, and (b) the parameters θ and γ are distinct
(Heitjan, 1997; Little and Rubin, 2002: 129).
A practical example of ignorability for interval data is assuming that
observations within the interval have an equal probability of being observed.
We could accomplish such an outcome by imposing the uniform distribution
across each interval (Heeringa, 1995). However, this does not make sense
14given our priors about the distribution of the log of income, which is usually
assumed to be normally distributed. In addition, ignorability for missing
data also has be to be evaluated. Below we develop a methodology that
deals with both types of coarsening.
3.3 Coarse income data
When applying the coarse data framework to a given problem, it is necessary
to understand how the types of coarsening aﬀect the distribution of inter-
est. In the discussion below, we accomplish this by identifying how interval
and missing data aﬀect development of a suitable likelihood function. A key
assumption in this discussion is that the natural logarithm of income ap-
proximates a normal distribution, and hence we develop likelihood functions
based speciﬁcally on Gaussian assumptions.
Taking the case of censored data ﬁrst, note that the intervals presented
to respondents deﬁnes the range of possible values that income may fall into;
in other words, the censored data deﬁnes the subregions of Ξ that restrict
the range of values of x. There is therefore no uncertainty in g, and thus
h = h(x,g) = g.
Since we know that a uniform distribution (and hence a CAR process)
within each interval is theoretically implausible given the assumption of the
normality of (log) income, we can instead impose a truncated normal distri-
bution over the intervals. This results in more appropriate curvature to the



































Here, the natural logarithm of income is modelled as a mixed continuous
and truncated normal distribution with parameters (θ,σ) and covariates z.
Φ is the standard normal cumulative distribution function, and the income
categories are denoted by j = 1,...,J. The lower and upper bounds of each
interval are denoted by the subscripts L and U, respectively.














[Φ(+∞) − Φ(−∞)]. (13)
However, this likelihood cannot directly solve the missing data problem be-
cause Φ(+∞) − Φ(−∞) = 1, and hence the second part would simply inte-
grate out of the likelihood. A more realistic treatment of missing data would
include the conditional distribution of the missing data given the observed
data and covariates, f(g|x,z), but this results in intractable maximisation
routines.
Consequently, multiple imputation of missing data must be performed us-
ing an appropriate algorithm. However, the ability to identify an appropriate
algorithm for imputation is fundamentally aﬀected by the determination of
whether coarse data are ignorable for the type of inference envisaged. Re-
member that ignorable coarsening for interval data is achieved by imposing
a uniform distribution on the intervals. By using the truncated normal dis-
tribution above, we are therefore making an assumption that the interval
data are non-CAR because the curvature within each interval implies that
each point is not equiprobable. However, we have not yet provided a solution
for non-CAR missing data. This is where a more formal ignorability test is
needed to help determine whether the missing data are CAR or not.
4 Ignorability determination for missing
income data
Ignorability determination is one of the most important parts of any investi-
gation of the response process that leads to missing or coarse data. However,
it is a condition frequently misunderstood and often overlooked in its entirety
when researchers seek to conduct imputation. Two, related tasks are needed
to make the determination: (1) an estimate of parameter distinctness be-
tween the coarse data model and the model to be estimated, and (2) a test
that the data are CAR.
16Ignorability in this context does not mean that the coarse data can be
ignored, but rather that the estimation methods and imputation algorithms
chosen do not need to explicitly incorporate a model of the response process.
Since a non-CAR solution has been identiﬁed for interval data in §3.3 above,
the problem reduces to ignorability determination for missing data. The
objective of this section is to develop a generalisable method for ignorability
determination that allows researchers to apply it to any missing income data
problem and conclude whether the data are CAR or not. Once this has
been established, suitable likelihood functions and imputation methods can
be developed and their use defended.
In order to understand whether the missing (equivalently in this case,
coarse) response process is systematically related to the model to be esti-
mated, we use a simultaneous equation system to evaluate the interactions,
represented as:
yi = ziθ + ǫ1i
riγ + ǫ2i > 0, (14)
where the ﬁrst equation is the model to be estimated and r is the vector of
predictors for the coarsening process, which is expected to have at least one
diﬀerent variable compared to the z vector in order to ensure identiﬁcation
of the model. Interactions between the parameters aﬀecting the coarsening
process and the observed data is through the errors,
ǫ1 ∼ N(0,σ)
ǫ2 ∼ N(0,1)
corr(ǫ1,ǫ2) = ρ. (15)
In order to declare the coarsening process ignorable, we need to (a) de-
termine whether there is parameter distinctness, and (b) test whether data
are CAR. An estimate of parameter distinctness can now be directly inferred
from the value of ρ. A test for CAR can be formulated as either (a) a likeli-
hood ratio test of LC(θ)/LI(θ) following Heitjan (1994); or (b) a Wald test
of independence between the outcome and selection equations.
17This methodology for ignorability determination is identical in form to
the parametric normal selection model, except that here we are only inter-
ested in rho. It is this parameter that provides information about the degree
of interaction between the coarse data model and the model to be estimated.
The fact that we are only interested in rho, rather than the coeﬃcients of
either model, renders speciﬁcation of the above system of equations impor-
tant. Hence the suite of literature devoted to model identiﬁcation of the
parametric normal selection model directly applies to this test.
Note that in addition to speciﬁcation issues, much debate surrounds the
suitability of the maximum likelihood Heckman selection model in applied
econometrics where the assumption of normality is diﬃcult to justify (see
Manski 1989; Heckman, 1990). However, in this application the natural
logarithm of income is assumed to follow a Gaussian distribution, hence the
maximum likelihood normal selection model is an appropriate choice.
So how, then, would we develop an estimation and imputation method
in the event that rho turns out to be non-ignorable for the subset of missing
data? Such a sample space for the income variable needs to allow for inter-
action between the distributions of the observed and coarse (including both
missing and interval) subsets, and may be formulated:
yi(xi,gi) =

    
    
(xi,gi), if gi = 0
[yLi ≤ xi ≤ yUi], if gi = 1
[yRi ≤ xi < ∞), if gi = 2
(Ξ,Γ) if gi = 3.
(16)
The resulting non-ignorable likelihood taking into account both non-CAR











































18In this formulation, missing data can be estimated directly through the like-
lihood function; consequently, the likelihood solution would be identical to
the imputation solution, with the exception of the added variance on pa-
rameter estimates introduced by imputing multiple times (see discussion
in §4.2 below). For the imputation solution, we have to estimate and im-
pute this function in two steps, where separate draws of θ are needed for
i ∈ gi = {1,2}, and i ∈ gi = {3}.
Ignorability can therefore be thought of as a property that permits the
researcher to not take explicit account of the underlying causes of the coars-
ening process. It is a condition that must be empirically determined, and
will therefore change depending on the dataset and subsample under consid-
eration.
4.1 Imputation for ignorable and non-ignorable coarsening
The essence of the imputation task is to draw plausible values of θ from
a properly speciﬁed conditional distribution. However, if we were to draw
single values for the coarse (censored and missing) data, we would system-
atically underestimate the variance associated with the procedure and over-
estimate the test statistics. This is true both for the censoring and the miss-
ing data. Consequently, multiple imputations of the coarse data are drawn
with suitable adjustments made to parameter estimates following Rubin’s
rules (see §4.2).
Once ignorability has been determined, appropriate imputation algo-
rithms must be developed based on whether data are CAR or not. It is
important to note that one of the advantages of thinking through the prob-
lem of coarse data in this way is that it becomes justiﬁable to use simple
multiple imputation algorithms if the missing data are ignorable. This is
perhaps the greatest strength of the method for it simpliﬁes the researcher’s
task. If the data are non-ignorable, then more complex algorithms similar
to that in equation 17 must be developed.
In the discussion below, we develop two imputation algorithms: one with
non-ignorable interval data but ignorable missing data, and one that assumes
non-ignorable interval and missing data. For the latter, it eﬀectively amounts
to imputing in a manner similar to that implied by the likelihood function
of equation 17.
For non-ignorable interval coarsening and ignorable missing data, the
19multiple imputation algorithm proceeds as follows:
1. Regress Y on covariates Z using an interval-censored regression proce-
dure, ensuring that only complete cases of the covariates are used in
the prediction equation;
2. For interval-censored data (including right-censored): draw values from
the truncated normal distribution given covariates and the speciﬁed
widths of the intervals;
3. For missing data: draw values from the continuous normal distribution
given covariates;
4. Repeat steps (1) to (3) M times to create M complete data imputa-
tions.
A few points in this algorithm need explanation. Given the fact that we
are drawing values for income only, this type of missing data problem is posed
as a monotonic coarsening mechanism. Therefore, the imputation algorithm
does not use a switching regression procedure such as the chained equation
approach made popular by Van Buuren, Boshuizen and Knook (1999), or the
sequential regression approach made popular by Raghunathan, Lepkowski,
Van Hoewyk and Solenberger (2001). Both of these approaches are more
appropriate when covariate missing data are imputed too (i.e. the pattern
of missing data is multivariate not monotonic), in which case they use the
switching regression procedure to draw imputed values for all variables with
missing data in one operation of the algorithm.
The algorithm used here is much simpler than the chained equation or
sequential regression approach in that it computes conditional draws of θ
from the prediction equation for income given covariates. The algorithm is
based on Royston’s (2004, 2005) adaptation of Van Buuren et al’s (1999)
approach to multiple imputation, but the speciﬁcation of the algorithm to
restrict it to the steps identiﬁed above is unique to this paper.
Theoretical justiﬁcation for using complete cases of covariates only in
the imputation algorithm is taken from Allison (2000), who notes that list-
wise deletion of missing covariates (as opposed to missing on the outcome
variable) is in fact the method that is most robust among a selection of im-
putation methods to departures from the MAR assumption in the covariate
20vector. Little (1992) also cautions against indiscriminate use of imputation
methods when there is nonresponse on explanatory variables.
By drawing from complete cases only, the algorithm eﬀectively performs
casewise deletion of missing observations among the covariates, an assump-
tion that retains more information than listwise deletion because it does not
delete entire units3.
The imputation algorithm for non-ignorable interval and missing data
diﬀers from the above steps in the following way.
1. Regress Y on covariates Z using an interval-censored regression proce-
dure, ensuring that only complete cases of the covariates are used in
the prediction equation;
2. For interval-censored data (including right-censored): draw values from
the truncated normal distribution given covariates;
3. For missing data: predict from the normal selection model that com-
bines the parameters that inﬂuence missing and observed income ob-
servations (i.e. draw values from the combined estimates of the ﬁrst
and fourth lines of equation (17)) for each m;
4. Repeat steps (1) to (3) M times to create M complete data imputa-
tions.
This algorithm is computed in parts, ﬁrstly using the same speciﬁcation
of Royston’s algorithm alluded to above for interval-censoring, and then run-
ning the normal selection model for missing data on each of the m datasets
created. Point estimates of parameters of interest are then calculated using
Rubin’s Rules (see the following section).
One of the few articles that deal with covariate selection explicitly in
the literature on missing data is Van Buuren et al (1999). Their recom-
mendations for the selection of covariates for multiple imputation are (ibid,
687):
3Note that while this action is justiﬁable on the aforementioned grounds, it eﬀectively
implies that we are throwing away information on the missing covariates rather than
imputing for them too. The relative costs and beneﬁts of these decisions in applied
research must be carefully weighed by the researcher.
21• Include all variables that appear in the complete data model, including
observed values of the dependent variable and the theoretical determi-
nants thereof;
• Include the variables that appear to determine missingness;
• Include variables that explain a considerable amount of the variance
of the target variable. Such predictors help to reduce the uncertainty
of the imputations;
• Remove those variables in the above two steps that have too many
missing values4 themselves within the subgroup of incomplete cases.
The ﬁnal step above is not followed in this analysis because of the casewise
deletion assumption.
4.2 Inference from multiply imputed data
Multiple imputation was ﬁrst suggested as a solution to missing data prob-
lems by Rubin (1976), and the rules for inference from multiply imputed
datasets has come to be known as Rubin’s Rules (see also Royston, 2004).
These essentially state that analyses of multiply imputed datasets should be
conducted based on standard complete-data techniques, but parameter esti-
mates must be combined across datasets. The equations below were used for
manually computing parameter estimates for the non-ignorable imputation
algorithm.
Let ˆ θm,Wm,m = 1,...,M be M complete-data estimates and their asso-
ciated variances for an estimated parameter θ. The ﬁrst order moment from







The variance of θ has both a within component and a between compo-







4“Too many” missing values are usually thought to be variables with more than ﬁfty
percent missing data (Van Buuren et al, 1999)






(ˆ θm − ¯ θM)2. (20)
Combining the within and between-components then leads to the formula
for total variance:




The reference distribution for conﬁdence intervals and signiﬁcance tests
is a t distribution,
(θ − ¯ θM)T
−1/2
M ∼ tν, (22)
with degrees of freedom,









We now have the tools to correctly account for coarse income data and
derive point estimates of univariate and multivariate parameters correctly.
5 Application to South African Microdata
In this section we discuss how to empirically determine ignorability given
an application of the methodology developed above to the South African
Labour Force Survey (2000-September). The variable of interest is labour
income for the sample of employed, economically active individuals (aged
16-64).
We want to determine whether income can be imputed using an ignorable
algorithm or a non-ignorable algorithm. The sequence of steps that must be
followed are:
1. Examine the relationship between the model of interest and the re-
sponse model. In this application, the model of interest is labour in-
come, and we want to impute income data using a conditional distri-
bution similar in speciﬁcation to a Mincerian earnings equation.
2. Apply the test for ignorability; i.e. determine (a) whether the data
23are CAR, and (b) whether there is parameter distinctness between the
response model and the model to be estimated.
3. On the basis of this test, decide whether an ignorable or non-ignorable
algorithm must be used (or some combination of the two).
4. Multiply impute the data and examine the resulting univariate and
multivariate distribution of labour income.
Below we separate the discussion into sections that deal with ignorability
and imputation, and into sections that deal with the resulting marginal and
conditional distributions of income post imputation.
5.1 Testing whether the coarsening mechanism is ignorable
This section seeks to test whether, in this application to South African data,
the coarse data are ignorable or not in order to guide the selection of an
imputation algorithm. The ﬁrst step in this process is to explore the de-
terminants of missingness, which informs the speciﬁcation of the selection
equation (the response model). The second step is to determine all of the
parameters necessary to conclude whether missing data are ignorable. This
is completed by running a maximum likelihood normal selection model with
an earnings function as the regression equation and the coarsening function
as the selection equation, and then computing values for ρ and the Wald test
of independent equations.
Remember that the main concern in any analysis of income is that the
coarse subset (interval and missing) systematically diﬀers from the point-
identiﬁed subset of observations. For interval-censored data, the fact that
we know the exact widths of the intervals (which implies that there is no
uncertainty in G because H = H(X,G) = G), and that f(Y |X,G) is a
degenerate distribution, it is not possible to consider values of X that lie
outside the interval the respondent reports (even if the respondent is a proxy
reporter).
Moreover, the assumption of CAR intervals is unreasonable on a-priori
grounds, since we know that a uniform distribution between the intervals
is simply inappropriate given the normality of log income. Consequently,
interval data are declared ex ante non-ignorable, and thus we impute using
the truncated normal distribution. Therefore, the test for ignorability in
24the coarsening mechanism reduces to a test for whether the missing data
are CAR. Note that following Rubin, Stern and Vehovar (1995), we set the
respondents who report that they “Don’t Know” their income to missing;
similarly so for those who “Refuse” to answer the income question.
In order to develop the ignorability model that will allow values for rho
and the Wald test of independent equations to be estimated, we need to
specify the response model and the model to be estimated. Since labour
income is our variable of interest, the outcome equation is speciﬁed as a
standard Mincerian earnings function.
Speciﬁcation of the (binary response) missing data model, however, is
tougher because the selection of the covariates is not trivial. We solve this
problem by using stepwise procedures since the objective is to maximise the
explanatory power of the response model. Stepwise procedures select among
potentially hundreds of covariates to yield a more parsimonious speciﬁcation
that meets some minimal signiﬁcance criteria.
The practical implementation of this may be summarised thus: following
Van Buuren et al (1999), a subset of explanatory variables from the total
dataset were selected from (a) the theoretical determinants of the variable of
interest (income), (b) variables that were thought to determine the response
process (e.g. proxy reporter, household size), and (c) additional individual
and household identifying factors that could explain a high percentage of the
variance of the target variable (e.g. number of income earners in the house-
hold)5. This resulted in over ﬁfty explanatory variables in the model. In
order to achieve a more parsimonious speciﬁcation of the selection equation,
we used stepwise regression procedures to reduce the number of covariates
down to those that best predicted missingness.
Results for the selection equation, where missingness is deﬁned as a bi-
nary variable and stepwise logistic regression procedures are employed to
select the covariates, are presented in Table 4.
<Insert Table 4 on page 42 about here>
Table 4 shows results for the stepwise procedure where covariates were
included in the model if their statistical signiﬁcance exceeded ninety-ﬁve
5In this analysis, the pseudo-R
2 matters because it partly determines how well we can
explain the coarsening model from extant data. Including only earnings function covariates
leads to a pseudo-R
2 of less than 0.09, whereas including response and additional covariates
increases it to just under 0.4.
25percent. The procedure was conducted using ﬁrst backward then forward
selection of covariates to check the consistency of the estimation strategy
(the two methods are known to sometimes produce diﬀerent results). In
the above case, both backward and forward selection methods produced an
identical set of covariates.
Determinants of missing income response include a range of respondent
identifying factors and a range of variables that describe the type of house-
hold the respondent lives in. The odds of a respondent reporting a missing
income value increase if they are male, white or coloured, are tertiary edu-
cated, have occupations as technologists, work in the mining, ﬁnance or other
industries, and live in the Free State or Northern Province. Respondents are
less likely to be missing if there are more income earners in the household,
if the respondent is the household head, if they are unionised, and if they
live in the North West, Kwazulu Nata (KZN), the Northern Province or the
Eastern Cape.
Given this response equation, we can now implement the test for ignor-
ability by using a normal selection model to generate estimates of rho and
the Wald test. The value for rho is 0.0829. The P-value of the Wald test is
0.2600, suggesting that the parameters aﬀecting coarseness are distinct from
the parameters of the income distribution, and that the missing data are
CAR. Therefore, it can be declared that the missing data in this application
to income in the LFS00 (September) are ignorable, and multiple imputation
can proceed based on the non-ignorable interval, ignorable missing imputa-
tion algorithm described in §4.1 above.
5.2 Distributions of imputed coarse income data
In this section we analyse the marginal distribution of multiply imputed in-
come data over ten imputed datasets. There is some debate in the literature
concerning the choice of the number of imputations, with Royston (2004)
suggesting a more conservative approach than the oft-cited rule-of-thumb of
three to ﬁve imputations for anything up to 30-50 percent missing data (cf.
Van Buuren et al, 1999).
In this example of coarse income data, analysed for the sample of em-
ployed (including self-employed) economically active individuals (16-64) us-
ing the LFS 2000 (September), the number of missing observations consti-
tutes less than three percent of the data (see Table 2 on page 40), while
26the number of censored observations constitutes just less than 10 percent of
the data. We create ten multiple imputations, and this turns out to be a
conservative choice.
<Insert Table 5 on page 43 about here>
Table 5 shows the distribution of imputed income over all ten imputed
datasets for a selection of quantiles, the mean, the poverty headcount (H0,
set arbitrarily at R800 per month in 2000 Rands), and the gini coeﬃcient.
The table presents data for all imputed datasets (m = 1,...,10), the mean
across all datasets (M), and the between-imputation standard deviation of
the parameter estimates. Within-m standard errors are not included in the
estimate of the standard deviation as the objective is simply to show the
performance of the imputation algorithm.
It is evident that there is very little diﬀerence between the imputed
datasets on all parameters investigated. The standard deviation is zero for
all parameters other than the tenth percentile (p10), the median (p50), the
mean, the poverty headcount and the gini coeﬃcient. This suggests that
the imputation algorithm introduced very little variation over the ten sets
of imputations, and it is likely that a smaller number of imputations would
have been suﬃcient (the convention of three to ﬁve being instructive in this
regard).
An important consideration though is the skewness of the distribution
of income, most notably visible by the diﬀerence between the ninetieth per-
centile and the maximum. The maximum was not imputed, evidenced by its
identical value across the imputations, which also suggests that much of the
explanation for the diﬀerences in the mean and the median is attributable
to right-skewed observations.
The poverty headcount is similar to within half a decimal place, and the
gini coeﬃcient displays very little variation too. This reiterates the ﬁnding
that fewer imputations would suﬃce, but there is no harm in conducting
more, since by doing so we would merely continue to reduce the between-
imputation variance, given the stability of the prediction equations in the
imputation algorithm and the formulaic implication of Rubin’s Rules where
degrees of freedom increase as M increases.
275.3 The marginal distribution of (imputed) income
Since imputation generates plausible draws of the coarse data, we can now
evaluate the marginal and conditional distributions of income. For the
marginal distribution, all values are transformed back to the original scale by
exponentiating the imputed and original values; for the conditional distribu-
tion, the values are kept in logarithmic form. In this way, univariate parame-
ters including quantiles, poverty headcounts and inequality measures can be
estimated and compared across a variety of diﬀerent imputation methods.
For the conditional distribution, Mincerian earnings equations are estimated
and compared across diﬀerent imputation methods.
Note, however, that diﬀerent imputation methods are used for compar-
ative purposes only. The test for ignorability has provided theoretical justi-
ﬁcation for the use of the non-ignorable interval, ignorable missing method,
and it is parameter estimates from this imputation method that should be
viewed as the correct treatment of the data.
Further insight concerning the implication of the imputation method for
parameter estimates can be gleaned from a comparison of the correct distri-
bution with alternative imputation methods. Table 6 presents the following
alternatives:
• No imputation income variable (treats missing data as missing com-
pletely at random (MCAR) and omits all interval data);
• CAR interval data and MCAR missing data (uniform imputation, miss-
ing omitted);
• CAR interval data and MCAR missing data (midpoint imputation,
missing omitted);
• Non-CAR interval data and CAR missing data (multiply imputed in-
come with truncated normality over the intervals and imputation across
the conditional income distribution for missing data). This is the cor-
rect distribution.
<Insert Table 6 on page 44 about here>
From Table 6 it is evident that there is considerable variation across the
diﬀerent methods on key parameters of interest. The similarity between the
28parameters of the multiply imputed income variable and the variable with no
imputation suggests that the missing data are very likely missing at random
– a ﬁnding that conﬁrms the test for ignorability conducted above.
However, there is considerable variation between the other variables.
Most notably, it is clear that the midpoint and uniform imputations of in-
come for the censored data produce diﬀerent results to the multiply imputed
data. This is particularly so for the mean, the poverty headcount and the
gini coeﬃcient. For the mean and the gini coeﬃcient – parameters that
can be considered summary statistics of the entire income distribution – the
very diﬀerent values between the imputation methods demonstrates that the
choice of imputation method matters, and can lead to large variation in pa-
rameter estimates. This reinforces the necessity of the test for ignorability,
which (a) bestows an important degree of theoretical justiﬁcation to the
choice of imputation method, and (b) by implication, allows the researcher
to determine the correct treatment of the data even if parameters are similar
in magnitude across alternative imputation methods.
Table 6 also shows that the maximum monthly income value is very high,
and possibly an outlier. In much of the work on South African household
survey data, researchers are often at pains to identify the risks associated
with outliers at the top end of the income distribution due to a suspected lack
of quality-control within the national statistics agency. This then prompts
one to ask the question: when are outliers an acceptable feature of the South
African income distribution and when are they an artifact of poor survey
quality control?
In an important contribution to the debate at a more general level,
Bollinger and Chandra (2005) caution researchers against arbitrary “trim-
ming” and “winsorizing” of survey data in the hope that it better approxi-
mates a more valid distribution of the underlying construct. They note that
arbitrarily trimming distributions at a given value or quantile introduces
very stringent assumptions about the measurement error process underlying
the data. Given South Africa’s known skewness in the income distribution
(being one of the most unequal societies in the world), this advice should
resonate rather profoundly through the domestic research community, com-
pelling researchers to be more rigorous in their approach to this matter.
So, how can we approach the question of such large income values in
the distribution of labour income? One of the methods is to employ mul-
29tivariate methods of outlier detection. We use Hadi’s (1992, 1994) outlier
detection method as an example. Hadi (1992) oﬀers an improved method
for the identiﬁcation of outliers compared to univariate methods (such as the
Mahalanobis distance measure). The algorithm is based on ﬁve steps that
iteratively order and cycle through the observations in order to calculate
a distance measure based on the conditional distribution of the variable of
interest and the covariance matrix (Hadi, 1994). From this process, outliers
are identiﬁed.
We can then investigate the determinants of outliers. In the analysis be-
low, a logistic regression is conducted where the dependent variable takes on
the value one for outliers identiﬁed by the Hadi (1994) method. The covari-
ates are the selection of earnings function covariates. Variables that predict
either failure or success perfectly are dropped from the logistic regression
output, but reported in the discussion.
<Insert Table 7 on page 45 about here>
Table 7 shows that variables that predict failure perfectly, in other words
variables that do not have any outliers, include: other race, white, other oc-
cupation, construction industry, other industry, and the transport industry.
Only one variable predicts success perfectly: self-employed. Observations for
these variables are dropped from the logistic regression reducing the overall
sample size and consequently not reported in the table.
The odds of being an outlier are reduced if the person is employed in the
formal sector or in a skilled agricultural occupation. The odds of being an
outlier are increased if the person has experience in their job, if they work
in the electricity or ﬁnance industries, or if they live in Gauteng, Kwazulu
Natal, Mpumalanga, the Northern Cape or the Northern Province. Eﬀect
size of the coeﬃcients are interpreted relative to base categories, so relative
to the Western Cape, the odds of being an outlier are twenty times higher if
you live in the Northern Cape, eleven times higher in the Northern Province,
and nearly eight times higher if respondents live in Gauteng or Mpumalanga.
Taken in combination with the variables that predict either success or
failure to be an outlier perfectly, the following conclusions can be drawn:
(a) the likelihood of being an outlier is never aﬀected by the wealthiest
population group in SA, namely white people; (b) self-employed individuals
are always outliers, likely due to the reporting of several diﬀerent forms
30of income in their responses; (c) the transport and construction industries,
likely more working-class industrial sectors, have no outliers while the ﬁnance
and electricity industries have a higher probability of containing outliers
compared to manufacturing; and (d) living in the Northern Cape or the
Northern Province, two of SA’s poorer provinces, increases the probability
of being an outlier.
Therefore, the people who are most likely to be outliers are historically
disadvantaged population groups, self-employed or working in the ﬁnance
and electricity sectors, and living in provinces other than the most wealthy
in South Africa. It is very diﬃcult to justify that these observations should
be omitted from the income distribution by arbitrary trimming because these
are precisely the kind of individuals that have disproportionately gained after
the transition to democracy in South Africa.
To demonstrate the eﬀect of omitting the outliers, Table 8 compares the
income distribution with and without them.
<Insert Table 8 on page 46 about here>
As expected, we can now clearly see a change in the location parameter af-
fected by the omission of the outliers. All quantiles other than the ninetieth
and the maximum are identical. The poverty headcount diﬀers at the sec-
ond decimal place, suggesting the prediction of at least one outlier to have
reported an income lower than their conditional distribution predicted they
should have (calculated by the Hadi (1994) distance measure). The maxi-
mum income value reported once all outliers are omitted is still high at over
R2.4 million per month. The reduction in the gini coeﬃcient from 0.75 to
0.60 demonstrates the magnitude of the omission for inequality estimates.
So what does this mean for missing data? The greatest risk with any
arbitrary trimming of the income distribution is that you would omit from
the distribution precisely those who are more likely to report a missing value.
In other words, your outliers may be highly correlated with your missing
values. If this was the case, and multiple imputation was performed on
the data after outliers were omitted, you would be more likely to impute
values closer to the (conditional) mean of the distribution – an undesirable
outcome. Take the example discussed above. It is almost certain that White
people are among the highest income earners in the distribution, yet not
one white person was identiﬁed as an outlier using the Hadi (1994) method.
31Consequently, arbitrary trimming of the income distribution would throw
out many of these observations, which are precisely the kind of observations
we want to keep in the dataset to improve the performance of the prediction
equations in the imputation algorithm.
5.4 The conditional distribution of imputed income
In the previous section it was demonstrated that the choice of imputation
method matters and the treatment of outliers matters for estimates of param-
eters from the marginal distribution of (coarse) income. Despite the various
imputation methods, the test for ignorability conﬁrmed that the missing data
were CAR, and therefore the correct distribution was the multiply imputed
income variable. This is the importance of ignorability determination: it
provides theoretical justiﬁcation to the choice of imputation method and the
resulting distribution.
In this section we evaluate the implications of the imputation method for
the conditional distribution of income by focussing on Mincerian earnings
functions. We already know that the correct distribution is generated by
the non-ignorable interval coarsening, ignorable missing coarsening multiple
imputation algorithm. Consequently we are only interested in evaluating the
degree to which alternative imputation choices lead to divergent inferences.
Table 9 shows the results of earnings functions with alternative treat-
ments of the coarse data. Comparisons are made between identical income
variables discussed in §5.3, with the addition of a non-ignorable coarsening,
non-ignorable missing income variable that has been multiply imputed using
the algorithm in §4.1. The latter is imputing based on the assumption of
Non-CAR interval data and Non-CAR missing data (NCAR multiply im-
puted income, with truncated normality over the intervals and the normal
selection model imputing for the missing data).
Earnings functions for the income distribution with no imputation and
single imputation methods are estimated using linear regression models tak-
ing design features of the survey into account (including stratiﬁcation, pri-
mary sampling units and weights). Earnings functions for the multiply im-
puted income distributions are estimated using linear regression models with
Rubin’s Rules and adjusted for survey design.
<Insert Table 9 on page 47 about here>
32Table 9 shows selected coeﬃcients for conditional distributions of the ﬁve
income variables of interest. The full set of coeﬃcients and standard errors
are provided in the Appendix (Tables 10 and 11). Evident from the table is
that it is not clear that we could reject equality of the diﬀerent coeﬃcients
across the imputed variables, even though results from the midpoint impu-
tation method seems to diﬀer most. It is also not possible to test whether
certain coeﬃcients are statistically diﬀerent across two imputation methods
when they are both statistically diﬀerent from zero.
The reason for the similarities between the distributions is likely at-
tributable to the small percentage of missing data (<3%) and the reason-
ably small percentage of interval data (<10% - see Table 2 on page 40).
Consequently, an incorrect CAR assumption for the intervals may gener-
ate empirically similar estimates for a conditional distribution compared to
a correct non-CAR assumption for the intervals, when the sample size of
the point-identiﬁed subset is large in proportion to the interval-identiﬁed
and missing subsets. Therefore, sample size considerations can ‘drown out’
incorrect imputation choices.
Herein lies the importance of the method for ignorability determination.
Without it, there is very little researchers can do to justify their choice
of imputation method and defend their results. Depending on the dataset
under investigation and the subsample of interest, the empirical implications
of incorrect model selection are diﬃcult to predict. This is precisely why
ignorability tests are so important.
6 Conclusion
This paper developed an application of the coarse data framework for labour
income in household surveys in which income is recorded as a point-identiﬁed,
interval-identiﬁed or missing value. This common data structure has non-
trivial implications for both estimation and inference on univariate and mul-
tivariate parameters of the income distribution. For many years, this data
structure also confounded researchers, who formulated a variety of ad-hoc
methods to deal with the problem.
Since the income variable in household surveys is designed to minimise
item nonresponse, it leads to a coarse, partially identiﬁed probability dis-
tribution. This implies that methods have to be developed to attenuate
33the identiﬁcation problem. The coarse data framework can be viewed as a
generalisable parametric solution, where one of its most important advan-
tages is the derivation of suﬃcient conditions for ignorability determination.
However, it is incumbent upon researchers to develop suitable tests for ig-
norability given particular applications of the framework.
The test for ignorability developed in this paper can be applied to (log)
income data when the assumption of normality is plausible. To reiterate,
ignorability does not mean that the coarse data itself can be ignored, but
rather that inference based on a likelihood (or imputation algorithm) that
does not account for the coarsening process is equivalent to inference based
on a likelihood (or imputation algorithm) that properly accounts for it. Ig-
norability can be said to have been determined when the coarse data are
found to be CAR, and when there is parameter distinctness between the
response model and the model to be estimated.
For interval-identiﬁed data, the assumption of a CAR distribution within
each interval was deemed unreasonable on a-priori grounds, since it implies
that each point within the interval would be observed with equal probability.
Rather, methods for distributing observations within the interval were devel-
oped using a truncated normal distribution, in keeping with the parametric
assumptions of the distribution of the log of income. Note that imputed in-
terval data were restricted to the bounds of the interval rather than allowed
to extend beyond them, a requirement mandated by the particular type of
coarsening that interval-identiﬁed data pose.
For missing data, however, formal tests for parameter distinctness and
CAR had to be developed because the range of plausible values extends
throughout the sample space of income. Here, a simultaneous equation sys-
tem was used that estimated the interaction between the missing response
model and the outcome model. The interaction between these two was esti-
mated by the parameter rho, and a Wald test of independent equations was
used to estimate its signiﬁcance. This allowed us to deduce whether the data
were ignorable or not.
For the application to South African microdata, one of the more sur-
prising ﬁndings was that the missing data were ignorable for the sample of
employed, economically active individuals. This was very likely due to the
small percentage of missing observations and the subsample investigated,
which meant that we were observing labour income only. However, the
34methodology can easily be extended to investigate income for all individu-
als in the survey. The only diﬀerence would be that one would need to be
very careful with the speciﬁcation of the earnings equation and the miss-
ing data selection equation, since in this instance the sample would include
the unemployed, the non-working economically active, and the working and
non-working economically inactive. However, using the tools developed in
this paper, such as employing stepwise regression carefully to the problem,
it is possible to derive (a) parsimonious prediction equations for both the
outcome and selection models that allow ignorability to be tested, and (b)
theoretically feasible algorithms for multiple imputation.
The generalisability of the coarse data framework and the test for ignora-
bility for income data implies that they can be used with any income variable
in any sample survey. All that is required is that the coarse data framework
be adapted to account for each income instrument under consideration, that
the ignorability test be applied, and that appropriate multiple imputation
algorithms be developed. This makes it ideal for cross-country comparisons
of parameters of the income distribution, such as tracking progress towards
the ﬁrst Millennium Development Goal of halving the proportion of people
living on US$1 per day by 2015 (with suitable adjustments for purchasing
power parity of course).
Finally, it should be noted that the primary limitation with the method-
ology proposed in this paper is that it is dependent on the assumption of the
normality of the log of income. However, this need not pose binding con-
straints on researchers interested in relaxing this assumption. After all, much
work has been conducted on semi-parametric and non-parametric estimation
methods for selection models. This implies that the test for ignorability can
be suitably extended to the non-parametric case. Imputation algorithms
may be tougher to formulate, though developments in Monte Carlo Markov
Chain models and Bayesian imputation methods mitigate this conclusion.
Lastly, the work on partial identiﬁcation of probability distributions (associ-
ated with Charles Manski) proﬀers the estimation of bounds as a solution to
similar problems investigated in this paper. This constitutes fertile ground
for future research in this ﬁeld.
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38Tables used in text
Table 1: Features of the Income Question in the LFS
Labour Force Survey - 2000 September
Survey Mode Personal interview
Recall Period Weekly, monthly or annually
Anchoring Cues Main activities in last 7 days
Tax Status Before tax
Components Salary, overtime, allowances, bonuses
Seasonal Adjustment No, unless annual (in which case it is implicit)
39Table 2: Distribution of Observations across Response Type
Observation Type Number of Observations Percent of Observations
Zero obs - point identiﬁed 6 0.02
Zero obs - interval identiﬁed 80 0.32
Non-zero point identiﬁed 21,624 87.07
Non-zero interval identiﬁed 2,391 9.63




40Table 3: Distribution of Observations Within Each Interval
Interval Range Point-Identiﬁed Interval-Identiﬁed Total
0 6 80 86
Percent 6.98 93.02 100
R1-200 1,558 138 1,696
Percent 91.86 8.14 100
R201-500 4,350 254 4,604
Percent 94.48 5.52 100
R501-1000 4,558 249 4,807
Percent 94.82 5.18 100
R1001-1500 2,809 291 3,100
Percent 90.61 9.39 100
R1501-2500 3,547 386 3,933
Percent 90.19 9.81 100
R2501-3500 1,592 220 1,812
Percent 87.86 12.14 100
R3501-4500 953 207 1,160
Percent 82.16 17.84 100
R4501-6000 997 217 1,214
Percent 82.13 17.87 100
R6001-8000 573 140 713
Percent 80.36 19.64 100
R8001-110000 332 126 458
Percent 72.49 27.51 100
R11001-16000 181 75 256
Percent 70.7 29.3 100
R16001-30000 127 68 195
Percent 65.13 34.87 100
>R30000 47 20 67
Percent 70.15 29.85 100
Total 21,630 2,471 24,101
Percent 89.75 10.25 100
41Table 4: Stepwise Regression of Response Type (Missing cf. Observed In-
come) on Covariates
Covariates Odds Ratio Std. Error z-Value P > z
# Inc. Earn 0.026 *** 0.0089 -10.67 0.000
# EAP 1.274 *** 0.0512 6.01 0.000
HH. Head 0.280 *** 0.0314 -11.35 0.000
Male 1.671 *** 0.1938 4.43 0.000
White 3.227 *** 0.7247 5.22 0.000
Coloured 1.481 * 0.2965 1.96 0.050
Tertiary 2.116 ** 0.5474 2.90 0.004
Technologist 1.622 ** 0.2922 2.69 0.007
Union 0.752 * 0.0891 -2.41 0.016
Mining 1.400 * 0.2400 1.96 0.050
Finance 1.795 ** 0.3845 2.73 0.006
Other Ind. 3.129 * 1.6315 2.19 0.029
Free State 1.789 *** 0.2746 3.79 0.000
North West 0.512 * 0.1381 -2.48 0.013
KZN 0.199 *** 0.0755 -4.25 0.000
North.Prov 1.577 ** 0.2568 2.80 0.005
East.Cape 0.399 *** 0.1102 -3.33 0.001
PSU 0.999 * 0.0007 -2.14 0.032
N=17,426; Pseudo R
2=0.3668
Signiﬁcance indicated by: * = 5%, ** = 1%, *** = 0.1%
Reference Group: African, no education, artisan, manufacturing, Western Cape
42Table 5: Parameter Estimates of Multiply Imputed Monthly Income Across
Imputations (M=10)
Imputation No. min p10 p25 p50 mean
m1 0 260 500 1,195 3,635
m2 0 260 500 1,175 3,622
m3 0 260 500 1,200 3,626
m4 0 260 500 1,187 3,623
m5 0 258 500 1,195 3,628
m6 0 260 500 1,173 3,626
m7 0 259 500 1,195 3,627
m8 0 260 500 1,174 3,626
m9 0 256 500 1,195 3,629
m10 0 260 500 1,190 3,623
M Mean 0 259 500 1,188 3,627
M St.Dev 0.00 1.20 0.00 10.17 3.91
Imputation No. p75 p90 max H0 (%) Gini
m1 2,500 5,000 4,726,242 37.38 0.7473
m2 2,500 5,000 4,726,242 37.47 0.7467
m3 2,500 5,000 4,726,242 37.38 0.7466
m4 2,500 5,000 4,726,242 37.40 0.7466
m5 2,500 5,000 4,726,242 37.45 0.7469
m6 2,500 5,000 4,726,242 37.43 0.7468
m7 2,500 5,000 4,726,242 37.43 0.7469
m8 2,500 5,000 4,726,242 37.44 0.7468
m9 2,500 5,000 4,726,242 37.44 0.7469
m10 2,500 5,000 4,726,242 37.44 0.7469
M Mean 2,500 5,000 4,726,242 37.43 0.7468
M St.Dev 0.00 0.00 0.00 0.0284 0.0002
N=23,799 of 24,834
43Table 6: Univariate Parameters of the Income Distribution with Alternative
Imputation Methods
Paramaters No Imputn. Midpt Y Uniform Y Mean MI Y*
min 0 0 0 0
p10 260 250 250 259
p25 500 450 500 500
p50 1,086 1,000 1,200 1,188
mean 3,631 5,280 5,285 3,627
p75 2,400 2,173 2,500 2,500
p90 4,780 4,500 5,000 5,000
max 4,726,243 4,726,243 4,726,243 4,726,242
H0 (%) 38.62 43.14 37.28 37.43
Gini 0.7592 0.8488 0.8244 0.7468
N 21,637 24,101 24,101 23,799
Mean for all imputations (M=10)
44Table 7: Logistic Regression of Outliers cf. Non-outliers
Covariate Coeﬃcient Z-value Covariate Coeﬃcient Z-value
(Odds Ratio) (Odds Ratio)
Coloured 2.091 1.15 Professional 2.071 0.68
Indian 0.466 -0.87 Sales 0.293 -1.46
Age 0.994 -0.21 Skilled Ag. 0.150 ** -2.98
Experience 1.119 *** 5.19 Technologist 0.257 -1.64
Primary 1.326 0.66 Agriculture 2.870 1.36
Secondary 0.922 -0.11 Domestic Wk 5.056 1.84
Further 2.328 1.01 Electricity 7.667 ** 2.91
Tertiary 1.150 0.13 Finance 5.838 * 2.24
Formal 0.326 * -2.2 Mining 0.701 -0.41
Male 2.416 1.85 Retail 3.174 1.51
HH Head 0.439 -1.56 Social.Serv. 1.773 0.74
Married 0.780 -0.61 East.Cape 3.223 1.26
Union 1.775 1.01 Free State 3.479 1.29
Hours 0.993 -0.51 Gauteng 7.818 * 2.46
Urban 1.609 0.78 KZN 4.500 * 2.01
Clerk 0.384 -1.38 Mpumalanga 7.658 * 2.37
Domestic 0.267 -1.73 North.Cape 20.350 *** 4.73
Elementary 0.670 -0.58 North.Prov 11.461 ** 3.23
Manager 0.913 -0.07 North West 5.445 1.92
Operator 0.700 -0.51
N=13,736; # Outliers=493; Pseudo R2=0.2209
Signiﬁcance indicated by: * = 5%, ** = 1%, *** = 0.1%
Reference Group: African, no education, artisan, manufacturing, Western Cape
45Table 8: Comparison of Marginal Distributions of Income With Outliers and
Without












46Table 9: Mincerian Earnings Functions with Diﬀerent Imputations of In-
come: Selected Variables
M.I. No Midpoint Uniform NCAR M.I.
Covariate Income Imputation Imputation Imputation Income
(1) (2) (3) (4) (5)
White 0.6587 *** 0.6583 *** 0.4544 *** 0.6733 *** 0.6614 ***
( 0.0372 ) ( 0.0369 ) ( 0.0549 ) ( 0.0370 ) ( 0.0372 )
Coloured 0.2500 *** 0.2556 *** 0.1280 ** 0.2214 *** 0.2494 ***
( 0.0318 ) ( 0.0338 ) ( 0.0471 ) ( 0.0360 ) ( 0.0319 )
Indian 0.3247 *** 0.3343 *** 0.3469 *** 0.3152 *** 0.3210 ***
( 0.0395 ) ( 0.0408 ) ( 0.0488 ) ( 0.0392 ) ( 0.0395 )
Other Race 0.2485 0.1691 0.1724 0.2197 0.2474
( 0.1507 ) ( 0.1642 ) ( 0.1721 ) ( 0.1535 ) ( 0.1531 )
Male 0.1768 *** 0.1578 *** 0.1576 *** 0.1840 *** 0.1791 ***
( 0.0212 ) ( 0.0194 ) ( 0.0281 ) ( 0.0223 ) ( 0.0213 )
Household Head 0.1870 *** 0.1827 *** 0.2163 *** 0.1961 *** 0.1849 ***
( 0.0192 ) ( 0.0181 ) ( 0.0250 ) ( 0.0208 ) ( 0.0192 )
Married 0.0991 *** 0.0809 *** 0.1330 *** 0.1050 *** 0.0984 ***
( 0.0193 ) ( 0.0183 ) ( 0.0277 ) ( 0.0204 ) ( 0.0192 )
Age 0.0246 *** 0.0277 *** 0.0200 ** 0.0267 *** 0.0252 **
( 0.0054 ) ( 0.0054 ) ( 0.0067 ) ( 0.0055 ) ( 0.0054 )
Age Squared -0.0003 *** -0.0003 *** -0.0002 ** -0.0003 *** -0.0003 **
( 0.0001 ) ( 0.0001 ) ( 0.0001 ) ( 0.0001 ) ( 0.0001 )
Experience 0.0371 *** 0.0353 *** 0.0337 *** 0.0363 *** 0.0372 ***
( 0.0030 ) ( 0.0029 ) ( 0.0040 ) ( 0.0031 ) ( 0.0030 )
Experience Sq. -0.0007 *** -0.0007 *** -0.0006 *** -0.0007 *** -0.0007 ***
( 0.0001 ) ( 0.0001 ) ( 0.0001 ) ( 0.0001 ) ( 0.0001 )
Primary 0.1183 *** 0.1233 *** 0.1304 *** 0.1177 *** 0.1191 **
( 0.0285 ) ( 0.0287 ) ( 0.0294 ) ( 0.0291 ) ( 0.0286 )
Secondary 0.3714 *** 0.3643 *** 0.3541 *** 0.3676 *** 0.3715 ***
( 0.0284 ) ( 0.0288 ) ( 0.0301 ) ( 0.0292 ) ( 0.0285 )
Further 0.7738 *** 0.7311 *** 0.7239 *** 0.7765 *** 0.7728 ***
( 0.0490 ) ( 0.0528 ) ( 0.0565 ) ( 0.0509 ) ( 0.0490 )
Tertiary 0.9161 *** 0.8916 *** 0.8664 *** 0.9582 *** 0.9173 ***
( 0.0673 ) ( 0.0744 ) ( 0.0977 ) ( 0.0767 ) ( 0.0682 )
Formal 0.3661 *** 0.3547 *** 0.3487 *** 0.3696 *** 0.3668 ***
( 0.0271 ) ( 0.0273 ) ( 0.0286 ) ( 0.0276 ) ( 0.0272 )
Union 0.2760 *** 0.2914 *** 0.2266 *** 0.2705 *** 0.2751 ***
( 0.0227 ) ( 0.0218 ) ( 0.0318 ) ( 0.0226 ) ( 0.0228 )
Hours 0.0044 *** 0.0043 *** 0.0043 *** 0.0048 *** 0.0044 ***
( 0.0008 ) ( 0.0007 ) ( 0.0010 ) ( 0.0009 ) ( 0.0008 )
N 19312 17214 18907 18907 19342
Signiﬁcance indicated by: * = 5%, ** = 1%, *** = 0.1%
Reference Group: African, no education, artisan, manufacturing, Western Cape
47Appendix
Table 10: Earnings Function Coeﬃcients with Diﬀerent Imputations of In-
come (Dependent Variables)
CAR M.I. No Midpoint Uniform NCAR M.I.
Covariate Income Imputation Imputation Imputation Income
(1) (2) (3) (4) (5)
White 0.6587 *** 0.6583 *** 0.4544 *** 0.6733 *** 0.6614 ***
Coloured 0.2500 *** 0.2556 *** 0.1280 ** 0.2214 *** 0.2494 ***
Indian 0.3247 *** 0.3343 *** 0.3469 *** 0.3152 *** 0.3210 ***
Other Race 0.2485 0.1691 0.1724 0.2197 0.2474
Male 0.1768 *** 0.1578 *** 0.1576 *** 0.1840 *** 0.1791 ***
Household Head 0.1870 *** 0.1827 *** 0.2163 *** 0.1961 *** 0.1849 ***
Married 0.0991 *** 0.0809 *** 0.1330 *** 0.1050 *** 0.0984 ***
Age 0.0246 *** 0.0277 *** 0.0200 ** 0.0267 *** 0.0252 **
Age Squared -0.0003 *** -0.0003 *** -0.0002 ** -0.0003 *** -0.0003 **
Experience 0.0371 *** 0.0353 *** 0.0337 *** 0.0363 *** 0.0372 ***
Experience Sq. -0.0007 *** -0.0007 *** -0.0006 *** -0.0007 *** -0.0007 ***
Primary 0.1183 *** 0.1233 *** 0.1304 *** 0.1177 *** 0.1191 **
Secondary 0.3714 *** 0.3643 *** 0.3541 *** 0.3676 *** 0.3715 ***
Further 0.7738 *** 0.7311 *** 0.7239 *** 0.7765 *** 0.7728 ***
Tertiary 0.9161 *** 0.8916 *** 0.8664 *** 0.9582 *** 0.9173 ***
Formal 0.3661 *** 0.3547 *** 0.3487 *** 0.3696 *** 0.3668 ***
Union 0.2760 *** 0.2914 *** 0.2266 *** 0.2705 *** 0.2751 ***
Hours 0.0044 *** 0.0043 *** 0.0043 *** 0.0048 *** 0.0044 ***
Clerk 0.1637 *** 0.1513 *** 0.1164 ** 0.1649 *** 0.1620 **
Domestic Worker -0.0875 -0.1066 -0.0482 -0.0754 -0.0864
Elementary -0.1841 *** -0.1873 *** -0.1556 *** -0.1768 *** -0.1833 ***
Manager 0.6461 *** 0.6376 *** 0.5799 *** 0.6982 *** 0.6463 ***
Operator -0.0161 -0.0163 -0.0056 -0.0164 -0.0169
Other Occ. 0.0571 0.0329 0.1475 0.0650 0.0573
Professional 0.4627 *** 0.4661 *** 0.3532 ** 0.4962 *** 0.4625 ***
Sales -0.0922 ** -0.0962 ** -0.0718 -0.0904 * -0.0915 *
Skilled Agric. -0.2330 *** -0.2291 *** -0.2066 ** -0.2291 *** -0.2342 **
Technician 0.3081 *** 0.3019 *** 0.2947 *** 0.3044 *** 0.3095 ***
Agriculture -0.4995 *** -0.4895 *** -0.4652 *** -0.5155 *** -0.5022 ***
Construction -0.0634 -0.0612 -0.0657 -0.0797 * -0.0649
Domestic -0.4294 *** -0.4229 *** -0.4410 *** -0.4370 *** -0.4311 ***
Electricity 0.3658 *** 0.3907 *** 0.4016 *** 0.3522 *** 0.3657 ***
Finance 0.1709 *** 0.1649 *** 0.1633 * 0.1959 *** 0.1701 **
Mining 0.1673 *** 0.1815 *** 0.2140 *** 0.1591 *** 0.1689 **
Other Ind. 0.1639 * 0.1532 -0.0460 0.1430 0.1582
Retail -0.1021 *** -0.0931 ** -0.1012 ** -0.1153 *** -0.1039 **
Social Services 0.0642 * 0.1157 *** 0.0259 0.0460 0.0638
Transport 0.1109 *** 0.1317 *** 0.0683 0.1005 ** 0.1116 **
Urban 0.2219 *** 0.2097 *** 0.1844 *** 0.2219 *** 0.2219 ***
Eastern Cape -0.2456 *** -0.2707 *** -0.3775 *** -0.2849 *** -0.2466 ***
Free State -0.4200 *** -0.4302 *** -0.4667 *** -0.4632 *** -0.4139 ***
Gauteng 0.0297 0.0421 -0.0028 -0.0162 0.0302
Kwazulu Natal -0.0671 -0.0691 -0.0732 -0.1111 * -0.0695
Mpumalanga -0.0779 -0.0752 -0.0726 -0.1232 * -0.0767
Northern Cape -0.2725 *** -0.2869 *** -0.3035 *** -0.3102 *** -0.2710 ***
Northern Province -0.2396 *** -0.2307 *** -0.3090 *** -0.2806 *** -0.2365 ***
North West -0.0463 -0.0490 -0.0514 -0.0857 -0.0469
Constant 5.2065 *** 5.1894 *** 5.3011 *** 5.1876 *** 5.1982 ***
N 19312 17214 18907 18907 19342
Signiﬁcance indicated by: * = 5%, ** = 1%, *** = 0.1%
Reference Group: African, no education, artisan, manufacturing, Western Cape
48Table 11: Earnings Function Standard Errors with Diﬀerent Imputations of
Income (Dependent Variables)
M.I. No Midpoint Uniform NCAR M.I.
Covariate Income Imputation Imputation Imputation Income
(1) (2) (3) (4) (5)
White 0.03717 0.03687 0.05486 0.03703 0.0372
Coloured 0.03182 0.03378 0.04714 0.03597 0.0319
Indian 0.03955 0.04077 0.04882 0.03920 0.0395
Other Race 0.15070 0.16417 0.17214 0.15352 0.1531
Male 0.02123 0.01936 0.02813 0.02231 0.0213
Household Head 0.01918 0.01806 0.02502 0.02077 0.0192
Married 0.01927 0.01831 0.02768 0.02037 0.0192
Age 0.00539 0.00536 0.00669 0.00551 0.0054
Age Squared 0.00007 0.00007 0.00008 0.00007 0.0001
Experience 0.00303 0.00289 0.00405 0.00307 0.0030
Experience Sq. 0.00009 0.00009 0.00011 0.00009 0.0001
Primary 0.02850 0.02874 0.02939 0.02909 0.0286
Secondary 0.02838 0.02880 0.03007 0.02921 0.0285
Further 0.04903 0.05283 0.05650 0.05088 0.0490
Tertiary 0.06732 0.07442 0.09766 0.07670 0.0682
Formal 0.02708 0.02725 0.02855 0.02764 0.0272
Union 0.02275 0.02183 0.03181 0.02256 0.0228
Hours 0.00075 0.00068 0.00098 0.00091 0.0008
Clerk 0.03959 0.04202 0.04466 0.03995 0.0397
Domestic Worker 0.06643 0.06677 0.07335 0.06726 0.0665
Elementary 0.02792 0.02856 0.03070 0.02817 0.0279
Manager 0.05633 0.06259 0.08935 0.06551 0.0566
Operator 0.02977 0.03089 0.03218 0.02980 0.0298
Other Occ. 0.13700 0.14997 0.16460 0.14094 0.1360
Professional 0.07037 0.07078 0.11628 0.08893 0.0707
Sales 0.03513 0.03469 0.03972 0.03578 0.0352
Skilled Agric. 0.06049 0.06032 0.06676 0.06049 0.0605
Technician 0.04458 0.04756 0.05345 0.04515 0.0446
Agriculture 0.03461 0.03410 0.04035 0.03605 0.0347
Construction 0.03710 0.03674 0.04115 0.03775 0.0368
Domestic 0.06507 0.06451 0.07215 0.06615 0.0653
Electricity 0.07187 0.07726 0.07955 0.07303 0.0717
Finance 0.04245 0.04494 0.06425 0.05418 0.0427
Mining 0.04478 0.04668 0.04831 0.04604 0.0455
Other Ind. 0.08053 0.08666 0.14173 0.08401 0.0827
Retail 0.02763 0.02890 0.03193 0.02847 0.0276
Social Services 0.03152 0.03145 0.04066 0.03418 0.0316
Transport 0.03263 0.03536 0.04445 0.03339 0.0325
U rban 0.02127 0.02069 0.02507 0.02145 0.0213
Eastern Cape 0.03955 0.04462 0.06365 0.04512 0.0395
Free State 0.04571 0.04746 0.06882 0.05292 0.0464
Gauteng 0.03910 0.04146 0.06872 0.05010 0.0392
Kwazulu Natal 0.03842 0.04195 0.06259 0.04648 0.0382
Mpumalanga 0.04231 0.04578 0.06432 0.04958 0.0425
Northern Cape 0.04694 0.04920 0.05791 0.05038 0.0475
Northern Province 0.04481 0.04694 0.06774 0.05259 0.0456
North West 0.04258 0.04641 0.06322 0.04915 0.0423
Constant 0.12346 0.12114 0.15505 0.12695 0.1245
N 19312 17214 18907 18907 19342
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