In automated visual surface inspection based on statistical pattern recognition, the collection of training material for setting up the classifier may appear to be difficult. Getting a representative set of labelled training samples requires scanning through large amounts of image material by the training personnel, which is an error prone and laborious task. Problems are further caused by the variations of the inspected materials and imaging conditions, especially with color imaging. Approaches based on adaptive defect detection and robust features may appear inapplicable because of losing some faint or large area defects. Adjusting the classifier to adapt to the changed situation may appear difficult because of the inflexibility of the classifiers' implementations. This may lead to impractical often repeated training material collection and classifier retraining cycles.
VISUAL SURFACE INSPECTION
Visual surface inspection ofplastic, steel, fabric, wood, and other web-like products belong to the most appropriate application areas for machine vision. A survey of visual inspection is presented by Newman and Jam1 , including a list of the general benefits of automated inspection. Inspection of products on high speed manufacturing lines is boring, exhausting and dangerous for human operators. These reasons lead to humans not always being consistent evaluators of quality. Automated inspection can relieve this work, and provide a more consistent quality of inspection untiringly. Furthermore, automated inspection can find defects that are too subtle for detection by an unaided human and can operate at higher speeds than the human eye, for example, with web products moving several meters per second.
Visual inspection requires recognition of the defects or determination of other surface properties of the material to be inspected or graded. The defects or properties are usually found according to their deviating texture, color or shape features. A general simplified visual surface inspection system based on statistical pattern recognition consists of image acquisition, defect detection, feature calculation and classification stages, as shown by Fig. 1 . For further informationemail: Hannu.Kauppinen@ee.oulu.fi, Hannu.Rautio@ee.oulu.fi, Olli.Silven@ee.oulu.fi www: http://www.ee.oulu.filmvmp/ A real implementation of a visual inspection system is typically more complex than that depicted in Fig. 1 .There may be several feature calculation and classification stages, since a complex classification problem is easier to solve by partitioning it. The implementation of a working inspection machine requires also many other image processing related functions than these listed above. These include inspected object edge tracking, reference marker determination, user interface, and 110 operations, to mention but a few.
General problems caused by material and imaging
The appearance of the materials and defects may change somewhat between the production batches. For example in wood inspection, the base clear wood color and knot types vary according to the growing environment of the trees. In steel inspection, the background texture of the good steel surface may vary all the time. With color vision techniques, further changes in the images are caused by the aging of the illuminators, or by dust in the air, on illuminators and lenses, for example.
There are various possibilities for withstanding these changes. In image acquisition, color calibration can be used to overcome the spectral variations of illumination. At the defect detection stage, an adaptive segmentation approach observing the surroundings of the detected area can be used. At the feature calculation stage, invariant features against the undesired variations can be developed. At the classifier stage, a user interface with easily adjustable classification boundaries can provide a solution.
However, there are several problems with the solutions above. The problem with adaptive defect detection is that it may adapt also to large area defects. Finding features that incorporate both invariance against changes and good discriminative power is difficult. The classifier appears often as a black box to the operator, being impossible to adjust the classification according to the changes. Often the only way to control classification is by the selection and labelling of new training material. Frequent changes in the inspected material or imaging conditions may lead to impractical, often repeated, training material collection cycles.
WOOD SURFACE INSPECTION
The application example is from wood surface inspection, more specifically, from color based inspection of rough softwood lumber. In [umber production at sawmills, the visual inspection is the most important factor in the grading of the lumber boards. The properties of the wood, like knots, cracks, bark, holes, decay, resin, discolorations and grain formations, affect the strength, durability, manageability and appearance of the wood material and accordingly its usability and value.
The needs of the wood industry have motivated several research groups to find solutions to wood surface inspection problems with machine vision. In a recent work by Astrand2, a very thorough overview of the research on wood surface inspection is presented.
The authors of this paper have been investigating automated visual wood surface inspection for many years at the University of Oulu. Our observation has been that the problems addressed at the beginning of this paper, collecting consistent training material, defect detection, and control of classification belong to the key problem areas of wood surface inspection.
Our approach to wood surface inspection
The importance of color in wood surface inspection is obvious. Conners3 writes that humans can perform both grading and sawing based solely on input of color information from the eye. This has been noticed by the research groups: many of the wood inspection approaches in the literature use color information, either from a color camera or spectral measuring instrument like an imaging spectrograph.
Non-segmenting approaches for wood surface inspection have been used by many researchers 6 7 8 Using segmenting approaches has been popular as well9 10 11 12 13• These terms will be described in the next section.
Our proposal for the inspection method is an RGB color camera based approach using a non-segmenting method for finding the possible defect areas and a segmenting method for more accurate location of the segmentable defects14 15•For color features, we have proposed using percentiles of one-dimensional R, G and B histograms. The color histogram percentile features have been noticed to be able to distinguish well wood surface defects. The percentile calculation can be implemented with relatively low complexity, thus being suitable for real-time systems.
SEGMENTING AM) NON-SEGMENTING METHODS
The defect detector and the classifier of Fig. 1 are of special interest in this paper, and are discussed in more detail in the following. The defect detector has a central role in the system. Its purpose is to extract the areas containing the defects for feature extraction and classification. We divide the approaches for defect detection into two categories: to those using some image segmentation approach and to those not using one.
The purpose of the formcr approach. called here the segmenting method, is to decompose the image into parts that are meaningful with respect to a particular application'6. The partitioning is based on some characteristics, such as grey level, color or texture of the image. that arc relatively uniform and homogeneous inside the segmented region, and differ from the characteristics of the surrounding area. Segmentation techniques include thresholding. spatial clustering, region growing, split and merge and rule-based segmentation to mention but a few16. Examples of detections produced by a segmenting method, based on adaptive thresholding and ellipse fitting for wood surface defects are shown in The latter approach. called here the non-segmenting method, does not try to decompose the image into meaningful regions, but makes the partitioning regardless of the contents of the image. for example, to fixed size rectangular regions. The purpose of using a non-segmenting method is to avoid the problems encountered with the segmenting method since it is sometimes very difficult to tell a computer what constitutes a meaningful segmentation16. Examples of the detections produced by a non-segmenting method, using non-overlapped rectangular regions are shown in Fig. 3 . The result of both the segmenting and non-segmenting method is similar: a list of regions for feature extraction. The difference is that the non-segmenting technique does not provide any exact locations or shapes of the defects, and requires more processing from the later stages. if location and shape information is necessary. Feature extractor calculates the features chosen for the application and the classifier compares the calculated feature values of a detected region to the feature values of the training samples. and selects the class name for the region.
Problems of the segmenting method
The defect detector has to operate at high pixel rates because it is located at the beginning of the inspection system. Therefore the detection method cannot be very complex, and is often a suboptimal solution. This causes errorneous detections, including error escapes and false alarms, partial or too large detections, and defects scattered over small pieces by fragmented detection.
As described in section 1.1, adaptive segmentation may cause problems with large area defects or faint defects. Fig. 4 illustrates these problems in wood surface inspection. The images of wooden boards are segmented with adaptive thresholding, that provides a satisfactory result for most cases. However, due to the nature of some defects and the adaptivity, the problems shown here exist. For example, the adaptive segmenting is not able to separate between discoloration and good surface, as shown by Fig. 4 a) . Finding sound knots having similar color to the sound wood is difficult, shown by Fig 4 b) and c) . Faint cracks, like in Fig. 4 d) . are also problematic for adaptive segmentation. One can try to avoid the detection problems in Fig. 4 by tuning the segmentation to be more sensitive, causing probably some false alarms. Usually, losing some important defects is more harmful than having extra false alarms. The false alarms can possibly be pruned by the subsequent analysis stages, but the error escapes cannot be recovered.
However, it may appear that increased sensitivity may not lead to a satisfactory segmentation, as shown by Fig. 5 . In Fig. 5  a) , the large sound knot is still not detected as a whole, although the smaller sound knots appear to be overdetected. The detection causes many small partial detections which may be difficult to interpret in the later analysis stages. In Fig. 5 b) , the faint crack is still not detected although the knots are seriously overdetected. In the case of the segmenting method, an extreme example of the sensitivity is the situation when everything in the image is detected and the false alarms are left to be rejected by the classifier. This is somewhat similar to what the non-segmenting technique is supposed to do, although the division into regions is different and a non-segmenting approach can do it with less complexity.
These difficulties with the segmenting method cause the method developer to consider a non-segmenting approach. The obvious advantage of the non-segmenting method is that there is no need to find a good segmentation approach at the beginning of the processing. The segmentation, if necessary, can be subjected later to a much smaller amount of image data pruned by the non-segmenting detection.
The problem with the non-segmenting method has been the collection of training material. Selecting the training samples requires going through large amounts of detections of which only a small fraction is defects. Naming samples where only a small part of a defect, or several defects are included has also been difficult. This problem will be further addressed in Section 4.1.
THE SOM BASED CLASSIFIER AND USER INTERFACE
In this chapter, a classifier user interface based on self-organizing maps17 (SOM) is presented. The SOM based approach was developed to help in the common problems related to defect classification in visual surface inspection systems, such as collection and manual labelling of training material, and adjusting the classifier to perform in the desired manner with inspected material and illumination changes'8.
Problems of supervised and non-supervised classifier training
Traditionally, there are two main alternatives for the training of the classifier: supervised and non-supervised training. Supervised classifier training means training with a teacher, requiring labelled training samples'7. In non-supervised classifier training, the categories of the samples need not be known beforehand. The approach is to use a clustering method to discover whether the samples fall in a finite set of categories, for example, according to their similarity relations17.
The problem with the supervised approach is that the necessary manual labelling process is error prone. In many cases it is difficult for a human to discriminate between the defect classes. As a result, many of the samples are inconsistently labelled, degrading the accuracy of the classifier. For example. the class boundaries between various types of knots are not well specified. Examples of confusing wood defect samples are shown in Fig. 6 . The first two samples in each row present typical cases, and the remaining two borderline cases, being obviously incorrectly manually labelled.
The advantage of the non-supervised training is that the user has to label only the clusters formed, and the effort of labelling and the problems due to sample labelling errors are much smaller. However, the disadvantage of most non-supervised approaches is the minimal control of the classifier training offered to the user. In many non-supervised approaches, the visualization of the resulting classifier in a multidimensional feature space is difficult. The SOMs are an exception in this sense.
Dry knots
Black knotsSound knots-0 Fig. 6 . Examples of wood defect training samples for dry knots, black knots and sound knots. The first two samples in each row present typical cases, and the remaining two borderline cases, being obviously incorrectly manually labelled.
The Self-Organizing Map
Kohonen's SOM is an algorithm used to visualize and interprete large high-dimensional data sets by projecting them to a lowdimensional space that has typically one or two dimensions17. The main applications of the SOM are thus the visualization of complex data in a two-dimensional display. and creation of abstractions like in many clustering techniques '7. A SOM consists of grid neurons, or nodes, that are associated with a model of a data vector. The map attempts to represent all the available observations with the nodes of the map. An important property of the SOM is that it projects similar data vectors close to each other and dissimilar ones far from each other in the topology of the map. In a pure form, the SOM defines an "elastic net" of points that are fitted to the input signal space to approximate its density function in an ordered \vay7.
The SOM based user interface
The proposed SOM based user interface consists of a 2-D SOM display with the possibility of visualizing the data samples mapped to the nodes. The display operates at the same time as a classifier, where the labels assigned to the nodes control the classification. The user may edit the labels of the nodes according to the observations of the visualised sample images.
An example of the prototype SOM based user interface is shown in Fig. 7 , in which a SOM has been trained with samples from the wood defect classification problem. The class labels are given on the basis of the samples and shown in the nodes.
The larger of the pop-up windows shows the feature values of a node pointed to by mouse. This is not necessary in a user interface, but useful for a method developer. The smaller pop-up window shows a list of the current class names.
Showing the sample images assigned to the SOM nodes is the essential aspect in the classifier visualization. The samples the SOM is trained or tested with can be visualized as images upon request. That means, for example, that by pointing to a node of the SOM map, a list of images of the samples of that particular node are visualized in the screen. Another efficient visualization technique is to show one sample on each node over the SOM map, thus giving an overview of the variation of the sample images at a glance. This will be illustrated in the Section 5.
The SOM user interface prototype presented in this work was developed with Java language. The SOM training is based on the SOM_PAK software19.
Proposed usage of the SOM classifier and user interface
The proposed operation sequence for non-supervised classification and manual labelling with the SUM based user interface is as follows. The inspection system is allowed to run and make detections, which in this case are the regions from the nonsegmenting method. Features of a large amount of detections are used to train the SUM.
The system operator looks at the images of the training samples in different parts of the SUM, and makes decisions on proper class names for the nodes and assigns the labels to the nodes. Those nodes getting the false alarms are labelled according to the application, for example, good or background. After labelling, the SUM is ready for classification.
In other words, the SUM is trained in a non-supervised manner, but the map labelling is done in a supervised manner. The advantage is that usually the effort needed to label the nodes of the SUM is much smaller than labelling separate training sampies.
EXPERIMENT WITH THE NON-SEGMENTING METHOD ANTI SOM
RGB images of full size lumber boards were taken with an experimental imaging arrangement at the VTT Building Technology Wood Laboratory, in Espoo, Finland. The imaging resolution used was 0.3 mm (width) x 0.4 mm (length) and the captured image size is 1024 (width) x 12264 (length) pixels. The board covers typically about 700 x 10000 pixels.
The non-segmenting method was applied by dividing the images into non-overlapping rectangular regions of 64x64 pixels. A set of 11 color histogram percentile features was calculated for each region. The total amount of regions resulting from about 40 boards was almost 60000. 276 Fig. 7 . A view to the prototype SUM user interface.
Training the SOM
The SUM makes a "non-linear projection" of the probability density function of the input data onto a lower dimensional space. This property causes a problem for the rare classes of the inspected material. If the majority of the training material contains samples of a certain class, then the majority of the SUM nodes are assigned to this class. Un the other hand, some important. hut seldom appearing classes max' receive only a few nodes, if any. This is not the desired result, since the rare class may affect the qualitY of the product in a substantial manner. The situation can be improved by using rare samples multiple times in the SUM training. The problem is, having unlabeled training data, it is not always known beforehand which samples are the rare class samples. The solution is that if the rare class samples seem to appear consistently at certain areas of the SUM, the SUM can be retrained by using the training samples mapped to these areas multiple times in a new training cycle.
In the case of the non-segmenting method for wood defect detection, the amount of regions containing detects is relatively small compared to the amount of sound wood regions. A relatively good SUM was obtained with two training rounds. After the first training round, the sample images were looked at and it was decided to emphasize samples hitting the nodes close to the upper left corner of the map. In the second training round, the samples hitting that corner were used multiple times (lOx to lOOx). thus getting more density in the probability distribution and more nodes in the SUM. The resulting image SOM is illustrated in Fig. 8 . 
Detection test
The size of the SUM used for detection tests was 32x24 nodes and is shown in Fig. 9 . The high dimension of the SUM was preferred in order to get more details from the border of defects (the light nodes in Fig. 9 ) and sound wood (the dark nodes). Smaller dimension could have sufficed, for example five lowest rows and 13 rightmost columns are practically unnecessary in the map.
The results of the detections made by the SOM classifier are shown in Fig. 10 . The regions hitting the defect nodes (the light nodes in Fig. 9 ) are drawn with the rectangles. The remaining areas hit the sound wood nodes and are not drawn with the rectangles for clarity. The numbers in the corners of the rectangles denote the coordinates (row, column) of the SOM node the region is classified with.
Compared to the detection results of the segmenting method (Fig. 4) , the non-segmenting method is capable of detecting the discoloration in Fig. 9 a) , the sound knots in Fig. 9 b) and c), and the crack in Fig. 9 d) .
Discussion
Most of the faint and close to sound wood colored defects hit close to the boundary of defect and sound wood, which tells us that the labelling of the boundary nodes has to be done with care. In this approach, the user acts as an adaptive element. The boundary node images can be relatively quickly scanned through, and reasons for possible misdetections can be found. The user can easily relabel the node if necessary. Also in the case of changed imaging conditions or material changes it is relatively straightforward to move the boundary between the class clusters by renaming the labels.
It is evident that the features used for detection have a central role. Some different looking defects are mapped to the same nodes in the previous example. The features based on color histograms cannot alone discriminate all wood defects. Textural features, especially for recognizing reliably cracks, splits and grain based on their directionality are probably needed. The nonsegmenting approach with SOM classifier offers the possibility to better understand visually the behaviour of the features and the resulting clustering of the wood defects.
The defect detection discussed in this paper makes classification to two classes. Using the SOM approach for further classification of thevarious defects is straightforward. It depends on the features and the available training material how the clusters of the different defect classes are formed. The non-supervised approach can also guide the class labelling practises in a more automated-friendly direction, i.e., to class division which is possible with the features and training material available. 
CONCLUSIONS
In this paper. we propose the use of a SOM based classifier and user interface with a non-segmenting detection technique for color wood defect recognition. The SOM based approach offers a solution for easier training material collection and labelling with the non-segmenting approach. Further, combined with the easy adjustability of the classification, the material and illumination changes can be adapted easily by the user.
By a non-segmenting method we mean a method not trying to partition the image into meaningful regions, as with traditional segmenting techniques, but making the partitioning regardless of the contents of the image. We use partitioning to rectangular non-overlapping regions. A set of color histogram percentile features capable of separating good and defective regions is calculated and a SOM based classifier is used to make the decision about a good and defective region.
The advantages of the non-segmenting method are that there is no need to find a good segmentation approach at the beginning of the processing and it allows better possibilities for detection of faint or large area defects. The problem has been the collection of training material because it requires going through large amounts of detections, of which only a small fraction is defects. The SOM based classifier and training tool helps in this respect.
The advantage of using SOM is in its capability to visualize multidimensional data in an organised manner on a two-dimensional display. The images of the regions from the defect detection can be shown in the form of the SOM, and the user can make decisions on the suitable class boundaries for the good and defect categories. The adjustment of the class boundaries is easy and can be done basically for every new batch of incoming material. 279 
