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Impact of ordering competition on the global phase diagram of iron pnictides
Jing Wang and Guo-Zhu Liu
Department of Modern Physics, University of Science and Technology of China, Hefei, Anhui 230026, P.R. China
We consider the impact of the competition among superconductivity, spin density wave, and
nematic order in iron pnictides, and show that the ordering competition substantially reshapes the
global phase diagram. We perform a detailed renormalization group analysis of an effective field
theory of iron pnictides and derive the flow equations of all the physical parameters. Using these
results, we find that superconductivity can be strongly suppressed by the ordering competition, and
also extract the T -dependence of superfluid density. Moreover, the phase transitions may become
first order. Interestingly, our RG analysis reveal that the nematic order exists only in an intermediate
temperature region Tm < T < Tn, but is destroyed at T > Tn by thermal fluctuation and at T < Tm
by ordering competition. This anomalous existence of nematic order leads to a back-bending of the
nematic transition line on the phase diagram, consistent with the observed reentrance of tetragonal
structure at low temperatures. A modified phase diagram is obtained based on the RG results.
PACS numbers: 74.70.Xa, 74.20.Mn, 74.25.Ha, 74.40.Kb
Competition between distinct long-range orders is a
common phenomenon that we frequently meet when
studying a number of unconventional superconductors,
including cuprates1, heavy fermion compounds2,3, and
iron pnictides4–10. Although ordering competition is
a general concept and occurs in various patterns, the
most frequently studied is that superconductivity com-
pete and coexist with antiferrogmagnetism or nematic
order11. When these orders coexist in a bulk supercon-
ductor, one expects that a well-defined quantum critical
point (QCP) exists somewhere in the superconducting
(SC) dome. An important question is how to probe the
widely predicted QCP in realistic experiments.
Recently, we studied the physical effects of the com-
petition between superconductivity and nematic order in
a d-wave cuprate superconductor12, and found that the
superfluid density ρs is suppressed at the nematic QCP
significantly. According to our analysis, the suppression
of ρs is indeed caused by two scenarios. First, the order-
ing competition reduces the charge condensate. Second,
the gapless nodal quasiparticles couple strongly to the
critical fluctuation of nematic order, which excites more
normal quasiparticles out of the condensate. We further
showed that the suppression effect is significant solely at
the QCP12, thus ρs should exhibit a deep valley at this
point. Based on these results, we proposed12 that the
nematic QCP can be probed by measuring London pen-
etration depth λL, which satisfies λ
−2
L ∝ ρs. Clearly, the
deep valley of ρs corresponds to a sharp peak of λL.
Thus far, no experimental evidence for the suppression
of superfluid density has been reported in cuprates. It is
interesting that Hashimoto et al. have measured the pen-
etration depth λL in an iron pnictide BaFe2(As1−xPx)2
and observed a sharp peak of λL
13, which was claimed to
signal the existence of a QCP of certain competing order
beneath the SC dome13. This observation has stimulated
considerable theoretical interest14–16 on the properties of
the proposed QCP in BaFe2(As1−xPx)2 and its relation-
ship with the observed peak of λL.
However, the above finding seems to be at odds with
the fact that there are two transition lines going across
the superconducting line Tc, namely a nematic transi-
tion line Tn and a spin density wave (SDW) transition
line TM . This important issue was addressed by Fernan-
des et al.16 within an effective theory that consists of
SC, SDW, and nematic order parameters. The theoret-
ical analysis of Ref.16 demonstrated that the SDW and
nematic transition lines penetrate separately into the SC
dome, but merge at certain temperature, giving rise to a
single QCP, which is schematically shown in Fig. 1.
In spite of the interesting progress, our understanding
of the physical effects of ordering competition is still quite
limited, and more research effort is required. In partic-
ular, it is necessary to investigate how the global phase
diagram is influenced by ordering competition, which can
help us to clarify many important issues about the nature
of quantum phase transitions in iron pnictides.
In this paper, we study the global phase diagram
of some iron pnictides, such as BaFe2(As1−xPx)2 and
Ba(Fe1−xCox)2As2, by carefully investigating the impact
of the competition among superconductivity, SDW or-
der and nematic order. In order to examine the role
played by the quantum fluctuation of various order pa-
rameters, we will perform an extensive renormalization
group (RG) analysis17,18 and obtain the RG equations
for all the physical parameters that are introduced to
describe the system. We also extract the T -dependence
of the superfluid density ρs(T ) from the solutions of RG
equations, and find that the superconductivity may be
drastically suppressed by the ordering competition. In
addition, the RG results clearly show that the phase tran-
sitions become first order.
Moreover, we have paid special attention to the fate
of the transition line of nematic order in the SC dome.
Interestingly, our RG analysis have discovered that the
nematic order can only exist in an intermediate tempera-
ture region Tm < T < Tn, but is destroyed at T > Tn by
thermal fluctuation and at T < Tm by ordering com-
petition. Such a phenomenon is found to occur in a
wide region of the SC. This result indicates that the ne-
2FIG. 1: Schematic phase diagram of iron pnictides on the
x − T plane16,19,20, where x denotes the doping concentra-
tion. The two points x1 and x2 are the SC and SDW QCPs,
respectively. The nematic transition line bends back towards
lower x in the SC dome, showing reentrant behavior21.
matic transition line bends back towards lower values of
x, which is shown in the schematic phase diagram Fig. 1.
We notice that Nandi et al.21 have observed a reentrance
of the tetragonal structure at low T in the SC dome.
This observation is phenomenologically analogous to our
theoretical result about the fate of nematic order.
It is known14,16 that many of the physical properties
of BaFe2(As1−xPx)2 and Ba(Fe1−xCox)2As2 can be de-
scribed by a three-band model that composed of one
hole pocket located at the center of the Brillouin zone
QΓ = (0, 0) and two electron pockets centered at two
specific momenta QX = (π, 0) and QY = (0, π). The
Hamiltonian is usually written as16
H =
∑
k,i∈(X,Y,Γ)
εk,ic
†
kσ,ickσ,i +H4, (1)
where H4 represents two sorts of interactions:
H4 =
∑
k,i∈(X,Y )
U3
2
(
c†
kα,Γc
†
kγ,Γckδ,ickβ,i + h.c.
)
δαβδγδ
+
∑
k,i∈(X,Y )
U1c
†
kα,Γc
†
kγ,ickδ,ickβ,Γδαβδγδ. (2)
Here, U3 denotes the pair hoping interaction and U1 the
density-density interaction, which are responsible for the
SDW order and superconductivity respectively16,22. We
mention here that the U3 terms describe the magnetic
Hund’s coupling interactions23,24, which are known to
be important in multi-band electronic systems25–27. As
demonstrated in Ref.16, the fermionic degrees of freedom
can be fully integrated out, leading to
L = 1
2
(∂µMX)
2 +
1
2
(∂µMY )
2 + am(M
2
X +M
2
Y )
+
um
2
(M2X +M
2
Y )
2 − gm
2
(M2X −M2Y )2
+∂µ∆
†∂µ∆+ as∆2 +
us
2
∆4
+ζ(M2X +M
2
Y )∆
2, (3)
where the parameters am, as, us, um, gm, and ζ are de-
fined in16. This model will be our starting point. The
transition lines for the SDW and SC orders are obtained
by taking am = 0 and as = 0, respectively. MX,Y repre-
sent the SDW order parameters that generate long-range
magnetic order for (π, 0) and (0, π) respectively16,28. For
s+−-wave superconductor, a universal SC gap is intro-
duced such that ∆Γ = −
√
2∆X,Y = ∆
16. An Ising-type
nematic order is induced by the magnetic order28, and
represented by the M2X −M2Y .
Fernandes et al.16 have recently studied the nature of
quantum phase transitions in iron pnictides within the
above effective theory and argued that the SDW and
nematic orders merge at certain point in the SC dome.
In this paper, we will make a systematic RG analysis.
Our aim is two fold. First, we would like to examine
the impact of the quantum fluctuations of SC and mag-
netic order parameters on the fate of phase transitions
and the global phase diagram of the system, since these
quantum fluctuations are known to play a vital role in
systems that exhibit competing orders29–31. Second, we
attempt to extract the T -dependence of the superfluid
density ρs(T ) from the RG solutions. As aforementioned,
ρs(T ) can be suppressed by two different scenarios: the
competitive interaction between distinct orders, and the
coupling between fermionic quasiparticles and competing
order. While the latter scenario has been studied in some
recent references14,32, the former is rarely considered in
the literature12. As will be shown below, the influence of
ordering competition on ρs(T ) is prominent and can be
efficiently obtained from our RG results.
To simplify consideration, we first concentrate on the
SDW QCP, corresponding to x2 on Fig. 1, at which
am = 0 and the magnetic order parameters have van-
ishing mean values, i.e., 〈MX〉 = 〈MY 〉 = 0. In the SC
dome, the SC order parameter develops a nonzero mean
value, i.e., 〈∆〉 = V0 =
√
−as/us. To study the quantum
fluctuation of ∆ around 〈∆〉, we introduce two new fields
h and η, and then decompose ∆ as ∆ = V0 +
1√
2
(h+ iη)
with 〈h〉 = 〈η〉 = 0. Moreover, to compute the superfluid
density, it is convenient to couple ∆ to a gauge poten-
tial A. Recall that an important property of SC state
is the happening of Anderson-Higgs mechanism, which
leads to the Meissner effect. This mechanism needs to be
properly included in the RG analysis. We now introduce
gauge potential A to the effective theory via the standard
minimal coupling, i.e., ∂µ∆ → (∂µ − iζ∆AAµ)∆, where
ζ∆A is the coupling between A and ∆. Straightforward
calculations gives rise to the following effective model
Leff = 1
2
(∂µMX)
2 +
1
2
(∂µMY )
2 + αXM
2
X + αYM
2
Y
+
βX
2
M4X +
βY
2
M4Y + ζXYM
2
XM
2
Y
+
1
2
(∂µh)
2 + αhh
2 +
βh
2
h4 + γhh
3
−1
4
(∂µAν − ∂νAµ)2 + αA
2
A2
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FIG. 2: Flows of as, um, us, gm and ζ and T -dependence
of gm (inset) at SDW QCP. The parameter gm is positive at
small l and high T , but becomes negative suddenly once l
exceeds some critical value lm and T is lower than Tm.
+γX2hM
2
Xh+ γY 2hM
2
Y h+ ζXhM
2
Xh
2
+ζY hM
2
Y h
2 + γhA2hA
2 + ζhAh
2A2, (4)
where we have defined a number of new effective param-
eters from am, as, us, um, gm, ζ, and ζ∆A:
αX = αY ≡ am − asζ
us
, βX = βY ≡ um − gm,
αh ≡ −as, βh ≡ us
4
, γh ≡
√
−asus
2
, αA ≡ −2asζ∆A
us
,
γhA2 ≡ ζ∆A
√−2as
us
, γX2h = γY 2h ≡ ζ
√−2as
us
,
ζXY ≡ (um + gm), ζXh = ζY h ≡ ζ
2
, ζhA ≡ ζ∆A
2
, (5)
As a consequence of the Anderson-Higgs mechanism, the
massless Goldstone boson induced by gauge symmetry
breaking is swallowed by the gauge boson A, which then
acquires an effective mass term 12αAA
2. The superfluid
density ρs is proportional to the gauge boson mass, i.e.,
ρs ∝ αA34. In the following, we will extract the T -
dependence of ρs(T ) by computing the l-dependence of
αA ≡ αA(l), where l is a running length scale. However,
αA is related intimately to other parameters, so we need
to solve all the RG equations self-consistently.
As shown in Eq. (5), all the new effective parameters
are given by the seven original parameters. Our RG cal-
culations are performed to the one-loop level in powers
of the coupling constants. Analogous to the analysis of
Ref.31, we have derived the RG equations for all the cou-
pling parameters (See Supplemental Material33 for the
details).
To solve the equations, we assign the initial values of
parameters as as = −0.001, um = 0.05, us = 0.01, gm =
0.01, ζ = 0.01, and ζ∆A = 1.0 × 10−8. SC and SDW
orders are supposed to coexist, so us, um, gm, and ζ
satisfy the constraint ζ <
√
us(um − gm)16,35. The main
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FIG. 3: T -dependence of gm for different values of bare pa-
rameter a0
m
, which measures the distance to SDW QCP x2.
As a0
m
grows, gm varies with T similarly, but its peak disap-
pears and the temperature for gm to change sign increases.
conclusion is independent of these assumptions. There
are three main results, to be explained one by one below.
First of all, we consider the fate of the associated phase
transitions. After solving the RG equations, we show
the l-dependence of various parameters in Fig. 2. The
quadratic coupling parameters um, us, and ζ all flow to
infinity eventually as l → +∞, thus the system does
not approach any stable fixed point in the low energy
region. As discussed in previous works29–31,36, this re-
sults is usually regarded as a signature of an instability
towards first-order transitions since a second-order tran-
sition is always associated with the presence of a stable
infrared fixed point17. However, we can see from Fig. 2
that the parameters um, us, and ζ increase with growing
l very slowly for small values of l. Their magnitudes be-
come large only when l grows beyond certain threshold.
Therefore, before running to large values, the RG results
of the l-dependence of these parameters are still reliable
and give us very useful information about the physical
properties of the system37.
Secondly, we address the impact of the ordering com-
petition on the nematic transition line. A number of
experiments have observed an interesting transition from
an orthorhombic structure to a tetragonal structure at
low T in the SC dome of Ba(Fe1−xCox)2As221,38,39 and
Ba(Fe1−xRhx)2As240. It turns out that the nematic order
exists in an intermediate range of T and disappears once
T is lower than certain value. Remarkably, this unusual
behavior can be naturally obtained in our RG analysis.
To demonstrate this, let us consider the property of pa-
rameter gm, whose sign determines whether the nematic
order is present. If gm > 0, only one of the two order pa-
rametersMX andMY develops a finite mean value
20,28,41
due to tetragonal symmetry breaking. In this case, the
nematic order is present. On the other hand, we have
〈MX〉 = 〈MY 〉 if gm < 0, which indicates that the ne-
matic order is absent20,28,41. Therefore, to judge whether
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FIG. 4: Strong T -dependence of superfluid density ρs(T )
at the SDW QCP. The inset shows that ρs(T ) is similar to
(T/T0)
1.5 only in a very restricted temperature range.
the nematic order exists at certain T , we need to compute
the T -dependence of gm from the RG results.
The detailed l-dependence of gm is depicted in Fig. 2.
As l grows, gm first increases steadily, but decreases
rapidly for large values of l and becomes negative at cer-
tain critical value lm. Notice that lm is also the length
scale at which um, us, and ζ diverge. We can translate
the l-dependence of gm to a T -dependence by using the
transformation42 T = T0e
−l. The inset of Fig. 2 clearly
shows that the positive gm becomes negative as T de-
creases immediately below temperature Tm = T0e
−lm ,
which means the nematic order is entirely suppressed at
T < Tm. Therefore, the nematic order can only exist
in the intermediate range between Tm and its transition
temperature Tn. It is destroyed by the thermal fluctu-
ation at T > Tn, and by the strong competition among
superconductivity, SDW, and nematic order at T < Tm.
Since Tn is supposed to be always higher than TM
16,
this behavior gives rise to a back-bending effect of the
nematic transition line on the phase diagram shown in
Fig. 1, which is consistent with the observed reentrance
of tetragonal structure at low temperatures21.
To acquire a better knowledge of the phase diagram, we
also wish to know how the nematic transition line varies
with T as we move away from the SDW QCP. In the
doping region x1 < x < x2, the SDW order parameters
MX and MY develop finite mean values. We here only
present the main results (See Supplemental Material33
for more details). Fig. 3 shows the T -dependence of gm
for different values of bare parameter a0m. For the cho-
sen values of a0m, gm always first grows with decreasing
T and then becomes negative once T is below certain
threshold, which means the nematic order is suppressed
at low T . In addition, the temperature scale at which
gm changes sign increases as a
0
m grows. In principle, the
quantity T0, given by the SC transition temperature, also
varies as a0m grows. However, despite this complexity,
one can conclude from our RG results that the nematic
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FIG. 5: ρs(T ) at different values of a
0
m
. The suppression of
superfluid density takes place for any a0
m
, but is most signifi-
cant at the SDW QCP where a0
m
= 0.
transition line cannot intersect with the horizontal axis
of Fig. 1, but should instead merge somewhere with the
SC transition line. This property leads to a considerable
modification of the global phase diagram, as visualized
in Fig. 1. According to our results, the reentrance of
tetragonal phase occur in a wide range of doping x.
Finally, we turn to the T -dependence of superfluid den-
sity ρs. Within the effective model given by Eq. (4),
the superfluid density ρs ∝ αA = − 2asζ∆Aus . To obtain
the T -dependent λL(T ), we also utilize the transforma-
tion T = T0e
−l, where a suitable choice of T0 is the SC
temperature Tc. At first glance, the RG results seem
to suggest that ρs ∝ λ−2L diverges rapidly at Tm. How-
ever, because the transitions become first order, the T -
dependence of ρs(T ) is reliable only at T > Tm. Here,
we choose the value ρs(T
∗) with T ∗ being a little higher
than Tm to re-scale ρs(T ), and then show ρs(T )/ρ(T
∗)
in Fig. 4, where the initial values are the same as those
adopted in Fig. 2. An obvious conclusion is that the or-
dering competition leads to a strong T -dependence of ρs,
which decreases very rapidly as T grows. For finite a0m,
the behaviors of ρs(T ) are depicted in Fig. 5. As a
0
m in-
creases, the suppression of ρs(T ) becomes weaker. Since
Tc sensitively depends on the superfluid density, we can
infer that Tc should be suppressed to some extent in the
region x1 < x < x2 and that this effect is most significant
at x2, as shown in Fig. 1.
Hashimoto et al.43 has measured the superfluid den-
sity ρs(T ) in a number of superconductors, including iron
pnictides and heavy fermion compounds, and claimed to
unveil a universal ρs(T ) ∝ T 1.5 behavior over a wide
range of temperatures. This behavior was argued32,43
to be caused by the coupling between magnetic fluctua-
tion and fermionic excitations. Our analysis has clearly
showed that ordering competition alone cannot account
for the ρs(T ) ∝ T 1.5 behavior. As depicted in the inset
of Fig. 4, only in a very restricted region of T could we
extract an approximate (T/T0)
1.5 behavior. On the other
5hand, we can see from the main panel of Fig. 4 that, or-
dering competition does make a significant contribution
to ρs(T ) and hence cannot be simply neglected. Bearing
these two points in mind, we believe that both ordering
competition and fermionic excitations need to be prop-
erly incorporated in a more refined model of ρs(T ).
In summary, we have studied the impact of the strong
competition among superconductivity, SDW order, and
nematic order on the global phase diagram of iron pnic-
tides by performing a systematic RG analysis within an
effective field theory. The main results are summarized
in the schematic phase diagram presented in Fig. 1.
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I. SUPPLEMENTARY MATERIAL: IMPACT OF ORDERING COMPETITION ON THE GLOBAL
PHASE DIAGRAM OF IRON PNICTIDES
The 122-family iron-based superconductors, such as BaFe2(As1−xPx)2 and Ba(Fe1−xCox)2As2 are widely described
in the literature14,16 by a three-band model that is composed of one hole pocket located at the center of the Brillouin
zone QΓ = (0, 0) and two electron pockets centered at two specific momenta QX = (π, 0) and QY = (0, π). Recently,
this model was used by Fernandes et al. to study the nature of quantum phase transitions in the superconducting
dome of some iron pnictides16. After integrating out the fermionic degrees of freedom16 and including the kinetic
terms, one can obtain an effective Lagrangian density
L = 1
2
(∂µMX)
2 +
1
2
(∂µMY )
2 + am(M
2
X +M
2
Y ) +
um
2
(M2X +M
2
Y )
2 − gm
2
(M2X −M2Y )2
+∂µ∆
†∂µ∆+ as∆2 +
us
2
∆4 + ζ(M2X +M
2
Y )∆
2, (6)
where the parameters am, as, us, um, gm, and ζ, are defined in Ref.
16. Our RG analysis starts from this effective
field theory. In order to examine the effect of ordering competition on the superfluid density, we introduce a small
external gauge potential A that couples to the superconducting order parameter34 and thus have an additional term
L′ = −1
4
(∂µAν − ∂νAµ)2 + ζ∆A|∆|2A2, (7)
where the Lorentz gauge ∂µAµ = 0 is utilized and the parameter ζ∆A is a new coupling constant.
In the superconducting dome, the order parameter ∆ acquires a finite vacuum expectation value, i.e.,
V0 ≡ 〈∆〉 =
√−as
us
. (8)
The quantum fluctuation of ∆ around its mean value is believed to play an important role31 and needs to be seriously
taken into account. It is convenient to introduce two new fields h and η by defining
∆ = V0 +
1√
2
(h+ iη), (9)
with 〈h〉 = 〈η〉 = 0. In many field-theoretic treatments of ordering competition, specially in the context of condensed
matter systems, the quantum fluctuation of order parameter in the ordered phase is usually omitted. However, more
careful analysis31 have showed that this approximation is not appropriate and that the order parameter fluctuation
around its mean value can be significant. In order to entirely reveal the physical effects of ordering competition, we
will consider h and η as quantum field operators and study their interactions with the magnetic order parameters
MX and MY .
Substituting the re-parameterized field operator Eq. (9) into the total Lagrangian density, we get a new effective
model
Leff = 1
2
(∂µMX)
2 +
1
2
(∂µMY )
2 + αXM
2
X + αYM
2
Y +
βX
2
M4X +
βY
2
M4Y + ζXYM
2
XM
2
Y
+
1
2
(∂µh)
2 + αhh
2 +
βh
2
h4 + γhh
3 − 1
4
(∂µAν − ∂νAµ)2 + αA
2
A2 + γX2hM
2
Xh
+γY 2hM
2
Y h+ ζXhM
2
Xh
2 + ζY hM
2
Y h
2 + γhA2hA
2 + ζhAh
2A2, (10)
where a number of effective parameters are defined on the basis of the fundamental parameters am, as, us, um, gm,
ζ, and ζ∆A, as given by Eq. (5) in the main part of the paper. Our RG analysis will be based on this effective model,
assuming that the coupling constants take small values.
We now proceed to treat the effective theory by performing a detailed RG analysis18. To this end, we first make
the following scaling transformations
ki = k
′
ie
−l,
7ω = ω′e−l,
qi = q
′
ie
−l,
ǫ = ǫ′e−l, (11)
where i = x, y and l is a running length scale. Under these transformations, the field operators MX , MY , h, and η
should be re-scaled as
MX(k, ω) = M
′
X(k
′, ω′)e5l/2,
MY (k, ω) = M
′
Y (k
′, ω′)e5l/2,
h(k, ω) = h′(k′, ω′)e5l/2,
A(q, ǫ) = A′(q′, ǫ′)e5l/2. (12)
In order to obtain the flow equations of the fundamental parameters defined in Eq. (6) and Eq. (7), we apply the
following identifies:
das
dl
= −dαh
dl
,
dus
dl
= 4
dβh
dl
,
dam
dl
=
dαX
dl
+
ζ
us
das
dl
+
as
us
dζ
dl
− asζ
u2s
dus
dl
,
dum
dl
=
1
2
dζXY
dl
+
1
2
dβX
dl
,
dgm
dl
=
1
2
dζXY
dl
− 1
2
dβX
dl
,
dζ
dl
= 2
dζXh
dl
,
dζ∆A
dl
= 2
dζhA
dl
. (13)
For simplicity, we first consider the SDW QCP with am = 0, where the magnetic order parameters MX and MY
both have vanishing mean values and their quantum fluctuations are critical. Analogous to the scheme presented in
Ref.31, we have derived the following RG equations for the seven fundamental parameters
das
dl = 2as − 112pi2
[
27asus
2 (1 + 4as) +
12asλ
2
us
(
1 + 4asλus
)
+ 3λ
(
1 + 2asλus
)
+ 9us4 (1 + 2as) + 3λ∆A
(
1 + 2asλ∆Aus
)
+
32asλ
2
∆A
us
(
1 + 4asλ∆Aus
)]
.
dum
dl = um +
1
2pi2
{
(8umgm − 17u2m − 11g2m)
(
4asλ
us
+ 1
)
− 3λ28 (4as + 1)
+ 16asλ
2
us
(2um − gm)
(
1 + 4asλus + 2as
)
− 6asλ3us
[
1 + 2
(
asλ
us
+ 2as
)]}
,
dus
dl = us +
1
pi2
{
2λ2
[
4
(
am − asλus
)
− 1
]
− 9u2s4 (4as + 1) + 54asu2s(1 + 6as)
− 4λ2∆A3
(
4asλ∆A
us
+ 1
)
+ 32asλ
3
us
(
1 + 6asλus
)
+
11072asλ
3
∆A
35us
(
1 + 6asλ∆Aus
)}
,
dgm
dl = gm +
1
2pi2
{
3(u2m + 3g
2
m − 8umgm)
(
4asλ
us
+ 1
)
+ λ
2
8 (4as + 1)
+ 16asλ
2
us
(2gm − um)
(
1 + 4asλus + 2as
)
− 2asλ3us
[
1 + 2
(
asλ
us
+ 2as
)]}
,
dλ
dl = λ+
1
pi2
[
4asλ
3
us
(
1 + 4asλus + 2as
)
− 3usλ8 (4as + 1) + 9asusλ(1 + 6as)− 2λ2
(
2asλ
us
+ 2as + 1
)
−λ(2um − gm)
(
4asλ
us
+ 1
)
+ 16asλ
2
us
(2um − gm)
(
1 + 6asλus
)
+ 6asλ
2
(
1 + 2asλus + 4αs
)]
,
dλ∆A
dl = λ∆A +
1
3pi2
{
27asusλ∆A(1 + 6as)− 12λ2∆A
(
1 + 2as +
2asλ∆A
us
)
− 9usλ∆A8 (4as + 1)
+
64asλ
3
∆A
us
(
1 + 2as +
4asλ∆A
us
)
+ 36asλ
2
∆A
[
1 + 2as
(
2 + λ∆Aus
)]}
.
(14)
When the system moves away from the SDW QCP and goes to a lower doping concentration, the stripe-SDW order
parameters MX and MY also develop nonzero mean values, i.e.,
〈MX〉 = 〈MY 〉 =
√
− am
2um
. (15)
8To include the quantum fluctuation of MX and MY around their mean values, we introduce two new fields ξ and χ:
MX =
√
− am
2um
+ ξ, (16)
MY =
√
− am
2um
+ χ, (17)
with 〈ξ〉 = 〈χ〉 = 0. Now the problem becomes more complicated than the case of SDW QCP. After lengthy but
straightforward calculations, we obtain a set of RG equations:
das
dl = 2as − 14pi2
{
18asus
4 (1 + 4as) +
4asλ
2
us
[
1 + 4
(
asλ
us
+ am
)]
+
32asλ
2
∆A
3us
(
1 + 4λ∆Aasus
)
+ λ
[
1 + 2
(
asλ
us
+ am
)]
+ 3us4 (1 + 2as) +
8asa
2
m
λ2
us
[
1 + 8
(
asλ
us
+ am
)]
+ λ∆A
(
1 + 2λ∆Aasus
)
+ 4a2mλ
[
1 + 6
(
asλ
us
+ am
)]}
,
dam
dl = 2
(
asλ
us
+ am
)
+ 14pi2
{
12am
[
am(gm + 5um)− 6um
][
1 + 4
(
asλ
us
+ am
)]
− 72a3mum
[
1 + 8
(
asλ
us
+ am
)]
− 4asλ2us
[
1 + 2
(
asλ
us
+ am
)
+ 2as
]
− 2(2um − gm)
[
1 + 2
(
asλ
us
+ am
)]
− λ2 (1 + 2as)
−4a2m(gm − 17um)
[
1 + 6
(
asλ
us
+ am
)]}
+
(
λ
us
das
dl +
as
us
dλ
dl − asλu2
s
dus
dl
)
,
dum
dl = um +
1
4pi2
{
576amum(2um − gm)
[
1 + 6
(
asλ
us
+ am
)]
− 16a2m
(
130u2m − 94umgm + g2m
)[
1 + 8
(
asλ
us
+ am
)]
+ 32asλ
2
us
(2um − gm)
[
(1 + 4a2m)(1 + 2as) + 4
(
asλ
us
+ am
)
(1 + 8a2m)
]
+ 16asλ
3
us
[
1 + 2
(
asλ
us
+ 2as
)]
−(37u2m + 25g2m − 10umgm)
[
1 + 4
(
asλ
us
+ am
)]
+ 4608a3mum(2um − gm)
[
1 + 10
(
asλ
us
+ am
)]}
,
dgm
dl = gm +
1
2pi2
{
32asλ
2
us
(2gm − um)
[
(1 + 4a2m)(1 + 2as) + 4
(
asλ
us
+ am
)
(1 + 8a2m)
]
−4a2m
[
(gm + 73um)(7gm − 5um) + 9(um − gm)2
][
1 + 8
(
asλ
us
+ am
)]
−
[
12(um − gm)(2gm − um) + 6(um + gm)2 − λ24
][
4
(
asλ
us
+ am
)
+ 1
]
+576amum(2gm − um)
[
6
(
asλ
us
+ am
)
+ 1
]}
,
dus
dl = us +
4
pi2
{
27asu
2
s
2 (1 + 6as)− 144asamumλ
3
us
[
1 + 10
(
asλ
us
+ am
)]
− λ22
[
4
(
asλ
us
+ am
)
+ 1
]
− 9u2s16 (4as + 1)−
4λ2
∆A
3
(
4λ∆Aas
us
+ 1
)
− a2mλ2
[
1 + 8
(
asλ
us
+ am
)]
+ 8asλ
3
us
(
1 + 6asλus
)
+
2768asλ
3
∆A
35us
(
1 + 6asλ∆Aus
)}
,
dλ
dl = λ+
λ
pi2
{
9asus(6as + 1) + 72amum
[
6
(
asλ
us
+ am
)
+ 1
]
− (2um − gm)
[
4
(
asλ
us
+ am
)
+ 1
]
− 3us8 (4as + 1) + 96asa
2
m
λ2
us
(
asλ
us
+ am
)
− 2λ
[
1− 2asλus (1 + 4a2m)
][
2as + 2
(
asλ
us
+ am
)
+ 1
]
−4a2m(20um − gm)
[
1 + 8
(
asλ
us
+ am
)]
+ 576a3mum
(
1 + 10
(
asλ
us
+ am
))
+ 16asλus (2um − gm)
(
1 + 6asλus
)
+ 6asλ
[
1 + 2as
(
λ
us
+ 2
)]}
,
dλ∆A
dl = λ∆A +
λ∆A
3pi2
{
27asus(1 + 6as)− 9us8 (4as + 1) +
64asλ
2
∆A
us
[
1 + 2as
(
1 + 2λ∆Aus
)]
−12λ∆A
[
1 + 2as
(
1 + λ∆Aus
)]
+ 36asλ∆A
[
1 + 2as
(
2 + λ∆Aus
)]}
.
(18)
These equations are used to analyze the impact of ordering competition on the global phase diagram in the main
context of the paper.
