We propose a new design of a stacked three-layer flat-panel x-ray detector for dual-energy (DE) imaging. Each layer consists of its own scintillator of individual thickness and an underlying thin-film-transistor-based flat-panel. Three images are obtained simultaneously in the detector during the same x-ray exposure, thereby eliminating any motion artifacts. The detector operation is two-fold: a conventional radiography image can be obtained by combining all three layers' images, while a DE subtraction image can be obtained from the front and back layers' images, where the middle layer acts as a mid-filter that helps achieve spectral separation. We proceed to optimize the detector parameters for two sample imaging tasks that could particularly benefit from this new detector by obtaining the best possible signal to noise ratio per root entrance exposure using well-established theoretical models adapted to fit our new design. These results are compared to a conventional DE temporal subtraction detector and a single-shot DE subtraction detector with a copper mid-filter, both of which underwent the same theoretical optimization. The findings are then validated using advanced Monte Carlo simulations for all optimized detector setups. Given the performance expected from initial results and the recent decrease in price for digital x-ray detectors, the simplicity of the three-layer stacked imager approach appears promising to usher in a new generation of multi-spectral digital x-ray diagnostics.
INTRODUCTION
Several radiography diagnostic and screening techniques depend on the visualization of small objects with high attenuation coefficient embedded in an inhomogeneous soft-tissue environment. These include coronary angiography 1 -where a contrast agent is added to blood vessels in the heart to assess cardiovascular diseases-and calcification detection in chest radiography 2, 3 -where the benignity of pulmonary nodules is characterized by its calcium content. Enhancing the detectability of the objects of interest of these techniques is, therefore, very desirable.
A technique that has long been proposed to achieve this is that of dual-energy (DE) subtraction imaging, 4, 5 which exploits the difference in the energy-dependence of the x-ray attenuation coefficient of different tissue types to remove the soft-tissue component from a radiographic image and hence enhance visualization of the objects of interest. DE imaging has been successfully applied to both coronary angiography 6, 7 and calcified nodule detection in chest radiography [8] [9] [10] [11] to improve detection.
DE systems work by obtaining one low-energy and one high-energy image, and performing a weighted subtraction to combine them into a third image in which the inhomogeneity of the soft-tissue structure has been removed. 12, 13 This spectral separation is typically achieved by kVp switching, 14 where a first image is taken using a low x-ray tube voltage (kVp) and, immediately after, a second image is obtained with a high kVp. While this minimizes the overlap in the images' spectra, the temporal separation between the two images makes this technique very sensitive to motion artifacts, an issue of particular importance when dealing with both cardiac 15 and pulmonary imaging.
10 kVp switching also requires an x-ray source capable of producing two very different spectra in a time as short as 150 ms to 200 ms, 14 and thus is not compatible with typical chest radiography setups.
An alternative method of obtaining spectral separation in DE imaging is the single-shot approach, in which both images are obtained simultaneously. This is accomplished by stacking two sensor layers vertically to form a double-layer detector in what is known as a sandwich configuration. [15] [16] [17] [18] The spectral separation results from a combination of the intrinsic higher probability of high-energy photons to go through the top layer unabsorbed, and the presence of a metal beam-hardening mid-filter in between the two layers. Single-shot techniques are thus much more tolerant to both patient and cardiac motion than kVp switching, and are compatible with most current x-ray sources. However, the presence of the hardening mid-filter means that a portion of the x-rays are wasted in it, resulting in lower patient dose efficiency.
To address this issue, we propose a three-layer detector to be used for single-shot DE imaging. Each layer of the detector consists of an amorphous silicon (a-Si) flat-panel sensor coupled to a scintillator layer of specific thickness (Fig. 1) . Much like in the standard sandwich configuration, the top and bottom layers will form the low and high energy images respectively, but unlike said configuration, the new middle layer will not only act as a filter and harden the beam before it reaches the bottom layer but also act as a third sensitive layer. Our proposed detector can then operate in two distinct modes. The first is as a regular radiographic detector, in which the signals from all its sensitive layers are simply added to form a single image. In this mode, no dose delivered to the patient is wasted in a mid-filter and the image obtained will display information from the entire x-ray spectrum used. The second mode is that as a DE imager, in which only the signals from the top and bottom layers are used to acquire an image without the inhomogeneity of the soft-tissue. These two modes are not mutually exclusive, and both image types could be obtained simultaneously with only one exposure. The purpose of this report is to evaluate the theoretical performance of this three-layer detector when in its DE imager mode. An analytical model is developed to calculate the performance of such a detector, with which its optimal parameters are found. The results are later validated using photon transfer Monte Carlo simulations.
THEORY

Signal and Noise for Single-Layer Imagers
Each one of the layers in our proposed three-layer imager can be considered as a single x-ray flat-panel detector (FPD). Therefore, it is necessary to analyze the SNR of a single detector to understand how to calculate it for the three-layered imager, and thus evaluate its performance.
We consider a single exposure of an x-ray spectrum Φ(E) (photon/(cm 2 keV)) through an object and to a scintillator-based FPD (Fig. 2) , where two x-ray paths stand out: one that will only go through soft tissue of thickness t s (cm) before reaching the detector, and one that will go through an iodinated vessel or calcification (depending on the application) of thickness t h (cm) as well as its surrounding soft tissue before reaching the detector. The former will result in the detector signal S s while the latter will result in S h . We can calculate the expected mean signalsS s andS h for a pixel of size A (cm 2 ) located entirely in one of the main paths using
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where µ s (E) and µ h (E) are the x-ray attenuation coefficients (cm −1 ) of soft tissue and the iodinated vessel or calcification respectively at an x-ray photon energy E (keV), η(E) is the x-ray absorption ratio of the scintillator (i.e. its quantum efficiency), andQ CsI (E) is the mean of the scintillator gain function. Note that we assume, for simplicity, that the attenuation coefficients are constant throughout each of the tissue types.
The quantum efficiency of the scintillator is given by
where µ CsI (E) is the attenuation coefficient of the scintillator (also considered constant) and t CsI is the thickness of the scintillator. It is, essentially, the portion of incoming x-ray photons that will be absorbed by the scintillator.
The scintillator gain function,Q CsI (E), is a random variable that corresponds to the number of optical photons generated in the scintillator due to an incoming x-ray of energy E. This means that the generated signalsS s andS h are compound random variables, 4, 19 since the number of photons that will reach the pixel, N , will follow a Poisson distribution. However, since the number of scintillator photons generated for a typical x-ray is small (e.g. a cesium iodide scintillator can generate ∼1500 optical photons for a 25 keV photon [20] [21] [22] ) when compared to N , its contribution to the signal variance can be neglected and only its mean value needs to be considered. 23 This value, in turn, can be simply expressed as
where γ(E) (photons/keV) is the mean number of photons generated and collected in the scintillator due to an absorbed photon of energy E, and E abs (E) is the energy absorbed in the scintillator due to an x-ray photon of energy E interacting in it. For common inorganic scintillators, this gain is nearly proportional to the deposited radiation, 24 which removes the energy dependence in the number of photons generated (γ(E) = γ) and reduces Eq. (4) toQ CsI (E) = γE abs (E).
With this in mind, it is now possible to write an expression for the expected variance in each one of these signals that result from the contributions of these two random variables
K-Edge Considerations
When the energy of the x-ray photons incident on the scintillator exceeds the K-edge energy of the absorber, some of their energy will be lost in escaping characteristic x-ray emission. 23 This is accounted for in E abs (E) as a part of the scintillator gain Q CsI (E). E abs has previously been calculated 26 to be linearly dependent on E both below and above the K-edge energies, while showing considerable dips at those energies.
Scintillator Blur
The needle-like structure of CsI:Tl scintillators has been shown to guide light towards the top of and bottom surfaces of the phosphor screen and reduce lateral spread, thereby increasing spatial resolution. 27 However, theoretical and simulation analyses of these structured scintillators 28 have found that about 83 % of the light quanta generated in the scintillator still travels laterally and contributes to optical blur. This spatial spreading of the signal will affect the resolution of the imager and reduce the spatial noise variance.
We use an analytical model to approximate this noise reduction that begins by considering how the signal of an infinitely thin monoenergetic x-ray pencil beam of energy E will spread in a CsI:Tl structured scintillator of thickness t CsI before reaching the detector plane. This is known as the Point Response Function (PRF) of the system and represents its deterministic scintillator blur. 29 Its value at any point on the detector (x, y) will be a function of these parameters, and so PRF = PRF(x, y, E, t CsI ).
Next, we calculate how this scintillator blur will affect the detector's signal variance. Obviously, this effect will be very dependent on the pixel pitch, p, of the detector. If we consider the signal caused by an x-ray beam incident over an entire square pixel centred at x = y = 0, its spread to an arbitrary position in the scintillator (x, y) can be calculated by integrating PRF contributions from each area element in the pixel and will be expressed by the Interpixel Spread Function, or
The ISF can be used to calculate how the signal incident over a pixel located at i = j = 0 will spread to its neighbouring pixels (see Fig. 3 ). The spread will induce an increase signal of ∆S i,j for the i th , j th pixel of the detector array, where this can be calculated using
Lastly, a normalized version of ∆S (∆S ′ ) can be thought of as the smoothing kernel that is applied to an unblurred image as a result of the signal spread, assuming that we are operating in a large-pixel regime where it will be fairly uniform. We fit ∆S ′ to a two-dimensional discrete Gaussian kernel of standard deviation σ G since we know that its convolution with a zero-frequency image with normal noise will reduce the image's standard
Figure 3:
Diagram illustrating signal spread in a scintillator. The x-rays incident over the entire region above the middle pixel (i = j = 0) result in a signal that is spread once it reaches the detector plane, represented by the ISF. The signal will eventually be discretized into pixels, each with a resulting value ∆S i,j .
deviation by a factor of ∼ (2σ G √ π). 30 The standard deviation of signals generated by a monoenergetic x-ray source can now be updated to include scintillator blur as
where σ s G and σ h G are the standard deviations for the fitted Gaussian kernels of ∆S for the expected soft tissue and iodinated vessel or calcification signals, respectively.
As previously mentioned, this treatment is only applicable to the case of a monoenergetic source. However, it can be easily expanded to any source spectrum by first defining an energy-dependent σ G (E), which, at every energy E, would represent the σ G obtained through this process using a pencil beam of that energy. Full polyenergetic signal variances forS s andS h can be obtained by including the continuous σ 2 G (E) /4π as part of the integrand in Eqs. (5) and (6) (see Eqs. (14) to (17) for further details).
Energy-Subtraction Imaging
One of the operational modes of the proposed detector is as a dual-energy (DE) imager. DE imaging combines two images: one obtained with low-energy (LE) and one with high-energy (HE) photons. 4 A third, enhanced image is thereby obtained that aims to isolate the object's high-attenuation-coefficient tissue component (an iodinated vessel or a calcification in our implementation) from its soft-tissue background component. Thus, the contrast within the latter is removed and the detectability of the former can be greatly increased.
This background suppression is attained by exploiting the different rates of change of the tissue's mass attenuation coefficients (µ/ρ) across the diagnostic x-ray energy range. 4 Said phenomenon can be seen in Fig. 4b , where the difference in µ/ρ between iodine and soft tissue or bone and soft tissue is clearly higher in the low end of the spectrum (∼ 40 keV) than in the high end (∼ 100 keV). By intelligently combining the LE and HE image through logarithmic subtraction (see Section 2.2.1), the enhanced image with a suppressed background is obtained.
In its DE mode, the proposed detector functions as a one-shot sandwich detector. The top layer will have a thinner scintillator and will thus probabilistically absorb more of the lower end of the incident x-ray spectrum. The thicker scintillator of the middle layer will assume the role typically taken by a metal mid-filter (as shown in Fig. 1 ) and will harden the remainder of the beam before it reaches the bottom layer. Fig. 4a illustrates this effect, where more lower energy photons will be incident on the top layer, while the bottom layer will see more of those of higher energy. This achieves the energy separation needed for obtaining the LE and HE images without the need to waste photons in a metal mid-filter. The mean value for those pixels at the top layer (S t ) for each of the paths of interest (s and h) will follow Eqs. (1) and (2), as this layer is equivalent to a single-layered detector. The signals for the bottom (S b ) layer, however, need to expand on these equations to include the filtration due to the top and middle layers. These will therefore becomeS
E(keV)
where η i = 1 − e −µCsI (E)ti (i = t, m, b) are the top, middle and bottom layers' quantum efficiencies. The respective variances of these signals will also need to account for the detector design, and can be calculated by expanding Eqs. (5), (6) and (9) into
where σ G (E, t CsI , p) represents the standard deviations for a Gaussian kernels fitted to a ∆S ′ of a monoenergetic exposure of energy E, a detector of thickness t CsI and a pixel pitch p. The addition of this term and the 1/4π factor effectively accounts for scintillator blurring.
Logarithmic Subtraction
The combining of these signals into the enhanced DE image was done by using logarithmic subtraction.
12 This method, while fairly simple, has proven to be quite effective at obtaining the desired result. In it, a weighting factor w is defined such that soft-tissue contrast is canceled in the enhanced image and is ideally given by the ratio of its attenuation coefficients at high and low energy,
where E H and E L were chosen as the average energies reaching the bottom and top detector layers when no object is being imaged. These can be calculated using
Note that due to the broad spectrum of the x-ray source and to the absorption in the object, in practice, the value of w should be slightly tweaked to obtain the best possible cancellation, as the ideal 100 % cancellation cannot be achieved.
Using w, the DE enhanced image (S DE ) obtained through logarithmic subtraction can be easily calculated using
Signal Difference and Noise
The merit of an enhanced image will depend on the contrast between the two tissue types once the inhomogeneity within soft-tissue has been canceled. Said contrast is defined as the Signal Difference (SD) between two pixels located fully in either one of the paths of interest described in Section 2.1, and can be calculated with
where S DE,h and S DE,s are the values in the enhanced image for these pixels. Using Eq. (20), SD can be expanded into
The mean value of SD (SD) can be easily calculated by combining Eqs. (10) to (13) and (22) . In turn, we can now calculate its variance, σ 2 SD , as a measure of its noise. Assuming no cross-talk between the detector layers, the noises in the top and bottom layers are uncorrelated, 33 and thus σ 2 SD can be calculated using
It is now possible to define a parameter that can evaluate the detectability of the object of interest in its noisy background. Said metric is the Signal Difference to Noise Ratio (SDNR) of the logarithmic subtraction image, and it can be computed as
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Figure of Merit
While SDNR is a good single metric to evaluate the performance of a particular set of detector parameters, it is easy to see its one limitation. Given that SD will increase as the total exposure of the image increases, solely following SDNR will lead to favouring certain configurations that result in higher patient dosages-particularly those with higher peak x-ray tube voltage (kVp). To aid in finding a better performance metric, we begin by calculating the exposure X (R) as the total energy deposited in air during the imaging process
where C R ∼ = 6.201 × 10 −10 R g J/(keV C) is a unit conversion factor,W air ∼ = 33.97 J/C is the energy required to be deposited in air for the production of one ion pair averaged across the diagnostic energy range, and (µ en (E)/ρ) air is the mass energy-absorption coefficient of air at energy E.
We can finally define a single-valued figure of merit (FoM) that will measure the performance of a detector as a DE imager. Given that SDNR will increase with the square root of exposure, our exposure-independent FoM becomes FoM = SDNR √ X (26)
OPTIMIZATION USING ANALYTICAL MODEL
To find the ideal configuration of detector and x-ray tube parameters, the FoM was computed as described for the reasonable parameter ranges shown below in Table 1 . These ranges were selected by considering current FPD, scintillator and x-ray tube technologies. Two applications were independently investigated, and the optimal values for the parameters were found for each case. The first was that of DE angiography and cardiac imaging, where iodinated vessels of increasing iodine mass loading (I ml ) located in 20 cm of soft tissue were considered. The second was calcification detection in chest radiography, where small calcium nodules of varying thickness (t c ) in the same soft tissue were evaluated.
In these calculations, the x-ray spectrum of a tungsten anode tube was calculated for different kVp values using Spektr, 36 a Matlab TM implementation of the TASMIP 37 (tungsten anode spectral model using interpolating polynomials) empirical model, since this model has proven to be one of the most accurate at predicting x-ray tube spectra. 38 The source filtering with different materials and thicknesses t f was computed using the builtin filtering capabilities of Spektr. All mass attenuation and mass energy-absorption coefficients, as well as all material and tissue densities, were obtained from the National Institute of Standards and Technology (NIST) measurement compilation. Detector and x-ray source (top 5 rows), and application (bottom 2 rows) parameters and ranges used to optimize the theoretical performance of the proposed detector.
We chose Cesium Iodide as our scintillator material due to its maturity, availability and ability to be grown structurally. This material is also attractive due to its common and established integration with FPD technology. The packing efficiency of the CsI:Tl columnar scintillator was taken to be 75 %, as reported in previous works.
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To be able to quickly calculate the effects of scintillator blur for specific parameters, the following computational model was used. First, Monte Carlo simulations were performed using hybridMANTIS (see Section 4) to obtain PRF(x, y, E) values for several model screens of thicknesses in the range of 50 µm to 800 µm at 10 µm increments. These simulations used a monoenergetic pencil beam source ranging in energy from 10 keV to 150 keV at 5 keV increments, with very small detector pixels to approximate a continuous function as best as possible.
Next, following the process described in Section 2.1.2, values for σ G (E, t CsI , p) were calculated and fitted for the energy and scintillator thicknesses mentioned, and for a pixel pitch range of 50 µm to 150 µm at 10 µm increments. These were then interpolated using natural neighbour interpolation to obtain a continuous function for σ G (E, t CsI , p). Fig. 5 shows a subset of these results to demonstrate that σ G is a fairly well-behaved and thus these interpolations were sensible. Certain constraints were imposed on the detector design when finding the optimal set of parameters. First,the pixel pitch p was set to 100 µm, as it is a reasonable state-of-the-art pixel size for an a-Si FPD. Second, the bottom detector layer is meant to absorb as much as possible of the high-energy x-rays that reach it without introducing too much signal spread, and thus its scintillator thickness t b was not varied but rather set to a reasonable highend limit of 500 µm imposed by fabrication and blurring constraints. With that, the parameters that resulted in the maximum possible FoM for both applications were found, and are presented in Section 5.
MONTE CARLO VALIDATIONS
The final results from the theoretical method developed above were validated using x-ray photon transfer Monte Carlo simulations. These were carried out in hybridMANTIS, 39 a software package for modeling indirect x-ray detectors with structural scintillators. hybridMANTIS uses the PENELOPE 40 package for its geometry, x-ray and electron transport, and source modeling, but adds optical photon transfer in the scintillator to better model a columnar structure. Using this package, we were able to model all layers of our proposed detector with optimized parameters and verify the FoM analytical calculations for each case.
For the iodinated vessel application, six blood vessels of increasing I ml were modeled as cuboids with width and depth of 5 mm. Their materials were set to a mixture of ICRP-defined blood 41 and increasing concentrations of an iodine contrast medium molecule. In the case of the calcification application, five nodules were simulated as cubes of size t c at 1 mm increments. For both cases, these objects were placed in the centre of a 20 cm-thick slab of ICRP-defined soft-tissue. Each layer of the detector was modeled as a 0.5 mm glass substrate, a 1 µm aluminum layer to simulate a thin-film transistor layer, and a structured CsI scintillator layer immediately above. Fig. 6 shows an example of the images obtained in these simulations and how they are combined to form a DE image. 
RESULTS AND DISCUSSION
Source and Filtering
The first variable that was optimized pertaining to the x-ray source is the peak tube voltage. Increasing the kVp resulted in a steady increase of our FoM, as shown for both application cases in Fig. 7 . Hence, the source should be operated at the highest kVp possible. As a reasonable upper-limit for typical tungsten-anode sources, this value was set to 120 kV for all further simulations. The second set of parameters related to the x-ray source that were optimized are the filtration materials and their thicknesses. The two elements out of the six modeled that were found to independently increase the FoM the most were aluminum (Al) and copper (Cu). Fig. 8a shows an example of the different positive effect for both filter elements. Adding Al filtering will result in a continuous FoM increase but with diminishing returns, while the Cu effect will peak at ∼ 0.2 mm and decrease with higher filter thickness t f . It is important to note that these two filtration benefits cannot be combined, but rather the optimization of one will remove almost all positive effects of the other. Thus, sole Al filtration becomes the obvious practical solution, since there is no need to precisely optimize t f to achieve maximum benefit. Similarly to choosing kVp, a sensible value of t f = 3 mm of Al was chosen for all remaining calculations.
The remaining filter elements studied were rhodium (Rh), molybdenum (Mo), silver (Ag) and tin (Sn). As can be seen in the example in Fig. 8b , most of these presented a similar trend to Cu, but with less of a positive effect and a narrower peak with a quicker decline. As such, these elements do not present a good alternative to Al filtering. Several combinations of different thicknesses of all filters were also studied, but only minute FoM improvement were found in the best of cases. The practicality of combining and optimizing several filters is certainly not worth the small improvements, which could also be achieved by slightly increasing the Al thickness.
Scintillator Thicknesses
Using these chosen source and filtering parameters, the ideal thicknesses of both the top and middle scintillator layers were calculated. To do so, both t t and t m were allowed to independently vary along their respective ranges in the analytical model developed. As it can be seen in Fig. 9 , the optimal values for both parameters will depend heavily on I ml in iodinated vessel detection. This same effect is also observed for t c in calcification detection. The scintillator thicknesses that maximize our FoM for either applications are detailed in Table 2 . It is clear that any application that spans these large ranges for the I ml or t c parameters will require a detector that compromises on the values of these thicknesses to best suit the entire range. The thickness values we deemed most appropriate for the parameter ranges we investigated were 220 µm and 630 µm for t t and t m respectively when considering the iodinated vessel detection application, and 255 µm and 440 µm for calcification detection. Figure 9 : FoM for varying (a) top scintillator thickness and (b) middle scintillator thickness for the iodinated vessel detection application at various I ml values. Each curve is independently normalized to its maximum value as higher I ml values will intrinsically result in a higher FoM. When varying t t in (a), t m was fixed at its compromise value, and vice versa for (b).
Comparison with other Dual-Energy Detectors
To evaluate the performance of the proposed detector as a DE imager, we compared it to the two established DE technologies. The first is dual-layer detector with a metal mid-filter, and the second is a kVp switching single-layer detector. Both of these were optimized using an analytical model similar to the one developed for the three-layer detector. The former only differed in that the thickness of the metal (copper) mid-filter had to be optimized as opposed to the thickness of the middle scintillator. The latter, on the other hand, differed in that it required both low and high kVp values and the ratio of patient expose of the low to the high image to be optimized, but only had a sole scintillator thickness parameter.
Using the optimized parameters, the FoM was calculated with the respective analytical models and Monte Table 2 : Optimized scintillator thicknesses when they are both allowed to vary independently for a range of application parameters. The last row shows in bold the chosen compromised values for the thicknesses.
Carlo simulations for both applications in the I ml and t c ranges of interest for all three detector types. As shown in Fig. 10 , the Monte Carlo results follow the same trends as the presented analytical model, corroborating its effectiveness as a first-order optimization method. However, a mean difference of 32 % is observed between the two approaches, since the Monte Carlo simulations take into account several effects that the analytical model doesn't-most notably cross scatter between the detectors and re-emissions of the scintillator materials. It is clear that the three-layer proposed detector performs comparably to an established single-shot detector. Thus, our detector has the advantage over other single-shot imagers of being able to obtain an image that includes the signal from its middle layer without sacrificing performance as a DE imager. Given these results and the recent decrease in cost of building each flat-panel sensor, the three-layer stacked detector presents a promising alternative to current single-shot imagers with a clear advantage and no performance downsides.
As expected,
18, 42 the poorer spectral separation of single-shot imaging resulted in lower FoM results for the three-layer detector when compared to an optimized kVp switching one. However, it must be noted that our FoM does not take into account the motion artifacts to which kVp switching imagers will be susceptible, not to mention the potential further applications of our proposed detector.
