The use of an over-parametrized state-space model for system identification has some clear advantages:
Introduction
System identification deals with selecting a linear model from a model set using measured data. A set of models is most often described by a parametrized model structure. Hence, a parametrization is a mapping from the parameter space, a subset of E X d , to the space of linear systems of given input-output configuration and state order. The best model in the set is determined by a parametric optimization of some criterion function.
We will here consider parametrizations and optimization of multivariable linear systems based on the statespace form
B Z (~) = Az(t) + Bu(t), y ( t ) = C s ( t ) + Du(t)
with n states, m inputs and p outputs. For continuous time systems the operator (T is the time differentiation ' This work was supported in part by the Swedish Research Council €or Engineering Sciences (TFR), which is gratefully acknowledged.
-$ and for discrete time systems B is the forward time shift operator. A parametrization describes which matrix elements have fixed values and where the parameters enter into the system matrix elements.
Parametrization of multivariable linear systems is known as a difficult problem if a minimal parametrization is sought. In a minimal parametrization the mapping from parameter space to system space is injective, i.e. each system can be represented by at most one point in the parameter space. It is known [l] that the set of all possible input-output behaviors is a manifold of dimension n(m+p) +pm. The number of elements in the system matrices is however n2 +n(m+p) f p m . Consequently, in order to obtain an injective parametrization, n2 degrees of freedom must be removed.
Minimal Parametrizations
In system identification injective parametrizations are known as being identifiable. If the parametrization is also bijective the parametrization can describe all systems of given order and input-output configuration. In this case each system corresponds to one and only one point in the parameter space. The use of an injective parametrization leads to a minimization problem that is well posed in the sense that the minimum will be unique in the parameter space if the data is informative. A caveat with a minimal parametrization is that the representation of a system close to the boundary of the set of reachable systems is numerically sensitive. Also models based on polynomial type parametrizations are highly unreliable when the order is high.
If the parametrization is bijective it is sufficient, for each model order, to only consider one parametrization and consequently only have to run one optimization. For single input multiple output systems or multi input single output systems the standard controllable canonical form and the observable canonical form are examples of bijective parametrizations [6] .
A classical result tells us that if both the input and output dimensions are larger than one, a bijective parametrization does not exist [8, 4] . Partially overlapping, injective parametrizations, based on the companion matrix form, has been used for multivariable system identification [13] . In this type of parametrizations the number of parameters, which is the minimal number, is &in = n(m+p)+mp where n is the state dimension, m the input dimension and p the output dimension. For the observable form there exist (:It) different structures and for the controllable form structures. The model sets spanned by these parametrizations are partially overlapping and the union of all these equals the set of all dynamical systems of fixed input-output dimensions and fixed state order. The obvious drawback with such a parametrization is that several, or all, parametrizations should be considered when identifying a model from data without any prior structural knowledge. Even though one structure is capable of describing almost the entire set of systems it is likely that such a parametrization is numerically less favorable for a much larger class near the border of the set.
Based on the balanced realization a minimal (injective) parametrization has also been developed [12] and studied in an identification context in [9] . They argue that the balanced realization in general offer a more well conditioned parametrization as compared with the controllable-observable forms.
A second approach is to start with a structural identification revealing the internal structure and the appropriate parametrization. In a second step the parametric identification is then performed using the selected parametrization [4].
Non-minimal Parametrizations
If we drop the requirement of injectiveness of the parametrization and instead consider surjective parametrizations, the full parametrizations is one trivial choice. In this parametrization all matrix elements of the state space matrices ( A , B , C , D ) are parameters. In an identification context such a parametrization was proposed in [lo] . An obvious drawback with the full parametrization is the large number of parameters which have to be estimated:
In comparison with the minimal parametrization the full parametrization has n2 extra, redundant parameters. When using a parametrization with redundant parameters the minimum of the criterion function will not be unique in the parameter space. This leads to a singular Hessian of the criterion function. However, trivial modifications to standard Newton-type optimization algorithms ensure that a minimum is reached in a numerically stable stable way.
A surjective parametrization based on a tridiagonal structure of the A matrix has recently been proposed [ll] . Although this is still an over-parametrized model structure it has only 2n -1 extra parameters. Since it is based on a tridiagonal A matrix the poles (eigenvalues of A ) are represented in a numerically stable way as opposed to the polynomial-type forms, e.g. observable and controllable canonical forms [14].
Dynamically reducing the parameter space
During each step in a parametric optimization using a Gauss-Newton type algorithm [2] the gradient of the criterion function with respect to the parameters is evaluated. For most problems this is what constitutes the main computational load of the identification.
Consider the full parametrization when all matrix elements are considered as parameters. Take a point in this n2 + n(m + p ) + m p dimensional space. Since the manifold of systems has dimension n(m+p) + m p there exist a manifold in the parameter space of dimension n2 which represent all dynamical systems with identical input-output properties. We call these an equivalence class. When determining the gradient of the criterion function we know that it is zero for n2 directions representing the tangent space of the manifold of the equivalence class. Consequently if we can determine this tangent space it is only necessary to evaluate the gradient in the directions perpendicular to the tangent space, which is of the minimal dimension n(m+p)+mp. A similar approach can also be found in [15] for identification using a LFT-type parametrisation.
A different approach with the same goal of minimizing the numerical burden of calculating the gradient is reported in [5] . They note that the filters, which are of the order of the number of parameters, representing the gradient function is not controllable and can be reduced. A drawback with their method is that the determination of controllability and transformation to the minimal system can be a numerically unstable process if the model orders are high.
In section 2 we will show how the tangent space of the equivalence class is easily determined and how to modify a standard Gauss-Newton algorithm to incorporate this information. In section 3 we will present some preliminary results from Monte-Carlo simulations comparing the proposed technique with the classical approach.
where E(@) is the column vector of the residuals e(k, 8).
This problem is normally known as non-linear leastsquares (NLLS). If the residuals are a linear function of the parameters the problem simplifies to a classical least-squares (LS) problem which has an analytical solution. A first order expansion of E ( @ ) When solving the least-squares problem (3) in step 2 a numerically stable algorithm should be used, e.g. using a QR-factorization or the singular value decomposition, see [3] . The quality of the search direction is tightly connected to the condition number of the gradient matrix *((e).
The line search in step 3 can be done in many different ways. A simple and fairly robust solution is to start with p = 1 and then bisect until a lower value of the criterion is found. The presentation here is only intended as an introduction to the technique. For further information see [2] . 
Tangent plane of the equivalence class
Since we assume C1 > 0 this implies that the number of columns in U1 equals the rank of Q. Denote by d l the number of columns in Q I . Then we have
In the normal case rank(()) = n2 and it suffices to use the minimal number of search directions when determining the gradient. If Q is rank deficient &I is extended with a number of extra columns equal to the rank deficiency of Q. Necessary and sufficient conditions for Q to have full rank remains to be investigated.
An algorithm with search dimension reduction
With the knowledge of the subspace orthonormal to the tangent plane of the equivalence class we can modify the way we derive the Jacobian matrix. Consider again a linearization of the prediction errors q e + se) x rqe) + q(e)se (8) By restricting the parameter update to directions orthogonal to the equivalence class we can write the perturbation as a function of a vector E RdL
where QL is the orthogonal complement to Q, see (6) and (7). With this restriction the linearization becomes
E(e + se(&)) R: q e ) + @(e)&
where @'(e) = q(e)QL The key idea is that we can determine @(e) without first forming @(e). This is done by finite difference calculation using the columns of QL as unit vectors.
More specifically the gradient with respect to d%k is given by d @(e)(:,kl = -E(@ + ae(6ie)) d68k
(9)
.E(e + Q~,~I Y )
Based on these observations we can modify the basic Gauss-Newton algorithm to only consider parameter updates in the directions orthogonal to the tangent plane of the equivalence class. By doing so we reduce the number of gradient calculations by rank(Q) (normally n 2 ) since the reduced gradient matrix @(e) has rank(&) less columns than *(e).
Algorithm 2 (GNSDR)
Determin;! &I using (7) and (6) Determine @(e) according to (9) Determine the minimizer of mjn p ( e ) + @(e)te112
(10) be The Gauss-Newton search direction with reduced dimension is given by
Perform a line search along the Gauss-Newton direction 68
If no improvement found then stop otherwise let P 6 := 9 + pS0 and go to step 1.
By using the presented GNSDR algorithm we can use the full parametrization with all its favorable properties without increasing the numerical burden as compared to using an injective parametrization with a minimal number of parameters. In the next section we investigate the numerical properties of the proposed algorithm by considering a simple identification problem.
A numerical comparison
In this section we use a small identification problem to illustrate the numerical properties of the proposed GNSDR algorithm. Particularly we will see how the condition number of the Jacobian matrix in the GaussNewton algorithm influences the probability to converge to the global minimum. An almost identical example was used in [ll] to evaluate the properties of the tridiagonal parametrization. We will identify a system from a noise free impulse response using two different schemes.
The full parametrization and the proposed Algorithm 2 with reduced search dimension (GNSDR).
The parametrization based on the controllable canonical form and the standard Gauss-Newton Algorithm 1 (GN).
We will study the condition number of the gradients The parametric optimization minimizes the nonlinearleast squares criterion function
In (E), i ( k , 0 ) is the impulse response of a parametrized discrete time system. Since the data is noise-free the criterion V (6) should be zero at a minimum. The minimization is terminated when norm of the Gauss-Newton step falls below loF5 or if the relative improvement of the criterion function is less than 10W4 or if more than 2000 criterion evaluations has occured. The optimization is considered successful if the algorithm terminates with V ( 0 ) < lo-'.
The optimization algorithm is initiated with a parameter value derived from a perturbed system. The perturbation is constructed by forming the sample and hold equivalence of Go(.) in balanced form and perturbing all matrix elements with zero mean Gaussian random noise with variance
The perturbed balanced form is used as the initial point for the full parametrization. For the minimal parametrization the initial point is converted from the balanced form to the controllable canonical form. higher probability to reach the global minimum when the model complexity increases. By studying Figure 3 , which depicts the maximal condition number for each optimization, we notice that the condition numbers increases to large levels quickly for the canonical parametrization as the model complexity increases. This leads to a very unstable determination of the Gauss-Newton search direction 68 and convergence to local minima. 
Conclusions
The use of an over-parametrized state-space model for system identification has some clear advantages; a single model structure covers the entire class of multivariable systems up to a given order. The overparametrization also leads to the possibility to choose a numerically stable parametrization. During the parametric optimization the gradient calculations constitute the main computational load of the algorithm. Consequently using more than the minimal number of parameters required slows down the algorithm. However, we have shown that for a full-parametrization it is possible to reduce the gradient calculations to the minimal amount by constructing the parameter subspace which is orthonormal to the tangent space of the manifold representing equivalent models. MonteCarlo simulations of one identification example illustrates that the proposed method show a higher probability to converge to the global minimum than the classical approach. The simulations also show that the condition number of the associated least-squares problem is significantly reduced for the proposed technique.
