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El presente manual esta concebido como una apoyo a la docencia en una asigna-
tura de segundo ciclo que puede cursarse tanto en la Licenciatura de Matema´ticas
como en la de Ciencias y Te´cnicas Estad´ısticas. El objetivo es que pueda ser entendi-
do por alumnos con conocimientos ba´sicos de Matema´ticas en general y Estad´ıstica
en particular.
Los aspectos formales de la materia han sido desarrollados con cierto detalle. En
lo que respecta a las competencias cuya adquisicio´n debe posibilitar esta asignatu-
ra, no es estrictamente necesaria la compresio´n exhaustiva de los mismos, aunque
se antoje conveniente que el lector interesado tenga al menos un lugar donde acu-
dir si quiere llevar a cabo un estudio ma´s profundo de la materia, al margen de la
bibliograf´ıa especializada. Por contra, el alumno debe tener en cuenta que el conoci-
miento teo´rico de estos contenidos debe complementarse con su aplicacio´n mediante
un programa estad´ıstico. En la pa´gina web http://kolmogorov.unex.es/jmf∼/ se
encuentra material al respecto.
Tambie´n cabe resaltar que este manual se complementa con otro dedicado al
Ana´lisis Multivariante. De hecho podr´ıa considerarse como una primera parte o pri-
mer volumen de una serie de dos.
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El planteamiento y resolucio´n de ecuaciones matema´ticas tienen como objeto re-
lacionar el comportamiento de una variable respuesta con el de una o varias variables
explicativas. Podemos distinguir entre diversos tipos de ecuaciones: lineales, no linea-
les, diferenciales, etc. Nosotros estudiaremos fundamentalmente las primeras, es decir,
consideraremos ba´sicamente relaciones de tipo lineal entre la variable respuesta y las
variables explicativas. ¿Por que´? Si bien es cierto que este tipo de relacio´n se observa
con relativa frecuencia en la naturaleza, hemos de reconocer, para ser honestos, que
su principal virtud es su fa´cil manejo, su excelente y natural comportamiento desde
el punto de vista formal, lo cual invita en no pocas ocasiones a considerar como li-
neales relaciones que so´lo lo son aproximadamente, asumiendo en consecuencia cierto
error como tributo a la sencillez del modelo. Cuando este error resulta excesivo es
costumbre bastante habitual buscar cambios apropiados en las variables que permi-
tan establecer relaciones aproximadamente lineales entre las variables transformadas.
Podemos tambie´n an˜adir a las variables explicativas distintas potencias de grado su-
perior de las mismas. De esta forma, las ecuaciones polino´micas quedan reducidas
a un caso particular de ecuaciones lineales, lo cual permite cubrir aproximadamen-
te un enorme campo de posibilidades. En deﬁnitiva, la solucio´n a un problema de
ecuaciones lineales y, en deﬁnitiva, la teor´ıa del A´lgebra Lineal, puede servirnos como
referencia o punto de apoyo para la resolucio´n de ecuaciones que, en principio, no los
son.
Lo dicho hasta ahora puede encuadrarse en un marco determinista, donde las re-
laciones entre las variables sean siempre ide´nticas, independientemente del resultado
concreto del experimento. Sin embargo, nosotros estamos dispuestos a admitir una
variacio´n o error de cara´cter aleatorio, lo cual conduce a considerar un modelo de tipo
probabil´ıstico. Dado que las distribuciones de probabilidad en juego no esta´n espe-
ciﬁcadas por completo –de lo contrario, podr´ıamos considerar el problema resuelto–,
habr´ıa que hablar, para ser exactos, de un modelo estad´ıstico, que denominaremos
en lo sucesivo Modelo Lineal. Con frecuencia, se supone que el error del modelo, es










cio´n lineal, sigue una distribucio´n normal, lo cual convierte este modelo, denominado
en ese caso Modelo Lineal Normal, en el mismo nu´cleo de la Estad´ıstica Parame´tri-
ca . El supuesto de normalidad es de gran utilidad a la hora de contrastar diversas
hipo´tesis relativas a los para´metros o construir regiones de conﬁanza para los mis-
mos. Adema´s, supone un argumento fundamental en la justiﬁcacio´n de los tests de
hipo´tesis y estimadores que se elaboran en la teor´ıa.
Nuevamente nos encontramos ante la misma problema´tica. Aunque, efectivamen-
te, se puedan observar en la pra´ctica relaciones de tipo lineal salvo errores aleatorios
normalmente distribuidos, la asuncio´n del supuesto de normalidad no dejara´ de re-
sultar al lector ma´s suspicaz una artiman˜a para resolver problemas de cara´cter me-
ramente te´cnico, y quiza´ no le falte buena parte de razo´n. Es mucho lo estudiado
acerca de este delicado problema que, en buena lo´gica, podr´ıa disuadirnos del uso de
los me´todos Parame´tricos en general y, e´sa es, hoy en d´ıa, la opinio´n de buena parte
de los estad´ısticos. No obstante, nos atrevemos aqu´ı a romper una lanza en favor del
supuesto de normalidad. Efectivamente, los me´todos de Inferencia Estad´ıstica propios
del modelo tienen un buen comportamiento asinto´tico au´n obviando el supuesto de
normalidad, es decir, que funcionan de manera similar al caso normal para muestras
suﬁcientemente grandes. No cabe duda de que detra´s de esta aﬁrmacio´n debe estar
–y as´ı lo veremos– alguna versio´n del Teorema Central del L´ımite. El propio Teore-
ma Central del L´ımite podr´ıa explicar la normalidad observada de hecho en muchos
casos, en los cuales la variable respuesta podr´ıa ser la suma o conjuncio´n de muchas
variables independientes.
No obstante y yendo un poco ma´s lejos, no parece del todo coherente extran˜arse
del uso del supuesto de normalidad cuando se ha asumido sin problemas el de lineali-
dad, o cuando se afronta con absoluta naturalidad la inferencia acerca de la media y
la varianzas (o matriz de varianzas-covarianzas). ¿Por que´? La pregunta deber´ıa ser
ma´s bien: ¿por que´ estudiamos la media, la varianza o la covarianza? ¿No son e´stos
los para´metros que caracterizan la distribucio´n normal (posiblemente multivariante)?
Desde luego, si de una distribucio´n desconocida suponemos su normalidad, conocer
su media y varianza (o matriz e covarianzas en el caso multivariante) equivale a es-
peciﬁcarla por completo, es decir, a convertir el problema estad´ıstico en un problema
meramente probabil´ıstico, cosa que no ocurre en general. Si hablamos en te´rminos
muestrales, es desde luego continuo el uso que hacemos de la media y la varianza , lo
cual podr´ıa justiﬁcarse mediante el hecho de que, conjuntamente, constituyen un es-
tad´ıstico suﬁciente y, adema´s, completo. Pero esa aﬁrmacio´n es correcta precisamente
bajo el supuesto de normalidad –por ejemplo para una muestra aleatoria simple de










normal multivariante, las relaciones entre sus distintas componentes han de ser de
tipo lineal. Con ello estamos llamando la atencio´n sobre una vinculacio´n natural entre
los supuestos de normalidad y linealidad. Por todo ello, el objeto principal de nuestro
estudio no sera´ el Modelo Lineal sino, ma´s concretamente, el Modelo Lineal Normal.
Lo primero que necesitamos aclarar en nuestra teor´ıa es en que´ sentido el Modelo
Lineal formaliza los problemas cuya resolucio´n nos atan˜e, que son, principalmente, el
problema de regresio´n lineal, el de correlacio´n lineal, el de ana´lisis de la varianza y el
de ana´lisis de la covarianza. Podemos an˜adir a estos problemas otros similares que se
encuadran en los denominados modelos lineales generalizados. En el primer cap´ıtu-
lo se enuncian cuatro ejemplos que pretenden ilustrar los problemas mencionados
anteriormente, a los que sigue una discusio´n acerca de su formalizacio´n mediante el
modelo lineal, cuyo principal objetivo es la justiﬁcacio´n de la bibliograf´ıa de referencia
y el enfoque que hemos dado a esta materia.
Tras la reﬂexio´n inicial del cap´ıtulo 1, procederemos a desarrollar el programa en
s´ı. Empezaremos con un cap´ıtulo dedicado a la distribucio´n normal multivariante,
haciendo especial hincapie´ en el caso esfe´rico y en distribuciones derivadas de la
misma, como son la χ2, t de Student y F de Snedecor. Tambie´n se analiza con cierto
detenimiento la conexio´n existente entre los supuestos de normalidad y linealidad.
Es nuestra intencio´n que este manual sea, en la mayor medida posible, autocon-
tenido. Por ello hemos procurado demostrar los resultados que se exponen, si bien
en algunos casos hemos considerado ma´s conveniente remitir al lector a la oportuna
referencia bibliogra´ﬁca. Tal es el caso, por ejemplo, de todos los resultados cla´sicos en
Probabilidad y Estad´ıstica que se precisan en esta teor´ıa pero no son espec´ıﬁcos de la
misma. En general, las nociones y resultados previos que se requieren para afrontar
nuestro estudio se exponen en el Ape´ndice. Se trata de una miscela´nea de materias, la
mayor´ıa de las cuales pueden ser obviadas por el lector con conocimientos ba´sicos en
Probabilidad y Estad´ıstica. En la primera seccio´n del mismo se recoge una seleccio´n
de resultados del A´lgebra matricial que sera´n de utilidad.
La piedra angular de nuestra teor´ıa es el cap´ıtulo 3, donde se establecen una
serie de resultados teo´ricos que sera´n de utilidad a la hora de estudiar los ana´lisis
de regresio´n y de la varianza en los cap´ıtulos 4 y 6, respectivamente. El cap´ıtulo
5, dedicado al modelo Correlacio´n, es de es cara´cter netamente teo´rico y viene a
complementar al tercero o al cuarto, segu´n se entienda. Aunque hubiera sido ma´s
co´modo, desde el punto de vista te´cnico, incluirlo en la segunda parte, dedicada al
Ana´lisis Multivariante, hemos preferido presentarla en la primera para dar mayor
coherencia al conjunto. El cap´ıtulo 7 se dedica al modelo lineal de rango no completo










Por otra parte, segu´n se ha mencionado de pasada, este manual pretende ser un
volumen previo a otro de dedicado al Ana´lisis Multivariante. Obviamente, ambas
materias comparten muchos contenidos pudiendo considerarse el estudio del Modelo
Lineal un requisito previo al del Ana´lisis Multivariante, aunque en ocasiones puede
suceder lo contrario. Ambos volu´menes se conciben como complementarios y compar-
ten la misma notacio´n y ﬁlosof´ıa, si bien el Ana´lisis Multivariante presenta especial
diﬁcultad debido a la carencia de una verdadera cohesio´n lo´gica, al menos en la
medida en que la posee el Modelo Lineal.
La referencia bibliogra´ﬁca fundamental de ambos volu´menes es Arnold (1981).
El t´ıtulo lo dice todo: The Theory of Linear Models and Multivariate Annalysis. En
esta obra se basan sobre todo los cap´ıtulos 3 y 5 del presente volumen, as´ı como
el cap´ıtulo 2 del volumen dedicado al Ana´lisis Multivariante. Recordamos que uno
de los objetivos principales del cap´ıtulo 1 es justiﬁcar la eleccio´n de esta referencia
bibliogra´ﬁca como pilar para exponer la teor´ıa que nos incumbe, en contraposicio´n
con otras formas de explicarla, ma´s frecuentes, que podemos encontrar en multitud
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En esta primer cap´ıtulo vamos a exponer cuatro ejemplos, los cuales representan
diferentes problemas que pueden formalizarse mediante el modelo lineal. Nos referi-
mos a los problemas de Regresio´n Lineal, Correlacio´n Lineal, Ana´lisis de la Varianza y
de la Covarianza y, por ultimo un problema de rango no completo. Nos hemos permiti-
do la licencia de utilizar en las discusiones conceptos y notaciones propios de la Teor´ıa
de la Probabilidad y de la Estad´ıstica Matema´tica con los que el lector puede no estar
familiarizado. No obstante, es nuestro propo´sito que cualquier duda al respecto quede
aclarada en el cap´ıtulo 2 o en el Ape´ndice. Los datos correspondientes a los ejemplos
podemos encontrarlos en formato SPSS en http:/kolmogorov.unex.es/jmf∼/ .
1.1. Ejemplos
1. [Linthurst Data]: Se pretende relacionar de manera precisa la produccio´n de
Biomasa de Espartina con la salinad, acidez y concentraciones de potasio, sodio
y zinc del terreno donde e´sta crece. Se tomaron un total de 45 mediciones de
estas seis variables.
2. [Peso]: Se pretende establecer la relacio´n existente entre la edad en semanas
de un feto de entre 28 y 33 semanas y su peso. Para ello se midieron los pesos
en gramos de 30 fetos, 5 de ellos de 28 semanas, 5 de 29, 5 de 30, 5 de 31, 5 de
32 y otros 5 de 33.
3. [Hipertensio´n]: Se desean comparar la efectividad de dos medicamentos A y B,
junto con un placebo C, para combatir la hipertensio´n. Para ello se consideraron
30 pacientes hipertensos, 10 de los cuales fueron tratados con A, otros 10 con











18 CAPI´TULO 1. EJEMPLOS Y DISCUSIO´N
de descenso de la presio´n arterial media –aqu´ı el te´rmino media hace referencia
a la semisuma entre la sisto´lica y diasto´lica–.
4. [Complexio´n]: Se pretende establecer una relacio´n clara entre la altura y el
peso corporal en personas sanas dependiendo del tipo de complexio´n natural.
Para ello se distingen tres complexiones, A, B y C y, para cada una de ellas, se
toma una muestra de 10 individuos a los que se les miden ambas variables.
1.2. Formalizacio´n
Procedamos a analizar los problemas de uno en uno para determinar que´ modelo
estad´ıstico es el ma´s apropiado para formalizarlos.
Problema de regresio´n lineal
En el problema uno, nuestros datos conﬁguran seis vectores en R45, Z[j], con
1 ≤ j ≤ 5, e Y , donde los cinco primeros hacen referencia a las variable explicativas
(condiciones del terreno) y la u´ltima a la variable respuesta (biomasa). La compo-
nente i-e´sima de cada vector corresponde al caso (individuo) i-e´simo del estudio.
Supondremos que los valores correspondientes a las variables explicativas han sido
determinados de antemano, siendo aleatorios los correspondientes a la variable res-
puesta, y que la relacio´n entre la variable respuesta y las explicativas es lineal1, es
decir, que existen, βj ∈ R, j = 0, 1, . . . , 5, tales que
Yi = β0 + β1Zi[1] + β2Zi[2] + β3Zi[3] + β4Zi[4] + β5Zi[5] + εi,
donde εi denota el error cometido, es decir, la diferencia entre el valor exacto de y
y el que se obtiene a partir de las variables explicativas mediante la ecuacio´n lineal.
Consideraremos dichos errores como variables aleatorias incorreladas con media 0 y
varianza ﬁnita comu´n σ2. Expresemos el modelo estad´ıstico formulado en lenguaje
matricial. Sean X la matriz 45 × 6 cuya primera columna esta´ compuesta exclusiva-
mente de unos (se denota por 145), siendo Z[j], donde j = 1, . . . , 5, las restantes; β el
vector (columna) compuesto por los βj, desde j = 0 hasta 5, y E el vector aleatorio
compuesto por las variables εi, desde i = 1 hasta 45. Entonces, se veriﬁca que
Y = Xβ + E ,











siendo las componentes de E incorreladas con media 0 y varianza ﬁnita comu´n σ2.
Si, adema´s, consideramos que los errores esta´n normalmente distribuidos, el modelo
vendra´ dado por un vector aleatorio Y que veriﬁca que Y = Xβ+E , donde E sigue un
modelo de distribucio´n N45(0, σ2Id) y β y σ2, los para´metros del modelo, pueden ser
cualquier elemento de R6 y R+, respectivamente. Se trata de un Modelo de Regresio´n
Lineal Normal con te´rmino independiente2, que puede expresarse, equivalentemente,
de la siguiente forma:
Y ∼ N45(Xβ, σ2Id)
Las componentes de β se denominan coeﬁcientes de regresio´n, y σ2 puede interpretarse
como una medida del error impl´ıcito a la ecuacio´n lineal. Se supone tambie´n que
la matriz X es de rango completo, es decir, que todas sus columna son linealmente
independientes. En caso contrario, el valor del para´metro β no quedar´ıa un´ıvocamente
determinado por la distribucio´n de probabilidades dada.
¿Regresio´n o Correlacio´n?
No´tese que, en el primer estudio, estamos considerando Y como un vector aleatorio
mientras que X es una matriz constante, es decir, que suponemos que los datos de las
variables explicativas son ﬁjados de antemano, dependiendo del azar u´nicamente el
resultado de la variable respuesta. No parece que este sea el disen˜o correspondiente al
estudio 1, pero s´ı es exactamente lo que ocurre en el estudio nu´mero 2, donde se mide
el peso del fe´mur en fetos con edades prestablecidas con el objetivo de establecer la
relacio´n entre ambas variables. E´ste, y no aque´l, s´ı que es un Modelo de Regresio´n,
rigurosamente hablando. Discutiremos este asunto a continuacio´n.
Efectivamente, parece claro que en el primer estudio, tanto las variables explica-
tivas como la respuesta deben ser consideradas aleatorias. Cada unidad experimental
de la muestra aporta realmente siete datos (uno ma´s cinco), es decir, un vector alea-
torio con valores en R6. Por lo tanto, las observaciones aleatorias no pertenecen a R45
sino que son matrices de orden 45× 6. La primera columna de la matriz aleatoria es
Y y la submatriz restante, Z. En lo que sigue, Z denotara´ una matriz ﬁja de dimen-
siones 45×5, mientras que X y X sera´n las matrices ﬁjas y aleatorias que se obtienen
mediante
X = (145|Z), X = (145|Z)
Un Modelo de Correlacio´n Lineal se corresponde con una muestra aleatoria simple de
taman˜o 45 en este caso (Y |Z) de una distribucio´n normal no degenerada en dimensio´n
2El te´rmino independiente puede eliminarse si se supone que la relacio´n entre las variables es










20 CAPI´TULO 1. EJEMPLOS Y DISCUSIO´N
6. En ese caso, veremos que las columnas de X son linealmente independientes con
probabilidad 1, que las ﬁlas de Z constituyen una muestra aleatoria simple de una
distribucio´n normal en dimensio´n 5 y que Y y X se relacionan mediante
Y = Xβ + E ,
siendo E un vector aleatorio de dimensio´n 45 de componentes normales, independien-
tes , de media 0 y varianza comu´n, y siendo E y Z independientes. En ese caso, los
para´metros del modelo son la media y matriz de varianzas-covarianzas de las zetas,
junto con β y la varianza comu´n σ2. Equivalentemente, se veriﬁca que la distribucio´n
del vector aleatorio Y condicionada a que la submatriz aleatoria Z tome el valor
Z, sigue un modelo N45(Xβ, σ2Id). Es decir, el modelo de Correlacio´n Lineal puede
expresarse mediante
Y |Z = Z ∼ N45(Xβ, σ2Id), Z ∼ N45(ν,Ξ)
Por lo tanto, el Modelo de Regresio´n Lineal Normal puede obtenerse condicionando
en el Modelo de Correlacio´n. Ocurre adema´s que, si los problemas principales de
inferencia relativos a los para´metro β y σ2 del modelo de Regresio´n se abordan desde
el Modelo de Correlacio´n, se obtienen los mismos estad´ısticos que se derivan del de
Regresio´n, y con las mismas distribuciones (pues e´stas resultan no depender del valor
concreto Z sobre el que se condiciona). Por lo tanto, los mencionado me´todos de
Inferencia conducen a las mismas conclusiones, bien se afronten desde el modelo de
Regresio´n, es decir, con X ﬁja, bien desde el modelo de Correlacio´n, o sea, con X
aleatoria3. Por ello, en la pra´ctica, no supone problema alguno considerar, como en
el estudio 1, un modelo de Regresio´n cuando no parece veros´ımil que las valores de
las variables explicativas hayan sido ﬁjado de antemano.
La principal ventaja del Modelo de Correlacio´n estriba en que permite intercam-
biar las variables respuestas con las explicativas y realizar inferencias estad´ısticas
acerca de los diversos coeﬁcientes de correlacio´n (simples, mu´ltiples, cano´nicos y par-
ciales). Adema´s, un Modelo de Regresio´n Lineal en sentido estricto es poco factible
con un numero elevado de variables explicativas, pues se trata de tomar, para cada
valor concreto de las mismas, una muestra de la variable respuesta. Sin embargo, el
hecho de controlar las variables explicativas, como en el Modelo de Regresio´n puro,
evita la presencia de valores extremos potencialmente inﬂuyentes y permite contrastar
por separado los supuestos del modelo.
3No obstante, veremos que existen ciertos matices que los diferencian, referentes u´nicamente a











Ana´lisis de la varianza
El tercer problema corresponde a lo que se denomina un Disen˜o Completamente
Aleatorizado del Ana´lisis de la Varianza. En esta ocasio´n, se toman 30 mediciones,
que se supondra´n independientes, de una variable respuesta y, 10 de ellas en cada
uno de los tres grupos considerados (A, B y Placebo). El objeto del estudio es decidir
si el uso de los medicamentos afectan a la distribucio´n de la variable y (porcentaje de
descenso de la presio´n arterial) y en que´ sentido. En principio tendremos tres mues-
tras, que supondremos aleatorias simples, todas ellas de taman˜o 10, correspondientes
a sendas distribuciones reales, de medias µi, i = 1, 2, 3, respectivamente. Se deno-
tara´n mediante Yij, donde el sub´ındice i, con valores entre 1, 2 y 3, hace referencia al
medicamento (A, B y Placebo, respectivamente), mientras que j, entre 1 y 10, hace
referencia al individuo en s´ı. Deﬁnimos entonces los errores εij = Yij − µi. Veamos
entonces co´mo expresamos el modelo.
En primer lugar, para cada m ∈ N, 1m y 0m denotara´n los vectores de Rm cuyas























De esta forma, si Y y E denotan los vectores de dimensio´n 30 que se obtiene compo-




µi · vi + E .
Si asumimos que los errores se distribuyen segu´n un modelo normal con varianza
comu´n σ2, se veriﬁca que E ∼ N30(0, σ2Id). As´ı pues, el modelo puede expresarse
mediante
Y ∼ N30(µ, σ2Id),
donde µ puede ser cualquier vector del subespacio V de R30 generado por v1, v2 y v3,
y σ2 cualquier nu´mero positivo. El hecho de suponer normalidad e igualdad de las
varianzas (homocedasticidad) simpliﬁca sensiblemente el modelo. Pero adema´s, bajo
estos supuestos, la igualdad de las seis distribuciones consideradas se corresponde
con la igualdad de las medias, es decir, que el contraste de hipo´tesis principal es un
contraste de medias. Concretamente, queremos saber si el para´metro µ pertenece al
subespacio de W generado por el vector 130. La igualdad entre, por ejemplo, las dos
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la hipo´tesis µ ∈ v1+v2. En general, estudiaremos contrastes del tipo µ ∈ W, siendo
W un subespacio de V .
A continuacio´n, esclareceremos la relacio´n existente entre los modelos de Regresio´n
y de Ana´lisis de la Varianza. Consideramos en el problema 1 el subespacio de R45
generado por las columnas de la matriz X, de dimensio´n 6, y reparametricemos el
experimento estad´ıstico mediante µ = Xβ. No´tese que existe una correspondencia
biun´ıvoca entre µ y β dado que X es de rango completo. Podemos decir que el vector
β ∈ R6 se compone de las coordenadas de la media µ de Y respecto de la base X. De
esta forma, el modelo de Regresio´n puede expresarse mediante
Y ∼ N45(µ, σ2Id),
donde µ puede ser cualquier valor del subespacio V = X, y σ2 cualquier nu´mero posi-
tivo. Es decir, que no existe diferencia formal entre ambos estudios. Rec´ıprocamente,
la familia de distribuciones considerarada en el modelo de Ana´lisis de la Varianza
(problema 3) puede expresarse mediante coeﬁcientes de regresio´n. Efectivamente, si
en el tercer estudio deﬁnimos la matriz
X = (130|v1|v2) (1.1)
e´sta posee termino independiente y es tal que V = X. Deﬁniendo β como las coor-
denadas de µ respecto de la base X tendremos
Y ∼ N30(Xβ, σ2Id). (1.2)
Adema´s, la hipo´tesis de igualdad de medias se traduce en la nulidad de los coeﬁcien-
tes de regresio´n correspondientes a los vectores v1 y v2 (todos salvo el del te´rmino
independiente). Los vectores v1 y v2 que hemos construido desempen˜an el mismo
papel que las observaciones de las variables explicativas en Regresio´n, e indican u´ni-
camente a que´ grupo pertenece cada individuo: un valor (1,0) indica que el paciente
se ha tratado con el medicamento A, (0,1) corresponde a B y (0,0) al placebo. Estas
columnas se denominara´n observaciones de las variables ﬁcticias. As´ı pues, un pro-
blema de ana´lisis de la varianza (comparacio´n de grupos) puede entenderse como un
caso de regresio´n respecto a variables ﬁcticias4
Ana´lisis de la covarianza
El cuarto estudio es una mezcla entre los problemas de relacio´n entre variables
(peso y altura) y de diferenciacio´n de grupos (contexturas). El objetivo en nuestro
4El hecho de que la variable respuesta no sea explicada por las variables ﬁcticias (de asignacio´n











caso es establecer una relacio´n diferente para cada contextura. En otras ocasiones se
trata de un problema de comparacio´n de grupos en el que se introduce una variable
adicional que funciona como explicativa para controlar una posible fuente de varia-
bilidad de la variable respuesta, de manera que queden ma´s patentes las diferencias
de los grupos respecto de la misma. En todo caso, la variable que actu´a como expli-
cativa se denomina covariable, mientras que la distingue entre grupos se denomina
factor. Cuando el modelo cuenta exclusivamente con covariables se denomina modelo
de regresio´n; cuando cuenta exclusivamente con factores se denomina de ana´lisis de
la varianza; cuando se mezclan factores y covariables, como es este caso, se denomina
ana´lisis de la covarianza.
Consideraremos el peso como variable respuesta y y la estatura como covariable
z. Podemos descomponer el vector Y de manera ana´loga al estudio anterior. Lo
mismo podemos hacer con la covariable Z (en este caso se trata de un vector, aunque
pudiera ser perfectamente una matriz). Tambie´n podemos construir de igual forma
los vectores v1, v2 y v3. Supondremos que, para cada contextura, tenemos un modelo
de Regresio´n lineal entre, todos independientes y con la misma varianza, es decir, que
cada Yij se expresa de la forma
Yij = β0i + β1iZij + εij, εij ∼ N(0, σ2)
siendo todos los errores εij independientes. No´tese que, si el signo * denota el producto
de dos vectores componente a componente y consideramos el subespacio lineal V de
R30 generado de la forma
V = v1, v2, v3, v1 ∗ Z, v2 ∗ Z, v3 ∗ Z
entonces, el modelo puede expresarse mediante
Y ∼ N30(µ, σ2Id),
donde µ es cualquier vector de V y σ2 cualquier nu´mero positivo. Consideremos
entonces la base de V
X = (130 | Z | v1 | v2 | v1 ∗ Z | v2 ∗ Z)
y sea β el vector de coordenadas de µ respecto de X. De esta manera, el modelo puede
expresarse tambie´n mediante
Y ∼ N30(Xβ, σ2Id),
siendo β cualquier vector de R6 y σ2 cualquier nu´mero positivo. Como vemos, po-
demos considerar nuevamente un modelo de Regresio´n Lineal con un te´rmino inde-
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asignacio´n a grupo y los productos de e´stas con la covariable. Los coeﬁcientes de estos
ultimos se denominan interacciones. Veamos el porque´: si se denota
β = (α, γ, α1, α2, γ1, γ2)
tenemos las siguientes correspondencias
α = β03
γ = β13
α1 = β01 − β03
α2 = β02 − β03
γ1 = β11 − β13
γ2 = β21 − β23
Por lo tanto, que las interacciones γ1 y γ2 sean nulas equivale a que las pendientes de
las tres rectas sean ide´nticas, es decir, que la relacio´n entre el incremento de la estatura
y el del peso es la misma para las tres contexturas. En te´rminos estad´ısticos diremos
que peso y contextura no interaccionan mutuamente. La aceptacio´n de dicha hipo´tesis
(perfectamente contrastable en nuestro modelo) conducir´ıa a un nuevo modelo ma´s
simple en el que se considerar´ıan so´lo las cuatro primeras columnas de X. En dicho
modelo sin interaccio´n, cada observacio´n Yij se expresa mediante
Yij = β0i + γZij + εij, εij ∼ N(0, σ2),
siendo los errores εij independientes, y en el mismo puede contrastarse la hipo´tesis
inical
H0 : α1 = α2 = 0 5
Su veracidad equivale a la igualdad de las tres rectas. Por contra, su falsedad quiere
decir que, dado un valor concreto de la covariable estatura, tenemos, por te´rmino
medio, distintos pesos en funcio´n de la contextura.
¿Rango completo o rango no completo?
Vamos a formalizar el tercer problema de una forma diferente. Supongamos que
cada observacio´n Yij descompone de la forma
Yij = θ + αi + εij (1.3)
5Esta hipo´tesis puede contrastarse tambie´n en el modelo general, pero es aqu´ı, en el modelo











donde εij ∼ N(0, σ2) y son independientes. Se supone que estos para´metros tienen
una signiﬁcado muy claro para nosotros: el para´metro θ representa aquello que tienen
en comu´n los tres medicamentos; el para´metro α1 expresa la inﬂuencia particular que
ejerce el medicamento A sobre la variable respuesta; lo mismo puede decirse de α2 y
α3 en relacio´n con los medicamentos B y C, respectivamente; lo dicho hasta ahora
afecta exclusivamente a las medias, pues se supone que para cada medicamento existe
una variabilidad de la respuesta explicada por el azar y cuantiﬁcada por σ2, que es
ide´ntica en los tres casos.
Desde el punto de vista formal, si se denota β = (θ, α1, α2, α3), el modelo consi-
derado es





110 110 010 010
110 010 110 010
110 010 010 110


Respecto al modelo considerado en (4.13), la u´nica diferencia estriba en un cambio
en el para´metro. Efectivamente, mientras que en el caso anterior el vector β estaba
compuesto por las coordenadas de la media respecto a la base (1.1) de V , en esta
ocasio´n se trata de las coordenadas respecto a un nuevo sistema generador de V .
Por lo tanto, si entendemos modelo estad´ıstico segu´n la deﬁnicio´n (9.31), se trata
del mismo modelo que se considero´ en (1.2). So´lo si nos acogemos a la deﬁnicio´n de
modelo estad´ıstico que se expone en el cap´ıtulo 7 podemos reconocer una diferencia
formal entre ambos modelos. La particularidad de e´ste radica en que la matriz X no
es de rango completo, es decir, sus columnas no constituyen un sistema linealmente
independiente. En consecuencia, dado un vector v ∈ X, la ecuacio´n v = Xb presen-
tara´ inﬁnitas soluciones. En otras palabras, el para´metro β no esta´ bien determinado
y so´lo podemos especiﬁcar una solucio´n concreta si imponemos una restriccio´n adi-
cional, como puede ser i αi = 0 o´ α3 = 0. Por cierto, que esta u´ltima conducir´ıa al
mismo modelo considerado en (1.1).
La distincio´n entre modelo de rango completo y modelo de rango no completo es
muy sutil, por no decir inexistente. En todo caso, cualquier modelo de rango no com-
pleto se convierte en automa´ticamente en otro de rango completo cuando se imponen
las oportunas restricciones. Podr´ıa decirse que dicha imposicio´n conlleva una pe´rdi-
da de generalidad. No obstante en el modelo de rango no completo se parte, como
hemos dicho, de una matriz X cuyas columnas pueden ser en principio, linealmente
dependientes, de ah´ı que se requiera del uso de inversas generalizadas para resol-
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complicacio´n en la teor´ıa. Ello no deber´ıa ser o´bice para nosotros, dado los instru-
mentos de los que disponemos. No obstante, las soluciones a las ecuaciones normales
constituyen una subvariedad af´ın, por lo cual, aunque se prescinde de restricciones
previas sobre los para´metros del modelo, es necesaria la imposicio´n de restricciones
posteriores arbitrarias para encontrar una solucio´n particular a dichas ecuaciones.
La diferencia no es pues de tipo formal sino de enfoque: cuando se plantea un
modelo del tipo (1.3) sin ninguna restriccio´n de los para´metros centramos nuestro
intere´s en el signiﬁcado intuitivo de los mismos y nos abandonamos, por as´ı decirlo, a
un algoritmo preestablecido para la obtencio´n de soluciones concretas. El otro punto
de vista se basa en tener claro a que´ subespacio V pertenece la media µ pues β es
so´lo un para´metro contingente que expresa las coordenadas de µ respecto a cierta
base X y que, en consecuencia, debe veriﬁcar de antemano una serie de restricciones
de tipo lineal. Searle (1971) y Seber (1977), por citar referencias cla´sicas de sobras
conocidas, entienden el Modelo Lineal desde el primer punto de vista, mientras que un
claro exponente de la segunda visio´n es, sin duda, Arnold (1981). Estas dos tendencias
no son contradictorias pero utilizan, como vemos, te´cnicas aparentemente distintas.
A nuestro entender, el uso de coordenadas tiene a su favor que proporciona algorit-
mos precisos a la hora de implementar los distintos me´todos. Efectivamente, nosotros
podemos entender perfectamente el concepto de subespacio lineal y sabemos que e´ste
puede caracterizarse mediante una base o sistema generador, una matriz en deﬁni-
tiva. Pero so´lo esto u´ltimo es lo que, hablando coloquialmente, puede entender un
ordenador. Se trata de un distincio´n que, lejos de ser ser de ı´ndole teo´rica, tiene un
cara´cter eminentemente pra´ctico. Otro punto a su favor podr´ıa ser una ma´s que dis-
cutible ganancia en generalidad, dado que al no suponer que X sea de rango completo
aspira a resolver cualquier ecuacio´n lineal planteada en un contexto estad´ıstico, lo
cual permite afrontar como casos particulares los ana´lisis de regresio´n, de la varianza
y de la covarianza.
El planteamiento basado en V o en una base de V (con rango completo), asume
cierta pe´rdida de generalidad para afrontar u´nicamente los ana´lisis estad´ısticos an-
teriormente mencionados. Aqu´ı, el uso de una herramienta fundamental del Algebra
Lineal, como es la proyeccio´n ortogonal sobre V , permite establecer una teor´ıa muy
elegante y facilita una justiﬁcacio´n profunda de los estimadores y tests de hipo´tesis
obtenidos. Sin embargo, desde este punto de vista no pueden afrontarse modelos como
(1.3) sin preocuparse de imponer previamente, ni problemas de regresio´n lineal donde
el nu´mero de variables explicativas sea mayor que el nu´mero de individuos analiza-
dos, aunque conviene recalcar que esta situaciones no resulta en absoluto desable6.











No obstante, un clara deﬁciencia del punto de vista de en Arnold(1981) podr´ıa que-
dar patente en algunos casos complejos del ana´lisis de la varianza. Efectivamente, en
estos estudios, es el para´metro en s´ı y no la media de la distribucio´n lo que realmente
interesa, pues el primero permite aislar las inﬂuencias que los distintos factores tienen
en la segunda. El para´metro se deﬁne como la solucio´n a un sistema de ecuaciones
lineales no determinado, por lo que se precisa de la imposicio´n de una serie de res-
tricciones, como ya hemos dicho. No obstante, en el caso equilibrado vienen dadas de
manera natural, lo cual conduce a un modelo de rango completo. Sin embargo, en los
disen˜os no equilibrados con varios factores, no existen a priori argumentos para im-
poner una familia concreta de restricciones, de ah´ı que pueda resultar ma´s coherente
enfocar estos disen˜os desde un punto de vista ma´s general: el Modelo Lineal Normal
de Rango no Completo.
As´ı pues, hemos de decantarnos por la generalidad de planteamiento con coor-
denadas o por la elegancia del planteamiento sin coordenadas. Desde nuestro punto
de vista, entendemos que la ganancia en generalidad del primer planteamiento es
exigua en relacio´n con la complicacio´n que conlleva. El Modelo Lineal, segu´n se en-
tiende en Arnold (1981), es, en nuestra opinio´n, una de las teor´ıas ma´s redondas que
pueden encontrarse en la Estad´ıstica cla´sica7 y permite resolver la mayor´ıa de los
problemas lineales que se plantean en la pra´ctica (regresio´n-correlacio´n, ana´lisis de la
varianza y covarianza). Decimos esto teniendo en cuenta lo siguiente: primeramente,
se puede considerar natural el imponer que un disen˜o de ana´lisis de la varianza sea
equilibrado, en cuyo caso disponemos de una solucio´n directa del problema a partir
de una serie de restricciones naturales; segundo, aunque en disen˜os no equilibrados
se exige la imposicio´n previa de restricciones artiﬁciales sobre los para´metros, para-
metrizar el modelo mediante una matriz de rango no completo exigira´ igualmente la
imposicio´n de restricciones artiﬁciales, aunque en una fase posterior; tercero, resulta
tambie´n razonable que el nu´mero de variables explicativas en un modelo de regre-
sio´n-correlacio´n sea menor que el nu´mero de unidades experimentales utilizadas en
el estudio. Por ello, consideramos Arnold (1981) como referencia principal. No obs-
tante, aunque haya quedado relegado a un segundo plano por las razones expuestas,
dedicaremos un cap´ıtulo al denominado Modelo Lineal de Rango no Completo, para
que el lector pueda valorar por s´ı mismo los argumentos expuestos anteriormente y
optar por el procedimiento que considere oportuno.
diante te´cnicas de ana´lisis de datos funcionales (Ferraty, Vieu (2006)).
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1.3. Conclusio´n
A partir de todo lo dicho anteriormente, concluimos que los problemas de regresio´n
y ana´lisis de la varianza y covarianza, ya sea con rango completo o no completo, se
formalizan mediante un mismo modelo que coincide, a su vez, con el modelo que se
obtiene al condicionar sobre las variables explicativas en el modelo de Correlacio´n.
Ese modelo al que nos estamos reﬁriendo se denomina Modelo Lineal Normal, y viene
dado por un vector aleatorio n-dimensional, Y que sigue una distribucio´nNn(µ, σ2Id).
Cuando no se suponga la normalidad, hablaremos de Modelo Lineal (a secas). No se
establece ninguna restriccio´n para la varianza σ2, pero s´ı se impone una condicio´n de
tipo lineal a la media: que pertenezca a un subespacio lineal V de Rn. Si X denota
una matriz cuyas columnas constituyen un sistema generador de V , para cada µ ∈ V
existira´ algu´n vector β tal que µ = Xβ. En el caso de que X sea de rango completo, β
sera´ u´nico. Por ello, dada X, el modelo puede expresarse con la ayuda del para´metro
β en lugar de µ.
El estudio de este modelo desde el punto de vista teo´rico es el objeto del cap´ıtulo












En este cap´ıtulo abordamos el estudio de una distribucio´n que que viene a gene-
ralizar la conocida distribucio´n normal unidimensional y que, por ende, desempen˜a
un papel central en estad´ıstica multivariante . Se hara´ especial hincapie´ en la estre-
cha relacio´n existente entre la normalidad y la linealidad, hipo´tesis fundamentales en
nuestra teor´ıa. Precisamente por ser el punto de partida del Modelo Lineal Normal, se
estudiara´ con especial atencio´n la distribucio´n normal multivariante esfe´rica, as´ı co-
mo otras distribuciones obtenidas a partir de la misma, como son la χ2, F -Senedecor,
t-Student o Beta. Recordamos que la correcta compresio´n de este cap´ıtulo exige el
conocimiento de diversas deﬁniciones y resultados que se hayan en el Ape´ndice. Al
ﬁnal del cap´ıtulo se incluyen una serie de problemas referentes tanto a los contenidos
del mismo como del mencionado Ape´ndice.
2.1. Deﬁnicio´n y principales propiedades
Dados un vector µ ∈ Rn y una matriz Σ ∈Mn×n sime´trica y semideﬁnida positiva,
se dice que un vector aleatorio Y : (Ω,A, P ) → Rn sigue un modelo de distribucio´n
normal n-variante con media µ y matriz de covarianzas Σ (se denota Y ∼ Nn(µ,Σ))
cuando su correspondiente funcio´n caracter´ıstica es la siguiente





, t ∈ Rn.
Un vector de este tipo puede construirse expl´ıcitamente como sigue: si Σ diagonaliza
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consideramos Zi, i = 1, . . . , n, independientes y con distribuciones normales de media
0 y varianza el elemento i-e´simo de la diagonal de ∆, δ2i , respectivamente. Si Z denota
el vector aleatorio (Z1, . . . , Zn), se tiene entonces que
Y = µ+ ΓZ (2.1)































Dado que E[Z] = 0 y Cov[Z] = ∆, se sigue de (9.11) que una distribucio´n Nn(µ,Σ)
tiene por media µ y por matriz de varianzas-covarianzas Σ. Tambie´n es inmediato
comprobar que presenta la siguiente funcio´n generatriz, bien deﬁnida en todo Rn:





, t ∈ Rn.
En consecuencia, existen los momentos de cualquier orden de la distribucio´n, que
pueden calcularse mediante las sucesivas derivadas parciales de g en 0.
Es bien conocido que la normalidad en dimensio´n 1 se conserva ante transforma-
ciones aﬁnes, es decir, que si a una distribucio´n normal se le aplica una homotecia
y una traslacio´n, la distribucio´n resultante sigue siendo normal. Operando con las
funciones caracter´ısticas podemos obtener de manera trivial el siguiente resultado
que generaliza al anterior en el caso multivariante.
Proposicio´n 2.1.
Dados Y : (Ω,A, P )→ Rn, tal que Y ∈ Nn(µ,Σ), A ∈Mn×m y b ∈ Rm, se veriﬁca
AY + b ∼ Nm(Aµ+ b, AΣA).
De la proposicio´n 2.1 se deduce que las n componentes de una normal n-variante
son todas normales. Sin embargo, no podemos garantizar, en general, que n compo-










2.1. DEFINICIO´N Y PRINCIPALES PROPIEDADES 31
las componentes son independientes. Ma´s adelante veremos un curioso contraejem-
plo. El siguiente resultado supone una interesante caracterizacio´n de la distribucio´n
normal multivariante.
Proposicio´n 2.2.
Un vector aleatorio n-dimensional Y de media µ y matriz de varianzas-covarianzas Σ sigue
una distribucio´n n-normal si y so´lo si la variable aleatoria real uX sigue una distribucio´n
N(uµ, uΣu), para cada u ∈ Rn\{0}.
Demostracio´n.
Supongamos que uY sigue una distribucio´n normal unidimensional, para cada u ∈
Rn\{0}, y sea t ∈ Rn. Entonces






con lo cual acaba la prueba.
Queremos decir, por lo tanto, que la distribucio´n es n-normal cuando al proyectar
sobre cualquier direccio´n de Rn obtenemos una normal en dimensio´n 1. Por otra parte,
el siguiente resultado garantiza la equivalencia entre incorrelacio´n e independencia
bajo la hipo´tesis de normalidad multivariante.
Proposicio´n 2.3.
Si Y = (Y 1Y 2) sigue un modelo de distribucio´n normal en dimensio´n n1+ n2 y Σ12 = 0,
entonces Y1 e Y2 son independientes.
Demostracio´n.
Efectivamente, supongamos que Y1 e Y2 son incorreladas. Entonces, la funcio´n carac-

















= ϕY1(t1) · ϕY2(t2).
Teniendo en cuenta las propiedades fundamentales de la funcio´n caracter´ıstica, se
acaba la prueba.
No´tese que esta propiedad puede extenderse trivialmente a cualquier coleccio´n
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en particular, a cualquier subconjunto de componentes del mismo. Queremos decir
lo siguiente: si Yn(1), . . . , Yn(k) son componentes incorreladas de un vector n-normal,
entonces son tambie´n independientes.
Con frecuencia suele suponerse que la matriz de covarianzas Σ de la normal es
estrictamente deﬁnida positiva, es decir, no singular. En caso contrario se dice que la
normal es degenerada, es decir, que esta´ sobredimensionada1 . En ese caso, estara´ con-
tenida en una subvariedad af´ın de dimensio´n n − 1, por lo que no estara´ dominada
por la medida de Lebesgue en Rn. En el caso no degenerado, tendra´ sentido hablar
de su densidad respecto a dicha medida.
Proposicio´n 2.4.
Si Y ∼ Nn(µ,Σ) con Σ > 0, entonces admite la siguiente densidad respecto a la medida
de Lebesgue:





, y ∈ Rn. (2.2)
Demostracio´n.
Consideremos una construccio´n del tipo (2.1). En ese caso, el vector aleatorio Z






















Por otra parte, si consideramos la transformacio´n
ϕ : y ∈ Rn → Γ(y− µ) ∈ Rn,
cuyo jacobiano es Γ, se sigue del Teorema del Cambio de Variables3 que la funcio´n
de densidad de Y es
fY (y) = |Γ|fZ(ϕ(y)), y ∈ Rn.
1El objetivo del ana´lisis de componentes principales es, precisamente, encontrar la manera de
dar a la distribucio´n su verdadera dimensio´n.
2No´tese que, al ser rg(Σ) = rg(∆), δi > 0 para todo i = 1, . . . , n.
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Teniendo en cuenta que |Γ| = 1 y |∆| = |Σ|, se tiene entonces











El siguiente gra´ﬁco presenta una muestra aleatoria simple de taman˜o 398 de un
vector aleatorio (N1, N2) distribuido segu´n un modelo 2-normal.
2.2. Normalidad y Linealidad
La siguiente propiedad establece una clara conexio´n entre los supuestos de nor-
malidad y linealidad, arrojando luz sobre los modelos de Regresio´n y Correlacio´n.
Consideremos dos vectores aleatorios Y1 e Y2, de dimensiones n1 y n2, respectivamen-
te. Construiremos una versio´n de la probabilidad condicional regular de Y1 dado Y2.
bajo la hipo´tesis de (n1 + n2)-normalidad no degenerada de Y = (Y 1 , Y 2). Suponga-
mos que media y matriz de varianzas-covarianzas de Y descompone segu´n (9.12) y
consideremos loa para´metros α, β y Σ11·2 deﬁnidos en (9.25), (9.26) y (9.14). No´tese
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Proposicio´n 2.5.
En las condiciones anteriores, se veriﬁca














cuyo jacobiano tiene por determinate 1. El Teorema del Cambio de Variables permite
expresar la funcio´n de densidad de Y a partir de la de Φ ◦ Y mediante
fY (y) = fΦ◦Y (Φ(y)).













Luego, se sigue de las proposiciones 2.1 y 2.3 que Φ2 sigue el mismo modelo de distri-
bucio´n que Y2 y es independiente de Φ1. Por lo tanto, la densidad de Φ descompone
en
fΦ(φ1, φ2) = fΦ1(φ1) · fΦ2(φ2) ∀(φ1, φ2) ∈ Rn1 × Rn2 .











−12(y1 − α− βy2)
Σ−111·2(y1 − α− βy2)

,
con lo cual acaba la demostracio´n.
El siguiente gra´ﬁco ilustra el resultado anterior. La l´ınea recta se aproximar´ıa,
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Podemos ir incluso algo ma´s lejos. Para poder seguir la siguiente demostracio´n se
necesita tener presentes las propiedades fundamentales de la Esperanza Condicional.
Proposicio´n 2.6.
En las condiciones anteriores, se veriﬁca
Y1 = α + βY2 + E ,
donde E ∼ Nn1(0,Σ11·2) y es independiente de Y2.
Demostracio´n.
Deﬁnamos E = Y1 − (α + βY2). En ese caso, se veriﬁca, en virtud de (9.30), que
P E|Y2=y2 = P Y1|Y2=y2g(·,y2) ,
donde
g(·, y2) : y1 ∈ Rn1 → y1 − (α + βy2) ∈ Rn1 .
Luego, de la proposicio´n anterior se sigue que
P E|Y2=y2 = Nn1(0,Σ11·2), ∀y2 ∈ Rn2 .
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As´ı pues, entre dos vectores aleatorios que componen una distribucio´n normal
multivariante so´lo es posible una relacio´n lineal (o, mejor dicho, af´ın), salvo un error
aleatorio independiente de media 0. Realmente, a esta conclusio´n podr´ıamos haber
llegado so´lo con tener en cuenta que, si Y sigue una distribucio´n norma multivariante,
Y1−(α+βY2) es incorrelada con Y2 si, y so´lo si, son independientes, como se demuetra
en el apartado del Ape´ndice dedicado al concepto de Esperanza Condicional. Todo
esto puede ilustrarse mediante un interesante ejemplo:
Ejemplo 2.1.
Consideremos tres variables aleatorias reales Y1, Y2 y X deﬁnidas sobre cierto espacio
de probabilidad (Ω,A, P ) y veriﬁcando las siguientes condiciones:
(i) Y1 ∼ N(0, 1)
(ii) X ∼ B(1, 0.5)
(iii) Y1 y X son independientes.
(iv) Y2 = (−1)XY1
Puede demostrarse sin diﬁcultad que, en estas condiciones, Y2 ∼ N(0, 1) mientras
que P (Y1 + Y2 = 0) = 0.5 luego, el vector aletorio (Y1, Y2) no puede ser 2-normal.
Por lo tanto, se sigue de la proposicio´n 2.1 que el vector aleatorio (Y1, Y2) no es 2-
normal. Tenemos pues un ejemplo de vector aleatorio de componentes normales que,
sin embargo, no es normal multivariante. Estas componentes no pueden ser por lo
tanto independientes, cosa evidente en nuestro caso. De hecho, puede demostrarse sin
diﬁcultad que, si δz denota la distribucio´n degenerada en un valor real z, entonces la
distribucio´n condicional de Y1 dada Y2 puede expresarse mediante
P Y1|Y2=y2(A) = 12(δy2 + δ−y2)
Basta pues aplicar (9.29) para demostrar que Y1 e Y2 son incorreladas. Tenemos pues
un ejemplo de dos variables dependientes pero sin relacio´n lineal. Por supuesto, ello
so´lo es posible si el vector que componen no es normal.
En general, Σ11·2, que es la matriz de varianzas-covarianzas de Y1− (α+βY2) o, lo
que es lo mismo, de la distribucio´n condicional de Y1 dado Y2 (no depende del valor
concreto que tome Y2), se denomina en el Ape´ndice matriz de varianzas-covarianzas
parciales de las componentes de Y1 dado Y2, y se interpreta en este caso como la parte
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i = 1, . . . , n1, a las componentes de Y1, se veriﬁca, en virtud de la proposicio´n 2.3, que
un valor nulo de la covarianza parcial de Y1i con Y1j dado Y2 equivale la independencia
condicional ente Y1i e Y1j dado Y2, y un valor nulo de la varianza parcial de Y1i dado
Y2 supone una dependencia funcional de Y1i respecto a Y2. Ello signiﬁca, hablando en
te´rminos intuitivos, que conociendo el resultado de Y2, el de Y1i queda determinado
sin margen alguno para el azar. En el caso n1 = 1, obtenemos
Y1 = α + βY2 + ε, ε ∼ N(0, σ211·2),
donde
σ211·2 = σ21 − Σ12Σ−122 Σ21 = σ21(1− ρ212).
Segu´n hemos dicho anteriormente, una varianza parcial σ211·2 nula, equivale a una de-
pendencia funcional de Y1 respecto a Y2, y ρ212 puede interpretarse como la proporcio´n
de varianza de Y1 explicada por Y2.
2.3. Normal esfe´rica y distribuciones relacionadas
Volviendo a la expresio´n (2.2), correspondiente a la densidad de una distribucio´n
normal multivariante no degenerada podemos apreciar que la densidad en el punto y
depende exclusivamente de la distancia de Mahalanobis a la media de la distribucio´n,
es decir,
∆2(y, µ) = (y− µ)Σ−1(y− µ).
En esas condiciones, el lugar geome´trico de los puntos con una misma densidad es un
elipsoide, cuya centro coincide con la media µ y cuya forma viene determinada por
la matriz de varianzas-covarianzas Σ. Concretamente, los ejes del elipsoide quedan
determinados por una base de autovectores de Σ y su excentricidad por la relacio´n
existente entre los autovalores. De hecho, puede demostrarse que los elipsoides son
esferas si y so´lo si los autovalores de Σ son ide´nticos, es decir, si Σ es de la forma
σ2Id, para algu´n σ2 > 0, en cuyo caso, la densidad en y dependera´ u´nicamente del
cuadrado de su distancia eucl´ıdea a la media y− µ2. Por esa razo´n, la distribucio´n
Nn(µ, σ2Id) se denomina normal multivariante esfe´rica.
E´sta sera´ la distribucio´n de partida en el Modelo Lineal Normal. De hecho, salvo
contad´ısimas excepciones4, sera´ el u´nico tipo de distribucio´n normal multivariante a
estudiar en nuestra teor´ıa. Su funcio´n de densidad es pues la siguiente
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De las proposiciones 2.1 y 2.3 se sigue sin diﬁcultad que, dados un vector aleatorio
Y n-normal esfe´rico y dos matrices A ∈Mm×n y B ∈Mk×n, los vectores AY y BY
son independientes si y so´lo si AB = 0. Como consecuencia inmediata se obtiene la
siguiente proposicio´n.
Proposicio´n 2.7.
Si Y ∼ Nn(µ, σ2Id) y V1, V2 son subespacios lineales de Rn ortogonales entre s´ı, entonces
PV1Y y PV2Y son independientes.
La familia de distribuciones normales esfe´ricas (con restricciones de cara´cter li-
neal para la media) poseen excelentes propiedades estad´ısticas. En primer lugar, son
familias exponenciales, por lo que la funcio´n de verosimilitud cumple con todas las
condiciones de regularidad5 que puedan exigirse en diversos teoremas que mencio-
naremos en nuestra teor´ıa; podremos obtener de manera muy sencilla un estad´ıstico
suﬁciente y completo, lo cual hara´ posible una ma´xima reduccio´n por suﬁciencia;
son invariantes ante diversos grupos de transformaciones bimedibles, cosa que permi-
tira´ obtener profundas reducciones por invarianza6, de una de las cuales resulta, por
ejemplo, el test F; el Principio de Ma´xima Verosimilitud sera´ aqu´ı de fa´cil aplicacio´n,
conduciendo a la obtencio´n del Estimador de Ma´xima Verosimilitud y el Test de la
Razo´n de Verosimilitudes, etc.
Es especialmente llamativa la invarianza ante rotaciones que presenta cualquier
distribucio´n normal esfe´rica de media 0, hasta el punto de que esta propiedad esta´ cer-
ca de caracterizar dicha distribucio´n. Efectivamente, si Γ ∈ On y Y ∼ Nn(0, σ2), con
σ2 > 0, entonces ΓY sigue exactamente la misma distribucio´n. En Bilodeau (1999)
podemos encontrar la demostracio´n de una especie de rec´ıproco, debida a Maxwell-
Hershell.
Proposicio´n 2.8.
Todo vector aleatorio n-dimensional con componentes independientes e invariante por
rotaciones es n-normal esfe´rico de media 0. Concretamente, si Y1 denota la primera
componente del mismo, el para´metro σ que caracteriza la distribucio´n se obtiene mediante
σ = − lnϕY1(1).
Por u´ltimo, una propiedad de demostracio´n trivial que sera´ de utilidad en el
estudio de la distribucio´n χ2. Realmente, la tesis de la proposicio´n es cierta para
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Proposicio´n 2.9.
Si Y ∼ Nn(µ, σ2Id), entonces E
Y 2 = nσ2 + µ2.
A continuacio´n abordaremos un breve estudio de cuatro distribuciones directa-
mente derivadas de la normal esfe´rica: χ2, F -Snedecor, Beta y t-Student. Un estudio
ma´s detallado de las mismas con todas las demostraciones que quedara´n pendientes
puede encontrarse, por ejemplo, en Nogales (1998). En primer lugar, la distribucio´n
χ2 central con n grados de libertad (se denota χ2n) esta´ deﬁnida sobre R+ mediante
la siguiente funcio´n de densidad7
gn(y) = [Γ(n/2)2n/2]−1e−y/2yn2−1I(0,+∞)(y). (2.4)
Puede probarse que tiene por media n y por varianza 2n. La distribucio´n χ2 no central
con m grados de libertad y para´metro de no centralidad λ > 0 (se denota χ2m(λ)) se





Pn(λ) = λn e
−λ
n! , n ∈ N.
Se obtiene, por lo tanto, a partir de una composicio´n (producto generalizado) entre
una distribucio´n de Poisson en N y la familia de las distribuciones χ2n, cuando n
recorre N. La distribucio´n χ2 central se corresponde con el caso λ = 0. En general,
dado γ > 0, la expresio´n Y ∼ γχ2m(λ) debe entenderse como γ−1Y ∼ χ2n(λ).
Puede demostrarse que, si Y1, . . . , Yn son variables aleatorias reales independientes
tales que













En otras palabras, considerar una coleccio´n de variables en esas condiciones equivale
a considerar un vector aleatorio Y ∼ Nn(µ, σ2Id), para algu´n µ ∈ Rn y σ2 > 0, y
estamos aﬁrmando que
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En consecuencia, debemos entender el modelo χ2 no central como la distribucio´n del
cuadrado de la distancia eucl´ıdea al origen de un vector aleatorio normal esfe´rico. La
norma eucl´ıdea al cuadrado es una funcio´n positiva de gran importancia en nuestra
teor´ıa, debida fundamentalmente a su presencia en la funcio´n de densidad (2.3).
De hecho, ya comentamos que la densidad depende de y a trave´s del cuadrado de
su distancia eucl´ıdea a la media. Ello se traducira´ en el uso de esta funcio´n y, en
consecuencia, del modelo χ2, a la hora de estimar el para´metro σ2, de reducir por
suﬁciencia y, tambie´n, cuando se efectu´e una reduccio´n por invarianza respecto al
grupo de las rotaciones, segu´n se sigue del teorema 9.12.
Hemos aﬁrmado que el modelo χ2 no central surge de la necesidad de considerar
la norma eucl´ıdea de un vector normal esfe´rico. No obstante, podemos generalizar
un poco ma´s. Si E es un subespacio vectorial de Rn y Γ es una base ortonormal del
mismo, se veriﬁca trivialmente que PEY 2 = ΓY 2 y que PEµ2 = Γµ2. Por
lo tanto, se tiene





As´ı pues, el grado de libertad de la distribucio´n coincide con la dimensio´n del
subespacio. Obtendremos una χ2 central cuando E[Y ] sea ortogonal al subespacio
sobre el cual se proyecta Y . Por lo tanto y en general, se sigue de lo anterior junto
con la proposicio´n 2.9, que la media de una distribucio´n χ2 no central se obtiene
mediante
E σ2χ2m
λ/σ2 = mσ2 + λ. (2.6)
Dadas dos variables aleatorias reales X1 y X2, positivas e independientes, con
distribuciones χ2n(λ), siendo λ ≥ 0, y χ2m, respectivamente, se deﬁne la distribucio´n
F -Snedecor no central con (n,m) grados de libertad y para´metro de no centralidad
λ (de denota por Fn,m(λ)), como la que corresponde a la variable (n−1X1)/(m−1X2).
















donde 00 se entiende como 1 y
ck =




 , k ∈ N.
La distribucio´n Fn,m(0) se denomina F -Snedecor central con (n,m) grados de libertad,
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En nuestro caso, si Y ∼ Nn(µ, σ2Id) y dados dos subespacios ortogonales V1, V2 ⊂ Rn










As´ı pues, la distribucio´n F de Snedecor resulta de relacionar las distancias al origen de
dos proyecciones sobre sendos subespacio ortogonales. Si µ ∈ V ⊥1 ∩V ⊥2 tendremos una
distribucio´n F central. Una operacio´n de este tipo surgira´ al reducir por invarianza
en el proceso de obtencio´n del test F. Otras distribuciones ı´ntimamente relacionadas
con la F -Snedecor central son la Beta y la t-Student.
La distribucio´n Beta de para´metros α, β > 0, que se denotara´ por B(α, β), se
deﬁne mediante la funcio´n de densidad8
fα,β(y) = B(α, β)−1yα−1(1− y)β−1I(0,1)(y).
Se trata pues de una distribucio´n sobre el intervalo (0, 1). Presenta un estrecha rela-
cio´n con la distribucio´n F -Snedecor central. Concretamente, se veriﬁca











La distribucio´n t de student central con n grados de libertad (se denota por tn)
es la que corresponde al cociente X1/

X2/n, donde X1 ∼ N(0, 1) y X2 ∼ χ2n, siendo





 1 + y2n
−n+12 .
La distribucio´n tn puede considerarse un caso particular de la distribucio´n F -Snedecor
central, concretamente F1,n dado que es la u´nica distribucio´n sime´trica cuyo cuadrado
es una F1,n. En ese sentido decimos que t2n = F1,n.
Por u´ltimo, comentaremos dos resultados de cara´cter estad´ıstico acerca de la las
familias de distribuciones χ2 central y F -Snedecor no central, que sera´n de utilidad
en las secciones 2.2 y 2.3. En e´l apartado del ape´ndice dedicado a los contrastes de
hipo´tesis se deﬁne el concepto experimento estad´ıstico con razo´n de verosimilitudes
mono´tona. Puede demostrarse fa´cilmente, teniendo en cuenta (2.4) y (2.7), que los
experimentos estad´ısticos
(R+,R+{σ2χ2n : σ2 > 0}), (R+,R+{Fn,m(λ) : λ ≥ 0})
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presentan razo´n de verosimilitudes mono´tona. Ello se traduce en que, en todos los
casos, las colas de las distribuciones no centrales pesan ma´s que las de las centrales.
Dado que las centrales se correspondera´n con la hipo´tesis nula y las no centrales con
la alternativa, los tests que plantearemos para resolver nuestros contrastes consistira´n
en rechazar la hipo´tesis nula cuando la observacio´n se halle en una cola.
Cuestiones propuestas.
1. Demostrar que rg(AB) ≤ mı´n{rg(A), rg(B)}, y que si A es invertible, entonces
rg(AB) = rg(B).
2. Demostrar el corolario 9.5 del Ape´ndice
3. Demostrar la proposicio´n 9.16 del Ape´ndice.
4. Probar que, si la mediana de una variable aleatoria integrable X esta´ bien
deﬁnida, se trata de la constante k que minimiza la distancia  |X − k| dP .
5. Sea X = (X1, X2, X3) tiene distribucio´n normal con vector de medias µ =










a) La distribucio´n marginal de X1 y la del vector (X1, X2)t.
b) La distribucio´n condicional de X1 dado X2 = x2, X3 = x3.
c) Los coeﬁcientes de correlacio´n ρ12, ρ13, ρ23
d) La distribucio´n de Z = 4X1 − 6X2 + X3 y la del vector (Z1, Z2) siendo
Z1 = 2X2 +X3 y Z2 = X1 − 3X2 +X3.









 , Σ =


1 0 1 −1
0 2 1 1
1 1 3 0
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a) La distribucio´n marginal de los vectores (X2, X1, X3) y (X1, X4).
b) La distribucio´n condicional de (X1, X4) dado X2 = x2, X3 = x3.
c) La distribucio´n de Z = 2X1 − 6X3 + 4X4 y la del vector (Z1, Z2) siendo
Z1 = X1 − 3X4 + 4X2 y Z2 = X3 + 2X2 −X1 + 2X4.
7. Hallar la media de la distribucio´n χ2n(λ) y la varianza de la distribucio´n χ2n.
8. Sean Q1 y Q2 independientes tales que Q1 ∼ χ2n1 y Q2 ∼ χ2n2 . Probar que
Q1 +Q2 ∼ χ2n1+n2 .
9. Demostrar que la matriz de covarianzas parciales muestral puede expresarse
segu´n (9.62). Compa´rese dicha expresio´n con la que aparece en (9.14).
10. Se ha deﬁnido la matriz de correlaciones parciales como la matriz de correla-
ciones correspondiente a la matriz de varianzas-covarianzas (9.14). Probar que,
en el caso tridimensional,




Obtener una expresio´n ana´loga para el coeﬁciente de correlacio´n parcial mues-
tral.
11. Demostrar (9.25).
12. Probar que, dados una variable aleatoria real Y1 y un vector aleatorio Y2, el
coeﬁciente de correlacio´n mu´ltiple ρ212 es la ma´xima correlacio´n lineal simple al
cuadrado entre Y1 y una variable aleatoria de la forma a+ bY2, que se alcanza
en cualquier a ∈ R, y b = β deﬁnido en (9.25).
13. Probar que los coeﬁcientes de correlacio´n mu´ltiple probabil´ıstico y muestral son
invariantes ante traslaciones y cambios de escala (homotecias)
14. Probar que la matriz de covarianzas de las variables tipiﬁcadas coincide con la
matriz de correlaciones.
15. Es bien conocido que dos vectores aleatorios X e Y son independientes si, y
so´lo si, para cada suceso A en la imagen de Y existe una versio´n constante de
P (Y ∈ A|X), en cuyo caso coincidira´ con P (Y ∈ A). Ello implica que la funcio´n
constante E[Y ] es versio´n de E[Y |X], es decir, que la funcio´n de X que ma´s se
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contraejemplo que el rec´ıproco no es cierto, es decir, que podemos encontrar un
par de variables aleatorias (reales, por ejemplo), tales que E[Y |X] sea constante
pero no sean independientes.
16. Indicar un ejemplo de dos variables aleatorias reales que presenten dependencia
funcional pero cuyo coeﬁciente de correlacio´n sea tan pequen˜o como se desee.
17. ¿Co´mo interpretar el hecho de que dos variables aleatorias sean incorreladas?
¿Y si se trata de dos vectores de Rn?




















Obtener la matriz de varianzas-covarianzas parciales de (Y, Z) dada X. De-
mostrar entonces que, en general, la independencia entre dos variables Y y Z
no implica la independencia condicional entre las mismas dada una tercera va-
riable X. ¿Cua´l es en este ejemplo el coeﬁciente de correlacio´n lineal parcial











Modelo lineal de rango completo
En este cap´ıtulo abordaremos el estudio del Modelo Lineal desde un punto de vista
completamente teo´rico, atendiendo principalmente a los problemas de Estimacio´n y
Test de Hipo´tesis. Dado que algunas de las propiedades de los estimadores y tests de
hipo´tesis son ciertas sin necesidad de asumir la normalidad de la familia de distribu-
ciones, distinguiremos entre Modelo Lineal y Modelo Lineal Normal, segu´n se incluya
o no, respectivamente, dicho supuesto. Como indicamos en el cap´ıtulo 1, abordaremos
nuestra teor´ıa considerando en principio el para´metro media. No obstante, el cap´ıtulo
7 se dedicara´ a un enfoque distinto del problema y del propio concepto de modelo
estad´ıstico, consistente en considerar como parte esencial del mismo un para´metro
que es solucio´n a un sistema de ecuaciones lineales que debe satisfacer la media, que
viene pues dado por una matriz X, posiblemente de rango no completo. Es lo que se
denomina, por lo tanto, modelo lineal de rango no completo. El t´ıtulo de el cap´ıtu-
lo que abordamos aqu´ı se ha escogido por su contraposicio´n a dicho planteamiento.
El modelo a considerar fue comentado en el cap´ıtulo 1, aunque lo especiﬁcaremos
con ma´s detalle. Por u´ltimo, recordamos que para entender lo que se expone en este
cap´ıtulo se precisa el conocer previamente buena parte del contenido del cap´ıtulo a
anterior y del ape´ndice.
Un Modelo Lineal consiste en considerar, dados n ∈ N, y V un subespacio vectorial
de Rn de dimensio´n menor que n, un vector aleatorio n-dimensional Y de manera
que E[Y ] pertenezca a V y que las componentes de Y − E[Y ] sean independientes
e ide´nticamente distribuidas segu´n un modelo de probabilidad real PE con varianza
ﬁnita. Podemos expresarlo as´ı
Y = µ+ E , µ ∈ V, E ∼ PnE , E[PE ] = 0, var[PE ] = σ2, σ2 > 0. (3.1)
En esas condiciones, µ es la esperanza del vector aleatorio Y y σ2 es la varianza de
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Si suponemos que la funcio´n generatriz de momentos de PE esta´ bien deﬁnida en
un entorno de 0, entonces existira´n los momentos µk de cualquier orden k ∈ N y, en
ese caso, dichos momentos caracterizara´n, junto con µ, la distribucio´n. Entonces el
modelo estad´ıstico puede expresarse con la ayuda del siguiente para´metro en R×RN
θ˜ = µ, (µ2, µ3, µ4, ...)
,
con las restricciones µ ∈ V y µk ≥ 0 para todo k par. Dado que σ2 = µ2, el modelo
puede expresarse tambie´n mediante el para´metro
θ = (µ, σ2), µ3, µ4, . . .
 (3.2)
El Modelo Lineal se dice Normal cuando se supone en (3.1) que PE es normal, es
decir,
Y = µ+ E , E ∼ Nn(0, σ2Id), µ ∈ V, σ2 > 0. (3.3)
En ese caso, se da la particularidad de que los para´metros µ y σ2 bastan para ca-
racterizar las distribuciones consideradas. El Modelo (3.3) puede expresarse tambie´n
mediante
Y ∼ Nn(µ, σ2Id), µ ∈ V, σ2 > 0. (3.4)
La distribucio´n normal multivariante esfe´rica de media 0 goza de diversas propiedades
que facilitara´n enormemente nuestro estudio. Entre otras cosas, es, como ya comen-
tamos en el cap´ıtulo anterior, invariante ante cualquier rotacio´n. Es ma´s: cualquier
vector aleatorio n-dimensional de componentes independientes y media 0 es invarian-
te por rotaciones si y so´lo si es normal esfe´rico. Decimos esto teniendo en cuenta el
papel que desempen˜a el Principio de Invarianza en nuestra teor´ıa.
Efectivamente, un argumento de invarianza ante rotaciones conduce a calcular
el mo´dulo al cuadrado de un vector normal esfe´rico, es decir, a la distribucio´n χ2.
Igualmente, la invarianza ante homotecias nos impulsa considerar un cociente entre
distribuciones χ2, es decir, una distribucio´n F -Snedecor. De esta forma, mediante su-
cesivas reducciones por invarianza, obtendremos el denominado test F, que sera´ UMP-
invariante. Si bien es lo ma´s comu´n justiﬁcar el test Fmediante el Principio de Ma´xima
Verosimilitud, el hecho de ser uniformemente el ma´s potente entre los tests invariantes
puede suponer, en este caso, un argumento ma´s poderoso, dado que, bajo ciertas con-
diciones de regularidad que aqu´ı se cumplen1, el Test de la Razo´n de Verosimilitudes
es siempre invariante.
Respecto a los supuestos asumidos en el modelo, ya hemos discutido en la In-
troduccio´n sobre lo delicado del problema. De todas formas, la incorrelacio´n de lo











errores puede ser analizada mediante el test de Rachas; el supuesto de homocedasti-
cidad (igualdad de varianzas)puede ser contrastado mediante el test de Barlett (que
estudiaremos en este cap´ıtulo), que requiere del supuesto de normalidad junto con un
disen˜o determinado del experimento estad´ıstico; el de normalidad puede ser contras-
tado por diversos tests (Kolmogorov-Smirnov, Shappiro-Wilks, D’Agostino) de que
no siempre pueden aplicarse con la potencia deseada; existe tambie´n un test de linea-
lidad que requiere del cumplimiento de los dema´s supuestos. As´ı pues, no sera´ fa´cil
en la pra´ctica contar con una so´lida justiﬁcacio´n de todos los supuestos considerados,
por lo que convendra´ analizar los residuos, as´ı como el comportamiento asinto´tico
del modelo. Tambie´n debemos estar capacitados para efectuar transformaciones de
variables que nos aproximen a las condiciones teo´ricas del modelo o incluso, a aplicar
me´todos alternativos ma´s robustos. Todo ello se vera´ en cap´ıtulos posteriores.
3.1. Estimacio´n
El Modelo Lineal se deﬁne, fundamentalmente, imponiendo una serie de condi-
ciones sobre la esperanza µ de Y y su matriz de varianzas-covarianzas, que resulta
depender u´nicamente de un escalar positivo σ2. Por lo tanto, dedicaremos esta sec-
cio´n al estudio de las dos primeras componentes del para´metro (3.2), es decir, de los
estimandos µ y σ2.
Si analizamos detenidamente los problemas planteados en la Introduccio´n, muy es-
pecialmente el tercero, llegaremos seguramente a la conclusio´n de que es µ el para´me-
tro principal, mientras que σ2 es un para´metro secundario que cuantiﬁca el error o
desviacio´n en sentido cuadra´tico respecto a una situacio´n determinista. Si fuera co-
nocido, cosa poco factible en la pra´ctica, todo resultar´ıa mucho ma´s fa´cil. Para´metros
de este tipo son caliﬁcados de ruido en la literatura anglosajona y de fantasmas en
la francesa.
Teniendo en cuenta que la media µ pertenece por hipo´tesis al subespacio V y que
resulta ma´s natural pensar que nuestra observacio´n es pro´xima a la media que lo
contrario (estamos aplicando el principio de ma´xima verosimilitud), cabe considerar
el siguiente estimador de µ.
µˆ = PV Y (3.5)
Se trata pues del estimador µ que minimiza la distancia eucl´ıdea
Y − µˆ2 (3.6)
Es decir, se trata de una solucio´n mı´nimo-cuadra´tica. Este concepto se deﬁne en
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principio, el estimador σˆ2 = n−1Y −PV Y 2. No obstante y por razones que quedara´n
patentes ma´s adelante, se denotara´ mediante σˆ2 a cualquier estimador positivo que
sea proporcional al cuadrado de a distancia eucl´ıdea entre Y y el estimador propuesto
para µ, es decir,
σˆ2 ∝ Y − PV Y 2. (3.7)
Es inmediato comprobar que µˆ es un estimador insesgado de µ. Veamos que sucede
lo mismo con σˆ2 si consideramos el factor de proporcionalidad n− dimV . Necesitamos
un lema previo de demostracio´n trivial.
Lema 3.1.
SiX es un vector aleatoriom-dimensional cuyas componentes son de cuadrado integrable,
entonces
E[X2] = E[X]2 + trCov[X].
Proposicio´n 3.2.
En las condiciones del Modelo Lineal, el siguiente estad´ıstico es un estimador insesgado
de σ2
σˆ2,I = 1n− dimV Y − PV Y 
2
Demostracio´n.
En primer lugar, si X es un vector aleatorio n-dimensional, se veriﬁca














= E[X]2 + tr(Cov[X])
En nuestro caso, teniendo en cuenta el lema anterior, tenemos lo siguiente
E σˆ2 = 1n− dimV E
PV ⊥Y 2
 = 1n− dimV
E[PV ⊥Y ]2 + tr
Cov[PV ⊥Y ]

= 1n− dimV (σ
2trPV ⊥) = σ2
En general, no estamos en condiciones de garantizar que µˆ sea el estimador inses-
gado de mı´nima varianza. No obstante, s´ı que los es, en cierto sentido, respecto a la
familia de estimadores lineales insesgados.
Dado a ∈ Rn, decimos que un estad´ıstico real T es un estimador lineal insesgado
de aµ cuando es una aplicacio´n lineal, es decir, existe b ∈ Rn tal que T (Y ) = bY,
veriﬁca´ndose adema´s que E[T ] = aµ. Ello es equivalente a que a y b tengan ide´nticas











si a − b, v = 0 para todo v ∈ V, es decir, si y so´lo si (a − b) ∈ V ⊥ o, lo que es lo
mismo, PV a = PV b.
El Teorema de Gauss-Markov prueba que µˆ es o´ptimo respecto a esta clase de
estimadores.
Teorema 3.3.
Para todo a ∈ Rn, aµˆ es el estimador lineal insesgado de m´ınima varianza de aµ. 2
Demostracio´n.
Dado que aµˆ = (PV a)Y y E [aµˆ] = aµ, el estimador es lineal insesgado. Su varianza
es la siguiente
var[aµˆ] = var[aPV Y ] = aPV Cov(Y )P V a = σ2aPV a
Sea T (Y ) = bY cualquier estimador lineal insesgado de aµ, es decir, tal que PV b =
PV a. Entonces,
var[bY ] = bcov(Y )b = σ2b2 = σ2b− PV b2 + σ2PV b2
= σ2b− PV b2 + σ2aPV a ≥ σ2aPV a = var[aµˆ],
veriﬁca´ndose la igualdad si y so´lo si b = PV a, es decir, si y so´lo si T (Y ) = aµˆ.
Hasta ahora no hemos supuesto la normalidad de la familia de distribuciones.
Si hacemos uso de dicha hipo´tesis podemos deducir interesantes propiedades de los
estimadores considerados, entre ellas una ma´s completa justiﬁcacio´n teo´rica de los
mismos, como veremos a continuacio´n.
Proposicio´n 3.4.
Bajo las condiciones del Modelo Lineal Normal, µˆ y σˆ2,I son independientes y tales que
µˆ ∼ Nn(µ, σ2PV ), [n− dimV ]σˆ2,I ∼ σ2χ2n−dimV
La demostracio´n es consecuencia inmediata de las propiedades fundamentales de
la distribucio´n normal multivariante esfe´rica. Concretamente, de las proposiciones
2.1, 2.7 y 2.5. No´tese que, en particular, podemos aﬁrmar que la media aritme´tica
de una muestra aleatoria simple de una distribucio´n normal es independiente de su
varianza muestral. Tambie´n hemos de advertir que, excepto en el caso V = Rn, la
distribucio´n de µˆ es degenerada pues esta´ contenida en una subvariedad af´ın cuya
dimensio´n es el rango de PV , es decir, dimV . Por lo tanto, no esta´ dominada por
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la medida de Lebesgue en Rn. Esta situacio´n no ocurre cuando consideramos las
coordenadas de µ respecto de una base X de V, como se vera´ ma´s adelante. Sigamos
con otra interesante propiedad de estos estimadores.
Teorema 3.5.
El estad´ıstico (µˆ, σˆ2) es suﬁciente y completo para el Modelo Lineal Normal3.
Demostracio´n.
Supongamos que σˆ2 = λY − PV Y 2, para cierto λ > 0. Nuestro modelo estad´ıstico
esta´ dominado por la medida de Lebesgue, siendo su funcio´n de verosimilitud la
siguiente:






, y ∈ Rn, (µ, σ2) ∈ V × R+ (3.8)
Dada X ∈Mn×dimV cuyas columnas constituyen una base ortonormal de V, conside-
remos la biyeccio´n φ : V ×R+ −→ RdimV ×R+, deﬁnida mediante φ(v, c) = (1cX v, 1c ),
para todo v ∈ V y c > 0. De esta forma, podemos expresar la familia de distribuciones
del modelo con la ayuda del para´metro θ = (θ1, θ2), deﬁnido como (θ1, θ2) := φ(µ, σ2).
As´ı mismo, consideremos el estad´ıstico S : Rn −→ RdimV × R−, deﬁnido mediante













se veriﬁca que la funcio´n de verosimilitud deﬁnida como funcio´n del nuevo para´metro
φ es la siguiente
L˜(y;φ) = h(φ) exp {S(y), φ} ,
de lo cual se deduce, teniendo en cuenta el teorema 9.18, que el estad´ıstico S es
suﬁciente y completo. Consideremos, por u´ltimo, la transformacio´n bimedible ϕ :
RdimV × R− −→ RdimV × R+ deﬁnida mediante ϕ(a, b) = (Xa,−λ(2b+ a2), para
cada a ∈ RdimV y b < 0. Se veriﬁca entonces que
µˆ, σˆ2 = ϕ ◦ S.
Luego, (µˆ, σˆ2) es igualmente un estad´ıstico suﬁciente y completo.
El hecho de que el estad´ıstico sea suﬁciente tiene muy importantes implicaciones.
Efectivamente, considerar el modelo imagen (reducir) no supondra´ perdida alguna











de informacio´n (en el sentido de Fisher) relativa a los para´metros. Por ello es razo-
nable considerar el modelo reducido para afrontar cualquier problema de Inferencia
acerca de dichos para´metros4. Siendo adema´s completo, se tiene que el estad´ıstico
es suﬁciente minimal, lo cual se traduce en que no es posible reducir ma´s sin perder
informacio´n.
Veamos implicaciones ma´s concretas en lo que respecta al problema de Estima-
cio´n (el de Tests de Hipo´tesis se vera´ ma´s adelante). Que un estimador sea el de
Ma´xima Verosimilitud supone una justiﬁcacio´n bastante convincente, especialmente
por las propiedades asinto´ticas que conlleva5. Precisamente, se prueba en Lehmann
(1983) que, bajo ciertas condiciones de regularidad que en nuestro caso se cumplen,
el Estimador de Ma´xima Verosimilitud ha de ser funcio´n de cualquier estad´ıstico suﬁ-
ciente. Luego, dicho estimador, que determinaremos a continuacio´n, ha de expresarse
exclusivamente a trave´s de nuestro estad´ıstico.
Por otra parte, otra propiedad muy deseable para cualquier estimador es que sea
insesgado y, mucho mejor, el de mı´nima varianza entre todos los insesgados. Ya hemos
encontrado estimadores insesgados de µ y σ2 son insesgados. Demostrar que son de
mı´nima varianza es sencillo si se tiene en cuenta el resultado anterior junto con el
Teorema de Lehmann-Scheﬀe´.
Corolario 3.6.
En las condiciones del Modelo Lineal Normal, µˆ y σˆ2,I son los EIMV de µ y σ2, respecti-
vamente6.
Demostracio´n.
Teniendo en cuenta que µˆ y σˆ2,I son estimadores insesgados de µ y σ2, respectivamen-
te, y que son de cuadrado integrable7 el teorema 9.19 garantiza que los estad´ısticos
E [µˆ| (µˆ, σˆ2,I)] y E [σˆ2,I| (µˆ, σˆ2,I)] son los u´nicos EIMV de µ y σ2, respectivamente, de
lo cual se deduce la tesis.
A continuacio´n probaremos que, en las condiciones del Modelo Lineal Normal,
podemos hablar del Estimador de Ma´xima Verosimilitud o, abreviadamente, EMV.
Dijimos antes que dicho estimador ha de expresarse como funcio´n del estad´ıstico
suﬁciente y completo obtenido en el teorema anterior. Efectivamente, consideremos
4As´ı podr´ıa formularse el Principio de Suﬁciencia.
5Cf. Fergusson (1996)
6Estamos aﬁrmando de manera impl´ıcita, que son los u´nicos (esencialmente) EIMV.
7Esto es as´ı porque sus distribuciones derivan de la normal multivariante esfe´rica. Por otra parte,
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el estimador de σ2 que se obtiene de forma natural dividiendo por n en lugar de por
n− dimV , es decir,
σˆ2,MV = 1nY − PV Y 
2 = n−dimVn σˆ2,I (3.9)
En ese caso, se veriﬁca lo siguiente:
Teorema 3.7.
Bajo las condiciones del Modelo Lineal Normal, (µˆ, σˆ2) es el EMV de (µ, σ2). Adema´s, el
valor que alcanza la funcio´n de verosimilitud en dicho estimador es 2πe σˆ2,MV−n/2.
Demostracio´n.
Consideremos nuevamente la funcio´n de verosimilitud L deﬁnida en (3.8). Supuesto
ﬁjo y ∈ Rn y teniendo en cuenta que y−µ2 descompone en y−PV y2+PV y−µ2,
se deduce fa´cilmente que L(y;PV y, σ2) ≥ L(y;µ, σ2), para todo µ y σ2. Maximicemos
a continuacio´n la funcio´n f(σ) = L(y;PV y, σ2). Para ello consideramos su primera
derivada, que resulta ser





que se anula si y so´lo si σ2 = n−1y − PV y2. Adema´s, es fa´cil comprobar que la
segunda derivada es negativa en ese punto, lo cual garantiza que f alcanza un ma´ximo
relativo en el mismo que, en estas condiciones, sera´ absoluto. Por lo tanto, se veriﬁca
L(y;µ, σ2) ≤ L(y; , PV y, σ2) ≤ L

y;PV y, 1ny− PV y
2

, ∀(µ, σ2) ∈ V × R+.
Sustituyendo en L se obtiene el ma´ximo indicado en la tesis.
De este resultado se deduce la consistencia y eﬁciencia de ambos estimadores.
Queda pues claro que los estimadores propuestos, especialmente µˆ, gozan de una ex-
celente justiﬁcacio´n teo´rica bajo las condiciones del Modelo Lineal Normal. Adema´s,
el teorema de Gauss-Markov garantiza su idoneidad, aunque respecto a un grupo
de estimadores ma´s restringido, prescindiendo del supuesto de normalidad. Pero sa-
bemos que en Inferencia Estad´ıstica todo es relativo, y e´sta no sera´ la excepcio´n,
se cumplan o no las condiciones del Modelo Lineal Normal. Efectivamente, puede
probarse fa´cilmente que
E µˆ2 = µ2 + dimV · σ2. (3.10)
Es decir, que, por te´rmino medio, el EIMV proporciona una estimacio´n ma´s larga que











y cada una de las funciones de pe´rdida de la familia W = {Wa : a ∈ Rn}, donde
Wa[v, (µ, σ2)] :=
a, v − µ2, v ∈ V, (µ, σ2) ∈ V × R+.
Si en vez de considerar la familia W consideramos una u´nica funcio´n de pe´rdida W ,
deﬁnida de manera muy natural mediante
W [v, (µ, σ2)] := v − µ
2
σ2 , (3.11)
sucede que, cuando dimV > 2, el EIMV de µ resulta ser inadmisible. De hecho, el
siguiente estimador, proporcional al EIMV y denominado de James-Stein, resulta ser
preferible al mismo para dicha funcio´n de pe´rdida:
µˆJS =






Las propiedades de este nuevo estimador se estudian con mayor detenimiento en
Arnold (1981), cap´ıtulo 11. En en el mismo cap´ıtulo se analiza tambie´n el denominado
estimador de Ridge que, en el estudio de Regresio´n Lineal y en un marco teo´rico
Bayesiano, puede mejorar en cierto sentido la estimacio´n de µ cuando se observa
multicolinealidad. No obstante y a pesar de todo, µˆ sera´ el u´nico estimador de la
media que consideraremos en la sucesivo.
A continuacio´n, construiremos sendas regiones de conﬁanza para los para´metros
µ y σ2 bajo los supuestos del Modelo Lineal Normal. Concretamente, se veriﬁca lo
siguiente:
Proposicio´n 3.8.









z ∈ R+ : (n− dimV )
χ2,1−α/2n−dimV





constituyen sendas regiones de conﬁanza al (1−α)×100% para µ y σ2, respectivamente.
Demostracio´n.
Sabemos por la proposicio´n 3.4 cua´les son las distribuciones de µˆ y σˆ2,I, de lo cual se
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una matriz Γ cuyas columnas constituyan una base ortonormal de V , y deﬁnamos el
estad´ıstico T = Γµˆ. En ese caso, se tiene que
T ∼ NdimV (Γµ, σ2Id),





σˆ2,I ∼ FdimV ,n−dimV .
Por lo tanto, cualesquiera que sean µ y σ2, se veriﬁca
Pµ,σ2

y ∈ RdimV : 1σˆ2,I y − T
2 ≤ dimVF αdimV ,n−dimV

= 1− α.8
Teniendo en cuenta que todo v ∈ V puede expresarse mediante v = Γy, para un
u´nico y ∈ RdimV , y que
Γv − Γµˆ2 = (v − µˆ)PV (v − µˆ) = v − µˆ2,
se concluye.
Podemos observar que, mientras la regio´n de conﬁanza para σ2 es un intervalo
positivo, la de µ es la interseccio´n entre una esfera y el subespacio V . El centro de
dicha esfera es el estimador puntual µˆ, mientras que el radio volumen es proporcional
al estimador de σ2.
El problema de Estimacio´n esta´ obviamente condicionado por la eleccio´n del
para´metro, es decir, por la forma de caracterizar las distribuciones de la familia de
probabilidades considerada, en nuestro caso mediante µ y σ2. No obstante, dado que
µ es un vector de V , puede resultar natural expresarla a trave´s de sus coordenadas
respecto de una base de dicho subespacio. Esta situacio´n se dara´, concretamente,
cuando estudiemos el problema de Regresio´n Lineal, tal y como se comento en el
cap´ıtulo de introduccio´n. Efectivamente, en tal caso, partiremos de una matriz X
de rango completo compuesta por los valores obtenidos en las variables explicativas
junto con un te´rmino independiente. V sera´ el subespacio generado por las columnas
de X y el para´metro de intere´s no sera´ la media µ en s´ı, sino su vector de coorde-
nadas respecto de la base X, que se corresponde con los coeﬁcientes de las variables
explicativas y el te´rmino independiente.











As´ı, hablando en te´rminos generales, si X denota una matriz cuyas columnas
constituyen una base de V , la ecuacio´n lineal µ = Xb tendra´ una u´nica solucio´n en
RdimV , concretamente el vector
βx = (XX)−1Xµ. (3.14)
De esta forma, las distribuciones de la familia pueden caracterizarse igualmente me-
diante los para´metros βx y σ2 y, teniendo en cuenta en todo caso la ecuacio´n (3.14), lo
dicho hasta el momento respecto a la estimacio´n de (µ, σ2) se traduce a la de (βx, σ2)
de la siguiente forma.
Teorema 3.9.
En las condiciones del Modelo Lineal, sean X una base de V y βˆx el estad´ıstico deﬁnido
mediante
βˆx = (XX)−1XY. (3.15)
Entonces, se veriﬁca:
(i) βˆx es un estimador insesgado de βx.
(ii) Para todo b ∈ RdimV , bβˆx es el estimador lineal insesgado de m´ınima varianza de
bβx.
Si, adema´s, se veriﬁcan las condiciones del Modelo Lineal Normal, se tiene que:
(iii) βˆx ∼ NdimV





es suﬁciente y completo.
(v) βˆx es el EIMV de βx.
(vi) βˆx, σˆ2,MV
 es el EMV de (βx, σ2). Adema´s, el valor que alcanza la funcio´n de
verosimilitud en dicho estimador es 2πe σˆ2,MV−n/2.
(vii) Dado α ∈ (0, 1), el conjunto
Eα,X =








≤ σˆ2,I dimVFαdimV ,n−dimV

(3.16)
constituye una regio´n de conﬁanza al (1− α)× 100% para βx.
No´tese que, en un contexto determinista, es decir, si prescindie´ramos del vector
de errores E , y siendo la matriz X de rango completo, existe solucio´n a la ecuacio´n
lineal Y = Xb si y so´lo si Y ∈ V , en cuyo caso sera´ u´nica. El estimador (3.15) de βx
es, precisamente, el u´nico que satisface
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3.2. Test F para la media.
El segundo problema de Inferencia Estad´ıstica que abordamos es el de contraste de
hipo´tesis. En esta seccio´n nos limitaremos a estudiar contrastes acerca del para´metro
principal del modelo, µ. Concretamente, se considerara´n hipo´tesis de tipo lineal. Nos
referimos a lo siguiente: dado un subespacio linealW ⊂ V, contrastaremos la hipo´tesis
inicial
H0 : µ ∈ W (3.18)
frente a su alternativa.
En cap´ıtulos siguientes veremos ejemplos de contrastes de este tipo en los diferen-
tes problemas a estudiar. Supondremos, en todo caso, que se veriﬁcan los supuestos
del Modelo Lineal Normal. En esas condiciones, tanto de la aplicacio´n de los Prin-
cipios de Suﬁciencia e Invarianza como del de Ma´xima Verosimilitud se deriva un
mismo test, denominado frecuentemente por Anova9 o, mejor, test F.
Dada la enorme trascendencia de este test, no basta probar que posee el nivel
de signiﬁcacio´n α que se le supone, sino que conviene justiﬁcar su idoneidad a la
luz de algu´n o algunos Principios Estad´ısticos. En ese sentido, no sera´ dif´ıcil probar
que el test F es el Test de la Razo´n de Verosimilitudes (TRV, para abreviar), lo
cual, adema´s de satisfacernos desde un punto de vista meramente ﬁloso´ﬁco, conﬁere
al test importantes propiedades asinto´ticas10. No obstante, puede demostrarse que,
en nuestras condiciones, el TRV es funcio´n de cualquier estad´ıstico suﬁciente y es
invariante ante cualquier grupo de transformaciones que deje a su vez invariantes
tanto el experimento estad´ıstico como el problema de contraste de hipo´tesis. De
ah´ı que no sea una mera casualidad que el test F pueda justiﬁcarse tambie´n como test
UMP-invariante a nivel α, es decir, es el test a nivel α ma´s potente entre todos los
invariantes a nivel α respecto de un grupo de transformaciones que especiﬁcaremos
ma´s adelante. Es ma´s, el enunciado del lema fundamental de Neyman-Pearson (ver
Ape´ndice) desvela una clara conexio´n entre la bu´squeda de un test UMP y la del TRV,
siempre y cuando se den ciertas condiciones que se cumplen en nuestro modelo. Por
u´ltimo, teniendo en cuenta que todo estad´ıstico constante (en particular el que toma
en todo caso el valor α) es invariante, se deduce que el test F sera´ a su vez insesgado
a nivel α, es decir, que su funcio´n potencia tomara´ valores no iferiores a α cuando
µ /∈ W .
El lector interesado en seguir con rigor esta parte del cap´ıtulo deber´ıa estar fa-
miliarizado con con los fundamentos de la Teor´ıa de la Decisio´n, as´ı como con los
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conceptos de Suﬁciencia, Completitud e Invarianza. Todo ello puede encontrarse en
A.G. Nogales (1998). Tambie´n aconsejamos ver previamente el apartado del Ape´ndice
dedicado al Principio de Invarianza. Veamos pues co´mo se obtiene el test F.
1. Paso a forma cano´nica En primer lugar, aplicaremos a nuestro modelo una
transformacio´n bimedible: concretamente un cambio de base en Rn. El objeto
del mismo es estructurar el espacio de para´metros de manera natural en funcio´n
de la hipo´tesis a contrastar. Para ello consideraremos tres matrices X1, X2 y X3,
bases ortonormales de los subespacios ortogonales W , V |W y V ⊥, respectiva-
mente. Sea entonces la transformacio´n bimedible ϕ de (Rn,Rn) en s´ı mismo,









El vector Z esta´ compuesto por las coordenadas de Y respecto a una base
ortonormal de Rn, la cual se descompone a su vez en bases de W , V |W y V ⊥.
Si se denota Zi = XiY, νi = Xiµ, para i = 1, 2, 3, se tiene un nuevo modelo, que
denominamos cano´nico, compuesto por tres vectores aleatorios independientes
Z1 ∼ NdimW (ν1, σ2Id)
Z2 ∼ NdimV −dimW (ν2, σ2Id)
Z3 ∼ Nn−dimV (0, σ2Id)
La familia de distribuciones puede expresarse pues con la ayuda del para´metro
(ν1, ν2, σ2), que recorre el espacio RdimW × RdimV −dimW × R+. La hipo´tesis
inicial (3.18) se traduce entonces en H0 : ν2 = 0.
2. Reduccio´n por suﬁciencia. En virtud del teorema 3.5, el estad´ıstico (µˆ, σˆ2)





, σˆ2 ∝ Z32,
se veriﬁca que S = (Z1, Z2, Z32) es, a su vez, un estad´ıstico suﬁciente y
completo respecto al modelo cano´nico. Sabemos que el considerar u´nicamente
la imagen de dicho estad´ıstico, lo cual se denomina reduccio´n por suﬁciencia,
no conlleva pe´rdida alguna de informacio´n en el sentido de Fisher y no afecta,
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al ser completo, la reduccio´n por suﬁciencia es ma´xima, esto es, una reduccio´n
ma´s profunda s´ı implicar´ıa pe´rdida de informacio´n referente al para´metro. Las
distribuciones del nuevo modelo reducido podra´n expresarse, igual que en la
fase anterior11, con la ayuda del para´metro (ν1, ν2, σ2). La hipo´tesis a contrastar
sigue siendo ν2 = 0.
3. Reduccio´n por invarianza. Dado que la reduccio´n por suﬁciencia no simpli-
ﬁca de manera satisfactoria el modelo, llevaremos a cabo una reduccio´n ma´s
profunda por invarianza. Para ello consideraremos el grupo de transformaciones
bimedibles en el modelo cano´nico

















Puede comprobarse fa´cilmente que G deja invariante tanto el modelo como el
problema de contraste de hipo´tesis considerado. Por ello, el Principio de Inva-
rianza propone restringir la bu´squeda de tests a aquellos que sean igualmente
invariantes, y entre e´stos seleccionar el mejor desde algu´n criterio establecido.
En este caso y dado α ∈ (0, 1), encontraremos el test UMP-invariante a nivel
α.
Dado que previamente hemos efectuado una reduccio´n por suﬁciencia y que
el estad´ıstico suﬁciente S es trivialmente equivariante respecto a G, podemos
considerar el grupo de transformaciones GS que G induce de manera natural
sobre el modelo imagen de S y buscar en dicho modelo un test φS UMP-
invariante respecto a GS a nivel α. De esta forma, el test φS ◦ S, deﬁnido
sobre el modelo cano´nico, cumplira´ la condicio´n deseada. Vayamos por partes.
En primer lugar, el grupo GS puede descomponerse en la suma de los subgrupos































11Una reduccio´n por suﬁciencia no puede implicar simpliﬁcacio´n alguna en el espacio de para´me-
tros.



























Estos subgrupos veriﬁcan la propiedad (9.49). Nuestro primer objetivo es en-
contrar un estad´ıstico invariante maximal respecto a GS, as´ı como el corres-
pondiente invariante maximal para el espacio de para´metros. Aprovechando la
descomposicio´n de GS, dicha bu´squeda se realizara´ en tres etapas. En primer














Adema´s, el conjunto {(ν2, σ2) : ν2 ∈ RdimV −dimW , σ2 > 0} es la imagen de un
invariante maximal para el espacio de para´metros. Consideramos entonces el



















es invariante maximal respecto a G12 en el modelo imagen de M1. El conjunto
{(ν22, σ2) : ν2 ∈ RdimV −dimW , σ2 > 0} es, a su vez, la imagen de un invariante
maximal para el espacio de para´metros. Tomamos, por u´ltimo, el grupo G123 =


















es invariante maximal respecto a G123 . En la expresio´n anterior, δn,V,W puede ser
cualquier nu´mero real no nulo. En nuestro caso, conviene tomar (ya veremos
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maximal respecto al espacio de para´metros nos lleva a considerar el para´metro
θ = ν22/σ2, que recorre el espacio [0,+∞].
En deﬁnitiva, las distintas reducciones por suﬁciencia e invarianza conducen
a considerar el modelo inducido por el estad´ıstico invariante maximal M123 ,
concretamente [0,+∞],R([0,+∞], {Pθ : θ ≥ 0}
,
donde, para cada θ ≥ 0 y en virtud de (2.8), Pθ es la distribucio´n F -Snedecor
no central con grados de libertad (dimV − dimW , n − dimV ) y para´metro de no
centralidad θ Deno´tese por pθ a la correspondiente densidad, cuya expresio´n
expl´ıcita aparece en (2.7). La hipo´tesis a contrastar se traduce en H0 : θ = 0,
frente a la alternativa H0 : θ > 0. Tal y como se aﬁrma en la seccio´n 1.2,
para cada θ > 0, la funcio´n pθ(x)/p0(x) es creciente en x ≥ 0, es decir, que el
modelo presenta razo´n de verosimilitudes mono´tona. En ese caso, se sigue de la
proposicio´n 9.20 que el test φ, deﬁnido sobre el modelo reducido ﬁnal mediante
φ(x) =

1 si x > F αdimV −dimW ,n−dimV
0 si x ≤ F αdimV −dimW ,n−dimV
es UMP a nivel α. As´ı pues, el test φS = φ ◦M123 ◦M12 ◦M1, deﬁnido sobre el
modelo reducido por suﬁciencia, es UMP-invariante a nivel α respecto al grupo
GS. Por lo tanto, el test φS ◦ S, deﬁnido sobre el modelo cano´nico, es UMP-
invariante a nivel α respecto al grupo G. Para acabar, tomando F = φS ◦ S ◦ ϕ
deshacemos el cambio de variables ϕ inicial. El test F a nivel α, deﬁnido sobre
el modelo original puede expresarse pues como sigue:
F(Y ) =

1 si F (Y ) > FαdimV −dimW ,n−dimV
0 si F (Y ) ≤ FαdimV −dimW ,n−dimV
, (3.19)
siendo F el estad´ıstico de contraste deﬁnido mediante
F (Y ) = M123 ◦M12 ◦M1 ◦ S ◦ ϕ(Y ) (3.20)




= n− dimVdimV − dimW
PV Y − PWY 2
Y − PV Y 2 (3.22)
= 1dimV − dimW
PV |WY 2
σˆ2,I . (3.23)
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Teorema 3.10.
En las condiciones de Modelo Lineal Normal, dados W ⊂ V y α ∈ (0, 1), el test
(3.19) es UMP-invariante 13 a nivel α para contrastar la hipo´tesis inicialH0 : µ ∈W.
En particular, es insesgado a nivel α.
La distribucio´n del estad´ıstico de contraste F respecto a Nn(µ, σ2Id) depende
de µ y σ2 a trave´s del para´metro del modelo reducido ﬁnal
θ = PV |Wµ
2
σ2 . (3.24)
En concreto, para cada distribucio´n Nn(µ, σ2Id), con µ ∈ V y σ2 > 0, se tiene
que





El caso nulo, µ ∈W , se corresponde con la situacio´n F ∼ FdimV −dimW ,n−dimV .
El te´rmino PV Y − PWY 2, que aparece en el numerador de F , se denota con
frecuencia en la literatura mediante SCH (siglas de suma cuadra´tica de la hipo´te-
sis), mientras que el te´rmino Y − PV Y 2, que aparece en el denominador, se
denota por SCE (suma cuadra´tica del error). El estad´ıstico de contraste F resul-
ta de dividir estos te´rminos por las dimensiones (grados de libertad) de V |W y
V ⊥, respectivamente. De esta forma, en el denominador tenemos el EIMV de la
varianza σ2, suponiendo que µ pertenece a V , mientras que en el denominador
aparece un estimador sesgado de la varianza, pues su esperanza es, en virtud
de (2.6), σ2 + PV |Wµ2. Por lo tanto, so´lo si se supone cierta la hipo´tesis ini-
cial, este estimador sera´ insesgado, en cuyo caso, cabr´ıa esperar que el cociente
F estuviera pro´ximo a 1. Un valor muy alto del cociente entre estos dos esti-
madores de la varianza se interpreta como un desacuerdo entre los datos y la
hipo´tesis nula. Por ello, es muy usual referirse al test (3.19) con el sobrenom-
bre de Anova, abreviatura en ingle´s de Ana´lisis de la Varianza. No obstante y
para evitar confusiones con el Disen˜o de Experimentos, lo denominaremos en
lo sucesivo test F.
Si analizamos detenidamente la expresio´n del invariante maximal F para el
espacio de observaciones y del invariante maximal θ para el espacio de para´me-
tros, detectaremos cierto paralelismo con la expresio´n de la funcio´n de densidad
de la distribucio´n normal multivariante esfe´rica, lo cual no es de extran˜ar. Este
ejemplo ilustra hasta que´ punto cualquier propiedad relativa a la suﬁciencia e
13En este caso, queremos decir invariante respecto al grupo de transformaciones Gϕ = {g ◦ ϕ :
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invarianza es inherente a la formulacio´n de la familia de distribuciones conside-
radas.
A continuacio´n comprobaremos que el test F es tambie´n es el Test de la Razo´n
de Verosimilitudes deﬁnido en el Ape´ndice. Ya comentamos all´ı que, bajo cier-
tas condiciones de regularidad, que se veriﬁcan bajo los supuestos de nuestro
modelo, si G es un grupo de transformaciones que dejan invariante tanto el
modelo como el problema de contraste de hipo´tesis, y existe el estad´ıstico de la
razo´n de verosimilitudes a nivel α, e´ste ha de ser equivalente a otro estad´ıstico
invariante respecto a G. De esta proposicio´n se deduce que, en nuestro caso,
existe un test equivalente TRV que puede expresarse a trave´s de un estad´ıstico
de contraste invariante y, por lo tanto, funcio´n del estad´ıstico de F , deﬁnido en
(3.22). Ma´s au´n, podemos aﬁrmar que el test F es el propio TRV :
Teorema 3.11.
En las condiciones del Modelo Lineal Normal, dados W ⊂ V y α ∈ (0, 1), el test
(3.19) es el u´nico test de la razo´n de verosimilitudes a nivel α para contrastar la
hipo´tesis inicial H0 : µ ∈ W .
Demostracio´n.
Recordemos que, en nuestro modelo la funcio´n de verosimilitud es la siguiente






, y ∈ Rn,
donde (µ, σ2) ∈ V × R+, y la hipo´tesis inicial a contrastar es W × R+. Del
teorema 3.7 se sigue que, para todo y ∈ Rn,
sup
µ∈V,σ2>0
L(y;µ, σ2) = L












En consecuencia, el estad´ıstico de la razo´n de verosimilitudes es
RV (Y ) =




, Y ∈ Rn. (3.25)
Dado que que W⊥ descompone en en la suma ortogonal V ⊥ ⊕ V |W , se tiene
entonces que
RV n/2 = 1
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Luego, teniendo en cuenta (2.9), se deduce que RV n/2 sigue una distribucio´n
Beta de para´metros (n − dimV )/2 y (dimV − dimW )/2) en el caso nulo. Por lo
tanto, el u´nico test de la razo´n de verosimilitudes es









2 , dimV −dimW2
1−α2/n





2 , dimV −dimW2
1−α2/n
Dado que la funcio´n f(x) = (1 + λx)−2/n es, para todo λ > 0, una biyeccio´n
decreciente de [0,∞] en [0, 1], se sigue que

RV (Y )n/2 < B

n−dimV




F (Y ) > FαdimV −dimW ,n−dimV

luego, el test anterior coincide con el test (3.19).
As´ı pues, hemos demostrado que el test F a nivel α es insesgado, UMP-invariante y
test de la razo´n de verosimilitudes. Al igual que en el problema de Estimacio´n, veamos
co´mo se expresa el test F si parametrizamos el modelo mediante las coordenadas
respecto a una base X de V , lo cual sera´ de enorme utilidad cuando estudiemos
el problema de Regresio´n Lineal. Consideremos pues una matriz X cuyas columnas
constituyan una base de V . De esta forma, teniendo en cuenta la ecuacio´n µ = Xβ,
las distribuciones del modelo pueden caracterizarse mediante las coordenadas de la
media respecto a X, junto con σ2. Dado un subespacio W ⊂ V , consideremos una
matriz C de orden n× dimV |W cuyas columnas constituyan una base del subespacio
V |W . En ese caso, la hipo´tesis inicial µ ∈ W equivale a C Xβ = 0, es decir, a Axβ = 0,
siendo Ax = C X, que es una matriz es de dimensiones dimV |W×dimV y rango dimV |W .
Rec´ıprocamente, dada una hipo´tesis inicial del tipo Aβ = 0, siendo A una matriz
de dimensiones m × dimV y rango m (lo cual implica que m ≤ dimV ), existe un
subespacio Wx,A de V de dimensio´n dimV − m tal que la hipo´tesis inicial anterior
equivale a que Xβ pertenezca a Wx,A. Concretamente, se trata de la imagen del
subespacio W de dimensio´n dimV −m, constituido por los vectores b de RdimV tales
que Ab = 0, por la aplicacio´n lineal inyectiva que a cada b en RdimV le asigna el
vector Xb de V.
Es decir, que contrastar hipo´tesis del tipo µ ∈ W equivale, en te´rminos de β, a
contrastar hipo´tesis del tipo Aβ = 0, siendo A una matriz de orden m×dimV y rango
completo. De hecho, en Regresio´n Lineal expresaremos as´ı las hipo´tesis iniciales.
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denotado por F , en funcio´n de X y de la matriz A correspondiente. Para ello es
conveniente encontrar una base adecuada de V |Wx,A.
Lema 3.12.
Dada una matriz A de dimensiones m × dimV y rango m, las columnas de la matriz
C = X(XX)−1A constituyen una base del subespacio V |Wx,A.
Demostracio´n.
Veamos que las columnas de C son linealmente independientes. En efecto, si existe
un vector g ∈ Rm, tal que Cg = 0, entonces, AXCg = 0. Dado que AA es una matriz
cuadrada de orden m y rango m, podemos aﬁrmar que
0 = (AA)−1AX Cg = (AA)−1AXX(XX)−1Ag = g.
Por lo tanto, el rango de C es m. Falta probar que las columnas de C son ortogonales
a Wx,A, es decir, que dado b ∈ Rm tal que Ab = 0, se veriﬁca (Xb)C = (0, . . . , 0).
Efectivamente,
(Xb)C = bXX(XX)−1A = bA = (0, . . . , 0).
Teorema 3.13.
Dada una matriz A de dimensiones m× dimV y rango m, el estad´ıstico de contraste del
test F para contrastar la hipo´tesis inicial H0 : Aβ = 0 es
F = n− rg(X)m
(Aβˆ) A(XX)−1A−1Aβˆ
Y 2 − Y Xβˆ , (3.26)
con βˆ deﬁnido segu´n (3.15).
Demostracio´n.
Se veriﬁca por (3.21) y (3.22) que
F = n− rg(X)m
PV |WY 2
Y 2 − PV Y 2 .
Sabemos que PV |W puede expresarse mediante C(C C)−1C , para cualquier base C de
V |W . As´ı pues, por el lema anterior y teniendo en cuenta que PV |WY 2 = Y PV |WY ,
junto con la deﬁnicio´n (3.15), obtenemos el numerador.
Respecto al denominador, basta notar que la proyeccio´n ortogonal sobre V puede
expresarse mediante
PV = X(XX)−1X
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No´tese que la expresio´n (3.26) es ma´s adecuada que (3.20) desde el punto de vista
computacional. E´ste puede ser un so´lido argumento a la hora de justiﬁcar el uso de
la versio´n coordenada del modelo lineal.
Para acabar con esta seccio´n, nos preguntamos co´mo se plantear´ıa y resolver´ıa en
este marco teo´rico un contraste de tipo unilateral. Obviamente, no tiene sentido, en
general, una hipo´tesis del tipo µ > µ0 o µ < µ0. Sin embargo, para cada d ∈ V |W,
podemos considerar el para´metro d, µ ∈ R y, en consecuencia podemos contrastar
la hipo´tesis unilateral d, µ ≤ 0 frente a la alternativa d, µ > 0, o viceversa. En
Arnold (1981)14 se obtiene, mediante un paso a forma cano´nica, una reduccio´n por
suﬁciencia y dos por invarianza15, el siguiente test UMP-invariante a nivel α:
φ+d (Y ) =
 1 si td(Y ) > tαn−v
0 si td(Y ) ≤ tαn−v
,
donde el estad´ıstico de contraste td se deﬁne mediante
td(Y ) = d, µˆdσˆ , (3.27)
y tn−v denota la distribucio´n t-Student central con n− v grados de libertad.
3.3. Contrastes de Hipo´tesis para la varianza.
En esta breve seccio´n se afronta, siguiendo el esquema lo´gico, el estudio del con-
traste de hipo´tesis relativas a la varianza σ2. La brevedad de la misma se debe a
razones de diversa ı´ndole. En primer lugar, desde un punto de vista pra´ctico, in-
teresan menos que los contrastes relativos a la media, pues e´sta u´ltima constituye
el para´metro principal del modelo. La varianza suele ser, por contra, un para´metro
fantasma que no interesa en s´ı pero cuyo desconocimiento diﬁculta el estudio acerca
de la media. La segunda razo´n es de cara´cter te´cnico pues, como se constatara´ en la
pro´xima seccio´n, los tests para la varianza presentan un comportamiento asinto´tico
claramente peor que el test F para la media, lo cual se traducira´ en una excesiva
sensibilidad ante la frecuente violacio´n del supuesto de normalidad.
En deﬁnitiva, dado σ20 > 0, nos proponemos contrastar las siguiente hipo´tesis
iniciales frente a sus correspondientes alternativas:
H10 : σ = σ0, H20 : σ ≤ σ0, H30 : σ ≥ σ0.
14cap´ıtulo 7, ejercicio B20
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El procedimiento a seguir es, en principio, similar al llevado a cabo en la seccio´n
anterior: una reduccio´n por suﬁciencia conduce a considerar el experimento estad´ıstico
inducido por el estad´ıstico
(µˆ, σˆ2,I) .
Adema´s, se veriﬁca, trivialmente, que tanto el experimento estad´ıstico original como
los tres problemas de contraste de hipo´tesis considerados permanecen invariantes ante
cualquier traslacio´n de coordenadas. As´ı pues, una reduccio´n por invarianza conducen
a considerar el estad´ıstico invariante maximal σˆ2,I, cuya distribucio´n depende de
(ν, σ2) a trave´s, u´nicamente, de σ2. Concretamente, el estad´ıstico T , deﬁnido mediante




sigue una distribucio´n χ2n−dimV . Es fa´cil probar que el experimento estad´ıstico indu-




1 si (n− dimV )σˆ2,I > σ20χαn−dimV




1 si (n− dimV )σˆ2,I < σ20χ1−αn−dimV
0 si (n− dimV )σˆ2,I ≥ σ20χ1−αn−dimV
,
son UMP-invariantes a nivel α para contrastar las hipo´tesis iniciales H20 y H30 , res-
pectivamente. Sin embargo, cualquier test del tipo φ2 o φ3 no sera´ siquiera insesgado
para contrastar la hipo´tesis bilateral H10 , pues la funcio´n potencia del mismo sera´ es-
trictamente creciente o decreciente, respectivamente17.
Por otra parte y en virtud del teorema 3.7, el estad´ıstico de la razo´n de verosimi-
litudes RV para contrastar las hipo´tesis iniciales H i0, i = 1, 2, 3, se expresa a trave´s
de T mediante





Dado que la funcio´n ϕ(x) := xm exp{−x} es creciente en (0,m) y decreciente en
(m,+∞), cualquier test del tipo (9.46) tendra´ dos colas si lo expresamos en te´rminos
de T , de lo que se deduce que φ2 y φ3 no son tests de la razo´n de verosimilitudes
para H20 y H30 , respectivamente. No obstante, se prueba en Lehmann (1986) (seccio´n
16Ver secciones 1.3 y 1.4
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4.4) que una adecuada eleccio´n de las colas proporciona en un test insesgado a nivel
α para contrastar la hipo´tesis inicial H10 , que sera´ pues de la forma
φ1(Y ) =

1 si n−dimVσ20 σˆ
2,I ∈ (0, A) ∪ (B,+∞)
0 si n−dimVσ20 σˆ
2,I ∈ [A,B]
para ciertos valores A y B18, y que los test φ1, φ2 y φ3 son UMP-insesgados a nivel
α para contrastar las hipo´tesis H10 , H20 y H30 , respectivamente.
3.4. Estudio asinto´tico del Modelo
En esta seccio´n analizaremos el comportamiento de los estimadores y el test F,
bajo las condiciones del Modelo Lineal (sin asumir en ningu´n momento normalidad),
cuando el te´rmino n (que se correspondera´ en la pra´ctica con el nu´mero real de
datos) tiende a inﬁnito. Convendr´ıa repasar previamente las deﬁniciones y resultados
ba´sicos de la Teor´ıa Asinto´tica, en especial los distintos tipos de convergencias y sus
relaciones, los conceptos de consistencia y eﬁciencia asinto´tica de un estimador, las
Leyes de los Grandes Nu´meros y las diferentes versiones del Teorema L´ımite Central.
Todo ello puede encontrarse, por ejemplo, en Ash (1972), Billingsley (1986), Fergusson
(1996), Lehmann (1983) y Lehmann (1998). Tambie´n recomendamos consultar el
resumen que se encuentra en la u´ltima seccio´n del Ape´ndice.
Hagamos previamente un inciso sobre una cuestio´n de cara´cter matricial. Dada




Si A es una matriz cuadrada de orden m, sime´trica y semi deﬁnida positiva, existe, en
virtud del teorema 9.5, una matriz B con las misma dimensiones tales que A = BB.
Si b1, . . . , bm denotan las columnas de B, se veriﬁca
aij = bi, bj, aii = bi2, ajj = bj2.
Luego, por la desigualdad de Cauchy-Schwartz,
|aij| ≤ bi · bj = (|aii| · |ajj|)1/2 ≤ ma´xi |aii|.
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Tambie´n se veriﬁca, trivialmente, que si A ∈Mm×k y B ∈Mk×r,
m(AB) ≤ km(A)m(B), (3.28)
(m(A))2 ≤ m(AA). (3.29)
Teniendo en cuenta (3.28) junto con el teorema 9.4, se deduce que, si A es una matriz
sime´trica de orden k y D es la matriz diagonal constituida por sus autovalores,
entonces
1/k2m(D) ≤ m(A) ≤ k2m(D). (3.30)
Hasta ahora hemos trabajado con modelos en el cual el te´rmino n es ﬁjo. Es lo
que se denomina Modelo Exacto. Teniendo en cuenta que la Teor´ıa Asinto´tica tiene
como objeto estudiar la evolucio´n de los distintos estimadores y tests de hipo´tesis
en funcio´n de n, es necesario construir un nuevo modelo, denominado As´ınto´tico,
que, por as´ı decirlo, englobe todos los experimentos exactos. En nuestro caso se
deﬁnir´ıa com sigue. Dada una sucesio´n (Vn)n∈N de subespacios v-dimensionales de
Rn, respectivamente, consideraremos el experimento estad´ıstico constituido por una
sucesio´n (Zi)i∈N de variables aleatorias que se descomponen de la siguiente forma
Zi = µ(i) + fi, i ∈ N,
donde µ(i) ∈ R y (fi)i∈N es una secuencia de variables aleatorias independientes e
ide´nticamente distribuidas con media 0 y varianza σ2 > 0, y de tal forma que, para
cada n ∈ N, el vector µn = (µ(1), . . . , µ(n)) pertenece al subespacio Vn. De esta
forma, si se denota Yn = (Z1, . . . , Zn) y en = (f1, . . . , fn), tendremos
Yn = µn + en, µn ∈ Vn, en ∼ Pn,
siendo Pn la familia compuesta por las potencias n-e´simas de distribuciones de media
0 y varianza ﬁnita. No´tese que, para cada n ∈ N, tenemos un Modelo Lineal Exacto
en dimensio´n n. Por lo tanto, tiene sentido hablar de los estimadores
µˆn = PVnYn, σˆ2,In =
1
n− vPV ⊥n Yn
2 = 1n− vPV ⊥n en
2.
As´ı mismo y en lo que respecta a la problema de Contraste de Hipo´tesis, si conside-
ramos una secuencia (Wn)n∈N de subespacios w-dimensionales de (Vn)n∈N, respectiva-
mente, tendra´ sentido hablar del estad´ıstico de contraste Fn, deﬁnido en los te´rminos
de (3.23).
No´tese que, al contrario de lo que sucede en el Modelo Lineal Normal Exacto,
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varianza σ2. Si acaso, podr´ıamos hablar de una sucesio´n de medias (µn)n∈N y una
varianza σ2. Por ello, tiene aqu´ı sentido hablar de una secuencia de estimadores con-
sistente para σ2, pero no para µ. Este problema, que afecta al estudio de Estimacio´n,
podr´ıa resolverse si considera´ramos el Modelo Asinto´tico que resulta de imponer a
(µn)n∈N la siguiente restriccio´n: suponer que existe una sucesio´n (Xn)n∈N de bases de
(Vn)n∈N, de manera que (µn)n∈N veriﬁca
∃β ∈ Rv : µn = Xnβ, ∀n ∈ N. (3.31)
De esta forma, s´ı tendr´ıa sentido hablar de una secuencia de estimadores consistente
para β. Consideremos, concretamente, la secuencia deﬁnida mediante
βˆn = (XnXn)−1XnYn, n ∈ N.
Se veriﬁca entonces lo siguiente.
Teorema 3.14.
En las condiciones anteriores, si se veriﬁca la hipo´tesis
m XnXn
 −→∞ (3.32)













= σ2(XnXn)−1, ∀n ∈ N.
Por lo tanto, dado ε > 0, se sigue de la Desigualdad de Chebyshev19 que
Pβˆn − β
 > ε ≤
√vσ2 ·m((XnXn)−1)
ε .
SeaDn la matriz diagonal de los autovalores de XnXn, para cada n ∈ N. Por el teorema
9.4, la matriz de los autovalores de (XnXn)−1 sera´ D−1n . Luego, teniendo en cuenta
(3.30), se veriﬁca que m((XnXn)−1)→ 0, lo cual concluye la prueba.
Veamos que´ podemos decir respecto a la estimacio´n de σ2.
19Si X en una variable aleatoria real con momento de segundo orden ﬁnito en un espacio de


























Teniendo en cuenta que, E[en] = 0 y Cov[en] = σ2Id, se deduce que E[PVnen] = 0 y







Dado ε > 0, se veriﬁca triviamente, para todo n ∈ N, que







Dado que (f 2i )i∈N constituye una sucesio´n de variables aleatorias iid de media σ2, se







f 2i P−→ 0. (3.33)
Entonces, se sigue del teorema 9.21 que







Obviamente, obtendremos tambie´n una secuencia consistente si utilizamos el es-
timador (3.9). El siguiente resultado se sigue del Teorema Central del L´ımite.
Teorema 3.16.
Sea (an)n∈N una secuencia de vectores tales que an ∈ Rn y an = 1, para todo n ∈ N.
Si m(an)→ 0, entonces
anen d−→ N(0, σ2).
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Demostracio´n.
Para cada n ∈ N, consideremos la descomposicio´n an = (an1, . . . , ann), y sea Xni =
anifi, 1 ≤ i ≤ n. En ese caso, anen =
n
i=1Xni. Todos los Xni, 1 ≤ i ≤ n, son
independientes por serlo las fi. Adema´s,




Por lo tanto, para demostrar la tesis basta probar que se veriﬁca la hipo´tesis (9.66)


























f21 Iε/mn ◦ f1
 = Ef21 Iε/mn ◦ f1
.
Teniendo en cuenta que |f21 Iε/mn ◦ f1| < f 21 y que f21 es integrable, se deduce del





1 Iε/mn ◦ f1) dP.
dado que mn converge a 0, por hipo´tesis, el integrando converge puntualmente a 0,
con lo cual acabamos.
Como consecuencia obtenemos el siguiente resultado, de gran utilidad tanto para
el problema de Estimacio´n como de Contraste de Hipo´tesis.
Lema 3.17.
Sea (Γn)n∈N una sucesio´n de matrices de dimensio´n n × u, respectivamente, tales que
ΓnΓn = Id, para todo n ∈ N y m(ΓnΓn) converge a 0. Entonces,
Γnen d−→ Nu(0, σ2Id).
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Demostracio´n.
Dado c ∈∈ Ru tal que c = 1, consideremos, para cada n ∈ N, el vector an = Γnc ∈
Rn, veriﬁcando tambie´n an = 1. Dado que m(c) ≤ 1, se tiene que m(an) converge
a 0, pues
m(an) ≤ u ·m(c) ·m(Γn) ≤ u(m(ΓnΓn))1/2.
Luego, por el teorema 3.16,
cΓnen d−→ N(0, σ2).
Teniendo en cuenta la Astucia de Cramer-Wold (teorema 9.21-(x)), se concluye.
El siguiente resultado, muy interesante desde el punto e vista de la Estimacio´n,
se obtiene como corolario del anterior.
Teorema 3.18.
Supongamos que se veriﬁca (3.31) junto con la siguiente propiedad
l´ımn→∞m
Xn(XnXn)−1Xn





 d−→ Nv(0, σ2Id).
(ii) Para todo α ∈ (0, 1), l´ımn→∞ P (Enα) = 1− α, donde
Enα =












(i) Si para cada n ∈ N consideramos la matriz Γn = Xn(XnXn)−1/2, entonces (Γn)n∈N
satisface las hipo´tesis del lema anterior con u = v. Por lo tanto,
Γnen d−→ Nv(0, σ2).
Teniendo en cuenta que,
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con lo cual se acaba la primera parte.











Teniendo en cuenta que σˆ2,In converge a σ2 en probabilidad, junto con el teorema
9.21-(ix), podemos despreciar el u´ltimo factor del primer te´rmino y, aplicando el
teorema 9.21-(ii) acabamos.
No´tese que, de (i) se sigue que, para n suﬁcientemente grande, el estad´ıstico βˆn
sigue aproximadamente un modelo de distribucio´n Nv(β, σ2(XnXn)−1). En ese sentido
podemos decir que el la proposicio´n (iii) del teorema 3.15 es asinto´ticamente va´lida
para el Modelo Lineal, supuesto que se satisfaga la condicio´n (3.35). Lo mismo puede
decirse, por (ii), de la regio´n de conﬁanza (3.16).
Respecto al test F, que es el de la razo´n de verosimilitudes, sabemos, en virtud del
teorema 9.28, que puede expresarse asinto´ticamente haciendo uso de la distribucio´n χ2
con dimV −dimW grados de libertad. Veremos a continuacio´n co´mo podemos extender
este resultado asinto´tico al Modelo Lineal (sin suponer normalidad).
Teorema 3.19.








Es consecuencia directa del lema 3.17, considerando una base ortonormal de cada
subespacio (Un), n ∈ N.
La hipo´tesis (3.37), que desempen˜a un papel crucial en nuestra teor´ıa, se conoce
normalmente como Condicio´n de Huber y puede considerarse una suerte de traduccio´n
de la condicio´n de Lindemberg (9.66) al Modelo Lineal. En cap´ıtulos posteriores,
cuando abordemos estudios ma´s espec´ıﬁcos como son la regresio´n lineal o el disen˜o
de experimentos, veremos en que´ se traduce dicha hipo´tesis para cada caso. Este
resultado permitira´ extender, en los te´rminos de la Teor´ıa Asinto´tica, el test F al
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condicio´n de Huber equivale a (3.35), y conﬁere, como ya hemos visto, normalidad
asinto´tica al estimador de β y validez asinto´tica a la regio´n de conﬁanza (3.16).
Teorema 3.20.
En las condiciones del Modelo Lineal Asinto´tico, si (Wn)n∈N es una sucesio´n de subespacio
lineales de (Vn)n∈N, respectivamente, todos ellos de dimensio´n w, y (Vn)n∈N satisface la







Dado que PVn = PWn + PVn|Wn , se tiene que (Vn|Wn)n∈N veriﬁca igualmente la con-



















En las condiciones del teorema anterior, y si µn ∈Wn para todo n ∈ N, se veriﬁca
Fn d−→ 1v− wχ
2v−w.
Demostracio´n.
Basta aplicar el teorema anterior teniendo en cuenta que (3.23) y que PVn|Wnµn = 0,
para todo n ∈ N.
En virtud de este resultado se veriﬁca que, si se satisface la condicio´n de Huber
junto con la hipo´tesis nula (µn ∈ Wn, para todo n ∈ N), y se considera sucesio´n de





1 si Fn(Y ) > χ
2,αv−wv−w
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entonces
l´ımn→∞P ({Fn = 1}) = 1− α.
Por ello, si consideramos el contraste de hipo´tesis H0 : µ ∈ W en un Modelo Lineal,
siendo n suﬁcientemente grande, se veriﬁca que el nivel de signiﬁcacio´n del test F
deﬁnido en (3.19) es aproximadamente igual a α. En ese sentido decimos que el test F
es asinto´ticamente va´lido, aunque no se veriﬁque el supuesto de normalidad, siempre
y cuando se satisfaga la condicio´n de Huber. Por otra parte, la distribucio´n l´ımite de
F en el caso nulo corresponde, como cabr´ıa esperar, a la distribucio´n asinto´tica del
para el TRV, segu´n se reﬂeja en el teorema 9.28.
Podemos ir un poco ma´s lejos. Se prueba en Arnold (1981)22 que, si se veriﬁca la
condicio´n (3.37) y, adema´s, existe γ > 0 tal que
l´ımn→∞ PVn|Wnµn = γ, (3.38)
entonces






Ello permite construir la funcio´n potencia asinto´tica para todos los valores del para´me-
tro veriﬁcando la condicio´n (3.38). Curiosamente, puede comprobarse que, si se plan-
tea el contraste de la hipo´tesis H0 : µ ∈ W suponiendo normalidad y varianza σ2
conocida (estamos hablando pues de otro modelo), se obtiene23 un test o´ptimo a nivel
α (UMP-invariante) cuyo estad´ıstico de contraste








, ∀(µ, σ2) ∈ V × R+.
En ese sentido podr´ıamos decir que, si se cumple la condicio´n de Huber, la potencia
asinto´tica del test F en el Modelo Lineal para los valores del para´metro que veriﬁcan
(3.38), en particular en el caso nulo, coincide con la del test o´ptimo que se obtiene
suponiendo normalidad y varianza conocida24.
Ya hemos visto co´mo se comporta asinto´ticamente el Modelo Lineal en lo que
respecta a los contraste de hipo´tesis sobre µ. Veamos ahora en que´ medida el uso de
22Cap´ıtulo 10, ejercicio C1.
23Arnold (1981), seccio´n 7.11
24Heur´ısticamente hablando, podr´ıamos decir qu la violacio´n de la normalidad y el desconocimien-
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una cantidad suﬁcientemente grande de datos puede permitirnos obviar el supuesto
de normalidad a la hora de construir un test de hipo´tesis o un intervalo de conﬁanza
para σ2. Supongamos que las variables fi poseen momento de orden 4 y sea entonces















 d−→ N0, σ4(δ − 1)
Demostracio´n.
Se sigue la demostracio´n del teorema 3.15, pero al llegar a (3.33) aplicamos TCL







d−→ N 0, σ4(δ − 1) .
Entonces, teniendo en cuenta que n−1/2PVnen2 converge a 0 en probabilidad y que
(n− v)/n converge a 1, basta aplicar el teorema 9.21-(ix) para concluir.
Operando en la expresio´n obtenida pueden obtenerse, mediante la distribucio´n
N(0, 1), tests de hipo´tesis e intervalos de conﬁanza con validez asinto´tica, siempre
y cuando δ, denominado coeﬁciente de Kurtosis, sea conocido, cosa poco veros´ımil.
Por ejemplo, puede comprobarse que, si f1 sigue una distribucio´n normal, entonces
δ = 3, con lo cual el problema estar´ıa resuelto desde el punto de vista asinto´tico, lo
cual no aporta mucho, puesto que el problema ya esta´ resuelto tambie´n en el Modelo
Exacto. No obstante, el resultado anterior tiene interesantes aplicaciones. A modo
de ejemplo, haremos uso del mismo para construir el denominado test de Barlett de
igualdad de varianzas, que sera´ de utilidad en cap´ıtulos posteriores.
Consideremos k vectores aleatorios independientes
Yi ∼ Nni(µi, σ2i ), µi ∈ Vi, σ2i > 0, i = 1, . . . , k
siendo cada Vi un subespacio vi-dimensional de Rni . Supongamos que queremos con-
trastar la hipo´tesis inicial H0 : σ1 = . . . = σk, lo cual permitir´ıa componer un Modelo
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Lineal Normal en dimensio´n n = i ni. Una reduccio´n por suﬁciencia y otra por
invarianza26 en el modelo producto nos llevan a considerar el estad´ıstico
(σˆ2,I1, . . . , σˆ2,Ik) .
El teorema anterior (con δ = 3) garantiza que
√ni
σˆ2,Ii,ni − σ2i
 d−→ N(0, 2σ4i ), i = 1, . . . , k.
Si consideramos la transformacio´n g(x) = (log x)/√2 y aplicamos el Me´todo Delta
(teorema 9.27), se tiene que
√ni
2
log σˆ2,Ii,ni − log σ2i
 d−→ N(0, 1), i = 1, . . . , k




2 (log σˆ2,I1,n1 − log σ21)...√nk
2 (log σˆ2,Ik,nk − log σ2k)

 d−→ Nk(0, Id). (3.41)










sigue, aproximadamente, una distribucio´n Nk(θ, Id), donde θ puede ser cualquier





i , i = 1, . . . , k.
Podemos pues considerar un nuevo modelo que se deﬁne mediante
Z ∼ Nk(θ, Id), θ ∈ Rk, σ2 > 0. (3.42)
En este modelo podemos contrastar la hipo´tesis inicial
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Ya hemos comentado con anterioridad que en un modelo de este tipo (con varianza
conocida), el contraste se resuelve de manera o´ptima mediante el estad´ıstico (3.39).
En nuestro caso,
F ∗ = PW⊥Z2 ∼ χ2k−1
PW⊥θ2
 .
Dado α ∈ (0, 1), el test siguiente es entonces UMP-invariante a nivel α en el modelo
(3.42) para contrastar la hipo´tesis inicial θ ∈ W :
φ∗ =
 1 si F ∗ > χ2,αk−1
0 si F ∗ ≤ χ2,αk−1
.
Ahora bien, puede comprobarse fa´cilmente que, en virtud de (3.41), si H0 es cierto,
la distribucio´n del estad´ıstico F ∗ ◦T converge a χ2k−1 cuando ni tiende a inﬁnito, para
todo i = 1, . . . , k. Por lo tanto, el nivel de signiﬁcacio´n del test φ = φ∗ ◦T , construido
a partir de un test o´ptimo a nivel α en el modelo l´ımite (3.42), converge a α cuando
ni converge a inﬁnito para todo i = 1, . . . , k, es decir, que es asinto´ticamente va´lido.
Falta so´lo determinar una expresio´n ma´s apropiada para el estad´ıstico de contraste







el estad´ıstico F ∗ ◦ T se expresa mediante


































No obstante, hemos de recalcar que este test puede considerarse va´lido para muestras
suﬁcientemente grandes y suponiendo que se veriﬁque la hipo´tesis de normalidad
(recordemos que hemos supuesto δ = 3). De hecho, el test resulta ser bastante sensible
ante la violacio´n de dicho supuesto, cosa bastante comu´n en buena parte de los
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3.5. Intervalos de conﬁanza simulta´neos
Para acabar el cap´ıtulo dedicado al ana´lisis del Modelo Lineal desde un punto de
vista puramente teo´rico, abordaremos el estudio general de las familias de intervalos
de conﬁanza simulta´neos, lo cual nos conducira´ a los me´todos de Scheﬀe´ y Bonferroni,
a los cuales se an˜adira´ en el cap´ıtulo 6 el de Tuckey, de cara´cter ma´s espec´ıﬁco.
Primeramente, hemos de aclarar el concepto en s´ı.
Dado un modelo estad´ıstico (Ω,A, {Pθ : θ ∈ Θ}), un conjunto Λ de estimandos
reales y α ∈ (0, 1), una familia de intervalos de conﬁanza simulta´neos a nivel 1 − α




ω ∈ Ω : aαλ(ω) ≤ λ(θ) ≤ bαλ(ω), ∀λ ∈ Λ

= 1− α, ∀θ ∈ Θ.
Consideremos un Modelo Lineal Normal
Y ∼ Nn(µ, σ2Id), µ ∈ V, σ2 > 0,
y una hipo´tesis inicial H0 : µ ∈ W, para algu´n W ∈ V. Se denomina contraste
a cualquier elemento del subespacio V |W . Nuestro objetivo es, dado α ∈ (0, 1),
construir una familia de intervalos de conﬁanza simulta´neos a nivel 1 − α para el
conjunto [V |W ] = {λd : d ∈ V |W}, donde
λd(µ, σ2) = d, µ ,∀d ∈ V |W, ∀(µ, σ2) ∈ V × R+.
Necesitamos un lema previo.
Lema 3.23.







Dado x ∈ Rn, se veriﬁca trivialmente que x, e = PEx, e = e, PEx, para todo
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Consideremos la familia Iα[V |W ] = {(aαd , bαd ) : d ∈ V |W} deﬁnida mediante
aαd (Y ) = d, µˆ −

dimV |WFαdimV −dimW ,n−dimV
1/2
dσˆ (3.43)
bαd (Y ) = d, µˆ+





Iα[V |W ] constituye una familia de intervalos de conﬁanza simulta´neos a nivel 1 − α para
[V |W ].
Demostracio´n.
Dado un valor ﬁjo del para´metro (µ, σ2), se veriﬁca, en virtud del lema anterior,
Pµ,σ2 (aαd ≤ d, µ ≤ bαd , ∀d ∈ V |W )
= Pµ,σ2
 d, µˆ− µ2
(dimV − dimW )σˆ2,Id2 ≤ F
α












 PV |W (µˆ− µ)
2




Teniendo en cuenta que
PV |W (µˆ− µ)
2
(dimV − dimW )σˆ2,I ∼ FdimV −dimW ,n−dimV ,
se concluye.
Si deseamos contrastar la hipo´tesis inicial H0 : µ ∈ W, hemos de percatarnos de
que H0 es cierta si y so´lo si, para cada d ∈ V |W , se satisface la hipo´tesis Hd0 : dµ = 0.
Como los estad´ıstico deﬁnidos en (3.43) y (3.44) determinan un intervalo de conﬁanza
para dµ, podemos proponer el test consistente en aceptar la hipo´tesis inicial H0
cuando el valor 0 quede dentro de los intervalos de conﬁanza de la familia Iα[V |W ]. No
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Teniendo en cuenta (3.23), se deduce que el test propuesto es, precisamente, el test
F. En ese sentido decimos que el test F a nivelα es consistente con la familia Iα[V |W ] de
intervalos de conﬁanza simulta´neos a nivel 1−α para [V |W ], la cual se denominara´ en
lo sucesivo, familia de Scheﬀe´ a nivel 1− α.
El problema de la familia de Scheﬀe´ es que, para que dµ pertenezca al intervalo
(aαd , bαd ), cualquiera que sea el contraste d elegido, es necesario que dichos intervalos
sean ma´s conservadores de lo deseado, es decir, demasiado amplios. Una solucio´n a
este problema puede ser seleccionar un subconjunto de contrastes particularmente
interesantes y construir una familia de intervalos de conﬁanza simulta´neos para la
misma. Tal es el caso de la familia de Tuckey, que estudiaremos en el cap´ıtulo 4. El
me´todo en cuestio´n se encuadra en el marco del Ana´lisis de la Varianza, y consiste
en seleccionar un tipo de contrastes denominados comparaciones mu´ltiples. Presenta
la desventaja de que deja de ser consistente con el test F y exige, teo´ricamente, que
las diversas muestras tengan el mismo taman˜o.
Existe otro me´todo alternativo al de Tuckey, aunque va´lido en un contexto ma´s
general, para construir pseudo-familias de intervalos de conﬁanza a u pseudo-nivel
1 − α para un subconjunto ﬁnito de D ⊂ V |W . Aproximado a 1 − α: el me´todo de
Bonferroni. Decimos pseudo-nivel 1− α porque veriﬁcan
Pµ,σ2

Aαd ≤ d, µ ≤ Bαd (ω), ∀d ∈ D

≥ 1− α, ∀(µ, σ2) ∈ V × R+. (3.45)
Se basa en la conocida Desigualdad de Bonferroni

















, d ∈ D.
La demostracio´n se deja como ejercicio. El principal problema del me´todo de Bon-
ferroni radica en si conservadurismo, a pesar de la precisio´n que se gana al seleccionar
un subconjunto ﬁnito de V |W . No en vano la probabilidad de acierto es superior a
1− α.
Cuestiones propuestas
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2. Demostrar la proposicio´n 3.4.
3. Demostrar la igualdad (3.10).
4. Demostrar el teorema 3.9.
5. Teniendo en cuenta la Desigualdad de Chebyshev, probar que kFk,m d−→ χ2k.
6. Probar que, si se veriﬁca la condicio´n de Huber, la regio´n de conﬁanza (3.12)
es asinto´ticamente va´lida para el Modelo Lineal.
7. La regio´n de conﬁanza (3.16) es un elipsoide. ¿Que´ tiene que suceder para que
sea un esfera? ¿Co´mo se traducir´ıa esa condicio´n a un problema de Regresio´n
Lineal?
8. Consideremos el modelo
Y ∼ Nn(Xβ, σ2Id), β ∈ Rs, σ2 > 0,
donde las columnas de X, que se denotan mediante X1, . . . ,Xs, constituyen un
sistema ortonormal. Se desea contrastar la hipo´tesis inicial de que todas las
componentes de β son ide´nticas. Probar que el estad´ıstico de contraste del test
F puede expresarse mediante
F = n− ss− 1 ·
s




Y Y −sj=1(XiY )2
Este estad´ıstico se comparara´ con el cuantil Fαs−1,n−s.
9. Probar que el estad´ıstico (3.27) sigue una distribucio´n tn−v cuando dµ = 0.
10. Demostrar que cualquier distribucio´n normal presenta un coeﬁciente de Kurtosis
δ = 3.
11. Desarrollar la demostracio´n del teorema 3.22
12. Siguiendo un procedimiento ana´logo al test de Barlett, obtener un test para
contrastar la igualdad de las varianzas partiendo de distribuciones con Kurtosis
conocido δ.
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14. Me´todo de mı´nimos cuadrados generalizado: Dada una matriz A ∈Mn×n
deﬁnida positiva, consideremos el modelo
Z ∼ Nn(µ, σ2A), µ ∈ V ⊂ Rn, σ2 > 0.
Consideremos tambie´n un subespacioW ⊂ V. Encontrar entonces un estad´ıstico
suﬁciente y completo. Probar que el EIMV y EMV de µ es aque´l que minimiza
la distancia de mahalanobis
(Y − µˆ)A−1 (Y − µˆ)
Encontrar, asimismo, el EIMV y EMV de σ2 y un test UMP-invariante a nivel
α para contrastar la hipo´tesis inicial H0 : µ ∈ W.
Indicacio´n: Se aconseja considerar la transformacio´n Y = A−1/2Z, resolver los
problemas anteriores en el nuevo modelo y deshacer el cambio.
Nota: No´tese que, en el caso ya estudiado, es decir, con A = Id, el estimador
de µ obtenido en la teor´ıa es el que minimiza la distancia eucl´ıdea (3.6), por lo
que se denomina solucio´n por el me´todo de mı´nimos cuadrados. En nuestro caso
diremos que es una solucio´n por el me´todo de mı´nimos cuadrados generalizados.
Si el modelo se parametriza a trave´s de las coordenadas β de µ respecto de una








Este problema sera´ de utilidad a la hora de estudiar el me´todo de Mı´nimos
Cuadrados Ponderados en Regresio´n.
15. En las condiciones anteriores, probar que la solucio´n βˆ mı´nimo-cuadra´tica ge-
neralizada es la solucio´n a la ecuacio´n lineal
XA−1Xβˆ = XA−1Y (3.47)
16. Dada una matriz X ∈ Mn×k, consideremos el modelo Y ∼ Nn(Xβ, σ2), donde
β ∈ Rk y σ2 > 0. Determinar el test F a nivel α para contrastar la hipo´tesis
inicial de que las dos primeras componentes de β son ide´nticas.
17. ¿Tiene validez asinto´tica la familia de intervalos de conﬁanza simulta´neos de













En el presente cap´ıtulo abordamos problemas como los que aparecen en los ejem-
plos 1 y 2 del cap´ıtulo 1. Es decir, consideramos una variable dependiente, y, que
pretende ser explicada a partir de q variables explicativas, z[1], . . . , z[q], mediante
una ecuacio´n lineal. El hecho de que las variables explicativas sean, efectivamente,
variables aleatorias o, por contra, predeterminadas de antemano, es lo que caracte-
riza a los Modelos de Correlacio´n y Regresio´n, respectivamente. En este cap´ıtulo se
considerara´n ﬁjos los valores correspondientes a z[1], . . . , z[q], respectivamente, que
se denominara´n vectores explicativos. El modelo de Correlacio´n se estudiara´ en el
siguiente cap´ıtulo. No obstante, adelantamos aqu´ı, tal y como se comenta en la In-
troduccio´n, que todos los problemas de Inferencia Estad´ısticos que se plantean en el
Modelo de Regresio´n se resuelven de ide´ntica forma (salvo ciertos matices teo´ricos)
desde el Modelo de Correlacio´n.
La Regresio´n Lineal Mu´ltiple se caracteriza porque admite varios vectores expli-
cativas. Como caso particular, cuando es so´lo uno, se denomina Regresio´n Lineal
Simple. Si se consideran varias variables dependientes estaremos hablando de una
Regresio´n Lineal Multivariante. Este u´ltimo estudio no se trata aqu´ı1, aunque no
an˜ade diﬁcultades considerables, al menos en lo que a Estimacio´n se reﬁere.
En este cap´ıtulo pueden distinguirse claramente dos partes: la primera (secciones 1
y 2) dedicada al estudio del modelo sin considerar los posibles problemas pra´cticos que
conlleva, bien sea por la violacio´n de los supuestos del modelo, bien por las diﬁcultades
a la hora de extraer conclusiones. Por lo tanto, se trata en buena parte de la aplicacio´n
directa de los resultados obtenidos en el cap´ıtulo anterior. La segunda parte trata el
diagno´stico y posibles soluciones a dichos problemas. En todo caso, el estudio puede
complementarse con la bibliograf´ıa que se referencia a lo largo del cap´ıtulo. Dicho esto,
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empezaremos deﬁniendo de forma precisa el Modelo y ﬁjando la notacio´n a seguir.
Advertimos que muchos conceptos que aqu´ı se deﬁnen se manejan e interpretan en el
Ape´ndice. Asumimos la redundancia en aras de una mejor compresio´n de los mismos.
Consideraremos una vector aleatorio Y = (Y1, . . . , Yn) que se expresa mediante
Y1 = β0 + β1z1[1] + . . . + βqz1[q] + ε1... ... ... ... ...
Yn = β0 + β1zn[1] + . . . + βqzn[q] + εn
donde β = (β0, β1, . . . , βq) puede ser, en principio, cualquier vector de Rq+1 y εi,
i = 1 . . . , n, son variables iid con distribucio´n N(0, σ2), pudiendo ser σ2 cualquier




1 z1[1] . . . z1[q]... ... ...
1 zn[1] . . . zn[q]


el modelo equivale a considerar un vector aleatorio Y tal que
Y = Xβ + E , E ∼ Nn(0, σ2Id), β ∈ Rq+1, σ2 > 0.
Se trata pues de un caso particular del Modelo Lineal Normal. Se supondra´ por
hipo´tesis que rg(X) = q + 1.
La primera columna de la matriz X se denota por 1n, y la submatriz restante por
Z. Siguiendo la notacio´n introducida en el Ape´ndice, se denotan por z[j], j = 1, . . . , q
los vectores columnas de Z, que se denominara´n vectores explicativos. Lo estad´ısticos
y, Y , Y0, z[j],z, Z y Z0 se deﬁnen tambie´n como en el Ape´ndice. Se denotan por xi
y zi, i = 1, . . . , n, los vectores ﬁlas traspuestos de X y Z, respectivamente. Podemos










La varianza parcial muestral, deﬁnida en (9.64), queda como sigue:
s2y·z = s2y − SyzS−1zzSzy. (4.2)
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4.1. Estimaciones e intervalos de conﬁanza.
Dado que el estudio de Regresio´n Lineal puede formalizarse mediante un Modelo
Lineal Normal con V = X, los problema de Estimacio´n y Contraste de Hipo´te-
sis han quedado resueltos, desde un punto de vista teo´rico, en el cap´ıtulo anterior.
U´nicamente hemos de aplicar los resultados all´ı obtenidos.
Estimacio´n de β y σ2.
Primeramente, en lo que se reﬁere al problema de Estimacio´n, contamos con dos
para´metros: β ∈ Rq+1 2 y σ2 > 0. En virtud del teorema 3.9, el EIMV y EMV de β
es
βˆ = (XX)−1XY. (4.3)
Estamos pues hablando del u´nico vector de Rq+1 tal que
Xβˆ = PxY.
Precisamente, Xβˆ es el estimador de la media de Y , que en el cap´ıtulo anterior
denota´bamos por µˆ. No obstante, en este contexto y con el ﬁn de coincidir en la
notacio´n con la mayor parte de la bibliograf´ıa recomendada, se denotara´
Yˆ = Xβˆ,
y sus componentes se denotara´n por Yˆ 1, . . . , Yˆ n, denomina´ndose en lo sucesivo valo-
res ajustados. La componentes de βˆ se denotara´n mediante βˆ0, βˆ1, . . . , βˆq. El vector
compuestos por todas ellas salvo βˆ0 se denota por βˆ. Siguiendo abreviadamente la
notacio´n introducida en el Ape´ndice, se tiene que
e = Y − Yˆ .
Las componentes del vector anterior, que se denotara´n por ei, i = 1, . . . , n, se deno-
minan residuos de regresio´n. Se veriﬁca entonces que
e2 = Y − Xβˆ2 = mı´n{Y − Xb2 : b ∈ Rq+1}. (4.4)
El EIMV de σ2 es
σˆ2,I = e
2
n− (q + 1) (4.5)
= 1n− (q + 1)Y − Xβˆ
2 (4.6)
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Segu´n (9.65), se tiene que s2y·z = n−1e2. De hecho, se trata del EMV de σ2. Del




βˆj ∼ N(βj, σ2ψjj), j = 0, 1, . . . , q, (4.8)
donde ψjj denota el j-e´simo elemento de la diagonal de (XX)−1. En (4.65) se da una
expresio´n expl´ıcita de estos valores que dependera´, entre otros factores, del coeﬁciente
de correlacio´n mu´ltiple de z[j] respecto al resto de vectores explicativos. Sabemos que
el elipsoide (3.16) constituye una regio´n de conﬁanza a nivel 1 − α para β. Por su
parte,
[n− (q + 1)]σˆ2,I ∼ σ2χ2n−(q+1), (4.9)
siendo independiente del estimador de β, lo cual permite construir el siguiente inter-




En (3.13) podemos encontrar un intervalo de conﬁanza para σ2. Veamos cua´l es el
comportamiento asinto´tico de los estimadores a medida que vamos introduciendo ma´s
unidades experimentales en el estudio, es decir, a medida que se an˜aden nuevas ﬁlas
a la matriz (Y X) (en ese caso, tendremos un Modelo Asinto´tico del tipo (3.31)). Del
teorema 3.14 se sigue que, si m(XX) → ∞ cuando el taman˜o de muestra n tiende a
inﬁnito, el estimador de beta considerado es consistente. Pero la condicio´n anterior se
veriﬁca trivialmente en nuestro caso, pues el primer elemento de la diagonal de XX
coincide precisamente con el taman˜o de muestra. Por otra parte, del teorema 3.15 se
deduce la consistencia del estimador de σ2. A continuacio´n, intentaremos expresar los
estimadores de β y σ2 a partir de las medias muestrales y matrices de covarianzas, lo
cual facilitara´ enormemente el estudio de los coeﬁcientes de correlacio´n. Realmente,
hemos de advertir lo que viene a continuacio´n no es sino un caso particular de lo
estudiado en el Ape´ndice.
Primeramente, hay que tener en cuenta que βˆ0 y βˆ son los u´nicos elemento de R
y Rq, respectivamente, tales que
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Dado que Z0 = P1nZ, se tiene que X = 1n ⊕ Z0, siendo dicha descomposicio´n
ortogonal. Por lo tanto, PxY puede calcularse como sigue3
PxY = P1nY + Pz0Y
= P1nY + Pz0Y0
= y1n + Z0(Z0Z0)−1Z0Y0
= y1n + (Z− Z)S−1zzSzy
= y − zS−1zzSzy
 1n + ZS−1zzSzy.
En consecuencia,
βˆ = S−1zzSzy, βˆ0 = y − zβˆ. (4.11)










lo cual sera´ de gran utilidad cuando construyamos los intervalos de conﬁanza para





, βˆ0 = y − βˆ1z.
Otro enfoque del problema
Lo que vemos a continuacio´n es el planteamiento y solucio´n del problema mediante
la aplicacio´n directa del criterio de mı´nimos cuadrados, sin hacer uso del concepto de
proyeccio´n ortogonal. Obviamente, obtendremos una solucio´n ide´ntica.
Dados las observaciones de la variable respuesta, Y1, . . . , Yn y de los valores expli-
cativos, z1[1], . . . , zn[q], se trata de buscar los valores de β0, β1, . . . , βq que minimizan
la suma de cuadrados siguientes:
n
i=1
Yi − (β0 + β1zi[1] + . . . βqzi[q])
2
El mı´nimo se busca haciendo uso de herramientas del Ca´lculo Diferencial. Concreta-
mente, se buscan los valores donde las derivadas parciales respecto a los para´metros
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Yi − (β0 + β1zi[1] + . . .+ βqzi[q])
zi[j], j = 1, . . . , q (4.14)
En consecuencia, para que el mı´nimo se alcance en βˆ = (βˆ0, βˆ1, . . . , βˆq) es condicio´n
necesaria que
X(Y − Xβˆ) = 04
Es decir, buscamos una solucio´n al sistema de ecuaciones lineales
XY = XXβˆ = 0
Si la matriz X es de rango completo, como suponemos en nuestro caso, la u´nica
solucio´n es, precisamente, (4.3) 5. El Hessiano es 2XX > 0, luego la u´nica solucio´n
es, efectivamente, un mı´nimo.
Coeﬁciente de correlacio´n mu´ltiple
Recordemos que σˆ2,MV = s2y·z, y que el segundo te´rmino descompone de esta forma
s2y·z = s2y − SyzS−1zzSzy. (4.15)
El segundo sumando del te´rmino de la derecha es la matriz de covarianzas total
muestral de Pz0Y0, que equivale a la matriz de covarianzas total de Yˆ = PxY. En
consecuencia, tenemos la siguiente descomposicio´n de la varianza muestral de Y :
s2y = s2Pz0Y + s
2
y·z
= s2ˆY + s2y·z.
Esta descomposicio´n de s2y se corresponde con la siguiente descomposicio´n ortogonal
de 1n⊥
1n⊥ = Z0 ⊕ X⊥ = X|1n ⊕ X⊥.
As´ı pues, tal y como se comenta en el Ape´ndice, s2y·z se interpreta como la parte de la
variabilidad total de Y no explicada por la variabilidad total de z[1], . . . , z[q] mediante
4No´tese que se se impone la condicio´n de ortogonalidad entre Y −Xβˆ y X, luego, estamos hablando
de la proteccio´n ortogona de Y sobre X.
5Te´ngase en cuenta que la proyeccio´n ortogonal en Rn de Y sobre x minimiza la distancias
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la regresio´n lineal, mientras que s2ˆY se interpretara´ como la parte de la variabilidad
total de Y que s´ı es explicada por la regresio´n lineal respecto a z[1], . . . , z[q]. Ello
















Puede interpretarse como la proporcio´n de variabilidad total de Y explicada por la
variabilidad total de z[1], . . . , z[q] mediante una regresio´n lineal. Esta interpretacio´n
en te´rminos del lenguaje usual es, posiblemente, una extrapolacio´n de lo que sucede,
en te´rminos probabil´ısticos, en el modelo normal multivariante, donde la varianza
parcial es la varianza de la distribucio´n condicional y por lo tanto, la parte de la
varianza no explicada (linealmente en este caso) por el vector aleatorio que condiciona.
En todo caso debe ser matizada para evitar confusiones.
Estamos descomponiendo la variablidad total de Y en un vector que es combina-
cio´n lineal de las variabilidades totales de z[1], . . . , z[q] ma´s otro, denominado residuo.
Dado cualquier vector u ∈ Z0, podemos considerar la descompocio´n Y = u+(Y −u),
pero no estamos dispuestos a admitir cualquier descomposicio´n del vector Y , sino que
buscamos el vector de Z0 ma´s pro´ximo segu´n la distancia eucl´ıdea. En se sentido
decimos que ese vector de Z0 es el que mejor explica la variabilidad de Y0 y es el
que conduce a una descomposicio´n ortogonal con el residuo como diferencia, segu´n
se ve en la ilustracio´n siguiente. As´ı pues, cuando hablamos de la parte de variabili-
dad de Y0 explicada por la variabilidad total de z[1], . . . , z[q] nos estamos reﬁriendo
impl´ıcitamente a dicho vector.
6Realmente, el para´metro que deﬁnimos a continuacio´n se denomina coeﬁciente de determinacio´n.























































Los comentarios anteriores pueden resultar banales pero, en lo relativo a la explica-
cio´n, digamos coloquial, del coeﬁciente de correlacio´n, una interpretacio´n al pie de
la letra en razonamientos de tipo heur´ıstico puede conducir a errores conceptuales.
Por ejemplo, ¿co´mo es posible que dos variables incorreladas no lo sean condicional-
mente dada una tercera? Si se pretende argumentar en te´rminos de variabilidades
explicadas dif´ıcilmente se lograra´ un razonamiento convincente: si la variabilidad de
una no explica en absoluto la de la otra, ¿co´mo es posible que una parte de la pri-
mera (residuo) explique otra parte de la segunda? Nuevamente, hemos de remitirnos
a la consabida descomposicio´n ortogonal para entender este hecho: es posible que los
vectores originales sean ortogonales pero que sus residuos dada la tercera no lo sean.
En deﬁnitiva, de la ecuacio´n (4.15) se deduce
syy·z = s2y(1−R2y,z). (4.21)
El te´rmino de la izquierda es el estimador de ma´xima verosimilitud de σ2. Veamos,
no obstante, otra interesante caracterizacio´n de R2y,z.
Proposicio´n 4.1.
R2y,z = r2y,zβˆ = ma´x{r2y,zb : b ∈ Rq}.
Demostracio´n.
Dado que los coeﬁcientes de correlacio´n simple y mu´ltiple son invariantes ante tras-
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Por otra parte, se sigue de (4.4), que
Y − Zβˆ2 ≤ Y − λZb, ∀b ∈ Rq, ∀λ ∈ R.
Operando en ambas expresiones y despejando el te´rmino Y 2, se tiene que
Zβˆ2 − 2Y,Zβˆ ≤ λ2Zb2 − 2λY,Zb.
Por lo tanto,
2Y,Zβˆ − Zβˆ2
Y  · Zβˆ ≥
2λY,Zb − λ2Zb2
Y  · Zβˆ
Considerando entonces λ = Zβˆ/Zb, se tiene que
ry,zβˆ =
Y,Zβˆ
Y  · Zβˆ ≥
Y,Zb
Y  · Zb = ry,zb,
con lo cual termina la demostracio´n.
Por tanto y como cab´ıa esperar, la ma´xima correlacio´n lineal entre Y y una combi-
nacio´n lineal de los vectores z[1], . . . , z[q], se alcanza precisamente con la ecuacio´n de
regresio´n, y su cuadrado es el coeﬁciente de correlacio´n mu´ltiple. Esta idea se puede
generalizar al caso multivariante para construir los coeﬁcientes de correlacio´n cano´ni-
ca. Podemos garantizar un resultado completamente ana´logo para el coeﬁciente de
correlacio´n mu´ltiple probabil´ıstico (ejercicio 2.12).
Una propiedad del coeﬁciente de correlacio´n mu´ltiple que, desde cierto punto de
vista, puede considerarse una patolog´ıa, es el hecho de que al an˜adir al modelo un
nuevo vector explicativo z[q + 1], por inapropiado que e´ste sea, no se producira´ dis-
minucio´n alguna del coeﬁciente de correlacio´n mu´ltiple. Es ma´s, puede demostrarse
(cuestio´n propuesta) que R2 permanece invariante si y so´lo si el coeﬁciente de corre-
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deﬁnir otro coeﬁciente similar a R2 pero que no presente esta propiedad. No´tese que









2, σˆ2,I = 1n− (q + 1)Px⊥Y 
2,






La relacio´n entre R2y,z y R
2
y,z es la siguiente:
R2y,z = 1−
n




Un estudio de Regresio´n Lineal Mu´ltiple equivale a la bu´squeda de una ecua-
cio´n lineal que relacione la variable respuesta con las explicativas, lo cual se realiza
normalmente con uno de los siguiente objetivos: conocer en que´ medida inﬂuye en
la respuesta cada uno de los vectores explicativos o predecir valores de la variable
respuesta cuando se conocen los de los vectores explicativos. En este momento nos
centramos en el segundo objetivo. As´ı pues, supongamos que tenemos una nueva
unidad experimental, independiente de la muestra que se ha utilizado en la estima-
cio´n de los para´metros β y σ2, y que dicha unidad experimental aporta unos valores
z0 = (z0[1], . . . , z0[q]) en los vectores explicativos. Se trata de predecir el valor Y0
que presentara´ en la variable respuesta, suponiendo que se mantengan el patro´n que
rige nuestro modelo, es decir, que
Y0 = β0 + β1z0[1] + . . . βqz0[q] + ε0, ε0 ∼ N(0, σ2).
En ese caso, tanto Y0 como β0+ z0β, que es el valor medio que cabe esperar para Y0,
pueden estimarse mediante
Yˆ0 = βˆ0 + z0βˆ = y + (z0 − z)βˆ,
7El te´rmino n del numerador se sustituye por n − 1 si optamos por considerar el estimador
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que, teniendo en cuenta (4.12), sigue un modelo de distribucio´n
Yˆ0 ∼ N

β0 + z0β ,
σ2




En lo sucesivo, se denotara´
d2(z0, z) = (z0 − z)S−1zz(z0 − z) (4.23)
a la distancia de Mahalanobis entre z0 y z. De la expresio´n anterior se obtiene el








Por otra parte, dado que Y0 e Yˆ0 son independientes, se veriﬁca que Y0− Yˆ0 sigue una
distribucio´n normal de media 0 y varianza σ2[1+ n−1+ n−1d2(z0, z)]. En consecuencia
y teniendo en cuenta (4.21), podemos construir un intervalo de conﬁanza a nivel 1−α
para el valor de Y0 mediante










Si nos centramos en el te´rmino que queda dentro de la ra´ız cuadrada, podemos ana-
lizar los factores de los que depende la ﬁabilidad de la prediccio´n Yˆ0:
Primeramente, de la varianza total de Y , s2y, de manera que cuanto mayor sea
menos ﬁable resultara´ la prediccio´n.
De R2y,z, es decir, de la proporcio´n de varianza explicada por la regresio´n, de
manera que cuanto mayor sea ma´s ﬁable resultara´ la prediccio´n, lo´gicamente.
De el taman˜o de la muestra n, de forma que cuanto mayor sea ma´s ﬁable resul-
tara´ la prediccio´n.
De la distancia de Mahalanois del punto z0 donde se realiza la prediccio´n al
centroide de la muestra. Curiosamente, cuanto ma´s lejos este´ z0 menos ﬁable
resultara´ la prediccio´n. Esto ha de servir para concienciarnos de que el proble-
ma de Regresio´n es de cara´cter local, es decir, que no deben exrtrapolarse los
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4.2. Principales constrastes. Seleccio´n de variables.
Abordamos a continuacio´n el problema de Contraste de Hipo´tesis. Podemos dis-
tinguir, en principio, contrastes relativos al para´metro µ y contrastes relativos a σ2,
aunque estos u´ltimos, que se resuelven en la seccio´n 2.3, gozan de menos intere´s que
los primeros por razones que ya se detallaron el cap´ıtulo anterior. As´ı pues, nos cen-
traremos en los contrastes de hipo´tesis referentes a β, que ya quedaron resueltos,
desde un punto de vista teo´rico, en las secciones 3.2 y 3.4. Sabemos, concretamente,
que para contrastar mediante el test F una hipo´tesis inicial del tipo
H0 : Aβ = 0,
siendo A una matriz de dimensiones m × (q + 1) y rango m, debemos comparar




Vamos a destacar tres tipos de contrastes por su utilidad:
1. Contraste de una ecuacio´n: en este apartado consideramos, en principio, el
contraste de la hipo´tesis inicial H0 : β = 0, que se corresponde con A = Idq+1.
Por lo tanto, de (4.26) podemos obtener una expresio´n bastante expl´ıcita del
estad´ıstico de contraste
F = 1q + 1
Xβˆ2
σˆ2,I , (4.27)
que ha de compararse con Fαq+1,n−(q+1). Este contraste no es muy u´til en s´ı, pero
sirve de instrumento a la hora de contrastar una hipo´tesis del tipo H0 : β = b,
para algu´n vector b ∈ Rq+1 conocido. Es decir, cuando queremos contrastar si
cierta ecuacio´n de regresio´n predeterminada es aceptable teniendo en cuenta
nuestros datos. En ese caso, debemos sustituir el vector Y por Y ∗ = Y − Xb y
contrastar la hipo´tesis β = 0 con los datos transformados (trasladados).
2. Contraste total: consideramos a continuacio´n el contraste de la hipo´tesis inicial
H0 : β = 0, que se corresponde con A = (0q|Idq). La veracidad de la misma
equivale a la incapacidad de explicacio´n de Y por parte de z[1], . . . , z[q]. Dado
que X = 1n|Z0, se sigue de (4.26) (ejercicio propuesto) que el estad´ıstico de
contraste puede expresarse mediante
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que ha de compararse con Fαq,n−(q+1). No obstante, si hacemos uso de (4.20),
el estad´ıstico de contraste puede expresarse tambie´n a trave´s del coeﬁciente de
correlacio´n mu´ltiple R2yz mediante




La expresio´n anterior puede interpretarse fa´cilmente en te´rminos intuitivos te-
niendo en cuenta el signiﬁcado del coeﬁciente de correlacio´n mu´ltiple y que el
test F aceptara´ la hipo´tesis inicial cuando e´ste sea pro´ximo a cero.
3. Contrastes parciales: supongamos que la matriz Z se divide por columnas
en dos submatrices, ZR (con r columnas) y ZD (con d columnas), y que el
vector β se divide de manera ana´loga en dos subvectores βR y βD, compuestos
respectivamente por los coeﬁcientes de los vectores explicativos que conforman
las submatrices ZR y ZD. Nos interesamos ahora en el contraste de una hipo´tesis
inicial del tipo H0 : βD = 0. La veracidad de la misma supone la nulidad de los
vectores que componen ZD para explicar la variabilidad de Y , lo cual inducir´ıa
a eliminarlos y pasar de un modelo completo a otro reducido, en el cual so´lo se
tendr´ıa en cuenta la submatriz ZR. De (3.21) se sigue que el estad´ıstico para
contrastar dicha hipo´tesis es




que se compara con Fαd,n−(q+1). Curiosamente, el estad´ıstico del contraste parcial
puede expresarse a trave´s de los estad´ısticos de contraste total en los modelos
completo y reducido. Efectivamente, deno´tense los mismos por F1 y F2, respec-
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Cada ﬂecha del diagrama se interpreta como la reduccio´n del modelo a la que
conducir´ıa la hipo´tesis inicial cuyo contraste se resuelve mediante el estad´ıstico
adjunto. Puede comprobarse (se deja como ejercicio), que






El contraste de hipo´tesis del tipoH0 : βj = 0, j = 1, . . . , q 8 es, desde el punto de
vista pra´ctico, el caso ma´s interesante de contraste parcial. De (4.26) podemos









Para contrastar un hipo´tesis inicial del tipo H0 : βj = bj, basta aplicar una
traslacio´n a los datos para obtener el estad´ıstico de contraste
t = |βˆj − bj|σˆIψjj
, (4.34)
que se comparar´ıa con el mismo cuantil. Curiosamente, e´ste el test que se deri-
var´ıa directamente de (4.8) y (4.9). Mediante un razonamiento ana´logo al reali-
zado en (4.30) 9, podemos expresar (4.32) a trave´s del coeﬁciente de correlacio´n
parcial entre Y y z[j] dados los dema´s vectores explicativos (que conﬁguran
una matriz ZR) mediante




Esta expresio´n resulta muy intuitiva, pues signiﬁca que aceptamos la hipo´tesis
inicial H0 : βj = 0 cuando ry,z[j]·zR es pro´ximo a cero, es decir, cuando, conoci-
dos los valores correspondientes al resto de vectores explicativos, la variabilidad
de z[j] aporta muy poco a la hora de explicar la variabilidad de Y .
8Tambie´n puede incluirse β0, pues el vector 1n es a estos efectos un vector cualquiera, como
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Este tipo de contraste es de gran utilidad teniendo en cuenta que, antes de
indagar acerca de la ecuacio´n concreta que rige aproximadamente el compor-
tamiento de la variable respuesta, conviene optimizar el modelo, desechando
aquellas variables (vectores) explicativas que no tienen inﬂuencia signiﬁcativa
en la variable respuesta. La forma natural de realizar esta depuracio´n ser´ıa,
a simple vista, realizar los q contrastes parciales, uno para cada coeﬁciente, y
eliminar las variables explicativas que no aporten resultados signiﬁcativos. El
problema de este me´todo es que el hecho de eliminar o introducir una variable
explicativa inﬂuye en los contrastes parciales de las otras. As´ı, por ejemplo,
puede suceder que al eliminar una resulte signiﬁcativa otra que no lo era en
el modelo completo. Todo ello es debido a la colinealidad ma´s o menos severa
que suele afectar a las variables (vectores) explicativas. Este concepto se tra-
tara´ ma´s a fondo en una seccio´n posterior. Por ello, se hace necesario el uso
de algu´n algoritmo de seleccio´n de variables basado en los contrastes parciales,
aunque ma´s complejo. Comentaremos brevemente en que´ consisten los me´to-
dos forward, backward y stepwise, junto con otros me´todos no basados en los
contrastes parciales. Un estudio a´s detallado puede encontrarse en Rawlings et
al. (1999).
El me´todo forward o hacia delante consiste en considerar q modelos de regresio´n
simple con Y como variable respuesta y cada uno de los vectores explicativos como
u´nico vector explicativo. Entrara´ en el modelo deﬁnitivo aquella cuyo contraste par-
cial, que equivale al total, sea ma´s signiﬁcativo. A continuacio´n, se considerara´n q−1
modelos de regresio´n an˜adiendo a la variable introducida cualquiera de las otras, y
se realiza, en cada modelo, el contraste parcial para la variable candidata, entrando
en el modelo deﬁnitivo aque´lla que aporte un resultado ma´s signiﬁcativo10. El proce-
dimiento continu´a y se van an˜adiendo variables haste que ninguna de las candidatas
aporte un resultado signiﬁcativo en el contraste parcial. El l´ımite de signiﬁcacio´n se
conviene de antemano.
El me´todo backward o hacia atra´s parte del modelo completo, donde se realizan
los q contrastes parciales para desechar la variable explicativa que presente un resul-
tado menos signiﬁcativo; a continuacio´n se considera en el modelo reducido resultante
los q − 1 contrastes parciales y se desecha la variable menos signiﬁcativa, y as´ı su-
cesivamente hasta que todas las que quedan aportan un resultado signiﬁcativo en el
contraste parcial. El me´todo stepwise o por pasos sucesivos es una combinacio´n de
los me´todos forward y backward, pues cada vez que se introduce una nueva variable
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por el me´todo forward, depura mediante el me´todo backward el modelo resultante.
Existen otros me´todos no basados en os contrastes parciales consistente en buscar,
para cada q ≤ q, el mejor modelo con q vectores explicativos y escoger entonces un
q lo ma´s pequen˜o posible siempre y cuando la perdida que conlleva la reduccio´n sea
tambie´n lo menor posible. La cuestio´n es dilucidar co´mo se mide dicha pe´rdida y eso
es en esencia lo que distingue unos me´todos de otros. As´ı podemos analizar cua´nto
disminuye R2 con el modelo reducido o considerar en su lugar el coeﬁciente de corre-
lacio´n mu´ltiple ajustado. Podemos tambie´n considerar el aumento de P1nzR⊥Y 2
respecto a P1nz⊥Y 2 para un modelo reducido (1nZR) con q vectores explicati-






Si las variable excluida en el modelo reducido no son relevantes cabe esperar que
[n − (q + 1)]−1P1nzR⊥Y 2 tome un valor pro´ximo a σ2, con lo que Cq tomara´ un
valor pro´ximo a q. De no ser as´ı, Cq deber´ıa estar claramente por encima de q.
As´ı pues, para cada valor de q se consideran todos los posible modelos reducidos y
se escoge el que aporte un valor Cq menor. Entonces se escoge el menor q tal que
Cq sea lo suﬁciente pro´ximo a q.
4.3. Ana´lisis de los supuestos del Modelo
Todas las inferencias realizadas hasta el momento se han efectuado suponiendo
que se veriﬁquen los supuestos del modelo, que pueden desglosarse de la siguiente
forma:
1. Independencia: Yi, i = 1, . . . , n son independientes.
2. Normalidad: Yi sigue un modelo de distribucio´n normal para i = 1, . . . , n.
3. Homocedasticidad: existe σ2 > 0 tal que var[Yi] = σ2, para todo i = 1, . . . , n.
4. Linealidad: existe β ∈ Rq+1 tal que E[Yi] = xiβ, para todo i = 1, . . . , n.
Aunque, como veremos ma´s adelante, existen te´cnicas para evaluar el cumplimiento
del supuesto de independencia, disen˜ar un test de hipo´tesis para contrastarlo resulta
especialmente diﬁcultoso, dado que los tests suelen construirse partiendo precisa-
mente de n unidades experimentales observaciones independientes. No obstante, el
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la recogida de muestras, de manera que el investigador suele saber si sus unidades
experimentales pueden considerarse (aproximadamente) independientes. En caso con-
trario, deber´ıamos optar por te´cnicas de ana´lisis completamente diferentes a las que
nos ocupa, como pueden ser el de series de tiempo o medidas repetidas.
La situacio´n ideal se da cuando las denominadas variables o vectores explicativos
son variables aleatorias, propiamente dicho, y la matriz (Y Z) resultante puede consi-
derarse una muestra aleatoria simple de taman˜o n de una distribucio´n (q+1)-normal
multivariante. E´se es exactamente el modelo de Correlacio´n Lineal11 y, en ese caso,
condicionando sobre el valor concreto de Z obtenido de la matriz aleatoria Z, se ob-
tiene un modelo de Regresio´n Lineal con los cuatro supuestos anteriores. Por lo tanto,
lo primero que deber´ıamos hacer es contrastar a normalidad multivariante de nuestro
datos mediante un test de normalidad multivariante12. Si el resultado es signiﬁcativo,
puede entenderse como necesario, desde cierto punto de vista, un contraste de los
supuestos de normalidad, homocedasticidad y linealidad, aunque esa visio´n es, como
veremos, bastante discutible.
Respecto al supuesto de normalidad, hemos de advertir previamente que, si pres-
cindimos del mismo, tendremos un Modelo Lineal cuyo comportamiento, tanto en el
sentido exacto como asinto´tico, ha sido estudiado en el cap´ıtulo anterior. As´ı, des-
de el punto de vista exacto, podemos aﬁrmar que el estimador propuesto para σ2
es insesgado, mientras que el de β es lineal insesgado de mı´nima varianza. Desde
el punto de vista asinto´tico, es decir, a medida que introducimos nuevas unidades
experimentales (o sea, a medida que incorporamos a la matriz (Y X) nuevas ﬁlas),
sabemos que ambos estimadores son consistentes, puesto que la condicio´n (3.32) se
veriﬁca trivialmente. Adema´s, si se veriﬁca la condicio´n (3.35) de Huber, todas las
inferencias realizas en las secciones anteriores son asinto´ticamente va´lidas para mues-
tras suﬁcientemente grandes. Lo que debemos hacer ahora, lo´gicamente, es estudiar
en que se traduce exactamente la condicio´n de Huber o, lo que es lo mismo, cua´nto
vale m(X(XX)−1X). Sabemos que
m(X(XX)−1X) = ma´x{νii : i = 1, . . . , n}
donde νij, i, j = 1, . . . , n, denotan las componentes de la matriz Px = X(XX)−1X.
Dado que 1n ⊂ X y aplicando la propiedad (3.29) con A = Px, se sigue que
1
n ≤ νii ≤ 1, i = 1, . . . , n. (4.36)
11Ver Arnold (1981).
12En Bilodeau & Brenner (1999) podemos encontrar una prueba de normalidad multivariante
basado en el hecho de que las distancias de mahalanobis divididas por el taman˜o muestral deben
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Para calcular explic´ıtamente las componentes de Px consideraremos la descomposi-




1 (z1 − z)... ...







1 . . . 1
z1 − z . . . zn − z

En consecuencia, se veriﬁca
νii = 1n +
d2(zi, z)
n , i = 1, . . . , n, (4.38)
donde d2 es la distancia de Mahalanobis deﬁnida en (4.23). Los elementos fuera de
la diagonal pueden expresarse mediante
νij = 1n
1 + (zi − z)S−1zz(zj − z)
 , i = j. (4.39)
De esta forma, la condicio´n de Huber equivale a
n−1 ma´x
1≤i≤n d
2(zi, z) −→ 0. (4.40)
Esta condicio´n, relacionada con la presencia de valores explicativos extremos, se in-
terpreta de la siguiente forma: a medida que introducimos ma´s datos, las distancias
de mahalanobis de los vectores explicativos a su centroide puede ir aumentando, pe-
ro a ritmo menor que n. Esto puede conseguirse de manera artiﬁcial si las variables
explicativos esta´n controladas en el disen˜o, es decir, si no son realmente variables
aleatorias. Tal es nuestro caso. Cuando sean variables aleatorias, lo cual correspon-
de al modelo de correlacio´n, que se estudiara´ en el pro´ximo cap´ıtulo, la condicio´n
(4.40) se obtendra´ de una forma bastante natural. Ello permite obviar el supuesto de
normalidad para n suﬁcientemente grande.
No obstante, aunque la violacio´n del supuesto de normalidad no es en s´ı un pro-
blema grave, es preferible que no se produzca dada la vinculacio´n existente entre los
supuestos de normalidad y linealidad. Efectivamente, es muy frecuente que el incum-
plimiento del primero vaya acompan˜ada de la violacio´n del segundo, e incluso del
supuesto de homocedasticidad. Si tenemos la intencio´n de contrastar la normalidad,
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Y no es una muestra aleatoria simple de ninguna distribucio´n, a menos que β sea
nulo. De ah´ı que para poder efectuar el contraste sea necesario un modelo de re-
gresio´n lineal muy particular, consistente en controlar el valor del vector explicativo
y considerar para cada valor de e´ste una muestra aleatoria simple de valores de Y
que presente ese valor concreto en los vectores explicativos. Obviamente, un disen˜o
de este tipo so´lo es viable en la pra´ctica en un estudio de regresio´n simple, como
sucede en el ejemplo 2 de la Introduccio´n. El disen˜o al que nos referimos se denomina
completamente aleatorizado y sera´ estudiado en profundidad en el cap´ıtulo 6. Puede
expresarse como sigue
Y11 = θ1 + ε11... ... ...
Y1n1 = θ1 + ε11n1... ... ...
... ... ...
Yk1 = θ1 + εk1... ... ...
Yknk = θ1 + εknk
(4.41)
donde εij, i = 1, . . . , k y j = 1, . . . ni, son independientes con media 0 y varianza σ2i .
En lo que sigue se denotara´ n = i ni. En ese caso, se puede contrastar, para cada
i = 1, . . . , k, si Yij, j = 1, . . . , ni, es una muestra aleatoria simple de una distribucio´n
normal. Para ello podemos hacer uso de diversos tests, como el de Kolmogorov-
Smirnov-Lilliefords, el de Shappiro-Wilks, el test χ2 o el de D’Agostino. No obstante,
hemos de advertir que, para que estos tests tengan suﬁciente potencia en todos los
casos es necesario que las muestras sean todas grandes, cosa poco factible en la pra´cti-
ca. De lo contrario, estaremos otorgando una enorme ventaja a la hipo´tesis inicial de
normalidad. Si, a pesar de los inconvenientes comentados, estamos dispuestos a con-
trastar los supuestos, el procedimiento a seguir ser´ıa el siguiente: escoger un test de
normalidad (el de D’Agostino es el ma´s aconsejabe para muestras pequen˜as) y apli-
carlo a las k muestras. Si todos los resultados son no signiﬁcativos, aceptaremos la
hipo´tesis inicial de normalidad. Por lo tanto, podremos suponer que, en el modelo
anterior, los te´rminos εij son todos normales.
A continuacio´n proceder´ıamos a contrastar la hipo´tesis inicial de igualdad de
varianzas. Para ello contamos con el test de Barlett, estudiado en el cap´ıtulo anterior.
Hay que advertir que e´ste test es bastante sensible ante la violacio´n del supuesto de
normalidad, de ah´ı que se precise un resultado no signiﬁcativo en la fase anterior.
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es no signiﬁcativo, podremos suponer que el modelo propuesto anteriormente es un
modelo lineal normal Y = µ+E , donde E ∼ Nn(0, σ2Id), para algu´n σ2 > 0, y µ ∈ V,







































As´ı pues, el modelo de regresio´n lineal puede considerarse un modelo reducido (µ ∈
W ) del modelo completo (µ ∈ V ). Por lo tanto, la linealidad se contrasta median-
te el correspondiente test F a nivel α. Puede comprobarse que, en esta ocasio´n, el














donde yi· denota, para cada i = 1, . . . , k, la media aritme´tica o muestral del grupo
i-e´simo. Este estad´ıstico se comparara´ con F αk−2,n−k. El te´rmino del denominador, que
el EIMV de σ2 en el modelo completo, se denomina error puro de regresio´n.
As´ı pues, hemos visto un procedimiento para contrastar sucesivamente los su-
puestos de normalidad, homocedasticidad y linealidad del modelo de regresio´n. A
este me´todo se le pueden presentar diversas objeciones. En primer lugar, requiere de
un disen˜o que so´lo es factible en el caso de una regresio´n simple; en segundo lugar,
para aplicar el test de linealidad es necesario suponer homocedasticidad y para el de
homocedasticidad es necesario suponer la normalidad de cada uno de los k grupos,
por lo cual, en el momento que aparezca un resultado signiﬁcativo el modelo deber´ıa
ser desechado. Que esto no suceda en muchas ocasiones suele deberse normalmente al
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que los tests utilizados tengan una potencia aceptable, privilegia´ndose enormemente
las hipo´tesis iniciales de normalidad y homocedasticidad e, incluso, de linealidad. Por
ello, el rigor que pretend´ıamos ganar contrastando los supuestos del modelo median-
te sendos tests de hipo´tesis no es tal al no reunirse los requisitos mı´nimos para su
aplicacio´n.
4.4. Ana´lisis de los residuos
El problema es, como cab´ıa esperar, bastante delicado. Desde luego hemos de ser
consciente que los supuestos de este modelo, como los de cualquier otro, son ideales,
es decir, que hemos de asumir que, en la pra´ctica, no se veriﬁcara´n jama´s. Por ello
una alternativa al procedimiento anterior es renunciar al contraste de los supuestos
en pro de una evaluacio´n gra´ﬁca del desajuste existente entre el modelo teo´rico y los
datos emp´ıricos. De esta forma, si el desajuste se considera admisible se aplican los
me´todos estudiados. En caso contrario, se buscan transformaciones de las variables
que permitan una mejor adecuacio´n al modelo o bien se aplican procedimientos alter-
nativos. Este ana´lisis, que presenta por una importante componente de subjetividad,
depende en buena medida del comportamiento asinto´tico del modelo y de la robustez
de los me´todos estudiados. En todo caso, hemos de tener en cuenta que los cuatro
supuestos del modelo pueden expresarse en funcio´n de los errores εi = Yi − E[Yi],
i = 1, . . . , n. Ma´s concretamente, podemos deﬁnir, para cada vector β en Rq+1, las
variables aleatorias
εβi = Yi − xiβ, i = 1, . . . , n,
de manera que los supuestos, si β es el verdadero valor del para´metro, pueden expre-
sarse as´ı:
1. Independencia: εβi , i = 1, . . . , n, son independientes.
2. Normalidad: εβi sigue un modelo de distribucio´n normal para i = 1, . . . , n.
3. Homocedasticidad: existe σ2 > 0 tal que var[εβi ] = σ2, para todo i = 1, . . . , n.
4. Linealidad: E[εβi ] = 0, para todo i = 1, . . . , n.
Es decir, que el cumplimiento de los cuatro supuestos equivales al hecho de que
las observaciones εβi , i = 1, . . . , n, constituyan una muestral aleatoria simple de una
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serlo β, podemos estimarlos de manera natural mediante los denominados residuos13:
ei = Yi − Yˆi = Yi − xiβˆ, i = 1, . . . , n. (4.43)
Como ya sabemos, estos residuos componen un vector e = (e1, . . . , en) que veriﬁca
e = Y − PxY = Px⊥Y
cuya media aritme´tica es nula y cuya varianza es, por deﬁnicio´n, la varianza parcial
(4.2). Lo que hemos hecho es descomponer ortogonalmente el vector Y mediante
Y = Xβˆ + e, (4.44)
de manera que
Y 2 = Xβˆ2 + e2.







, i = 1, . . . , n,
veriﬁca´ndose adema´s que cov[ei, ej] = −νij si i es distinto de j. Por lo tanto, los resi-
duos no son incorrelados ni, por lo tanto, independientes. De hecho, puede probarse,
teniendo en cuenta que rg(Px⊥) = n− (q+1), que el vector aleatorio e esta´ incluido
con probabilidad 1 en un subespacio lineal de dimensio´n n − (q + 1). De (4.38) se
sigue que, para cada i = 1, . . . , n,
var[ei] = σ2(1− νii) = σ2 n− 1n − σ
2d2(zi, z)
n . (4.45)
Podemos observar que los residuos tampoco son homoceda´sticos, sino que su varianza
depende de la distancia de mahalanobis del vector explicativo zi correspondiente al
centroide, de manera que cuanto mayor sea e´sta menor sera´ la varianza del residuo. El
valor ma´ximo se dar´ıa cuando zi coincidiera con el centroide. Por contra, si νii fuera
igual a 1, la varianza del residuo ser´ıa nula, es decir, el valor de y pronosticado para
zi coincidira´ con probabilidad 1 con el valor observado. Esta situacio´n puede darse
teo´ricamente. Teniendo en cuenta (4.37), equivale a que todos los νij, para j distinto
de i, sean nulos. Concretamente, en un ana´lisis de regresio´n simple, puede probarse,
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teniendo en cuenta (4.39), que ello equivale a que todos los vectores explicativos salvo
zi sean ide´nticos. En lo sucesivo supondremos que ese caso extremo no se veriﬁca.
Por otra parte, la varianza de los residuos es menor que la varianza del modelo,
lo cual era de esperar, teniendo en cuenta la descomposicio´n ortogonal (4.44). No
obstante, a medida que el nu´mero de unidades experimentales tiende a inﬁnito, la
primera converge a la segunda si, y so´lo si, se veriﬁca la condicio´n de Huber.
Los residuos deﬁnidos anteriormente suelen denominarse residuos brutos, en con-
traposicio´n con los residuos estandarizados que deﬁnimos a continuacio´n. La nueva
deﬁnicio´n viene motivada por el hecho de que
ei
σ√1− νii
∼ N(0, 1), i = 1, . . . , n.
Esto podr´ıa servirnos para plantear un test de bondad de ajuste al modelo de re-
gresio´n, aun teniendo en cuenta que no se veriﬁca la independencia. Dado que σ
es desconocida, lo que se suele hacer en estos caso es sustituirla por un estimador
insesgado de la misma. De esa forma, se deﬁnen los residuos estandarizados mediante
ri = eiσˆI√1− νii
, i = 1, . . . , n.
En condiciones similares estos estad´ısticos seguir´ıan una distribucio´n tn−(q+1). En
esta ocasio´n eso no es correcto debido a que ei no es independiente de σˆI. De hecho,
recordemos que




Por lo tanto, si queremos obtener una distribucio´n t-student nos vemos obligados a
introducir unas sutiles variaciones.
En lo sucesivo y para cada i = 1, . . . , n, se denotara´n mediante βˆ(i) y σˆ2,I(i) los
estimadores de β y σ2, respectivamente, que se obtienen eliminado del modelo la
i-e´sima unidad experimental (es decir, la i-e´sima ﬁla de datos). Se deﬁne entonces
Yˆ (i) = Xβˆ(i).
As´ı mismo, Y (i) y X(i) denotara´n el vector aleatorio Y desprovisto de su componentes
i-e´sima y la matriz X desprovista de la ﬁla i-e´sima, respectivamente. Por u´ltimo, en
el modelo desprovisto de la unidad i-e´sima se deﬁne el vector de residuos brutos
mediante
e(i) = Y (i)− Yˆ (i).
En esas condiciones, se deﬁne los residuos estudentizados mediante
ti = eiσˆI(i)√1− νii
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Podr´ıamos proponer tambie´n eliminar la inﬂuencia de la unidad i-e´sima en el ca´lculo
del residuo correspondiente, obtenie´ndose de esta forma los residuos estudentizados
eliminados, que se deﬁnen mediante
t˜i = Yi − Yˆi(i)σˆI(i)√1− νii
, i = 1, . . . , n.
A continuacio´n probaremos que, para cada i = 1, . . . , n, ti sigue una distribucio´n
t-Student. De ah´ı su nombre.
Lema 4.2.
Con las notaciones anteriores se veriﬁca que, para cada i = 1, . . . , n,
βˆ = βˆ(i) + ei1− νii (X
X)−1xi. (4.46)
Demostracio´n.
Tener en cuenta, en primer lugar, que
XX = X(i)X(i) + xixi, XY = X(i)Y (i) + xiYi
y que xi(XX)−1xi es igual a νii, que es menor que 1. Por lo tanto, se sigue del lema
9.8 que












= βˆ − (XX)−1xiYi + (1− νii)−1(XX)−1xiYˆi − νii(1− νii)−1(XX)−1xiYi
= βˆ − (1− νii)−1(XX)−1xiYi + (1− νii)−1(XX)−1xiYˆi
= βˆ − (XX)−1xiYi − Yˆi1− νii ,
de lo cual se obtiene la tesis.
Teorema 4.3.
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(i) t˜i = (1− νii)ti.
(ii) ti ∼ tn−(q+2).
(iii) [n− (q + 2)]σˆ2,I(i) = [n− (q + 1)]σˆ2,I − e2i1−νii .
Demostracio´n.
Si en la expresio´n (4.46) multiplicamos por xi por la izquierda obtenemos






Yˆi = νiiYi + (1− νii)Yˆi(i).
Luego,





De lo cual se sigue (i). Adema´s, en virtud del teorema 3.9-(iii), se tiene que σˆ2,I(i) y
ei son independientes. Teniendo en cuenta que
ei
σ√1− νii
∼ N(0, 1), [n− (q + 2)]σ−2σˆ2,I(i) ∼ χ2n−(q+2),
se obtiene la tesis (ii). Para probar (iii) multiplicamos en (4.46) por xj, para j = i,
obteniendo
Yˆj = Yˆj(i) + νij1− νiiei.
En consecuencia,
ej(i) = ej + νij1− νiiei.
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Este resultado permite proponer un test global de bondad de ajuste. Efectiva-
mente, si los residuos estudentizados fueran independientes constituir´ıan una mues-
tra aleatoria simple de una distribucio´n tn−(q+2). Por lo tanto, un test de bondad de
ajuste a nivel α a dicha distribucio´n servir´ıa para contrastar la hipo´tesis inicial de
validez del modelo de regresio´n. En todo caso y en virtud de la desigualdad de Bon-
ferroni (3.46), podemos proponer un test a nivel menor o igual que α, consistente en
rechazar la hipo´tesis inicial cuando |ti| > tα/2nn−(q+2), para algu´n valor de i = 1, . . . , n, es
decir, cuando aparece algu´n residuo estudentizado muy extremo. Este me´todo resulta
claramente conservador, lo cual hace necesario un ana´lisis gra´ﬁco de los residuos, ya
sean brutos, estandarizados o estudentizados. La desventaja que presenta este tipo
de estudio es la subjetividad que conlleva. A favor del mismo destacamos su mayor
sensibilidad y que, en muchas ocasiones, arrojan pistas sobre las estrategias a seguir
para conseguir un ajuste satisfactorio al modelo.
Desde luego, cabe esperar que la representacio´n gra´ﬁca de los residuos estanda-
rizados o estudentizados14 sea semejante a la que corresponder´ıa a una campana de
Gauss. Efectivamente, consideremos, por ejemplo15, un modelo de regresio´n lineal con
n = 100 datos y tres variables explicativas independientes e ide´nticamente distribui-
das segu´n un modelo Uniforme[0,10].
Yi = 5 + 2zi[1] + 4zi[2] + zi[3] + εi, εi iid N(0, 4). (4.49)
En las ﬁguras 1 y 2 se presentan, respectivamente, el histograma de los residuos
brutos tipiﬁcados16 y el diagrama de dispersio´n simple de las predicciones Yˆi (eje de
abscisas) frente a dichos residuos (ejes de ordenadas).
14Tener en cuenta que la distribucio´n tn−(q+1) es muy parecida a la distribucio´n N(0, 1).
15Modelo simulado mediante el programa R.
16No coinciden exactamente con los residuos estandarizados ni estudentizados, pero las diferencias
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En el histograma se observa un buen ajuste a la campana de Gauss; en el diagrama
de dispersio´n, no se aprecia ninguna tendencia cara en la nube de punto, sino que
e´sta se situ´a en torno al eje y = 0, con mayor densidad de puntos cuanto ma´s cerca
se este´ de dicho eje con un nivel de dispersio´n similar. Dado que, en este caso, las
predicciones se distribuyen uniformemente sobre el eje de las abscisas, se observa
una banda de puntos con anchura uniforme. En general, la anchura de la misma
ira´ en funcio´n de la concentracio´n sobre el eje de las abscisas, pues cuanto ma´s untos
haya, ma´s probable sera´ obtener residuos extremos. Los gra´ﬁcos de dispersio´n de
los residuos frente a las distintas variables explicativas (ﬁguras 3, 4 y 5) presentan
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En deﬁnitiva, cuando se veriﬁquen los supuestos del modelo, se obtendra´n gra´ﬁcos
como los que se han comentado. Por lo tanto, cuanto ma´s nos desviemos de este tipo
de gra´ﬁcos, ma´s patente sera´ la violacio´n de uno o varios de los supuestos. Para
poder ilustrar la trascendencia de dichas violaciones en los me´todos de inferencia
considerados, indicaremos en cada la ecuacio´n que se obtiene del modelo mediante el
EIMV. En este primer caso es
y[1]  6,07 + 2,00z[1] + 3,86z[2] + 0,90z[3].
A continuacio´n, vamos a ir introduciendo alteraciones en el modelo para ver como
afectan a los gra´ﬁcos de los residuos. En primer lugar, veamos que´ sucede cuando se
viola exclusivamente el supuesto de normalidad. Para ello, supondremos que las 100
unidades experimentales veriﬁcan la ecuacio´n
Yi = 5 + 2zi[1] + 4zi[2] + zi[3] + εi, εi iid Unifome(−4, 4). (4.50)
Hemos de recordar que, segu´n vimos en el cap´ıtulo anterior, este tipo de violacio´n
no deber´ıa tener gran trascendencia en las inferencias a realizar, siempre y cuando
se veriﬁque la condicio´n de Huber y el taman˜o de muestra sea los suﬁcientemente
grande. En las ﬁgura 6 y 7 se presentan de nuevo el histograma de los residuos y el
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En el histograma de los residuos brutos tipiﬁcados se aprecia un mayor aplastamiento
que el que corresponder´ıa a una campana de Gauss (curtosis negativo). El gra´ﬁco de
dispersio´n de los residuos frente a las predicciones no presenta diferencias claras
respecto a la ﬁgura 2. So´lo mediante un ana´lisis concienzudo se detecta una mayor
concentracio´n de puntos en torno a la recta y = 0 en el caso normal. En la ﬁgura
7, la distribucio´n de los puntos es uniforme. Los diagramas de dispersio´n frente a
las variables explicativas ofrecen una imagen comple´tamente ana´loga, por lo que se
omiten en este caso. En este caso, se estima la siguiente ecuacio´n:
y[2]  6,13 + 1,84z[1] + 4,08z[2] + 0,92z[3].
Como podemos observar, la violacio´n de la normalidad que se ha considerado no es
o´bice para obtener una excelente aproximacio´n a la verdadera ecuacio´n que rige el
modelo. Adema´s, tiene escasa repercusio´n en el ana´lisis gra´ﬁco de los residuos.
Introducimos una alteracio´n que puede tener mayor trascendencia en el estudio: la
violacio´n del supuesto de homocedasticidad. Para ello simularemos el modelo (4.49),
pero suponiendo que los errores εi son normales de media 0 y de desviacio´n t´ıpica
proporcional al valor de z[1]. Es decir,
Yi = 5 + 2zi[1] + 4zi[2] + zi[3] + εi, εi iid N(0, z[1]2). (4.51)
Presentamos el histograma de residuos brutos tipiﬁcados y el diagrama de dispersio´n
de los mismos frente a las predicciones.
En el histograma no se aprecia un desajuste evidente respecto a la campana de
Gauss, aunque un ana´lisis nume´rico delata un curtosis positivo. En el gra´ﬁco de dis-
persio´n se observa que la anchura de la nube de puntos crece pareja a la magnitud de
las predicciones. Los gra´ﬁcos de dispersio´n frente a las variables explicativas resultan
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Efectivamente, en este queda perfectamente patente que la heterocedasticidad del
modelo es u´nicamente achacable a la variable z[1]. En los gra´ﬁcos restates no se
aprecian anomal´ıas, salvo un residuo extremo que se corresponde con un dato mal
explicada por el modelo. La ecuacio´n estimada es la siguiente:
y[3]  5,37 + 2,27z[1] + 3,74z[2] + 0,92z[3]
La diferencia respecto a la ecuacio´n verdadera no es au´n muy ostensible, al menos
en este caso. A continuacio´n, veamos que´ sucede cuando se viola el supuesto de
linealidad. Para ello simularemos el modelo
Yi = 5 + 2zi[1] + 10zi[2]2 + zi[4] + εi, εi iid N(0, 4), (4.52)
con un total de 100 unidades experimentales independientes. El histograma de los
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En el histograma se observa una clara asimetr´ıa con sesgo positivo. Lo ma´s im-
portante es que, al contrario que en los gra´ﬁcos anteriores, el gra´ﬁco de dispersio´n
presenta una clara tendencia, pues no se distribuye en torno al eje de abscisas de
forma sime´trica, sino que existe un patro´n de comportamiento que puede hacernos
recordar, en este caso, la forma de una para´bola. Esta situacio´n suele delatar el in-
cumplimiento del supuesto de linealidad. Confrontamos a continuacio´n los residuos
con los distintos vectores explicativos con el objeto de detectar la variable o variables
responsables de la falta de linealidad. En este caso, queda patente que se trata de
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Podemos apreciar, efectivamente, una clara forma de para´bola cuando considera-
mos la variable z[2], lo cual revela una informacio´n valios´ısima de cara a solucionar
el desajuste (el desajuste se soluciona sustituyendo z[2] por su cuadrado). Hemos de
empezar a tener muy claro que la correlacio´n lineal entre los vectores explicativos
(colinealidad) supone un pesado lastre en el ana´lisis de regresio´n. De hecho, si las
variables fueran no fueran incorreladas, no descubrir´ıamos tan fa´cilmente que z[2] es
la variable responsable de la no linealidad.
No obstante, hemos de advertir claramente que en el esquema que estamos si-
guiendo contamos con dos ventajas enormes a la hora de detectar violaciones del
modelo: en primer lugar, e´stas se introducen de manera aislada en cada caso; segun-
do, las variables explicativas son incorreladas. Este factor es fundamental pues, de
no ser as´ı, os resultar´ıa muy dif´ıcil determinar que´ variable es la reponsable de la
heterocedasticidad o falta de linealidad. Cuando se da una relacio´n lineal entre las
variables explicativas, puede ser de utilidad el uso de gra´ﬁcos parciales, que consisten
en controlar todas las variables respuesta excepto una y enfrentar entre s´ı los residuos
de la variable explicativa restante y la variable respuesta dadas las variable contro-
ladas. As´ı se elimina gra´ﬁcamente el efecto de la relacio´n lineal entre las variables
explicativas. Como ya sabemos, el coeﬁciente de correlacio´n entre ambos residuos
es el coeﬁciente de correlacio´n parcial. Precisamente, el test parcial para contrastar
la hipo´tesis inicial βj = 0 se basa u´nicamente en el valor de dicho coeﬁciente, es
decir, que aporta un valor signiﬁcativo cuando en el gra´ﬁco parcial se observa una
correlacio´n clara.
La ecuacio´n estimada para este modelo es la siguiente:
y[4]  −13,20 + 2,21z[1] + 10,04z[2] + 0,97z[3].
Como podemos observar, el efecto de la no linealidad se deja notar ostensiblemente
en el coeﬁciente de z[2]. De existir multicolinealidad entre las variables explicativas,
afectar´ıa sin duda a las dema´s variables.
Es poco habitual, en la pra´ctica, que se produzca una u´nica violacio´n aislada
del modelo, ya sea por no normalidad, por heterocedasticidad o por no linealidad,
como hemos visto hasta ahora mediante sendos ejemplos. Lo ma´s frecuente es que
se incumplan simulta´neamente varios supuestos, por no decir todos. Por ejemplo,
consideremos el modelo multiplicativo
Yi = 5 · zi[1]2 · zi[2]4 · zi[3] · εi, εi iid LN(0, 4) 17. (4.53)
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Veamos que´ aspecto tienen el histograma de los residuos brutos tipiﬁcados y el dia-
grama de dispersio´n frente a las predicciones.
En el histograma podemos apreciar un fuerte sesgo positivo con al menos un valor
muy extremo. Concretamente, podemos encontrar un residuo estudentizado con valor
pro´ximo a 10, lo cual se traducir´ıa en un resultado signiﬁcativo al aplicar el test de
valores extremos. Este sesgo queda tambie´n patente en el diagrama de dispersio´n,
junto con evidente tendencia de la nube de puntos. Los gra´ﬁcos de dispersio´n frente
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Desde luego, ante uno gra´ﬁcos as´ı no procede continuar, sin ma´s, con el ana´lisis de
regresio´n estudiado en las dos primeras secciones. No´tese que la ecuacio´n de regresio´n
(lineal) no puede ser en modo alguno acertada. Sin embargo, en este caso, aunque el
desajuste es evidente la solucio´n es bien sencilla, pues si reemplazamos cada variable
por su logaritmo obtenemos automa´ticamente el modelo (4.49).
La aparicio´n en el modelo de unidades experimentales ano´malas, como ha sido el
caso (este problema se tratara´ ma´s adelante) puede achacarse a una violacio´n de los
supuestos, un error en la toma de datos o, simplemente, al propio azar. Veamos hasta
que´ punto puede inﬂuir en el ana´lisis gra´ﬁco de los residuos. Para ello, an˜adimos
al modelo (4.49) una observacio´n ano´mala, obtenie´ndose el siguiente diagrama de
dispersio´n frente a las predicciones.
Podemos observar un residuo muy alto (el valor estudentizado es pro´ximo a 10)
y cierta tendencia lineal negativa en el resto de la nube. Si comparamos este gra´ﬁco
con la ﬁgura 2 entenderemos hasta que´ punto una u´nica unidad experimental puede
inﬂuir en el ana´lisis de los residuos y, en general, en el de regresio´n.
4.5. Transformaciones de variables y MCP.
Cuando el ana´lisis de los residuos delata una maniﬁesta violacio´n de los supuestos
del modelo, podemos optar por otro tipo de estudio, como puede ser una regresio´n
no parame´trica o robusta, o bien por adecuar nuestros datos al modelo de regresio´n
lineal mediante transformaciones de las variables en juego e, incluso, la adicio´n de
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los residuos evidencian una clara violacio´n de los supuestos del modelo de regresio´n
lineal. No obstante, si reemplazamos las variables originales, tanto las explicativas
como la respuesta, por sus respectivos logaritmos, se veriﬁcara´ un ajuste perfecto
al modelo. Esto sucede con cierta frecuencia, concretamente en los modelos en los
cuales los vectores explicativos no tienen un efecto aditivo sino multiplicativo. En
este caso, observamos una falta de normalidad y de homocedasticidad asociada a una
falta de linealidad, de manera que al resolver la u´ltima se resuelven por an˜adidura
las primeras.
Por desgracia, es bastante habitual que suceda lo contrario, es decir, que si aplica-
mos una transformacio´n que permita veriﬁcar uno de los supuestos, deje de veriﬁcarse
otro que, en principio, se satisfac´ıa. Por ejemplo, si se satisface la linealidad y aplica-
mos una transformacio´n a la variable respuesta (logaritmo, cuadrado,...) con objeto de
conseguir normalidad, no es de extran˜ar que la relacio´n lineal se rompa. El problema
es pues bastante complicado, porque, aunque existen diversos me´todos para veriﬁcar
los supuestos por separado, necesitar´ıamos un algoritmo que permitiera veriﬁcarlos
todos conjuntamente y que estuviera implementado en los programas estad´ısticos.
Primeramente, debemos asumir que el ajuste no se conseguira´ en multitud de oca-
siones y, por tanto, debemos estar preparados para aplicar te´cnicas no parame´tricas
cuando sean necesarias. No obstante, proponemos, a modo orientativo, una serie de
me´todos que, aplicados aislada o conjuntamente, pueden lograr un ajuste satisfac-
torio al modelo de regresio´n. Muchos de ellos tiene un denominador comu´n: de una
forma u otra consisten en transformaciones de las variables, bien sea la respuesta, las
explicativas o ambas.
1. Me´todo de Box-Cox: este procedimiento se ideo´, en principio, para obtener
una trasformacio´n de la variable respuesta que permita un ajuste satisfactorio
a un distribucio´n normal o, al menos, sime´trica. Se basa en la idea de que
una potencia con exponente mayor que 1 dispersa los datos elevados, por lo
que puede eliminar un sesgo negativo. Por contra, una potencia con exponente
menor que 1 o el propio logaritmo neperiano dispersan lo datos pro´ximos a cero,
por lo que pueden eliminar un sesgo positivo18. De esta forma, se considera la




λ si λ = 0
ln x si λ = 0
18Para evitar problemas con potencias y logaritmos se supone que los datos son siempre positivos.
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Como podemos apreciar, se ha efectuado una correccio´n sobre la funcio´n indi-
cada anteriormente con el objeto de aportar regularidad a la transformacio´n.
Efectivamente, puede comprobarse, haciendo uso de la regla de L’Hopital, que
la funcio´n φ, as´ı deﬁnida, es continua. Tambie´n es continua en R la deriva-
da parcial ∂φ/∂x. Aunque, como hemos comentado, este me´todo esta´ origi-
nalmente orientado a conseguir normalidad, se utilizara´ para lograr un ajuste
aproximado a todos los supuestos del modelo de regresio´n. En la pra´ctica, la
transformacio´n se aplicara´ a una muestra de n datos, por lo que es necesario
extender la deﬁnicio´n a un vector n-dimensional. As´ı, se deﬁne la funcio´n Φ de
R × (R+)n en Rn que asigna a cada λ real y cada vector X = (x1, . . . , xn) el
vector Φ(λ,X) = φ(λ, x1), . . . , φ(λ, xn)
.
El me´todo, expresado en su forma ma´s general, consiste en suponer que existe
un valor λ de tal forma que el vector aleatorio Φ(λ, Y ) sigue un modelo lineal
normal. Por lo tanto, la media de Φ(λ, Y ) debe estar restringida a cierto subes-
pacio V de Rn (queda excluido el propio Rn, pues en ese caso el modelo lineal
es inviable). Por lo tanto, estamos considerando el siguiente modelo estad´ıstico
Y ∼ Nn(µ, σ2Id)
(Φ(λ,· ))−1 , λ ∈ R, µ ∈ V, σ2 > 0.
El valor adecuado de λ se estima por el me´todo de ma´xima verosimilitud, es
decir, se escogera´n los para´metros (es decir, la distribucio´n) λ, µ y σ2 que hagan
ma´s veros´ımil la observacio´n Y . En virtud del teorema del cambio de variables19,
se tiene que la funcio´n de verosimilitud L del modelo se expresa mediante







donde L0 denota la funcio´n de verosimilitud correspondiente al modelo lineal
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donde
•
Y denota la media geome´trica de las componentes de Y . Fijo λ, el ma´ximo
se alcanza con los estimadores de ma´xima verosimilitud de µ y σ2 calculados a
partir de la observacio´n Φ(λ, Y ). La cuestio´n es, por tanto, encontrar el valor
de λ que maximice esta funcio´n. El u´ltimo te´rmino resulta de elevar a −n el
estimador de σ que se obtendr´ıa si multiplica´ramos escalarmente Φ(λ, Y ) por
la media geome´trica de Y elevada a (1−λ). En consecuencia, si consideraremos










λ−1 si λ = 0
•
Y lnYi si λ = 0
,
el problema se reduce a buscar el valor de λ que minimice
Y (λ) − PV Y (λ)
2 (4.54)
La solucio´n ﬁnal al problema estara´ en funcio´n del subespacio V escogido o,
lo que es lo mismo, de las restricciones impuestas a la media. Destacamos tres
casos:
a) El ma´s restrictivo es V = 1n. En tal caso, estaremos aﬁrmando que
Φ(λ, Y ) es una muestra aleatoria simple de una distribucio´n normal. Salvo
que se de´ la total incorrelacio´n entre la variable respuesta y los vectores ex-
plicativos, una situacio´n de este tipo so´lo puede plantearse en un problema
de correlacio´n (ve´ase ejemplo 1 de la Introduccio´n), es decir, aque´l en el
cual se eligen al azar y de forma independiente n unidades experimentales
a las cuales se les miden q variables explicativas y una variable respuesta.
En ese caso, este tipo de transformacio´n puede aplicarse tambie´n a las dis-
tintas variables explicativas con el objeto de aproximarnos a las condicio-
nes del modelo de correlacio´n lineal (ve´ase cap´ıtulo 4). Tambie´n podemos
buscar una transformacio´n del vector aleatorio (q + 1)-dimensional con la
intencio´n de conseguir una muestra aleatoria simple de una distribucio´n
(q + 1)-normal, que es exactamente la condicio´n de partida del modelo
de correlacio´n lineal. Para ello se utilizar´ıa una versio´n multivariante del
me´todo de Box-Cox20. No obstante, este u´ltimo procedimiento puede pecar
de ambicioso.










122 CAPI´TULO 4. REGRESIO´N LINEAL MU´LTIPLE
Sin embargo, en un modelo de regresio´n puro (ve´ase ejemplo 2), en el que
los vectores explicativos esta´n controlados de antemano, los valores de la
variable respuesta no pueden considerarse una muestra aleatoria simple de
alguna distribucio´n concreta, a menor quese de´ la incorrelacio´n total. Por
ello debemos imponer otro tipo de restricciones.
En todo caso y teniendo en cuenta (4.54), el me´todo propuesto consiste
(cuestio´n propuesta) en encontrar el valor de λ que minimiza la varianza
total muestral de Y (λ).
b) En un modelo de regresio´n propiamente dicho con una matriz X, se pue-
de considerar la restriccio´n µ ∈ X, es decir, E[Φ(λ, Y )] = Xβ, para algu´n
β ∈ Rq+1. Ello equivale a buscar una transformacio´n que veriﬁque todos los
supuestos del modelo de regresio´n: normalidad de cada observacio´n, homo-
cedasticidad y linealidad (adema´s de inependencia). Teniendo en cuenta
(4.54), el me´todo consiste en encontrar el valor de λ que minimice
Y (λ) − X(XX)−1XY (λ)2
c) Si el modelo de regresio´n es del tipo (4.41) o, para ser ma´s preciso, como
el del ejemplo 2 de la introduccio´n, podemos obviar el supuesto de lineali-
dad considerando V = v1, . . . , vk. En ese caso, estaremos buscando una
transformacio´n de los datos que permitan veriﬁcar los supuestos de nor-
malidad (de cada observacio´n) y homocedasticidad. Este modelo es menos
restrictivo que los anteriores, por lo que se obtendra´ un mayor ma´ximo
para la funcio´n de verosimilitud o, equivalentemente, un menor mı´nimo
para (4.54) (queda como ejercicio determinar que´ expresio´n se debe mini-
mizar). Ello se traduce en una mejor aproximacio´n al modelo buscado, lo
cual es lo´gico dado que nuestras exigencias son menores.
Existe un problema de cara´cter te´cnico en el me´todo que no hemos mencionado
au´n. Radica en la bu´squeda del mı´nimo (4.54). En ese sentido, lo ma´s habitual
es escogerlo mediante un rastreo con diversos valores de λ. Si no disponemos
de los medios adecuados, se aconseja tantear u´nicamente con los valores λ =-1,
0, 0.5, 1, 2. Es decir, considerando las funciones
1
x , ln x ,
√x , x , x2. (4.55)
En la pra´ctica, es dif´ıcil que se obtenga un buen ajuste co algu´n valor de λ si
no se ha logrado con ninguno de estos cinco. Adema´s, muchos autores rechazan
el uso de transformaciones poco naturales pues desvirtu´an la interpretacio´n de
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2. Transformacio´n de variables explicativas. Regresio´n polino´mica:
Un desajuste debido a falta de linealidad puede eliminarse en ocasiones manipu-
lando u´nicamente las variables explicativas o, mejor dicho, vectores explicativos.
El hecho de operar u´nicamente sobre e´stas permite conservar la normalidad y la
homocedasticidad en el caso de que estos supuestos se veriﬁquen. Una estrategia
en ese sentido puede ser tantear con las distintas transformaciones de (4.55) en
cada uno de los vectores explicativos hasta conseguir un ajuste satisfactorio. No
obstante, los gra´ﬁcos de residuos frente a vectores explicativos pueden ofrecer
pistas sobre que´ variables transformar y el tipo de transformacio´n a efectuar.
Por ejemplo, en la simulacio´n (4.52) se obtiene la linealidad considerando el
cuadrado de z[2], cosa que puede intuirse a tenor de las ﬁguras 8, 9 y 10. Esto
resulta bastante claro dado que los vectores z[1], z[2] y z[3] son, en este caso,
incorrelados.
Por otra parte, del Teorema de Aproximacio´n de Weierstrass se sigue que cual-
quier funcio´n continua puede aproximarse localmente por un polinomio. Ello nos
lleva a considerar la posibilidad de an˜adir al modelo nuevos vectores explicati-
vos que sera´n potencias enteras y productos de los ya existentes. De esta forma,
una ecuacio´n lineal en te´rminos de estas nuevas variables equivale a una ecua-
cio´n polino´mica en te´rminos de los vectores explicativos originales. Este tipo
de estudio recibe el nombre de regresio´n polino´mica. En el caso de la regresio´n
simple resulta ma´s fa´cil al no tener que introducir productos entre variables.
Adema´s, puede demostrarse fa´cilmente que, por muchas potencias de la variable
explicativa que an˜adamos, el rango de la matriz resultante seguira´ siendo com-
pleto. Una vez introducidos los distintos monomios y si se consigue un ajuste
satisfactorio, puede depurarse el modelo mediante una seleccio´n de variables.
De todas formas se aconseja no superar el grado 2 en una regresio´n polino´mica.
Los dos me´todos considerados pueden combinarse si se realiza una regresio´n
polino´mica a partir de las variables transformadas, que pueden ser inversas,
logaritmos o ra´ıces cuadradas de las originales. Por otra parte, adema´s de las
transformaciones ya estudiadas existen otras ma´s dra´sticas, como la transfor-
macio´n log´ıstica, que se estudia en el cap´ıtulo 8.
3. M´ınimos Cuadrados Ponderados (MCP):
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σ21 . . . 0... . . . ...




 , β ∈ Rq+1, σ21, . . . , σ2n > 0,
ni los estimadores propuestos en la primera seccio´n, denominados mı´nimo-
cuadra´ticos, ni los tests estudiados en la seccio´n segunda poseen la idoneidad
que les corresponder´ıa en un modelo homoceda´stico. No obstante, puede suceder
que exista una funcio´n conocida g, de Rq en R+ tal que
σi ∝ g(zi), i = 1, . . . , n.
En se caso, el modelo podr´ıa expresarse mediante





g2(z1) . . . 0... . . . ...
0 . . . g2(zn)

 .
Estar´ıamos pues ante un modelo como el estudiado en el problema 3.14. En ese
caso, tomando Y ∗ = D−1/2g Y y X∗ = D−1/2g X, se veriﬁca que
Y ∗ ∼ Nn(X∗β, σ2), β ∈ Rq+1, σ2 > 0. (4.57)
Se denomina estimador por mı´nimos cuadrados ponderados de β al estimador
mı´nimo cuadra´tico de β para el modelo (4.57), es decir
ˆˆβ = (XD−1g X)−1XDgY.
Puede probarse entonces que X ˆˆβ es el EIMV y EMV de Xβ en el modelo (4.56).
Realmente, al considerar Y ∗ y X∗ lo que estamos haciendo es dividir Yi y xi
por el escalar g(zi), ara todo i = 1, . . . , n, es decir, se pondera cada unidad
experimental de forma inversamente proporcional a la varianza que presenta,
de ah´ı el nombre.
Hemos de advertir, no obstante, que el e´xito de este me´todo esta supeditado a
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Otros me´todos para conseguir un satisfactorio ajuste al modelo de regresio´n pue-
den encontrarse en Rawlings et al. (1999). En todo caso, ante un problema tan comple-
jo como este, convendr´ıa seguir algunas pautas orientativas, lo ma´s concisas posibles.
En vista de lo estudiado hasta ahora, nos aventuramos a proponer tres estrategias:
1. La primera es va´lida para modelos de correlacio´n. Se trata de transformar todas
las variables en juego mediante el me´todo de Box-Cox o por simple tanteo para
obtener, aproximadamente, muestras aleatorias simples de distribuciones nor-
males. Esta situacio´n nos aproximar´ıa a las condiciones del modelo de correla-
cio´n lineal. Tener en cuenta que, si e´stas se dieran, la normalidad, homocedasti-
cidad y linealidad de la distribucio´n condicional se obtendr´ıan automa´ticamente
(ver cap´ıtulo 4).
2. La segunda es va´lida tanto para problemas de regresio´n pura como de corre-
lacio´n. Se trata de buscar primero la linealidad mediante transformaciones del
tipo (4.55) para todas las variables o mediante regresio´n polino´mica, para des-
pue´s buscar la homocedasticidad mediante MCP.
3. La tercera estrategia es va´lida u´nicamente para modelos de regresio´n pura.
Consiste en intentar eliminar primero la heterocedasticidad mediante el me´todo
de Box-Cox (manipulando u´nicamente la variable respuesta) y, despue´s, buscar
la linealidad manipulando las variables explicativas. En todo caso, considerar
u´nicamente transformaciones sencillas del tipo (4.55) o regresiones polino´micas.
Posiblemente, las dos primeras estrategias son las ma´s factibles en la pra´ctica No
obstante y como dijimos al comienzo de la seccio´n, conviene tener en cuenta tam-
bie´n los distintos me´todos alternativos de regresio´n, incluyendo los no parame´tricos.
Comentamos muy brevemente algunos de ellos.
En primer lugar, veamos el ma´s natural desde el punto de vista teo´rico. Suponga-
mos que z = (z[1], . . . , z[q]) es un vector aleatorio de manera que, conjuntamente con
y, admiten una densidad respecto a ala medida de Lebesgue en Rq+1. El objetivo de
la regresio´n es encontrar el valor medio esperado para la variable y cuando se conocen
el resultado de Z, es decir, E[y|z]. En el caso de que y y z sigan conjuntamente un
modelo de distribucio´n (q + 1)-normal, la esperanza condicional es, en virtud de la
proposicio´n 2.5, una funcio´n af´ın de z, lo cual nos llevar´ıa a un modelo de Regresio´n.
En general, se trata de una funcio´n cuyo valor en z = z es la media de la ditribu-
cio´n condicional de y respecto a z = z, que puede calcularse a partir de la densidad
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mediante
fy|z=z(y) = f(y, z)fz(z) , (4.58)
donde f y fz denotan las densidades conjunta y marginal en z, respectivamente. Por
lo tanto, el problema se reduce a estimar ambas densidades mediante el conocido
Me´todo del Nu´cleo, y los u´nicos inconvenientes son los inherentes a este me´todo
de estimacio´n. Fundamentalmente, hemos de mencionar el problema de la eleccio´n
del ancho de banda adecuado y, sobre todo, lo que en Estad´ıstica no Parame´trica
se conoce como maldicio´n de la dimensio´n: que el nu´mero de datos requerido para
lograr una estimacio´n satisfactoria de la densidad crece exponencialmente en relacio´n
con la dimensio´n considerada21
Otros me´todos alternativos que aporta resultados muy satisfactorios son los de
regresio´n local. Consisten en calcular una funcio´n de regresio´n (lineal o polino´mi-
ca) en cada punto dependiendo de lo que se observe en un entorno del mismo. Se
trata pues de un patro´n de comportamiento cambiante que permite un ajuste muy
satisfactorio en problemas complejos. Entre estos me´todos podemos destacar el de
Nadaraya-Watson, el de Gasser-Mu¨ller o los de regresio´n polino´mica local. Para ma´s
informacio´n, ver Fan & Gijbels (1996).
4.6. Ana´lisis de valores inﬂuyentes
En esta seccio´n se abordara´ el diagno´stico de un problema que, si bien no ha de ser
necesariamente consecuencia de la violacio´n de los supuestos, puede acarrear mayores
perjuicios que e´sta. Se trata de la presencia de valores inﬂuyentes. Entendemos por
valor inﬂuyente a una unidad experimental con una inﬂuencia determinante en el
resultado del ana´lisis, es decir, tal que su supresio´n del modelo provoca una cambio
sustancial en la ecuacio´n de regresio´n estimada, tal y como se observa en las ﬁguras
24 y 25.
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Una situacio´n como la observada resulta inadmisible desde el punto de vista de
la Inferencia Estad´ıstica, pues no parece razonable extraer conclusiones de cara´cter
poblacional cuando vienen determinadas por un u´nico individuo. Por ello, cuando
se detecta algu´n o algunos valores inﬂuyentes debemos valorar dos circunstancias:
primeramente, si esa inﬂuencia es debida a la falta de linealidad en el modelo, en cuyo
caso debemos intentar conseguir un mejor ajuste, aplicando los me´todos estudiados
en la seccio´n anterior; si no es el caso, debemos considerar la posibilidad de que
el dato en s´ı constituya un error en la medicio´n o en el proceso de tratamiento
de la informacio´n, en cuyo caso debe ser eliminado. Si el dato es correcto, ser´ıa
conveniente aplicar me´todos de Regresio´n Robusta. En Carmona (2005) se presentan
diversos procedimientos para construir una recta de regresio´n simple resistente ante
la presencia de datos at´ıpicos. En el caso de la regresio´n mu´ltiple, el problema se
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De lo dicho anteriormente puede inferirse que el diagno´stico de datos inﬂuyentes
ha de llevarse a cabo o con anterioridad o, a la sumo, paralelamente al ana´lisis de
los residuos. Veamos a continuacio´n cuatro me´todos para disgnosticar la presencia de
valores inﬂuyentes:
1. Distancias de Cook: este me´todo se basa en la idea de considerar inﬂuyente
la unidad experimental i-e´sima cuando existe una diferencia sustancial entre la
estimacio´n del vector β con dicha unidad y sin ella. De esta forma y teniendo
en cuenta la regio´n de conﬁanza (3.16) para el para´metro β, deﬁnimos para la
unidad i-e´sima la siguiente distancia, denominada distancia de Cook:
D2i =
βˆ − βˆ(i)XXβˆ − βˆ(i)
(q + 1)σˆ2,I =
Yˆ − Yˆ (i)2
(q + 1)σˆ2,I .
Realmente, lo que estamos haciendo es determinar si la estimacio´n de β sin la
unidad i-e´sima pertenece a la regio´n de conﬁanza para β construida con todas
las unidades, incluida la i-e´simaq. A partir de esto, podr´ıamos construir un
test de hipo´tesis consistente en determinar si D2i es mayor que Fαq+1,n−q−1. No
obstante, como la comparacio´n se va a efectuar con todas las unidades experi-
mentales, la Desigualdad de Bonferroni (tener en cuenta que las distancias de
Cook no so independientes) induce a compara cada D2i con Fα/nq+1,n−q−1, de forma
que si alguna distancia de Cook supera dicho valor se diagnosticar´ıa la presen-
cia de valores inﬂuyentes. No obstante, dicho me´todo resultar´ıa enormemente
conservador. En la pra´ctica es muy comu´n confrontar cada D2i con el cuantil
F 0,50q+1,n−q−1, de manera que los puntos que lo superen se consideran inﬂuyentes.
Otros autores proponen consider como punto de corte 4/n.
Por otra parte, de (4.46) se sigue directamente que
D2i = (q + 1)−1r2i
νii
1− νii , i = 1, . . . , n. (4.59)
Esta igualdad explica perfectamente el porque´ de la inﬂuencia de una determi-
nada unidad, pues vemos que la distancia de Cook es proporcional al producto
de dos factores: el primero de ellos, νii(1− νii)−1 es mayor cuanto ma´s extrema
sea la observacio´n zi en el sentido de la distancia de Mahalanobis d2 deﬁnida
en (4.23). Efectivamente, segu´n se sigue de (4.38), se tiene que
νii(1− νii)−1 = f(d2(zi, z)),
siendo f la funcio´n creciente de [0, n− 1] en R deﬁnida mediante
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Sabemos por (4.45) que, cuanto ma´s extremos sea el dato, menor sera´ la varianza
del residuo ei. El caso extremo se da cuando νii = 1. En una regresio´n lineal
simple, ello equivale a que todos los valores explicativos salvo zi sean ide´nticos.
En tal caso d(zi, z) = n − 1 y la varianza de ei es nula. Por lo tanto, al ser la
media del residuo nula en todo caso, la funcio´n pasa necesariamente por (zi, Yi),
tal y como sucede en las ﬁgura 26 y 27.
Razonando por continuidad deducimos que los valores distantes del centroide en
te´rminos relativos tienen residuos menores que los valores cercanos. En te´rminos
heur´ısticos, podr´ıamos decir que se realiza un mayor esfuerzo por ajustar bien
los datos extremos. En ese sentido podemos aﬁrmar que estos valores poseen un
gran peso en la regresio´n. Pero ello no quiere decir que sean de hecho decisivos
pues, como podemos ver en (4.59), interviene un segundo factor que es el resi-
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cuanto peor ajustada este´ por la ecuacio´n de regresio´n. Si ambos factores (zi
extremo y dato mal ajustado) concurren, como ocurre en la ﬁgura 25, el dato
resulta ser enormemente inﬂuyente. Pero ello no tiene por que´ suceder, como
vemos en la ﬁgura 28.
2. Dfbetas: el planteamiento es similar al anterior pero considerando por separado
los estimadores de las componentes de β, es decir, que un unidad experimental
se considera inﬂuyente cuando su eliminacio´n supone un cambio sustancial en
alguna de las estimaciones de β0, . . . , βq. As´ı, teniendo en cuenta en esta ocasio´n




, j = 0, . . . , q, i = 1, . . . , n.
Siguiendo el midmo razonamiento que con las distancias de Cook, podr´ıamos
connfrontar los valores obtenidos con con tαn−q−1 para un ana´lisis individual
o mejor con tα/n(q+1)n−q−1 para un ana´lisis conjunto. Dicho me´todo resulta muy
conservador, por lo que en la pra´ctica se utilizan puntos de corte ma´s bajos23.
3. Dfajustados: la idea tambie´n es similar al planteamiento de las distancias de
Cook pero teniendo en cuenta las predicciones en lugar de las estimaciones de
β. Al igual que en el caso de las Dfbetas, se realiza un estudio individual. De
esta forma, teniendo en cuenta el intervalo de conﬁanza para el valor medio
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esperado de una prediccio´n obtenido en (4.24) 24, se deﬁne
Dfadj(i) = Yˆi − Yˆi(i)σˆI(i)√νii , i = 1, . . . , n.
Este valor podr´ıa confrontarse con tαn−q−2 para una ana´lisis individual o, mejor,
con tα/nn−q−2 para un ana´lisis global. Para una ana´lisis menos conservador utilizan
otras cotas25.
De (4.47) se sigue inmediatamente que
Dfadj(i) = ti
 νii
1− νii , i = 1, . . . , n. (4.60)
Esta expresio´n permite interpretar Dfadj(i) en los mismos te´rminos que D2i ,
pero en te´rminos del residuo estudentizado. De hecho, se puede establecer fa´cil-







4. Covratios: este me´todo diﬁere sustancialmente de los tres anteriores. Se basa
en e hecho de que, para cada i = 1, . . . , n,
Covβˆ = σ2[XX]−1, Covβˆ(i) = σ2[X(i)X(i)]−1.





Un valor distante de 1 se considera pues como signo de inﬂuencia de la unidad
i-e´sima.
Para todos los estad´ısticos introducidos podemos establecer otras cotas convencio-
nales para determinar la inﬂuencia de una determinada unidad, al margen de las ya
comentadas en los tres primeros me´todos. El lector puede encontrarlas en Rawlings
et al. (1998).
24Estamos hablando de la prediccio´n en Yi que se obtendr´ıa sin la participacio´n de la unidad
i-e´sima en el modelo, es decir, partir de n− 1 unidades experimentales.
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4.7. Multicolinealidad
Para acabar este cap´ıtulo abordamos el estudio de una situacio´n que, aunque no
puede considerarse una violacio´n de los supuestos, puede acarrear muy serios proble-
mas a la hora de extraer conclusiones. Nos referimos al problema de multicolinealidad,
que se presenta cuando existe un alto grado de correlacio´n lineal entre los vectores
explicativos, lo cual puede implicar una elevada varianza en los estimadores de los
respectivos coeﬁcientes de regresio´n o una importante correlacio´n entre los mismos. El
hecho de que los estimadores presenten una elevada varianza puede considerarse ne-
gativo, al menos en principio, dado que resta ﬁabilidad a las estimaciones obtenidas.
Lo mismo puede decirse de la correlacio´n entre los estimadores, pues ser´ıa intere-
sante que los distintos coeﬁcientes se estimaran de forma totalmente independiente.
No obstante, esto es bastante relativo, como ya veremos. La situacio´n objetivamente
indeseable se produce cuando estas circunstancias inducen a cometer importantes
errores a la hora de determinar el grado de inﬂuencia de las variables explicativas en
la variable respuesta.
El problema de multicolinealidad en regresio´n se trata tanto aqu´ı como en el vo-
lumen dedicado al ana´lisis multivariante. Quiza´s all´ı se puede abordar con mayor
propiedad pues se suele hacer uso de las componentes principales para intentar solu-
cionar el problema. En este caso haremos especial hincapie´ en las repercusiones de la
multicolinealidad en los resultados de la regresio´n.
En todo momento hemos supuesto que la matriz X es de rango completo, es decir,
que todas sus columnas son linealmente independientes. De no ser as´ı, el para´metro
β no quedar´ıa un´ıvocamente determinado, pues existir´ıan inﬁnitas soluciones a la
ecuacio´n E[Y ] = Xβ. De hecho, el estimador propuesto para el mismo no podr´ıa
calcularse pues la matriz XX no ser´ıa invertible. En tal caso se dice que estamos ante
un Modelo Lineal de Rango no Completo. Este modelo se estudiara´ ma´s adelante.
Excluyendo esta situacio´n, el problema se da cuando las columnas de X esta´n pro´ximas
a la dependencia lineal, aunque e´sta no se de´. Efectivamente, sabemos que la matriz
de varianzas-covarianzas del estimador de β es la siguiente:
Covβˆ = σ2(XX)−1.
Podemos observar co´mo la misma se explica, por una parte, por la propia varianza
del modelo, σ2, y por otra, por la estructura de la matriz X. Desde luego, si X fuera
de rango no completo, el determinante de XX ser´ıa nulo. Razonando por continuidad,
cuando ma´s se aproximen las columnas de X a la situacio´n de dependencia lineal, ma´s
se aproximara´ a 0 el determinante de la matriz XX, lo cual implicara´ la existencia











si consideramos la descomposicio´n de β en β0 y β. Efectivamente, dado que





















Luego, en primer lugar, hemos probado que ψ00 = n−1[1 + d2(z, 0)]. Respecto a los
dema´s coeﬁcientes, se sigue del lema 9.7 que, para cada j = 1, . . . , q, si Zj denota la









Teniendo en cuenta (4.16), resulta
varβˆj




, j = 1, . . . , q, (4.64)
dondeR2j denota abreviadamente el coeﬁciente de correlacio´n mu´ltiple de z[j] respecto
al resto de vectores explicativos. Con esto queda demostrado que
ψjj = [n(1−R2j )s2z[j]]−1, j = 1, . . . , q. (4.65)
Una elevada varianza del estimador βˆj puede conducir, segu´n un ana´lisis inicial, no
demasiado reﬂexivo, a un resultado no signiﬁcativo en el contraste parcial para βj
y, por lo tanto, a la eliminacio´n de dicha variable. De hecho, uno de los ma´s claros
s´ıntomas de multicolinealidad es la presencia de muchos resultados no signiﬁcativos
en los tests parciales. Esa apreciacio´n no es erro´nea, aunque esta´ sujeta a ciertas
matizaciones, como veremos a continuacio´n.
Para un ana´lisis ma´s exhaustivo, debemos estudiar detalladamente los distintos
factores que intervienen en la expresio´n (4.64). En primer lugar, lo´gicamente, la propia
varianza del modelo, σ2; en segundo lugar, el taman˜o de la muestra: cuanto mayor sea,
menor sera´ la varianza del estimador. No estamos aﬁrmando que la varianza asinto´tica
sea necesariamente nula, cosa que ocurre cuando ψjj converge a 0. Precisamente,
que esto se veriﬁque para todo j = 0, 1, . . . , q, equivale a la proposicio´n (3.32), que
garantiza la consistencia del estimador de β.
El tercer factor en la ecuacio´n (4.64) depende del grado de correlacio´n lineal que
z[j] presenta respecto al resto de vectores explicativos: cuanto ma´s multicolinealidad
exista, mayor sera´ la varianza. De hecho, el te´rmino (1 − R2j )−1 se denomina Factor
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que el resultado de un test parcial depende u´nicamente del valor del coeﬁciente de
correlacio´n parcial entre la variable respuesta y la variable explicativa en cuestio´n,
dadas el resto de variables explicativas. Que dicha variable pueda explicarse lineal-
mente por las dema´s suele venir acompan˜ado (aunque no necesariamente, segu´n se
ve en el ejercicio 3) con un bajo valor del coeﬁciente de correlacio´n parcial.
La visio´n geome´trica puede ser fundamental en este caso. Los siguientes gra´ﬁcos
ilustran co´mo una elevada correlacio´n lineal entre dos vectores explicativos da lugar
a una inﬂacio´n en las varianzas de los estimadores. Supondremos que q = 2 y se
denotara´n por z0[1] y z0[2] las columnas primera y segunda de Z0, respectivamente. En
la primera ilustracio´n se presentan vectores explicativos incorrelados, lo cual equivale















Para una observacio´n Y 1 de la variable respuesta (es decir, un vector n-dimensional),
obtenemos una proyeccio´n sobre el plano Z0, que podra´ expresarse como una u´nica
combinacio´n lineal de z0[1] y z0[2]. Los coeﬁcientes de dicha combinacio´n sera´n las
estimaciones de β1 y β2 para la observacio´n Y 1. No obstante, las observaciones esta´n
sometidas a cierta variabilidad dado que son aleatorias. La magnitud de dicha varia-
bilidad esta´ determinada por el para´metro σ2. Por lo tanto, una nueva ejecucio´n del
experimento proporcionara´ otra observacio´n Y 2 cuya proporcio´n sobre el plano Z0
sera´ diferente, luego, diferentes sera´n tambie´n las estimaciones de los coeﬁcientes.
Podemos observar, no obstante, que una pequen˜a diferencia entre las observaciones
se traduce en una pequen˜a diferencia entre las estimaciones. E´sta es la situacio´n
ideal, pues no se produce una inﬂacio´n de la varianza debida a la correlacio´n entre
los vectores explicativos.











cuenta que una alta correlacio´n entre las variables explicativas se representa mediante









































En este caso observamos co´mo la misma variacio´n en las observaciones produce una
diferencia mucho mayor entre las estimaciones de los coeﬁcientes. En esto consiste la
inﬂacio´n de la varianza. Las consecuencias de la misma pueden ser bastante graves en
lo que se reﬁere a la optimizacio´n del modelo. Efectivamente, segu´n la primera obser-
vacio´n, ser´ıa z[1] la variable con mayor peso en la explicacio´n de la variable respuesta,
mientras que, segu´n la segunda observacio´n, la situacio´n ser´ıa la contraria. Esto pue-
de verse reﬂejado en los tests parciales, de forma que se considere no signiﬁcativo
un coeﬁciente (lo cual puede conllevar la eliminacio´n de la correspondiente variable)
que, con otra observacio´n muy similar, s´ı lo ser´ıa. Esta especie de discontinuidad en la
decisio´n no parece ser admisible desde el punto de vista de la Inferencia Estad´ıstica.
Respecto a la covarianza entre los estimadores de β1 y β2, se sigue trivialmente de
(4.12)








En consecuencia, si la correlacio´n entre z[1] y z[2] es positiva y los signos de β1
y β2 coinciden, o bien si la correlacio´n es negativa y los signos diﬁeren, se veriﬁca
que, por te´rmino medio, un aumento en el valor absoluto de la estimacio´n de β1 va
acompan˜ado de una disminucio´n en el valor absoluto de la de β2, y, a efectos de los
test parciales (ver (4.33)), esto es lo ma´s importante a la hora de excluir una variable
del modelo. Esa puede ser la situacio´n que se da en la segunda ilustracio´n. Por lo
tanto, en esas condiciones, una sobrevaloracio´n de una de las variables explicativas va
acompan˜ada de una minusvaloracio´n de la otra. Que esta situacio´n, con repercusiones
muy negativas en el ana´lisis, se de´ o no, depende, insistimos, de la relacio´n entre los
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probabilidad de que se de´ esta circunstancia problema´tica so´lo tiene sentido desde una
perspectiva Bayesiana.
En el caso general, cuando tengamos q vectores explicativos, podemos obtener, a
partir del lema 9.7, una expresio´n ana´loga en te´rminos de las varianzas y coeﬁcientes
de correlacio´n parciales. Concretamente, si consideramos i y j entre 1 y q y distintos
entre s´ı, y se denota por ZR la matriz Z desprovista de las columnas i-e´sima y j-e´sima,
se veriﬁca:







La interpretacio´n es, por lo tanto, similar. En deﬁnitiva, el problema de multicolinea-
lidad puede llevar a una situacio´n en la cual el propio azar tenga demasiado peso a
la hora escoger unas variables en detrimento de las otras.
Por u´ltimo, se sigue de (4.64) que la varianza de βˆj es inversamente proporcional
a la varianza muestral de z[j]. Ello se explica sencillamente por el hecho de que la
varianza de z[j] coincide con el cuadrado de la longitud del vector z0[j]. Si e´ste es
pequen˜o, lo coeﬁcientes correspondientes sera´n grandes y su varianza tambie´n. De
hecho, si, por ejemplo, z[j] expresa la medicio´n en cent´ımetros de cierta longitud,
expresar los valores en metros equivale a dividir por cien la longitud de z0[j] y,
por lo tanto, a multiplicar por cien el estimador de su coeﬁciente. En particular,
multiplicamos por cien su desviacio´n t´ıpica. Este hecho no puede tener inﬂuencia
en los contrastes parciales pues no suponen cambio alguno en los subespacios V del
modelo ni W de la hipo´tesis inicial. Simplemente, estaremos manejando valores ma´s
elevados con varianzas ma´s elevadas pero, en te´rminos relativos, el grado de dispersio´n
es el mismo. Hay que tener en cuenta que, el que la varianza muestral de z[j] sea
pro´xima a 0, equivale a que el vector sea casi proporcional al te´rmino independiente
1n, lo cual debe repercutir negativamente en la varianza del estimador y, por lo tanto,
en la ﬁabilidad de la estimacio´n. Pero que esta circunstancia tenga trascendencia real
en el ana´lisis de los resultados es discutible, al menos en lo que a los contrastes
parciales se reﬁere. De hecho, basta tipiﬁcar los vectores explicativos para que este
factor quede eliminado.
En conclusio´n, hemos analizado en que´ sentido la multicolinealidad entre los vec-
tores explicativos puede entorpecer la valoracio´n de la importancia de las mismas a
la hora de explicar la variable respuesta. Aunque no es e´ste el u´nico problema que
ocasiona, es posiblemente el ma´s relevante pues afecta enormemente a la optimizacio´n
del modelo. Existen diversas formas de detectar la multicolinealidad. Una de las ma´s
extendidas consiste en analizar los FIV ’s. Muchos autores consideran la presencia de
algu´n FIV mayor que 10 como signo de un problema de multicolinealidad; tambie´n











valores pro´ximos a cero en XX (lo cual se corresponde con una situacio´n pro´xima al
rango no completo) y las matrices de Proporcio´n de la Varianza26. La propia matriz
de correlaciones de los vectores explicativos, Rz, o los gra´ﬁcos de dispersio´n aportan
una informacio´n muy valiosa. No obstante, en muchas ocasiones los resultados de los
tests parciales pueden constituir signos claros de un problema de multicolinealidad.
Una vez diagnosticado el problema, la siguiente cuestio´n es co´mo intentamos re-
solverlo. Recordemos que, realmente, lo que se exige de un estimador es que la matriz
(9.42), conocida como error cuadra´tico medio, sea lo menor posible. Un estimador
o´ptimo en ese sentido no puede encontrarse en la mayor´ıa de los casos, por lo que es
costumbre imponer la condicio´n razonable de que el estimador sea insesgado y buscar
entonces el que minimice el error cuadra´tico medio. En ese caso, se trata simplemen-
te de minimizar la varianza, por lo que el estimador o´ptimo, si existe, se denomina
insesgado de mı´nima varianza. Ese el el caso, como ya sabemos, del estimador de β
Pero hemos de tener presente que se ha impuesto una condicio´n muy restrictiva: que
el estimador sea insesgado. Si el EIMV presenta una matriz de varianzas-covarianzas
con valores elevados, como sucede cuando existe un problema de multicolinealidad,
podemos buscar un estimador sesgado aunque con menor varianza, de manera que
el error cuadra´tico medio disminuya sustancialmente. Eso es lo que se denomina una
regresio´n sesgada.
Existen diversos me´todos de estimacio´n sesgada. Por ejemplo, en Arnold (1981)
se estudia el denominado estimador Ridge, propuesto en Hoerl y Kennard (1970)
βˆ(k) = (XX+ kId)−1XY,
siendo k un nu´mero positivo seleccionada para minimizar el error cuadra´tico medio.
Este procedimiento tiene una clara justiﬁcacio´n teo´rica desde un punto de vista Ba-
yesiano. No obstante, analizaremos con algo ma´s de detenimiento otro me´todo de
estimacio´n sesgada basado en el Ana´lisis de Componentes Principales27. Antes de
aplicar un te´cnica de este tipo es bastante comu´n tipiﬁcar los vectores en juego, en
este caso los explicativos, cosa que supondremos en lo que resta del cap´ıtulo. Por lo
tanto, la matriz de covarianzas de Z, Sz, coincidira´ con la matriz de correlaciones,
Rz.
El me´todo en s´ı consiste en transformar los datos de manera que los factores
de inﬂacio´n de la varianza desaparezcan en favor de las varianzas de las vectores
explicativos, que aumentan. Para ello, debemos encontrar una transformacio´n en
26Hair et al. (1999).
27La descripcio´n de esa te´cnica multivariante puede encontrarse, por ejemplo, en Rencher (1995),
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las variables explicativas (rotacio´n) que las haga incorreladas, lo cual se consigue
mediante la diagonalizacio´n de la matriz de covarianzas segu´n el teorema 9.4
Sz = Γ∆Γ,
donde ∆ es la matriz diagonal de los autovalores ordenados de Sz, δ1, . . . , δq, y Γ
es la matriz ortogonal cuyas columnas constituyen una base ortonormal de auto-
vectores asociados, g1, . . . , gq. A continuacio´n, se proyectan los vectores zi sobre los
ejes determinados por los autovectores, de manera que se obtiene una nueva matriz
explicativa
U = ZΓ,
cuyas columnas, que se denotan por u[1], . . . , u[q], se denominan componentes prin-
cipales. Esta transformacio´n, consistente en aplicar una matriz ortogonal puede des-
hacerse mediante Z = UΓ. La ventaja que presentan las componentes principales es
que son incorreladas, pues
SU = ∆.
As´ı pues, la regresio´n lineal respecto a Z puede convertirse en una reresio´n respecto
a U si consideramos el para´metro γ = Γβ
Y = β01n + Zβ + E
= β01n + Uγ + E ,
donde E sigue un modelo de distribucio´n Nn(0, σ2Id). El EIMV de γ es
γˆ = (U U)−1U Y = Γβˆ,
de manera que el estimador de β puede reconstruirse mediante


















Adema´s, puede comprobarse que los estimadores γˆj coinciden con los que se ob-











vectores explicativos tienen media aritme´tica nula y son incorreladas, se denomina
ortogonal. Podemos observar que la varianza del estimador es inversamente propor-
cional a la varianza de la correspondiente componente principal, sin que en este caso
exista un factor de inﬂacio´n de la varianza. Esto no debe inducirnos a pensar que
hemos conseguido reducir la matriz de varianzas-covarianzas de los estimadores. De
hecho, puede demostrarse fa´cilmente que, tanto la varianza generalizada28 como la
varianza total29, permanecen invariantes cuando se consideran las componentes prin-
cipales.
Consideremos una divisio´n de ∆ en dos submatrices diagonales ∆1 y ∆2, lo cual




















Adema´s, βˆ descompone en
βˆ = Γ1γˆ1 + Γ2γˆ2.
Si consideramos un nuevo estimador βˆ∗ de β que se obtiene depreciando los coeﬁ-
cientes correspondientes a las componentes principales asociadas a ∆2, es decir,
βˆ∗ = Γ1γˆ1,


















As´ı pues, si ∆1 contiene los autovalores menores (que son las varianzas de las u´ltimas
componentes principales), al considerar este nuevo estimador de β conseguiremos una
gran reduccio´n en la matriz de varianzas-covarianzas. Por contra, el estimador ob-
tenido sera´ sesgado. Teniendo en cuenta (9.43), este procedimiento resulta rentable
cuando el sesgo introducido es pequen˜o en relacio´n con reduccio´n en las varianzas,
cosa que sucede cuando γ2 es pro´ximo a 0. Por lo tanto, la estrategia consiste en
despreciar las componentes principales de menor varianza siempre y cuando su co-
rrespondiente coeﬁciente sea pro´ximo a 0. Una decisio´n de este tipo puede basarse en
28Nos referimos al determinante de la matriz de varianza-covarianzas.
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los resultados de los test parciales. Mucho autores coinciden en considerar un nivel
de signiﬁcacio´n mayor de lo habitual, por ejemplo 0.20, a la hora de aplicarlos. Por
desgracia, no podemos garantizar que los tests parciales aporten resultados no sig-
niﬁcativos para las componentes principales de menor varianza, pero si esto sucede,
cabra´ conﬁar en una sustancial reduccio´n de la matriz de varianzas-covarianzas y, por
lo tanto, en una clara mejor´ıa del ana´lisis.
Queda pendiente una u´ltima cuestio´n. ¿En que´ momento debe llevarse a acabo
el diagno´stico de multicolinealidad? No estamos en condiciones de dar una respuesta
clara pero parece razonable realizarlo una vez ajustados los datos a los supuestos del
modelo, pues cualquier accio´n que emprendamos previa al ana´lisis de los residuos
puede quedar desbaratada despue´s de aplicar transformaciones de las variables.
Cuestiones propuestas
1. Probar la igualdad (4.7).






βˆ0 + ziβˆ − y
2
.
3. Demostrar la siguiente igualdad
R2y•z[1],...,z[q+1] −R2y•z[1],...,z[q] = r2y,z[q+1]· z[1],...,z[q]
1−R2y•z[1],...,z[q]
 .
Demostrar la expresio´n equivalente en te´rminos de los coeﬁcientes probabil´ısti-
cos.









5. Probar que el coeﬁciente de correlacio´n mu´ltiple no puede disminuir al introdu-
cir un nuevo vector explicativo z[q + 1], y que permanece constante si y so´lo si
el coeﬁciente de correlacio´n parcial entre Y y z[q + 1] dados z[j], j = 1, . . . , q,
es nulo.
6. Probar la igualdad (4.22).
7. Construir los intervalos de conﬁanza (4.24) y (4.25). Estudiar el comportamien-











8. Considerar un Modelo de Regresio´n Lineal Mu´ltiple con 4 vectores explicativos
y n unidades experimentales. Construir el test F a nivel α para contrastar la
hipo´tesis inicial
a) H10 : β1 = β2.
b) H20 : β1 + 2β2 = 1
c) H30 :
 β1 = β2
β3 = β4
9. Obtener las expresiones (4.27), (4.28) y (4.30).
10. Obtener la expresio´n (4.31). Para ello es aconsejable expresar el estad´ıstico de
contraste del test F mediante (3.25).
11. Obtener la expresio´n (4.32).
12. Resolver el contraste H0 : βi = bi, donde bi es un valor real conocido.
13. Obtengamos una expresio´n ana´loga a (4.18) para el coeﬁciente de correlacio´n
parcial. Consideremos Y1,ZD ∈ Rn y Z ∈ Mn×q, y sea X = (1n|Z|ZD). Probar,
teniendo en cuenta (9.63) y que X descompone en la suma ortogonal 1nZ ⊕





No´tese que, desde este punto de vista, el coeﬁciente de correlacio´n simple puede
entenderse como un caso particular del coeﬁciente de correlacio´n parcial dado
Z = 0.
14. Obtener la expresio´n (4.35) para el estad´ıstico de contraste de un test parcial.
15. Probar, teniendo en cuenta (4.31), que en el me´todo de seleccio´n hacia adelante,
la variable que aporta el resultado ma´s signiﬁcativo en el contraste parcial
coincide con la que aporta el resultado ma´s signiﬁcativo en el contraste total.
16. Obtener el estad´ıstico de contraste (4.42), correspondiente al test de linealidad.
17. Demostrar que e = 0 y s2e = σˆ2,MV.
18. Demostrar que, en el caso de la regresio´n lineal simple, var[ei] = 0 equivale a
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19. Demostrar que el me´todo de Box-Cox para obtener una muestra aleatoria simple
de una distribucio´n normal consiste en encontrar el valor de λ que minimice
s2Y (λ) .
20. Probar que en una regresio´n polino´mica simple se mantiene en todo caso el
rango completo.
21. Obtener (4.60) y (4.61).
22. Obtener (4.62), (4.63) y (4.64).
23. ¿Que´ semajanzas se dan entre la varianza de βˆ0 y la de la prediccio´n en zi?
¿Co´mo puede interpretarse este hecho?
24. Obtener las covarianzas (4.66) y (4.67). Interpretar los resultados.
25. Probar que un disen˜o ortogonal, el estimador de βj, j = 1, . . . , q, coincide con
el que se obtendr´ıa con una regresio´n simple respecto a la variable z[j].
26. ¿Por que´ la tercera estrategia de transformacio´n de variables propuesta es so´lo
va´lida en problemas de regresio´n pura? ¿Por que´ la primera es va´lida u´nica-
mente en problemas de correlacio´n?
27. ¿Por que´ en las ﬁgura 27 y 28 la recta de regresio´n ha de pasar necesariamente
por el dato extremo?
28. ¿Es cierto que la incorrelacio´n entre dos variables implica la incorrelacio´n par-
cial entre las mismas dada una tercera? En otras palabras: sean tres variables
(vectores n-dimensionales) x, y, z, tales que ry,z = 0, ¿debe veriﬁcarse ry,z·x=0?
Si es as´ı demue´trese. En caso contrario presentar un contraejemplo mediante
un programa estad´ıstico.
29. Probar que, si z[1], z[2], z[3] son icorreladas, entonces
r2y,z[1]·z[2],z[3] ≥ r2y,z[1]
¿En que´ condiciones se alcanzar´ıa la igualdad?
30. ¿Puede cambiar el coeﬁciente de correlacio´n mu´ltiple cuando se lleva a cabo










El Modelo de Correlacio´n
Este cap´ıtulo, de cara´cter fundamentalmente teo´rico, viene a complementar los
cap´ıtulos 3 y 4. La diferencia entre este cap´ıtulo y el anterior estriba u´nicamente en
el hecho de que, mientras que en el modelo de Regresio´n los valores explicativos se
consideran ﬁjos, aqu´ı se suponen observaciones correspondientes a variables aleato-
rias. No obstante, el objetivo principal que nos marcamos es dejar claro que, desde un
punto de vista pra´ctico, esta distincio´n no afecta sustancialmente a los fundamentales
problemas de Estimacio´n y Contraste de Hipo´tesis. Adema´s, hemos de advertir que
este estudio puede ser enfocado de forma ma´s elegante desde el punto de vista del
Ana´lisis Multivariante. En todo caso, la clave del modelo podemos hallarla en el hecho
conocido de que, entre las distintas componentes de un vector normal multivariante
so´lo cabe una relacio´n de tipo lineal.
5.1. El Modelo




















Se denotara´n por Z y X, respectivamente, las matrices


z1[1] . . . z1[q]... ...
zn[1] . . . zn[q]

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Para cada i = 1, . . . , n se denotara´ mediante Zi el vector que se obtiene transponiendo
la ﬁla i-e´sima de Z. De esta forma, Yi denota el resultado de la variable respuesta para
la i-e´sima unidad experimental, mientras las componentes que Zi sera´n los resultados
de las variables explicativas para dicha unidad. Para cada j = 1, . . . , q, los te´rminos
z[j] denotara´n, respectivamente, las medias aritme´ticas de las n observaciones co-
rrespondientes a las variables z[j]. Igualmente, y denotara´ la media de y; z sera´ el
vector compuesto por las q medias z[j], j = 1, . . . , q. El te´rminoM denotara´ la matriz
de datos (Y |Z). En ese caso, SM denotara´ la matriz de varianzas-covarianzas total
muestral S(Y Z)(Y Z), deﬁnida segu´n (9.54). E´sta descompone de la siguiente forma
SM =




El vector m sera´ igual a (y, z). Se supondra´ en todo momento que el nu´mero de
unidades experimentales, n, es estrictamente mayor que el nu´mero de variables expli-
cativas, q.
En deﬁnitiva, el Modelo de Correlacio´n consiste en suponer la normalidad multi-








iid Nq+1(ν,Ξ), ν ∈ Rq+1, Ξ > 0. (5.1)
Hemos de tener en cuenta que, en este modelo, no existe diferencia formal entre
la variable respuesta y las explicativas. De hecho, la variable y puede desempen˜ar
el papel de explicativa, si lo deseamos. Adema´s, si y eliminamos cualquiera de las
variables en juego, tendremos un modelo de correlacio´n con q variables, siempre que
q sea mayor que 1. En caso contrario, nos quedaremos con un modelo lineal normal
con un subespacio V unidimensional.
Si descomponemos ν y Ξ de acuerdo con la divisio´n entre variable respuesta
y explicativas, podemos obtener, de manera manera ana´loga a (9.25) y (9.14), los
siguientes para´metros:
σ2 = Ξ11·2, β = Ξ−122 Ξ21, β0 = ν1 − ν 2β, µZ = ν2, ΣZZ = Ξ22. (5.2)
Estos te´rminos, deﬁnidos a partir de ν y Ξ, pueden parametrizar el modelo (5.1),
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truir ν y Ξ mediante
Ξ22 = ΣZZ , (5.3)
Ξ21 = ΣZZβ, (5.4)
Ξ11 = σ2 + βΣZZβ, (5.5)
ν2 = µZ (5.6)
ν1 = β0 + µZβ. (5.7)
De esta forma, si se denota β = (β0, β), se veriﬁca el siguiente resultado.
Teorema 5.1.
El Modelo de Correlacio´n Lineal (5.1) puede expresarse de manera equivalente mediante
Y |Z = Z ∼ Nn(Xβ, σ2Id), Z1, . . . , Zn iid Nq(µZ ,ΣZZ), (5.8)
donde β ∈ Rq+1, σ2 > 0, µZ ∈ Rq y ΣZZ > 0, y siendo X = (1n|Z). Adema´s, sea cual sea
la distribucio´n de la familia considerada, se veriﬁca que rg(X) = q + 1 con probabilidad
1.
Demostracio´n.
La primera parte de la demostracio´n se basa en el hecho de que la distribucio´n
conjunta de dos vectores aleatorios puede construirse como el producto generalizado
entre la distribucio´n marginal del segundo y la distribucio´n condicional del primero
dado el segundo. Concretamente y teniendo en cuenta que los vectores (Yi, Zi), i =
1, . . . , n, son independientes por hipo´tesis, junto con las proposiciones 2.1, 2.5, se sigue
que


























donde el signo × denota el producto generalizado. Teniendo en cuenta que la trans-
formacio´n que permite obtener β, σ2, µz y ΣZZ a partir de ν y Ξ es biun´ıvoca, queda
probada la equivalencia entre ambos modelos. La segunda parte del teorema se de-
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Rn de cualquier hiperplano del mismo es nula. En particular, sera´ nula la probabi-
lidad de un hiperplano si e´sta esta´ dominada por la medida de Lebesgue. De esta
forma, si q = 1, se veriﬁca que rg(X) < 2 si, y so´lo si, z[1] pertenece al subespacio
1n, que es, a los sumo, un hiperplano de Rn (recordar que estamos suponiendo, por
hipo´tesis, que n > q). Por lo tanto, la tesis queda probada cuando q = 1.
Suponga´mosla cierta para un cierto q − 1 y veamos que lo es tambie´n para q. En
ese caso, que rg(X) sea menor que q + 1 equivale a que z[q] pertenezca al subespacio
generado por el vector 1n junto con los vectores aleatorios z[j], j = 1, . . . , q − 1,
que sera´, a lo sumo, un hiperplano. La distribucio´n de z[q] condicionada a la matriz
aleatoria1 constituida por los vectores aleatorios z[j], j = 1, . . . , q−1, es el producto de
las respectivas distribuciones de zi[q] condicionadas a (zi[1], . . . , zi[q−1]), i = 1, . . . , n.
Aplicando en cada caso la proposicio´n 2.5 y componiendo las distribuciones obtenidas,
se obtiene que z[q] condicionada a la matriz aleatoria z[i], i = 1, . . . , q − 1, sigue un
modelo de distribucio´n n-normal no degenerado y, por lo tanto, dominado por la
medida de Lebesgue en Rn. Luego, ﬁjos z[j], j = 1, . . . , q − 1, la probabilidad de
que z[q] pertenezca al subespacio 1n, z[1], . . . , z[q− 1] es nula. Aplicando (9.30) con
f = rg(X) concluimos.
En deﬁnitiva, dado un modelo de Correlacio´n, al condicionar sobre las variables
explicativas2, es decir, cuando se consideran ﬁjos los valores de e´stas, se obtiene
automa´ticamente un modelo de Regresio´n. Rec´ıprocamente, si se an˜ade el supuesto de
q-normalidad de las variables explicativas, se recompone el modelo de Correlacio´n. Un
modelo ma´s de´bil que el de Correlacio´n se obtendr´ıa eliminando en (5.8) la hipo´tesis
de normalidad, tanto de la distribucio´n marginal de las variables explicativas como
e la condicional para la respuesta, pero suponiendo que Z1, . . . , Zn constituye una
muestra aleatoria simple de una distribucio´n dominada por la medida de Lebesgue
en Rq. Un modelo de ese tipo se considerara´ cuando se afronte el estudio asinto´tico.
En ese caso, teniendo en cuenta (4.58) y aplicando un razonamiento ana´logo al de la
demostracio´n anterior, se deducir´ıa tambie´n que rg(X) = q+1, con probabilidad 1 (se
deja como ejercicio). Por otra parte, si aplicamos nuevamente (9.30), se tiene que el
modelo de Correlacio´n puede expresarse tambie´n mediante Y = (1n|Z)β+E , con E ∼
Nn(0, σ2Id) y Z1, . . . , Zn una muestra aleatoria simple de Nq(µZ ,ΣZZ) independiente
de E .
1Realmente, una matriz puede entenderse como un vector dispuesto de una forma determinada,
por lo que no es estrictamente necesario deﬁnir matriz aleatoria. No obstante, e´ste concepto y en
particular el de normal matricial, se estudian en Arnold (1981), lo cual permite obtener de forma
elegante diversos resultados propios del Ana´lisis Multivariante.
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Llegados a este punto, hemos de notar que cualquier estad´ıstico T deﬁnido en el
modelo de Regresio´n, que sera´ de la forma T (Y ), puesto que Z se considera constante,
puede considerarse deﬁnido en el modelo de Correlacio´n mediante T (Y, Z), si consi-
deramos Z variable. De esta forma, si T constituye un estimador de cierto estimando
τ , T puede considerarse estimador del estimando τ , deﬁnido sobre el modelo de Co-
rrelacio´n. Teniendo en cuenta el teorema anterior junto con (9.30), se sigue que la
distribucio´n de T en el modelo de Regresio´n coincide con la distribucio´n condicional
de T dada Z = Z en el de correlacio´n. Efectivamente:
P T (Y,Z)|Z=z = P Y |Z=zT (·,z) = Nn
(1n|Z)β, σ2IdT (·,z).
No obstante, si dicha distribucio´n no depende del valor Z considerado, entonces T
y Z sera´n independientes y la distribucio´n condicional coincidira´ con la distribucio´n
marginal de T y, por lo tanto, con la de T . Tal es el caso del estimador de la varian-
za (4.9), po lo que e´ste es insesgado en el modelo de Correlacio´n y el intervalo de
conﬁanza para la misma construido en (3.13) sigue siendo va´lido. Respecto al esti-
mador natural de β no puede decirse lo mismo, puesto que su distribucio´n depende












Por lo tanto, el EIMV de β en el modelo de Regresio´n es insesgado en el de Co-
rrelacio´n, y el elipsoide (3.12) sigue siendo una regio´n de conﬁanza a nivel 1 − α.
Mediante una razonamiento ana´logo podemos demostrar la validez de los intervalos
de conﬁanza (4.10), (4.24) y (4.25).
Adema´s, la distribucio´n nula del estad´ıstico F correspondiente al test F a nivel α
para contrastar cualquier hipo´tesis del tipo H0 : Aβ = 0, es una F -Snedecor central
que no depende en ningu´n caso del valor de Z. Por lo tanto, el test F a nivel α es
tambie´n va´lido desde el punto de vista del modelo de Correlacio´n, en el sentido de
que su nivel de signiﬁcacio´n es, verdaderamente, α.
5.2. Estimacio´n y Contraste de Hipo´tesis
Hemos de advertir que, aun siendo importantes, los argumentos utilizados hasta
el momento no son suﬁcientes para justiﬁcar el uso en el modelo de Correlacio´n de los
me´todos de Inferencia propios del modelo de Regresio´n pues, el hecho de que dichos
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Regresio´n, no garantiza, en principio, su optimalidad desde el punto de vista del de
Correlacio´n. As´ı, por ejemplo el estimador de β utilizado en el anterior cap´ıtulo se
justiﬁca como estimador insesgado de mı´nima varianza y de ma´xima verosimilitud.
Visto desde el punto de vista del modelo de Correlacio´n, so´lo sabemos, por ahora,
que es insesgado y que las regiones de conﬁanza anteriores siguen siendo correctas.
Igualmente, el test F se justiﬁca en el modelo de Regresio´n como uniformemente ma´s
potente entre todos los test invariantes con nivel de signiﬁcacio´n menor o igual que α,
adema´s de ser el test de la razo´n de verosimilitudes con nivel de signiﬁcacio´n α. Hasta
ahora, so´lo hemos probado que, bajos las condiciones del modelo de Correlacio´n, el
nivel de signiﬁcacio´n del test es, efectivamente, α. Falta, po lo tanto, una justiﬁcacio´n
a nivel teo´rico ana´loga a la que se obtiene con los teoremas 3.9, 3.10 y 3.11. Siguiendo
el mismo esquema de demostracio´n que en el cap´ıtulo 2, empezaremos por obtener
un estad´ıstico suﬁciente y completo para el modelo.
Teorema 5.2.
El estad´ıstico (m, SM) es suﬁciente y completo para el modelo de Correlacio´n.
Demostracio´n.
Al igual que en el teorema 3.5, nos situaremos en las condiciones del teorema 9.18. Si
se denota µ = (ν, n. . ., ν), la funcio´n de verosimilitud correspondiente al modelo (5.1)
es, en virtud de la proposicio´n 9.17, la siguiente
L(Y, Z; ν,Ξ) = 1(2π)(q+1)n/2|Ξ|n/2 exp

−12tr
Ξ−1(M − µ)(M − µ)

. (5.9)
Teniendo en cuenta que todas las columnas de la matriz µ pertenecen al subespacio
1n y que P1n = n−11n1n, se tiene que
L(Y, Z; ν,Ξ) = h(ν,Ξ) exp

−12tr(Ξ









Deﬁnamos el para´metro θ = Ξ−1ν, perteneciente a Rq+1, y consideremos entonces los
siguientes vectores:
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 ∈ Rq(q+1)/2, M˜2 = triangsup(M) ∈ Rq(q+1)/2,
Entonces, se veriﬁca
tr(Ξ−1M M) = ∆˜1M˜1 + 2∆˜2M˜2, tr(Ξ−1ν ·m) = θm.

















L(Y, Z; ν,Ξ) = h(ν,Ξ) exp[Q(ν,Ξ)]H(YZ) .
Por lo tanto, estamos hablando de una estructura estad´ıstica de tipo exponencial y,
aplicando el teorema de factorizacio´n de Neyman, se deduce que el estad´ıstico H es
suﬁciente. Adema´s, puede comprobarse que el interior de {Q(ν,Ξ) : ν ∈ Rq+1, Ξ > 0}
es distinto del vac´ıo3. Luego, en virtud del teorema 9.18, H es completo. Adema´s,
podemos encontrar fa´cilmente una biyeccio´n bimedible φ tal que φ(H) = (m, SM), de
manera que este u´ltimo estad´ıstico es, igualmente, suﬁciente y completo.
Corolario 5.3.
El siguiente estad´ıstico es suﬁciente y completo





Para probar la tesis basta encontrar una biyeccio´n φ que transforme (m, SM) en
dicho estad´ıstico. z y SZZ se obtiene de forma trivial, mientras que, teniendo en
cuenta (4.11) y (4.15), se tiene que
βˆ = S−1ZZSZY ,
βˆ0 = y − zβˆ,
σˆ2,MV = s2Y − SY ZS−1ZZSZY .
3Te´ngase en cuenta que, en general, el conjunto de las matrices p×p sime´tricas se corresponden,
de manera natural, con Rp(p+1)/2, y que el subconjunto de las matrices deﬁnidas positivas (es decir,
aquellas cuyo p-e´simo autovalor es estrictamente positivo) se identiﬁca entonces con un abierto, pues
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La transformacio´n inversa se obtiene de manera ana´loga a la expresada en (5.3)-(5.7).
Corolario 5.4.
βˆ y σˆ2,I son los EIMV de β y σ2, respectivamente.
Demostracio´n.
Sabemos que ambos son insesgados, luego, teniendo en cuenta el corolario anterior
junto con el teorema de Lehmann-Scheﬀe´, se concluye.
Teorema 5.5.
El estad´ıstico (m, SM) es el EMV de (ν,Ξ) en el modelo de Correlacio´n.
Demostracio´n.
Consideremos la funcio´n de verosimilitud (5.9) y tengamos en cuenta que, siM denota
la matriz (m, n. . .,m), entonces las columnas de la matriz M −M pertenecen a 1n.
Por lo tanto, (M −M)(M − µ) = 0. Luego, se tiene que
tr Ξ−1(M − µ)(M − µ) = tr Ξ−1(M −M)(M −M)
+ tr Ξ−1(M − µ)(M − µ)
Puede demostrarse fa´cilmente que el u´ltimo sumando no puede ser negativo. Luego,
para valores de Y, Z y Ξ ﬁjos, la anterior expresio´n alcanza el mı´nimo (y la funcio´n de
verosimilitud el ma´ximo) cuando µ = M o, equivalentemente, cuando ν = m. Pues
bien, dados Y y Z, es decir, dado M , busquemos entonces el valor de Ξ que maximiza






Sea A = (M −M)(M −M), que es, con probabilidad 1, invertible4 . Aplicando el
teorema 9.15, se tiene que el ma´ximo se alcanza cuando Ξ = 1nA, que coincide con
SM . Recapitulando, tenemos que, dados Y, Z, ν y Ξ,
L(Y, Z; ν,Ξ) ≤ L (Y, Z;m,Ξ) ≤ L (Y, Z;m, SZ) ,
lo cual acaba la prueba.
4Para demostrarlo basta tener en cuenta que, el rango de dicha matriz coincide con el deM−M ,
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Corolario 5.6.
βˆ y σˆ2,MV son los EMV de β y σ2, respectivamente.
Demostracio´n.
Basta tener en cuenta que, dada una observacio´n, el EMV es el valor del para´metro o,
mejor dicho, la distribucio´n de la familia, que hace ma´s veros´ımil la observacio´n. Segu´n
el teorema anterior, dicha distribucio´n se expresa mediante los para´metros ν = m y
Ξ = SM . Teniendo en cuenta la biyeccio´n (5.2) que permite expresar el modelo con
la ayuda de los para´metros β, σ2, νZ ,ΣZZ , junto (4.11) y (4.15), se concluye.
A tenor de estos resultados, el uso de los estimadores βˆ y σˆ2,I en el modelo de
Correlacio´n queda plenamente justiﬁcado. Veamos a continuacio´n que´ sucede con el
test F a nivel α para contrastar una hipo´tesis del tipo H0 : Aβ = 0. Sabemos que el
nivel de signiﬁcacio´n del test es correcto en el modelo de Correlacio´n. Para buscar el
test de la razo´n de verosimilitudes a nivel α, hemos de tener en cuenta que, en virtud
del teorema 5.1, la funcio´n de verosimilitud del modelo descompone como producto
de dos factores: uno correspondiente a un modelo de Regresio´n con Z ﬁjo y otro, a un
modelo de correlacio´n con q variables. En ambos casos sabemos maximizar la funcio´n
a partir de una observacio´n dada. No obstante, a la hora de calcular el estad´ıstico
de la razo´n de verosimilitudes, RV , para un contraste del tipo H0, los ma´ximos de
los segundos factores se despejan, con lo que el estad´ıstico RV para este problema
resulta ser igual al que aparece en el teorema 3.11. En deﬁnitiva, podemos aﬁrmar lo
siguiente:
Teorema 5.7.
El test F deﬁnido en (3.26) es el de la razo´n de verosimilitudes a nivel α para contrastar
un hipo´tesis del tipo H0 : Aβ = 0.
En el cap´ıtulo 2 tambie´n se justiﬁco´ el test F como UMP-invariante a nivel α
respecto a cierto grupo de trasformaciones bimedibles. Pues bien, se veriﬁca tambie´n
que, desde el punto de vista el modelo de Correlacio´n, F es el test UMP-invariante a
nivel α respecto a otro grupo de transformaciones G que, lo´gicamente, es diferente del
utilizado para justiﬁcar el test F en el cap´ıtulo 2 5. Lo probaremos u´nicamente para
el contraste de la hipo´tesis inicial H0 : β = 0. La demostracio´n para el caso general
podemos encontrarla en el cap´ıtulo 16 de Arnold (1981). En ambos casos, se sigue
el mismo esquema de demostracio´n que en el cap´ıtulo 3, es decir, una reduccio´n por
suﬁciencia, seguida de varias reducciones por invarianza, que conducen a un modelo
5Tener en cuenta que el espacio de observaciones es distinto, por lo que las transformaciones no
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con razo´n de verosimilitudes mono´tona en el cual se aplica el lema fundamental de
Neyman-Pearson. Efectivamente, se veriﬁca lo siguiente:
Teorema 5.8.
El grupo
G = gk,K,B,λ : k ∈ R, K ∈ Rq, B ∈Mq×q invertible , λ > 0







 λYi + k
BZi +K

, i = 1, . . . , n,
deja invariante tanto el modelo de Correlacio´n como el problema de contraste de hipo´tesis.
Adema´s, el test F es UMP-invariante respecto a G a nivel α para contrastar la hipo´tesis
inicial H0 : β = 0 en el modelo de Correlacio´n.
Demostracio´n.
Comprobar que el grupo deja invariante tanto el modelo como el problema de cons-
traste de hipo´tesis es trivial. Tambie´n se puede comprobar fa´cilmente que el es-
tad´ıstico suﬁciente y completo (5.10), que se denotara´ abreviadamente por S, es
G-equivariante, por lo que induce un nuevo grupo de transformaciones, GS, traduci-
das en te´rminos del mismo de la siguiente forma
gSk,K,B,λ





λβˆ0 + k − λK βˆ, λB−1βˆ, λ2σˆ2,I, Bz +K,BSZZB

.
A su vez, el grupo GS descompone en suma de tres subgrupos, G1, G2 y G3, cuyos
elementos se deﬁnen, respectivamente, de la siguiente forma:
gk,K























λβˆ0, λβˆ, λ2σˆ2,I, z, SZZ

.
Dado que estos grupos veriﬁcan la propiedad (9.49), podemos obtener un estad´ıstico
invariante maximal mediante los tres pasos siguientes: en primer lugar un estad´ıstico






Sobre el modelo imagen de M1 consideramos las transformaciones inducidas por G2,
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es (G1 ⊕G2)-invariante maximal. Consideremos entonces las transformaciones indu-














es, trivialmente, G-invariante maximal. Por un razonamiento completamente ana´logo




es un invariante maximal para el espacio de para´metros, es decir, que M1,2,3 depen-
de de β0, β, σ2, νz y ΣZZ a trave´s de θ. Puede comprobarse fa´cilmente (cuestio´n
propuesta) que el estad´ıstico de contraste del test F se expresa mediante
F = nq M1,2,3, (5.12)
y que F condicionado a Z sigue un modelo de distribucio´n Fq,n−(q+1)(nθ). La hipo´tesis
nula se traduce en H0 : θ = 0, en cuyo caso F ∼ Fq,n−(q+1). Se sigue de la aplicacio´n
de las propiedades de la probabilidad condicional regular, junto con el teorema de




fq,n−(q+1),nσ−2βS−1ZZβ(f, z) dPΣZZ (z), (5.13)
siendo PΣZZ = [Nq(0,ΣZZ)]n y fq,n−(q+1),nσ−2βS−1ZZβ la funcio´n de densidad de la dis-tribucio´n F -Snedecor con grados de libertad q y n − (q + 1), y para´metro de no
centralidad nσ−2βS−1ZZβ. El hecho de que en (5.13) integremos respecto una distri-
bucio´n q-normal de media 0, se debe a que la distribucio´n de F depende u´nicamente
de θ y, por lo tanto, es la misma para cualquier valor del para´metro νZ .
En deﬁnitiva, si para cada θ > 0 consideramos el cociente Tθ(f) = pθ(f)/p0(f)
(el denominador entra en la integral), se deduce, al igual que en cap´ıtulo 3, que el
mismo es creciente en f ≥ 0 y, por lo tanto, el modelo imagen presenta razo´n de
verosimilitudes mono´tona. Luego, aplicando el Lema de Neyman-Pearson, se tiene
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En deﬁnitiva y hablando en te´rminos pra´cticos, los resultados obtenidos justiﬁ-
can el hecho de que, al efectuarse las inferencias en un ana´lisis de Regresio´n, poco
importa si los vectores explicativos son valores ﬁjos controlados en el experimento
o, por contra, corresponden a valores concretos de q variables aleatorias explicati-
vas. correspondientes a sus valores esta´n controlados en el experimento. Por ello, en
muchas ocasiones se habla simplemente de estudios de regresio´n-correlacio´n. Esta
aﬁrmacio´n admite, no obstante, importantes matices, fundamentalmente en lo que
concierne a los supuestos del modelo. Los supuestos del modelo de Regresio´n se ana-
lizaron cr´ıticamente en el cap´ıtulo anterior. Veamos que´ sucede con los del modelo
de Correlacio´n.
5.3. Supuestos del modelo. Estudio asinto´tico
Las hipo´tesis del modelo de Correlacio´n pueden enumerarse, teniendo en cuenta
(5.8), de la siguiente forma: independencia de las observaciones; normalidad, tanto de
la distribucio´n marginal de los vectores aleatorios explicativos, como de la distribucio´n
condicional de la variable respuesta; homocedasticidad de dicha distribucio´n condi-
cional y, por u´ltimo, linealidad de la relacio´n entre la variable respuesta y las explica-
tivas. En primer lugar, hemos de tener en cuenta que si admitimos que nuestro datos
constituyen una muestra aleatoria simple de cierta distribucio´n (q + 1)-dimensional,
la independencia de los mismos se deduce automa´ticamente. Pero adema´s, y a dife-
rencia del modelo de Regresio´n, se obtiene tambie´n la hipo´tesis de homocedasticidad.
Respecto al supuesto de normalidad, veamos que´ sucede, desde un punto de vista
asinto´tico, con los estimadores de β y σ2, as´ı como del test F, cuando e´ste no se
veriﬁca.
Consideraremos pues el modelo dado por un una secuencia inﬁnita de variables
aleatorias reales independientes, que se denota por Y , y otra muestra aleatoria de
taman˜o inﬁnito, Z, de una distribucio´n Q dominada por la medida de Lebesgue en
Rq, las componentes de la cual poseen momentos de orden 2 ﬁnitos. Si Y n denota el
vector aleatorio compuesto por los n primeros te´rminos de Y y Zn denota la matriz
aleatoria de dimensio´n n × q cuyas ﬁlas son las trasposiciones de los n primeros
vectores de Z 6, se supone, por hipo´tesis, que existen β ∈ Rq+1 y σ2 > 0 tales
que Y n = (1n|Zn)β + En, siendo En un n-vector aleatorio cuyas componentes son
independientes, de media 0 y varianza σ2 7. La matriz (1n|Zn) se denotara´ por Xn.
6En ese caso, se deduce que el rango de la matriz (1n|Zn) es q + 1, con probabilidad 1.
7Por lo tanto, si impusie´ramos la normalidad de En y Q, tendr´ıamos un modelo de Correlacio´n
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Nuestro objetivo es obtener resultados similares a los conseguidos en la seccio´n 3.4.
Para ello consideraremos, en todo caso, a la distribucio´n de Y n condicionada al valor
Z, que coincide con la distribucio´n condicionada al valor de Zn. Ello nos situ´a,
precisamente, en las condiciones de la seccio´n 3.4.
En primer lugar, veamos que el estimador de β es insesgado y consistente. Para
ello consideramos la distribucio´n condicional del estimador de β dada Z, lo cual nos
conduce a las hipo´tesis del teorema 3.14. Dado que la esperanza del estimador de
β, condicionada al valor de Z, es constante e igual a β, tambie´n coincide con β la
esperanza de la distribucio´n marginal. Adema´s, la condicio´n (3.32) se satisface en
todo caso, y se veriﬁca que
Pβˆ − β > ε =

Pβˆ − β2 > ε|Z dPZ .
Dado que, en virtud del teorema 3.14, el integrando converge a 0, se sigue del Teo-
rema de la Convergencia Dominada que la integral tambie´n lo hace. Por lo tanto, el
estimador de β es consistente.
Respecto al estimador de σ2, se sigue de la proposicio´n 3.2 que es insesgado en el
modelo condicional y, por lo tanto, insesgado tambie´n en modelo total. Teniendo en
cuenta el teorema 3.15 y aplicando un razonamiento ana´logo al anterior, se deduce
que el estimador es consistente.
Por otra parte, sabemos que la condicio´n (3.35) equivale, al menos en este caso, a
la condicio´n (4.40), expresada en te´rminos de las distancias de Mahalanobis para los
valores explicativos. Puede demostrarse8 que, en nuestras condiciones, la condicio´n
(4.40) se veriﬁca con probabilidad 1. Por lo tanto, la tesis (i) del teorema 3.18 se
veriﬁca para la distribucio´n condicional dada Z. Por lo tanto, teniendo en cuenta la
propia deﬁnicio´n de convergencia en distribucio´n y aplicando nuevamente el Teorema
de la Convergencia Dominada, se obtiene la convergencia (i) en te´rminos globales. En
consecuencia, el elipsoide (3.36) constituye una regio´n de conﬁanza asinto´tica para el
para´metro β. Por u´ltimo, un razonamiento completamente ana´logo prueba la validez
asinto´tica del test (3.26) para contrastar, con un nivel de signiﬁcacio´n α, la hipo´tesis
inicial H0 : Aβ = 0.
En deﬁnitiva, si obviamos el supuesto de normalidad (suponiendo que la distri-
bucio´n de las variables explicativas este´ dominada por la medida de Lebesgue en Rq
y es de cuadrado integrable) estamos en las mismas condiciones que en el modelo de
Regresio´n: el comportamiento asinto´tico de los me´todos de inferencia considerados es
satisfactorio. Pero no debemos engan˜arnos, pues el problema ma´s serio se encuentra
8Arnold, Asymptotic Validity of F Test for the Ordinary Linear Model and Multiple Correlation
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en el supuesto de linealidad, estrechamente vinculado al de (q + 1)-normalidad. Al
igual que en el cap´ıtulo anterior, habr´ıa que considerar la posibilidad de trasformar
de manera adecuada las variables para conseguir una relacio´n lineal. No obstante,
ser´ıa interesante disponer de un algoritmo que permitiera saber que´ transformaciones
considerar y co´mo evaluar la efectividad de las mismas. En el caso del modelo de
Correlacio´n y a la vista de (5.1), parece razonable buscar transformaciones que con-
ﬁeran a nuestro vector aleatorio (q+1)-dimensional una distribucio´n (q+1)-normal,
en cuyo caso, el modelo se satisfar´ıa plenamente. Lo´gicamente, el problema es dif´ıcil,
pero podemos considerar una extensio´n multivariante del algoritmo de Box-Cox, es-
tudiado en el cap´ıtulo anterior, con el objetivo de aproximarnos a esta situacio´n No
obstante, hemos de tener presente la posibilidad de resolver el problema mediante
la estimacio´n de las densidades marginales del vector de variables explicativas y de
la conjunta, lo cual permite estimar la densidad de la distribucio´n condicional, tal y
como se indico´ en el anterior cap´ıtulo.
5.4. Inferencias sobre los coeﬁcientes de correla-
cio´n
Aunque el estudio de los distintos coeﬁcientes de correlacio´n (mu´ltiple, simple y
parciales) es posible desde el punto de vista del modelo de Regresio´n, alcanza pleno
sentido cuando las variables explicativas no esta´n controladas sino que son aleatorias.
En especial, cuando asumimos las hipo´tesis del modelo de Correlacio´n, podemos
expresar la distribucio´n, tanto exacta como asinto´tica, de dichos coeﬁcientes, lo cual
es de gran utilidad de cara a la realizacio´n de inferencias sobre los mismos.
Consideraremos, en primer lugar, los coeﬁcientes de correlacio´n mu´ltiple, tanto
muestral como probabil´ıstico. Realmente, no son e´stos sino sus cuadrados, los de-
nominados coeﬁcientes de determinacio´n, los coeﬁcientes que ma´s nos interesan, por
razones que aclararemos. Del corolario 5.6 se sigue que R2Y·Z es el EMV de ρ2y·z. Por
lo tanto, se trata de un estimador consistente y asinto´ticamente eﬁciente (lo mismo
sucede con los coeﬁcientes de correlacio´n simple y parcial). Por otra parte, se sigue
de (4.30) y (5.12) que el estad´ıstico invariante maximal para contrastar la hipo´tesis
inicial H0 : β = 0 es proporcional a R2Y·Z/(1−R2Y·Z), tanto en el modelo de Regresio´n
como en el de Correlacio´n. Hemos de tener en cuenta que la funcio´n φ(x) = x(1−x)−1
constituye una biyeccio´n de [0, 1] en [0,+∞]. Por lo tanto, el estad´ıstico F depende
de los datos u´nicamente a trave´s de R2Y·Z. Adema´s, un valor de R2Y·Z pro´ximo a 0 se
traducira´ en un resultado no signiﬁcativo. En verdad, esto era de esperar, pues la
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Dado que se supone normalidad, dicha hipo´tesis equivale, a su vez, a la indepen-
dencia entre la variable respuesta y el vector de variables explicativas. Adema´s, la
distribucio´n de F depende u´nicamente del invariante maximal θ, deﬁnido en (5.11),
que equivale, precisamente, a ρ2y·z/(1−ρ2y·z). Equivalentemente, podemos aﬁrmar que
la distribucio´n de R2Y·Z depende u´nicamente de ρ2y·z. En el caso ρ2y·z = 0, se veriﬁca
que F sigue una distribucio´n Fq,n−(q+1). Luego, dado que R2Y·Z = q(n−q)−1F/(1+F ),
podemos obtener, aplicando el teorema del cambio de variables a una funcio´n del
tipo (2.7), la densidad de la distribucio´n de R2Y·Z bajo la hipo´tesis de independencia.






Esta aﬁrmacio´n es va´lida para el modelo asinto´tico considerado en la seccio´n anterior
(sin suponer normalidad). En el caso general, basta aplicar el teorema del cambio de
variables a la densidad (5.13) para obtener una funcio´n que dependera´ del para´metro
u´nicamente a partir de ρ2y·z. Una expresio´n expl´ıcita de esta densidad puede encon-
trarse en Anderson (1958), cap´ıtulo 4. En Bilodeau (1999) se obtiene, adema´s, la
distribucio´n asinto´tica de R2 bajo el supuesto de normalidad y en el caso ρ2 = 0.
Concretamente, se veriﬁca
√
n(R2Y·Z − ρ2y·z) d−→ N
0, 4ρ2y·z(1− ρ2y·z)2

Esta expresio´n no resulta muy u´til puesto que el para´metro desconocido ρ2y·z aparece
en la distribucio´n l´ımite. No obstante, aplicando el teorema 9.27 con la funcio´n δ(x) =√x, se veriﬁca √n(RY·Z − ρy·z) d−→ N
0, (1− ρ2y·z)2
 (5.15)
Luego, aplicando nuevamente el teorema 9.27, pero con δ(x) = 2−1 ln[(1+x)(1−x)−1]








d−→ N(0, 1), (5.16)
lo cual permite, por ejemplo, construir tests de hipo´tesis o intervalos de conﬁanza
aproximados para ρy·z. Cuando q = 1, es decir, cuando existe una u´nica variable
explicativa, estaremos hablando del coeﬁciente de correlacio´n lineal simple. Ni que
decir tiene que todo lo dicho anteriormente para el coeﬁciente de correlacio´n mu´ltiple
es va´lido para el simple. En particular, se veriﬁcan (5.16) y, en el caso nulo, (5.14).
Para acabar, veamos que´ podemos decir de los coeﬁcientes de correlacio´n parcial.
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de las mismas. En ese caso, sabemos por (4.35) que, ﬁjo z, r2Y,zj•zR constituye un
invariante maximal para contrastar la hipo´tesis inicial H0 : βj = 0 en el modelo de
Regresio´n, lo cual no es de extran˜ar, teniendo en cuenta que H0 equivale a ρ2y,zj•zR =
0. Es ma´s, en el modelo de Correlacio´n, la hipo´tesis H0 equivaldr´ıa a la independencia
condicional entre Y y Zj dadas ZR, es decir, a la nulidad del coeﬁciente ρ2y,zj•zR . Puede
probarse, a partir de (3.24), que la distribucio´n de




condicionada a Z sigue un modelo F1,n−(q+1)(θ), donde




Por lo tanto, integrando la funcio´n f1,n−(q+1),nσ2βjs2zj•zRβj respecto a la potencia n-
e´sima de la distribucio´n Nq(0,ΣZZ) y, aplicando el teorema del cambo de variables,
obtenemos la densidad del coeﬁciente de correlacio´n parcial al cuadrado. Puede de-
mostrarse tambie´n9 que la distribucio´n del mismo depende del para´metro u´nicamente
a trave´s de ρ2y,zj•zR . La forma expl´ıcita de esta densidad podemos encontrarla en An-
derson (1958). Adema´s, dado que, si condicionamos en ZR, obtenemos un modelo de
correlacio´n simple y, en consecuencia, convergencias del tipo (5.14) y (5.16) a distri-
buciones que no dependen del propio ZR, dichas convergencias se veriﬁcan tambie´n









ln 1 + rY,Zj ,•ZR1− rY,Zj ,•ZR




1. Probar que si consideramos el modelo que se obtiene eliminando en (5.8) la
hipo´tesis de normalidad, pero suponiendo que Z1, . . . , Zn constituye una mues-
tra aleatoria simple de una distribucio´n dominada por la medida de Lebesgue
en Rq, se veriﬁca tambie´n que rg(X) = q + 1, con probabilidad 1
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2. Probar que βˆ es insesgado en el modelo de Correlacio´n, que el elipsoide (3.12)
sigue siendo una regio´n de conﬁanza a nivel 1− α.
3. Probar que los intervalos de conﬁanza (4.10), (4.24) y (4.25) siguen siendo
validos.
4. Probar (5.12).












Ana´lisis de la Varianza
En este cap´ıtulo se proponen me´todos para resolver problemas como el tercero y
cuarto del cap´ıtulo 1. Si en el cap´ıtulo 4 estudiamos la posible inﬂuencia de q varia-
bles cuantitativas en la media de una variable respuesta y, en este consideraremos la
inﬂuencia que puedan tener en la misma una o varias variables cualitativas, denomi-
nadas factores. Es decir, analizaremos en que´ medida una divisio´n en subgrupos de
la poblacio´n afecta a la distribucio´n de la variable y o, al menos, a su esperanza. A lo
largo del cap´ıtulo estudiaremos diversos modelos o disen˜os con uno y dos factores. Es
muy comu´n, por cierto, denominar este tema mediante el ep´ıgrafe Disen˜o de Experi-
mentos. No obstante, el t´ıtulo escogido se debe a que la resolucio´n de los contrastes
de hipo´tesis se realizara´ en todo caso mediante el test F , tambie´n denominado Anova,
abreviatura de Ana´lisis de la Varianza.
El estudio del primer disen˜o, denominado Completamente Aleatorizado, tiene,
indiscutiblemente, perfecto sentido desde el marco teo´rico establecido en el cap´ıtulo
3. Respecto a los dema´s disen˜os considerados en este cap´ıtulo, se hace necesaria la
imposicio´n de restricciones naturales sobre los taman˜os de muestra considerados u
otras, en principio arbitrarias, sobre los para´metros del modelo. Esta circunstancia
puede llevarnos a enfocar el estudio desde un punto de vista teo´rico ma´s general, es
decir, partiendo de un Modelo Lineal de Rango no Completo, en el cual se hace uso
del concepto de inversa generalizada de una matriz. Este problema se abordara´ en el
cap´ıtulo 7.
Cualquiera de los disen˜os a estudiar puede formalizarse mediante un modelo de
regresio´n lineal mu´ltiple, por lo que todo lo estudiado en el cap´ıtulo 4 referente a
la diagnosis y validacio´n del modelo (tests de bondad de ajuste, ana´lisis de los resi-
duos, transformaciones de variables para mejorar el ajuste), as´ı como los resultados
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vertir que cualquier cambio en la variable respuesta debe afectar por igual a todos los
niveles del factor o factores considerados. Adema´s, la media de la variable transfor-
mada no sera´ igual, en general, a la transformacio´n de la media. Estos inconvenientes
puede hacernos desistir en la bu´squeda de transformaciones que permitan un ade-
cuado ajuste del modelo, por lo que en ocasiones nos veremos obligados a apoyarnos
en resultados de tipo asinto´tico, a buscar me´todos alternativos o, sencillamente, a
conﬁar en la robustez del me´todo estad´ıstico.
La u´ltima seccio´n del cap´ıtulo esta´ dedicada al estudio de ciertos disen˜os en los
cuales uno o varios de los factores del modelo toman valores aleatorios en cierto
espacio, en contraposicio´n con los disen˜os estudiados en el resto del cap´ıtulo, donde
los niveles de los factores se ﬁjan de antemano. Hemos de anticipar aqu´ı que, si bien
las propuestas de solucio´n a los principales problemas de Inferencia en un disen˜o con
efectos aleatorios presenta bastantes similitudes con las correspondientes a disen˜os
de efectos ﬁjos, las primeras carecen de justiﬁcaciones teo´ricas de la solidez de las
segundas.
Empezaremos pues estudiando el disen˜o ma´s sencillo y natural, el Disen˜o Com-
pletamente Aleatorizado, que generaliza el disen˜o a partir del cual se obtiene el test
de Student para el contraste de dos medias. Aprovecharemos este modelo para desa-
rrollar las Comparaciones Mu´ltiples y el Ana´lisis de la Covarianza, aunque ambos
temas tienen perfecto sentido en cualquiera de los dema´s modelos considerados en el
cap´ıtulo.
6.1. Disen˜o Completamente Aleatorizado
Este disen˜o se utiliza para determinar la inﬂuencia de una factor cualitativo con a
niveles en una variable respuesta y. Dado un entero positivo a, se considera, para ca-
da i = 1, . . . , a, una muestra aleatoria simple Yi1, . . . , Yini de una distribucio´n normal
de media µi, siendo independientes las muestras e ide´nticas las varianzas correspon-
dientes a las mismas. Hablando en te´rminos pra´cticos, se supone que la poblacio´n
estudiada es susceptible de dividirse en a partes en funcio´n del valor de la variable
cualitativa o factor y que esta diferenciacio´n puede traducirse u´nicamente en una di-
versiﬁcacio´n de la media de la distribucio´n. Cada muestra representa pues un valor o
nivel del factor considerado. En lo que sigue, Y denotara´ el vector aleatorio compues-
to por las a muestras ordenadas, n sera´ la suma de los distintos taman˜os de muestra;
para cada entero positivo k, 0k y 1k denotara´n, respectivamente, los vectores de Rk
cuyas componentes son todas 0 y 1; para cada cada i = 1, . . . , a, vi sera´ el vector de
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siguiente modelo lineal normal:
Y ∼ Nn(µ, σ2Id), µ ∈ V = v1, . . . , va, σ2 > 0.
Que el factor no inﬂuya en la respuesta quiere decir que todos los niveles del mismo
poseen una misma distribucio´n, es decir, una misma media. Por lo tanto, el principal
contraste a resolver es
H0 : µ1 = . . . = µa,
contra su alternativa, es decir, que al menos un par de medias diﬁeran entre s´ı.
Es decir, la hipo´tesis inicial a considerar es µ ∈ 1n. No´tese que, al veriﬁcarse los
supuesto de normalidad y homocedasticidad, la igualdad de medias equivale a la
igualdad de distribuciones. Es lo ma´s comu´n que alguno de estos supuestos no se
veriﬁque o bien que se satisfaga so´lo aproximadamente, en cuyo caso, la hipo´tesis
inicial debe interpretarse como que el factor no inﬂuye por te´rmino medio en la
respuesta.
Los problemas de estimacio´n y contraste de hipo´tesis referente a este modelo ya
ha sido en esencia resuelto en el cap´ıtulo 3. Para aplicar los resultados all´ı obtenidos
es fundamental calcular, teniendo en cuenta (9.8), las matrices de las proyecciones
ortogonales sobre V y 1n. As´ı, si para cada par de enteros positivos k1 y k2, 1k1×k2




n−11 · 1n1×n1 . . . 0 · 1n1×na... . . . ...
0 · 1na×n1 . . . n−1a · 1na×na

 , P1n = n−1 · 1n×n. (6.1)
Podemos descomponer Y en los tres siguientes sumando ortogonales:
Y = P1nY + PV |1nY + PV ⊥Y (6.2)
































































Yij, i = 1, . . . , r.
Por lo tanto, se sigue del corolario 3.6 que los estimadores insesgados de mı´nima

















Del teorema 3.7 se sigue que el EMV de µ es el mismo, mientras que el de σ2 se obtiene
dividiendo por n en lugar de n− a. Adema´s, podemos hacer uso de la proposicio´n 3.8
para construir regiones de conﬁanza para µ y σ2.
Por otra parte, en lo que respecta al contraste principal, se sigue de (6.3) que
PV |1nY 2 =
r
i=1 ni(yi·−y··)2. Por lo tanto y segu´n (3.23), el test F para contrastar
la hipo´tesis inicial de igualdad de medias tendra´ por estad´ıstico de contraste
F = (a− 1)
−1a











Para calcular el para´metro de no centralidad basta tener en cuenta que P1nµ es










En deﬁnitiva, el test F a nivel α para contrastarH0 consiste en comparar el estad´ıstico
F con F αa−1,n−a. Este test es, por lo tanto, insesgado, UMP-invariante y de razo´n de
verosimilitudes. Un valor de F mayor que F αa−1,n−a se interpretara´ como una inﬂuencia
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Ana´lisis de la varianza y regresio´n
Este modelo puede parametrizarse tambie´n mediante coordenadas de la media
respecto a una matriz X ∈ Mn×a, tal que sus columnas constituyan una base de V .
dado que la principal hipo´tesis nula a contrastar es
H0 : E[Y ] ∈ 1n,
parece apropiado que el te´rmino independiente 1n este´ incluido en la matriz X, lo cual
signiﬁca entender el ana´lisis de la varianza como un problema de regresio´n lineal. Es
decir, se trata de encontrar una matriz Z ∈ Mn×(a−1) tal que X = (1n|Z) sea una
base de V . En tal caso, la hipo´tesis inicial H0 anterior equivale, en los te´rminos del
cap´ıtulo 4, a
H0 : β = 0
Se tratar´ıa pues de un contraste total, segu´n se ha denominado en la seccio´n 4.2.
El problema que se nos presenta es co´mo elegir Z para completar una base de V =
v1, . . . , va. Por ejemplo, la matriz
X = (1n|v1 . . . va−1) (6.4)
veriﬁca las condiciones requeridas. En ese caso, de la ecuacio´n µ = Xβ se sigue que
β0 = µa
β1 = µ1 − µa...
βa−1 = µa−1 − µa
(6.5)
No obstante, ser´ıa conveniente que la matriz Z escogida para parametrizar el modelo
correspondiese a una descomposicio´n natural del subespacio V . Podemos entender
como natural una descomposicio´n ortogonal del espacio. Esta caliﬁcacio´n no se debe
u´nicamente a criterios este´ticos pues la descomposicio´n en subespacios ortogonales
facilita enormemente el trabajo de cara a la aplicacio´n del test F , como veremos en
los disen˜os multifactoriales. En nuestro caso estamos hablando, concretamente, de la
descomposicio´n
V = 1n ⊕ V |1n.
Es decir, que buscamos Z ∈Mn×(a−1) cuyas columnas {e1, . . . , ea−1} constituyan una
base de V |1n. Para ello basta tener en cuenta que un vector e pertenece a V |1n
cuando puede expresarse mediante e = ai=1 αivi, con la restriccio´n
a
i=1 niαi = 0.
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En consecuencia, la familia ei = vi − n−1a ni · va, i = 1, . . . , a− 1, constituye una base
de V |1n. Esto nos lleva a parametrizar el modelo de manera natural mediante la
matriz
(1n|e1 . . . ea) (6.6)
En ese caso, dado que P1nµ = β0·1n, se sigue que β0 = µ.., siendo µ.. = n−1
a
i=1 niµi.
Si el disen˜o equilibrado, es decir, si n1 = . . . = na, se tiene que µ.. = a−1
a
i=1 µi.
Este u´ltimo para´metro se denota por µ y es la media aritme´tica de las medias. En
deﬁnitiva, si resolvemos la ecuacio´n µ = Xβ para la matriz (6.6) obtenemos todos los
coeﬁcientes de regresio´n:
β0 = µ..
β1 = µ1 − µ.....
βa−1 = µa−1 − µ..
(6.7)
Con mucha frecuencia, el disen˜o completamente aleatorizado (y en la misma l´ınea
todos los dema´s modelos del ana´lisis de la varianza) se expresa de la forma
Yij = θ + αi + εij, εij ∼ N(0, σ2) independientes, (6.8)
en funcio´n de ciertos parara´metros θ, α1, . . . , αa, σ2. Expresar de esta forma un mo-
delo del ana´lisis de la varianza puede reportar algunos beneﬁcios, especialmente en
disen˜os con varios factores, como veremos ma´s adelante. Es ma´s, modelos ma´s com-
plicados como el de efectos aleatorios y los modelos mixtos se deﬁnen partiendo de
una notacio´n similar a e´sta. En deﬁnitiva, es la notacio´n que se utiliza comu´nmente
en el ana´lisis de la varianza. Veamos que´ relacio´n existe entre e´sta y la que hemos
usado hasta el momento.
Las parametrizaciones estudiadas anteriormente se corresponden con θ = β0 y
αi = βi, para i = 1, . . . , a − 1. En particular, (6.5) se corresponde con θ = µa y
αi = µi − µa, i = 1, . . . , a. Por lo tanto, considerar como base de V la matriz (6.4)
equivale a expresar el modelo segu´n (6.8) con la restriccio´n αa = 0. Sin embargo, la
parametrizacio´n (6.7) se corresponde con θ = µ.. y αi = µi − µ··. Luego, considerar
como base (6.6) equivale a imponer en (6.8) la restriccio´nai=1 niαi = 0. Si el disen˜o
es equilibrado, quedar´ıa como ai=1 αi = 0.
En general, el sistema de ecuaciones lineales µi = θ + αi, i = 1, . . . , a presenta
una recta de soluciones en Ra+1, por lo que el para´metro no queda determinado. Por
lo tanto, para conseguir una solucio´n u´nica se hace necesario imponer una ecuacio´n
adicional al sistema, que puede ser una restriccio´n lineal sobre los αis. Eso es lo
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formas, el problema se resuelve de forma ma´s general, al menos en principio, en el
cap´ıtulo 7 dedicado al modelo lineal de rango no completo.
Para ilustrar lo expuesto anteriormente, podemos considerar un disen˜o completa-
mente aleatorizado con tres niveles y cuatro datos por nivel. En ese caso, podemos
parametrizar de diversas formas, por ejemplo segu´n (6.5) o (6.7), que se corresponden
con las restricciones α3 = 0 y
3
i=1 αi = 0, respectivamente. En todo caso, estaremos



































En ocasiones, podemos encontrarnos con un modelo no equilibrado parametrizado
en funcio´n de una matriz del tipo X2 (manejando u´nicamente los valores 1,0 y -1).
En ese caso, el te´rmino independiente es µ, que direﬁra´ de µ.. al no ser iguales los
taman˜os de muestra para los distintos niveles del factor. No se trata pues de una
descomposicio´n ortogonal de V .
Si expresamos el modelo segu´n (6.8), el te´rmino αi se interpreta como el efecto
del nivel i-e´simo del factor sobre la media de la variable respuesta. De hecho, la









La hipo´tesis H0 equivale a α1 = . . . = αa = 0. De ser cierta, el estad´ıstico F debe
seguir una distribucio´n Fa−1,n−a, como ya sab´ıamos.
Las columnas de X, excluyendo el te´rmino independiente, se denominan con fre-
cuencia variables ﬁcticias (en rigor, habr´ıa que hablar de vectores ﬁcticios). Las pun-
tuaciones obtenidas en las mismas determinan a que´ nivel del factor corresponde una
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por (4.30) que el contraste de igualdad de medias puede dirimirse en funcio´n del
coeﬁciente de correlacio´n mu´ltiple de la variable respuesta respecto a las variables
ﬁcticias. Adema´s, se sigue de (4.18) que dicho coeﬁciente no depende de las variables
ﬁcticias escogidas y, por lo tanto, no depende de la parametrizacio´n concreta que se
haya adoptado, cosa que era de esperar.
Normalidad y homocedasticidad
Por otra parte, cuando el supuesto de normalidad no se veriﬁca, podemos justiﬁcar
los me´todos de inferencia anteriores mediante los resultados asinto´ticos estudiados en
el cap´ıtulo 2, lo cual requiere el cumplimiento de la condicio´n de Huber (3.37) por
parte de la sucesio´n (Vn)n∈N. En nuestro caso teniendo en cuenta (6.1), se sigue que
la condicio´n de Huber equivale a que ni converja a inﬁnito para todo i = 1, . . . , a. En
te´rminos pra´cticos, dir´ıamos el test F sigue siendo va´lido (al menos su nivel de signi-
ﬁcacio´n es aproximadamente correcto) aunque no se veriﬁque el supuesto de norma-
lidad, siempre y cuando las a muestras sean suﬁcientemente grandes. Esta condicio´n
resulta, desde luego, bastante natural, lo cual es importante teniendo en cuenta que,
en estas condiciones, el transformar la variable respuesta tiene una menor expectati-
va de e´xito que en el ana´lisis de regresio´n, puesto que la misma transformacio´n debe
servir para todos los niveles del factor.
Respecto a la violacio´n del supuesto de homocedasticidad, podemos emplear, te-
niendo en cuenta que nuestro estudio puede entenderse como una ana´lisis de regresio´n,
la te´cnica de Mı´nimo Cuadrados Ponderados, estudiada en el cap´ıtulo anterior, siem-
pre y cuando se conozca, aproximadamente, la relacio´n entre las distintas varianzas
del modelo. Tambie´n podemos aplicar una transformacio´n del tipo Box-Cox de las
variables respuesta con el objeto de conseguir la normalidad y homocedasticidad de
los datos transformados. No obstante, hemos de tener presente la existencia de pro-
cedimientos alternativos, como el test de Brown-Forsythe o el test no parame´trico de
Kruskall-Walllis.
Comparaciones mu´ltiples
Una vez realizado el contraste principal y si el resultado es signiﬁcativo, conviene
conocer entre que´ niveles del factor existen diferencias en el valor medio de la variable
respuesta. Se trata pues de contrastar hipo´tesis iniciales del tipo
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Estos contrastes reciben el nombre de Comparaciones Mu´ltiples. Dado que la hipo´tesis
inicial anterior equivale a µ ∈ vi, vj, puede contrastarse mediante el test F, siendo
su estad´ıstico de contraste
F = ni(yi· − yi|j·)
2 + nj(yj· − yi|j·)2
σˆ2,I ,
donde yi|j· denota la media aritme´tica de las muestras i-e´sima y j-e´sima combinadas.
F se confronta con el cuantil Fα1,n−a. No obstante, puede probarse que el estad´ıstico
de contraste se expresa tambie´n mediante el cuadrado del estad´ıstico
t = yi· − yj·
1
ni + 1nj σˆI
(6.9)
Por lo tanto, el test equivale a comparar |t| con tαn−a. Este es el denominado me´todo
LSD de Fisher. No obstante, ser´ıa deseable que este procedimiento fuera consistente
con el contraste principal en el sentido de que e´ste aportara un resultado signiﬁcativo
si, y so´lo si, alguna de las comparaciones mu´ltiples lo fuera. Siendo menos ambicio-
sos, cabr´ıa entender, al menos, el conjunto de las a(a − 1) comparaciones mu´ltiples
desde un punto de vista global, de manera que, si las medias fueran todas iguales, la
probabilidad de decidir H ij1 para algu´n par i = j sea α. Tal y como esta´ planteado el
test anterior, la probabilidad puede ser bastante mayor. Los tres me´todos siguientes
pretenden solucionar parcialmente el problema:
Me´todo de Scheﬀe´: se basa en la familia de intervalos de conﬁanza simulta´neos
de Scheﬀe´, estudiada en el cap´ıtulo 2. Efectivamente, dado α ∈ (0, 1), para cada




De esta forma, el test F a nivel α para el contraste principal decide H1 si, y so´lo
si, el valor 0 queda fuera del intervalo correspondiente a algu´n vector d ∈ V |1n.
Teniendo en cuenta que la hipo´tesis H ij0 se corresponde con dµ = 0, siendo
d = n−1i vi − n−1j vj, que pertenece a V |1n, podemos considerar la siguiente
familia de intervalos de conﬁanza para las diferencias de medias µi − µj, i = j








de manera que, si el valor 0 queda fuera de algu´n intervalo, el test F decide
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probabilidad de que alguna comparacio´n mu´ltiple resulte signiﬁcativa (es decir,
que el 0 quede fuera de algu´n intervalo) es menor o igual que 1 − α. Como
vemos, el me´todo de Scheﬀe´ nos aproxima a la solucio´n buscada, aunque, por
desgracia, peca de conservador.
Me´todo de Bonferroni: el conservadurismo del me´todo de Scheﬀe´ se explica
por el hecho de que la familia de intervalos se construye para que el test F
sea consistente, no so´lo con las comparaciones mu´ltiples, sino con todos los
contrastes de V |1n. El me´todo de Bonferroni, basado en la desigualdad del
mismo nombre, utiliza el estad´ıstico (6.9) y corrige el valor de α a la hora de
realizar las comparaciones, tomando tα/a(a−1)n−a en lugar de tαn−a. Por lo tanto
estamos considerando la familia de intervalos de conﬁanza







De esta forma, se sigue de (3.46) que, si todas las medias son iguales, la proba-
bilidad de que el 0 quede fuera de algu´n intervalo es menor o igual que 1− α.
El me´todo sigue siendo pues conservador, aunque en la pra´ctica se utiliza ma´s
que el de Scheﬀe´ cuando el nu´mero de niveles del factor, a, es bajo.
Me´todo de Tuckey: este me´todo permite recuperar el nivel de signiﬁcacio´n α
exacto, pero con la condicio´n de que el disen˜o sea equilibrado, es decir, que los
taman˜os de muestras n1, . . . , na sean ide´nticos. El procedimiento se basa en el
distribucio´n del rango estudentizado, deﬁnida como sigue: dados k y s enteros





calculada a partir de Z1, . . . , Zk, variables aleatorias normales e independientes
con media 0 y varianza σ2, y U, variable aleatoria independiente de las anteriores
con distribucio´n σ2χ2s central. Pude comprobarse fa´cilmente que, si en nuestro





|yi· − yj· − (µi − µj)|
σˆ ∼ qa,a(m−1). (6.10)
Ello nos induce a considerar la siguiente familia de intervalos de conﬁanza para
las diferencias µi − µj, donde i = j,
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De esta forma, si todas las medias son iguales, la probabilidad de que el valor
0 quede fuera de algu´n intervalo es exactamente α.
Existen otros me´todos para realizar las comparaciones mu´ltiples. Podemos en-
contrarlos, por ejemplo, en Arnold (1981), cap´ıtulo 12. Adema´s, estos procedi-
mientos pueden extenderse, como veremos, al estudio de modelos con ma´s de
un factor.
6.2. Ana´lisis de la Covarianza
El ana´lisis de la covarianza pude entenderse como una fusio´n entre los ana´lisis de
la varianza y de regresio´n mu´ltiple. En principio, puede considerarse cualquier modelo
del ana´lisis de la varianza y un nu´mero indeterminado de variables explicativas. Sin
embargo y con el objeto de facilitar la compresio´n, nos limitaremos a exponer aqu´ı el
ana´lisis de la covarianza mezclando, por as´ı decirlo, un disen˜o completamente alea-
torizado con una regresio´n simple. La extrapolacio´n al caso general puede realizarse
sin diﬁcultad.
En un estudio de regresio´n lineal (simple) puede existir un factor cualitativo,
de manera que la relacio´n entre las variables estudiadas puede variar, al menos en
principio, en funcio´n del nivel del factor. Es decir, que existen diversos grupos y puede
considerarse para cada grupo una regresio´n por separado. El objetivo del investigador
puede ser el comparar las rectas de regresio´n de los distintos grupos. Tal puede ser
el caso, por ejemplo, de los datos de Irisdata, donde se mide la anchura y la longitud
de los pe´talos y se´palos para muestras de taman˜o 50 de tres especies de ﬂores: Setosa
(negro), Vesicolor (rojo) y Virg´ınica (verde). Parece razonable pensar que existe una
correlacio´n lineal entre la anchura (eje X) y la longitud (eje Y) de los se´palos, pero
puede ser que esa relacio´n dependa de la especie escogida. Eso es, efectivamente, lo
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Puede observarse que, al menos aparentemente, la relacio´n entre el incremento de
la anchura y de la longitud es similar en las especies virginica y vesicolor, aunque a la
longitud de vesicolor habr´ıa que an˜adirle una cantidad adicional constante. Respecto
al grupo setosa la cuestio´n parece ma´s complicada: es posible que incluso la relacio´n
entre los incrementos sea diferente. Todas estas hipo´tesis pueden ser contrastadas,
como veremos ma´s adelante.
El estudio se puede contemplar tambie´n desde el punto de vista del ana´lisis de
la varianza. Por ejemplo, supongamos que nos somos capaces de detectar diferencias
signiﬁcativas entre las medias de una variable respuesta Y medida en dos grupos o
niveles de un factor. Sin embargo, existe otra variable Z, denominada covariable y
correlacionada linealmente con la anterior para los dos grupos, de tal manera que las
pendientes de las respectivas rectas de regresio´n pueden considerarse iguales. Es el
caso del ejemplo siguiente:
Si los te´rminos independientes de las rectas son diferentes, como parece apreciarse
en la ﬁgura, signiﬁcara´ que, dado un valor ﬁjo de Z, la variable respuesta toma, por
te´rmino medio, distintos valores para los dos grupos. En concreto, el grupo de los
puntos rojos tiende a tomar valores de Y ma´s altos para un mismo valor Z de la
covariable. Es decir, que aunque el factor no afecta a la esperanza de la variable Y ,
si afecta a la esperanza de Y condicionada al valor de Z.
An˜adir a estos ejemplos ma´s factores o ma´s covariables no supone un cambio
esencial en el ana´lisis de los mismos. En todo caso y sea cual sea la intencio´n del
investigador, este tipo estudios se enmarca en un mismo modelo teo´rico: el Modelo
Lineal. En un caso como el de la ﬁgura 30 con a grupos y una covariable, tendr´ıamos
un modelo del tipo
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El modelo, si se an˜aden los supuestos de independencia, normalidad y homocedasti-
cidad, puede expresarse mediante
Y = Xβ + E , E ∼ Nn(0, σ2), β ∈ Ra+1, σ2 > 0, (6.11)
considerando distintas opciones para la matriz X. Por ejemplo, por aﬁnidad a la
parametrizacio´n (6.4)-(6.5), podemos tomar X = (1n|v1, . . . , va−1, z). En ese caso, se
veriﬁca
β0 = ηa
β1 = η1 − ηa...
βa−1 = ηa−1 − ηa
βa = γ
(6.12)
Por lo tanto, la hipo´tesis β1 = . . . = βa−1 = 0 equivale a que los te´rminos indepen-
dientes de las a rectas sean ide´nticos. La hipo´tesis βa = 0 equivale a que la covariable
no explique en modo alguna la variablidad de Y , en cuyo caso el disen˜o utilizado
no es el adecuado. Estas hipo´tesis pueden ser contrastadas fa´cilmente segu´n hemos
visto en el cap´ıtulo 4. Por aﬁnidad a la parametrizacio´n (6.6)-(6.7), podemos tomar
X = (1n|e1, . . . , ea−1, z). En ese caso, se tiene que
β0 = η..
β1 = η1 − η.....
βa−1 = ηa−1 − η..
βa = γ
, (6.13)
siendo η.. = n−1
a
i=1 niηi. En ese caso, las hipo´tesis β1 = . . . = βa−1 = 0 y βa = 0
coinciden con las de la parametrizacio´n anterior.
El disen˜o considerado en la ﬁgura 29 es algo ma´s complejo, puesto que la pendiente
de la recta puede variar en funcio´n del nivel del factor:
Yij = ηi + γizij + εij, i = 1, . . . , a, j = 1, . . . , ni.
Para formalizarlo consideramos la matriz X˜ que se obtiene al an˜adir a la matriz
X anterior las columnas {v1 ∗ z, . . . , va−1 ∗ z}, para la parametrizacio´n (6.12), o las
columnas {e1∗z, . . . , ea−1∗z} para (6.13). El signo * denota el producto de los vectores
componente a componente. Las nuevas columnas an˜adidas se denomina interacciones.
De esta forma, tendremos el modelo
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Los para´metros β0, . . . , βa−1 se interpretan como antes en ambas parametrizaciones.
No obstante, en (6.12) se tiene que βa = γa, y βa+i = γi − γa, para i = 1, . . . , a− 1.
En (6.13) se veriﬁca que βa = γ.., y βa+i = γi − γ.., para i = 1, . . . , a − 1, siendo
γ.. = n−1
a
i=1 niγi. En todo caso, la hipo´tesis βa+1 = . . . = β2a−1 = 0 signiﬁca
la igualdad de las pendientes, lo cual se traducir´ıa en un modelo del tipo (6.11).
De hecho, esta hipo´tesis puede contrastarse antes de considerar dicho modelo. Si el
resultado es no signiﬁcativo, es costumbre habitual contrastar la hipo´tesis inicial de
igualdad de te´rminos independiente en el modelo reducido (6.11).
Como podemos ver, las principales hipo´tesis a contrastar no dependen del tipo de
parametrizacio´n escogida, lo cual ocurre porque dichas hipo´tesis veriﬁcan la condicio´n
(9.44), es decir, que son contrastables.
En deﬁnitiva, el disen˜o completamente aleatorizado se resuelve introduciendo va-
riables ﬁcticias, que indican a que´ nivel del factor pertenece la unidad experimental;
en el problema de regresio´n lineal se introducen variables explicativas (covariables);
en general, ambos tipos de variables, las ﬁcticias y las covariables, pueden combinarse
dando lugar a un ana´lisis de la covarianza. Pueden considerarse, incluso, productos
entre ambas, lo cual posibilita la existencia de interaccio´n entre el factor y las covaria-
bles. Como ya hemos comentado, esto puede llevarse a cabo de igual modo en modelos
multifactoriales, donde pueden considerarse, a su vez, productos o interacciones entre
los factores e, incluso, interacciones entre las interacciones.
6.3. El test de Student como caso particular
En esta seccio´n abordaremos el estudio de dos situaciones particulares, las ma´s
sencillas, del disen˜o completamente aleatorizado, concretamente, los casos a = 1 y
a = 2, que se corresponden con el ana´lisis de las medias de una y dos muestras de
distribuciones normales. Ambos estudios se resuelven, como bien sabemos, mediante
el denominado test de Student. Veremos co´mo al aplicar las te´cnicas propias del
modelo lineal obtenemos dicho test como caso particular del test F.
En primer lugar, analizaremos el caso a = 1, es decir, consideramos Y1, . . . , Yn
una muestra aleatoria simple de una distribucio´n N(ν, σ2), con media y varianza
desconocidas. En ese caso, si se denota Y = (Y1, . . . , Yn) y µ = (ν, . . . , ν), el modelo
es el siguiente
Y ∼ Nn(µ, σ2Id), µ ∈ 1n, σ2 > 0.
Se sigue del teorema 3.7 que los EMV de µ y σ2 son, respectivamente, (y, . . . , y) y
s2y. Del corolario 3.6 se sigue que (y, . . . , y) y (n − 1)−1ns2y so los EIMV de µ y σ2,
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son independientes, lo cual constituye, precisamente, la tesis del conocido teorema de
Fisher.
Para resolver el contraste de la hipo´tesis inicial H0 : ν = 0, podemos hacer uso de








que debe compararse con Fα1,n−1, lo cual equivale a comparar con tαn−1 el estad´ıstico
de contraste
t = ysy/√n .
En la pra´ctica, suelen considerarse contrastes de hipo´tesis iniciales del tipo H0 : ν =
ν0, para algu´n valor ν0 conocido. Este problema se resuelve considerando el modelo
trasladado asociado a Y ∗i = Yi − ν0, i = 1, . . . , n. En ese caso, el test F a nivel α
consiste en comparar con tαn−1 el estad´ıstico de contraste
t = y − ν0sy/√n (6.15)
E´ste es el denominado test de Student para una muestra. Realmente, no era estric-
tamente necesario recurrir al Modelo Lineal para llegar a este test, pero el hecho
de obtenerlo mediante estas te´cnicas otorga mayor consistencia a nuestra teor´ıa. Lo
mismo puede decirse del intervalo de conﬁanza para la media ν que se deriva de la
regio´n (3.12).
Respecto al supuesto de normalidad, la condicio´n de Huber, que garantiza, en
virtud del corolario 3.21, la validez asinto´tica del test de Student, es completamente
vacua pues equivale a que n converja a inﬁnito. Por lo tanto, para muestras suﬁcien-
temente grandes podemos prescindir del supuesto de normalidad en el contraste de la
media. A esta conclusio´n se podr´ıa haber llegado sin necesidad de aplicar el corolario
3.21. Hubiera bastado considerar resultados ma´s ba´sicos, como son la versio´n (9.67)
del Terema Central del L´ımite, junto con el me´todo de los momentos (teorema 9.24).
Efectivamente, se veriﬁca que, cuando n tiende a inﬁnito, se veriﬁca
y − ν
σ/√n
d−→ N(0, 1), sy P−→ σ.
Aplicando el teorema 9.21, se obtiene la convergencia del estad´ıstico t de (6.15) a la
distribucio´n N(0, 1) en el caso nulo1.
1Tener en cuenta tambie´n que la distribucio´n t-Student con n − 1 grados de libertad converge
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Estudiamos, a continuacio´n, el caso a = 2, es decir consideramos dos muestras
aleatoria simples independientes, Y11, . . . , Y1n1 y Y21, . . . , Y2n2 , correspondientes re-
pectivamente a sendas distribuciones normales con ide´ntica varianza y medias µ1 y
µ2 desconocidas. Si componemos las observaciones y las medias en sendos vectores Y
y µ de dimensio´n n = n1 + n2, obtenemos el modelo
Y ∼ Nn(µ, σ2Id), µ ∈ v1, v2, σ2 > 0.
Aplicando los resultados obtenidos en la primera seccio´n obtenemos los EIMV de µ
y σ2 siguientes
µ = y1 · v1 + y2 · v2, s2c =
(n1 − 1)s21,I + (n2 − 1)s22,I
n− 2 ,
donde, para cada j = 1, 2, yj y s2j,I denotan los EIMV que se obtienen para cada
muestra por separada segu´n el modelo estudiado anteriormente. Podemos obtener de
manera trivial una regio´n de conﬁanza para µ a partir de (3.12). La hipo´tesis inicial
cuyo contraste puede resultar, en principio, ma´s interesante, es H0 : ν1 = ν2, que
equivale a µ ∈ 1n. En ese caso, el test F a nivel α consiste en compara con F α1,n−2
el estad´ıstico de contraste
F =
2
i=1 ni(yi − y)2
s2c
,
donde y denota la media aritme´tica de los n datos. Teniendo en cuenta que y =
n−1(n1y1+ n2y2), se deduce que el test F equivale a comparar co tαn−2 el estad´ıstico de
contraste






Nuevamente, estamos hablando pues del test de Student, en esta ocasio´n para dos
muestras. Respecto a la validez asinto´tica del mismo presciendiendo del supuesto de
normalidad, la condicio´n de Huber se traduce, en este caso, a que tanto n1 como n2
converjan a inﬁnito. Puede probarse tambie´n la validez asinto´tica haciendo uso del
teorema 9.24 junto con (9.67). Veamos ahora co´mo podemos obviar el supuesto de
homocedasticidad.
Supongamos que Y11, . . . Y1n1 es una muestra aleatoria simple de una distribucio´n
de media µ1 y varianza σ21, y que Y21, . . . , Y2n2 es una muestra aleatoria simple, inde-
pendiente de la anterior, de una distribucio´n de media µ2 y varianza σ22. Supongamos
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Proposicio´n 6.1.
En las condiciones anteriores, si µ1 = µ2 y n1n2 → 1, se veriﬁca que el estad´ıstico (6.16)
converge en distribucio´n a N(0, 1).
Demostracio´n.
Dado que n1/n2 →∞ y teniendo en cuenta el teorema 9.21 junto con (9.67), se veriﬁca
que √n1(y1 − µ1) d−→ N(0, σ21),
√n1(y2 − µ2) d−→ N(0, σ22). (6.17)






Por otra parte, el estad´ıstico t de (6.16) puede expresarse mediante








Dado que, en virtud del teorema 9.24, s2i converge en probabilidad a σ2i , para i = 1, 2,
s2c converge e probabilidad a (σ21 + σ22)/2 y, por lo tanto, el segundo factor converge
en probabilidad a 1. Luego, por el teorema 9.21, se concluye.
El resultado anterior garantiza la validez asinto´tica del test de Student aunque
no se veriﬁquen los supuestos de normalidad y homocedasticidad, siempre y cuando
n1/n2 converja a 1. En te´rminos pra´cticos, diremos que el test puede considerarse
va´lido cuando los taman˜os de muestra sean lo suﬁciente grandes y los suﬁcientemente
parecidos. Esta forma de proceder se extrapola a cualquier disen˜o completamente
aleatorizado. Es decir, que se procura que las muestras consideradas para cada nivel
del factor sean lo mayores posibles y que no exista una gran desproporcio´n entre sus
taman˜os. De todas formas, en el caso de dos muestras, contamos con procedimiento
alternativos cla´sicos, de sobras conocidos, para el caso heteroceda´stico y el caso no
normal, como son, respectivamente el test de Welch y el test no parame´trico de
Mann-Whitney.
6.4. Disen˜o bifactorial equilibrado
En esta seccio´n se estudiara´ la inﬂuencia de dos factores cualitativos, fA con
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consideraremos a · b muestras aleatorias simples, cada una de ellas correspondiendo a
la combinacio´n entre un determinado nivel del factor fA, i, con otro del factor fB, j.
Se supondra´ en todo caso que las ab muestras son del mismo taman˜o, que se denota




Y111, . . . , Y11m . . . . . . . . . Y1b1, . . . , Y1bm
... ...
Ya11, . . . , Ya1m . . . . . . . . . Yab1, . . . , Yabm
De esta manera, podemos asignar a la muestra correspondiente a los niveles i-e´simo y
j-e´simo de los factores A y B, respectivamente, las coordenadas (i, j), que indica una
celda de la cuadr´ıcula. Una tercera coordenada, k, indicara´ la posicio´n del dato en
la celda corespondiente. Se supondra´, adema´s, que todas las muestras son indepen-
dientes y provienen de distribuciones normales con ide´ntica varianza. Por lo tanto, el
modelo puede expresarse as´ı:
Yijk = µij + εijk, εijk ∼ N(0, σ2) independientes, (6.18)
donde i = 1, . . . , a, j = 1, . . . , b y k = 1, . . . m. Si componemos todas las observacio-
nes de las variable repuesta, ordenando las muestras por ﬁlas, obtenemos el vector
aleatorio abm-dimensional Y = (Y111, . . . , Y11m, Y121, . . . , Yabm), de media µ. Para cada
celda (i, j) de la cuadr´ıcula se considera el vector vij de Rn cuyas componentes son
todas nulas salvo las m correspondientes a la misma, que valen 1. As´ı, si V denota el
subespacio ab dimensional del Rn generado por los vectores vij, para i = 1, . . . , a y
j = 1, . . . , b, el modelo puede expresarse mediante
Y = µ+ E , E ∼ Nn(0, σ2Id), µ ∈ V, σ2 > 0. (6.19)
As´ı pues, se trata de un modelo lineal normal, que coincide con el que corresponder´ıa
a un disen˜o completamente aleatorizado, es decir, co un u´nico factor, pero con ab
niveles. Por lo tanto, el problema de estimacio´n de µ y σ2 esta´ ya resuelto: el valor






Por lo tanto, el EIMV de σ2 es
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No´tese que, si obviamos el factor fB, los cual equivale a agrupar las celdas por ﬁlas
para obtener a muestras de taman˜o bm, el modelo resultando corresponder´ıa a un
disen˜o completamente aleatorizado con a niveles. En ese caso, µ pertenece al subes-
pacio V1 = v1·, . . . , va·, siendo vi· =
b
j=1 vij, i = 1, . . . , a. El estimador de µ en este







Ana´logamente, si ignoramos el factor fA, es decir, si agrupamos por columnas, ob-
tenemos un modelo donde µ pertenece a V2 = v·1, . . . , v·b, siendo v·j =
a
i=1 vij,
j = 1, . . . , b. Igualmente, el estimador de µ para este este modelo, PV2 , posee en la







Por u´ltimo, si ignoramos ambos factores tendremos una u´nica muestra aleatoria sim-
ple de taman˜o n, en cuyo caso el estimador de la media, P1nY, es el vector de Rn

















j=1 µij , i = 1, . . . , a;
µ·j = a−1
a
i=1 µij , j = 1, . . . , b.
Deﬁnimos entonces los siguientes para´metros:
θ = µ·· ;
αi = µi· − µ·· , i = 1, . . . , a;
βj = µ·j − µ·· , j = 1, . . . , b;
(αβ)ij = µij − µi· − µ·j + µ·· , i = 1, . . . , a, j = 1, . . . , b.






βj = 0, ,
b
j=1
(αβ)ij = 0, i = 1, . . . a,
a
i=1
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De esta forma, (6.18) es equivalente al modelo
Yijk = θ + αi + βj + (αβ)ij + εijk, εijk ∼ N(0, σ2), (6.22)
con las restricciones expresadas en (6.21). Por lo tanto, estamos expresando el modelo
bifactorial de manera ana´loga a como expresa´bamos el unifactorial en (6.8). Veremos
a continuacio´n que estos nuevos para´metros corresponden a una determinada des-
composicio´n de V en subespacios ortogonales:
Proposicio´n 6.2.
La siguiente descomposicio´n es ortogonal
V = 1n ⊕ V1|1n ⊕ V2|1n ⊕ V |(V1 ⊕ V2) (6.23)
Demostracio´n.
Debemos probar u´nicamente que que V1|1n ⊥ V2|1n. Ciertamente, dos vectores
cualesquiera, g1 y g2, pertenecientes a V1|1n y V2|1n, respectivamente, pueden
expresarse mediante g1 =
a
i=1 xivi· y g2 =
b
j=1 yjv·j. Al ser ortogonales a 1n, se
veriﬁca que ai=1 xi =
b














xiyj(vij − vaj − vib + vab)






xiyj(m− m− m+ m) = 0
En todo caso, se veriﬁca que
P1nµ = µ·· · 1n, PV1µ =
a
i=1




Teniendo en cuenta que
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y que
PV |(V1⊕V2) = PV − (P1n + PV1|1n + PV2|1n), (6.25)













con los para´metros αi, βj y (αβ)ij expresados en el modelo (6.22) y, en consecuencia,
con las restricciones expresadas en (6.21). En ese sentido decimos que la parametri-
zacio´n (6.22) obedecen a la descomposicio´n ortogonal (6.23).
Obviamente, al igual que sucede en el disen˜o completamente aleatorizado cuando
se considera la matriz (6.6), este disen˜o corresponde un modelo de regresio´n lineal
mu´ltiple a partir de cierta matriz X. Se propone como ejercicio encontrar una forma
concreta para la misma. Por otra parte, podemos considerar tambie´n la descom-
posicio´n ortogonal del vector aleatorio PV Y en las proyecciones sobre los distintos
subespacios.
PV Y = P1nY + PV1|1nY + PV2|1n + PV |(V1⊕V2)Y
Por un razonamiento ana´logo al anterior, la suma queda como sigue
PV Y = y···1n +
a
i=1
(yi·· − y···)vi· +
b
j=1





(yij· − yi·· − y·j· + y···)vij
(6.26)
Adema´s,
PV1|1nY 2 = mb
a
i=1
(yi·· − y···)2, (6.27)
PV2|1nY 2 = ma
b
j=1
(y·j· − y···)2, (6.28)





yij· − yi·· − y·j· + y···
2. (6.29)
Estos resultados sera´n de gran utilidad a la hora e contrastar las siguientes hipo´tesis
iniciales:
HA0 : α1 = . . . = αa = 0
HB0 : β1 = . . . = βb = 0
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La hipo´tesis inicial HA0 equivale a que µ pertenezca al subespacio
W = 1n ⊕ V2|1n ⊕ V |(V1 ⊕ V2)
Por lo tanto, teniendo en cuenta (3.23), (6.27) y (6.20), el test F a nivel α para

















































Al igual que en el disen˜o completamente aleatorizado, podemos proceder a realizar
distintas comparaciones mu´ltiples. En primer lugar, podemos buscar una familia de
intervalos de conﬁanza, a a ser posible simulta´neos, para los para´metros {αi − αi :
i = i}. Hemos de tener en cuenta que, para cada par i = i, se veriﬁca
yı·· − yi·· ∼ N(αi − αi , (mb)−12σ2). (6.30)
En consecuencia, la familia intervalos de conﬁanza por el me´todo de Bonferroni es la
siguiente
αi − αi ∈ yı·· − yi·· ± tα/a(a−1)ab(m−1) σˆI

2(mb)−1, i = i. (6.31)
Un razonamiento ana´logo conduce a la familia de intervalos de conﬁanza simulta´neos
segu´n el me´todo de Tuckey:
αi − αi ∈ yı·· − yi·· ± qαa,ab(m−1)σˆI

(mb)−1, i = i. (6.32)
Por u´ltimo, se sigue del teorema 3.24 que la familia de intervalos Scheﬀe´ para estos
contrates es
αi − αi ∈ yı·· − yi·· ± σˆI

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De manera completamente ana´loga (se deja como ejercicio), podemos construir las
familias de intervalos de conﬁanza de Bonferroni, Tuckey y Scheﬀe´ para el conjunto
de {βj − βj : j = j}.
Los para´metros (αβ)ij, i = 1, . . . , a, j = 1, . . . , b, se denominan interacciones.
Si son todas nulas, es decir, si la hipo´tesis HAB0 es verdadera, entonces estaremos
hablando del siguiente modelo reducido






βj = 0. (6.34)
Este modelo se denomina modelo bifactorial sin interaccio´n, y se caracteriza por
cuplir la siguiente propiedad: para todo i = i y j = j, se veriﬁca
µij − µij = µij − µij
Es decir, la variaciones de la media entre los distintos niveles del factor A no dependen
del nivel del factor B considerado y viceversa. En este modelo, se veriﬁca que µ
pertenece al subespacio V1 ⊕ V2. En consecuencia, se sigue de (6.25) que el EIMV de
σ2 es el siguiente:








yi·· + y·j· − y···
2 (6.35)
Para contrastar las hipo´tesis iniciales
HA∗0 : α1 = . . . = αa = 0
HB∗0 : β1 = . . . = βb = 0
se manejan los mismos tests que se utilizan para contrastar en el modelo con inter-
accio´n las hipo´tesis iniciales HA0 y HB0 , respectivamente, con la salvedad de que,en
ambos casos, debe aparecer en el denominador de F la expresio´n (6.35) en lugar de
(6.20), que se comparara´ con el cuantil Fαa−1,n−a−ab+1. Las familia de intervalos de
conﬁanza para {αi− αi : i = i} y {βj − βj : j = j} son ide´nticas a las del modelo
con interaccio´n salvo en los grados de libertad de los cuantiles utilizados. Concreta-
mente, las familias de Bonferroni, Tuckey y Scheﬀe´, se construira´n, respectivamente,
a partir de los cuantiles
tα/a(a−1)n−a−b+1, qαa,n−a−b+1, F αa−1,n−a−b+1
La veracidad de la hipo´tesis HA∗0 en el modelo sin interaccio´n equivale al hecho de que
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factor no inﬂuye, por te´rmino medio, en la respuesta (no es una verdadera fuente de
variabilidad). Lo mismo sucede, pero para el factor B, respecto a la hipo´tesis HB∗0 .
Desde el punto de vista del modelo completo, es decir, con interaccio´n, no esta´ tan
claro co´mo contrastar si uno de los factores, por ejemplo A, inﬂuye en la media de
la variable respuesta. En principio, podr´ıamos considerar el contraste de la hipo´tesis
inicial HA0 , pero, en este caso, su veracidad equivaldr´ıa a que, para cada i = 1, . . . , a,
µi· sea igual a µ··. Esto se parece a lo que queremos contrastar, pero no es exactamente
lo que buscamos, de ah´ı que existan distintas aproximaciones a la hora de intentar
resolver este problema, segu´n se comenta en Arnold (1981), pp. 97 y 98. Por ejemplo,
podemos contrastar la hipo´tesis inicial
HA,AB0 : α1 = αa = (αβ)11 = . . . = (αβ)ab = 0,
pues, de ser cierta, tendr´ıamos un modelo del tipo




donde la media no depende del nivel de fA. El test F a nivel α para resolver este
contraste se obtiene sumando los te´rminos (6.27) y (6.29), correspondientes a proyec-











De manera completamente ana´loga se proceder´ıa si se estudiara la inﬂuencia del factor
B. Otra forma de proceder consiste en contrastar, primeramente, si las interacciones
son nulas, es decir, si HAB0 es verdadera. Si el resultado no es signiﬁcativo, consi-
deramos el modelo reducido sin interaccio´n y contrastamos la hipo´tesis HA∗0 o HB∗0 ,
dependiendo del factor que estemos estudiando. La principal cr´ıtica a este me´todo es
que el hecho de obtener un resultado no signiﬁcativo al contrastar la hipo´tesis HAB0
no signiﬁca, ni mucho menos, que se haya probado su veracidad.
6.5. Disen˜os equilibrados con tres o ma´s factores
En esta seccio´n intentaremos generalizar el modelo bifactorial equilibrado al caso
en el que exista un nu´mero arbitrario de factores. Para evitar un excesiva complejidad
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con ello quedara´n claras las claves para extrapolar el estudio al caso general. El uso
de un tercer factor fC con c niveles obliga a introducir un nuevo sub´ındice h, que
toma valores desde 1 hasta c. As´ı, nuestro modelo consiste en considerar
Yijhk = µijh + εijh ∼ N(0, σ2) independientes. (6.36)
En este caso, el EIMV de σ2 es










El modelo puede expresarse tambie´n mediante Y ∼ Nn(µ, σ2Id), donde n = abcm y
µ pertenece al subespacio V generado por los vectores, {vijh : 1 ≤ i ≤ a, 1 ≤ j ≤
b, 1 ≤ h ≤ c}, siendo vijh el vector de Rabcm cuyas componentes son todas nulas salvo
las correspondientes a la celda ijh, que valen 1. De manera completamente ana´loga







































En lo que sigue, V1, V2, V3, V12, V13 y V23 denotara´n los subespacios de V generados
por las familias (6.37), (6.38), (6.39), (6.40), (6.41) y (6.42), respectivamente. De esta
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es decir, cuando consideramos un disen˜o completamente aleatorizado con a niveles
y bcm datos por nivel. De manera ana´loga se interpretan los subespacios V2 y V3.
As´ı mismo, V12 es el subespacio que recorre µ si ignoramos el factor fC , es decir,
cuando a considermos un disen˜o bifactorial equilibrado con a niveles para un factor,
b niveles para el otro y mc datos por celda, lo cual equivale a un disen˜o completamente
aleatorizado con ab niveles y mc datos por nivel. De igual forma se interpretan V13 (se
suprime el segundo factor) y V12 (se suprime el tercero).
Proposicio´n 6.3.
El subespacio V descompone en la siguiente suma de subespacios ortogonales:
V = 1n ⊕ V1|1n ⊕ V2|1n ⊕ V3|1n
⊕ V12|(V1 ⊕ V2) ⊕ V13|(V1 ⊕ V3) ⊕ V23|(V2 ⊕ V3)
⊕ V |(V12 ⊕ V13 ⊕ V23)
Demostracio´n.
Utilizando los mismos argumentos que en el modelo bifactorial equilibrado se deduce
que V1|1n, V2|1n y V3|1n son ortogonales. El mismo razonamiento sirve para
probar la ortogonalidad entre V3|1n y V12|1n, pues basta considerar un modelo
bifactorial equilibrado con un factor, fAB, con ab niveles y otro, fC , con c niveles. De
esta forma queda probada tambie´n la ortogonalidad entre V3|1n y V12|(V1 ⊕ V2) y,
ana´logamente, la ortogonalidad entre V2|1n y V13|(V1⊕V3) y entre V1|1n y V23|(V2⊕
V3). Probemos a continuacio´n la ortogonalidad entre V12|(V1 ⊕ V2) y V13|(V1 ⊕ V3):












La ortogonalidad respecto a V1⊕V2 y V1⊕V2 se caracteriza, respectivamente, mediante
a
i=1
xij = 0, ∀j = 1, . . . , b,
b
j=1
xij = 0, ∀i = 1, . . . , a,
a
i=1
zih = 0, ∀h = 1, . . . , c,
c
h=1










6.5. DISEN˜OS EQUILIBRADOS CON TRES O MA´S FACTORES 187
En consecuencia, se veriﬁca



















Un razonamiento similar permite probar el resto de ortogonalidades entre los espacios
de la segunda ﬁla. Las ortogonalidades restantes son obvias por deﬁnicio´n. Tambie´n
se veriﬁca, por deﬁnicio´n, que la suma resultante es V .
No´tese que en la demostracio´n de la proposicio´n anterior se nos dice co´mo se
expresa expl´ıcitamente un vector correspondiente a un subespacio perteneciente a la
segunda ﬁla del enunciado. Por otra parte, sabemos que un elemento 1n es un vector





0. De forma ana´loga se expresan los elementos de V2|1n y V3|1n. Por u´ltimo, los










xijh = 0, ∀(i, j),
b
j=1
xijh = 0, ∀(i, h),
a
i=1
xijh = 0, ∀(h, j).
En consecuencia, el modelo puede expresarse tambie´n mediante
Yijhk = θ+αi+βj+γh+(αβ)ij+(αγ)ih+(βγ)jh+(αβγ)ijh+εijhk, εijhk ∼ N(0, σ2)












(αβ)ij = 0, ∀j,

j
(αβ)ij = 0, ∀i,

i
(αγ)ih = 0, ∀h,

h
(αγ)ih = 0, ∀i,

j
(βγ)jh = 0, ∀h,

h
(βγ)jh = 0, ∀j,

i
(αβγ)ijh = 0, ∀(j, h),

j
(αβγ)ijh = 0, ∀(i, h),

h
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Estos para´metros pueden relacionarse con las medias µijh de la siguiente forma
θ = µ···
αi = µi·· − µ···
βj = µ·j· − µ···
γh = µ··h − µ···
(αβ)ij = µij· − µi·· − µ·j· + µ···
(αγ)ih = µi·h − µi·· − µ··h + µ···
(βγ)jh = µ·jh − µ·j· − µ··h + µ···
(αβγ)ijh = µijh − µij· − µi·h − µ·jh + µi·· + µi·h + µ·jh − µ···,
donde las medias aritme´ticas anteriores se deﬁnen de manera ana´loga al caso bifac-
torial. De igual forma descompondra´ el vector Y en suma ortogonal de proyecciones,
de manera que se obtienen las siguientes sumas cuadra´ticas

















(yij· − yi·· − y·j· + y···)2,





(yi·h − yi·· − y··h + y···)2,





(y·jh − y·j· − y··h + y···)2,
PV |(V12⊕V13⊕V23)Y 2 = m

i,j,h
yijh· − yij· − yi·h − y·jh + yi·· + y·j· + y··h − y···
2
As´ı, estamos en condiciones de contrastar un buen nu´mero de hipo´tesis iniciales. Por
ejemplo, el test F a nivel α para contrastar la hipo´tesis inicial α1 = . . . = αa = 0
consiste en comparar con Fαa−1,abc(m−1) el estad´ıstico
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El test F a nivel α para contrastar la hipo´tesis inicial (αβ)11 = . . . = (αβ)ab = 0








El test F a nivel α para contrastar la hipo´tesis inicial (αβγ)111 = . . . = (αβγ)abc = 0










Finalmente, pueden obtenerse de manera trivial (se deja como ejercicio)las familias de
intervalos de conﬁanza para {αi−αi : i = i}, {βj−βj : j = j} y {γh−γh : h = h},
segu´n los me´todos de Bonferroni, Tuckey y Scheﬀe´.
6.6. Disen˜os anidados o jera´rquicos equilibrados
A continuacio´n estudiaremos un disen˜o que tiene por objeto contrastar la inﬂuen-
cia de dos factores, A y B, en la media de una variable respuesta, con la particularidad
de que el factor B no es tal, en el sentido estricto de la palabra, sino que se deﬁne
para cada nivel i del factor A, presentando en se caso un total de bi niveles. Por
ejemplo, supongamos que pretendemos evaluar si cierta variable biolo´gica depende
de la especie considerada. Para ello, se toman a especies sobre las que se mide la va-
riable. No obstante, se desea tambie´n controlar el factor subespecie, bien por reducir
el variabilidad achacable al azar o bien porque el contraste de su posible inﬂuencia
sea interesante en s´ı mismo. Obviamente, el nu´mero de subespecies a considerar de-
pendera´ de la especie en cuestio´n. Por ello, el factor subespecie esta´ subordinado al
factor especie. En todo caso, para cada nivel i del factor A y cada nivel ji del factor
subordinado B 2, consideraremos m mediciones de la variable respuesta. Se trata pues
de un disen˜o equilibrado. Si an˜adimos los supuestos t´ıpicos del modelo lineal normal
(independencia, normalidad y homocedasticidad), tendremos el siguiente modelo
Yijik = µiji + εiji , εiji ∼ N(0, σ2) independientes.
2Aunque no es estrictamente necesario, se expresa el nivel del factor B mediante el sub´ındice ji,
en lugar de j, con la intencio´n de recalcar la subordinacio´n al factor A y as´ı diferenciar claramente
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Este modelo coincide con el que corresponder´ıa a un disen˜o completamente aleatori-











El nu´mero total de observaciones es n = mai=1 bi. Componie´ndolas todas obtenemos
la siguiente expresio´n del modelo
Y = µ+ E , E ∼ Nn(0, σ2Id), µ ∈ V, σ2 > 0,
siendo V el subespacio generado por los vectores viji , donde i = 1, . . . , a y ji = 1, . . . , bi
(se deﬁnen de manera completamente ana´loga a la de las secciones anteriores). Si V1
denota el subespacio generado por los vectores v1·, . . . , va·, podemos considerar la
descomposicio´n ortogonal siguiente:
V = 1n ⊕ V1|1n ⊕ V |V1




i=1 xi = 0, mientras




ji=1 xijiviji , con la restriccio´n
bi
ji=1
xiji = 0, i = 1, . . . , a.
Por lo tanto, teniendo en cuenta la descomposicio´n anterior, podemos, expresar el
modelo mediante






ηiji = 0, i = 1, . . . , a.
Los para´metros θ, αi y ηiji pueden se relacionan con las medias mediante
θ = µ··, αi = µi· − µ··, ηiji = µiji − µi·
El subespacio V1 ser´ıa el que corresponder´ıa al disen˜o completamente aleatorizado
que se obtiene ignorando el el factor subordinado. Por lo tanto, la proyeccio´n del
vector Y sobre V1 consiste en asignar a la posicio´n ijik el valor yi··. En consecuencia,
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As´ı pues, estamos en condiciones de contratar las hipo´tesis iniciales
HA0 : α1 = . . . = αa = 0
HAB0 : η11 = . . . = ηaba = 0
El test F a nivel α para contrastar HA0 consiste en comparar con Fαa−1,(m−1) ai=1 bi elestad´ıstico
FA = (a− 1)
−1m
a








El test F a nivel α para contrastar HB0 consiste en comparar con Fα ai=1 bi−a,(m−1) ai=1 biel estad´ıstico
FAB =












Se pueden obtener de manera trivial (se deja como ejercicio) comparaciones multiples
para los efectos del factor A segu´n los me´todos de Bonferroni, Tuckey y Scheﬀe´.
El aceptacio´n de la hipo´tesis HA0 no debe interpretarse como la no inﬂuencia
del factor A en la media de la variable respuesta. Esta situacio´n se corresponder´ıa
ma´s bien con a hipo´tesis HA,AB0 = HA0
HAB0 . Esta hipo´tesis puede contrastarse
directamente. Tambie´n se puede optar por contrastar HAB0 y, si el resultado no es
signiﬁcativo, realizar el contraste principal en el modelo reducido correspondiente
aldisen˜o completamente aleatorizado para el factor A.
6.7. Bloques aleatorizados y cuadrados latinos
Los disen˜os por bloques aleatorizados tienen por objeto contrastar la inﬂuencia
de un u´nico factor, denominado factor principal o tratamiento, en la media de cierta
variable respuesta. Sin embargo a diferencia del disen˜o completamente aleatorizado,
se consideran simulta´neamente uno o varios factores, denominados secundarios, sos-
pechosos de ser constituir una fuente de variabilidad, con el objeto de reducir el grado
de azar inherente al experimento (expresado por el para´metro σ2), lo cual posibili-
tara´, en principio, resultados ma´s signiﬁcativos. Se supondra´, por hipo´tesis, que los
distintos factores considerados tienen efecto aditivo, es decir, que no se considerar
ningu´n tipo de interaccio´n en el modelo. Empezaremos considerando el disen˜o con un
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aleatorizados, para estudiar posteriormente el disen˜o con dos factores secundario,
denominado de cuadrados greco-latinos.
En el disen˜o con un u´nico factor secundario fB, los b niveles del mismo se deno-
minara´n bloques. Para cada combinacio´n ij entre los niveles de uno de los a niveles
del factor principal y del secundario se tomara´ un u´nico dato al azar, Yij. Al no con-
templar ningu´n tipo de interaccio´n entre bloques y tratamientos, el modelo asociado
corresponde a un disen˜o bifactorial sin interaccio´n con m = 1 observacio´n por celda,
es decir,







Por lo tanto, podemos considerarlo resuelto desde un punto de vista teo´rico. Concre-
tamente, el estimador de la varianza es





yij − yi· − y·j + y··
2
El test F a nivel α para contrastar la hipo´tesis inicial HA0 : α1 = . . . = αa = 0
(es decir, que el tratamiento no tiene inﬂuencia, por te´rmino medio, en la variable
respuesta), consiste en comparar con F αa−1,(a−1)(b−1) el estad´ıstico







yij − yi· − y·j + y··
2
Para contrastar la inﬂuencia del bloque en la media de l variable respuesta, se compara
con F α(b−1),(a−1)(b−1) el estad´ıstico
FB =




yij − yi· − y·j + y··
2
Un resultado signiﬁcativo de e´ste test puede conducir a considerar un error la eleccio´n
del factor secundario como fuente de variabilidad. Ello puede suponer que la signi-
ﬁcacio´n al resultado del test para el tratamiento sea menor que la que se obtendr´ıa
mediante un disen˜o completamente aleatorizado, dado que, al controlar los bloques,
la varianza del modelo apenas disminuye, mientras que el grado de libertad por el
que se divide s´ı.
No´tese tambie´n que, en un modelo de este tipo, con un u´nico dato por celda, no
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pues ello nos conducir´ıa a un modelo donde la dimensio´n de V coincidir´ıa con el
nu´mero de datos, con la cual no se podr´ıa siquiera estimar σ2. Por otra parte, las
comparaciones entre los niveles del tratamiento mediante los me´todos de Bonferroni,
Tuckey y Scheﬀe´ se realizan, respectivamente, mediante las siguientes familias:












A continuacio´n estudiaremos el caso en el que se introducen dos factores secundarios.
En ese caso, aplicando la lo´gica anterior, deber´ıamos considerar los distintos niveles
del tratamiento para cada combinacio´n entre los niveles de los factores secundarios.
No obstante y con el propo´sito de ahorrar datos, se considerara´ un disen˜o como el
que sigue, denominado disen˜o de cuadrados latinos. En este caso, alteraremos lige-
ramente la notacio´n, pues A y B denotara´n los factores secundarios, mientras que T
denotara´ el factor principal o tratamiento. El nu´mero de niveles s de T coincidira´ con
el nu´mero de niveles de A y B. Para cada nivel i del primer factor secundario, A, se
considerara´ una u´nica ejecucio´n para cada unos de los niveles, t, de el tratamiento.
Lo mismo sucedera´ para cada nivel j de B. De todas entre todas las formas de obte-
ner un modelo as´ı, se escogera´ aleatoriamente una de ellas3. Veamos un ejemplo con
s = 4:
4× 4 B1 B2 B3 B4
A1 T1 T2 T3 T4
A2 T2 T3 T4 T1
A3 T3 T4 T1 T2
A4 T4 T1 T2 T3
Tanto si se consideran las ﬁlas como las columnas, se pueden observar distintas per-
mutaciones del conjunto {1, 2, 3, 4}. De esta forma, en vez de considerar 43 datos
debemos recabar u´nicamente 42. Adema´s, nos aseguramos de que cada nivel de A y
cada nivel de B se someta a cada nivel del tratamiento, aunque sea una u´nica vez.
Veamos co´mo se formaliza este disen˜o. Primeramente, hemos de seleccionar dos
subconjuntos, compuesto cada uno de ellos por s permutaciones distintas de los ele-
mentos de {1, . . . , s}, que se denotan por {τA,1, . . . , τA,s} y {τB,1, . . . , τB,s}, y veriﬁ-
cando que τ−1A,i(j) = τ−1B,j(i), para todo par i, j. Precisamente, dicho nu´mero indica el
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nivel del tratamiento que correspondera´ a la combinacio´n entre los niveles i-e´simo y
j-e´simo de A y B, respectivamente., que se denota por t(ij). Dicho de otra forma,
dados los nivel i y t de A y T , respectivamente, τA,i(t) denota el u´nico nivel j de
B tal que t se aplica en la celda ij. Igualmente, τB,j(t) denota el u´nico nivel i tal
que t se aplica en la celda ij. En ese caso, el modelo correspondiente es, al menos en
principio, el siguiente
Yij,t(ij) = µij,t(ij) + εij,t(ij), εij,t(ij) ∼ N(0, σ2) independientes. (6.44)
Por lo tanto, puede expresarse tambie´n mediante
Y = µ+ E , E ∼ Ns2(0, σ2Id), µ ∈ Rs2 , σ2 > 0.
Consideremos los subespacios de Rs siguientes: V1 y V2, deﬁnidos de forma ana´loga
al modelo bifactorial con m = 1, y VT , generado por la familia
 s
i=1





vτB,j(t),j : t = 1, . . . , s

Proposicio´n 6.4.
La siguiente descomposicio´n es ortogonal
Rs2 = 1s2 ⊕ V1|1s2 ⊕ V2|1s2 ⊕ VT |1s2 ⊕ (V1 ⊕ V2 ⊕ V3)⊥
Demostracio´n.
Basta demostrar que VT es ortogonal a V1|1s2 y V2|1s2. Efectivamente, conside-




i=1 xi = 0, y otro de la forma
et =
s
i=1 vi,τA,i(t), para algu´n t entre 1 y s. En ese caso, e1 ∗ et =
s
i=1 xivi,τA,i(t).
Luego, e1, et =
s
i=1 xi = 0. As´ı queda probado que V1|1s2 ⊥ VT . Para el caso




j=1 zj = 0, y otro
vector et =
s
j=1 vτB,j(t),j, para algu´n t. En ese caso, e2 ∗ et =
s
j=1 zjvτB,j(t),j. Por lo
tanto, e2, et = 0.
De acuerdo con esta descomposicio´n ortogonal, el modelo (6.44) puede expresarse
como sigue
Yt(ij),ij = θ + αi + βj + δt + γij + εt(ij),ij, εt(ij),ij ∼ N(0, σ2),






















6.7. BLOQUES ALEATORIZADOS Y CUADRADOS LATINOS 195
En lo que sigue, supondremos, por hipo´tesis, que los para´metros γij son todos nulos4,
es decir, que suponemos, al igual que en el disen˜o por bloques aleatorizados, que se
da una aditividad entre los efectos de los tres factores. Estamos pues considerando el
modelo










Necesitamos calcular las proyecciones sobre los distintos subespacios considerados: el
vector PV1Y sera´ el que toma en la cada posicio´n ij el valor yi· = s−1
s
j=1 Yij; PV2Y
toma en la posicio´n ij el valor y·j = s−1
s
i=1 Yij; PVT toma en la posicio´n ij el valor
yt = s−1
s
i=1 Yi,τA,i(t). En consecuencia, el EIMV de σ2 se obtiene mediante





(Yij − yi· − y·j − yt + 2y··)2.
Adema´s,












As´ı, por ejemplo, el test F a nivel α para contrastar la hipo´tesis inicial HT0 : δ1 =
. . . = δs = 0, consiste en comparar con F αs−1,(s−1)(s−2) el estad´ıstico






j=1(Yij − yi· − y·j − yt + 2y··)2
Un resultado signiﬁcativo se interpretar´ıa como una inﬂuencia de los distintos tipos
de tratamientos en la variable respuesta. La inﬂuencia de los factores secundarios
puede ser contrastada de forma ana´loga. As´ı mismo, puede construirse comparaciones
mu´ltiples para los tratamientos segu´n los me´todos de Bonferroni, Tuckey y Scheﬀe´ (se
deja como ejercicio).
La idea del disen˜o de cuadrados latinos puede extenderse al caso de tres factores
secundarios, obteniendo as´ı el denominado disen˜o de cuadrados greco-latinos. Los
detalles de este disen˜o se pueden consultar, por ejemplo, en Pen˜a (1986).
4Si aplicamos ninguna restriccio´n a la media, e´sta podr´ıa ser cualquier vector de Rs2 y el modelo
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6.8. Disen˜os no equilibrados
A continuacio´n, vamos a abordar un ana´lisis cr´ıtico, desde una perspectiva global,
de lo que hemos estudiado hasta ahora en el cap´ıtulo. Se trata de analizar la inﬂuencia
de uno o varios factores cualitativos en la media de cierta variable respuesta. En el
caso de un u´nico factor, el estudio resulta trivial a partir de los resultados obtenidos
en el cap´ıtulo 2, cosa que no ocurre cuando se consideran varios factores. En tal caso,
el primer problema es co´mo descomponer la media de cada observacio´n, de manera
que puedan contrastarse aisladamente la repercusio´n de cada factor en la media de
la variable o las interacciones entre los distintos factores.
Pongamos por ejemplo el disen˜o bifactorial equilibrado, en el cual la media co-
rrespondiente a los nivel i-e´simo y j-e´simo de los factores A y B, espectivamemte, es
µij. Para poder aislar los efectos de los factores y la interaccio´n entre los mismos, se
considera una descomposicio´n del tipo
µij = θ + αi + βj + (αβ)ij. (6.45)
Descomposiciones de esta forma podemos encontrar muchas, puesto que los nuevos
para´metros constituyen soluciones particulares a un sistema de ab ecuaciones lineales
con (a+1)(b+1) inco´gnitas5. Una solucio´n particular, la que se adopta en el cap´ıtulo,
se obtiene considerando
θ = µ·· αi = µi· − µ·· βj = µ·j − µ·· (αβ)ij = µij − µi· − µ·j + µ·· (6.46)









(αβ)ij = 0, i = 1, . . . , a,
a
i=1
(αβ)ij = 0, j = 1, . . . , b.
(6.47)
Realmente, estas restricciones, consideradas como vectores de R(a+1)(b+1), no son li-
nealmente independientes, es decir, son redundantes. De hecho, equivalen, por ejem-









(αβ)ij = 0, i = 1, . . . , a,
a
i=1
(αβ)ij = 0, j = 1, . . . , b−1.
(6.48)
Imponer estas a + b + 1 restricciones equivale a an˜adir a + b + 1 ecuaciones lineales
hasta completar un total de (a+ 1)(b+ 1). Obtenemos as´ı un sistema de ecuaciones










6.8. DISEN˜OS NO EQUILIBRADOS 197
cuya u´nica solucio´n es (6.46). As´ı pues, hemos de tener claro que considerar una des-
composicio´n particular del tipo (6.45) equivale a imponer una familia de restricciones,
como, por ejemplo, (6.48). Las descomposiciones particulares que hemos obtenido en
los distintos disen˜os estudiados o, lo que es lo mismo, las restricciones consideradas
en los mismos, obedecen, en todo caso, a una descomposicio´n natural de V como su-
ma directa de subespacios ortogonales y siguiendo un procedimiento inductivo. As´ı,
recordamos que, en el disen˜o unifactorial, se considera la descomposicio´n
V = 1n ⊕ V |1n.
En el bifactorial, tenemos
V = 1n ⊕ V1|1n ⊕ V2|1n ⊕ V |(V1 ⊕ V2).
En el caso trifactorial, la descomposicio´n es la siguiente
V = 1n ⊕ V1|1n ⊕ V2|1n ⊕ V3|1n
⊕ V12|(V1 ⊕ V2) ⊕ V13|(V1 ⊕ V3) ⊕ V23|(V2 ⊕ V3)
⊕ V |(V12 ⊕ V13 ⊕ V23).
En el disen˜o unifactorial, la perpendicularidad de la descomposicio´n viene dada por
la mima construccio´n. Sin embargo, en los disen˜os con dos o ma´s factores, para
garantizar la ortogonalidad ha sido preciso imponer la condicio´n de que el disen˜o sea
equilibrado. De esta forma, para todos los disen˜os estudiados en el cap´ıtulo, hemos
obtenido una restriccio´n de los para´metros que puede considerarse natural.
Por otra parte, cuando se planiﬁca un disen˜o con el objeto de estudiar la inﬂuencia
de uno o varios factores en una variable respuesta, el hecho de considerar un mismo
nu´mero de observaciones por celda no so´lo resulta razonable desde un punto de vista
este´tico, sino que puede favorecer tambie´n la robustez del modelo. No obstante, da-
do que el proceso de recogida de datos no siempre se ajusta a nuestra expectativas,
convendr´ıa estudiar el tratamiento adecuado de los datos cuando el disen˜o (con ma´s
de un factor) no sea equilibrado. En ese caso, a la hora de plantear una descompo-
sicio´n de la media del tipo (6.45), no contamos, al menos en principio, con ningu´n
argumento para privilegiar una familia de restricciones en detrimento de las dema´s.
Realmente, nada nos impide optar por las mismas soluciones seleccionadas en el di-
sen˜o equilibrado pero, en este caso, los para´metros no se traducir´ıan en te´rminos de
las medias de manera natural, como sucede en (6.46), por lo que la eleccio´n resultar´ıa
completamente arbitraria. Parece claro que un estudio coherente de los disen˜os no
equilibrados deber´ıa partir de un ana´lisis de todas las familias de restricciones a con-
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(6.45). Para ello, debemos enfocar el problema desde un punto de vista ma´s general,
y eso es, precisamente, lo que nos lleva al estudio del Modelo Lineal de Rango no
Completo, que se abordara´ en el cap´ıtulo 6.
6.9. Disen˜os con efectos aleatorios
Para acabar este cap´ıtulo abordamos el estudio de disen˜os del ana´lisis de la va-
rianza en los que los niveles o valores de uno o varios de los factores considerados no
se restringen a una familia ﬁnita determinada de antemano, sino que se escoge un
nu´mero determinado de niveles de manera aleatoria en un amplio espacio. El estudio
formal de estos modelos es muy similar al de los modelos con efectos ﬁjos, estudia-
dos en el resto del cap´ıtulo. De hecho, podemos encontrar estimadores y tests muy
similares a los propuestos en dichos modelos. No obstante, se trata en general de un
teor´ıa que no goza de la consistencia de la anterior, de ah´ı que las soluciones pro-
puestas a los principales problemas de Inferencia carezcan en la mayor´ıa de los casos
de las so´lidas justiﬁcaciones teo´ricas que pose´ıan las soluciones correspondientes a
modelos con efectos ﬁjos. Adema´s, las te´cnicas utilizadas en las demostraciones, aun-
que similares a las ya estudiadas, presentan diversas variaciones. Hemos optado por
obviar dichas demostraciones con el objeto de no extendernos demasiado. Si el tema
se expusiera con todo detalle deber´ıa conﬁgurar un cap´ıtulo aparte. En la presente
seccio´n nos limitaremos a presentacio´n de los principales modelos y a la exposicio´n de
los resultados ma´s relevantes de los mismos. El lector interesado puede encontrar la
mayor parte de las demostraciones en el cap´ıtulo 15 de Arnold (1981). En Carmona
(2005) podemos encontrar brevemente descrito algunos modelos ma´s complejos. En
todo caso consideraremos u´nicamente disen˜os equilibrados.
Un factor aleatorio
Situe´monos en las condiciones de un disen˜o completamente aleatorizado equili-
brado con a niveles o valores para el factor y m observaciones por celda (n = a ·m datos
en total). En ese caso, para cada i = 1, . . . , a y j = 1, . . . , m, la observacio´n (ij)-e´sima
se expresa mediante
Yij = θ + αi + εij, εij ∼ N(0, σ2) independientes
con la restriccio´n ai=1 αi = 0. En primer lugar, supongamos que los distintos va-
lores o niveles del factor no esta´n determinados de antemano a la realizacio´n del
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un conjunto A de gran taman˜o. De esta forma, la inﬂuencia particular del nivel del
factor sobre la media de la observacio´n (el te´rmino αi en el disen˜o completamente
aleatorizado) debe considerarse una variable aleatoria real que supondremos en to-
do caso normal de media 0 y varianza σ2a. Supondremos tambie´n que los valores de
la misma son independientes de los errores εij. En deﬁnitiva, la observacio´n Yij se
expresa mediante
Yij = θ + ai + εij,
donde todas las variables ai yεij son independientes y tales que
ai ∼ N(0, σ2a), εij ∼ N(0, σ2e).
Puede demostrarse que este modelo se deriva de otro, quiza´s ma´s intuitivo, que in-
dicamos brevemente: si el nivel del factor se escoge aleatoriamente, la media de la
distribucio´n de la variable respuesta para el nivel del factor escogido puede tambie´n
considerarse una variable aleatoria real. Supongamos por hipo´tesis que dicha distri-
bucio´n es normal con una cierta media θ y varianza σ2a. En ese caso, las medias de
los niveles seleccionados, m1, . . . ,ma, constituyen una muestra aleatoria simple de la
distribucio´n N(θ, σ2a). Supongamos tambie´n que se da la independencia condicional
entre todos los Yij dados (m1, . . . ,ma) y que la distribucio´n condicional de cada Yij
dados (m1, . . . ,ma) sigue un modelo N(0, σ2e). En tales condiciones se veriﬁcan los
supuestos del modelo expresado anteriormente (cuestio´n propuesta).
En todo caso, no´tese que el factor aleatorio inﬂuye en la media de las variable
respuesta si, y so´lo si, σ2a > 0. El espacio de para´metros del modelo es
θ ∈ R, σ2a ≥ 0, σ2e > 0.
Hemos de advertir que, si bien dos observaciones correspondientes a diferentes niveles
del factor son incorreladas (y por lo tanto independientes), no lo son dos observaciones
Yij e Yij correspondientes al mismo nivel. Concretamente,
cov[Yij, Yij ] = σ2a.
En todo caso, se veriﬁca que var[Yij] = σ2a+σ2e , de ah´ı que el coeﬁciente de correlacio´n





A la vista de estas expresiones se entiende por que´ el estudio de los disen˜os con
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Si seguimos el guio´n desarrollado en el estudio del modelo lineal normal, el primer
objetivo es encontrar un estad´ıstico suﬁciente y completo para este modelo. Puede
demostrarse que el estad´ıstico (U, S21 , S22), donde
U = y··, S21 = m
a
i=1






veriﬁca dichas condiciones. Como corolario inmediato, tenemos que U y [a(m−1)]−1S22
son EIMV de θ y σ2e , respectivamente. Tambie´n puede demostrarse que, por desgracia,
no existe un estimador insesgado no negativo de σ2a. Esto supone un serio inconvenien-
te dado que parece razonable en todo caso exigir a un estimador que tome valores en
la imagen del estimando correspondiente. El criterio de ma´xima verosimilitud ofrece
estimadores ma´s apropiados.
Efectivamente, puede demostrarse que los estimadores de ma´xima verosimilitud














No´tese que el hecho de que S21 < (m − 1)−1S22 constituye una evidencia intuitiva de
σ2a = 0, lo cual supone un argumento adicional para decantarnos por el EMV en
detrimento de cualquier estimador insesgado.
En lo que respecta al contraste de la hipo´tesis inicial H0 : σ2a = 0, se veriﬁca
que el test F a nivel α para contrastar la hipo´tesis inicial α1 = . . . = αa = 0 en
el disen˜o completamente aleatorizado es tambie´n UMP-invariante a nivel α para el
cotraste de la hipo´tesis H0, aunque al hablar de invarianza nos reﬁramos a un grupo
de transformaciones diferente al considerado en el disen˜o con efectos ﬁjos.
Por u´ltimo, en Arnold (1981) podemos encontrar intervalos de conﬁanza para
algunos estimandos. Concretamente θ, σ2e , σ2a/σ2e y mσ2a + σ2e .
Dos efectos aleatorios
Siguiendo el mismo esquema del caso anterior, vamos a reformular el disen˜o equili-
brado para dos factores con interaccio´n suponiendo que los niveles de ambos factores
se escojan de manera aleatoria. El modelo que proponemos consiste en expresar cada
observacio´n Yijk, i = 1, . . . , a, j = 1, . . . , b y k = 1 . . . , m, mediante
Yijk = θ + ai + bj + dij + εijk,
donde todas las variables del tipo ai, bj, dij y εijk son independientes y tales que
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En este caso, el espacio de para´metros es
θ ∈ R, σ2a ≥ 0, σ2b ≥ 0, σ2d ≥ 0, σ2e > 0
Al igual que sucede en el caso de un factor aleatorio, estas condiciones pueden de-
ducirse a partir de otras ma´s intuitivas expresadas en te´rminos de distribuciones
marginales y condicionales (ver Arnold (1981). Si se denota
U = y···, S21 = mb
a
i=1


















puede demostrarse que el estad´ıstico (U, S21 , S22 , S23 , S24) es suﬁciente y completo para
el modelo considerado. Como corolario obtenemos los EIMV para θ y σ2e , lo cual
no es de excesiva utilidad puesto que cualquier estimador insesgado de alguno de
los para´metros realmente interesantes, σ2a, σ2b o σ2d puede tomar valores negativos.
Adema´s, obtener los EMV para los mismos resulta demasiado complicado, con lo que
hemos de conformarnos con proponer los siguientes estimadores sin aportar una clara
justiﬁcacio´n teo´rica para los mismos (salvo en el caso de θ y σ2e):
















m(b− 1)(a− 1) −
S24





Es fa´cil construir intervalos de conﬁanza exactos para diversos estimandos, pero no
es posible para los para´metros de mayor intere´s: σ2a, σ2b y σ2b . En Arnold (1981) se
presentan intervalos aproximados.
Las principales hipo´tesis iniciales a contrastar son HA0 : σ2a = 0, HB0 : σ2b = 0
y HAB0 : σ2d = 0, as´ı como todas sus posibles intersecciones. El modelo considerado
y todos estos problemas de contrastes de hipo´tesis son invariantes ante el grupo
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wYijk + u. Aunque no existe un estad´ıstico UMP-invariante a nivel α para ninguno
de los contrastes considerados, podemos optar por los siguientes tests invariantes a
nivel α que describimos a continuacio´n. Se consideran los siguientes estad´ısticos, F1,
F2, y F3 as´ı como las funciones δ1, δ2 y δ3 sobre el espacio de para´metros con valores
en [1,+∞) siguientes:














a + mσ2d + σ2e
mσ2d + σ2e
, δ2 = maσ
2
b + mσ2d + σ2e
mσ2d + σ2e




Puede demostrarse fa´cilmente que (F1, F2, F3) y (δ1, δ2, δ3) son sendos invariantes
ma´ximales para el espacio de observaciones y el de para´metros, respectivamente,
correspondientes al grupo de trasformaciones anterior. Adema´s, las distribuciones
marginales de los tres estad´ısticos son las siguientes:
δ−11 F1 ∼ Fa−1,(a−1)(b−1), δ−12 F2 ∼ Fb−1,(a−1)(b−1), δ−13 F3 ∼ F(a−1)(b−1),ab(m−1)
Dado que los para´metros δ2 y δ3 no dependen de σ2a y que δ1 = 1 si, y so´lo si, σ2a = 0,
el siguiente test de hipo´tesis invariante a nivel α para contrastar la hipo´tesis inicial
HA0 puede resultar razonable:
Φ1(Y ) =

1 si F1(Y ) > Fαa−1,(a−1)(b−1)
0 si F1(Y ) ≤ Fαa−1,(a−1)(b−1)
Razonando de manera completamente ana´loga, obtenemos los siguientes tests a nivel
α para constrastar las hipo´tesis iniciales HB0 y HAB0 , respectivamente:
Φ2(Y ) =

1 si F2(Y ) > Fαb−1,(a−1)(b−1)
0 si F2(Y ) ≤ Fαb−1,(a−1)(b−1)
Φ3(Y ) =

1 si F3(Y ) > Fα(a−1)(b−1),ab(m−1)
0 si F3(Y ) ≤ Fα(a−1)(b−1),ab(m−1)
La veracidad de la hipo´tesis inicial HAB0 equivaldr´ıa a la nulidad de las variables
dij, con lo que estar´ıamos hablando de un modelo sin interacciones entre los factores
A y B. Este disen˜o, ma´s sencillo, se desarrolla brevemente en en Carmona (2005).
Para determinar si el factor aleatorio A inﬂuye en la media de la variable respuesta
podemos contrastar la hipo´tesis inicial HA0 en el modelo sin interaccio´n, siempre y
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En todo caso podemos optar por contrastar en el modelo completo la hipo´tesis inicial
HA,AB0 : σ2a = σ2d = 0. No´tese que dicha hipo´tesis se veriﬁca si, y so´lo si, δ1δ3 = 1, y
que (δ1δ3)−1F1F3 ∼ Fa−1,ab(m−1). Por lo tanto, el siguiente test es invariante a nivel
α para contrastar la hipo´tesis inicial HA,AB0
Φ4(Y ) =

1 si F1F3(Y ) > Fαa−1,ab(m−1)
0 si F1F3(Y ) ≤ Fαa−1,ab(m−1)
Respecto al factor B proceder´ıamos de manera completamente ana´loga. No´tese que
los tests para contrastar las hipo´tesis iniciales HAB0 , HA,AB0 y HB,AB0 en el modelo
con efectos aleatorios coinciden con los que se propuestos para las hipo´tesis ana´logas
en el modelo con efectos ﬁjos. No ocurre lo mismo con las hipo´tesis iniciales HA0 y
HB0 . Otra diferencia notable respecto a al modelo con efectos ﬁjos es el hecho de que
el modelo con interaccio´n para efectos aleatorios sigue siendo viable con m = 1 (una
observacio´n con celda), aunque el test φ3 para contrastar la hipo´tesis inicial σ2d = 0
no tendr´ıa sentido pues S24 ser´ıa nulo.
Dos efectos mixtos
Para terminar esta seccio´n, consideraremos el estudio de dos factores con inte-
raccio´n siendo uno de ellos aleatorio y el otro ﬁjo. En la literatura se recogen dos
versiones de este disen˜o, aunque veremos que son muy similares. El primer modelo
consiste en expresar cada observacio´n Yijk, i = 1, . . . , a, j = 1, . . . , b y k = 1 . . . , m,
mediante
Yijk = θ + αi + bj + dij + εijk,
donde ai=1 αi = 0 y todas las variables del tipo bj, dij y εijk son independientes y
tales que
bj ∼ N(0, σ2b ), dij ∼ N(0, σ2d), εijk ∼ N(0, σ2e)
En este caso, el espacio de para´metros es
θ ∈ R, (α1, . . . , αa) ∈ 1a⊥, σ2b ≥ 0, σ2d ≥ 0, σ2e > 0
Se demuestra en Arnold (1981), que el estad´ıstico (y1,··, . . . , ya,··, S22 , S23 , S24), con S22 ,
S23 y S24 deﬁnidos como en el modelo anterior, es suﬁciente y completo. Por lo tanto,
los EIMV de θ, αi y σ2e son, respectivamente, y···, yi·· y [ab(m−1)]−1S24 . Nuevamente, no
existen estimadores insesgados no negativos de los para´metros σ2b y σ2d. No obstante,
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σˆ2d = ma´x
 S23
(a− 1)(b− 1) −
S24
ab(m− 1) , 0

Podemos construir fa´cilmente intervalos de conﬁanza exactos para distintos estiman-
dos (ver Arnold (1981)), no as´ı para los para´metros σ2b y σ2d, los ma´s interesantes. En
Arnold (1981) se construye a su vez una familia de intervalos de conﬁanza simulta´neos
para los estimandos de la forma ai=1wiαi, donde
a
i=1wi = 0.
En cuanto al problema de contraste de hipo´tesis, hemos de distinguir los contras-
tes relativos a los para´metros σ2b y σ2d de los relativos a α1, . . . , αa. En ambos casos
proponemos tests invariantes a nivel α pero respecto a distintos grupos de transfor-
maciones (ver detalles en Arnold (1981)). En el primer caso, se proponen los test
φ2, φ3 y φ4 deﬁnidos en el modelo anterior para contrastar las hipo´tesis iniciales
σ2b = 0, σ2d = 0 y σ2b = σ2d = 0, respectivamente. Para contrastar la hipo´tesis inicial
α1 = . . . = αa = 0 se propone asimismo el test φ1 del modelo anterior. En deﬁnitiva,
se utilizan los mismos tests y se justiﬁcan tambie´n por invarianza, pero ante grupos
de transformaciones distintas.
El segundo modelo consiste en expresar las observaciones Yijk de la forma
Yijk = θ∗ + α∗i + b∗j + d∗ij + ε∗ijk
donde ai=1 αi = 0 y bj, d∗ij y εijk son variables aleatorias. Supondremos que, para
todo i = 1, . . . , a, ai=1 d∗ij = 0; que dij ∼ N(0, τ 2d ) para todo i y j; adema´s, si de
denota d∗j = (d∗1j, . . . , d∗aj), se supondra´ que todos la b∗j , ε∗ijk y d∗j son independientes;
por u´ltimo, se supone que
bj ∼ N(0, τ 2b ), ε∗ijk ∼ N(0, τ 2e ).
Los para´metros del modelo son pues
θ∗ ∈ R, (α∗1, . . . , α∗a) ∈ 1a⊥, τ 2b ≥ 0, τ 2d ≥ 0, τ 2e > 0






1 − 1a−1 . . . − 1a−1
− 1a−1 1 − 1a−1





En Arnold (1981) se deducen los supuestos de este modelo a partir de una serie de
hipo´tesis expresadas en te´rminos ma´s intuitivos, de manera ana´loga a los disen˜os con
uno y dos factores aleatorios. Tambie´n se prueba que el primer modelo mixto puede
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una restriccio´n adicional en el espacio de para´metros. Concretamente, un modelo
mixto tipo 1 con para´metros θ, α1, . . . , αa, σ2b , σ2d y σ2e equivale a un modelo mixto
tipo 2 con para´metros








d, τ 2e = σ2e .
Por lo tanto, debe veriﬁcarse en todo caso que
(a− 1)τ 2b ≥ τ 2d .
De no ser por esta excepcio´n podr´ıamos aﬁrmar que el modelo 2 es pues ma´s general
que el 1. Dada esta gran similitud, los resultados obtenidos para ambos modelos
as´ı como la propia forma de demostrarlos son muy similares. Los EIMV para θ∗, α∗i
y τ 2e son los mismos que para θ, αi y σ2e en el modelo 1. Para τ ∗b y τ ∗d proponemos los
siguientes estimadores:






















Respecto a la bu´squeda de intervalos de conﬁanza, estamos en la misma situacio´n del
modelo anterior: podemos construir una familia de intervalos de conﬁanza simulta´neos
para los estimandos de la forma ai=1wiαi, con
a
i=1wi = 0, pero no intervalos de
conﬁanza exactos para τ 2b y τ 2d . Por otra parte, todos los contrastes considerados en el
modelo anterior se resuelven en e´ste mediante los mismos tests salvo el contraste de
la hipo´tesis inicial HB0 : τ 2b = 0. El en este caso se rechazara´ dicha hipo´tesis cuando
F1 > Fαb−1,ab(m−1).
Recapitulando, hemos vistos en esta seccio´n que el hecho de considerar efectos
de tipo aleatorio supone, si acaso, sutiles modiﬁcaciones en lo que respecta al con-
trastes de las hipo´tesis iniciales ma´s interesantes desde el punto de vista pra´ctico.
No obstante, se abre la puerta a la estimacio´n de nuevos para´metros, que podemos
denominar componentes de la varianza, que no tienen sentido en un modelo con efec-
tos ﬁjos. Tambie´n hemos de recalcar que la estimacio´n de los mismos presenta serias
diﬁcultades desde el punto de vista teo´rico.
Cuestiones propuestas
1. Probar que, en el disen˜o completamente aleatorizado, la condicio´n de Huber
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2. Explicitar el algoritmo de Box-Cox para conseguir normalidad e igualdad de
varianzas en un disen˜o completamente aleatorizado.
3. Obtener el estad´ıstico de contraste (6.9).
4. Obtener (6.10) en el disen˜o completamente aleatorizado y equilibrado.
5. Expresar el EIMV de σ2 para el modelo (6.14) a partir de los EIMV de las
varianzas para los a modelos de regresio´n considerados (uno para cada nivel del
factor).
6. Obtener, a partir de (3.12), un intervalo de conﬁanza a nivel 1−α para la media
de una distribucio´n normal, conocida una muestra aleatoria simple de taman˜o
n de la misma.
7. ¿En que´ se traduce la condicio´n de Huber en el modelo bifactorial equilibrado?
8. Considerar un modelo bifactorial equilibrado con m datos por celda, tres niveles
para el primer factor y cuatro para el segundo. Probar que los para´metros θ,
α1, α2, β1, β2, β3, (αβ)11, (αβ)12, (αβ)13, (αβ)21, (αβ)22 y (αβ)23 constituyen,





1m 1m 0m 1m 0m 0m 1m 0m 0m 0m 0m 0m
1m 1m 0m 0m 1m 0m 0m 1m 0m 0m 0m 0m
1m 1m 0m 0m 0m 1m 0m 0m 1m 0m 0m 0m
1m 1m 0m −1m −1m −1m −1m −1m −1m 0m 0m 0m
1m 0m 1m 1m 0m 0m 0m 0m 0m 1m 0m 0m
1m 0m 1m 0m 1m 0m 0m 0m 0m 0m 1m 0m
1m 0m 1m 0m 0m 1m 0m 0m 0m 0m 0m 1m
1m 0m 1m −1m −1m −1m 0m 0m 0m −1m −1m −1m
1m −1m −1m 1m 0m 0m −1m 0m 0m −1m 0m 0m
1m −1m −1m 0m 1m 0m 0m −1m 0m 0m −1m 0m
1m −1m −1m 0m 0m 1m 0m 0m −1m 0m 0m −1m
1m −1m −1m −1m −1m −1m 1m 1m 1m 1m 1m 1m


Es decir, que el disen˜o anterior puede formalizarse mediante un modelo de re-
gresio´n lineal, Y = Xβ + E , respecto a unas variables ﬁcticias que indican los
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niveles de los factores a los que corresponde cada unidad experimental, junto
con otras variables, construidas como producto de variables ﬁcticias. Como indi-
cacio´n tener en cuenta que un vector de V1|1n se expresa mediante
3
i=1 xivi·
con 3i=1 xi = 0, lo cual equivale a
2
i=1 xi(vi − v3).
9. Probar (6.30) y (6.31), (6.32) y (6.33).
10. Construir las familias de intervalos de conﬁanza de Bonferroni, Tuckey y Scheﬀe´
para el conjunto de {βj − βj : j = j}.
11. Obtener (6.35) y las familias de intervalos de conﬁanza de Bonferroni, Tuckey y
Scheﬀe´ parael modelo bifactorial sin interaccio´n y, en particular, para el disen˜o
en bloques aleatorizados.
12. Obtener las comparaciones mu´ltiples para el modelo trifactorial segu´n los me´to-
dos de Bonferroni, Tuckey y Scheﬀe´.
13. Proponer un algoritmo para contrastar en el disen˜o trifactorial equilibrado si
factor fA tiene inﬂuencia, por te´rmino medio, en la media de la variable res-
puesta.
14. Obtener las sumas cuadra´ticas que corresponden a un modelo con cuatro fac-
tores equilibrados.
15. Obtener las comparaciones mu´ltiples para los efectos del factor principal en el
disen˜o jera´rquico.
16. Disen˜ar de forma clara un algoritmo para contrastar la inﬂuencia del factor
principal en un disen˜o anidado equilibrado.
17. Obtener las comparaciones mu´ltiples para los tratamientos en el disen˜o de cua-
drados latinos.
18. Realizar una descomposicio´n ortogonal de V para un disen˜o con cuatro factores
equilibrado.
19. Probar que las condiciones del modelo de ana´lisis de la varianza con un factor












Modelo lineal de rango no
completo
Hemos de advertir que el objeto de este cap´ıtulo no es un nuevo modelo si nos
cen˜imos a la deﬁnicio´n de tal recogida en (9.31), sino una particular parametrizacio´n
del modelo lineal estudiado en el cap´ıtulo 1. Este nuevo planteamiento se traducira´ en
la pra´ctica en un me´todo alternativo aunque equivalente para resolver los problemas
ya estudiados, si bien puede resultar especialmente adecuado a la hora de afrontar
ana´lisis de la varianza complejos y no equilibrados o con vistas a su implementacio´n
en un programa informa´tico.
7.1. El modelo
Efectivamente, segu´n la deﬁnicio´n de modelo estad´ıstico dada en (9.31), el mo-
delo lineal de rango no completo que estudiaremos a continuacio´n no se distingue
formalmente del modelo lineal deﬁnido en (3.1) y estudiado en el cap´ıtulo 3. En este
cap´ıtulo estamos asumiendo pues una acepcio´n diferente del te´rmino. Concretamente,
estamos considerando como modelo estad´ıstico un par compuesto por un espacio me-
dible (Ω,A) y una aplicacio´n sobreyectiva P : Θ→ P , siendo Θ un conjunto no vac´ıo
y P una familia de probabilidades sobre (Ω,A), que se denotara´, en consecuencia,
por {Pθ : θ ∈ Θ}. Por lo tanto, desde esta nueva perspectiva, el para´metro deja de
ser contingente para convertirse en una componente esencial del modelo.
Concretamente, sabemos que el modelo lineal puede parametrizarse por µ ∈ V y
σ2 > 0. No obstante, podemos considerar una base X de V y reemplazar el para´metros
µ por sus coordenadas β respecto a dicha base, lo cual no supondra´ ninguna alteracio´n
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mediante
β = (XX)−1Xµ. (7.1)
Te´ngase en cuenta que XX es una matriz cuadrada de orden dimV y rango dimV , por
lo que es invertible.
Sin embargo, segu´n la segunda acepcio´n del te´rmino, el cambio de para´metro
implica un cambio en el modelo estad´ıstico. En este nuevo marco tiene sentido hablar
de la siguiente generalizacio´n: consideraremos que la matriz X no es una base del
subespacio que generan sus columnas, es decir, que sus columnas no tienen por que´ ser
linealmente independientes. En deﬁnitiva, estaremos hablando de una matriz X ∈
Mn×s cuyo rango puede no ser completo. Esta generalizacio´n conlleva una clara
complicacio´n: no existe una identiﬁcacio´n entre los para´metros β y µ, pues pueden
existir, en principio, distintas soluciones al sistema µ = Xβ. No´tese que la expresio´n
(7.1) no es va´lida en general, pues, si el rango de X no es completo, la matiz XX no
es invertible.
Este planteamiento puede resultar adecuado para abordar la resolucio´n de cual-
quier sistema de ecuaciones lineales desde un punto de vista estad´ıstico. Sin embargo,
debemos preguntarnos en que´ situaciones de intere´s real puede considerarse un mode-
lo parametrizado por una matriz de rango no completo. Podemos citar tres ejemplos.
En primer lugar, un problema de regresio´n lineal cuyos vectores explicativos sean
linealmente dependientes, o bien cuando el nu´mero de e´stos sea mayor o igual que el
de unidades experimentales. En ambas situaciones patolo´gicas, el rango de la matriz
X no puede ser completo. Tambie´n puede aparecer una matriz X de rango no com-
pleto en cualquier disen˜o de experimentos, como ya dijimos en el cap´ıtulo anterior,
aunque profundizaremos en este tema en la tercera parte del cap´ıtulo. En el cap´ıtulo
1 en la parte ﬁnal de e´ste podemos encontrar una discusio´n ma´s detallada sobre la
conveniencia de utilizar este tipo de modelo.
Dado que la matriz XX no es necesariamente invertible, haremos uso de una
generalizacio´n del concepto de inversa de ua matriz que abordaremos en profundidad
en la primera parte de la seccio´n. Este estudio, de cara´cter matricial, podr´ıa haberse
abordado en la primera seccio´n del segundo ape´ndice, pero lo hemos incluido aqu´ı el
por no alargar en exceso el Ape´ndice. La segunda parte esta´ dedicada al planteamiento
y resolucio´n de los problemas de Estimacio´n Puntual y Contraste de Hipo´tesis cuando









7.2. INVERSA GENERALIZADA DE UNA MATRIZ 211
7.2. Inversa Generalizada de una Matriz
Se desarrolla aqu´ı un concepto que, como su propio nombre indica, viene a ge-
neralizar el de inversa de una matriz cuadrada no singular, aunque es aplicable a
cualquier matriz. Sera´ de intere´s a la hora de determinar el conjunto de soluciones de
cualquier sistema de ecuaciones lineales compatible, sea o no determinado, lo cual le
conﬁere gran trascendencia en el estudio que llevamos a cabo en este cap´ıtulo.
En lo que sigue, A denotara´ una matriz de Mm×p de rango r. Se dice que una
matriz G ∈Mp×m es una inversa generalizada de A− cuando veriﬁca
AGA = A. (7.2)
El subconjunto de Mp×m constituido por todas las inversas generalizadas de A se
denota por A−. Desde luego, es inmediato comprobar que, si p = m y A es no
singular, el conjunto A− esta´ constituido u´nicamente por la matriz inversa de A, en
cuyo caso nos permitiremos el abuso de denotar A− = A−1. En general, el conjunto
A− no es vac´ıo. Para probarlo, basta considerar una descomposicio´n de A segu´n (9.5).







veriﬁca trivialmente la condicio´n (7.2). Podemos ser au´n ma´s precisos y explicitar
un algoritmo para la obtencio´n de una inversa generalizada. Supondremos, en una







donde A11 es una matriz cuadrada de orden r e invertible. En ese caso, la matriz












Tener en cuenta que existe una matriz K ∈ M(m−r)×r tal que A21 = KA11 y A12 =
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permutacio´n Φ1 de las ﬁlas y otra Φ2 de las columnas, tal que la matriz B = Φ1AΦ2






es una inversa generalizada de B. Dado que tanto Φ1 como Φ2 son matrices orto-
gonales, puede probarse fa´cilmente que Φ2G˜Φ1 ∈ A−. El algoritmo consiste pues en
reordenar la matriz A para obtener un menor invertible de orden r en la primera
posicio´n, invertirlo, trasponerlo, rellenar con 0 el resto hasta completar una matriz
m× p, realizar las permutaciones de ﬁlas y columnas inversas y volver a trasponer.
De la deﬁnicio´n de inversa generalizada se siguen una serie de propiedades in-
mediatas. Por ejemplo, es obvio que, si G es una inversa generalizada de A, G lo
sera´ de A. En particular, si A es una matriz cuadrada y sime´trica y G es una inversa
generalizada, entonces tambie´n lo es G.
A continuacio´n aprovecharemos este concepto para caracterizar el conjunto de
soluciones de un sistema de ecuaciones lineales Ax = y, donde y ∈ Rm y x ∈ Rp,
siempre y cueando sea compatible, es decir, que exista alguna solucio´n.
Lema 7.1.
Dada G ∈Mp×m, las dos proposiciones siguientes son equivalentes:
(i) Ax = y es compatible ⇒ Gy es una solucio´n particular
(ii) G ∈ A−.
Demostracio´n.
Supongamos que (i) es cierto y deno´tense por aj, j = 1, . . . , p, las columnas de A.
En ese caso, la ecuacio´n Ax = aj es compatible. Por lo tanto, alguna solucio´n se
expresara´ mediante x = Gaj. En consecuencia, AGaj = aj, para todo j = 1, . . . , p
y (7.2) se veriﬁca. Rec´ıprocamente, si se veriﬁca (7.2) y Ax = y, entonces AGAx =
AGy. Luego, A(Gy) = y. Por lo tanto, el vector x˜ = Gy es solucio´n a la ecuacio´n
Ax = y.
Dadas A ∈ Mm×p, y ∈ Rm tal que la ecuacio´n Ax = y es compatible y G ∈ A−,
se deﬁne el siguiente subconjunto de Rp
SA,y = {Gy+ (GA− Idp×p)z : z ∈ Rp}.
Teorema 7.2.
En esas condiciones, SA,y es el conjunto de las soluciones a la ecuacio´n Ax = y. En
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Demostracio´n.
Probar que cualquier elemento de SA,y es solucio´n de la ecuacio´n Ax = y es trivial.
Rec´ıprocamente, Ax = y implica que x = Gy+ (GA− Id)(GA− Id)x.
Describiremos a continuacio´n el espacio SA,y de soluciones. Sea H = GA ∈Mp×p.
En ese caso, se veriﬁca que
SA,y = Gy+ SA,0 = Gy+ H − Id, (7.3)
que se trata de una subvariedad af´ın de Rp. Respecto a la dimensio´n de la misma, se
tiene lo siguiente:
Lema 7.3.
H veriﬁca que H2 = H y rg(H) = r, que los subespacios lineales H y Id−H son
perpendiculares y que rg(Id−H) = p− r.
Demostracio´n.
Que H2 = H se sigue de (7.2). Adema´s, dado que rg(GA) ≤ mı´n{rg(G), rg(A)}, se
tiene que rg(H) ≤ rg(A). Aplicando el mismo razonamiento a AH = AGA = A, se
deduce que rg(H) ≥ rg(A). Por otra parte, dado z ∈ Rp, se deduce de lo anterior
que (Id −H)z,Hz = 0, luego, H ⊥ Id −H. Dado que Id −H ⊕ H = Rp,
se concluye.
Teorema 7.4.
Dada A ∈Mm×p de rango r, se veriﬁca
(i) El espacio de soluciones SA,0 es un subespacio (p− r)-dimensional de Rp. Por lo
tanto, existen p−r soluciones linealmente independientes para la ecuacio´n Ax = 0.
(ii) Dado y ∈ Rm\{0} tal que la ecuacio´n Ax = y es compatible, el espacio de
soluciones SA,y constituye una subvariedad af´ın (p−r)-dimensional de Rp. Adema´s,
existen p− r + 1 soluciones linealmente independientes para la ecuacio´n Ax = y.
Demostracio´n.
El apartado (i) y la primera parte de (ii) se siguen directamente del lema anterior.
Falta por demostrar que existen p − r + 1 soluciones lineales independientes pa-
ra Ax = y. Primeramente, Gy es linealmente independiente de cualquier vector de
SA,0 = H−Id pues, de lo contrario, se veriﬁcar´ıa que AGy = 0 y, dado que y = Ax
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lo tanto, si {x0,1, . . . , x0,p−r} denota una base de SA,0, se trata de comprobar que
{Gy, Gy + x0,1, . . . , Gy + x0,p−r} es un conjunto de soluciones linealmente indepen-
dientes. Efectivamente, dada una familia de nu´meros reales {λ0, λ1, . . . , λp−r} tal que
λ0Gy+
p−r
i=1 λi(Gy+ x0,i) = 0, se tiene que
p−r
i=0 λi
Gy+p−ri=1 λix0,i = 0, lo cual
implica λi = 0, para todo i = 0, 1, . . . , p− r.
Este resultado podr´ıa considerarse, desde cierto punto de vista, como una versio´n
ma´s expl´ıcita del conocido Teorema de Rouche-Frobenius. Como caso particular, si
las columnas de A son linealmente independientes y la ecuacio´n Ax = y posee alguna
solucio´n, e´sta es u´nica y puede expresarse mediante x = Gy, para cualquier G ∈ A−.
En particular, si A es una matriz cuadrada de orden m no singular e y ∈ Rm, la
ecuacio´n Ax = y tiene como u´nica solucio´n x = A−1y.
El siguiente resultado sera´ de utilizad a la hora de caracterizar funciones lineales
estimables.
Corolario 7.5.
Un vector k ∈ Rp veriﬁca que kx es invariante para cualquier solucio´n x de Ax = y si,
y so´lo si, k ∈ H, siendo H = GA para cualquier G ∈ A−.
Demostracio´n.
Basta tener en cuenta (7.3) junto co el hecho de que, por el lema 7.3, Id−H⊥ = H.
Ya sabemos que pueden existen varias matrices G veriﬁcando la propiedad (7.2).
No obstante, si an˜adimos algunas hipo´tesis ma´s, podemos garantizar la unicidad.
Teorema 7.6.
Dada A ∈Mm×p, existe una u´nica matriz G ∈Mp×m veriﬁcando
(i) AGA = A
(ii) GAG = G
(iii) (GA) = GA
(iv) (AG) = AG
Demostracio´n.
Del teorema 9.5 se sigue que existen B ∈ Mm×r y C ∈ Mr×p, ambas de rango r,
tales que A = BC. En tal caso, tanto BB como CC  son invertibles y la matriz
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que es la u´nica. De (i) y (iii) se sigue que
AAG = A. (7.4)
Por un razonamiento completamente ana´logo se deduce que (ii)+(iv) implica
GGA = G. (7.5)
Puede probarse tambie´n, fa´cilmente, que (i)+(iv) y (ii)+(iii) implican, respectivamente
AAG = A, (7.6)
AGG = G. (7.7)
Por lo tanto, si G1, G2 veriﬁcan las condiciones (i)-(iv), se sigue de (7.5) aplicado a G1
y (7.6) aplicado a G2 que G1 = G1G1A = G1G1AAG2. Aplicando nuevamente (7.5)
a G1, se deduce que G1 = G1AG2. Luego, por (7.7) aplicado a G2, G1 = G1AAG2G2,
que es igual, por (7.4) aplicado a G1, a AG2G2. Aplicando nuevamente (7.7) a G2,
se deduce la unicidad.
La matriz G veriﬁcando las condiciones del teorema se denomina inversa gene-
ralizada de Penrose, denota´ndose con frecuencia por A(p). Si veriﬁca las condiciones
(i) y (ii), se dice que es una inversa reﬂexiva generalizada. El conjunto formado por
estas u´ltimas se denota por A(r).
Conocemos, por (9.8), co´mo se expresa la matriz de la proyeccio´n ortogonal sobre
un subespacio a partir de una base de vectores X del mismo. Veamos co´mo expresarla
en el caso de que X sea un sistema generador de vectores, admitiendo la posibilidad
de que sean linealmente dependientes.
Teorema 7.7.
Dada una matriz X ∈Mm×p, se veriﬁca que Px = XGX , para cualquier G ∈ (XX)−.
Demostracio´n.
Primeramente, probaremos que XXD = 0 implica XD = 0. Efectivamente, basta
considerar dos matrices B C como en el teorema anterior tales que X = BC. Entonces,
XXD = 0 implica 0 = CXXD = (CC )(BB)CD. Al ser CC  y BB invertibles, se
sigue que CD = 0 y, en particular, XD = BCD = 0. Por otra parte, teniendo en
cuenta que G ∈ (XX)−, se sigue de (7.2) que XX(GXX− Id) = 0. Luego, aplicando
la primera parte, se deduce que GXX = X y , en particular, que XXGX = X. Por lo
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De este resultado, se sigue directamente que, para todo G ∈ (XX)−, la matriz
XGX es sime´trica y su valor no depende del valor de G. Veamos ma´s resultados
relacionados con la inversa generaliza de XX.
Lema 7.8.
XXB1 = XXB2 si, y so´lo si, XB1 = XB2.
Demostracio´n.
Deno´tese Z = XB1 − XB2. Si XXB1 = XXB2, se tiene, en particular, que es nula la
matriz (B1 −B2)(XXB1 − XXB2) = Z Z, en cuyo caso lo es tambie´n Z.
Dada una matriz X ∈Mm×p y un vector y ∈ Rm, la ecuacio´n Xb = y es compatible,
es decir, tiene solucio´n exacta, si, y so´lo si, y ∈ X. En general, diremos que b ∈ Rp
es una solucio´n mı´nimo-cuadra´tica 1 a la ecuacio´n Xb = y cuando se veriﬁca
Xb− y ≤ Xb− y, ∀b ∈ Rp. (7.8)
Obviamente, y ∈ X si, y so´lo si, las soluciones mı´nimo-cuadra´ticas coinciden con las
exactas. El siguiente resultado es, posiblemente, el ma´s importante de esta seccio´n.
Teorema 7.9.
Dados X ∈ Mm×p, y ∈ Rm, las soluciones m´ınimo-cuadra´ticas a la ecuacio´n Xb = y
coinciden con las soluciones exactas a la ecuacio´n Xb = Pxy, que coinciden a su vez
con la soluciones exactas a la ecuacio´n
XXb = Xy (7.9)
Adema´s, dada cualquier G ∈ (XX)−, el espacio de soluciones m´ınimo-cuadra´ticas es la
subvariead af´ın [p− rg(X)]-dimensional
GXy+ GXX− Idp×p. (7.10)
Demostracio´n.
la primera parte de la tesis se sigue directamente del hecho de que
y− Pxy = mı´n{y− Xb : b ∈ Rp}.
En deﬁnitiva, se sigue del teorema 7.7 que las soluciones mı´nimo-cuadra´ticas a Xb = y
coinciden con las soluciones exactas a la ecuacio´n Xb = XGXy, para cualquier G ∈
1El te´rmino cuadra´tica hace referencia a hecho de que la norma eucl´ıdea de un vector se deﬁne
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(XX)−. En virtud del lema anterior, dichas soluciones coinciden con las soluciones a
la ecuacio´n XXb = XXGXy. El segundo te´rmino es igual a XPxy que, teniendo en
cuenta las propiedades fundamentales de la proyeccio´n ortogonal, coincide con Xy.
El espacio de soluciones exactas a esta ecuacio´n se obtiene haciendo uso del teorema
7.4. La dimensio´n de la subvariedad af´ın es p− rg(XX) = p− rg(X).
Como consecuencia inmediata tenemos el siguiente resultado.
Corolario 7.10.
Si X es de rango completo, la u´nica solucio´n m´ınimo-cuadra´tica a la ecuacio´n Xb = y es
el vector b = (XX)−1Xy.
En deﬁnitiva, hemos probado que la bu´squeda de soluciones mı´nimo cuadra´ticas
al sistema de ecuaciones lineales Xb = y pasa por la resolucio´n del sistema de ecua-
ciones (7.9), denominadas normales y, en consecuencia, segu´n (7.10), por el ca´lculo
de una inversa generalizada de la matriz XX. Convendr´ıa pues disponer de una algo-
ritmo para su obtencio´n cuando el rango de X no sea completo. Proponemos aqu´ı el
siguiente.
Consideremos una matriz R ∈ M(p−rg(x))×p cuyas ﬁlas sean linealmente inde-
pendientes entre s´ı y linealmente independientes de las ﬁlas de XX. Lo mismo puede
decirse entonces de las columnas de R entre s´ı y en relacio´n co las de XX. Es im-
portante tener en cuenta que si R ∈ M(p−rg(x))×p es una matriz cuyas ﬁlas sean
linealmente independientes entre s´ı y linealmente independientes de las ﬁlas de X,
tambie´n son linealmente independientes de las de XX. En ese caso, Rb = 0 puede
entenderse como un conjunto de p− rg(X) restricciones a la ecuacio´n XXb = Xy.











Debe veriﬁcarse entonces las siguientes ecuaciones
XXB11 +RB21 = Id, (7.11)
XXB12 +RB22 = 0, (7.12)
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Al ser las columnas de R linealmente independientes de las de XX, se veriﬁca, por
(7.12), que B22 = 0, luego, B21XX = 0. Si en (7.11) multiplicamos a la derecha por
XX y aplicamos lo anterior, se tiene que XXB11XX = XX. Por lo tanto, B11 ∈ (XX)−.
Podemos probar tambie´n (cuestio´n propuesta), que B11 veriﬁca tambie´n la condicio´n
(ii) del teorema 7.6, por lo que se trata realmente de una inversa generalizada reﬂexiva.
En deﬁnitiva, la bu´squeda de una solucio´n particular pasa por encontrar una matriz
de restricciones lineales R en las condiciones anteriores.
7.3. Estimacio´n y Contraste de Hipo´tesis.
Consideremos el modelo Y ∼ Xβ+E , donde X ∈Mn×s, E es un n-vector aleatorio
de media 0 y matriz de varianzas-covarianzas σ2Id, siendo σ2 un nu´mero positivo y
β cualquier vector de Rs. Afrontaremos en esta seccio´n los problemas de Estimacio´n
Puntual y Contraste de Hipo´tesis desde un punto de vista general. En la seccio´n
siguiente estudiaremos un caso particular. Tambie´n se consideraran otros ejemplos
en las cuestiones propuestas.
Dado que el modelo considerado el el Modelo Lineal estudiado en el cap´ıtulo 3
con V = X, nada podemos an˜adir respecto la estimacio´n de σ2. Por lo tanto, se
sigue de la proposicio´n 3.2 junto con el teorema 7.7 que el siguiente estad´ıstico es un
estimador insesgado de σ2
σˆ2,I = [n− rg(X)]−1Y − XGXY 2,
siendo G cualquier inversa generalizada de XX. Es ma´s, si E sigue una distribucio´n
normal, se sigue de los teoremas 3.6 y 3.7 que el estimador anterior es insesgado de
mı´nima varianza y ma´xima verosilimitud. Adema´s,
[n− rg(X)]σˆ2,I ∼ σ2χ2n−rg(x).
Por u´ltimo, todo lo expuesto en las secciones 3.3 y 3.4 en referencia al contraste de
hipo´tesis y comportamiento asinto´tico para σ2 sigue siendo va´lido.
Los problemas de Estimacio´n y Contraste de Hipo´tesis para β plantean, sin em-
bargo, una nueva diﬁcultad: el hecho de que, en general, β no esta´ perfectamente
determinado sino que es cualquier solucio´n a la ecuacio´n Xβ = E[Y ]. Considerare-
mos pues la estimacio´n de funciones parame´tricas de β estimables2 y el contraste de
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funciones reales lineales, es decir, de la forma aβ, donde a ∈ Rs. Tambie´n se con-
siderara´ u´nicamente el contraste de hipo´tesis del tipo Aβ = 0 4, donde A ∈ Mm×s.
Podemos asumir, sin pe´rdida de generalidad, que rg(A) = m. A continuacio´n, proce-
deremos a caracterizar con precisio´n las funciones lineales estimables y las hipo´tesis
lineales contrastables.
Lema 7.11.
Una funcio´n lineal Cβ, donde C ∈Mc×s, es estimable si, y so´lo si, existe B ∈Mc×n tal
que C = BX.
Demostracio´n.
Una implicacio´n es trivial, pues si C = BX, entonces Cβ = BXβ = BE[Y ], en
cuyo caso se veriﬁca (9.39). Para probar el rec´ıproco, consideremos G ∈ (XX)− y
supongamos que Xβ1 = Xβ2, lo cual equivale, teniendo en cuenta (7.3), a que β1− β2
pertenezca a CXX− Id. Por lo tanto, si Aβ1 = Aβ2, las ﬁlas de A perteneceran al
subespacio ortogonal al anterior, que, en virtud del lema 7.3, es GXX. Por lo tanto,
existira´ D ∈Mc×s tal que A = DGXX, y la tesis se veriﬁca tomando B = DGX.
Teorema 7.12.
Dados a ∈ Rs y A ∈Mm×s, se veriﬁca lo siguiente:
(i) La funcio´n parame´trica aβ es estimable si, y so´lo si, existe b ∈M1×n tal que a = bX.
(ii) La hipo´tesis parame´trica H0 : Aβ = 0 es contrastable si, y so´lo si, existe B ∈Mm×n
tal que A = BX.
Demostracio´n.
El primer apartado es consecuencia directa del lema anterior. Respecto al segundo,
supongamos que la hipo´tesis inicial H0 : Aβ = 0 es contrastable y consideremos
β1, β2 ∈ Rs tales que Xβ1 = Xβ2. En es ese caso, X(β1 − β2) = X0. Dado que A0 = 0,
se veriﬁca por hipo´tesis que A(β1− β2) = 0. Por lo tanto, la funcio´n Aβ es estimable
y, aplicando el lema anterior, se concluye.
Corolario 7.13.
Se veriﬁca lo siguiente:
(i) Una funcio´n lineal real aβ es estimable si, y so´lo si, existe un estad´ıstico lineal real T
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tal que E(β,σ2)[T ] = aβ.
(ii) La funcio´n aβ es estimable si, y so´lo si, a es una combinacio´n lineal de las ﬁlas de
X. Cualquier combinacio´n lineal de funciones lineales reales estimables de β es, a su vez,
una funcio´n lineal real estimable de β.
(iii) El nu´mero ma´ximo de funciones lineales reales estimables de β linealmente indepen-
dientes es igual al rango de la matriz X.
Demostracio´n.
Para probar (i) supongamos que existe c ∈ Rn tal que Eβ,σ2)[cY ] = aβ. En ese caso,
la funcio´n aβ veriﬁca (9.38), es decir, es estimable. Rec´ıprocamente, supongamos que
a = bX para alguna matriz b ∈M1×n. Dado PxY, que es un estimador insesgado de
E[Y ], se sigue que bPxY es un estimador lineal insesgado de aβ.
La propiedad (ii) se sigue directamente del teorema anterior. Para probar (iii) basta
tener en cuenta que las funciones lineales reales estimables de β se identiﬁcan, segu´n
el teorema anterior, con los vectores de Rs de la forma Xb, donde b ∈ Rn. El nu´mero
de vectores de esta forma linealmente independiente es igual, obviamente, al rango
de X.
Hemos de advertir que la proposicio´n (i) del corolario anterior suele presentarse
en la mayor parte de la literatura estad´ıstica como deﬁnicio´n de funcio´n lineal real
estimable de β.
El teorema 3.3, conocido como de Gauss-Markov, resuelve el problema de estima-
cio´n de estimandos del tipo cE[Y ], donde c ∈ Rn, pues garantiza que el estad´ıstico
cPxY es el estimador lineal insesgado de mı´nima varianza. En consecuencia, si aβ
es estimable, existe b ∈ M1×n tal que a = bX, luego, aβ = bE[Y ] y el estad´ıstico
T (Y ) = bPxY sera´ el estimador lineal insesgado de mı´nima varianza de aβ, cuya
varianza es, precisamente, σ2bPxb. Si se veriﬁca la n-normalidad de E , estaremos
hablando del estimador insesgado de mı´nima varianza y el de ma´xima verosimilitud
de aβ, cuya distribucio´n sera´
T ∼ Naβ, σ2bPxb
.
El para´metro β no puede considerarse estimable pues, en principio, no existe una
u´nica solucio´n a la ecuacio´n Xβ = E[Y ]. No obstante, aunque no podemos hablar
propiamente de estimadores insesgados de β, s´ı podemos buscar un estad´ıstico T :
Rn → Rs tal que XT sea un estimador insesgado de E[Y ], es decir, que satisfagan la
ecuacio´n XE[T ] = E[Y ]. Teniendo en cuenta que PxY es un buen estimador insesgado
de E[Y ], procederemos a buscar soluciones particulares a la ecuacio´n
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Se denotara´ por βˆ a cualquier estad´ıstico que sea solucio´n exacta al sistema de ecua-
ciones lineales anterior, lo cual equivale, segu´n el teorema 7.9, a ser solucio´n exacta
al sistema de ecuaciones normales
XXT = XY (7.15)
o, lo que es lo mismo, solucio´n mı´nimo-cuadra´tica a la ecuacio´n
XT = Y.
En virtud del teorema 7.9, sabemos que, dada G ∈ (XX)−, las soluciones a la ecuacio´n
(7.15) constituyen la siguiente subvariedad lineal de dimensio´n s− rg(X)
GXY + GXX− Ids×s (7.16)
Teniendo en cuenta el teorema 7.4-(ii) 5, existen s− rg(X) + 1 soluciones linealmen-
te independientes. Dos soluciones cualesquiera diﬁeren en un vector del subespacio
GXX− Ids×s. Por lo tanto, determinar una solucio´n particular equivale a imponer
s − rg(X) restricciones linealmenente independientes6. Si X es de rango completo,
existe una u´nica solucio´n a (7.15), que coincide con el estimador (3.15) obtenido en
el cap´ıtulo 3. El siguiente resultado es fundamental en lo que respecta al problema
de estimacio´n.
Teorema 7.14.
Si la funcio´n aβ es estimable y βˆ es una solucio´n cualquiera a (7.15), aβˆ es el estimador
lineal insesgado de m´ınima varianza de aβ. Si, adema´s, E sigue un modelo de distribucio´n
n-normal, sera´ el estimador insesgado de m´ınima varianza y ma´xima verosimilitud.
Demostracio´n.
Efectivamente, dado b ∈ Rn tal que a = bX, se sigue de (7.14) que
aβˆ = bXβˆ = bPxY,
luego, el teorema de Gauss-Markov prueba la primera aﬁrmacio´n. La segunda parte
se sigue de (9.42), teniendo en cuenta la deﬁnicio´n (9.4).
5Si la distribucio´n de Y esta´ dominada por la medida de Lebesgue en Rn, la probabilidad de que
Y pertenezca a X⊥ es nula.
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Respecto al contraste de hipo´tesis lineales contrastables, el problema tambie´n
esta´ resuelto en el cap´ıtulo 3. Efectivamente, una hipo´tesis inicial de la forma H0 :
Aβ = 0, siendo A una matriz m× s de rango m y tal que A = BX para cierta matriz
B ∈ Mm×n, puede expresarse mediante H0 : BE[Y ] = 0. As´ı pues, el problema se
reduce a contratar una hipo´tesis del tipo H0 : E[Y ] ∈ Wx,A, siendo Wx,A cierto
subespacio lineal de X. Como ya hemos aﬁrmado, este problema se resuelve en el
cap´ıtulo 3 mediante el test F. Lo u´nico que podemos an˜adir es una expresio´n expl´ıcita
del mismo a partir de las matrices X y A consideradas. En ese sentido, el siguiente
resultado es una generalizacio´n del teorema 3.13.
Teorema 7.15.
Dados G ∈ (XX)− y A una matriz m × s de rango m tal que la hipo´tesis inicial H0 :
Aβ = 0 es contrastable, el test F a nivel α para constrastar H0 consiste decidir H1 cuando
Fαm,n−rg(x) es menor que el estad´ıstico
F = m−1 (Aβˆ)
(AGA)−1Aβˆ
σˆ2,I , (7.17)
siendo βˆ cualquier solucio´n a la ecuacio´n (7.15).
Demostracio´n.
Si A es contrastable, existe B ∈ Mm×n tal que A = BX = (PxB)X. En ese caso,
PxB es una matriz n ×m de rango m. Por lo tanto, sus columnas consituyen un
conjunto de vectores linealmente independientes de X. Por otra parte, si µ = Xβ,
se veriﬁca Aβ = 0 si, y so´lo si, Bµ = 0, lo cual equivale a (PxB)µ = 0. En
consecuencia, el conjunto de vectores anterior constituye una base de X|Wx,A, cuya
dimensio´n es, por lo tanto, m. Teniendo en cuenta (9.8) junto con el teorema 7.7, se
veriﬁca
Y Px|Wx,AY = Y PxB(BPxB)−1BPxY
= Y XGXB(BXGXB)−1BXGXY
= Aβˆ)(AGA)−1Aβˆ,
donde βˆ = GXY . En ese caso, el estad´ıstico de contraste F = mσˆ2,I−1Px|Wx,AY 2
sigue trivialmente la expresio´n deseada. Para acabar, tener en cuenta que, para cual-
quier solucio´n particular a (7.15), se veriﬁca
Aβˆ = BXβˆ = BPxY.
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Obviamente, si X es de rango completo se obtiene la expresio´n (3.26). Lo ma´s
importante a nuestro entender es que todas las expresiones obtenidas en esta seccio´n
pueden implementarse dando lugar a algoritmos automa´ticos, cosa que no sucede si
utilizamos el concepto abstracto de subespacio lineal.
7.4. Ejemplo: disen˜o bifactorial no equilibrado.
Como ya adelantamos en la u´ltima seccio´n del cap´ıtulo anterior y en la intro-
duccio´n de e´ste, el Modelo Lineal parametrizado mediante una matriz de rango no
completo puede se de utilidad cuando se aborda el modelo de regresio´n lineal donde
los vectores explicativas son linealmente dependientes, o el nu´mero de estos no es
superior al nu´mero de unidades experimentales; pero sobre todo puede resultar u´til
en el estudio de disen˜os no equilibrados en el ana´lisis de la varianza. Dedicaremos
esta seccio´n a justiﬁcar dicha aﬁrmacio´n mediante la exposicio´n de un disen˜o, similar
al considerado en la seccio´n 6.4.
Se estudia la inﬂuencia de dos factores cualitativos, fA con a niveles y fB con b
niveles, en la media de una variable respuesta y. Para ello, consideraremos ab mues-
tras aleatorias simples, cada una de ellas correspondiendo a la combinacio´n entre un
determinado nivel del factor fA, i, con otro del factor fB, j. Se denotara´ por nij el
taman˜o de la muestra (i, j)-e´sima. No estamos suponiendo, por lo tanto, que el di-
sen˜o sea equilibrado. El nu´mero total de datos es n =ai=1
b
j=1 nij. El disen˜o puede
representarse, esquema´ticamente, como sigue:
Factor B
Factor A
Y111, . . . , Y11n11 . . . . . . . . . Y1b1, . . . , Y1bn1b... ...
Ya11, . . . , Ya1na1 . . . . . . . . . Yab1, . . . , Yabnab
Hemos asignado la muestra correspondiente a los niveles i-e´simo y j-e´simo de los
factores A y B, respectivamente, las coordenadas (i, j), que indica una celda de la
cuadr´ıcula. Una tercera coordenada, k, indicara´ la posicio´n del dato en la celda co-
respondiente. Se supondra´, adema´s, que todas las muestras son independientes y pro-
vienen de distribuciones normales con ide´ntica varianza. El modelo puede expresarse
as´ı:
Yijk = µij + εijk, εijk ∼ N(0, σ2) independientes, (7.18)
donde i = 1, . . . , a, j = 1, . . . , b y k = 1, . . . , nij. Si componemos todas las observa-
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aleatorio n-dimensional Y = (Y111, . . . , Yabnab), de media µ. Para cada celda (i, j) de
la cuadr´ıcula se considera el vector vij de Rn deﬁnido de manera ana´loga al cap´ıtu-
lo anterior. As´ı, si V denota el subespacio ab dimensional del Rn generado por los
vectores vij, i = 1, . . . , a, j = 1, . . . , b, el modelo puede expresarse mediante
Y = µ+ E , E ∼ Nn(0, σ2Id), µ ∈ V, σ2 > 0. (7.19)
Se trata pues de un modelo lineal normal. Una descomposicio´n del tipo (6.23), que
lleva asociada la parametrizacio´n considerada en la seccio´n 6.4 con la imposicio´n
de las restricciones (6.21), es posible en general, aunque no se puede garantizar la
ortogonalidad entre los subespacios considerados (cuestio´n propuesta). Por ello, la
familia de restricciones (6.21) no debe ser considerada necesariamente natural. No
obstante, dado que el objetivo principal cuando se lleva a cabo un disen˜o de este
tipo es determinar en que´ medida inﬂuyen cada uno de los factores cualitativos y la
interaccio´n entre ambos en la media de la variable respuesta, s´ı resulta natural desde
un punto de vista intuitivo proponer la siguiente descomposicio´n para la media de la
casillas (i, j)-e´sima:
µij = θ + αi + αj + (αβ)ij (7.20)
De esta forma, el para´metro θ se interpreta, siempre en te´rminos intuitivos, como la
aportacio´n comu´n a todos los niveles de los factores, el para´metro αi como la aporta-
cio´n espec´ıﬁca del nivel i-e´simo del primer factor, βj como la aportacio´n espec´ıﬁca del
nivel j-e´simo del segundo factor; por u´ltimo, (αβ)ij se interpreta como la aportacio´n
a la media que resulta de combinar los niveles i-e´simo y j-e´simo del primer y segundo
factor, respectivamente.
Para poder ser ma´s expl´ıcitos, supongamos que a = 3 y b = 2. Deno´tese por B a
al para´metro en R12 de componentes
B = θ, α1, α2, α3, β1, β2, (αβ)11, . . . , (αβ)32
siendo solucio´n a la ecuacio´n (7.20). Equivalentemente, se veriﬁca que B es solucio´n
a la ecuacio´n
Xb = E[Y ],




1n11 1n11 0 0 1n11 0 1n11 0 0 0 0 0
1n12 1n12 0 0 0 1n12 0 1n12 0 0 0 0
1n21 0 1n21 0 1n21 0 0 0 1n21 0 0 0
1n22 0 1n22 0 0 1n22 0 0 0 1n22 0 0
1n31 0 0 1n31 1n31 0 0 0 0 0 1n31 0
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Por lo tanto, el modelo puede expresarse de la forma
Y = XB+ E , E ∼ Nn(0, σ2Id), B ∈ R12, σ2 > 0.
De esta forma, descomponer la media de cada celda segu´n (7.20) equivale a parame-
trizar el modelo a trave´s de la matriz X ∈ Mn×12 de rango 6. Del teorema 7.12, se
sigue que las funciones lineales estimables de B son de la forma aB para cualquier
a ∈ M1×12 que pueda expresarse como combinacio´n lineal de las ﬁlas de X. En ese
caso, se veriﬁca trivialmente (cuestio´n propuesta) que ninguno de los para´metros θ,
αi, βj, (αβ)ij, donde i = 1, 2, 3 y j = 1, 2, son estimables. Si son estimables, sin
embargo, funciones del tipo
β1 + (αβ)11 − β2 − (αβ)12, (7.21)
que equivale a µ11 = µ12, es decir, a que el factor B no afecta a la media del primer
nivel del factor A. Igualmente, son estimables funciones del tipo
α1 + (αβ)11 − α2 − (αβ)21, (7.22)
que equivalen a µ11 = µ21. En virtud del teorema (7.12), son contrastables las hipo´te-
sis del tipo AB = 0, cuando las ﬁlas de A sean combinaciones lineales de las de X. De
esta forma, son contrastables la hipo´tesis
HA,AB0 : αi + (αβ)ij = αi + (αβ)ij, i = i, j = 1, 2,
HB,AB0 : β1 + (αβ)i1 = β2 + (αβ)i2, i = 1, 2, 3.
Ambas pueden expresarse, en te´rminos de la media, como sigue:
HA,AB0 : µij = µij, i = i j = 1, 2,
HB,AB0 : µi1 = µi2, i = 1, 2, 3.
Por lo tanto, se traducen en la no inﬂuencia de los factores A y B, respectivamente,
en la media de la variable respuesta, y esas son, precisamente, los contrastes que
ma´s interesan. Tanto los problemas de estimacio´n como los de contraste de hipo´tesis
podr´ıan resolverse directamente con las te´cnicas estudiadas en el cap´ıtulo 3 7, pues
cabe formularlos en te´rminos de la media µ. No obstante, la teor´ıa de rango no
completo permite generar de manera sencilla funciones lineales estimables e hipo´tesis
7Aunque no podamos ofrecer una expresio´n expl´ıcita para los tests como las que podemos en-
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contrastables expresadas a partir de unos para´metros que nos resultan intuitivos (θ,
α1, β2, etc) y aporta automa´ticamente un algoritmo para la resolucio´n del problema.
Concretamente, para estimar funciones como las del tipo (7.21) y (7.22) haremos
uso del teorema 7.14. Asimismo, para contrastar hipo´tesis como HA,AB0 y HB,AB0
utilizaremos el teorema 7.15. En ambos casos, precisamos de una solucio´n mı´nimo-
cuadra´tica a la ecuacio´n Xb = Y o, equivalentemente, una solucio´n8 exacta al sistema
de ecuaciones normales
XXb = XY
que se denotara´ por Bˆ. En este caso, segu´n se vio en la segunda seccio´n, elegir una
solucio´n particular pasa por imponer un sistema de 6 restricciones linealmente inde-
pendientes. Puede probarse que las restricciones (6.21), consideradas naturales en el
caso equilibrado, son va´lidas tambie´n en un disen˜o no equilibrado, es decir, que su
cumplimiento conduce a una u´nica solucio´n. Efectivamente, en nuestro caso se veriﬁ-
ca trivialmente que las ﬁlas de la matriz R siguiente son linealmente independientes




0 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0 0 0
0 0 0 0 0 0 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 1 1 0 0 0


Por lo tanto, podemos considerar la u´nica solucio´n
Bˆ =

θˆ, αˆ1, αˆ2, αˆ3, βˆ1, βˆ2, ˆαβ)11, . . . , ˆ(αβ)32


















ˆ(αβ)ij = 0, j = 1, 2,
2
j=1
ˆ(αβ)ij = 0, i = 1, 2, 3.
Las restricciones anteriores suelen imponerse de manera habitual, lo cual no quiere
decir que sean naturales.
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A ﬁn de cuentas y desde el punto de vista te´cnico, la diferencia entre abordar el
problema con rango no completo en vez de completo (cap´ıtulo 3) estriba en calcular
una solucio´n a un sistema de ecuaciones no determinado en lugar de una matriz de
proyeccio´n ortogonal sobre cierto subespacio a determinar. Se trata, en ﬁn, de una
distincio´n que bien podr´ıa obviarse, teniendo en cuenta que, hoy en d´ıa, los problemas
estad´ısticos se resuelven en su totalidad mediante programas informa´ticos. No obs-
tante, desde el punto de vista te´cnico, el computador debe entender a que´ subespacio
nos estamos reﬁriendo, para lo cual habremos de introducir cierta matriz X, que en
el modelo de rango no completo viene dada de partida. Esta ventaja la disfruta so´lo
el programador. Para el usuario del programa informa´tico, el uso de rango no com-
pleto supone la posibilidad de manejar los para´metros del modelo sin necesidad de
imponer previamente restricciones sobre los mismos que pueden resultar artiﬁciales.
No obstante, las restricciones, igualmente artiﬁciales, debera´n considerarse a la hora
de seleccionar una solucio´n particular a las ecuaciones normales.
Cuestiones propuestas
1. Demostrar que la matriz B11 obtenida como inversa generaliza da XX, es re-
ﬂexiva, es decir, veriﬁca que B11XXB11 = B11. (Indicacio´n: considerar (7.11) y
(7.13).
2. Dada una funcio´n lineal estimable aβ, construir un intervalo de conﬁanza a
nivel 1− α para aβ, suponiendo la n-normalidad del vector aleatorio Y .
3. Desarrollar un disen˜o completamente aleatorizado (seccio´n 6.1) mediante la
parametrizacio´n µi = θ + αi, i = 1, . . . , r, sin imponer ninguna restriccio´n a
priori sobre θ y α1, . . . , αr.
4. Probar la validez de la descomposicio´n (6.23) en el disen˜o bifactorial no equili-
brado, aunque no se veriﬁque la ortogonalidad entre todos los subespacios que
la componen.
5. Si µi· denota la media del nivel i-esimo del factor A, i = 1, 2, 3, construir la
familia de intervalos de conﬁanza simulta´neos a nivel 1− α de Bonferroni para
las diferencias µi· − µi·
6. Establecer un algoritmo para estimar la funcio´n
f(B) = 2θ + α1 + α2 + 2β1 + (αβ)11 + (αβ)12
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7. Establecer algoritmo para resolver el contraste de la hipo´tesis inicial HA,AB0 que
no precise del ca´lculo de inversa generalizada.
8. ¿Es contrastable la hipo´tesis (αβ)11 = . . . = (αβ)32 en disen˜o bifactorial 3× 2?













Este cap´ıtulo esta´ dedicado a una familia de modelos que, salvo cierto detalle que
comentaremos ma´s adelante, vienen a generalizar el modelo lineal normal. El caso es
que estos modelos aportan un procedimiento para resolver los problemas de regresio´n
lineal y ana´lisis de la varianza y covarianza, junto con otros nuevos, entre los que se
encuentran la regresio´n de Poisson, la regresio´n log´ıstica o las tablas de contingencia.
Hemos de destacar que las pruebas de los resultados reposan fundamentalmente
en el Ca´lculo Diferencial y la Teor´ıa Asinto´tica, precisa´ndose tambie´n cierto conoci-
miento de las familias exponenciales y la Teor´ıa de la Informacio´n. Algunas de ellas
se proponen como ejercicio para el lector. En la u´ltima seccio´n se precisa un cierto
dominio de los me´todos nume´ricos para la aproximacio´n a las ra´ıces de una ecuacio´n,
como el de Newton-Raphson; tambie´n encontraremos en ella algunos razonamientos
de tipo heur´ıstico impl´ıcitamente presentes en la deﬁnicio´n de devianza. En todo caso
remitimos al lector interesado a la bibliograf´ıa recomendada para un estudio ma´s
completo del tema. Concretamente, en Dobson (1990) podemos encontrar una buena
s´ıntesis y aporta referencias ma´s concretas, mientras que en Cox & Hinkley (1974)
podemos consultar mejor ciertos detalles te´cnicos.
8.1. El modelo
La deﬁnicio´n original de modelo lineal generalizado se debe a Nelder & Wed-
derburn (1972). Sea Y un vector aleatorio n-dimensional de componentes Y1, . . . , Yn
independientes de medias µ1, . . . , µn, respectivamente. Decimos que Y sigue un mo-
delo lineal generalizado dada la matriz X ∈ Mn×s de ﬁlas X1, . . . ,Xn, cuando existe
una funcio´n g mono´tona diferenciable tal que, para todo i = 1, . . . , n, se veriﬁca:
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para alguna funcio´n real b, y c y d son las mismas para todo i.
(ii) Existe β ∈ Rs tal que g(E[Yi]) = Xiβ.
En deﬁnitiva, se trata de un modelo dominado cuya funcio´n de verosimilitud puede
expresarse, si se denota Y = (Y1, . . . , Yn), de la forma
L(β, Y) = expB(Xβ), Y+ C(β) +D(Y) (8.1)
siendo B la composicio´n de n re´plicas de b y C y D la suma de n re´plicas de c y
d, respectivamente. En todos los ejemplos que consideremos, salvo (8.9) y (8.21),
tendremos que b y, por lo tanto B, sera´n la identidad, es decir, que la funcio´n de
verosimilitud se expresara´ de la forma
L(β, Y) = expXβ, Y+ C(β) +D(Y) (8.2)
La funcio´n g veriﬁcando las condiciones anteriores se denomina funcio´n de ligadura.
Al igual que el modelo lineal puede obtenerse condicionando en un modelo de
correlacio´n, muchos de los modelos lineales generalizados se obtendra´n, como veremos,
condicionando en otro modelo previo.
Por otra parte, si Li denota la funcio´n de verosimilitud correspondiente a la com-
ponente Yi y li = logLi, se sigue que
li(µi, Yi) = Yi · [b ◦ g](µi) + c(µi) + d(Yi) (8.3)









Sea U el vector aleatorio n-dimensional de componentes
Ui = dlidµi 1 ≤ i ≤ n (8.5)
En ese caso, se sigue de (9.35) que
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Lema 8.1.
Para todo i = 1, . . . , n, se veriﬁca
µi = − c
(µi)
b(Xiβ) · g(µi)
b(Xiβ) = [var[Yi] · g(µi)]−1












[Yi − g−1(Xiβ)] · b
g−1(Xiβ)
 · Xij
Por su parte, se sigue (cuestio´n propuesta) del lema 8.1, la proposicio´n 8.2 y (9.35)
lo siguiente:
Proposicio´n 8.3.













para 1 ≤ j, k ≤ s
Corolario 8.4.
La matriz de informacio´n del modelo para β es la siguiente
I = XWX, (8.7)
siendo W la matriz diagonal de componentes
wii =
varµi [Yi] · [g(µi)]2
−1, 1 ≤ i ≤ n
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8.2. Ejemplos
Veamos algunos modelos que pueden adaptarse a este formato, as´ı como diversos
problemas pra´cticos que pueden ser formalizados mediante estos modelos. El modelo
lineal normal no es una estructura de este tipo dado que la distribucio´n de los datos
depende de la varianza, por lo que los algoritmos que estudiaremos a continuacio´n
no son, en principio, de aplicacio´n en dicho modelo. Otra cosa es que la suponga-
mos conocida. De hecho, si aplicamos el principio de sustitucio´n y arrastramos ese
para´metro hasta el ﬁnal, dichos algoritmos conducen a las mismas estimaciones de β
que se obtienen con el modelo lineal y al propio test F . So´lo en ese sentido podemos
hablar de una generalizacio´n del modelo lineal normal.
Modelo lineal normal con varianza σ2 conocida
Si conocemos el valor de la varianza σ2 en un modelo lineal podemos dividir por
σ cada dato Yi de media µi, obteniendo Y ∗i = σ−1Yi, de media µ∗i = σ−1µi. Esta
homotecia conduce a un nuevo modelo equivalente, concretamente Y ∗ ∼ Nn(µ∗, Id),
siendo la densidad de cada componente la siguiente


















As´ı pues, estamos hablando de un producto de n densidades del tipo (9.36) con












Impongamos la restriccio´n propia del modelo lineal de que, dados X1, . . . ,Xn ∈ Rs,
se veriﬁque µi = Xiβ, para todo i, es decir, µ = Xβ. En los te´rminos del modelo
transformado se expresar´ıa mediante µ∗ = X∗β, siendo X∗ = σ−1 · X. la funcio´n de
verosimilitud del modelo podra´ expresarse de la forma (8.2). Concretamente
L(β, Y∗) = exp



















Consideremos Y1, . . . , Yn variables aleatorias independientes distribuidas respecti-




yi = 0, 1, . . .
Esta densidad puede expresarse tambie´n mediante
fλi(yi) = exp
yi · log λi − λi − log(yi!)

Una situacio´n como esta puede darse cuando cada Yi es el nu´mero de sucesos conta-
bilizados en un determinado periodo de tiempo, que se denota por i, en el que existe
un feno´meno de pe´rdida de memoria1.
Puede suceder que la media de esta distribucio´n crezca de manera lineal en relacio´n
con cierta variable real Z, con valores Z1, . . . ,Zn, es decir, que existan β0, β1 ∈ R tales
que λi = β0 + β1Zi, i = 1, . . . , n. En tal caso, si se denota Xi = (1,Zi) y β = (β0, β1),
la funcio´n de verosimilitud correspondientes a (Y1, . . . , Yn) se expresara´ de la forma
(8.1), concretamente
L1(β, Y) = exp
 n
i=1




Se trata de un modelo lineal generalizado dada X = (1n|Z) con funcio´n de ligadura
g(x) = Id con b(x) = log(x).
En otras ocasiones podemos suponer un crecimiento exponencial de λi. Puede su-
ceder, por ejemplo, cuando se contabilizan las muertes atribuibles a un enfermedad en
una poblacio´n grande durante un cierto intervalos de tiempos iguales y consecutivos,
i = 1, . . . , n. Es decir, suponemos que existe un nu´mero β tal que
λi = iβ
En ese caso, g(λi) = (log i)·β. Por lo tanto, con estos supuestos, si se denota Xi = log i,
la funcio´n de verosimilitud del modelo puede expresarse de la forma (8.2) mediante









Se trata de un modelo lineal generalizado dada X = (log 1, . . . , log n) con funcio´n de











234 CAPI´TULO 8. MODELOS LINEALES GENERALIZADOS
Regresio´n log´ıstica
Una de las ma´s importantes aplicaciones de los modelos lineales generalizados es
la resolucio´n de problemas de regresio´n con un vector explicativo q-dimensional Z =
(Z1, . . . , Zq) y una variable respuesta binaria Y . Supongamos que nuestra variable Y
toma valores 1 o´ 0. Si contamos con n re´plicas independientes (Y1, Z1), . . . , (Yn, Zn)
y, para cada 1 ≤ i ≤ n, se denota πi = P (Y = 1|Zi = zi), se veriﬁca que la funcio´n
de verosimilitud del modelo condicional2 de (Y1, . . . , Yn) dados Zi = zi, 1 ≤ i ≤ n, es
la siguiente
Lz
π1, . . . , πn, Y1, . . . , Yn) =
n
i=1
(1− πi) · exp
 n
i=1
Yi · log πi1− πi

(8.11)
Consideremos la funcio´n siguiente
g(x) = log x1− x, 0 ≤ x ≤ 1 (8.12)
Deno´tese θ = (g(π1), . . . , g(πn)) ∈ Rn y Y = (Y1, . . . , Yn). En ese caso, podemos
expresar (8.11) de forma cano´nica mediante
Lz(θ, Y) = exp {θ, Y+ C∗(θ)} (8.13)
siendo C∗(θ) =ni=1 log (1− g−1(θi)). La funcio´n (8.12) es la inversa de la siguiente,
que se denomina funcio´n log´ıstica:
L(x) = e
x
1 + ex , x ∈ R











Las medias condicionales pueden por tanto obtenerse a partir de las componentes
de θ mediante
πi = L(θi), 1 ≤ i ≤ n (8.14)
El uso de esta funcio´n no responde u´nicamente a criterios este´ticos, sino que puede
venir dada por la aceptacio´n de diversos supuestos, ma´s o menos naturales, en dife-
rentes problemas a resolver, y que conducen a un modelo lineal generalizado con la
funcio´n L−1 desempen˜ando el papel de ligadura. Distinguimos dos situaciones.
Ana´lisis discriminante: supongamos que la distribucio´n de Z condicionada
a Y es
PZ|Y=j = Nq(µj,Σ), j = 0, 1
Entie´ndase Y como un factor aleatorio que distingue dos distribuciones nor-
males con ide´ntica matriz de varianzas-covarianzas. Son los mismos supuestos
que, en un ana´lisis discriminante, permiten aplicar la estrategia de clasiﬁcacio´n
lineal de Fisher3. En ese caso, se sigue de la regla de Bayes (cuestio´n propuesta)
que
P (Y = 1|Z = z) = L− (β0 + zβ)
 (8.15)
donde
β0 = log 1− qq + µ

1Σ−1µ1 − µ0Σ−1µ0,
β = Σ−1(µ0 − µ1).
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Es decir, si se denota β = (β0, β) y Xi = −(1,Zi), se sigue de (8.14) que
θi = Xiβ, 1 ≤ i ≤ n
o, equivalentemente,
g(πi) = Xiβ, 1 ≤ i ≤ n
En consecuencia, el modelo condicional dada la matriz explicativa Z veriﬁca
presenta una funcio´n de verosimilitud del tipo (8.2) con X = −(1n|Z) y g = L−1.
Concretamente,








Luego, estaremos hablando de un modelo lineal generalizado dada la matriz de
regresio´n X con funcio´n de ligadura L−1. En deﬁnitiva, una buena estimacio´n
del para´metro β nos permitira´ predecir con bastante exactitud la probabilidad
de que Y tome el valor 0 o´ 1 a partir de los valores obtenidos en Z.
Modelos de respuesta a una dosis: estudiamos en este apartado la relacio´n
existente entre la dosis de una sustancia y la probabilidad de e´xito de la misma.
Puede tratarse de un medicamento o bien un veneno para animales o plantas;
en el primer caso el e´xito consistir´ıa en la curacio´n mientras que, en el segundo,
ser´ıa la muerte del individuo. Desde el punto de vista histo´rico, se trata de una
de las primeras aplicaciones de modelos derivados de la regresio´n lineal. Consiste
pues, al igual que el ana´lisis discriminate, en un modelo de regresio´n simple con
una variable respuesta Y con valores en {0, 1} y una variable explicativa Z con
valores en [0,+∞).
En la pra´ctica es frecuente que el e´xito sea imposible por debajo de un umbral
mı´nimo de dosis c1 y que sea seguro por encima de un umbral ma´ximo c2.
Tambie´n puede resultar natural que la probabilidad de e´xito crezca de manera
lineal entre ambos umbrales. Es decir,




0 si z < c1
z−c1
c2−c1 si c1 ≤ z ≤ c2
1 si z > c2
(8.17)
Tener en cuenta que (z − c1)(c2 − c1)−1 = β0 + β1z para β0 = (c1 − c2)−1 y











Tambie´n podemos expresar (8.17) mediante








c2−c1 si c1 ≤ s ≤ c2
0 en caso contrario (8.18)
No´tese que se trata, lo´gicamente, de una funcio´n de densidad. Si considera-
mos n re´plicas independientes, (Y1, Z1), . . . , (Yn,Zn), el modelo condicional de
(Y1, . . . , Yn) dado Z1 = z1, . . . , Zn = zn no puede considerarse lineal generali-





pues, en (8.17) so´lo tenemos una relacio´n lineal a trozos. Este problema pue-
de resolverse reemplazando la funcio´n de tolerancia (8.18) por otra que sea
continua. Para ese ﬁn puede valernos una curva normal







Efectivamente, en ese caso, si Φ denota la funcio´n de distribucio´n del modelo
N(0, 1), se veriﬁca en virtud del teorema de cambio ed variables,




, 1 ≤ i ≤ n
Por lo tanto, la funcio´n de verosimilitud del modelo condicional se expresara´ con
la ayuda del para´metro β = (σ−1, σ−1µ) de la forma (8.1). Concretamente











En este caso, estamos considerando las funciones b y g siguientes
b(x) = log Φ(x)1− Φ(x) , g(y) = Φ
−1(y)
Los experimentos estad´ısticos de este tipo se denominan modelos probit.
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tolerancia. En los estudios relacionados con venenos el para´metro µ se denomina
dosis letal media.
Sin embargo, podemos obtener un modelo lineal generalizado ma´s sencillo si
consideramos como funcio´n de tolerancia esta otra funcio´n de densidad, bastan-
te similar a una curva normal, que depende de dos para´metros reales β0, β1 ∈ R
f(s) = β1 exp{β0 + β1 · s}[1 + exp{β0 + β1 · s}]2 , s ∈ R (8.22)
Veamos que´ aspecto tiene esta funcio´n para β0 = 0 y β1 = 1.
En ese caso, se veriﬁca, para 1 ≤ i ≤ n
P (Yi = 1|Zi = zi) =
 zi
−∞
f(s) ds = L(β0 + β1 · zi)
Dado que
L−1(x) = log x1− x
la funcio´n de verrosimilitud del modelo para Y = (Y1, . . . , Yn) condicionado a
Z1 = z1, . . . , Zn = zn puede expresarse a trave´s del para´metro β = (β0, β1) de
la forma (8.16). Concretamente








Este tipo de modelos basados en el uso de la funcio´n log´ıstica se denominan en
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8.3. Estudio asinto´tico
Segu´n se desprende de lo estudiado hasta ahora, una de las tareas ma´s importan-
tes que debemos afrontar es la estimacio´n del para´metro β del modelo (o del modelo
condicional). La labor resultara´ mucho ma´s dif´ıcil de lo que fue la estimacio´n de µ o
β en el modelo lineal normal o lineal a secas. En este caso buscaremos el estimador
de ma´xima verosimilitud pues el procedimiento procura mejores estimaciones que las
que obtendr´ıamos segu´n el me´todo de mı´nimos cuadrados4. Es decir, buscaremos el
valor de β que maximiza la funcio´n de verosimilitud (8.1) dados Y1, . . . , Yn. Concreta-
mente, se denotara´ por βˆMV cualquier vector de Rs cuyas componentes sean soluciones
a las ecuaciones ∂l/∂βj = 0, = 1 ≤ j ≤ s. Esta seccio´n se centra en las bien conocidas
propiedades asinto´ticas de este estimador. Para un estudio exhaustivo recomendamos
Lehmann (1983) y Ferguson (1996). La primera que debemos destacar es la consis-
tencia del estimador. Efectivamente, segu´n el teorema 2.2. del cap´ıtulo 6 de Lehmann
(1983), queda garantizada la existencia de una secuencia de soluciones al sistema de
ecuaciones anterior que converge en probabilidad a β. Partiendo de esta propiedad
y utilizando herramientas ba´sicas de la estad´ıstica asinto´tica, describiremos la dis-
tribucio´n l´ımite de βˆMV en el modelo condicional. Las hipo´tesis que precisamos son
las siguientes: supongamos que (Yi, Xi), i ∈ N, es una sucesio´n de vectores aleato-
rios s+ 1-dimensionales iid segu´n un modelo de distribucio´n P Y |Xβ × PX , para algu´n
β ∈ Rs, siendo P Y |X=xβ una distribucio´n dominada con funcio´n de verosimilitud del
tipo
Lxi(β, Yi) = exp{Yi · q(Xiβ) + c(Xiβ) + d(Yi)},
veriﬁcando q y c las condiciones de regularidad necesarias, y sea, para cada n, βˆMVn ∈
Rs una solucio´n al sistema de ecuaciones Unj (b) = 0, para 1 ≤ j ≤ s, siendo
Unj (b) =
∂ log ni=1 L(β, Yi)

∂βj (b), b ∈ R
s
I(β),n y I(β) denotara´n las matrices de informacio´n de los modelos condicionados con
n y 1 datos, respectivamente.
Teorema 8.5.
En las condiciones anteriores, si Iβ no es singular, se veriﬁca la siguiente convergencia en
distribucio´n cuando n tiende a inﬁnito:
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Demostracio´n. Primeramente, se veriﬁca trivialmente
I(β),n = n · I(β)
Deno´tese Un = (Un1 , . . . , Uns ) y conside´rese un desarrollo de Taylor de grado 1 de
Un(β) en torno a βˆMV:






∂2 log( ni=1 L(β,Yi))
∂β1∂β1 (b) . . .
∂2 log( ni=1 L(β,Yi))
∂β1∂βs (b)... ...
∂2 log( ni=1 L(β,Yi))
∂βs∂β1 (b) . . .




y siendo f(b) una funcio´n con valores en Ms×s que podemos suponer continua por
las condiciones de regularidad de q y c. Por la consistencia de βˆMVn podemos despre-
ciar el u´ltimo sumando del segundo te´rmino, pues converge a 0 en probabilidad. Lo
expresamos as´ı
βˆMVn − β = H−1n (βˆMV) · Un(β)
Teniendo en cuenta nuevamente la consistencia de βˆMVn y aplicando la LDGN junto
con el teorema 9.21 se deduce
n−1Hn(βˆMV) −→ Iβ (8.25)




aji (β), 1 ≤ j ≤ s,
siendo
aji = Yi · Xij · ∂q/∂βj + Xij · ∂c/∂βj
Los vectores aleatorios (a1i , . . . , asi ), i ∈ N, constituyen una sucesio´n iid con esperanza
nula, por (9.34), y matriz de varianzas y covarianzas Iβ. Se sigue entonces del TCL
iid multivariante, que
n−1/2Un(β) −→ Ns(0, Iβ) (8.26)










8.3. ESTUDIO ASINTO´TICO 241
No´tese que, para un taman˜o de muestra n suﬁcientemente grande, se veriﬁca,
aproximadamente,
βˆMVn ∼ Ns(β, I−1n ) (8.27)
Lo cual implica, en te´rminos aproximados, insistimos, no so´lo que βˆMVn sea insesgado,
sino que su matriz de varianzas-covarianzas alcanza la cota mı´nima de Cramer-Rao5,
por lo que podr´ıamos considerarlo como asinto´ticamente insesgado de mı´nima va-
rianza. En ese sentido se dice que es un estimador asinto´ticamente eﬁciente (adema´s
de consistente). Tambie´n podemos obtener como consecuencia inmediata el siguiente
resultado:
Corolario 8.6.










Dado β0 ﬁjo, la funcio´n W se denomina estad´ıstico de Wald. Conocida la matriz
de informacio´n, (8.27) puede utilizarse, por ejemplo, para construir intervalos de
conﬁanza para las componentes de β. Concretamente, si ψjk denota la componente
(j, k)-e´sima de I−1n , sera´n de la forma
βˆMVjn ± zα

ψjj, 1 ≤ j ≤ s (8.29)
Asimismo, a partir de (8.24), podemos construir regiones de conﬁanza el´ıpticas para
β, concretamente
(β − βˆMVn)I(β − βˆMVn) ≤ χ2,αs (8.30)
En las misma condiciones del teorema 8.5 y siguiendo razonamientos completamente
ana´logos pero aplicados al logaritmo de la funcio´n de verosimilitud l, en lugar de a
su derivada, y mediante un desarrollo de Taylor de orden 2, en lugar e 1, en torno a
βˆMVn, se obtiene el siguiente resultado cuya demostracio´n queda como ejercicio
Teorema 8.7.
En las condiciones anteriores se veriﬁca
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8.4. Estimacio´n y contraste de de hipo´tesis
Todo lo dicho en la seccio´n anterior tiene en principio un valor meramente teo´rico,
veremos por que´. Se deﬁnio´ βˆMV como cualquier vector de Rs cuyas componentes sean
soluciones a las ecuaciones ∂l/∂βj = 0, 1 ≤ j ≤ s. En las condiciones del primer
ejemplo dedicado a un modelo lineal normal puede comprobarse sin diﬁcultad que un
vector b es solucio´n al sistema de ecuaciones anteriores sil y so´lo si, lo es del siguiente
sistema de ecuaciones lineales:
X∗X∗b = (X∗)Y ∗ (8.31)
No´tese que, si expresamos la ecuacio´n en los te´rminos originales (sin dividir por σ),
e´sta queda como sigue:
XXb = XY (8.32)
Por lo tanto, para encontrar la solucio´n ﬁnal no es necesario conocer el valor de σ2
pues no depende del mismo.
Pero esto no deja de ser una excepcio´n pues, en general, puede tratase de un sis-
tema de ecuaciones no lineales cuya solucio´n deba obtenerse de manera aproximada
mediante un me´todo iterativo. Seguramente, lo ma´s natural primera vista sea aplicar
el procedimiento e Newton-Raphson. Concretamente, si U y H denotan respectiva-
mente el vector y la matriz deﬁnidas en el teorema 8.5, y si b(m−1) denota una solucio´n
en la fase (m−1)-e´sima, la solucio´n mejorada en la fase m-e´sima se obtiene mediante
b(m) = b(m−1) − H[b(m−1)]−1 · U [b(m−1)] (8.33)
Un procedimiento alternativo, ma´s simple desde el punto de vista operativo, consiste
en reemplazar H por su valor medio, es decir, In. De esta forma, (8.33) quedar´ıa
como sigue
b(m) = b(m−1) − In,b(m−1)
−1 · U [b(m−1)]
Es decir,
In,b(m−1)b(m) = In,b(m−1)b(m−1) + U [b(m−1)] (8.34)
Se sigue entonces de las proposiciones 8.2 y 8.3 que, para j = 1, . . . , s, la componente











[Yi − g−1(Xib(m−1))] · Xij
varb(m−1) [Yi] · g
g−1Xib(m−1)

En deﬁnitiva, si consideramos la matriz W deﬁnida en el corolario 8.4 y valorada en
b(m−1), el vector b(m) sera´ la solucio´n al sistema de ecuaciones linales siguientete










8.4. ESTIMACIO´N Y CONTRASTE DE DE HIPO´TESIS 243




Xik · b(m−1)k +
Yi − g−1(Xib(m−1))
 · gg−1Xib(m−1)
, 1 ≤ i ≤ n
En ese sentido y teniendo en cuenta (3.47), puede entenderse b(m) como una especie
de solucio´n mı´nimo-cuadra´tica generalizada. La ecuacio´n (8.35) es, en deﬁnitiva, la
que debe resolverse en cada paso.
Puede demostrarse (cuestio´n propuesta) que, en las condiciones del primer ejem-
plo, dedicado al modelo lineal con varianza conocida, se tiene que W = Id y zi = Y ∗i ,
para todo i, por lo que estaremos buscando, para todom ∈ N, una solucio´n al sistema
de ecuaciones lineales (8.31), o bien a (8.32) si la expresamos en los te´rminos origi-
nales. En consecuencia, estamos considerando la propia solucio´n mı´nimo-cuadra´tica
(7.9).
El modelo que estudiamos en este cap´ıtulo reposa en una serie de hipo´tesis, entre
las que se encuentra que la existencia de X ∈ Rs tal que g(µi) = Xiβ para todo i.
Vamos a proponer a continuacio´n un procedimiento para contrastar dicha hipo´tesis,
lo cual puede entenderse parcialmente como una prueba de bondad de ajuste. Es
obvio que si s = n, la hipo´tesis anterior es completamente vacua, pues cualquier base
de Rn proporcionara´ un ajuste perfecto, en cuyo caso los datos obtenidos tendra´n
una ma´xima verosimilitud. El te´rmino β y su EMV se denotara´n en ese caso por
βma´x y βˆMVmax, respectivamente. Se obtendra´ pues un ma´ximo valor para 2l(βˆMVmax).
Lo que se espera, si el modelo que proponemos es correcto, es que la diferencia
con el te´rmino 2l(βˆMV) sea pequen˜a. Ello es un indicio de que el modelo reducido
con s para´metros puede hacer suﬁcientemente veros´ımiles nuestras observaciones. En
deﬁnitiva, denominamos devianza a la diferencia
D = 2[l(βˆMVmax)− l(βˆMV)],
es decir
D = 2[l(βˆMVmax)− l(βmax)]
− 2[l(βˆMV)− l(β)]
+ 2[l(βmax)− l(β)]
Como vemos, D se obtiene sumando esa diferencia positiva constante (tercer suman-
do) a la que hac´ıamos alusio´n anteriormente dos te´rminos aleatorios que se restan
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aproximadamente una distribucio´n χ2n, mientras que el te´rmino que se resta sigue
aproximadamente una distribucio´n χ2s. Llegamos al punto ma´s conﬂictivo: si ambos
son independientes, cosa que no sucede en general, dicha diferencia debe seguir, apro-
ximadamente, un modelo de distribucio´n χ2n−s. En ese caso, si el modelo es correcto,
se espera que el u´ltimo sumando sea pro´ximo a 0 y que, por lo tanto, D siga aproxi-
madamente una distribucio´n χ2n−s, de manera que un valor de D por encima de χαn−s
puede conducirnos a desechar el modelo con s para´metros.
Este procedimiento puede utilizarse tambie´n para eliminar algunos de los para´me-
tros del modelo, es decir, para contrastar hipo´tesis del tipo
H0 : βr+1 = . . . = βs = 0
Efectivamente, si reducimos a r la dimensio´n de β obtendremos un nuevo para´metro
y un nuevo EMV del mismo que se denotara´n, respectivamente, por β0 y βˆMV0. En ese
caso, si la hipo´tesis inicial es correcta, cabe esperar que la diferencia 2[l(βˆMV)− l(βˆMV0)]
sea pro´xima a 0. Dicha diferencia puede expresarse mediante
D = D0 −D1
donde D0 expresa la devianza del modelo reducido y D1 la del original. Si se dieran las
condiciones de independencia adecuadas, cosa que sucede en el modelo lineal normal
con varianza conocida, y el modelo reducido es correcto, cabr´ıa esperar que D se
distribuya aproximadamente segu´n un modelo χ2s−r. As´ı pues, se puede optar por
desechar la reduccio´n cuando D > χ2,αs−r. Desde luego, no es necesario advertir al
lector que considerar este tipo de procedimientos como un tests de hipo´tesis a todos
los efectos se antoja bastante aventurado.
No es e´se, sin embargo, el caso del caso del modelo lineal normal con varianza
conocida, pues se veriﬁca tambie´n la independencia entre D1 y D, lo cual supone
una aproximacio´n a la distribucio´n Fs−r,n−s de D/D1 si el modelo reducido es
correcto. De hecho, se puede comprobar (cuestio´n propuesta) que en dicho modelo, se
obtiene una distribucio´n F -Snedecor exacta. Adema´s, ya hemos visto en su momento
co´mo se trabaja con este modelo: se dividen los datos originales por σ2. En ese caso,
el cociente anterior no depende del valor de σ2, por lo que el procedimiento para
contrastar la hipo´tesis anterior es igualmente viable en el caso general de que la
varianza no se conozca. Curiosamente, puede comprobarse (cuestio´n propuesta) que
este procedimiento es el propio test F . Para ma´s detalles consultar Doob (1990).
Queda pues claro que los procedimientos estudiados en este cap´ıtulo generalizan los
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Cuestiones propuestas
1. Probar el lema 8.1.
2. Probar las proposiciones (8.2) y (8.3).
3. Probar (8.15).
4. Obtener las matrices de informacio´n para los modelos (8.8 ), (8.9), (8.10) y
(8.16).
5. Obtener los intervalos de conﬁanza (8.29) y la regio´n de conﬁanza (8.30).
6. Probar el teorema 8.7.
7. Probar que en el modelo de regresio´n lineal normal con βr+1 = . . . = βs = 0, se
veriﬁca D0 −D1
D1 ∼ Fs−r,n−s
Probar que el procedimiento para contrastar la hipo´tesis anterior coincide con
el test F .
8. Probar que, en las condiciones del modelo lineal general con varianza conocida,
se tiene que W = Id y zi = Y ∗i , para todo i, por lo que el me´todo (8.35) se
reduce a buscar la solucio´n mı´nimo-cuadra´tica (7.9).
9. ¿En que´ aspectos relativos a la estimacio´n y contraste de hipo´tesis podemos
aﬁrmar que los procedimientos estudiados en este cap´ıtulo generalizan los ya













En este cap´ıtulo abordamos un sucinto estudio de una serie de temas que esti-
mamos necesarios para el correcto seguimiento de nuestra teor´ıa. En primer lugar,
repasaremos una serie de deﬁniciones y resultados fundamentales de la teor´ıa matri-
cial y, en deﬁnitiva, del A´lgebra Lineal, cuya relacio´n con el Modelo Lineal resulta
obvia; a continuacio´n, en las dos secciones siguientes, realizamos un brev´ısimo repa-
so de las nociones fundamentales de Probabilidad y Estad´ıstica, imprescindible para
una exposicio´n rigurosa de la materia; posteriormente, se expone someramente en
que´ consiste y co´mo se aplica el principio de Invarianza, el cual tendra´ una enorme
trascendencia en la justiﬁcacio´n del test F; por u´ltimo, se presentan las nociones y
resultados fundamentales de la teor´ıa asinto´tica que se utilizara´n para analizar el
comportamiento l´ımite de los estimadores y tests de hipo´tesis obtenidos en la teor´ıa.
9.1. Resultados de A´lgebra Matricial
En esta seccio´n nos limitamos a exponer una serie de resultados relativos al A´lge-
bra Lineal que sera´n de utilidad en nuestra teor´ıa. Aparte de esto, podemos encontrar
en la seccio´n 7.1 un amplio estudio del concepto de inversa generalizada de una ma-
triz. Recordamos, en primer lugar, algunas deﬁniciones.
Dada una matriz A ∈ Mn×n (entendemos que sus coeﬁcientes son reales), δ ∈ C
se dice autovalor de A cuando es ra´ız del polinomio de grado n p(x) = |A− xId|, lo
cual signiﬁca que existe un vector e ∈ Cn tal que Ae = δe. En ese caso, decimos que
e es un autovector asociado al autovalor δ, lo cual vale para toda la recta e.
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Rn. Se dice que x e y son perpendiculares u ortogonales cuando
n
i=1
xiyi = 0, (9.1)











(xi − yi)2. (9.3)
Por lo tanto, la regio´n del espacio formada por los puntos cuya distancia respecto a
x sea igual a un cierto nu´mero positivo k es un esfera. El cuadrado de la distancia
puede expresarse de esta forma
y − x2 = (y − x)Id(y − x).
Si sustituimos la matriz identidad por cualquier matriz sime´trica deﬁnida positiva
A, la regio´n anterior sera´ un elipsoide, cuyas caracter´ısticas dependera´n de los auto-
vectores y autovalores de A (ver teorema de diagonalizacio´n). Una expresio´n de este
tipo pueden encontrarse en la densidad de la distribucio´n normal multivariante.
Una sistema de vectores de Rn se dice ortonormal cuando los vectores son de
norma eucl´ıdea 1 y ortogonales entre s´ı. Una matriz Γ ∈ Mn×n se dice ortogonal
cuando Γ es su inversa, lo cual equivale a aﬁrmar que sus columnas constituyen
una base ortonormal de Rn. En ocasiones las denominaremos rotaciones, ya veremos
por que´. El conjunto de todas las matrices ortogonales de orden n se denotara´ por
On. Dado un subespacio vectorial V ⊂ Rn, V ⊥ denota el subespacio vectorial de
dimensio´n n − dimV constituidos por todos los vectores ortogonales a V . Asimismo,
si W ⊂ V, V |W denotara´ el subespacio V ∩W⊥, de dimensio´n dimV − dimW .
Una matriz A ∈Mn×n se dice semideﬁnida positiva cuando es sime´trica1 y veriﬁca
que eAe ≥ 0, para todo e ∈ Rn, en cuyo caso se denota A ≥ 0. Esta deﬁnicio´n permite
establecer un preorden en Mn×n. Concretamente,
A ≥ B cuando xAx ≥ xBx, para todo x ∈ Rn. (9.4)
Decimos que A es deﬁnida positiva cuando veriﬁca eAe > 0, para todo e ∈ Rn\{0},
en cuyo caso se denota A > 0.
1En rigor, no es necesario que la matriz sea sime´trica para que sea deﬁnida positiva, pero en
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Diagonalizacio´n
Dada una matriz A ∈ Mn×n, se deﬁnen sus autovalores como las ra´ıces del po-
linomio en x |A − xId|. Por lo tanto, λ ∈ C es un autovalor de A cuando existe
un vector e ∈ Cn tal que Ae = λe. En ese caso, se dice que e es un autovector de
A asociado al autovalor λ. Si λ ∈ R, podemos encontrar un autovector asociado de
componentes reales. En nuestro caso, so´lo consideraremos autovalores y autovectores
de matrices sime´tricas, lo cual facilitara´ las cosas en virtud del siguiente resultado.
Lema 9.1.
Todos los autovalores de una matriz sime´trica son reales.
Demostracio´n.
Sea A ∈ Mn×n sime´trica y supongamos que existen a, b ∈ R, con b = 0 tales que
a+ bi es ra´ız del polinomio en p(x) = |A− xId|. En ese caso, tambie´n lo sera´ a− bi.
Luego, la matriz
B = [A− (a+ bi)Id][A− (a− bi)Id]
= (A− aId)2 + b2Id
es singular. Sea pues x = 0 tal que Bx = 0. Luego, con mayor razo´n, xBx = 0. Al
ser A sime´trica se tiene que, si y = (A− aId)x,
0 = xBx = x(A− aId)(A− aId)x+ b2xx
= yy + b2xx.
Siendo el primer sumando del u´ltimo te´rmino no negativo y el segundo estrictamente
positivo, se llega a una contradiccio´n.
En consecuencia, dado que so´lo consideraremos autovalores de matrices reales
sime´tricas, tanto e´stos como las componentes de sus autovectores sera´n reales. El
resultado siguiente, cuya demostracio´n es trivial, precede al ma´s importante de esta
seccio´n.
Lema 9.2.
Si A ∈ Mn×n sime´trica y Γ ∈ Mn×n ortogonal, los autovalores de A coinciden con los
de ΓAΓ.
El siguiente resultado, denominado Teorema de Diagonalizacio´n, permite expre-
sar de forma natural cualquier matriz sime´trica. Para la demostracio´n de la segunda
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que presentamos previamente. E´ste se divide en dos partes: la primera establece con-
diciones necesarias que debe veriﬁcar un extremos relativo condicionado; la segunda
establece condiciones suﬁcientes.
Teorema 9.3.
Sean n y m nu´meros naturales tales que n < m y U ⊂ Rm abierto. Consideremos las
aplicaciones φ : U −→ R y f : U −→ Rn, ambas con derivadas parciales segunda






es n, y que existe un vector λ ∈ Rn tal que (φ − λf)(c) = 0.
Entonces, para que φ|M tenga un ma´ximo (m´ınimo) relativo en c, es condicio´n suﬁciente
que D2Lλ(c)(h, h) < 0 (respectivamente > 0) cada vez que h ∈ Rm \ {0} veriﬁque que
Dfi(c)(h) = 0, i = 1, . . . , n, donde Lλ = φ− λf.
Obse´rvese la analog´ıa que guarda con las condiciones necesaria y suﬁciente para
ma´ximos y mı´nimos no condicionados. La primera parte (necesariedad) se obtiene
como aplicacio´n del teorema de la funcio´n impl´ıcita, mientras que la segundo (suﬁ-
ciencia) se deduce del teorema de Taylor. Para ma´s detalles, consultar Fdez. Vin˜as II,
pag. 126. Dicho esto, vamos a enunciar el teorema fundamental al que hac´ıa alusio´n
anteriormente.
Teorema 9.4 (Diagonalizacio´n).
Si A ∈Mn×n sime´trica, existe una matriz n×n ortogonal Γ y una matriz n×n diagonal
∆=diag(δ1, . . . , δn), con δ1 ≥ . . . ≥ δn, tales que
A = Γ∆Γ.
En ese caso, los δi’s son los autovalores de A y las columnas γi’s de Γ constituyen una
base ortonormal de autovectores asociados, siendo igualmente va´lida cualquier otra base










alcanza´ndose el ma´ximo en α = γi.
Demostracio´n.
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a δ1 tal que γ1 = 1. Podemos considerar e2, . . . , en ∈ Rn tales que {γ1, e2, . . . , en}
constituyan una base ortonormal de Rn. Sea entonces S1 ∈Mn×n cuyas columnas son
los vectores de la base por el mismo orden. Si se denota B1 = (e2 . . . en) ∈Mn×(n−1),

















Sea A1 = B1AB1 ∈ M(n−1)×(n−1) sime´trica. Por el lema anterior, los autovalores de
S 1AS1 coinciden con los de A. Luego, los autovalores de A1 son δ2, . . . , δn. El proceso







siendo S2 ∈M(n−1)×(n−1) ortogonal, y as´ı hasta agotar los n autovalores, tras lo cual,
habremos obtenido una serie de matrices cuadradas ortogonales S1, . . . , Sn, donde
cada Si es de orden n × (n + 1 − i), tales que, si se deﬁne, Γ1 = S1 y, para cada
















Considerando Γ = Γn · . . . · Γ1, se tiene que A = ΓDΓ, lo cual implica, adema´s, que
AΓ = ΓD, de lo que se deduce que las columnas de Γ constituyen una base ortonormal
de autovectores asociados a los autovalores δ1, . . . , δn, respectivamente. Si Γ∗ es otra






que coincide, trivialmente, com
ma´x{αAα : α ∈ Rn ∧ α = 1}.
Consideramos las funciones φ(α) = αAα y f(α) = αα − 1, y el conjunto M =
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en cierto elemento γ. Luego, por el teorema 9.3, existe un u´nico δ ∈ R tal que
(φ − δf)(γ) = 0, es decir, 2(Aγ − δγ) = 0 y, por tanto, Aγ = δγ. Por lo tanto,
γ es un autovector asociado al autovalor δ. Realmente, si x ∈ Rn es un autovector
de norma 1 asociado a un autovalor β, entonces xAx = β. Como la anterior funcio´n
se maximiza en δ, se tiene que δ = λ1 y γ = γ1. El siguiente paso es encontrar
ma´x{αAα : α = 1 ∧ αγ1 = 0}. Se trata pues de maximizar la funcio´n φ anterior






Aplicando el teorema 9.3 se deduce la existencia de δ, θ ∈ R tales que, si el ma´ximo
se alcanza en γ ∈ Rn,
2Aγ − 2δγ − θγ1 = 0.
Por lo tanto, multiplicando por γ1 se tiene que
2γ1Aγ − θ = 0.
Dado que γ ∈ γ1⊥ = γ2, . . . , γn, y teniendo en cuenta que ΓAΓ = D, se deduce
que el primer sumando es nulo. Luego, θ = 0 y estamos en deﬁnitiva en las mismas
condiciones del primer paso. Por lo tanto, δ = δ2 y γ = γ2. El proceso se repite
ana´logamente hasta completar los n autovalores.
Obse´rvese que, si los autovalores de la matriz son distintos, la descomposicio´n
es u´nica salvo reﬂexiones de los autovectores. En caso contrario, sera´ u´nica salvo
reﬂexiones y rotaciones de e´stos. El siguiente corolario es inmediato:
Corolario 9.5. (i) Dos autovectores asociados a distintos autovalores de una matriz
sime´trica son ortogonales.
(ii) Si A es sime´trica, su rango coincide con el nu´mero de autovalores no nulos.
(iii) Si A ≥ 0, sus autovalores son todos no negativos. Si A > 0, son todos estricta-
mente positivos.
(iv) Si A ≥ 0, existe2 una matriz sime´trica A1/2 tal que A = A1/2A1/2. Si A > 0,
existe tambie´n una matriz sime´trica A−1/2 tal que A−1 = A−1/2A−1/2.
(v) Si A ≥ 0, existe una matriz X con las mismas dimensiones tal que A = X X.
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(vi) Dada A ∈ Mn×n semideﬁnida positiva de rango r, existe X ∈ Mn×r de rango r
tal que A = XX .
(vii) La traza de una matriz sime´trica es la suma de sus autovalores y el determinante,
el producto de los mismos.
El siguiente resultado, corolario del teorema 9.4, permite obtener un especie de
diagonalizacio´n para cualquier matriz, sea o no sime´trica.
Teorema 9.6.
Dadas A ∈ Mm×p de rango r, existen una matriz D = diag(λ1, . . . , λr) con elementos









Sea ∆ = diag(d1, . . . , dr, 0) la matriz diagonal de orden p de los autovalores ordenados
de AA y H una matriz p × p cuyas columnas h1, . . . , hp constituyen una base orto-
normal de autovectores respectivos. El teorema de diagonalizacio´n permite aﬁrmar
aﬁrma que
AA = H∆H .
Consideremos ∆r y Hr las submatrices de ∆ y H constituidas respectivamente por
los r primeros autovalores y sus correspondientes autovectores. Deﬁnamos
Gr = AHr∆−1/2r .
Se veriﬁca entonces que GrGr = Idr. Por lo tanto, sus columnas pueden completarse
hasta obtener una matriz ortogonal de orden m que se denota por G. En ese caso, si














Exponemos a continuacio´n un resultado relacionado con la matriz de covarianzas
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Lema 9.7.






(i) Si S22 es invertible, entonces |S| = |S22| · |S11 − S12S−122 S21|.






se veriﬁca que V −111 = S11 − S12S−122 S21.
Demostracio´n.
























|S| = |T | · |U | · |T ∗| = |S22| · |S11·2|,
con lo cual queda probado (i). Demostremos (ii): si S > 0, podemos expresarla de
la forma S = X X, teniendo X las mismas dimensiones que S. Descompongamos X









≤ rg(X2) = rg(S22).
Luego, S22 es no singular. Se sigue entonces de la primera parte que tambie´n es
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Miscela´nea
A continuacio´n expondremos una serie de resultados de diversa ı´ndole que ser-
vira´n de herramienta en las teor´ıas de Modelos Lineales y Ana´lisis Multivariante. El
siguiente lema, de cara´cter especialmente te´cnico, sera´ de utilidad cuando abordemos
el ana´lisis de los residuos.
Lema 9.8.
Dados A ∈Mn×n deﬁnida positiva y b ∈ Rn tales que bA−1b = 1, se tiene que
(A− bb)−1 = A−1 + 1− bA−1b−1 A−1b bA−1 .
Demostracio´n.
Basta multiplicar la matriz A−bb por el te´rmino de la derecha y tener en cuenta que
bA−1b es nu´mero real y que, por lo tanto, b(bA−1b)bA−1 equivale a (bA−1b)bbA−1.
A continuacio´n dos resultados de intere´s en Ana´lisis Multivariante:
Teorema 9.9.
Sean S y U matrices p× p sime´tricas, deﬁnida positiva y semideﬁnida positiva, respecti-
vamente, y sea el polinomio en t p(t) = |U − tS|. Entonces, p(t) tiene todas sus ra´ıces




Adema´s, existe una matriz A ∈Mp×p tal que









Siendo S > 0, se veriﬁca
|U − tS| = |S1/2||S−1/2US−1/2 − tId||S1/2| = |S1/2|2||S−1/2US−1/2 − tId|. (9.6)
Dado que S−1/2US−1/2 ≥ 0, existen una matriz p × p ortogonal Γ y una matriz
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siendo t1, . . . , tp los autovalores ordenados de S−1/2US−1/2, que, por (9.6), coinciden
con las ra´ıces ordenadas p(t). Adema´s, sera´n todos no negativos, y si U > 0, sera´n
estrictamente positivos. Por lo tanto
ΓS−1/2US−1/2Γ = D, ΓS−1/2S(ΓS−1/2) = Id.
Luego, el teorema se satisface con A = ΓS−1/2. Adema´s, en virtud del teorema 9.4 y






lo cual acaba la demostracio´n.
Teorema 9.10.
Para toda S ∈ Mp×p semideﬁnida positiva existe una matriz C ∈ Mp×p triangular
superior tal que S = CC .
Demostracio´n.
Sabemos que existe B ∈ Mp×p tal que S = BB. Entonces, para cada Γ ∈ Mp×p
ortogonal se tiene que S = (BΓ)(BΓ). Luego, basta probar que, para cada B ∈
Mp×p, existe Γ ortogonal tal que BΓ es triangular superior. Si b1, . . . , bp ∈M1×p son
las ﬁlas de B, construiremos Γ de tal manera que sus columnas, γ1, . . . , γp ∈ Rp sean
de norma 1 y satisfagan
γ1 ∈ b2, . . . , bp⊥, γi ∈ γ1, . . . , γi−1, bi+1, . . . , bp⊥, ∀i = 2, . . . , p.
Puede comprobarse fa´cilmente que Γ es ortogonal y BΓ es triangular superior.
El teorema siguiente se utiliza, por ejemplo, en la segunda reduccio´n por invarianza
para obtener el test F.
Lema 9.11.
Sean X ∈ Mp×k de rango r y U ∈ Mr×k de rango r tales que X X = U U. Entonces,
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sea R ∈Mp×(p−r) cuyas columnas constituyen una base ortonormal de V ⊥. Dado que
rg(U) = rg(U U) = r, U U es una matriz invertible. Consideremos entonces
Γ =




Esta matriz es ortogonal, pues
ΓΓ =
 (U U)−1UU UU (U U)−1 (U U)−1UX R















Sean X,Y ∈Mp×k. Se veriﬁca entonces que X X = Y Y si, y so´lo si, existe una matriz
Γ ∈Mp×p ortogonal tal que Y = ΓX.
Demostracio´n.
Obviamente, si Y = ΓX, entonces Y Y = X X. Veamos la otra implicacio´n. Si
r = rg(X), entonces rg(Y ) = rg(Y Y ) = rg(X X) = rg(X) = r. En virtud del
corolario 9.5(vi), existe una matriz U r × k de rango r tal que U U = X X = Y Y.
Aplicando el lema anterior a X X y a Y Y, se deduce la existencia de sendas matrices






Basta pues considerar Γ = Γ2Γ1 para obtener el resultado deseado.
No´tese que, si k = 1, estamos aﬁrmando que X = Y  si, y so´lo si, existe una
matriz Γ ∈Mp×p ortogonal tal que Y = ΓX. Por ello se identiﬁcan las matrices orto-
gonales con las rotaciones y la norma eucl´ıdea constituye un invariante maximal para
el grupo de las rotaciones. El siguiente resultado sera´ de utilidad para justiﬁquemos
el test F en el modelo de Correlacio´n.
Teorema 9.13.
Sean X, Y ∈ Mp×k y S, T ∈ Mp×p deﬁnidas positivas. Si X S−1X = Y T−1Y, existe
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Demostracio´n.
Aplicando el teorema anterior a S−1/2X y T−1/2Y, se deduce la existencia de una
matriz Γ ∈Mp×p ortogonal tal que T−1/2Y = ΓS−1/2X, es decir,
Y = (T 1/2ΓS−1/2)X.
Adema´s,
(T 1/2ΓS−1/2)S(T 1/2ΓS−1/2) = T.
Luego, considerando A = T 1/2ΓS−1/2 obtenemos el resultado deseado.
El siguiente teorema es de utilidad a la hora de encontrar el estimador de ma´xima
verosimilitud en el modelo de correlacio´n. Necesita un lema previo.
Lema 9.14.
Sea h una aplicacio´n que asigna a cada matriz U ∈Mp×p deﬁnida positiva el nu´mero






Entonces h alcanza el ma´ximo en U = 1nId.
Demostracio´n.















Por lo tanto, h puede considerarse como una funcio´n g(t1, . . . , tp). Veamos que g
alcanza un ma´ximo en (R+)p. Dado que g(t1, . . . , tp) → ∞ cuando cada ti → ∞,
i = 1, . . . , p, podemos restringir la bu´squeda del ma´ximo a una regio´n del tipo (0,M ]p.
Teniendo en cuenta que g se anula cuando cualquier ti vale 0, ello equivale a buscar
el ma´ximo en el compacto [0,M ]p. Siendo g continua, este ma´ximo se alcanza con
certeza en cierto punto, en el cual deben anularse las las derivadas parciales
∂






g(t1, . . . , tp), i = 1, . . . , p.
Dado que g no se anula en (R+)p, se tiene que
∂
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Por lo tanto, el ma´ximo se alcanza cuando todos los autovalores de U son iguales a
1/n. Luego, por el teorema 9.4, se sigue que U = (1/n)Id.
Teorema 9.15.
Sean A una matriz p × p deﬁnida positiva y f la funcio´n que asigna a cada matriz U
del mismo tipo el nu´mero f(U) = 1|U |n/2 exp
−12tr(U−1A)
 . Entonces, dicha funcio´n
alcanza el ma´ximo en U = 1nA.
Demostracio´n.
Se veriﬁca que







donde h se deﬁne como en el lema anterior. Por lo tanto, f alcanza el ma´ximo cuando
A−1/2UA−1/2 = 1nId
o, equivalentemente, cuando U = 1nA.
Proyeccio´n Ortogonal
Se trata de un concepto deﬁnible no so´lo en Rn, sino en cualquier espacio de Hil-
bert. Dado E un espacio R-vectorial3, un producto interior sobre E es una aplicacio´n
·, · de E × E en R sime´trica y tal que, para todo e ∈ E, las aplicaciones e, · y
·, e son lineales. En ese caso, se dice que e1 y e2 son perpendiculares u ortogonales
cuando e1, e2 = 0, en cuyo caso se denota e1 ⊥ e2. Dado un subconjunto S ⊂ E,
se denota e1 ⊥ S cuando e1 ⊥ e2 para todo e2 ∈ S. Tambie´n se denota por S⊥ la
familia de los vectores ortogonales a todos los de S. Todo producto interior induce de
forma natural una norma deﬁnida mediante e = e, e1/2, la cual induce a su vez
una distancia d(e1, e2) = e1 − e2. Por u´ltimo, dicha distancia induce una topolog´ıa
sobre E. Si el espacio topolo´gico resultante es completo se dice de Hilbert. Como
ejemplo tenemos el espacio Rn dotado del producto interior
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denominado comu´nmente producto escalar y del cual proviene la nocio´n de ortogo-
nalidad deﬁnida en (9.1) junto con la norma y distancia eucl´ıdeas deﬁnidas en (9.2)
y (9.3), respectivamente. No sera´ Rn el u´nico caso espacio que manejemos. Tambie´n
se considerara´ mas adelante el espacio L2 de las variables aleatorias de cuadrado
integrable sobre un cierto espacio de probabilidad.
Dado un subespacio lineal cerrado S ⊂ E, se deﬁne la proyeccio´n ortogonal sobre
S como la aplicacio´n PS que asigna a cada vector e ∈ E el u´nico vector s ∈ S tal que
e− s ∈ S⊥. Puede probarse4 que se trata del vector de S ma´s pro´ximo a e segu´n la

































En el caso de un subespacio lineal V ⊂ Rn (dotado del producto escalar) de
dimensio´n k, la aplicacio´n PV se identiﬁcara´ con una matriz n×n de rango k, que se
denotara´ igualmente por PV . Se veriﬁca adema´s, como probaremos a continuacio´n,
que dada X ∈Mn×k una base de V ,
PV = X(X X)−1X . (9.8)
La anterior expresio´n tiene sentido, pues rg(X) = rg(X X) = k, es decir, X X es
invertible. As´ı pues, dado u ∈ Rn, se tiene que X(X X)−1X u ∈ V. Adema´s, dado
cualquier y ∈ Rk, se tiene que
u−X(X X)−1X u,Xy = uXy − uX(X X)−1X Xy = 0,
es decir, que u−X(X X)−1X u ∈ V ⊥. Adema´s,X(X X)−1X u es el u´nico vector de V
que lo veriﬁca pues, si existiesen dos vectores v1, v2 ∈ V tales que u−v1, u−v2 ∈ V ⊥,
entonces se tendr´ıa que v1 − v2 ∈ V ∩ V ⊥ = 0. Adema´s, dado que
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la aplicacio´n es sobreyectiva. Por lo tanto, la proyeccio´n ortogonal esta´ bien deﬁnida
y es, efectivamente, una aplicacio´n lineal sobreyectiva cuya matriz es (9.8). No´tese
que, si X es una base ortonormal de V , entonces PV = XX .
La matriz PV es sime´trica e idempotente, es decir, veriﬁca que P 2V = PV . Puede
demostrarse, rec´ıprocamente (ver, por ejemplo, Arnold (1981)), que toda matriz n×n
sime´trica e idempotente de rango k es la matriz de la proyeccio´n ortogonal sobre el
subespacio k-dimensional de Rn generado por sus vectores columna. Veamos algunas
propiedades elementales de la proyeccio´n ortogonal en Rn.
Proposicio´n 9.16.
Sean V,W ⊂ Rn, con W ⊂ V. Se veriﬁca:
(i) PV = PV |W + PW .
(ii) Para todo y ∈ Rn, PV y2 = PWy2 + PV |Wy2. En particular, y2 =
PV y2 + PV ⊥y2.
(iii) PV y = y sii y ∈ V.
(iv) PW · PV = PW .
(v) trPV = dimV .
(vi) PV ⊥ = Id− PV .
Obviamente, todas estas propiedades excepto (v) pueden extenderse a cualquier
espacio de Hilbert. Asimismo, el concepto de proyeccio´n ortogonal posee pleno sentido
cuando en lugar de subespacios lineales consideramos subvariedades aﬁnes. As´ı, puede
demostrarse fa´cilmente que, dados un subsepacio lineal V ⊂ Rn y un vector x ∈
Rn\{0},
Px+V u = x+ PV (u− x).
Hemos de tener en cuenta que, para cada v ∈ V, se veriﬁca
Px+V = P(x+v)+V . (9.9)
Por u´ltimo, el producto interior deﬁnido en Rn puede extenderse a las matrices
cuadradas de orden n como sigue. Dadas dos matrices A,B ∈Mn×p, con componentes
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es decir, tr(AB) se entiende como el producto interior de los vectores np-dimensionales
que se obtienen al leer las matrices de cualquier forma (pero de igual manera en am-
bas). En ese sentido, podemos aﬁrma que la tr(AB) generaliza el producto interior
de dos vectores, de ah´ı que deﬁnamos
A,B := tr(AB), A,B ∈Mn×p.
Por u´ltimo, dadas A,B,C matrices cuadradas de orden n, se veriﬁca que tr(ABC) =
tr(CAB) = tr(BAC).
Proposicio´n 9.17.
Dadas A, B y C, se veriﬁca, siempre y cuando tengan sentido los productos, que
tr(AB) = tr(BA) = tr(AB) = tr(BA),
tr(ABC) = tr(BCA) = tr(CAB).
9.2. Generalidades sobre Probabilidad
En esta seccio´n y en la siguiente presentamos una miscela´nea de deﬁniciones y
resultados fundamentales que sera´n necesarios en nuestra teor´ıa. Dado que la proba-
bilidad se entiende formalmente como una medida de extensio´n 1, haremos uso de
diversos conceptos y resultados de la Teor´ıa de la Medida, que daremos por conoci-
dos5.
Deﬁniciones ba´sicas
Para empezar, un espacio medible es un par (Ω,A), donde Ω denota un conjunto
no vac´ıo y A una σ-a´lgebra de P(Ω). Lo ma´s comu´n es que Ω sea un subconjunto de
interior no vac´ıo de Rn, para algu´n n ≥ 1, o una coleccio´n numerable de elementos,
por ejemplo N. En el primer caso, se considera normalmente la σ-a´lgebra de Borel,
que es la generada por los conjuntos abiertos y se denota por Rn 6; en el segundo, se
considera P(Ω).
Una probabilidad P sobre (Ω,A) es una medida positiva de extensio´n 1 sobre
dicho espacio. La terna (Ω,A, P ) constituye un espacio de probabilidad. Una variable
aleatoria sera´ una funcio´n X medible de (Ω,A) en otro espacio (ΩX ,AX). Se dice
5Pueden consultarse, por ejemplo, en Ash (1972(, Billinsley (1986) o Nogales (1998).
6Coincide con el producto cartesiano n veces consigo misma de la σ-a´lgebra de Borel en R, que
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real cuando el espacio de llegada es R (se entiende que R esta´ provisto de σ-a´lgebra
de Borel). En todo caso, X induce en el espacio de llegada una nueva probabilidad
PX , deﬁnida mediante PX(B) = P (X−1(B)), para todo B ∈ AX . Si X es real, la
expresio´n EP [X], denominada esperanza de X, hara´ referencia a la integral de X
respecto de P, siempre y cuando exista. Esta deﬁnicio´n puede hacerse extensiva a
variables aleatorias con valores en C, suponiendo C dotado de la σ-a´lgebra de Borel
R2. Dado k ∈ N, el momento de orden k de X se deﬁnira´ como EP [Xk], siempre
y cuando exista. Se deﬁne la funcio´n caracter´ıstica de una variable aleatoria real X
mediante
ϕX(t) = EP [exp{itX}], t ∈ R.
Esta funcio´n, bien deﬁnida sobre toda la recta real y con valores complejos, viene a
caracterizar, en virtud del Teorema de Inversio´n de Levy, a la probabilidad PX . De
manera ana´loga se deﬁne la funcio´n generatriz de momentos
gX(t) = EP [exp{tX}], t ∈ R.
Cuando esta funcio´n esta´ bien deﬁnida en un entorno de 0, queda garantizada la
existencia de todos los momentos de PX , que se obtienen a partir de gX mediante
EP [Xk] = g(k)X (0).
La funcio´n de distribucio´n de X se deﬁne mediante
FX(t) = P (X ≤ t), t ∈ R.
Esta funcio´n es no decreciente, continua por la derecha y tal que l´ımt→−∞ F (t) = 0
y l´ımt→+∞ F (t) = 1. Al igual que la funcio´n caracter´ıstica, determina de manera
un´ıvoca la probabilidad PX . Dado α ∈ (0, 1), se denota por [PX ]α al cualquier nu´mero
real tal que FX
[PX ]α = 1− α, si es que existe. Si FX es continua, [PX ]α existira´ y
sera´ u´nico para cualquier valor de α. En general, las propiedades fundamentales de
las tres funciones que hemos deﬁnido pueden encontrarse, por ejemplo, en Billingsley
(1986).
Un n-vector aleatorio real es una funcio´n medible Y de (Ω,A, P ) en Rn, que
induce pues, de manera natural, una nueva probabilidad sobre (Rn,Rn) denominada
distribucio´n de Y respecto a P y se denota por P Y . Las funciones caracter´ıstica y
generatriz pueden deﬁnirse entonces mediante
ϕY (t) = EP [exp{it, Y }], gY (t) = EP [exp{t, Y }], t ∈ Rn.
Las propiedades de las funciones caracter´ıstica e inversa se traducen de manera na-
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por una medida σ-ﬁnita µ sobre Rn cuando todo suceso µ-nulo es P Y -nulo. En tal
caso, el teorema de Radom-Nykodin7 garantiza la existencia de una funcio´n medible




f(x) dµ, A ∈ Rn
Una funcio´n en tales condiciones se denomina funcio´n de densidad y caracteriza
plenamente la distribucio´n P Y . En la mayor parte de las ocasiones sera´ la medida de
Lebesgue8 la que actu´e como dominante y la integral anterior sera´ la de Lebesgue.
En otros casos, Y tendra´ como imagen un conjunto ﬁnito o numerable, con lo cual
la medida cardinal sobre dicho conjunto ejercera´ como dominante y la funcio´n de
densidad sera´ la funcio´n indicador del mismo.
Por otra parte, se denota por Y1, . . . , Yn las componentes de Y , que son variables
aleatorias reales. As´ı, para cada i = 1, . . . , n, deﬁnimos como media de Yi al para´metro
EP [Yi], siempre y cuando exista. La media suele denotarse mediante la letra µ, seguida
en este caso del correspondiente sub´ındice. Adema´s, en la notacio´n EP suele eliminarse
el sub´ındice P siempre y cuando no haya lugar a confusio´n. Igualmente, si Yi posee
momento de segundo orden ﬁnito, podemos deﬁnir el para´metro var[Yi] = E[(Yi −
µi)2], denominado varianza, que sera´ positivo y ﬁnito. Suele denotarse mediante σ2
seguida del correspondiente sub´ındice. Por otra parte, dado i y j entre 1 y n, si Yi
e Yj poseen momentos de segundo orden ﬁnitos podemos deﬁnir la covarianza entre
ambas mediante
cov[Yi, Yj] = E[(Yi − µi)(Yj − µj)].
Se denotara´ tambie´n mediante σij. Obviamente, se tiene que σii = σ2i . Adema´s, se
sigue de la desigualdad de Holder9 que
−σiσj ≤ σij ≤ σiσj,
lo cual invita a considerar el para´metro
ρij = σijσiσj ∈ [−1, 1], (9.10)
denominado coeﬁciente de correlacio´n lineal simple. Las medias µi, i = 1, . . . , n com-




10Estamos entendiendo pues que la esperanza de un vector aleatorio es el vector formado por las
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varianzas y covarianzas componen a su vez una matriz que se denota por Cov[Y ] o,
frecuentemente, mediante la letra Σ, y que puede deﬁnirse matricialmente mediante
Cov[Y ] = E[(Y − µ)(Y − µ)].
Esta matriz sime´trica es semideﬁnida positiva. La suma de los elementos de su dia-
gonal se denomina varianza total. De igual forma podemos hablar de una matriz de
correlaciones que se deﬁne mediante P = D−1Σ ΣD−1Σ , siendo DΣ la matriz diagonal
constituida por las varianzas. Dados A ∈ Mm×n y b ∈ Rn, podemos considerar la
transformacio´n af´ın AY + b, de (Ω,A, P ) en Rm. Puede comprobarse fa´cilmente que
E[AY + b] = AE[Y ] + b, Cov[AY + b] = ACov[Y ]A. (9.11)
Dados dos vectores aleatorios Y1 e Y2 de (Ω,A, P ) en Rn1 y Rn2 , respectivamente,
decimos que son independientes cuando, para cada par de sucesos B1 de Rn1 y B2
deRn2 , se veriﬁca que
P (Y1 ∈ B1, Y2 ∈ B2) = P (Y1 ∈ B1)P (Y2 ∈ B2).
La deﬁnicio´n anterior sigue puede extenderse sin problemas al caso de k vectores
aleatorios. Lo mismo ocurre con la que sigue: dados dos probabilidades P1 y P2
deﬁnidas sobre (Ω1,A1) y (Ω2,A2), respectivamente, se denota por P1 × P2 la u´nica
probabilidad sobre el espacio producto (Ω1 × Ω2,A1 ×A2) tal que
[P1 × P2](A1 × A2) = P1(A1)P2(A2), ∀B1 ∈ A1, ∀A2 ∈ A2.
La existencia y unicidad de dicha probabilidad, denominada probabilidad producto,
se deriva del Teorema de de la medida producto11. Este producto puede extenderse
al caso en el que una de las probabilidades sea de transicio´n: decimos que L, deﬁnida
sobre A1×Ω2 y con valores en [0, 1], es una probabilidad de transicio´n cuando, para
cada A1 ∈ A1, la funcio´n L(A1, ·) es medible y, adema´s, para cada x2 ∈ Ω2, la funcio´n
L(·, x2) es una probabilidad. En ese caso, existe una u´nica probabilidad L×P2 sobre
el espacio producto, denominada producto generalizado, tal que
[L × P2](A1 × A2) =

A2
L(A1, ·) dP2, ∀A1 ∈ A1, ∀B2 ∈ A2.
11Ver, por ejemplo, Billingsley (1986). Ver tambie´n el teorema de Fubini y el de la medida pro-
ducto generalizado. La extensio´n al producto ﬁnito de probabilidades es trivial. En el caso inﬁnito,
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Obviamente, que dos vectores aleatorios Y1 e Y2 deﬁnidos en (Ω,A, P ) sean inde-
pendientes equivale a que la distribucio´n conjunta P (Y1,Y2) sea el producto de las
distribuciones marginales P Y1 y P Y2 .
Consideremos el vector conjunto Y = (Y 1 , Y 2), de (Ω,A, P ) en Rn1+n2 . Si Y1 e
Y2 poseen momentos de orden 2 ﬁnitos podemos hablar de la media y matriz de










Se dice que Y1 e Y2 son incorrelados cuando Σ12 = 0. Es inmediato comprobar que la
independencia implica incorrelacio´n, aunque el rec´ıproco no es cierto en general. No
obstante, s´ı que lo es bajo la hipo´tesis de normalidad multivariante, segu´n se estudia
en el cap´ıtulo 1, dedicado al estudio de dicha distribucio´n.
Cuando la matriz Σ es deﬁnida positiva tambie´n lo es, en virtud del del lema 9.7,
la matriz Σ22, de ah´ı que tenga sentido deﬁnir la matriz
Σ11·2 = Σ11 − Σ12Σ−122 Σ21 (9.13)
denominada matriz de varianzas-covarianzas parciales de Y1 dado Y2. En el caso
n1 = 1, estaremos hablando de un nu´mero no negativo
σ211·2 = σ21 − Σ12Σ−122 Σ21, (9.14)






denominado coeﬁciente de correlacio´n lineal mu´ltiple (al cuadrado) de Y1 respecto a
Y2. En el caso n2 = 1 estaremos hablando del coeﬁciente de correlacio´n lineal simple
deﬁnido en (9.10). A continuacio´n intentaremos ofrecer una interpretacio´n geome´trica
de todos los para´metros deﬁnidos.
Interpretacio´n geome´trica de los para´metros
Es bastante habitual en Matema´ticas en general, y en Probabilidad y Estad´ıstica
en particular, cuantiﬁcar los errores evaluando los cuadrados de las diferencias. Esta
forma de proceder, a todas luces razonable, fue propuesta por el propio Gauss a
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Gauss demostro´ en 1829 un resultado conocido como Teorema de Gauss-Markov12
que explica el e´xito de esta te´cnica.
No obstante, nuestra intencio´n aqu´ı es aclarar que esta forma de proceder posee
una sencilla justiﬁcacio´n en un marco formal ma´s general: el los espacios de Hilbert.
El ejemplo ma´s inmediato de espacio de Hilbert es el propio Rn dotado del producto
escalar. Esta consideracio´n sera´ de utilidad a la hora de interpretar los para´metros
muestrales (estad´ısticos). El otro espacio de Hilbert a tener en cuenta y el que nos
atan˜e en esta seccio´n es L2. Dado un espacio de probabilidad (Ω,A, P ), se denota por
L2(Ω,A, P ) el conjunto de las variables aleatorias13 reales de cuadrado integrable (es





fg dP, f, g ∈ L2. (9.16)
La desigualdad de Holder garantiza que dicha integral existe y es ﬁnita. El producto







que induce, a su vez, una me´trica en L2 que se denotara´ por d2 y que hace completo
el espacio. Si consideramos el espacio de los p-vectores aleatorios cuyas componentes
poseen cuadrados integrables, podemos deﬁnir, para cada par f = (fi)i≤p y g =







Este producto induce igualmente una norma y una me´trica d2,p en dicho espacio.
Interpretaremos los para´metros probabil´ısticos considerados anteriormente a la luz
de estas deﬁniciones.
En primer lugar, es obvio que, si cualquiera de las variables aleatorias f o g posee
media 0, la ortogonalidad equivale a la incorrelacio´n. Adema´s, la esperanza o media de
cualquier funcio´n f en L2 puede entenderse como la proyeccio´n ortogonal de f sobre
el subespacio de las funciones constantes, que se denotara´ por ı, siendo su varianza
la distancia al cuadrado entre f y su proyeccio´n, que es mı´nima. Efectivamente,
basta demostrar que f − EP [f ] es ortogonal a cualquier funcio´n constante, lo cual
se sigue directamente de la propia deﬁnicio´n de EP [f ]. Por lo tanto, se veriﬁca que
12Ver teorema teorema 3.3.
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f − E[f ] < f − k para cualquier otra funcio´n constante k 14 Es decir, que la
media puede entenderse como la variable constante ma´s pro´xima (segu´n la me´trica
anterior) a la nuestra. La diferencia existente entre la situacio´n real (aleatoria) y la
que corresponder´ıa a un feno´meno determinista (constante) queda recogida mediante
la variable aleatoria
f − P1f = P1⊥f = f − EP [f ],
que podemos denominar variabilidad total. La varianza es el taman˜o al cuadrado



































f − EP [f ]
EP [f ]
En el caso multivariante, se denota por Kp el subespacio de los p-vectores aleatorios
constantes. El vector constante cuyas componentes sean ma´s pro´ximas en sentido d2
a las del vector aleatorio f es PKpf = EP [f]. La diferencia entre ambos es f− EP [f],
cuya componente i-e´sima es Pı⊥fi, para i = 1, . . . , p. Esta discrepancia entre f y
la situacio´n determinista puede cuantiﬁcarse mediante la distancia d2,p entre ambos
que se denomina varianza multivariante total de f. Concretamente,




No´tese que este para´metro supone una generalizacio´n multivariante de la varianza.
Los productos interiores entre las componentes del vector variabilidad total son las
14Algo ana´logo podemos decir respecto a la mediana (si es que esta´ bien deﬁnida) en el contexto
del espacio L1 de funciones integrables. Concretamente, se trata de la constante k que minimiza la
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covarianzas. As´ı pues, dos variables aleatorias son incorreladas cuando sus proyec-
ciones sobre 1⊥ son perpendiculares segu´n el producto interior deﬁnido en (9.25).
Posteriormente interpretaremos este hecho en te´rminos del problema de regresio´n li-
neal. Por otra parte, aplicando la desigualdad de Holder15, se tiene que la covarianza
al cuadrado es menor o igual que el producto de las varianzas, lo cual invita a deﬁnir
el coeﬁciente de correlacio´n lineal simple que, a la postre, tendra´ una interpretacio´n
ma´s clara que la de la covarianza. En deﬁnitiva,
Pıf ≡ E[f ], d22(f, E[f ]) = var[f ]. (9.20)
PKpf ≡ E[f], d22,p(f, E[f]) = varT [f]. (9.21)
Pı⊥fi, Pı⊥fj
 = cov[fi, fj], i, j = 1, . . . , p. (9.22)


var[f1] . . . cov[f1, fp]... . . . ...
cov[fp, f1] . . . var[fp]

 = Cov[f]. (9.23)
Dados una variable aleatoria Y1 y un q-vector aleatorio Y2 con matriz de varianzas-
covarianzas conjunta Σ > 0. Sabemos que tanto Y1 como Y2 se descomponen ortogo-
nalmente en sendas funciones constantes, las respectivas medias, ma´s sus variabilida-
des totales, Y1−EP [Y1] y Y2−EP [Y2], repectivamente. Queremos saber en que´ medida
la variabilidad total de Y1 puede ser explicada como combinacio´n lineal de la de Y2.
Se trata de la proyeccio´n ortogonal de Y1 − EP [Y1] sobre el subespacio E0 ⊂ L2
compuesto por las funciones de la forma β(Y2 − EP [Y2]), para algu´n β ∈ M1×q. Se
denotara´ tambie´n mediante Y2− EP [Y2]. En deﬁnitiva, buscamos pues el valor de β
tal que
Y1 − EP [Y1]− β(Y2 − EP [Y2]) ⊥ Y2 − EP [Y2] (9.24)



















































E0 = Y2 − EP [Y2]
Y1 − EP [Y1]
β(Y2 − EP [Y2])
Y1 − EP [Y1]− β(Y2 − EP [Y2])
De (9.24) se sigue que β es la solucio´n a la ecuacio´n
Σ12 = βΣ22,
es decir,
β = Σ12Σ−122 . (9.25)
Aplicando las propiedades de la proyeccio´n ortogonal se tiene entonces que la com-
binacio´n af´ın de las componentes de Y2 que ma´s se aproxima en el sentido d2 a Y116
es α+ βY2, siendo
α = E[Y1]− βE[Y2] (9.26)
Si Y1 es un p-vector aleatorio, podemos razonar de igual forma y por separado para
cada una de sus componentes, de manera que β sera´ una matriz p× q y α un vector
p-dimensional. El vector aleatorio Y1 − (α + βY2) = Y1 − EP (Y1) − β(Y2 − EP [Y2]),
recoge la parte de la variabilidad total de Y1 no explicada linealmente por la variabi-
lidad total de Y2. E´sta es constante (es decir, estar´ıamos hablando de una situacio´n
determinista) si, y so´lo si, es nula, en cuyo caso Y1 quedar´ıa determinado por el va-
lor de Y2 mediante la relacio´n af´ın anterior. Ello invita a considerar la matriz de
varianzas-covarianzas de dicha diferencia. Teniendo en cuenta la ilustracio´n anterior,
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puede obtenerse mediante:
CovP [Y1 − (α + βY2)] =
Y1 − EP (Y1), Y1 − EP (Y1)− β(Y2 − EP [Y2])

= Y1 − EP (Y1), Y1 − EP (Y1)

+ βY2 − EP (Y2), Y2 − EP (Y2)
β
= Σ11 − Σ12Σ−122 Σ21
Estamos hablando pues de la a matriz de varianzas-covarianzas parciales, deﬁnida
en (9.13). E´sta es menor o igual que la matriz de varianza-covarianzas de Y1 en el
sentido del preorden deﬁnido en (9.4).
En el caso p = 1 tendremos la varianza parcial, que sera´ menor o igual que
la varianza total de Y1. Analizando los dos casos extremos tenemos, primeramente,
que un valor nulo de la varianza parcial se correspondera´ con una dependencia af´ın
perfecta (determinista) de Y1 respecto a Y2; por contra, un valor de la varianza parcial
igual al de la varianza total se corresponde con β = 0 y α = E[Y1]. En tal caso,
la variabilidad total de las componentes de Y2 no sirve en absoluto para explicar
linealmente la variabilidad total de Y1. Este hecho se corresponde con el caso Σ12 = 0.
De esta forma podemos interpretar la incorrelacio´n entre variables aleatorias. En
general, el te´rmino ρ21·2 se interpreta como la proporcio´n de variabilidad total de Y1
explicada17 linealmente por la variabilidad total de Y2. Este coeﬁciente generaliza el
de correlacio´n lineal simple deﬁnido en (9.10), en el sentido de que el primero es
el cuadrado del segundo cuando q = 1. Para ilustrarlo, se expresan en el siguiente
gra´ﬁco las normas al cuadrado de los vectores (varianzas).
17Esta interpretacio´n heur´ıstica del coeﬁciente de correlacio´n, muy frecuente en nuestra teor´ıa,























































No´tese que, por la ortogonalidad de la descomposicio´n, se veriﬁca que
σ21 = Σ12Σ−122 Σ21 + σ211·2






se interpreta, como hemos dicho anteriormente, como la proporcio´n de la varianza de
Y1 explicada linealmente por Y2, mientras que la parte no explicada es
σ211·2 = σ21(1− ρ21·2)
Adema´s, puede demostrarse (cuestio´n propuesta) que ρ212 es la ma´xima correlacio´n
lineal simple al cuadrado entre Y1 y una variable aleatoria de la forma bY2, con
b ∈M1×q, que se alcanza en b = β.
Esperanza condicional
El estudio de los para´metros anteriores tendra´ mayor alcance a la luz de los
conceptos de esperanza condicional, probabilidad condicional regular e independencia
condicional, que introducimos a continuacio´n. Dadas una variable aleatoria Z, de
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Y dP, ∀B ∈ AZ .
Puede probarse19 que, si E1 denota el subespacio lineal cerrado de L2(Ω,A, P ) consti-
tuido por las funciones de la forma f◦Z, para alguna variable aleatoria f : (ΩZ ,AZ)→
R, se veriﬁca que
E[Y |Z] ◦ Z = PE1Y, (9.27)
es decir, la esperanza condicional es la funcio´n de Z que ma´s se aproxima a Y en
los te´rminos de la distancia d2 deﬁnida en (9.17). Podr´ıamos hablar pues de la mejor
aproximacio´n mı´nimo-cuadra´tica.
Si Y es un n-vector aleatorio real, queda garantizada la existencia de una pro-
babilidad de transicio´n P Y |Z , de ΩZ × Rn en [0, 1], tal que, para cada A ∈ Rn,
P Y |Z(·, A) es una versio´n de P [Y ∈ A|Z], es decir, de E[IY −1(A)|Z]. Una funcio´n en
esas condiciones se denomina versio´n de la probabilidad condicional regular de Y
dada Z. Las propiedades de la misma pueden estudiarse con detalle en Billingsley
(1986). Mencionaremos aqu´ı tres de ellas: en primer lugar, la esperanza condicional
de Y dada Z es la media de la variable P Y |Z=z, para cualquier versio´n probabilidad
condicional regular; la distribucio´n conjunta de Y y Z se reconstruye como producto
generalizado entre P Y |Z y PZ ; por u´ltimo, Y y Z son independientes si, y so´lo si,
podemos encontrar una versio´n de P Y |Z constante en Z.
Puede probarse fa´cilmente que, si P Y y PZ esta´n dominadas por sendas medi-
das σ-ﬁnitas µ1 y µ2, siendo fY y fZ sus respectivas densidades, entonces P (Y,Z)
esta´ dominada por la medida producto µ1×µ2. Adema´s, si se denota por f la corres-
pondiente funcio´n de densidad, la siguiente funcio´n, bien deﬁnida PZ-c.s., constituye
una densidad de P Y |Z=z respecto a µ1:
fY |Z=z(y) = f(y, z)fZ(z) (9.28)
Por otra parte, si Y descompone en dos subvectores, Y1 e Y2, de dimensiones p y q,
respectivamente, se dice que Y1 e Y2 son condicionalmente independientes dado Z,
18El Teorema de Radom-Nicodym garantiza la existencia de esta familia de funciones. Adema´s, las
funciones en tales condiciones constituyen una clase de equivalencia en el conjunto de las funciones
AZ -medibles, pues dos cualesquiera sera´n iguales PZ-casi seguro, es decir, salvo en un conjunto de
AZ de probabilidad nula. Por otra parte, si Y es un n-vector aleatorio de componentes Y1, . . . , Yn,
se deﬁne E[Y |Z] = (E[Y1|Z], . . . , E[Yn|Z]), cuando tenga sentido. En general, las propiedades funda-
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lo cual se denota mediante Y1 ⊥⊥ Y2|Z, cuando se puede construir una versio´n de la
probabilidad condicional regular de Y dada Z mediante
P Y |Z=z = P Y1|Z=z × P Y2|Z=z, z ∈ ΩZ ,
lo cual equivale aﬁrmar que se pude construir una versio´n de la probabilidad condi-
cional regular de Y1 dadas Y2 y Z mediante
P Y1|Y2=y2,Z=z = P Y1|Z=z, (y2, z) ∈ Rn1 × ΩZ .
Ello viene a signiﬁcar, en te´rminos heur´ısticos que, conocido el valor que toma Z, el
hecho de conocer tambie´n el valor de Y2 no condiciona el resultado de Y1. En general
no es cierto que la independencia entre dos variables aleatorias implique la indepen-
dencia condicional entre las mismas dada otra tercera variable20. Una interesante
propiedad de la probabilidad condicional de la que se hace uso muy a menudo es la
siguiente: en las condiciones anteriores, si f es variable aleatoria real deﬁnida sobre
Rn1+n2 , se veriﬁca que
E[f ◦ (Y1, Y2)|Y2 = y2] =

Rn2
f(·, y2) dP Y1|Y2=y2 , (9.29)
donde f(·, y2) es la variable aleatoria real que asigna a cada y1 ∈ Rn1 el nu´mero
f(y1, y2).
Si P Y1|Y2=y2f(·,y2) denota la distribucio´n de dicha variable respecto de P Y1|Y2=y2 ,
se tiene como corolario inmediato que
P f◦(Y1,Y2)|Y2=y2 = P Y1|Y2=y2f(·,y2) , (y1, y2) ∈ Rn1+n2 . (9.30)
Si la probabilidad de f ◦Y condicionada a Y2 resulta no depender de el valor que tome
esta u´ltima, se deduce que ambas son independientes, coincidiendo la distribucio´n
condicional anterior con la propia distribucio´n marginal de f ◦ Y. 21
Por u´ltimo, vamos a an˜adir algunos comentarios a las conclusiones obtenidas
en el apartado anterior. Sean de nuevo Y1 e Y2 una variable aleatoria real y un q-
vector aleatorio, respectivamente. Recordemos que E0 denota el subespacio cerrado
20Ve´ase el ejercicio 18 al ﬁnal del cap´ıtulo.
21Esta situacio´n ocurre, por ejemplo, en el Modelo de Correlacio´n Lineal. Este Modelo tiene la
propiedad de que, al condicionar sobre un valor concreto de las variables explicativas, se obtiene un
Modelo de Regresio´n Lineal. Segu´n hemos dicho, cualquier variable deﬁnida en el modelo condicional,
es decir, el de Regresio´n, cuya distribucio´n no dependa del valor concreto de las variables explicativas
(F -Snedecor o χ2centrales, por ejemplo), sera´ independiente de e´stas y tendra´ la misma distribucio´n
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de L2(Ω,A, P ) constituido por las combinaciones lineales de las componentes de
Y2−EP [Y2], y sea E1 el subespacio cerrado compuesto por las funciones medibles de Y2
o, equivalentemente, de Y2−EP [Y2]. En ese caso se veriﬁca que E0 ⊂ E1. Obviamente,
que la funcio´n f : (Rq,Rq) → R que minimiza la distancia d2 entre Y1 − EP [Y1] y
f ◦ (Y2 − EP [Y2]) sea lineal equivale a que las proyecciones de Y1 − EP [Y1] sobre E1
y E0 coincidan. Segu´n (9.24), la diferencia Y1 − EP [Y1]− β(Y2 − EP [Y2]) es ortogonal
a Y2 − EP [Y2], es decir, son incorreladas, pues las medias son nulas. Supongamos por
un momento que la probabilidad P es tal que la incorrelacio´n (ortogonalidad de las
variabilidades totales) implica la independencia, cosa que sucede si el vector (Y 1Y 2)
es normal multivariante. Entonces, con mayor razo´n, se tendr´ıa que
Y1 − EP [Y1]− β(Y2 − EP [Y2]) ⊥ f ◦ (Y2 − EP [Y2]),
para toda variable aleatoria real f sobre Rq. En consecuencia,










































Y1 − EP [Y1]
β(Y2 − EP [Y2])





Teniendo en cuenta la descomposicio´n ortogonal E1 = 1 ⊕E1|1, se concluir´ıa que
E[Y1|Y2] ◦ Y2 = α + βY2
Por lo tanto, la funcio´n de Y2 ma´s pro´xima en te´rminos de d2 a Y1 ser´ıa es una transfor-
macio´n lineal de la variabilidad total de Y2 o, lo que es lo mismo una transformacio´n
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En ese caso, las varianzas y covarianzas parciales podr´ıan entenderse como la par-
te la matriz de varianzas-covarianzas de Y1 no explicada por Y2. Decimos por Y2 y no
por la relacio´n lineal (af´ın, si queremos ser ma´s precisos) con Y2, dado que, en estas
condiciones (recordamos, cuando incorrelacio´n equivale a independencia), la relacio´n
con Y2 es af´ın. Este pequen˜o matiz otorgara´ pleno sentido a la matriz de varianzas-
covarianzas parciales y, en consecuencia, al coeﬁciente de correlacio´n lineal mu´ltiple
(o cano´nicos) en el caso normal multivariante, donde esta condicio´n se veriﬁca, segu´n
la proposicio´n (2.3) . Adema´s, la matriz de varianza-covarianzas parciales se relacio-
nara´ en la seccio´n dedicada al estudio de la distribucio´n normal multivariante con el
concepto de independencia condicional introducido anteriormente.
9.3. Generalidades sobre Estad´ıstica
Lo dicho en la seccio´n anterior se enmarca en un contexto meramente proba-
bil´ıstico, pues la distribucio´n se supone conocida. La Estad´ıstica se situ´a en una
fase anterior, en la cual la distribucio´n de probabilidades no se conoce. En ese caso,
tras imponer una serie de restricciones razonables ma´s o menos fuertes a la misma,
tendremos una familia de distribuciones candidatas. Todo el trabajo estad´ıstico va
encaminado, de una u otra forma, a determinar la verdadera distribucio´n. As´ı pues,
el punto de partida formal sera´ un par compuesto por un espacio medible y una fami-
lia de probabilidades sobre el mismo. Deﬁnimos22 experimento estad´ıstico (tambie´n
estructura estad´ıstica o modelo estad´ıstico) como un terna de la forma
(Ω,A,P), (9.31)
siendo P una familia de probabilidades sobre (Ω,A). Con frecuencia, la familia P se
expresa con la ayuda de cierto conjunto Θ y una funcio´n sobreyectiva P− : Θ → P ,
que asigna a cada θ de Θ la distribucio´n Pθ, de forma que el modelo estad´ıstico se
escribe de la forma
(Ω,A, {Pθ : θ ∈ Θ}) (9.32)
Los conjuntos Ω y Θ se denominan, en ese caso, espacio de observaciones y espacio de
para´metros, respectivamente. Realmente, el objeto del estudio estad´ıstico no suele ser
un espacio de probabilidad abstracto sino un n-vector aleatorio real Y , donde n ≥ 1,
deﬁnido sobre un cierto espacio de probabilidad (Ω,A, P ), cuya distribucio´n P Y es
desconocida aunque se supone perteneciente a una familia P de distribuciones sobre
Rn, lo cual conduce a considerar el modelo (Rn,Rn,P). Por ello, nos permitiremos
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la licencia de expresar tambie´n dicho modelo mediante Y ∼ P, P ∈ P , o bien, cuando
P este´ parametrizada, mediante Y ∼ Pθ, θ ∈ Θ. En concreto, en nuestro estudio el
espacio de observaciones sera´ siempre un subconjunto de interior no vac´ıo de Rn, para
algu´n n ∈ N y las distribuciones de la familia estara´n dominadas por la medida de
Lebesgue en Rn. En general, cuando la familia esta´ dominada por una medida σ-ﬁnita,
las probabilidades quedan caracterizadas, en virtud del Teorema de Radom-Nikodym,
por sus correspondientes densidades {pθ : θ ∈ Θ}. En ese caso, suele considerarse una
u´nica funcio´n, denominada funcio´n de verosimilitud, deﬁnida sobre Ω×Θ mediante
L : (θ;ω) ∈ Ω×Θ → pθ(ω).
En estas condiciones, una variable aleatoria S deﬁnida en nuestro modelo (que en el
contexto de la Estad´ıstica se denomina estad´ıstico) se dice suﬁciente23 cuando existe
una funcio´n L˜ tal que
L(θ;ω) = L˜(θ;S(ω)).
Se entiende pues que la informacio´n referente al para´metro que contiene la observa-
cio´n ω queda perfectamente resumida en S(ω). Ser´ıa interesante comentar aqu´ı di-
ferentes aproximaciones a la idea de Informacio´n, aunque nos conformaremos con
presentar la deﬁnicio´n de Fisher, que es la que mejor casa con esta deﬁnicio´n de
suﬁciencia.
Sea (Ω,A,P) un modelo estad´ıstico dominado tal que P se expresa con la ayuda
de un para´metro θ ∈ Θ, siendo Θ un abierto de Rs. En el caso de que la funcio´n
de verosilimitud L veriﬁque las condiciones de regularidad necesarias, se deﬁne la
informacio´n asociada al modelo para el para´metro θ como la funcio´n I : Θ→Ms×s
siguiente













= 0, 1 ≤ j ≤ s (9.34)





, 1 ≤ j, k,≤ s (9.35)
23La deﬁnicio´n que se presenta aqu´ı tiene sentido u´nicamente en el caso dominado. En general,
se dice que un estad´ıstico S es Suﬁciente cuando para cada A ∈ A, ∩P∈PEP[IA|S] = ∅. El Teorema
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Tambie´n puede demostrarse fa´cilmente que, efectivamente, que en el caso dominado
y con las condiciones de regularidad necesarias un estad´ıstico suﬁciente S conduce a
un nuevo modelo reducido en el que la informacio´n de Fisher permanece invariante.
Esta y otras deﬁniciones de informacio´n, como la de Kullback24, al igual que otros
muchos conceptos con los que trabajaremos, como el caso de la suﬁciencia, el principio
de ma´xima verosimilitud, etce´tera, son de fa´cil manejo cuando el modelo estudiado
es de tipo exponencial. Decimos que un modelo estad´ıstico dominado es exponencial
cuando puede expresarse con la ayuda de cierto para´metro θ ∈ Θ mediante dos
funciones T y Q con valores en Rs deﬁnidas sobre (Ω,A) y Θ, respectivamente, y
otras dos h y C deﬁnidas respectivamente sobre los mismos espacios con valores en
R+, tales que
L(θ;ω) = expQ(θ), T (ω)+ c(θ) + d(ω) (9.36)
En ese caso, se sigue directamente del teorema de factorizacio´n que el estad´ıstico T
es suﬁciente. Como ejemplos de modelos exponenciales podemos citar las familias
normales, binomiales y de Poisson. El modelo lineal normal es un ejemplo de modelo
exponencial. Puede probarse fa´cilmente que, mediante una modiﬁcacio´n adecuada del
para´metro y de la medida dominante, la funcio´n de verosimilitud puede expresarse
de manera cano´nica mediante
L∗(θ∗;ω) = expθ∗, T (ω)+ c∗(θ∗) (9.37)
Expresar el modelo de esa forma es de enorme utilidad a la hora de buscar un es-
tad´ıstico completo. El concepto de completitud es, en cierta forma, complementario
al de suﬁciencia. Se dice que un estad´ıstico X con valores en Rk es completo cuando,
para cada variable aleatoria real g deﬁnida sobre Rk, se veriﬁca
Eθ[g] = 0, ∀θ ∈ Θ
 ⇒ g = 0 PXθ − casi seguro, ∀θ ∈ Θ

Decimos que suﬁciencia y completitud son propiedades complementarias porque de
la coincidencia de ambas pueden extraerse interesantes beneﬁcios, como veremos ma´s
adelante.
Teorema 9.18.
En un modelo estad´ıstico del tipo (9.37) con Θ es de interior no vac´ıo en Rs, el estad´ıstico
T es, adema´s de suﬁciente, completo.
Remitimos al lector interesado en los conceptos de Suﬁciencia, Informacio´n y
Completitud, as´ı como en el estudio de las familias exponenciales, a las referencias
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Problema de Estimacio´n
Ya hemos comentado que el propo´sito ﬁnal de la Estad´ıstica es determinar cua´l es,
de entre una familia de candidatas, la verdadera probabilidad que rige un feno´meno
aleatorio. A este objetivo podemos aproximarnos mediante dos tipos de estudios: el de
Estimacio´n y el de Contraste de Hipo´tesis. El primer problema consiste en, dada una
funcio´n g˜, denominada estimando, deﬁnida sobre P y con valores en cierto conjunto
∆, encontrar un estad´ıstico T , denominado estimador, con valores en ∆, de manera
que, si P es la verdadera distribucio´n y ω es la observacio´n del experimento, T (ω) sea
pro´ximo a g˜(P).
Como ya sabemos, la familia de distribuciones P suele expresarse con la ayuda de
un espacio de para´metros Θ. Si la identiﬁcacio´n se realiza mediante una biyeccio´n,
existe una u´nica funcio´n parame´trica (es decir, deﬁnida sobre el espacio de para´metros
Θ) g : Θ→ ∆ tal que
g = g˜ ◦ P− (9.38)
En general, es decir, si no se supone que la aplicacio´n P− es inyectiva25, una funcio´n
parame´trica g se dice estimable cuando existe un estimando g˜ : P → ∆ veriﬁcando
(9.38). Luego, una funcio´n parame´trica g se dice estimable cuando se veriﬁca
[Pθ1 = Pθ2 ] ⇒ [g(θ1) = g(θ2)] (9.39)
Por otra parte, debemos especiﬁcar que´ entendemos por proximidad. Por ejemplo,
si ∆ = R, es muy frecuente considerar la funcio´n de pe´rdida cuadra´tica W , denomi-
nada funcio´n de pe´rdida y deﬁnida mediante W (δ1, δ2) = (δ1 − δ2)2. De esta forma,
el problema estad´ıstico consiste en encontrar, si es posible, el estimador T tal que,
para cada θ ∈ Θ, haga mı´nimo el denominado error cuadra´tico medio
Eθ[W (T, g(θ)] = Eθ[(T − g(θ))2]. (9.40)
Esta forma de proceder es acorde con la te´cnica de mı´nimos cuadrados, de ah´ı su
popularidad, aunque no sea la u´nica funcio´n de pe´rdida a considerar26. Obviamente,
se veriﬁca la siguiente descomposicio´n:
Eθ[(T − g(θ))2] =
Eθ[T ]− g(θ)
2 + varθ[T ]. (9.41)
El te´rmino Eθ[T ]− g(θ) se denomina sesgo de T . Cuando es nulo para cada θ se dice
que T es un estimador insesgado de g, es decir, que, por te´rmino medio, la estimacio´n
25Como sucede en e cap´ıtulo 6. De hecho, el estudio del modelo lineal de rango no completo es la
causa de esta duscusio´n.
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es correcta en todo caso. Si restringimos la bu´squeda de estimadores apropiados a
la familia de estimadores insesgados, entonces, (9.41) coincide con varθ[T ]. Por lo
tanto, con esta restriccio´n, nuestro propo´sito sera´ encontrar el estimador insesgado
de mı´nima varianza (EIMV, para abreviar), si existe, y sera´ o´ptimo entre una clase
de estimadores veriﬁcando una propiedad (el ser insesgado) muy razonable, aunque
fuertemente restrictiva.
Si ∆ = Rk, podemos generalizar lo anterior considerando la familia W = {Wy :
y ∈ Rk}, siendoWy la funcio´n de pe´rdida deﬁnida medianteWy(δ1, δ2) = y, δ1−δ12.
As´ı, el problema en dimensio´n k consiste en encontrar el estimador T que, para cada
θ ∈ Θ, minimice
Eθ
T − g(θ)T − g(θ). (9.42)
Al hablar de minimizar estamos reﬁrie´ndonos al preorden deﬁnido enMk×k mediante
(9.4). La expresio´n anterior descompone de forma ana´loga a (9.41)
Eθ
T − g(θ)T − g(θ) = Sesgoθ[T ]
Sesgoθ[T ]
 + Covθ[T ]. (9.43)
Si imponemos la condicio´n de que el estimador sea insesgado, se trata de buscar
aque´l que, para cada θ ∈ Θ, minimize la matriz de varianzas-covarianzas, por lo que
dicho estimador, si existe, se denominara´ igualmente EIMV. No obstante, pueden
considerarse otras funciones de pe´rdida, por ejemplo (3.11), segu´n las cuales el EIMV
pierda su condicio´n de estimador o´ptimo. El Teorema de Lehmann-Scheﬀe´, cuya
demostracio´n puede encontrarse en Nogales (1998), permite obtener el EIMV a partir
de un estimador insesgado y un estad´ıstico suﬁciente y completo.
Teorema 9.19.
Dado un T estimador insesgado y de cuadrado integrable de un estimando g, y un es-
tad´ıstico S suﬁciente y completo, el estad´ıstico27 E[T |S] ◦ S es el u´nico28 EIMV de g.
Otro me´todo para buscar un estimador adecuado del estimando g = Id es el de
Ma´xima Verosimilitud. Se deﬁne el estimador de ma´xima verosimilitud (EMV, para
abreviar), como aque´l que hace corresponder a cada observacio´n ω ∈ Ω el valor de
θ que maximice L(θ;ω). Por lo tanto, para poder hablar del EMV, dicho ma´ximo
debe existir de manera que podamos construir una funcio´n medible. El EMV, cuando
existe, presenta excelentes propiedades asinto´ticas, tal y como se comenta en la seccio´n
4 o en el cap´ıtulo 8.
27No´tese que se habla de una u´nica una versio´n de Eθ[T |S] comu´n a cualquier valor del para´metro.
Ello es posible por ser S suﬁciente.
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Problema de Contraste de Hipo´tesis
Un problema de Contraste de Hipo´tesis consiste en considerar un subconjunto
propio P0 ⊂ P y decidir si la verdadera distribucio´n pertenece a P0. Es decir, se
trata de aceptar o rechazar una hipo´tesis inicial H0 : P ∈ P0. Si la familia P se
expresa con la ayuda de un espacio espacio de para´metros Θ, se denotara´ por Θ0
la antiimagen por P− de P0, de forma que la hipo´tesis inicial se denota mediante
H0 : θ ∈ Θ0. En general, diremos que una hipo´tesis inicial Θ0 es contrastable cuando
es la antiimagen por P− de algu´n subconjunto propio P0 ⊂ P , es decir, cuando se
veriﬁca Pθ1 = Pθ2
 =⇒ θ1 ∈ Θ0 ⇔ θ2 ∈ Θ0
 (9.44)
La decisio´n se tomara´ en funcio´n del resultado de un test no aleatorio29 φ : (Ω,A)→
{0, 1}, donde los valores 0 y 1 se interpretan como la aceptacio´n y el rechazo, respec-
tivamente, de la hipo´tesis inicial o nula. La funcio´n potencia del test se deﬁne sobre
el espacio de para´metros mediante βφ(θ) = Eθ[φ]. En consecuencia, de un buen test
cabe exigir que su funcio´n potencia sea baja en Θ0 y alta en su complementario. El
test o´ptimo ser´ıa aque´l cuya funcio´n potencia fuera mı´nima en todo Θ0 y ma´xima
en Θc0. Lo´gicamente, un test en esas condiciones so´lo existira´ en caso triviales, por lo
que debemos rebajar nuestra pretensiones. Un procedimiento muy usual a la hora de
buscar un test adecuado establecido por Neyman y Pearson consiste en lo siguiente:
se denomina nivel de signiﬁcacio´n del test al supremo de la funcio´n potencia en Θ0.
Se ﬁja entonces un nu´mero α ∈ (0, 1), a ser posible pequen˜o (el valor ma´s utilizado
es 0.05), y se trata de encontrar el test que maximice la funcio´n potencia en Θc0 entre
aque´llos cuyo nivel de signiﬁcacio´n sea, a lo sumo, α. Si existe, se denomina test
uniformemente ma´s potente a nivel α (UMP a nivel α, para abreviar). En muchas
ocasiones, no existe (o no sabemos encontrar) un test en esas condiciones, por lo que
se hace necesario imponer restricciones adicionales sobre los tests a considerar, por
ejemplo que sean invariantes (ver el siguiente apartado) o insesgados (es decir, que
βφ sea mayor o igual que α en Θc0). Un test uniformemente ma´s potente entre los
invariantes se dice UMP-invariante y es necesariamente insesgado.
El Lema fundamental de Neyman-Pearson cuyo enunciado completo y demostra-
cio´n podemos encontrar en Nogales (1998), pp. 180-182, puede considerarse el pilar
ba´sico en la construccio´n de tests UMP. Se enuncia para un experimento estad´ıstico
con familia de probabilidades binaria {P0, P1} y dominada, siendo p0 y p1 las res-
pectivas densidades. En esas condiciones, el test UMP a nivel α para contrastar la
hipo´tesis inicial {P0} consiste en rechazar al hipo´tesis inicial si, y so´lo si, la observa-
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cio´n ω satisface
p1(ω) > k · p0(ω) (9.45)
donde la constante k se escoge de manera que el nivel de signiﬁcacio´n del test sea α.
Este resultado puede extenderse a experimentos estad´ısticos con razo´n de ve-
rosimilitud mono´tona, como puede ser el caso del Modelo Lineal Normal tras dos
reducciones consecutivas por Suﬁciencia e Invarianza. Concretamente, dado un expe-
rimento estad´ıstico de la forma (R,R, {Pθ : θ ∈ Θ ⊂ R}) y dominada por la medida
de Lebesgue, decimos que posee razo´n de verosimilitud mono´tona cuando, para cada
par θ1 < θ2, la funcio´n pθ2/pθ1 es no decreciente. En ese caso, el siguiente resultado,
cuya demostracio´n podemos encontrar en Nogales (1998), pp. 180-186, permite obte-
ner un test UMP a nivel α en un problema de contraste de una hipo´tesis unilateral
{θ ≤ θ0} frente a su alternativa {θ > θ0}.
Proposicio´n 9.20.
En las condiciones anteriores, el test φ deﬁnido mediante
φ(ω) =
 1 si ω > C
0 si ω ≤ C ,
es UMP a nivel α = Pθ0
(C,+∞).
Al igual que ocurre en el problema de Estimacio´n, podemos acogernos al Prin-
cipio de Ma´xima Verosimilitud para construir un test de hipo´tesis muy natural y
con interesantes propiedades asinto´ticas (ver seccio´n 4). Consideremos un modelo
estad´ıstico dominado Ω,A, {Pθ : θ ∈ Θ}
 con funcio´n de verosimilitud L, y supon-
gamos que queremos contrastar una hipo´tesis inicial Θ0 ⊂ Θ. Se denomina Razo´n de
Verosimilitudes (RV , para abreviar) a la funcio´n siguiente
RV (ω) := supθ∈Θ0 L(ω; θ)supθ∈Θ L(ω; θ)
, ω ∈ Ω.
Se trata pues de una aplicacio´n deﬁnida sobre el espacio de observaciones Ω con
valores en [0, 1]. Supongamos que existe (es decir, que ambos supremos se alcanzan)
y que es A-medible. En ese caso, un test de la razo´n de verosimilitudes a nivel
α ∈ (0, 1) es un test de la forma
φ(ω) =
 1 si RV (ω) < C
0 si RV (ω) ≥ C , (9.46)
donde C es una constante tal que
sup
θ∈Θ0
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En particular, si existe una probabilidad P sobre [0, 1] tal que PRVθ = P, para todo
θ ∈ Θ0, y existe P1−α, entonces P1−α es la u´nica constante que veriﬁca (9.47). Por
lo tanto, el u´nico test de la razo´n de verosimilitudes a nivel α sera´ TRV , deﬁnido
mediante
TRV (ω) =
 1 si RV (ω) < P1−α
0 si RV (ω) ≥ P1−α , (9.48)
Hay que tener en cuenta que, segu´n el Lema Fundamental de Neyman-Pearson, ma´s
concretamente en virtud de (9.45), el test UMP a nivel α para contrastar una hipo´te-
sis unitaria en una familia binaria dominada es el que cabr´ıa esperar de la aplicacio´n
inmediata del Principio de Ma´xima verosimilitud. Por ello, no es de extran˜ar que el
test de la razo´n de verosimilitudes resulte a su vez UMP, al menos dentro de una sub-
clase de tests, como pueden ser los invariantes. Y es que tambie´n podemos establecer
condiciones naturales que propician la concordancia entre el Principio de Invarianza y
el de Ma´xima Verosimilitud. Efectivamente, podemos enunciar la siguiente propiedad,
que se prueba en Lehmann (1983), pa´gina 341, aunque requiere de cierto dominio de
los concepto de Invarianza (ver el siguiente apartado) y casi-invarianza (ver Lehmann
(1983)): si {Pθ : θ ∈ Θ} es una familia de probabilidades sobre Rn dominada por la
medida de Lebesgue, y G es un grupo de transformaciones dotado de una topolog´ıa
que lo hace localmente compacto, que actu´a mediblemente sobre (Rn,Rn) dejando
invariantes tanto el experimento estad´ıstico como la hipo´tesis inicial Θ0, el estad´ıstico
RV es, si existe, igual, salvo un suceso nulo para toda la familia {Pθ : θ ∈ Θ}, a otro
invariante.
En consecuencia, si buscamos un test o´ptimo entre los invariantes o equivalentes a
invariantes, el TRV es un ﬁrme candidato. Dado que la bu´squeda del test UMP parte
del Lema fundamental de Neyman-Pearson, no es de extran˜ar que sea el propio TRV
el elegido. De hecho, as´ı sucede en el Modelo Lineal Normal, segu´n se demuestra en
el cap´ıtulo 3. Los resultados all´ı obtenido se antojan bastante previsibles a la luz de
las propiedades que acabamos de comentar.
No´tese, por u´ltimo, que el test TRV y en general todos los tests que aparecera´n
en nuestra teor´ıa, esta´n compuestos por dos elementos: un estad´ıstico denominado
de contraste, RV en este caso, y un cuantil de cierta distribucio´n, denominado valor
teo´rico.
Invarianza y Contraste de Hipo´tesis
En esta seccio´n vamos a estudiar los aspectos relativos al Principio de Invarianza
que son fundamentales para la justiﬁcacio´n del test F. Por lo tanto, consideraremos
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relacio´n con el problema de Estimacio´n se estudia, por ejemplo, en Arnold (1981) o
Lehmann (1983).
Consideremos un experimento estad´ıstico (Ω,A, {Pθ : θ ∈ Θ}) y un grupo G de
transformaciones bimedibles de (Ω,A) en s´ı mismo. De esta forma, dado θ ∈ Θ, cada
transformacio´n g ∈ G induce de manera natural una probabilidad Pgθ sobre el espacio
medible (Ω,A). En el conjunto Ω podemos establecer pues la siguiente relacio´n: dados
ω, ω ∈ Ω, decimos que ω ∼ ω cuando existe g ∈ G tal que ω = g(ω). Al ser G un
grupo, esta relacio´n es de equivalencia. Se denota por [ω] a la clase de equivalencia u
o´rbita del elemento ω ∈ Ω.
Decimos que G deja invariante el experimento cuando, para toda transformacio´n
g ∈ G, {Pθ : θ ∈ Θ} = {Pgθ : θ ∈ Θ}. En se caso, cada transformacio´n g ∈ G induce
una biyeccio´n g de Θ en s´ı mismo, deﬁnida tal que Pgθ = Pg(θ), para todo θ ∈ Θ. El
conjunto de biyecciones G = {g : g ∈ G} tiene, a su vez, estructura de grupo respecto
de la operacio´n composicio´n, lo cual induce una particio´n del espacio de para´metros
Θ en clases de equivalencia u o´rbitas.
Se dice que un estad´ıstico T deﬁnido sobre (Ω,A, {Pθ : θ ∈ θ}) y con valores
en cualquier espacio medible (Ω,A) es G-invariante cuando es constante sobre cada
orbita de Ω, es decir, cuando T ◦ g = T , para todo g ∈ G. Se dice G-invariante
maximal cuando, adema´s, toma valores distintos sobre o´rbitas distintas. En ese caso,
sera´ igual, salvo una biyeccio´n, a la proyeccio´n de Ω sobre el conjunto cociente Ω/∼.
Se veriﬁca entonces que, si M es un estad´ıstico G-invariante maximal con valores en
(Ω,A) y T es un estad´ıstico con valores en (Ω,A), T es G-invariante si y so´lo si
existe una aplicacio´n30h de Ω en Ω tal que T = h ◦M.
De igual forma podemos hablar de aplicaciones G-invariantes y G-invariantes
maximales en el espacio de para´metros Θ. Puede demostrarse fa´cilmente que si M
y v son G-invariante maximal y G-invariante maximal, respectivamente, se veriﬁca,
para cada par θ1, θ2 ∈ Θ, la proposicio´n [v(θ1) = v(θ2)] ⇒ [PMθ1 = PMθ2 ]. Es decir,
las distribuciones inducidas por un estad´ıstico G-invariante maximal dependen del
para´metro a trave´s de cualquier aplicacio´n G-invariante maximal.
Si consideramos el problema de contrastar una hipo´tesis inicial, es decir, un sub-
conjunto Θ0 ⊂ Θ frente a su alternativa, decimos que el grupo G deja invariante el
problema de contraste de hipo´tesis cuando, para todo g ∈ G. g(Θ0) = Θ0. El Prin-
cipio de Invarianza viene a proponer soluciones invariantes a problemas invariantes.
Es decir, si ninguna transformacio´n de G altera el experimento ni la hipo´tesis a con-
trastar, parece razonable solucionar el problema mediante un test que sea igualmente
30Si (Ω,A) y (Ω,A) son espacios de Borel, podemos garantizar la medibilidad de h (ver Florens
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invariante. Dicho test sera´ pues funcio´n de un estad´ıstico invariante maximal. Por
lo tanto, el primer objetivo sera´ encontrar un invariante maximal respecto al grupo
G de trasformaciones. El experimento imagen de dicho dicho estad´ıstico, que puede
entenderse como un paso al cociente, constituye lo que se denomina reduccio´n por
invarianza, y supondra´ no so´lo una simpliﬁcacio´n en el espacio de observaciones sino
tambie´n del de para´metros. De hecho, este u´ltimo quedara´ reducido a la imagen de
una aplicacio´n G-invariante maximal. De ello se deduce que, salvo en el caso trivial
G = {Id}, una reduccio´n por invarianza no puede serlo a la vez por suﬁciencia, por-
que en el segundo caso no es posible una simpliﬁcacio´n del espacio de para´metros.
As´ı pues, la reduccio´n por invarianza conlleva cierta pe´rdida de informacio´n, en el
sentido de Fisher, pero se entiende que la informacio´n que se desecha no es relevante
en el problema de contraste de hipo´tesis que se plantea.
No obstante, es lo ma´s comu´n, y as´ı sucede en nuestra teor´ıa, combinar ambos
tipos de reducciones. El procedimiento esta´ndar es empezar con una reduccio´n por
suﬁciencia, pues no implicara´ pe´rdida alguna de informacio´n. Si la simpliﬁcacio´n no
es satisfactoria, procederemos a reducir por invarianza. Decimos que e´ste es el proce-
dimiento habitual aunque puede demostrarse que, en ciertas ocasiones, en particular
en nuestra teor´ıa, ambas reducciones pueden permutar. En todo caso, si se aplica
una reduccio´n por suﬁciencia seguida de otra por invarianza, es conveniente, en aras
de una mayor coherencia estad´ıstica en la solucio´n ﬁnal, que exista cierta compatibi-
lidad entre el estad´ıstico suﬁciente y el grupo de transformaciones. Concretamente,
decimos que un estad´ıstico S deﬁnido sobre el experimento original y con valores en
(ΩS,AS) es G-equivariante cuando es sobreyectivo y veriﬁca la proposicio´n
[S(ω) = S(ω)] ⇒ [(S(g(ω)) = S(g(ω)), ∀g ∈ G].
En ese caso, S induce un nuevo grupo de transformaciones GS = {gS : g ∈ G} en
el espacio de llegada, tal que, para cada g ∈ G, gS ◦ S = S ◦ g. Si suponemos que
G deja invariante el problema de contraste de hipo´tesis Θ0 ∈ Θ y S es suﬁciente y
G-equivariante, entonces GS deja invariante el experimento (ΩS,AS, {P Sθ : θ ∈ Θ})
y el mismo problema de contraste de hipo´tesis planteado en el nuevo experimento.
A la hora de justiﬁcar el test F a nivel α en nuestra teor´ıa, hubiera sido ideal que
fuera UMP (uniformemente ma´s potente) a nivel α. Ello no ha sido posible, de ah´ı que
hayamos buscado un grupo que deja invariante tanto el experimento como el problema
de contraste de hipo´tesis. El principio de invarianza propone pues considerar como
u´nicas posibles soluciones a los test invariantes respecto a dicho grupo. As´ı pues,
nuestro objetivo se reduce a encontrar un test UMP-invariante a nivel α, es decir,
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mediante un estad´ıstico suﬁciente y equivariante sirve u´nicamente para facilitar la
bu´squeda, ya que puede demostrarse31 que, bajo cierta condiciones de regularidad
que se satisfacen en nuestra teor´ıa, se veriﬁca que, si φS : (ΩS,AS) −→ [0, 1] es un
test UMP-GS-invariante a nivel α, entonces φS ◦ S es UMP-G-invariante a nivel α.
Es decir, a partir de un tes UMP-invariante en el experimento imagen del estad´ıstico
suﬁciente obtenemos un test UMP-invariante en el experimento de partida.
En nuestra teor´ıa podemos encontrar no una, sino tres reducciones sucesivas por
invarianza respecto a sendos grupos de transformaciones distintas. Se trata en reali-
dad de una u´nica reduccio´n respecto a un grupo mayor, que es suma de los anteriores.
El hecho de distinguir varias, es decir, varios subgrupos, facilita, como veremos a con-
tinuacio´n, la bu´squeda de un invariante maximal para ese grupo ma´s complejo. En
lo que sigue, eludiremos, para abreviar, cualquier cuestio´n referida a la medibilidad
de las aplicaciones32.
Sea G el grupo de todas las biyecciones de Ω en Ω, y G1, . . . , Gn subgrupos de G
que dejan invariante el experimento. Supongamos adema´s que se veriﬁca la siguiente
propiedad
∀i, j ∈ {1, . . . , n}, ∀gi ∈ Gi, ∀gj ∈ Gj, ∃g∗j ∈ Gj : gi ◦ gj = g∗j ◦ gi. (9.49)
Deno´tese por G1⊕ . . .⊕Gn el menor subgrupo de G conteniendo a G1, . . . , Gn. Puede
demostrarse fa´cilmente que
G1 ⊕ . . .⊕Gn =
g1 ◦ . . . ◦ gn : gi ∈ Gi, i = 1, . . . , n
.
Por la propiedad (9.49), puede considerarse cualquier permutacio´n. Se veriﬁca en-
tonces que (G1 ⊕ . . . ⊕ Gn) deja a su vez invariante el experimento y que cualquier
aplicacio´n T : Ω −→ Ω es (G1⊕ . . .⊕Gn)-invariante si y so´lo si es Gi-invariante para
todo i = 1, . . . , n.
Veamos que una aplicacio´n (G1 ⊕ . . .⊕ Gn)-invariante maximal puede obtenerse
por etapas: consideremos M1 de Ω en Ω1, G1-invariante maximal y sobreyectivo.
Deﬁnimos entonces, para cada g2 ∈ G2, la aplicacio´n g12 de Ω1 en s´ı mismo tal que
g12 ◦M1 =M1 ◦g2. Al veriﬁcarse (9.49), la transformacio´n esta´ bien deﬁnida. Adema´s,
se veriﬁca que (g1 ◦ g2)1 = g11 ◦ g12. Por lo tanto, el conjunto G12 = {g12 : g2 ∈ G2}
constituye un grupo de biyecciones de Ω1 en s´ı mismo. Veamos entonces que, si
M12 : Ω1 −→ Ω2, es G12-invariante maximal, entoncesM12 ◦M1 es (G1⊕G2)-invariante
maximal.
31Lehmann (1986), pp. 297-301.
32Estas cuestiones pendientes quedan totalmente resueltas introduciendo el concepto de estabili-
dad de un estad´ıstico. En lo que respecta a nuestra teor´ıa, las propiedades requeridas para garantizar
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En efecto, se tiene que M12M1(ω) = M12M1(ω) si y so´lo si existe g2 ∈ G2 tal que
M1(ω) = g12 (M1(ω)) = M1(g2(ω)), lo cual equivale a aﬁrmar que existe g1 ∈ G1 tal
que ω = g1(g2(ω)), es decir, que ω = g(ω) para algu´n g ∈ G1⊕Gn, como quer´ıamos
probar.
En general, podemos considerar un proceso de este tipo:




3−→ . . .Ωn−1 M
1...n−1n−→ Ωn.
Por un razonamiento de tipo inductivo, podemos concluir que M1...n−1n ◦ . . . ◦ M1
es (G1 ⊕ . . . ⊕ Gn)-invariante maximal. Si se considera un orden alternativo en los
grupos, la aﬁrmacio´n sigue siendo va´lida, y todo lo dicho se hace extensivo al espacio
de para´metros.
Para´metros muestrales y su interpretacio´n.
Anteriormente se han deﬁnido los para´metros media y matriz de varianzas-co-
varianzas, correspondientes a un n-vector aleatorio sobre un espacio probabil´ıstico.
A continuacio´n, procederemos a deﬁnir conceptos ana´logos desde el punto de vista
estad´ıstico, es decir, aplicaciones deﬁnidas sobre un experimento estad´ıstico (que se
denominan, como ya sabemos, estad´ısticos) que funcionara´n como estimadores de los
primeros. Estos para´metros se denominara´n muestrales pues se construira´n a partir
de los valores de la muestra seleccionada. El te´rmino para´metro suele reservarse en
Estad´ıstica para referirnos a nu´meros propios de las distribuciones de probabilidad,
como la media, varianza, etc. Desde ese punto de vista, se incurrir´ıa en un error al
denominar para´metro a un nu´mero que se calcula a partir de una muestra de datos,
como pueden ser a media muestral o la varianza muestral. Hemos de tener en cuenta,
no obstante, lo siguiente.
El espacio de observaciones del experimento estad´ıstico dado por la muestra es Rn,
donde n denota el nu´mero de unidades experimentales que se manejan. En un marco
multivariante, es decir, cuando se estudian no una sino p variables sobre la poblacio´n
considerada, el espacio se observaciones sera´ Rnp, es decir,Mn×p. Veamos porque´: en
la pra´ctica, el proceso estad´ıstico consiste en seleccionar n unidades experimentales
ω1, . . . , ωn en la poblacio´n, en cada una de las cuales se mide la o las variables consi-
deradas. De la observacio´n de una variable y, deﬁnida sobre la poblacio´n estudiada,
en la n-upla de unidades experimentales resulta como muestra una n-upla de nu´mero
reales y1, . . . , yn, es decir, un vector de Rn. En general, si se observan p variables















y1[1] . . . y1[p]... ...
yn[1] . . . yn[p]

 .
El te´rmino entre corchetes hace referencia a la variable y el sub´ındice a la unidad
experimental sobre la que se mide. Para todo j = 1, . . . , p, Y[j] denotara´ el vector
columna j-e´simo, es decir, el resultante de medir la variable j-e´sima en las n unidades
experimentales.
Los para´metros probabil´ısticos han sido deﬁnidos en el contexto del espacio de
Hilbert L2 de las variables aleatorias de cuadrado integrable deﬁnidas sobre el espacio
de probabilidad en cuestio´n. Los muestrales se deﬁnira´n en el marco del espacio,
tambie´n de Hilbert, Rn. La conexio´n entre ambos espacios, tan diferentes a simple
vista, es la siguiente.
Una vez llevado a cabo el experimento, es decir, cuando se posee la n-upla de
unidades experimentales y el vector de datos, matriz en el caso multivariante, que
resultan de la medicio´n de la o las variables sobre los mismos, podemos tomar el con-
junto Ωn = {ω, . . . , ωn} dotado de la sigma-a´lgebra de sus partes, P(Ωn). Sobre este
espacio de medida consideramos la probabilidad uniforme Pn, la cual induce una dis-
tribucio´n en R si estudiamos una u´nica variable, y sobre Rp en el caso multivariante,
que asigna probabilidad n−1 a cada nu´mero (respectivamente vector) de la muestra.
Dicha distribucio´n se denomina distribucio´n emp´ırica. Tenemos pues un espacio tipo
L2, concretamente las funciones de cuadrado integrable sobre (Ωn,P(Ωn), Pn), dotado
de un producto interior que se deﬁne como sigue: dadas dos variables y[j] e y[k],
y[j], y[k]L2 =

y[j] · y[k] dPn =
n
i=1




yi[j]yi[k] ∝ Y [j], Y [k]Rn .
Por lo tanto, se trata, salvo la constante n−1, del producto escalar en Rn entre
los vectores asociados. Los para´metros muestrales se deﬁnen como los para´metros
probabil´ısticos correspondientes a dicha distribucio´n. Por ello, los para´metros que se
estudian es este apartado pueden considerarse casos particulares de (9.20), (9.21),
(9.22), (9.23) (9.14), (9.23) y (9.15). Los para´metros probabil´ısticos deﬁnidos ante-
rioremente pueden interpretarse en te´rminos del producto interior. As´ı pues, como
caso particular, los para´metros muestrales se interpretara´n en te´rminos del producto
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En deﬁnitiva, estamos trabajando paralelamente con dos espacios tipo L2 aunque
asociados a distintos espacios probabil´ısticos: (Ω,A,P), que corresponde al feno´meno
aleatorio estudiado, y (Ωn,Pn, Pn), que corresponde a una muestra del mismo. La
Teor´ıa de la Probabilidad recoge bajo la denominacio´n comu´n de Leyes de los Grandes
Nu´meros diversos resultados (ver, por ejemplo los teoremas 9.22, 9.23 y 9.24) que nos
hablan de la convergencia de para´metros muestrales a sus ana´logos probabil´ısticos,
a medida que el taman˜o de muestra n tiende a inﬁnito y siempre y cuando e´sta sea
aleatoria simple, es decir, una secuencia independiente e ide´nticamente distribuida
segu´n el modelo probabil´ıstico P . Tambie´n el teorema 9.25 nos ayuda a entender la
relacio´n existente entre los productos interiores (9.7) y (9.16) cuando de muestras
aleatorias simples se trata. En deﬁnitiva, podr´ıamos habar en te´rminos heur´ısticos
de una aproximacio´n del espacio de Hilbert Rn, asociado a las muestra aleatorias
simples de taman˜o n, al espacio de Hilbert L2 asociado a las variables aleatorias.
Visto esto, parece claro que lo que sigue deber´ıa omitirse si pretendie´ramos ser
concisos en este punto, pero no es el caso. Esta visio´n de los para´metros muestrales
como casos particulares de los probabil´ısticos puede resultar interesante desde el
punto de vista formal, pero la intuicio´n parece ir en sentido contrario. Seguramente
resulte ma´s comprensible deﬁnir estos para´metros en Rn e interpretarlos mediante
las nociones usuales de perpendicularidad y distancia entre vectores, para despue´s
extender el concepto a espacios de probabilidad abstractos. En todo caso, el objetivo
de este apartado es dejar patente el paralelismo entre los para´metros muestrales y sus
ana´logos probabil´ısticos, tanto en la deﬁnicio´n como en la interpretacio´n, de ah´ı que
las propiedades de unos sean automa´ticamente heredadas por los otros. As´ı pues, se














(yi[j]− Y[j])(yi[k]− Y[k]), j, k = 1, . . . , p,
respectivamente. No´tese que s2Y[j] = sY[j],Y[j]. Adema´s, de la Desigualdad de Cauchy-
Swartz se sigue que
|sY[j],Y[k]| ≤ sY[j]sY[k],
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denominado coeﬁciente de correlacio´n muestral simple, que tomara´ un valor entre -1
y 1. Es muy frecuente que, por razones que atan˜en al problema de Estimacio´n, las
varianza y covarianzas aparezcan divididas por n− 1 en lugar de n. Por el momento,
pasaremos por alto ese detalle. Con las medias podemos componer un vector media
muestral y = (Y[1], . . . ,Y[p]). Si este vector (columna) se repite p veces tenemos
una matriz n× p que se denota por Y. Igualmente, tanto las varianzas y covarianzas
como las correlaciones componen sendas matrices denominadas matriz de varianzas-
covarianzas total muestral y matriz de correlaciones, respectivamente, que se deno-
tara´ mediante SY y RY. La matriz de varianzas-covarianzas totales muestral puede
expresarse mediante
SY = 1n(Y− Y)
(Y− Y)
En ocasiones se utilizara´ la notacio´n SYY con el objeto de evitar confusiones. Es fa´cil
demostrar que, para cada, j = 1, . . . , p,
Y[j] · 1n = P1nY[j],
donde 1n denota el vector de Rn cuyas componentes son todas igual a 1 33. Es decir,
el vector de Rn de componentes iguales cuya distancia eucl´ıdea a Y[j] sea mı´nima
es su media muestral repetida n veces. No´tese que, en una situacio´n determinista, el
vector Y[j] ser´ıa constante, es decir, pertenecer´ıa al subespacio 1n. Eso se corres-
ponder´ıa con una variabilidad total de Y[j] nula, entendiendo por variabilidad total
de Y[j] el vector Y[j]− Y[j]1n. De esta forma, la discrepancia entre la situacio´n real
y la que corresponder´ıa a un modelo determinista, puede cuantiﬁcarse, de alguna
forma, mediante la distancia eucl´ıdea entre Y[j] y Y[j]1n, es decir, mediante la norma









P1n⊥Y[j], j = 1, . . . , p.
La u´ltima expresio´n puede utilizarse en el caso multivariante y, de hecho, la matriz
de varianzas-covarianzas totales puede expresarse mediante
SY = 1nY
P1n⊥Y. (9.51)
33No´tese la similitud con la media probabilistica, que determina la proyeccio´n ortogonal de una
variable aleatoria sobre el subespacio de las funciones constantes.
34No´tese, de nuevo, la analog´ıa con la varianza poblacional, que expresa la distancia al cuadrado
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Si deﬁnimos la variabilidad total de la matriz Y mediante Y0 = Y − Y, es decir,




Si B, C, son matrices de orden p × q y n × q, puede comprobarse, trivialmente el
ana´logo muestral de la proposicio´n 9.11
YB + C = YB + C, SYB+C = BSYB. (9.53)
Cuando se distinguen dos grupos de variables y y z, de forma que la matriz de datos se
expresa mediante YZ, la matriz de covarianzas totales queda dividida, naturalmente,










Tanto Y como Z presentara´n cierta variabilidad total, pero la variabilidad de Z, que se
denota por Z0, podr´ıa explicar buena parte de la variabilidad total de Y, que se denota
por Y0, si esta u´ltima fuera, aproximadamente, una combinacio´n lineal de la primera,
lo cual equivaldr´ıa a que Y fuese una combinacio´n af´ın (con te´rmino independiente) de
Z . El caso ideal se dar´ıa cuando Y0 perteneciera a Z0 35 o, equivalentemente, cuando
Y0 − PZ0Y0 fuese nulo. Puede comprobarse fa´cilmente que este u´ltimo te´rmino es
igual a Y−P1nZY, es decir, a P1nZ⊥Y, que pertenece a 1n⊥. En lo sucesivo, dicho
te´rmino se denominara´ residuo de Y dado Z, denota´ndose
ez(Y) = Y− P1nzY (9.55)
En el cap´ıtulo 4 se denotara´ abreviadamente por e. Veamos una ilustracio´n corres-
pondiente al caso p = 1.
35Entendemos que una matriz pertenece a cierto subespacio vectorial cuando cada una uno de sus























































Los valores de A y B se calculara´n a continuacio´n buscando la ortogonalidad de
la descomposicio´n. En deﬁnitiva, hemos aﬁrmado que la variabilidad total de Y es
explicada por la de Z mediante una relacio´n lineal entre ambas cuando el residuo es
constante (en cuyo caso ser´ıa nulo). Luego, razonando como antes, expresaremos la
discrepancia entre esta situacio´n y la que se da en la realidad mediante la matriz de
varianzas-covarianzas totales de ez(Y), que se denominara´ a partir de ahora matriz
de varianzas-covarianzas parciales de Y dada Z, denota´ndose por SY·Z. As´ı pues,





Es obvio que esta matriz es invariante ante traslaciones36. Dado que Y descompone
en suma ortogonal de ez(Y) y P1nzY, se deduce de (9.51) que
SY = SY·Z + SP1nzY.
Por lo tanto, SY·Z es menor o igual que SY segu´n el preorden (9.4). En particular,
los elementos de la diagonal, denominados varianzas parciales, son menores o iguales
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que las correspondientes varianzas totales, cosa lo´gica dado que las primeras vienen a
expresar la parte de la variabilidad total de Y no explicada por la la variabilidad total
de Z mediante una relacio´n lineal. Por otra parte, el te´rmino P1nzY se denotara´ en el
cap´ıtulo 4 mediante Yˆ. Puede descomponerse trivialmente en Y+ Pz0Y0. El u´ltimo
te´rmino es, por deﬁnicio´n, la u´nica matriz n× p de la forma Z0B, con B ∈Mq×p, tal
que las columnas de Y0 − Z0B son perpendiculares a las de Z0, es decir, tal que
(Y0 − Z0B)Z0 = 0
En ese caso, se obtiene trivialmente
B = S−1zzSzY (9.59)
Por lo tanto, si se denota
A = Y− ZB, (9.60)
se tiene que
P1nzY = A+ ZB (9.61)
No´tese que los razonamientos utilizados son completamente ana´logos a los conside-
rados para obtener (9.25) y (9.26) en el espacio L2 de las variables aleatorias de
cuadrado integrables. La matriz SYˆ viene a expresar la parte de la variabilidad total
de Y que s´ı es explicada por la variabilidad total de Z mediante una relacio´n lineal,
y puede calcularse como sigue







En deﬁnitiva, la matriz de varianzas-covarianzas parciales puede expresarse a trave´s
(9.54) de mediante
SY·Z = SYY − SYZS−1ZZSZY. (9.62)
A partir de esta matriz de varianzas-covarianzas podemos construir una matriz de
correlaciones denominadas parciales, que sera´n invariantes ante traslaciones y homo-
tecias. As´ı, si Y posee dos columnas Y1 y Y2 se deﬁne el coeﬁciente de correlacio´n
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Para obtener a u´ltima expresio´n basta considerar (9.55). Cuando y es unitario, es
decir, cuando Y es un vector de Rn, cabe habar u´nicamente de la varianza parcial de
Y dado Z, que es nu´mero positivo
s2Y·Z = s2Y − SYZS−1ZZSZY (9.64)
que, insistimos, se corresponde con la parte de la variabilidad total de y que no es
















Por lo tanto, el coeﬁciente de correlacio´n mu´ltiple expresa la proporcio´n de la variabi-
lidad total de Y explicada linealmente por la variabilidad total de Z. El caso R2Y,Z = 1
equivale a una relacio´n af´ın perfecta entre el vector Y y la matriz Z. Si z tambie´n
es unitario, el coeﬁciente de correlacio´n mu´ltiple muestral de y respecto a z es igual
al cuadrado del coeﬁciente de correlacio´n simple deﬁnido en (9.50). Obviamente, el
coeﬁciente de correlacio´n mu´ltiple es invariante ante traslaciones y homotecias.
9.4. Algunos elementos de Teor´ıa Asinto´tica.
En esta seccio´n repasamos algunos conceptos y resultados l´ımite fundamentales
(en el sentido de importantes, no de triviales) de la Teor´ıa de la Probabilidad y de
la Estad´ıstica en general, de los que se hace uso en los cap´ıtulos 3 y 8. En primer
lugar deﬁniremos las convergencias en probabilidad, en distribucio´n y casi seguro,
y estableceremos relaciones entre las mismas. Recomendamos consultar, en todo ca-
so, bibliograf´ıa complementaria, por ejemplo Billingsley (1986), Fergusson (1996) o
Lehmann (1998).
Dados X y (Xn)n∈N, vector aleatorio y sucesio´n de vectores aleatorios, respecti-
vamente, deﬁnidos sobre un espacio de probabilidad (Ω,A, P ) con valores en Rm, se
dice que (Xn)n∈N converge en casi seguro a X cuando existe un suceso N ∈ A P -nulo,
tal que la sucesio´n Xn(ω)

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N , en cuyo caso, se denota Xn c.s.−→ X. Se dice que (Xn)n∈N converge en probabilidad
a X cuando la sucesio´n P (Xn − X > ε)

n∈N converge a 0 para todo ε > 0, en
cuyo caso se denota Xn P−→ X.
Dadas P0 y (Pn)n∈N, distribucio´n y sucesio´n de distribuciones, respectivamente,
sobre Rm, decimos que (Pn)n∈N converge en distribucio´n a P cuando EPn [f ] converge
a EP0 [f ], para toda funcio´n f de Rm en R medible, continua y acotada37. En ese caso,
se denota Pn d−→ P0. Si X y (Xn)n∈N son como antes, se dice que (Xn)n∈N converge
en distribucio´n a X cuando PXn d−→ PX , denota´ndose Xn d−→ X.
Teorema 9.21. (i) La convergencia en distribucio´n equivale a la convergencia de las
respectivas funciones caracter´ısticas en todo punto de Rm.
(ii) Si m = 1, la convergencia en distribucio´n de (Xn)n∈N a X equivale a la conver-
gencia de las respectivas funciones de distribucio´n Fn a la funcio´n de distribucio´n
de F de X en cada punto de continuidad de esta u´ltima. En ese caso, si, adema´s,
son continuas F y Fn, para cada n ∈ N 38, se da tambie´n una convergencia entre
las funciones inversas.
(iii) La convergencia casi-seguro implica convergencia en probabilidad.
(iv) La convergencia en probabilidad implica convergencia en distribucio´n.
(v) Si dos sucesiones de variables aleatorias convergen en probabilidad a sendas cons-
tantes, las sucesiones de las sumas y productos convergen, respectivamente, a la
suma y producto de dichas constantes.
(vi) La convergencia en distribucio´n a una constante implica convergencia en probabi-
lidad.
(vii) Si f ∈ C(Rp) y (Xn)n∈N converge en distribucio´n a X, (f(Xn))n∈N converge en
distribucio´n a f(X).
(viii) Si f es continua en a y (Xn)n∈N converge en distribucio´n a una constante a,
(f(Xn))n∈N converge en distribucio´n a f(a).
37Si consideramos medidas ﬁnitas con signo sobre un compacto K de Rm, en virtud del Teore-
ma de Representacio´n de Riesz (Ash (1972), Th. 4.3.13), podemos identiﬁcar dichas medidas con
los las funciones reales, lineales y continuas sobre C(K), y la convergencia en distribucio´n con la
convergencia respecto a la topolog´ıa de´bil*.
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(ix) Si (Xn)n∈N, (Un)n∈N y (Vn)n∈N convergen en distribucio´n a X, a (cte.) y 1,
respectivamente,
(a) Xn + Un d→ X + a.
(b) Xn · Un d→ aX
(c) XnVn
d→ X
(x) [Astucia de Cramer-Wold] (Xn)n∈N converge en distribucio´n a Np(θ,Σ) si y so´lo
si (cXn)n∈N converge en distribucio´n a N(cµ, cΣc), para todo c ∈ Rp tal que
c = 1.
(xi) Si (Pn)n y (Qn)n, secuencias de probabilidades sobre Rm1 y Rm2 , convergen en
distribucio´n a P y Q, respectivamente, (Pn×Qn)n converge en distribucio´n a P×Q.
El siguiente resultado es consecuencia directa de la desigualdad de Chebyshev.
Teorema 9.22.
Si (Xn)n∈N es una sucesio´n de variables aleatorias reales con varianzas uniformemente





En el caso de que las variables Xn, n ∈ N, sean independientes e ide´nticamen-
te distribuidas (iid), con varianza ﬁnita y media µ, podemos deducir que la media
muestral Xn converge en probabilidad a µ. Puede probarse que la convergencia en
probabilidad a la media se sigue veriﬁcando aunque la distribucio´n no sea de cuadra-
do integrable. Este resultado suele denominarse Ley De´bil de los Grandes Nu´meros
(LDGN). El siguiente, denominado Ley Fuerte de los Grandes Nu´meros (LFGN),
caso iid, va au´n ma´s lejos.
Teorema 9.23.







El resultado anterior desempen˜a un papel crucial en la Teor´ıa de Probabilidad.
Podemos encontrar su demostracio´n en Billigsley (1986). A partir del mismo podemos
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convergencia uniforme de la funcio´n de distribucio´n emp´ırica de una muestra aleatoria
simple de taman˜o n a la funcio´n de distribucio´n probabil´ıstica F . Algunos autores
lo denominan Teorema Fundamental de la Estad´ıstica Matema´tica, con lo que queda
patente su trascendencia.
Por otra parte y teniendo en cuenta que la media es el momento de orden 1 de la
distribucio´n, no preguntamos si el resultado sigue siendo va´lido para un momento de
cualquier orden. La respuesta, aﬁrmativa, la encontramos en el siguiente resultado,
conocido como me´todo de los momentos40
Teorema 9.24.
Si (Xn)n∈N es una sucesio´n de variables aleatorias reales iid correspondientes a una dis-






Xji c.s.−→ E[Xj1 ], ∀j = 1, . . . , k.
Adema´s, si h es una funcio´n continua de Rk en R, la secuencia h◦(M1n, . . . ,Mkn) converge
casi seguro a h ◦ (E[X1], . . . , E[Xk]). En particular, si la distribucio´n es de cuadrado
integrable, la varianza muestral deﬁnida en la seccio´n 1.4 converge casi seguro a la varianza
de la distribucio´n.
La convergencia casi segura se veriﬁca tambie´n, en el caso multidimensional, para
la media del producto de las componentes, siempre y cuando ambas sean de cuadrado
integrable. La demostracio´n es inmediata partiendo del teorema 9.23.
Teorema 9.25.
Si (Xn, Yn)n∈N es una sucesio´n de vectores aleatorios bidimensionales iid correspondientes






Como corolario inmediato se obtiene la convergencia c.s. de la covarianza muestral
a la covarianza probabil´ıstica y, en consecuencia, del coeﬁciente de correlacio´n.
Tambie´n desempen˜a un papel crucial el siguiente resultado, denominado Teorema
Central del L´ımite (TCL). Como ya sabemos, esta denominacio´n no hace referencia
a un u´nico teorema sino a una coleccio´n de resultados, teniendo todo ellos en comu´n
la convergencia la la distribucio´n normal de ciertas sumas de variables. El siguiente
40Realmente, el me´todo de los momentos ma´s general. Su enunciado y demostracio´n pueden










298 CAPI´TULO 9. APE´NDICE
teorema puede considerarse consecuencia directa de la versio´n de Lindemberg-Feller,
que podemos encontrar demostrada, por ejemplo, en Billigsley (1986) o en Ash (1972).
Teorema 9.26.
Consideremos una coleccio´n de variables aleatorias reales {Xni : (n, i) ∈ N×{1, . . . , n},
tal que, para cada n ∈ N, se veriﬁca que E[Xni] = 0 y var[Xni] = σ2ni, siendo las
Xni independientes para i = 1, . . . , n. Deno´tese, para cada n ∈ N, τ 2n =
n
i=1 σ2ni.














Xni d−→ N(0, 1).
Como caso particular, si (Xi)i∈N es una sucesio´n de variables aleatorias iid con
media µ y varianza σ2, se veriﬁca que
√n(Xn − µ) d−→ N(0, σ2). (9.67)
La denominada astucia de Cramer-Wold permite extender este resultado al caso
multivariante (ver Nogales (1998)). Otro resultado de enorme intere´s, cuya demos-
tracio´n podemos encontrar en Arnold (1981), pag. 152, es el siguiente:
Teorema 9.27.
Si √n(Tn − a) d−→ N(0, b2) y δ es una funcio´n real diferenciable, entonces
√n(δ(Tn)− δ(a)) d−→ N(0, (δ(a))2b2).
Este teorema permite establecer un procedimiento, que suele denominarse me´todo
Delta, que de alguna manera viene a complementar el TCL en aquellos casos en los
cuales la distribucio´n asinto´tica obtenida depende del para´metro estudiado.
Un concepto propio de la teor´ıa asinto´tica, importante a la hora de justiﬁcar un
estimador, es el de consistencia. Para poder formular su deﬁnicio´n as´ı como otras
propiedades relativas al problema de contraste de hipo´tesis, es necesario establecer
primeramente un marco formal apropiado. Consideremos un experimento estad´ısti-
co (ΩN,AN, {Pθ : θ ∈ Θ}). No´tese que Pθ denota una probabilidad sobre el espacio
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producto (ΩN,AN). Como ya hemos comentado, el Teorema de Existencia de Kol-
mogorov42 permite construir un experimento de este tipo a partir de experimentos
en dimensio´n n, siempre que se de´ la adecuada consistencia. De hecho, sera´ as´ı co-
mo procedamos en la seccio´n dedicada al estudio asinto´tico del Modelo Lineal. No
queremos decir que las probabilidades de la familia sean de la forma PNθ , para cierta
distribucio´n real Pθ. Si ello sucediera, estar´ıamos considerando una muestra aleatoria
simple de taman˜o inﬁnito de dicha distribucio´n. Ese caso particular (caso iid) resulta
de ma´s fa´cil manejo y permite, entre otras cosas, deducir la consistencia y norma-
lidad asinto´tica de EMV 43. Dado que la matriz de varianzas-covarianzas de dicha
distribucio´n normal l´ımite es la inversa de la matriz de Informacio´n, alcanza la cota
o´ptima de Cramer-Rao, lo que se traduce en la eﬁciencia asinto´tica del EMV44.
Dado un estimando g sobre Θ, que supondremos con valores en Rm, una secuencia
de estimadores (Tn)n∈N de g sera´ una sucesio´n de estad´ısticos sobre el experimento
anterior y con valores en Rm tales que, para todo n ∈ N, existe una funcio´n medible
T˜n, deﬁnida sobre (Ωn,An), veriﬁcando Tn = T˜n ◦ πn, donde πn denota la proyeccio´n
natural sobre Ωn. En los mismos te´rminos podemos hablar de una secuencia de test de
hipo´tesis con valores en [0, 1]. Decimos que (Tn)n∈N es una secuencia de estimadores
consistente cuando, para todo θ ∈ Θ, la sucesio´n (Tn)n∈N converge en probabilidad a
g(θ).
De la aplicacio´n del Principio de Ma´xima Verosimilitud se derivan importantes
propiedades asinto´ticas, no so´lo desde el punto de vista de la Estimacio´n, como ya
hemos mencionado, sino tambie´n desde el punto de vista del Contraste de Hipo´tesis,
como veremos a continuacio´n. Efectivamente, supongamos que Θ es un conjunto
abierto de Rs y deseamos contrastar la hipo´tesis inicial Θ0 ⊂ Θ, que su vez es un
subespacio vectorial c-dimensional de Θ, con c < s. Podemos suponer, sin pe´rdida
de generalidad, que el para´metro θ descompone en (θ1, . . . , θs) y la hipo´tesis inicial a
contrastar es H0 : θ1 = . . . = θs−c = 0. Supongamos que, para cada n ∈ N, podemos
construir el test de la razo´n de verosimilitudes, con estad´ıstico de contraste RVn, en
cada caso. En Fergusson (1996) se prueba lo siguiente:
Teorema 9.28.
Con las condiciones de regularidad45 necesarias se veriﬁca, para todo θ ∈ Θ0,
−2 logRVn d−→ χ2s−c
42Ash(1972).
43Lehmann (1983), Cap. 6, Corolario 2.1 y Teorema 2.3.
44Lehmann (1983), Cap. 6. Corolario 2.3
45Nos referimos a hipo´tesis relacionadas con la continuidad y derivabilidad de las funciones de
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As´ı pues, para un taman˜o muestral suﬁcientemente grande y teniendo en cuenta
el teorema 9.21-(ii), puede construirse el test de la razo´n de verosimilitudes a nivel
α de manera aproximada, sin necesidad de conocer la distribucio´n nula exacta del
estad´ıstico RV , mediante
TRV (ω) =
 1 si − 2 logRV (ω) > χ2,αs−c
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ı´ndices de condicionamiento, 136
ana´lisis de componentes principales, 137
ana´lisis de la covarianza, 171
ana´lisis de la varianza, 161




astucia de Cramer-Wold, 296
autovalor, 247
autovector, 247
clasiﬁcacio´n lineal de Fisher, 235
coeﬁciente de correlacio´n corregido, 94
coeﬁciente de correlacio´n intracla´sica, 199
coeﬁciente de correlacio´n lineal, 264
coeﬁciente de correlacio´n lineal muestral,
290
coeﬁciente de correlacio´n mu´ltiple, 266
coeﬁciente de correlacio´n mu´ltiple mues-
tral, 91, 294
coeﬁciente de correlacio´n parcial, 98





condicio´n de Huber, 72
condicio´n de Lindemberg, 298
consistencia, 69, 70, 88, 155, 239
consistencia de un estimador, 299
contraste total de regresio´n, 96
contraste unilateral, 65
contrastes parciales de regresio´n, 97
convergencia casi seguro, 294
convergencia en distribucio´n, 295
convergencia en probabilidad, 295






descomposicio´n ortogonal de V , 180, 186,
190, 194
desigualdad de Bonferroni, 81




diagrama de dispersio´n, 110
disen˜o anidado, 189
disen˜o bifactorial, 177
disen˜o completamente aleatorizado, 162
disen˜o con efectos aleatorios, 198
disen˜o equilibrado, 166
disen˜o jera´rquico, 189
disen˜o no equilibrado, 223
disen˜o ortogonal, 180












disen˜o por cuadrados latinos, 193
disen˜os no equilibrados, 196
distancia de Cook, 128




distribucio´n F -Snedecor, 40
distribucio´n t de Student, 41
distribucio´n beta, 41
distribucio´n condicional de una normal mul-
tivariante, 34
distribucio´n de Poisson, 39, 233
distribucio´n emp´ırica, 288
distribucio´n normal multivariante, 29
distribucio´n normal multivariante esfe´ri-
ca, 37
dominada, 263
dosis letal media, 238
ecuaciones normales, 217, 221
eﬁciencia asinto´tica, 241, 299
EIMV, 51, 87, 147, 164, 218, 280
ELIMV, 49, 220
EMV, 52, 87, 151, 164, 218, 280
equivarianza, 285
error cuadra´tico medio, 279
espacio de Hilbert, 259








estad´ıstico de contraste, 283
estad´ıstico de la razo´n de verosimilitudes,
282
estad´ıstico de Wald, 241
estad´ıstico invariante, 284
estad´ıstico invariante maximal, 284
estad´ıstico suﬁciente, 277




estimador asinto´ticamente eﬁciente, 299
estimador consistente, 299
estimador de James-Stein, 53
estimador de ma´xima verosimilitud, 52,
239, 280
estimador de Ridge, 53
estimador insesgado, 279
estimador insesgado de mı´nima varianza,
51, 280
estimador lineal insesgado, 48






factor de inﬂacio´n de la varianza, 133
factor principal, 192
factor secundario, 192
familia de Bonferroni, 81
familia de intervalos de conﬁanza simulta´neos,
79
familia de Scheﬀe´, 81
familia exponencial, 229, 278
FIV, 133
funcio´n caracter´ıstica, 263











funcio´n de distribucio´n, 263
funcio´n de ligadura, 230
funcio´n de pe´rdida, 279
funcio´n de tolerancia, 237
funcio´n de verosimilitud, 230, 277
funcio´n estimable, 279
funcio´n generatriz de momentos, 263
funcio´n lineal estimable, 219
funcio´n log´ıstica o logit, 234
funcio´n potencia de un test, 281
grado de libertad, 40
heterocedasticidad, 114
hipo´tesis contrastable, 174, 281
hipo´tesis inicial, 281











inversa generalizada de Penrose, 215
inversa generalizada de una matriz, 211
kurtosis, 76
LDGN, 296
lema fundamental de Neyman-Pearson, 281
ley de´bil de los grandes nu´meros, 296




me´todo de Bonferroni, 170, 183
me´todo de Box-Cox, 119
me´todo de los momentos, 297
me´todo de ma´xima verosimilitud, 280
me´todo de mı´nimos cuadrados, 266
me´todo de mı´nimos cuadrados pondera-
dos, 123
me´todo de Mallow, 100
me´todo de Newton-Raphson, 242
me´todo de Schefee´, 169
me´todo de Scheﬀe´, 183







mı´nimos cuadrados generalizados, 83
matriz X de regresio´n, 86
matriz Z de regresio´n, 86
matriz de correlaciones, 265
matriz de correlaciones muestral, 290
matriz de correlaciones parciales, 293
matriz de informacio´n, 231, 277
matriz de una proyeccio´n ortogonal, 260
matriz de varianzas-covarianzas, 265
matriz de varianzas-covarianzas muestral,
290
matriz de varianzas-covarianzas parciales,
266
matriz deﬁnida positiva, 248



















medida de Lebesgue, 264
modelo asinto´tico, 68
modelo con razo´n de verosimilitud mono´to-
na, 282
modelo condicionado, 146
modelo condicional, 230, 239
modelo de correlacio´n, 144
modelo estad´ıstico con razo´n de verosimi-
litud mono´tona, 42
modelo estad´ıstico I, 276




modelo lineal de rango no completo, 210
modelo lineal normal, 46
modelos de respuesta a una dosis, 236












potencia de un test, 281
predicciones en regresio´n, 94
principio de invarianza, 283, 284
principio de ma´xima verosimilitud, 280
principio de suﬁciencia, 51
principio de sustitucio´n, 232
probabilidad, 262
probabilidad condicional regular, 273
probabilidad de transicio´n, 265
probabilidad producto, 265
problema de constraste de hipo´tesis, 281
problema de contraste de hipo´tesis inva-
riante, 284
problema de estimacio´n, 279
producto generalizado, 145, 265
producto interior, 259
proyeccio´n ortogonal, 260
razo´n de verosimilitud mono´tona, 282
regio´n de conﬁanza, 53, 88, 95, 147, 164,
241
regresio´n de Poisson, 233
regresio´n lineal mu´ltiple, 85
regresio´n log´ıstica, 234
regresio´n polino´mica, 123
regresio´n polino´mica local, 126
regresio´n robusta, 127








seleccio´n de variables, 99
sesgo, 139, 279

















teorema central del l´ımite, 297
teorema de descomposicio´n en valores sin-
gulares, 253
teorema de diagonalizacio´n, 250
teorema de factorizacio´n, 277
teorema de Fisher generalizado, 49
teorema de Gauss-Markov, 49, 220
teorema de Glivenko-Cantelli, 296
teorema de la convergencia dominada, 155
teorema de la medida producto, 265
teorema de Lehamnn-Scheﬀe´, 280
test F , 61, 62, 147, 222
test de Barlett, 78
test de Brown-Forsythe, 168
test de hipo´tesis, 281
test de Kruskall-Wallis, 168
test de la razo´n de verosimilitudes, 62, 282
test de Levene, 103
test de linealidad, 104
test de Mann-Whitney, 177
test de Student, 174




test UMP-invariante, 61, 152, 164, 281,
286
tests de normalidad, 47, 103
TRV, 62, 151, 164, 282
valor inﬂuyente, 126
variabilidad total, 268











versio´n con coordenadas del modelo lineal,
55
