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NEAR-FIELD IMAGING OF A LOCALLY ROUGH INTERFACE AND
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Abstract. Consider the problem of inverse scattering of time-harmonic point sources from an
infinite, penetrable rough interface with bounded obstacles buried in the lower half-space, where
the interface is assumed to be a local perturbation of a planar surface. A novel version of the
sampling method is proposed to simultaneously reconstruct the local perturbation of the rough
interface and buried obstacles by constructing a modified near-field equation associated with a special
rough surface, yielding a fast imaging algorithm. Numerical examples are presented to illustrate the
effectiveness of the inversion algorithm.
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1. Introduction. This paper considers the problem of scattering of time-
harmonic point sources by an infinite, penetrable interface with buried obstacles below
the interface. The direct and inverse scattering problems are studied, where the di-
rect scattering problem is to determine the distribution of the scattered wave in the
whole space when the incident wave, the interface and the buried obstacles with their
boundary conditions are given; while the inverse scattering problem aims to recover
the shape and location of the unknown interface and buried obstacles from the scat-
tered wave measured on a bounded surface above the interface. These problems have
played a fundamental role in diverse scientific areas such as underwater exploration,
geophysical exploration and radar detection.
Precisely, we will consider the case where the rough interface is different from
a plane over a finite interval (called a locally rough interface), which separates the
whole space into the upper and lower half-spaces. The wave motion is then governed
by the two-dimensional Helmholtz equation where the wavenumber is described by
a piecewise constant function. Across the interface, the total-field and its normal
derivative are assumed to be continuous, which also corresponds to the transverse
electric polarization case. For simplicity, we assume throughout this paper that the
buried obstacles are sound-soft, which means that the total-field vanishes on the
boundary of the obstacles. Since the interface is only a local perturbation of a plane
surface, the Sommerfeld radiation condition remains valid to describe the behavior of
the scattered field away from the interface. Scattering problems by unbounded rough
surfaces have been studied by many authors for the case with no buried obstacles via
either the integral equation method or a variational approach (see, e.g., [2,5,7,13–15,
27, 30, 34] and the references therein). For the scattering problem considered in this
paper its well-posedness has been established in our recent work [32] by reformulating
the direct problem as the scattering problem by obstacles in a two-layered medium
together with the integral equation method.
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In this paper, we are mainly interested in the inverse scattering problem which
aims to simultaneously recover the shape and location of the unknown interface and
buried obstacles from the knowledge of the scattered field measured on a line segment
above the interface. A global uniqueness result has been established in [32] for this
inverse scattering problem, that is, the locally rough interface, the wavenumber in the
lower half-space and the buried obstacle along with its boundary condition can be
uniquely determined by the scattered field measured on a line segment in the upper
half-space and generated by point sources. Based on this uniqueness result, we aim to
develop an efficient algorithm to solve the inverse problem numerically. If the rough
interface is known, a numerical method has been given in [1] to detect the location
of the buried obstacles from the far-field pattern, based on the determination of the
surface impedance that contains jumps at the surface points just above the buried
obstacles. If the rough interface is a plane, an inversion scheme was proposed to
recover the buried, impenetrable obstacles with phased far-field data in [21]. However,
if the rough interface is an unknown perturbation of a plane, as far as we know, no
inversion algorithm is available to reconstruct the rough interface and the buried
obstacle simultaneously.
So far, many inversion algorithms have been developed for solving inverse scatter-
ing problems by unbounded rough surfaces for the case with no buried obstacles, such
as the Kirsch-Kress method in [6], Newton-type algorithms in [5,8,12,17,27,28,33,34]
and the transformed field expansion based reconstruction algorithm in [3, 4] for the
case when the surface is a small and smooth perturbation of a plane. Note that
the reconstruction methods in [3–5, 27, 34] are iterative type methods under certain
a priori knowledge on the rough surface. On the other hand, several non-iterative
type methods have also been proposed for the special case when no buried obsta-
cles exist, such as the singular source method for recovering a perfectly conducting
surface in [19, 20], the factorization method in [18] for a Dirichlet rough surface in
the case κf+ ∈ (0,
√
2), where κ is the wave number and f+ is the amplitude of the
rough surface, the sampling type method for reconstructing an infinite, locally rough
interface in [23], extending the work in [16] from the Dirichlet impenetrable surface
to the penetrable interface, and the direct imaging method for both impenetrable and
penetrable surfaces in [25, 35], and for a perfectly conducting locally rough surface
with phaseless data in [31].
In this paper, we will develop a linear sampling method (LSM) to solve the in-
verse scattering problem considered numerically, that is, to reconstruct both the local
perturbation of the rough interface and the buried obstacles from the scattered near-
field measurements in the upper half-space. Recently in [23], we developed a linear
sampling method to reconstruct the local perturbation of the rough interface for the
case with no buried obstacles, based on reformulating the original scattering prob-
lem by a local rough interface into an equivalent integral equation formulation in a
bounded domain with the help of the free-space Green function associated with a
class of special rough surfaces. However, the idea in [23] does not work to reconstruct
the interface and the buried obstacles simultaneously. To overcome this difficulty, we
consider the difference between the solution to the original scattering problem and the
solution to the scattering problem by a plane interface. Then the original scattering
problem can be reduced to the scattering problem by an inhomogeneous medium of
compact support and the buried obstacles. Based on this, we can construct a near-
field equation and present a novel version of LSM to numerically recover the rough
interface and the buried obstacles simultaneously. As far as we know, this is the first
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sampling type method for reconstructing both the rough interface and the buried
obstacles simultaneously.
The remaining part of this paper is organized as follows. Section 2 presents
some basic notations and function spaces used in the paper. Section 3 introduces the
mathematical formulation of the scattering problem of an incident point source by a
locally rough interface with a buried obstacle below the interface. In Section 3, we also
reformulate the original scattering problem as the one by an inhomogeneous medium
of compact support and the buried obstacle, based on the difference between the
solution to the original scattering problem and the solution to the scattering problem
by a plane interface. A novel version of the classical LSM is proposed in Section 4 for
solving the inverse problem via constructing a modified near-field equation. Numerical
results are presented in Section 5 to illustrate the validity of the inversion algorithm.
Conclusions are given in Section 6.
2. Preliminaries. In this section, we introduce some basic notations and func-
tion spaces used in this paper. As seen in Figure 2.1, the scattering interface
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Fig. 2.1. The physical configuration of the scattering problem.
is described by a smooth curve Γ := {(x1, x2) ∈ R2 : x2 = f(x1)}. Here, f
is assumed to be a Lipschitz continuous function which is different from 0 over
a finite interval. It means that Γ is just a local perturbation of the planar in-
terface Γ0 := {(x1, x2) ∈ R2 : x2 = 0}. Then the whole space is separated
by Γ into two unbounded half-spaces Ω1 := {(x1, x2) ∈ R2 : x2 > f(x1)} and
Ω2 := {(x1, x2) ∈ R2 : x2 < f(x1)}. Denoted by B1 := R2+ ∩ Ω2 the bounded domain
above Γ0 and B2 := R2− ∩ Ω1 the bounded domain below Γ0, where R2± := {x2 ≷ 0}.
For simplicity, we consider in this paper a simple case that Γ has only two local per-
turbations; see Figure 2.1. The results obtained can be easily extended to the case
of multiple local perturbations. Moreover, the embedded obstacle D is considered to
be buried into the lower half-space Ω2 with a smooth boundary ∂D ∈ C2,α for some
Ho¨lder exponent 0 < α ≤ 1.
For a bounded domain Ω ⊂ R2 with Lipschitz boundary ∂Ω, denote by Wm,p(Ω)
the usual Sobolev space for index m ∈ N and p ∈ [1,∞), which is a Banach space
with respect to the Wm,p-norm
||u||m,p :=
 ∑
|α|≤m
||∂αu||pp
1/p .
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If p = 2, it is also conventional to write Hm := Wm,2, which is a Hilbert space under
the inner product (u, v)m :=
∑
|α|≤m(∂
αu, ∂αv)L2 . It is easily observed that the
space W 0,2(Ω) coincides with the usual space L2(Ω) consisting of all square-integrable
functions on Ω.
Moreover, let L2∆(Ω) := {u ∈ D′(Ω)|u ∈ L2(Ω), ∆u ∈ L2(Ω)}. Clearly, it is also
a Hilbert space equipped under the inner-product
(u, v)L2∆(Ω) = (u, v)L2(Ω) + (∆u,∆v)L2(Ω) for u, v ∈ L2∆(Ω).
Let γju :=
∂ju
∂νj
∣∣
∂Ω
(j = 0, 1) denote the trace maps defined on C∞(Ω), where ν is
the outward unit normal vector to ∂Ω. By the Sobolev embedding theorem, γj has
a continuous extension from L2∆(Ω) into H
−j−1/2(∂Ω), that is, there exists a fixed
constant C > 0 such that
||γju||H−j−1/2(∂Ω) ≤ C||u||L2∆(Ω)
for j = 0, 1.
Furthermore, we introduce the subspaces Xj of L
2
∆(Bj) by
Xj := {u ∈ L2∆(Bj), ∆u+ κ2ju = 0 in Bj} (2.1)
for j = 1, 2. In (2.1) the equation ∆u+κ2ju = 0 is understood in the distribution with
the two positive constants κ1 > 0 and κ2 > 0. It is easily verified that Xj is a closed
subspace of L2∆(Bj) and is thus a Hilbert space. Let χj denote the characterization
function of the domain Bj , defined by χj = 1 in Bj and vanishes outside Bj . Then,
we can define the space
X := {u = χ1u1 + χ2u2 : u1 ∈ X1, u2 ∈ X2},
which is also a Hilbert space equipped with the inner product (u, v)X =
(u1, v1)L2∆(B1) + (u2, v2)L2∆(B2) for u, v ∈ X.
3. Mathematical formulation. In this section, we introduce the mathematical
description on the scattering of time-harmonic point sources from a locally rough
interface with a buried obstacle in the lower half-space. Suppose the incident field
ui(·, y) induced by a point source
Φκ1(x, y) =
i
4
H
(1)
0 (κ1|x− y|), x 6= y, y ∈ Ω1,
which corresponds to a fundamental solution to the Helmholtz equation ∆Φκ1(·, y) +
κ21Φκ1(·, y) = −δy in R2. Here, H(1)0 (·) is the Hankel function of the first kind of
order zero. Then the scattering of ui(·, y) by Γ and D can be modeled by the two-
dimensional Helmholtz equation
∆u+ κ2u = −δy in R2 \D, (3.1)
where κ > 0 is the wavenumber defined as κ := κ1 in Ω1 and κ := κ2 in Ω2, and u is
the total field defined as u := ui + us in Ω1 and u := u
s in Ω2 \D.
For simplicity, we consider that u satisfies a Dirichlet boundary condition on ∂D:
u = 0 on ∂D, (3.2)
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which means that D is a sound-soft obstacle. Since Γ is just a local perturbation of
Γ0, the scattered field u
s satisfies the so-called Sommerfeld radiation condition
lim
r→∞
√
r
(
∂us
∂r
− iκus
)
= 0, r = |x|. (3.3)
It should be pointed out that the condition (3.3) can be replaced by the much weaker
Upward and Downward Propagating Radiation Conditions (UPRC and DPRC). We
refer the reader to [14–16] for detailed discussions on the UPRC and DPRC for non-
local surfaces.
The well-posedness of (3.1)-(3.3) has been extensively studied in the literature for
the case D = ∅; see e.g., [7, 22, 26, 29, 34]. Moreover, it is noteworthy that a different
method from the previous works was recently proposed by the current authors in [32],
where the well-posedness of Problem (3.1)-(3.3) was shown in Sobolev spaces based
on an equivalent Lippmann-Schwinger type integral equation defined in a bounded
domain.
In this paper, we are concerned with the inverse problem of simultaneously recov-
ering the rough interface Γ and the buried obstacle D from near-field measurements
above Γ. We refer to [32] with a global uniqueness theorem for determining all un-
known Γ, D and κ2. Based on this, we aim to study its numerical solution by proposing
a valid sampling-type method. Since Γ is a local perturbation of Γ0, the recovery of
Γ can be reduced to the recovery of the local perturbations Bj . It means that our in-
verse problem can be reduced to distinguish two different local perturbations B1 and
B2 and the buried obstacle D. To this end, we first introduce the fundamental solu-
tion G0(x, y) of the two-dimensional Helmholtz equation in a two-layered background
medium separated by Γ0, which satisfies
∆xG0(x, y) + κ
2
0G0(x, y) = −δy in R2
lim
r→∞
√
r
(
∂G0(x, y)
∂r
− iκ0G0(x, y)
)
= 0 for r = |x|
(3.4)
with the wavenumber κ0 := κ1 in R2+ and κ0 := κ2 in R2−. It follows from [24] that
G0(x, y) has an explicit expression
G0(x, y) := Ψ
(1)(x, y) + Φ1(x, y) for x ∈ R2+, y ∈ R2+,
G0(x, y) := Ψ
(2)(x, y) for x ∈ R2−, y ∈ R2+,
where
Ψ(1)(x, y) =
i
4pi
∫
R
1
β1
β1 − β2
β1 + β2
eiβ1(x2+y2)eiξ(x1−y1)dξ
Ψ(2)(x, y) =
i
2pi
∫
R
ei(β1y2−β2x2)
β1 + β2
eiξ(x1−y1)dξ
with βj given by
βj =

√
κ2j − ξ2 for |κj | > |ξ|,
i
√
ξ2 − κ2j for |κj | < |ξ|.
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Applying the dominated convergence theorem to Ψ(1)(x, y), Ψ(2)(x, y) and their
derivatives, we have Ψ(1)(x, y),Ψ(2)(x, y) ∈ C∞(R2 × R2 \ {y} × {y}).
For a fixed y ∈ R2+, it is easily found that G0(x, y) contains the information of
Γ0, and the solution u(x, y) to (3.1)-(3.3) contains the information of the scattering
surface Γ and the buried obstacle D. Thus, we consider the difference u˜(x, y) :=
u(x, y) − G0(x, y) which clearly contains all unknown information of B1, B2 and D.
It then follows from the Helmholtz equations for G0 and u that u˜ satisfies
∆u˜+ κ2u˜ = g in R2 \D, (3.5)
and the Sommerfeld radiation condition (3.3), where g := η(χ1 − χ2)G0 with η :=
κ21 − κ22. The Dirichlet boundary condition (3.2) for u gives
u˜ = −G0 on ∂D. (3.6)
With the above analysis, Problem (3.5)-(3.6) can be regarded as a special case of the
following boundary value problem of finding u˜ ∈ H1loc(R2 \D) such that
∆u˜+ κ2u˜ = h1 in R2 \D
u˜ = h2 on ∂D
lim
r→∞
√
r
(
∂u˜
∂r
− iκu˜
)
= 0 for r = |x|
(3.7)
for h1 ∈ X and h2 ∈ Y . Here, Y := {γ0u : u ∈ H1(D) satisfies ∆u+ κ22u = 0 in D}.
Next, we shall prove the existence of a unique solution to Problem (3.7) in
H1loc(R2 \D). The uniqueness follows directly from the uniqueness of the scattering
problem (3.1)-(3.3). For the existence, we decompose u˜ into two parts: u˜ := u˜1 + u˜2
with u˜1 and u˜2 satisfying
∆u˜1 + κ
2u˜1 = h1 in R2 \D
u˜1 = 0 on ∂D
lim
r→∞
√
r
(
∂u˜1
∂r
− iκu˜1
)
= 0 for r = |x|
(3.8)
and 
∆u˜2 + κ
2u˜2 = 0 in R2 \D
u˜2 = h2 on ∂D
lim
r→∞
√
r
(
∂u˜2
∂r
− iκu˜2
)
= 0 for r = |x|
(3.9)
respectively.
Recall that h1 ∈ X, and so there exists h1j ∈ Xj , j = 1, 2, such that h1 =
χ1h11 +χ2h12. By the standard discussion, it can be deduced that the unique solution
to Problem (3.8 ) can be written in the following form
u˜1(x) = −
∫
B1
Ψ(x, y)h11(y)dy −
∫
B2
Ψ(x, y)h12(y)dy for x ∈ R2 \D,
where Ψ(x, y) denotes the associated Green’s function to Problem (3.1)-(3.3). For the
existence of Ψ(x, y), we refer to, e.g., [32] for a detailed discussion.
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Next, we shall prove the existence of a unique solution to Problem (3.9) by em-
ploying the boundary integral equation technique. To this end, let GΓ(x, y) be the
fundamental solution of the two-dimensional Helmholtz equation in a two-layered
background medium separated by Γ such that
∆xGΓ(x, y) + κ
2GΓ(x, y) = −δy in R2
lim
r→∞
√
r
(
∂GΓ(x, y)
∂r
− iκGΓ(x, y)
)
= 0 for r = |x|.
(3.10)
For h2 ∈ Y , we seek a solution in the form of a combined double- and single-layer
potential
u˜2(x) =
∫
∂D
(
∂GΓ(x, y)
∂ν(y)
− iGΓ(x, y)
)
ψ(y)ds(y) for x ∈ R2 \D
with density ψ ∈ H1/2(∂D).
In view of (3.10), u˜2 automatically satisfies the Helmholtz equation and the Som-
merfeld radiation condition. Following the boundary condition on ∂D, it is seen that
u˜2 is a solution of Problem (3.9) if ψ is a solution of the following equation
(I +K − iS)ψ = 2h2,
where S and K are the single- and double-layer operators given by
(Sψ)(x) := 2
∫
∂D
GΓ(x, y)ψ(y)ds(y), x ∈ ∂D,
(Kψ)(x) := 2
∫
∂D
∂GΓ(x, y)
∂ν(y)
ψ(y)ds(y), x ∈ ∂D.
It is known by corollary 3.7 in [10] as well as ∂D ∈ C2,α for some Ho¨lder exponent
0 < α ≤ 1 that both S and K are bounded from H1/2(∂D) into H1(∂D). Using
the compact embedding of H1(∂D) into H1/2(∂D), it is concluded that I +K − iS :
H1/2(∂D) → H1/2(∂D) is Fredholm type with index 0. By a similar argument as in
the proof of Theorem 3.11 in [10], and with the aid of the classical Riesz-Fredholm
theory we can prove the existence of ψ. These results are summarized in the following
theorem.
Theorem 3.1. If ∂D ∈ C2,α with some Ho¨lder exponent 0 < α ≤ 1, then, for
(h1, h2) ∈ X × Y the problem (3.7) has a unique solution u˜ ∈ H1loc(R2 \D) satisfying
that
‖u˜‖H1((R2\D)∩BR) ≤ CR(‖h1‖X + ‖h2‖Y )
for some positive constant CR > 0 depends on R > 0, where BR := {x ∈ R2 : |x| <
R}.
By Theorem 3.1, we define the solution operator L : X×Y → L2(Γb,a) of Problem
(3.7) by
L(h1, h2) = u˜|Γb,a ,
where Γb,a := {x = (x1, x2) ∈ R2, |x1| ≤ a, x2 = b} with a, b > 0. It follows from
Theorem 3.1 that L is bounded from X × Y into L2(Γb,a).
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For further analysis for our sampling method, we introduce the associated interior
transmission problem (ITP) of finding a pair of functions (v, w) ∈ L2(Ω) × L2(Ω)
satisfying
∆v + κ21v = 0, ∆w + κ
2
1q(x)w = 0 in Ω, (3.11)
and the transmission conditions
w − v = G0(·, z), ∂w
∂ν
− ∂v
∂ν
=
∂G0(·, z)
∂ν
on ∂Ω, (3.12)
where z ∈ Ω and q(x) := κ22/κ21. Recall that the values κ21 > 0 is called a transmission
eigenvalue if the homogeneous ITP has nonzero solutions (v, w) ∈ L2(Ω) × L2(Ω)
with v − w ∈ H20 (Ω). It was shown in [9] that there exists an infinite discrete set of
transmission eigenvalues. It was further shown that if κ21 is not transmission eigen-
values then there exists a unique solution (v, w) ∈ L2(Ω) × L2(Ω) to the problem
(3.11)-(3.12) with w − v ∈ H2(Ω) for each z ∈ Ω.
Lemma 3.2. If κ21 is neither transmission eigenvalue of B1 nor that of B2, then
L is injective.
Proof. Let u˜ ∈ H1loc(R2\D) be the solution to Problem (3.7) for (h1, h2) ∈ X×Y .
If L(h1, h2) = 0, we have u˜ = 0 on Γb,a. The analyticity of u˜ implies that u˜ vanishes on
Γb := {x ∈ R2 : x2 = b}. Then it is concluded that u˜ = 0 in Ub := {x ∈ R2 : x2 > b}
from the uniqueness of the Dirichlet problem. The analytic continuation discussion
shows that u˜ = 0 in R2+ ∩ Ω1. By noting the continuity of the Cauchy data (u˜, ∂u˜∂ν )
across Γ0 ∩ Γ, it is obtained by the unique continuation principle that u˜ = 0 in
R2 \ {B1 ∪B2 ∪D}. Hence, h2 = 0.
Since h1 ∈ X, there exists h11 ∈ X1 and h12 ∈ X2 such that h1 = χ1h11 + χ2h12.
Thus, it suffices to show that h11 = 0 and h12 = 0. To this end, define ψ1 := η
−1h11
and ψ2 := u˜ + ψ1. It follows from (2.1), (3.7) and the continuity of (u˜, ∂u˜/∂ν) that
(ψ1, ψ2) solves the homogeneous form of the interior transmission problem (3.11)-
(3.12) in B1. This yields that (ψ1, ψ2) = 0 since κ
2
1 is not a transmission eigenvalue
in B1. Therefore, h11 = 0. Define ϕ1 := u˜ + ϕ2 with ϕ2 := −η−1h12. Then we have
by a similar argument that h12 = 0. The proof is thus complete.
Lemma 3.3. If κ21 is neither transmission eigenvalue of B1 nor that of B2 and
κ22 is not a Dirichlet eigenvalue for −∆ in D, then G0(x, z)|Γb,a ∈ Range(L) if and
only if z ∈ D ∪B1 ∪B2.
Proof. We first prove the assertion that z ∈ D ∪ B1 ∪ B2 if G0(x, z)|Γb,a ∈
Range(L). Assume on the contrary that z /∈ D ∪ B1 ∪ B2. Since G0(x, z)|Γb,a ∈
Range(L), there exists some (hˆ1, hˆ2) ∈ X × Y such that L(hˆ1, hˆ2) = G0(x, z)|Γb,a .
Let uˆ denote the solution to Problem (3.7) with the data (h1, h2) := (hˆ1, hˆ2). Then
L(hˆ1, hˆ2) = uˆ|Γb,a = G0(x, z)|Γb,a . A similar argument as in the proof of Lemma 3.2
gives that uˆ(x) = G0(x, z) for x ∈ R2 \ {D ∪ B1 ∪ B2 ∪ {z}}. It is impossible since
G0(x, z) is singular at x = z and uˆ(x) is smooth at x = z. Hence, z ∈ D ∪B1 ∪B2.
We next prove that G0(x, z)|Γb,a ∈ Range(L) if z ∈ D ∪B1 ∪B2. To this end, we
construct a function u˜ ∈ H1loc(R2 \D) satisfying Problem (3.7) with u˜(x) := G0(x, z)
on Γb,a. Since z ∈ D ∪B1 ∪B2, we consider the following ITP
∆vj + κ
2
1vj = 0 in Bj ,
∆wj + κ
2
2wj = 0 in Bj ,
wj − vj = q1j on ∂Bj ,
∂wj
∂ν − ∂vj∂ν = q2j on ∂Bj
(3.13)
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for j = 1, 2, with the boundary data q1j := G0(·, z)|∂Bj and q2j := ∂νG0(·, z)|∂Bj ,
where ν denotes the outward unit normal vector to ∂Bj . Since κ
2
1 is not an eigenvalue,
there exists a unique solution (vj , wj) ∈ L2(Bj) × L2(Bj) to the ITP (3.13) with
wj − vj ∈ H2(Bj). Now we construct u˜ as follows
u˜ :=

G0(·, z) in R2+ ∩ Ω1,
wj − vj in Bj ,
G0(·, z) in R2− ∩ Ω2 \D.
(3.14)
A direct calculation yields that u˜ ∈ H1loc(R2 \D) satisfies Problem (3.7) with the data
h1 = η(χ1v1 + χ2w2) and h2 = G0(·, z)|∂D.
We claim that (h1, h2) ∈ X × Y . First it is seen by the Helmholtz equations for v1
and w2 that h1 ∈ X if z ∈ D ∪B1 ∪B2. To show that h2 ∈ Y , we have to distinguish
two cases that z ∈ B1 ∪B2 and z ∈ D, respectively.
If z ∈ B1 ∪B2, it is clear that G0(·, z) ∈ H1(D) solves ∆G0(·, z) + κ22G0(·, z) = 0
in D, which implies that h2 = G0(·, z)|∂D ∈ Y . If z ∈ D, we consider the following
Dirichlet problem {
∆φ+ κ22φ = 0 in D,
φ = G0(·, z) on ∂D.
(3.15)
Under the assumption that κ22 is not a Dirichlet eigenvalue for −∆ in D, Prob-
lem (3.15) has a unique solution φ ∈ H1(D). This leads to the result that
h2 = G0(·, z)|∂D ∈ Y . Finally, it follows from (3.14) that G0(x, z)|Γb,a ∈ Range(L) if
z ∈ D ∪B1 ∪B2. This ends the proof.
We conclude this section with the investigation of the asymptotic behavior of
(vj , wj) as z approaches the boundary ∂Bj ∩ Γ from interior of Bj(j = 1, 2). For
z∗ ∈ ∂Bj ∩ Γ, we choose δ1 > 0 to be small enough such that
zn := z
∗ − δ1
n
ν(z∗) ∈ Bj , j = 1, 2,
for all n ∈ N. Let (vj,zn , wj,zn) ∈ L2∆(Bj)× L2∆(Bj) be the solution to the ITP (4.2)
with z = zn. Then we have the following lemma.
Lemma 3.4. If κ21 is neither a transmission eigenvalue of B1 nor that of B2, then
we have
lim
n→+∞ ‖wj,zn‖L2(Bj) = +∞, limn→+∞ ‖vj,zn‖L2(Bj) = +∞
for j = 1, 2.
Proof. We only prove the first equality for j = 1. The other cases can proved
similarly.
Assume on the contrary that ‖wj,zn‖L2 are uniformly bounded for all n ∈ N.
Then there exists a positive constant C > 0, independent of n, such that
‖w1,zn‖L2(B1) ≤ C. (3.16)
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Define v˜1,zn := v1,zn −G0(·, yn) with yn := z∗ + δ1n ν(z∗) for sufficiently small δ1 > 0.
A direct calculation implies that (v˜1,zn , w1,zn) solves the ITP
∆v˜1,zn + κ
2
1v˜1,zn = 0 in B1,
∆w1,zn + κ
2
2w1,zn = 0 in B1,
w1,zn − v˜1,zn = g1,n on ∂B1,
∂w1,zn
∂ν − ∂v˜1,zn∂ν = g2,n on ∂B1,
(3.17)
where
g1,n := G0(·, zn) +G0(·, yn) and g2,n := ∂G0(·, zn)
∂ν
+
∂G0(·, yn)
∂ν
.
Define w˜ := w1,zn − v˜1,zn . It is easily verified by (3.17) that w˜ satisfies{
∆w˜ + κ21w˜ = ηw1,zn in B1,
∂w˜
∂ν + iw˜ = g2,n + ig1,n on ∂B1.
(3.18)
Standard discussions show that there exists a unique solution w˜ ∈ H1(B1) to Prob-
lem(3.18) such that
‖w˜‖H1(B1) ≤ C
(‖w1,zn‖L2(B1) + ‖g1,n‖H−1/2(∂B1) + ‖g2,n‖H−1/2(∂B1)) . (3.19)
In view of (3.16), we conclude ‖w1,zn‖L2(B1) < C uniformly for n ∈ N. Now we are
at a position to prove ‖g1,n‖H−1/2(∂B1) < C uniformly for n ∈ N.
Noting that
g1,n(x) = G0(x, zn) +G0(x, yn)
= Φκ1(x, zn) + Φκ1(x, yn) + Ψ
(1)(x, zn) + Ψ
(1)(x, yn)
and Ψ(1)(x, zˆ) ∈ C∞(R2 × R2 \ {zˆ} × {zˆ}) for zˆ = zn or zˆ = yn, then it is enough to
show that g˜1,n := Φκ1(x, zn) + Φκ1(x, yn) = (Φκ1(x, zn) − Φκ1(x, yn)) + 2Φκ1(x, yn)
are uniformly bounded in the H−1/2-norm for all n ∈ N. It follows from the Taylor
expansion for Φκ1(·, yn) and Φκ1(·, zn) that
Φκ1(z
∗, zn)− Φκ1(z∗, yn) = O(t2 ln
1
t
)
as t := |yn − z∗| → 0. Hence, Φκ1(x, zn) − Φκ1(x, yn) is continuous at x = z∗. It
remains to show that ‖Φκ1(x, yn)‖H−1/2(∂B1) < C uniformly for all n ∈ N.
Since yn /∈ B1, it is found that Φκ1(·, yn) solves the Helmholtz equation
∆Φκ1 + κ
2
1Φκ1 = 0 in B1, which implies that Φκ1(·, yn) are uniformly bounded in
the norm of L2∆(B1) for all n ∈ N. Using the trace theorem leads to the result that
‖Φκ1(x, yn)‖H−1/2(∂B1) < C uniformly for all n ∈ N.
For the third term in (3.19), it follows from the proof of [11, Lemma 4.2] and the
bounded embedding of L∞ into H−1/2 that
‖g2,n‖H−1/2(∂B1) ≤ C‖g2,n‖L∞(∂B1) ≤ C
uniformly for n ∈ N. Combining the above inequalities with (3.16) and (3.19) and
using the trace theorem conclude that
‖w˜‖H1/2(∂B1) ≤ C‖w˜‖H1(B1) ≤ C
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for a fixed constant C > 0, whence the uniform boundedness of ‖g1,n‖H1/2(∂B1) follows
from the transmission condition of (3.17). This is a contradiction since
‖g1,n‖H1/2(∂B1) = ‖G0(·, zn) +G0(·, yn)‖H1/2(∂B1) →∞ as n→∞.
The proof is thus complete.
4. The linear sampling method. Based on the above analysis for Problem
(3.7), the objective of this section is to propose a sampling-type method to simulta-
neously reconstruct the local perturbation of the interface Γ and the buried obstacle
D from the wave-field measurements us(·, y)|Γb,a generated by the incident source
ui(·) = Φκ1(·, y) for y ∈ Γb,a. Then we have the following the near-field operator
N : L2(Γb,a)→ L2(Γb,a) in the form
Ng(x) :=
∫
Γb,a
(us(x, y)−Gs0(x, y))g(y)ds(y) for x ∈ Γb,a,
where Gs0(x, y) = G0(x, y)−Φκ1(x, y) is the scattered field to Problem (3.4) associated
with the interface Γ0 and the incident field Φκ1(·, y) located at y ∈ Γb,a. It is observed
that the kernel of N is the unique solution of Problem (3.7). Then our sampling
method will be based on studying the solvability of the following integral equation of
the first kind
Ng(·) = G0(·, z) for z ∈ R2, (4.1)
where z is a sample point belonging to a rectangular domain which contains local
perturbations of Γ and D. Similar to the bounded obstacle case, it is expected to
define an indicator function I(z) by the L2-norm of the solution to equation (4.1),
which can be used to recover all local perturbations B and the buried obstacle D.
By the superposition principle, it is known that N corresponds to the incidence
operator H := (H1, H2) : L
2(Γb,a)→ X × Y , defined by
H1g(x) := η(χ1(x)− χ2(x))
∫
Γb,a
G0(x, y)g(y)ds(y), for x ∈ B1 ∪B2,
H2g(x) := −
∫
Γb,a
G0(x, y)g(y)ds(y), for x ∈ ∂D.
Therefore, N = LH. Furthermore, we have the following denseness result related to
N .
Lemma 4.1. If κ22 is not a Dirichlet eigenvalue of −∆ in D, then Range(N) and
Range(L) are dense in L2(Γb,a).
Proof. To prove the lemma it is enough to show that the adjoint operator N∗ of
N , given by
(N∗ϕ)(y) =
∫
Γb,a
(u(y, x)−G0(y, x))ϕ(x)ds(x) for ϕ ∈ L2(Γb,a), (4.2)
is injective on L2(Γb,a). Note that the symmetric relations u(y, x) = u(x, y) and
G0(y, x) = G0(x, y) for x, y ∈ Γb,a have been used in deriving (4.2), which can be
obtained by a similar argument as in [23].
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By (4.2) we can define the functions w1 and w2 by
w1(y) =
∫
Γb,a
(u(y, x)−G0(y, x))ϕ(x)ds(x) for x ∈ R2 \D,
w2(y) = −
∫
Γb,a
G0(y, x)ϕ(x)ds(x) for x ∈ R2.
Let N∗ϕ = 0 on Γb,a for some ϕ ∈ L2(Γb,a). It then holds that w1 = 0 on Γb,a.
An analogous argument with the proof of Lemma 3.2 shows that w1 = 0 in R2 \
(B1 ∪B2 ∪D). Thus we have w1 = 0 on ∂D, and so w2 = 0 on ∂D by the fact that
u(y, x) = 0 for y ∈ ∂D and x ∈ Γb,a. Since κ22 is not a Dirichlet eigenvalue of −∆ in
D, it is deduced that w2 = 0 in D. Hence, we have w2 = 0 in R2 \ Γb,a by analytic
continuation. Using the jump relation of the layer operator yields ϕ = 0, which means
that N∗ is injective on L2(Γb,a), implying that Range(N) is dense in L2(Γb,a).
Next we show the denseness of Range(L) in L2(Γb,a) by contradiction. Assume
on the contrary that there exists some g0 ∈ L2(Γb,a) and 0 > 0 such that
‖L(h1, h2)− g0‖L2(Γb,a) ≥ 0
for all (h1, h2) ∈ X × Y . Recalling Hg ∈ X × Y for g ∈ L2(Γb,a) and N = LH, we
thus obtain
‖Ng − g0‖L2(Γb,a) = ‖LHg − g0‖L2(Γb,a) ≥ 0.
This contradicts the fact that Range(N) is dense in L2(Γb,a). The proof is thus
complete.
Theorem 4.2. If κ22 is not a Dirichlet eigenvalue for −∆ in D, then Range(H)
is dense in X × Y .
Proof. For any fixed (µ, ξ) ∈ X × Y with µ := χ1µ1 + χ2µ2 for µ1 ∈ X1 and
µ2 ∈ X2, it is sufficient to show that ∀ε > 0, there exists g ∈ L2(Γb,a) such that
‖Hg − (µ, ξ)‖X×Y < ε. That is,
||ηp− µ1||L2(B1) + || − ηp− µ2||L2(B2) + || − p− ξ||H1/2(∂D) < ε,
where
p(x) :=
∫
Γb,a
G0(x, y)g(y)ds(y) for x ∈ R2.
Since µ1 ∈ X1 and µ2 ∈ X2, it follows from the trace theorem that
∂µ1
∂ν
+ iµ1 ∈ H−3/2(∂B1), ∂µ2
∂ν
+ iµ2 ∈ H−3/2(∂B2).
Therefore, it suffices for us to show that
{((∂νp+ ip)|∂B1 , (∂νp+ ip)|∂B2 , p|∂D) : g ∈ L2(Γb,a)}
is dense in H−3/2(∂B1) × H−3/2(∂B2) × H1/2(∂D), based on the well-posedness of
the impedance problem in Bj and the Dirichlet problem in D. To this end, let
(φ1, φ2, φ) ∈ H3/2(∂B1)×H3/2(∂B2)×H−1/2(∂D) be chosen such that
2∑
j=1
∫
∂Bj
(
∂p
∂ν
(x) + ip(x)
)
φj(x)ds(x) +
∫
∂D
p(x)φ(x)ds(x) = 0
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for all g ∈ L2(Γb,a).
By interchanging the order of integration, it is concluded that∫
Γb,a
g(y)ρ(y)ds(y) = 0 for g ∈ L2(Γb,a),
with ρ given by
ρ(y) =
2∑
j=1
∫
∂Bj
(
∂G0(x, y)
∂ν(x)
+ iG0(x, y)
)
φj(x)ds(x) +
∫
∂D
G0(x, y)φ(x)ds(x).
By (4.3) it is deduced that ρ = 0 on Γb,a. Then, and since ρ is analytic on Γb, it
follows by analytic continuation and the uniqueness result of the Dirichlet problem in
Ub that ρ = 0 in R2 \ {D ∪ B1 ∪ B2}. Use the jump relations of the layer potentials
to obtain that [ρ] = 0 on ∂D and
[ρ] = φj , [∂νρ] = −iφj on ∂Bj
for j = 1, 2, where [·] indicates the difference of the limits of the function approaching
the boundary from the exterior and interior domains of Bj and D, respectively. Note
that ρ is the unique solution of the impedance problem
∆ρ+ κ21ρ = 0 in B1, ∂νρ+ iρ = 0 on ∂B1
and the Dirichlet problem
∆ρ+ κ22ρ = 0 in D, ρ = 0 on ∂D.
Thus, ρ = 0 in B1 ∪ D since κ22 is not a Dirichlet eigenvalue for −∆ in D, leading
to the fact that φ1 = 0 and φ = 0. Similarly, we have φ2 = 0. The proof is thus
complete.
With the above analysis, we are ready to present the sampling method for simul-
taneously reconstructing the shape and location of the rough interface and the buried
obstacle by equation (4.1).
Theorem 4.3. If κ21 is neither a transmission eigenvalue of B1 nor that of B2
and κ22 is not an Dirichlet eigenvalue of −∆ in D, then the following statements hold.
(1) For z ∈ B1 ∪ B2 ∪ D and ε > 0, there exists gz,ε ∈ L2(Γb,a) satisfying the
inequality
‖Ngz,ε(x)−G0(x, z)‖L2(Γb,a) < ε (4.3)
such that ||gz,ε||L2(Γb,a) →∞ and ||Hgz,ε||X×Y →∞ as z approaches (Γ \ Γ0) ∪ ∂D.
(2) For z /∈ B1 ∪ B2 ∪ D and ε > 0 and δ > 0, there exists a gδz,ε ∈ L2(Γb,a)
satisfying the inequality
‖Ngδz,ε(x)−G0(x, z)‖L2(Γb,a) < ε+ δ, (4.4)
such that ||gδz,ε||L2(Γb,a) →∞ and ||Hgz,ε||X×Y →∞ as δ → 0.
Proof. We first assume that z ∈ B1 ∪ B2 ∪ D. Since (vj , wj)(j = 1, 2) are the
solution to the ITP (3.13), we define h1 := η(χ1v1 + χ2w2) and h2 := G0(·, z)|∂D.
Then it holds (h1, h2) ∈ X × Y and by Lemma 3.3,
L(h1, h2) = G0(·, z)|Γb,a . (4.5)
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Under the assumption on κ22, it follows from Theorem 4.2 that Range(H) is dense in
X × Y . So, for any ε > 0 there exists a function gz,ε ∈ L2(Γb,a) such that
‖Hgz,ε − (h1, h2)‖X×Y < ε (4.6)
which gives
‖Ngz,ε(x)−G0(x, z)‖L2(Γb,a) . ε
by combining (4.5)-(4.6) and the boundedness of L.
Next, it remains to show ‖gz,ε‖L2(Γb,a) → ∞ and ||Hgz,ε||X×Y → ∞ as z ap-
proaches (Γ \ Γ0) ∪ ∂D. Assume on the contrary that there exists a fixed constant
C > 0 such that ‖gz,ε‖L2(Γb,a) ≤ C. Then, and from the boundedness of H it follows
that ‖Hgz,ε‖X×Y . C. We thus have
‖h1‖X + ‖h2‖Y . C + ε
by (4.6), which means that
‖v1‖L2(B1) + ‖w2‖L2(B2) + ‖G0(·, z)‖H1/2(∂D) . C + ε (4.7)
from the definition of h1 and h2. For the case z → Γ \ Γ0, it follows from Lemma
3.4 that ‖v1‖L2(B1) + ‖w2‖L2(B2) → +∞ which contradicts with inequality (4.7).
For the case z → ∂D, it is easily checked that ‖G0(·, z)‖H1/2(∂D) → ∞ which also
contradicts with inequality (4.7). Hence, it is deduced that ‖gz,ε‖L2(Γb,a) → ∞ and
‖Hgz,ε‖X×Y →∞ as z → (Γ \ Γ0) ∪ ∂D.
Next we consider the case z /∈ B1 ∪ B2 ∪ D. By Lemma 3.3, it is known that
G0(·, z)|Γb,a is not in the range of L. Thus, it is not solvable for the first kind of
operator equation Lh = G0(·, z)|Γb,a . However, by Lemma 3.2 we have that L :
X × Y → L2(Γb,a) is compact and injective. Using [10, Theorem 4.13 ], it can be
shown that the regularized equation
αhα + L
∗Lhα = L∗(G0(·, z)|Γb,a)
always has a unique solution hα = (h1α, h2α) ∈ X ×Y for each regularized parameter
α > 0, which can be represented as
hα =
∞∑
n=1
λn
α+ λ2n
(G0(·, z), ψn)ϕn.
Here, (λn, ϕn, ψn) denotes a singular system of the operator L. Since Range(L) is
dense on L2(Γb,a), we apply the Picard theorem (cf. [10]) to deduce
lim
α→0
‖hα‖X×Y =∞. (4.8)
The standard discussion now shows that for 0 < δ < ‖G0(·, z)‖L2(Γb,a), there exists a
unique parameter α satisfying the equation
‖Lhα −G0(·, z)‖L2(Γb,a) = δ. (4.9)
Recalling hα ∈ X × Y , we conclude by the denseness of Range(H) that there exists
gδz,ε ∈ L2(Γb,a) such that
‖LHgδz,ε − Lhα‖ < ε (4.10)
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for any given ε > 0.
Finally, by combining (4.9) and (4.10), we arrive at
‖Ngδz,ε −G0(·, z)‖L2(Γb,a) = ‖LHgδz,ε −G0(·, z)‖L2(Γb,a)
≤ ‖LHgδz,ε − Lhα‖L2(Γb,a) + ‖Lhα −G0(·, z)‖L2(Γb,a)
< ε+ δ.
Noticing α → 0 as δ → 0, it can be checked by (4.8) and (4.10) that ‖gδz,ε‖L2(Γb,a)
→∞ and ‖Hgδz,ε‖X×Y →∞ as δ → 0. The proof is thus complete.
By Theorem 4.3, it is found that the solution gz of equation (4.1) in the sense of
inequalities (4.3) and (4.4) has totally different behaviors when the sampling point z
lies inside or outside of the domain B1 ∪B2 ∪D, which provides a qualitative way to
visualize the local perturbation B1 ∪B2 and the embedded obstacle D. Based on this
observation, we define the indicator function
Ind(z) := 1/‖gz‖L2(Γb,a)
where gz is the solution of equation (4.3) and (4.4). It follows from the Theorem
4.3 again that Ind(z) is small when the sampling point z approaches the local
perturbation Γ \ Γ0 or z approaches ∂D from inside of B1 ∪ B2 ∪ D. Therefore,
Ind(z) can provide a fast imaging algorithm. The following procedure shows how to
numerically reconstruct the shape and location of B1, B2 and D by Ind(z).
Algorithm 1 Reconstruction of locally rough interfaces and buried obstacles by the
LSM
• Select a rectangular grid S containing the local perturbation of the scattering
interface Γ and the buried obstacle D;
• Solve the scattering problem (3.1)-(3.3) and (3.4) to obtain the wave-field
data u(x, y) and G0(x, y) for x, y ∈ Γb,a by the Nystro¨m method. Then,
solve Problem (3.4) again to obtain the data G0(x, z) for each sampling point
z ∈ S;
• For each z ∈ S, solve the near-field equation (4.1) to obtain an approxi-
mate solution gz, based on the Tikhonnov regularization with the Morozov
discrepancy principle;
• Choose a cut-off value C > 0 and compute the indicator function Ind(z) so
that it is in practice reasonable to detect z ∈ B1 ∪ B2 ∪ D if and only if
Ind(z) ≤ C.
5. Numerical results. Following Algorithm 1, some numerical examples are
carried out to demonstrate the performance of the sampling method in Theorem 4.3,
based on numerically solving the following equation
Ng(x) = G0(x, z) for x ∈ Γb,a. (5.1)
Recall that the kernel u(x, y) − G0(x, y) = us(x, y) − Gs0(x, y) is analytic, leading to
that equation (5.1) is severely ill-posed. Therefore, equation (5.1) has to be solved by
considering its regularized equation
αgαz +N
∗Ngαz = N
∗(G0(x, z))|Γb,a (5.2)
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with the regularization parameter α chosen by the Morozov discrepancy principle.
In next numerical examples, the synthetic data us(x, y), Gs0(x, y) and G0(x, z) are
obtained by solving the scattering problems (3.1)-(3.3) and (3.4) with the Nystro¨m
method (cf. [22]). Then the near-field operator N can be discretized into the following
finite dimensional matrix
Nn×n = (us(xj , yl)−Gs0(xj , yl))1≤j,l≤n,
where xj is the measuring points equally distributed at Γb,a with j = 1, 2, · · · , n,
and yl is the incident point sources which is also equally distributed at Γb,a with
j = 1, 2, · · · , n. Moreover, the test function G0(x, z) is also discretized as a finite
dimensional vector (G0(xj , z))1≤j≤n for each sampling point z ∈ S. Thus we have
the following discretization regularized equation
αgαz +N
∗
n×nNn×ng
α
z = N
∗
n×n(G0(xj , z))1≤j≤n (5.3)
for equation (5.2). We can then define the indicator function
Indn(z) = 1
/ ∑
1≤j≤n
|gαz,j |2
 12 .
in the discrete form for gαz := (g
α
z,1, · · · , gαz,n)T ∈ Cn.
By Theorem 4.3, it can be deduced that Indn(z) should be very small for z /∈
B1∪B2∪D and consideraly large for z ∈ B1∪B2∪D if Indn(z) approximates Ind(z).
Furthermore, in order to present the results under the same standard, we normalize
Indn(z) to obtain a new indicator function
NInd(z) := Indn(z)/max
z∈S
Indn(z)
which will be used in the following numerical examples to reconstruct the shape and
location of B1, B2 and D.
To test the stability of the inversion algorithm, we also consider equation (5.3)
with noisy data. In this case, the wave-field data us(x, y) is given by
((us(xj , yl))n×n)δ := (us(xj , yl))n×n + δ
ζ
‖ζ‖2 ‖u
s(xj , yl)n×n‖2,
for relative error δ > 0, where ζn×n = (ζ1)n×n + i(ζ2)n×n is a complex-valued matrix
with its real part ζ1 and imaginary part ζ2 consisting of random numbers obeying
standard normal distribution N(0, 1). Then Algorithm 1 could be reduced to the
following form.
Unless otherwise stated, we set the wavenumber κ1 = 1 and κ2 = 2, and consider
the sampling points z in the rectangular grid (−5, 5)× (−8.5, 1.5) with the step size
0.06 in x-axis and 0.06 in y-axis. The measurement width and height are chosen to
be a = 20 and b = 1.55, respectively, for Γb,a, and the number of measurement points
is chosen to be n = 401 which are uniformly distributed on Γb,a. Moreover, lots of
numerical examples we have carried out show that α(z) can be taken to be a fixed
constant. Here, we choose α(z) = 10−6 in Algorithm 2 for the case of noisy data.
Example 1. In this example, numerical results are presented for two particular
cases. The first one ((a) in Figure 5.1) is related to a planar surface Γ := Γ0 and the
buried obstacle D described by a circle
x(θ) = (0.4 cos(θ),−3 + 0.4 sin(θ)), θ ∈ [0, 2pi).
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Algorithm 2 Reconstruction of locally rough interfaces and buried obstacles by the
LSM
• Select a rectangular grid S containing the local perturbations of the scattering
interface Γ and the buried obstacle D;
• Solve Problem (3.1)-(3.3) and (3.4) to obtain the synthetic data
(us(xj , yl))n×n, (Gs0(xj , yl))n×n and (G0(xj , z))n×1 for each z ∈ S by the
Nystro¨m method;
• Solve the discretization regularized equation (5.3) for each z ∈ S to obtain
its solution gαz with different noisy data level;
• Compute the indicator function NInd(z) := Indn(z)/max
z∈S
Indn(z), and then
plot the mapping NInd(z) against z.
The second one (see (b) in Figure 5.1) is just related to a locally rough surface Γ,
described by f(t) = −2Ω3(t), without buried obstacle in the lower half-space, where
Ω3(·) is a cubic B-spline function which is twice continuously differentiable with com-
pactly support in R and is given by
Ω3(t) =

1
2
|t|3 − t2 + 2
3
for |t| ≤ 1,
−1
6
|t|3 + t2 − 2|t|+ 4
3
for 1 < |t| < 2 ,
0 for |t| ≥ 2.
Figure 5.1 shows a satisfactory reconstruction for the two cases with different noisy
level.
Example 2. In this example, the rough interface Γ and the buried obstacle D
are described by (see (a) Figure 5.2)
f(t) = 2Ω3(2t+ 7)− 2Ω3(2t) + 2Ω3(2t− 7), t ∈ R, (5.4)
x(θ) = (−3 + ρ(θ) cos(θ),−7 + ρ(θ) sin(θ)), θ ∈ [0, 2pi), (5.5)
where
ρ(θ) =
0.5 + 0.4 cos(θ) + 0.1 sin(2θ)
1 + 0.7 cos(θ)
.
The numerical results are demonstrated with the exact data in (b) of Figure 5.2.
It is readily seen that our sampling method can acquire a good reconstruction for
the rough surface Γ and the buried obstacle D especially for Γ. To improve the
performance for D, one can try to separately image Γ and D which depends on some
a priori information on Γ and D. In this case, we can choose two grids S1 and S2 with
(B1 ∪ B2) ⊂ S1, D ⊂ S2 and S1 ∩ S2 = ∅. Then we implement Algorithm 2 for S1
and S2, respectively, with S1 = (−5, 5)× (−2, 1.5), S2 = (−5, 5)× (−8.5,−2), which
actually improve the reconstruction quality of D and Γ; see (c) and (d) of Figure 5.2.
Example 3. In this example, we aim to exam the dependence of our method
on the relative position and distance between the local perturbation and the buried
obstacle. The locally rough interface Γ and the buried obstacle D (rounded square)
are described by
f(t) = −1.5e−3(t−3)2 · f0(t) t ∈ R, (5.6)
x(θ) = (−3 + 0.25(cos3(θ) + cos(θ)),−3 + 0.25(sin3(θ) + sin(θ))) θ ∈ [0, 2pi)(5.7)
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where f0(t) ∈ C∞0 (R) is a cut-off function defined by
f0(t) =

1 for |t| ≤ 4,(
1 + e
1
5−|t|+
1
4−|t|
)−1
for 4 < |t| < 5 ,
0 for |t| ≥ 5;
see (a) in Figure 5.3.
In this example, we demonstrate the reconstruction in (c) of Figure 5.3 for exact
data and (e) for 2% noisy data. It is seen that the method can give satisfactory
reconstructions for Γ and D, especially for the case of exact data. Next we fix Γ and
then move the buried obstacle D to the right by six units so that it lies below the
perturbation of Γ; see (d) and (f) of Figure 5.3 for the reconstructions, where the
perturbation of Γ and D seem not to be distinguished very well in the case of 2%
noisy data. We guess that a possible reason is due to the strong multiple scattering
between Γ and D when the distance of Γ and D is relatively close.
Example 4. Finally, we consider the rough surface Γ with multiple perturbations
in three different cases. In the first case, the rough surface Γ is described by the curve
f(t) =
[
e−3(t+2)
2
+ e−3(t−2)
2
]
· f0(t), t ∈ R, (5.8)
which has two local perturbations. In the second case, the rough surface Γ is given
by
f(t) =
[
e−8(t+4)
2
+ e−8(t+2)
2 − 1.5e−6(t−2)2 + e−8(t−4)2
]
· f0(t), t ∈ R, (5.9)
which has four local perturbations. In the last case, the rough surface Γ is described
by
f(t) =
[
e−12(t+4)
2
+ e−12(t+2.5)
2 − 2e−12(t+1)2
+e−10(t−1)
2
+ e−16(t−2.5)
2
+ e−12(t−4)
2
]
· f0(t), t ∈ R, (5.10)
which has six local perturbations. And for these three cases, the buried obstacle D is
described by an ellipse curve
x(θ) = (0.6 cos(θ),−6 + 0.3 sin(θ)) θ ∈ [0, 2pi). (5.11)
We present the numerical results in Figure 5.4. The first, second, and third row of
Figure 5.4 is the physical configuration and the reconstruction from exact data for
the first, second, and third case, repectively. The results in Figure 5.4 shows that our
method remains to give a satisfactory reconstruction of multiple perturbations.
From the above numerical experiments, it can be observed that the sampling
method proposed in Theorem 4.3 can provide satisfactory reconstructions for simul-
taneously recovering locally rough interfaces and the buried obstacles at different
noise levels. In addition, it is easily observed that the quality of the reconstruction
depends on the relative location and distance between the local perturbations of the
interface and the buried obstacle which possibly corresponds to the different strengths
of multiple scattering.
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(a) Physical configuration (b) Physical configuration
(c) No noise (d) No noise
(e) 2% noise (f) 2% noise
Fig. 5.1. The left is the reconstruction of a circle-shaped obstacle with a planar interface for
the exact data and 2% noise, and the right is the reconstruction of a local interface without buried
obstacles for the exact data and 2% noise.
6. Conclusions. In this paper, we proposed a novel sampling-type method to
simultaneously reconstruct both the local perturbation of the rough interface and the
obstacles buried in the lower half-space from the near-field measurements above the
interface. The idea is mainly based on constructing a modified near-field equation via
transferring the original scattering problem into the one by an inhomogeneous medium
of compact support and the buried obstacles. Numerical results demonstrated that
our inversion algorithm can give satisfactory reconstructions for a variety of locally
rough interfaces and buried obstacles. Further, the reconstruction can also be regarded
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(a) Physical configuration (b) No noise
(c) No noise (d) No noise
(e) 2% noise (f) 2% noise
Fig. 5.2. The reconstructions of Γ given by (5.4) and an apple-shaped obstacle D given by (5.5)
. Picture (b) presents the reconstruction for Γ and D with no noise data. Pictures (c) and (d) are
separately sampling for Γ and D with exact data, respectively. Pictures (e) and (f) are separately
sampling for Γ and D with 2% noise, respectively.
as a good initial guess for an iterative type method in order to obtain an accurate
numerical reconstruction of the interface and buried obstacles. As far as we know,
this is the first sampling-type method to reconstruct both the locally rough interface
and the buried obstacles simultaneously. We remark that it remains open to develop
a sampling-type method to recover a nonlocal perturbation of a plane surface. We
hope to report the progress on this topic in the future.
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(a) Physical configuration (b) Physical configuration
(c) No noise (d) No noise
(e) 2% noise (f) 2% noise
Fig. 5.3. The reconstructions of Γ lying below Γ0 and a rounded square obstacle with exact
and 2% noisy data. Pictures (c) and (e) present the reconstructions for both Γ and D given by
(5.6)-(5.7). Pictures (d) and (f) present the reconstruction for the case where Γ fixes but D moves
to the right by six units.
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