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Re´sume´
L’objectif de ce travail est de donner un traitement de´taille´ de la construction du caracte`re
de Chern pour certaines familles en cate´gories (esquisse´e dans l’article [To-Ve1]). Pour cela nous
introduisons, et e´tudions, la notion d’∞-cate´gorie mono¨ıdale syme´trique rigide. Nous construisons
un morphisme de trace dans ce cadre, qui est un morphisme de l’∞-groupo¨ıde des endomorphismes
d’objets dans une telle ∞-cate´gorie vers celui des endomorphismes de l’unite´. En utilisant le
travail re´cent d’Hopkins-Lurie sur l’hypothe`se du cobordisme (voir [Lu2]) nous montrons de plus
que ce morphisme de trace satisfait une proprie´te´ remarquable d’invariance cyclique. Nous util-
isons l’existence de cette trace cyclique afin de construire un caracte`re de Chern, de´fini pour tout
couple (T,A) forme´ d’un ∞-topos T et d’un champ A en ∞-cate´gories mono¨ıdales syme´triques
rigides. Nous pre´sentons deux applications de notre construction ge´ne´rale, obtenues en spe´cifiant
le couple (T,A). Nous montrons d’une part comment on peut retrouver le caracte`re de Chern des
complexes parfaits a` valeurs dans l’homologie cyclique et comment notre construction permet de
l’e´tendre de fac¸on pertinente au cas des complexes parfaits sur des champs alge´briques d’Artin.
Enfin, nous montrons comment notre caracte`re de Chern permet de construire des invariants de
familles alge´briques de dg-cate´gories. Une conse´quence de l’existence de ces invariants est la con-
struction d’une connexion de Gauss-Manin sur le complexe d’homologie cyclique d’une telle famille
ge´ne´ralisant les constructions de [Ge, Do-Ta-Ts]. Nous montrons aussi comment on peut construire
le faisceaux des caracte`res d’une repre´sentation d’un groupe alge´brique dans une dg-cate´gorie, qui
est cate´gorification de la fonction caracte`re d’une repre´sentation line´aire ainsi qu’une extension au
cas dg-cate´gorique de la construction de [Ga-Ka]. Pour finir, lorsque l’on dispose d’une famille de
dg-cate´gories sature´es nous construisons un caracte`re de Chern secondaire, dont l’existence e´tait
annonce´e dans [To-Ve1], et a` valeurs dans une nouvelle the´orie cohmologique que nous appelons
l’homologie cyclique secondaire.
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Introduction
L’objectif de ce travail est de donner un traitement de´taille´ de la construction du caracte`re de Chern
pour certaines familles en cate´gories. Plus spe´cifiquement, nous pre´sentons ici un formalisme tre`s
ge´ne´ral dans lequel il est possible de de´montrer l’existence d’un caracte`re de Chern de´fini suivant
les grandes lignes de [To-Ve1], mais dont le domaine d’application de´passe largement le contexte des
faisceaux cate´goriques de´rive´s de l’article en question. Avant d’entrer dans des de´tails plus techniques
nous nous permettons de commencer cette introduction par un bref survol de plusieurs contextes
d’applications de notre construction. Elle nous permet d’une part de retrouver le caracte`re de Chern
des fibre´s vectoriels et des complexes parfaits (a` valeurs dans l’homologie cyclique), sur des sche´mas,
des espace analytiques, des varie´te´s diffe´rentielles etc. mais aussi sur des champs alge´briques pour les
quels il donne une version du caracte`re de Chern orbifold (dans le style de [Ja-Ka-Ki, To1]). Mais il
permet aussi de construire certains invariants de faisceaux en dg-cate´gories, comme la construction
d’une connexion de Gauss-Manin sur l’homologie cyclique pe´riodique d’une famille alge´brique de dg-
cate´gories, ou comme le faisceau des caracte`res associe´ a` une repre´sentation dg-cate´gorique d’un groupe
alge´brique, qui est une version cate´gorique de la fonction des caracte`res associe´e a` une repre´sentation
line´aire ainsi qu’une extension au cadre dg-cate´gorique de la construction de [Ga-Ka]. Pour les fais-
ceaux cate´goriques de´rive´s parfaits notre construction permet bien e´videmment de construire le car-
acte`re de Chern a` valeurs dans l’homologie cyclique secondaire (une nouvelle the´orie homologique)
dont l’existence est affirme´e, sans arguments re´ellement solides, dans [To-Ve1]. Le degre´ de ge´ne´ralite´
de notre construction permet probablement de trouver de nombreux autres champs d’applications, par
exemple pour de´finir un caracte`re de Chern dans des contextes non-additifs, comme ceux apparaissant
dans l’e´tude des sche´mas sur le corps a` un e´le´ment, ou plus ge´ne´ralement en ge´ome´trie relative de
[To-Va1]; nous n’avons cependant pas explorer cette voie dans ce travail.
La construction dans ses grandes lignes – Avant d’entrer plus en de´tails dans la description du
contenu de ce travail nous souhaitons pre´senter, en quelques mots, les grandes lignes de la construction
de notre caracte`re de Chern. Nous espe´rons que cela pourra eclaircir et expliquer le point de vue
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adopte´, a` savoir celui des ∞-cate´gories, qu’il nous semble difficile d’e´viter (meˆme si l’on souhaite ne
conside´rer que le caracte`re de Chern des fibre´s vectoriels).
La construction se re´sume probablement le plus aise´ment dans le cadre alge´brique (notons cepen-
dant qu’un peu d’imagination permet aussi de concevoir des analogues dans le cadre diffe´rentielle, ou
encore complexe analytique). Soit donc k un anneau commutatif, A une k-alge`bre commutative et M
un A-module projectif de type fini, que nous voyons comme le module des sections d’un fibre´ vectoriel
sur le k-sche´ma X = SpecA. Nous souhaitons de´finir le caracte`re de Chern Ch(M) a` valeurs dans
HC−0 (A/k), l’homologie cyclique ne´gative de A (ou deX) relativement a` k. Pour cela nous conside´rons
la k-alge`bre commutative simpliciale S1 ⊗Lk A, obtenue en tensorisant, de fac¸on correctement de´rive´e,
A par le groupe simplicial S1 = BZ. On dispose d’une projection naturelle p : A −→ S1⊗Lk A (induite
par l’inclusion du point de base ∗ → S1). Ce morphisme posse`de de plus une auto-homotopie tau-
tologique, induite par l’identite´ de S1⊗LkA. Cette auto-homotopie induit a` son tour un automorphisme
tautologique du foncteur de changement de base
(S1 ⊗Lk A)⊗A − : Proj
tf(A) −→ Ho(S1 ⊗Lk A-Mod),
de la cate´gorie des A-modules projectifs de type fini vers la cate´gorie homotopique des modules sim-
pliciaux sur l’anneau simplicial S1 ⊗Lk A. Ainsi, on dispose d’un automorphisme tautologique
m : (S1 ⊗Lk A)⊗A M ≃ (S
1 ⊗Lk A)⊗A M.
On observe queM est un objet dualisable de la cate´gorie monoidale des A-modules (car il est projectif
et de type fini), et qu’il en est donc de meˆme de (S1⊗LkA)⊗AM en tant qu’objet de Ho(S
1⊗LkA−Mod).
L’automorphisme m posse`de ainsi une trace bien de´fini, qui est un e´le´ment Tr(m) ∈ π0(S
1 ⊗Lk A).
Une des observations principales de ce travail est que la trace Tr(m) posse`de un rele`vement naturel
en un e´le´ment qui est homotopiquement invariant par l’action de S1
TrS
1
(m) ∈ π0((S
1 ⊗Lk A)
hS1).
Nous affirmons que TrS
1
(m) est le caracte`re de Chern de M . Cette affirmation est base´e sur une
identification, que nous ne de´montrerons pas dans cet article1, mais qui semble plus ou moins connue
de fac¸on folklorique
π∗((S
1 ⊗Lk A)
hS1) ≃ HC−∗ (A/k).
Cette construction du caracte`re de Chern (qui sera rendu rigoureuse, voir §4.2), sera notre source prin-
cipale d’inspiration, et l’objectif de ce travail consiste essentiellement a` pre´senter un cadre abstrait et
beaucoup plus general dans lequel elle garde un sens.
∞-Topos catannele´s rigides – Ge´ome´triquement la construction que nous venons d’esquisser
s’interpre`te de la manie`re suivante. L’anneau simplicial S1 ⊗Lk A est l’anneau des fonctions sur
l’espace des lacets LX = Map(S1,X) du sche´ma X, ou` LX est construit dans la cate´gorie des k-
sche´mas de´rive´s (voir par exemple [HAGII, To4]). Le caracte`re de Chern du fibre´ vectoriel M sur X
est alors la fonction sur LX qui a` un lacet γ sur X associe la trace de la monodromie de V le long
de γ, fonction que l’on observe eˆtre naturellement invariante par l’action de S1 sur LX par rotations.
L’importance de cette interpre´tation ge´ome´trique tient dans le fait remarquable que la construction
garde alors un sens dans un contexte extre`mement plus ge´ne´ral que celui des fibre´s vectoriels sur des
sche´mas. Il suffit en effet d’avoir a` disposition deux ingre´dients principaux: l’existence d’un objet des
lacets LX, et l’existence de la trace de l’automorphisme tautologique m.
La donne´e de base de notre situation abstraite consistera en deux e´le´ments.
1Dans le cas ou` A est lisse sur k, l’e´quivalence entre S1 ⊗Lk A, muni de l’action naturelle de S
1, et l’alge`bre de de
Rham de A/k, munie de sa diffe´rentielle de de Rham, a` ete´ etablie dans [To-Ve3]. Voir aussi [Ben-Nad-2].
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1. Une notion d’objets ge´ome´triques (e.g. sche´mas, varie´te´s diffe´rentielles etc.), que nous organis-
erons en une structure cate´gorique T du type topos. Nous allons voir que pour que la construc-
tion soit pertinente il faut que T soit un ∞-topos (au sens de [Lu1, To-Ve2]; voir §1.5), et non
seulement un topos au sens de Grothendieck.
2. Pour tout objet ge´ome´trique X ∈ T du point (1) ci-dessus, un notion de coefficients sur X (e.g.
fibre´s vectoriels alge´briques ou diffe´rentiels, complexes parfaits . . . ), que nous organiserons en
un foncteur X 7→ A(X) du type champ en cate´gories sur T . Nous allons voir que pour que la
construction soit pertinente il faut que A(X) soit une ∞-cate´gorie mono¨ıdale (voir §2), et non
seulement une cate´gorie mono¨ıdale au sens usuel.
Comme nous l’avons observe´ il nous sera ne´cessaire de construire pour X ∈ T un objet LX, des
lacets sur X. Nous voulons que cet objet soit de´fini par LX =Map(S1,X), ou` S1 = BZ est le cercle
simplicial. Or, a` e´quivalence faible pre`s, on a
S1 ≃ ∗
∐
∗
∐
∗
∗,
et donc LX ≃ X ×X×X X, ou` ce produit fibre´ est construit dans T . Nous voyons ici que si T est
un topos au sens usuel ce produit fibre´ se simplifie, et on trouve LX ≃ X, ce qui ne rend certaine-
ment pas la construction tre´s inte´ressante. Cependant, le produit fibre´ ci-dessus devient non trivial
lorsqu’il est construit dans un contexte homotopique ou encore ∞-cate´gorique car, contrairement au
cas des cate´gories, le morphisme diagonal dans une cate´gorie supe´rieure n’est pas un monomorphisme
en ge´ne´ral. Dans le paragraphe pre´ce´dent, rappelant les ide´es de la construction, LX e´tait construit
dans la the´orie homotopique, ou de manie`re e´quivalente dans l’∞-cate´gorie, des sche´mas de´rive´s de
[HAGII, To4], dans laquelle les auto-intersections donnent lieu a` des objets non triviaux. Ces sche´mas
de´rive´s ne forment pas un topos de Grothendieck mais un ∞-topos au sens de [Lu1, To-Ve2] (voir
aussi [HAGI]). Ainsi, T sera pour nous un ∞-topos. Cela nous force aussi a` supposer que les coef-
ficients au-dessus d’un objet X ∈ T forment eux-meˆme une ∞-cate´gorie et non pas seulement une
cate´gorie. Par exemple, les fibre´s vectoriels sur le sche´ma de´rive´ LX forment naturellent une ∞-
cate´gorie qui n’est pas e´quivalente a` une cate´gorie en ge´ne´ral. Comme nous devons de plus pouvoir
de´finir la trace d’endomorphismes de coefficients, les∞-cate´gories A(X) devront eˆtre munies de struc-
tures mono¨ıdales syme´triques rigides. Ainsi, A sera pour nous un champ sur T et a` valeurs dans les
∞-cate´gories mono¨ıdales syme´triques rigides. Un tel couple (T,A) sera appele´ un ∞-topos catannele´
rigide, et notre re´sultat principal est le fait qu’un caracte`re de Chern peut toujours eˆtre construit pour
un tel couple suivant les grandes lignes de la construction que nous avons esquisse´e. Un point crucial
cependant, et qui rend ce travail non formel, est l’existence de morphismes de trace cylique pour les
∞-cate´gories mono¨ıdales syme´triques rigides (voir plus loin dans cette introduction), qui comme nous
l’expliquerons est un fait relativement non trivial.
Le the´ore`me principal – Le re´sultat principal de ce travail peut se re´sumer en l’e´nonce´ suivant.
The´ore`me 0.1 Soit T un ∞-topos et A un champ en ∞-cate´gories mono¨ıdales syme´triques rigides.
Soit X ∈ T et notons LX =Map(S1,X) ∈ T son objet des lacets, muni de l’action du groupe S1 = BZ
naturelle. Alors, il existe une application d’∞-groupo¨ıdes
A(X)iso −→ EndA(LX)(1)
hS1 ,
entre l’∞-groupo¨ıde sous-jacent a` l’∞-cate´gorie A(X) et l’∞-groupo¨ıde des endomorphismes S1-
e´quivariants de l’objet unite´ de A(LX).
Le morphisme du the´ore`me pre´ce´dent sera appele´ le pre´-caracte`re de Chern de l’∞-topos catan-
nele´ rigide (T,A), et le caracte`re de Chern en sera une modification obtenue par faisceautisation (le
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pre´-caracte`re de Chern se re´ve`le parfois plus inte´ressant que le caracte`re de Chern lui-meˆme, voir par
exemple §4.2).
Conse´quences et applications – Dans ce travail, nous proposons principalement deux applications
du the´ore`me pre´ce´dent, mais il est certain que l’on pourrait en trouver d’autres, ne serait-ce que
par exemple en reprenant ces deux applications dans d’autres contextes ge´ome´triques que celui de la
ge´ome´trie alge´brique de´rive´e (e.g. celui de la ge´ome´trie diffe´rentielle de´rive´e de [Sp], voir aussi [Lu3,
§4] pour plusieurs autres exemples de ge´ome´tries de´rive´es).
Pour commencer, nous revenons sur la construction du caracte`re de Chern des fibre´s vectoriels
en ge´ome´trie alge´brique que nous avons pre´sente´e en de´but de cette introduction. Pour cela, nous
prendrons pour T le ∞-topos dAff∼,etk des k-champs de´rive´s, qui, par de´finition, est le ∞-topos des
champs sur l’∞-site des k-alge`bres simpliciales commutatives muni de la topologie e´tale (voir §4.1).
Pour A nous prendrons le champ des complexes parfaits, qui a` une k-alge`bre commutative simpliciale
B associe l’∞-cate´gorie mono¨ıdale syme´trique Parf(B) des N(B)-dg-modules parfaits (ou` N(B) est
la dg-alge`bre obtenue a` patrir de A par normalisation). Pour tout objet X ∈ T , EndA(X)(1) se de´crit
comme l’ensemble simplicial des fonctions sur X, que nous noterons O(X). Le caracte`re de Chern de
notre the´ore`me 0.1 induit ainsi un morphisme
Parf(X)iso −→ O(LX)hS
1
,
de l’∞-groupo¨ıde des complexes parfaits sur le champ de´rive´ X vers l’∞-groupo¨ıde des fonctions
S1-e´quivariantes sur LX. Lorsque X est un k-sche´ma ceci redonne, modulo l’identification entre
O(LX)hS
1
et l’homologie cyclique ne´gative de X, le caracte`re de Chern des complexes parfaits (voir
Thm. B.4 et Rem. B.7). Lorsque X est un k-champ alge´brique (disons au sens d’Artin) non derive´,
O(LX)hS
1
est une version orbifold de l’homologie cyclique (ne´gative) de X et le caracte`re de Chern
ainsi obtenu est donc une extension au cas des champs d’Artin du caracte`re de Chern de´fini par
exemple dans [To1, Ja-Ka-Ki].
Pour notre second contexte d’application T est encore l’∞-topos des k-champs de´rive´s mais ou` A
est maintenant un certain champ des dg-cate´gories compactement engendre´es, que nous noterons Dg.
La construction pre´cise du champ Dg est assez technique et sera donne´e en §4.3. Signalons simplement
que pour X = SpecA, avec A une k-alge`bre commutative simpliciale, Dg(X) est un mode`le a` l’∞-
cate´gorie dont les objets sont des dg-cate´gories A-line´aires et petites, et dont les morphismes sont les
morphismes Morita (au sens de [To2]). Pour X ∈ T les objets de Dg(X) doivent eˆtre vus comme des
familles de dg-cate´gories cocomple`tes parame´tre´es par X et qui, localement pour la topologie e´tale
sur X, posse`dent des ge´ne´rateurs compacts. Ainsi, EndDg(X)(1) n’est autre que l’∞-groupo¨ıde des
complexes quasi-cohe´rents sur X (qui sont les endomorphismes Morita de la dg-cate´gorie unite´ sur
X). Notre caracte`re de Chern dans ce contexte fournit un morphisme
Dg(X)iso −→ QCohS
1
(LX),
ou` le membre de droite de´signe l’∞-groupo¨ıde des complexes quasi-cohe´rents et S1-e´quivariants sur
LX. Ainsi, le caracte`re de Chern d’une famille de dg-cate´gories parame´tre´es par X est un objet
dans la cate´gorie de´rive´e S1-e´quivariante des quasi-cohe´rents sur LX, objet qu’il faut voir comme un
faisceau d’anomalies, au sens ou` cette expression est utilise´e par exemple dans [Bry, §6.2]. Lorsque
X est un k-sche´ma lisse de caracte´ristique nulle, il existe une relation entre QCohS
1
(LX) et certains
DX-modules filtre´s sur X ([Ben-Nad-2]), et a` travers cette identification le caracte`re de Chern d’une
dg-cate´gorie surX fournit la donne´e d’une connexion de Gauss-Manin, et d’une filtration de Hodge sur
le complexe d’homologie pe´riodique associe´ (voir §4.3). Cette construction est une ge´ne´ralisation de
[Ge] et [Do-Ta-Ts], et parrrait nouvelle dans un tel degre´ de ge´ne´ralite´. Lorsque maintenant X = BG
est le champ classifiant d’un k-sche´ma en groupes, un objet de Dg(X) peut eˆtre conside´re´ comme une
repre´sentation dg-cate´gorique de G dans le style de [Gai]. Notre the´ore`me 0.1 construit pour une telle
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repre´sentation son faisceau des caracte`res, qui est un complexe quasi-cohe´rent S1-e´quivariant sur le
champ [G/G], et donc en particulier un objet dans DGqcoh(G), la cate´gorie de´rive´e G-e´quivariante de
G. La construction de ce faisceau des caracte`res nous semble, elle aussi, nouvelle, et ge´ne´ralise au cas
des dg-cate´gories la construction du caracte`re 2-cate´gorique de [Ga-Ka].
Enfin, dans §4.4 nous nous inte´ressons a` un sous-champ de Dg, forme´ des dg-cate´gories sature´es
(aussi appele´es propres et lisses), et note´ Dgsat. Nous observons que le caracte`re de Chern pour
Dg, applique´ a` un objet sature´, founit un complexe quasi-cohe´rent et S1-e´quivariant sur LX dont le
complexe sous-jacent est parfait. Ainsi, en composant avec le caracte`re de Chern pour les complexes
parfaits (sur [LX/S1]) on obtient une fonction S1 × S1-e´quivariante sur L(2)X = Map(S1 × S1,X),
l’espace des lacets doubles sur X:
Dgsat(X)iso −→ O(L(2)X)h(S
1×S1).
Nous appelons le membre de droite l’espace d’homologie cyclique secondaire de X et nous le proposons
comme receptacle pour le caracte`re de Chern des familles de dg-cate´gories sature´es. C’est l’existence
de ce dernier morphisme qui e´tait propose´ comme caracte`re de Chern des familles de dg-cate´gories
sature´es dans [To-Ve1], et dont la preuve de l’existence n’e´tait qu’esquisse´e.
Contenu du travail – La premie`re section pre´sente des notions et des re´sultats ge´ne´raux de la
the´orie des ∞-cate´gories (qui seront pour nous des 1-cate´gories de Segal au sens de [Be, Hi-Si]) qui
sont indispensables au reste du travail. Certains sont bien connus et apparaissent de´ja` dans des travaux
ante´rieurs, comme par exemple les notions d’adjonctions, de limites, de localisation que l’on trouve
dans [Hi-Si]. D’autres le sont moins, comme les notions d’∞-cate´gories (co)fibre´es, d’∞-cate´gories
localement pre´sentables et d’∞-topos, bien que celles-ci se trouvent eˆtre traite´es dans le contexte des
quasi-cate´gories dans [Lu1]. Nous avons essaye´ cependant de rendre cette section le plus inde´pendante
possible d’autres re´fe´rences, et mis a` part quelques re´sultats fondamentaux (comme par exemple
l’existence de la structure de mode`les sur les cate´gories de Segal, ou encore l’e´quivalence avec la
the´orie des cate´gories simpliciallement enrichies) nous donnons des arguments complets pour tous les
re´sultats que nous utiliserons par la suite.
Dans la seconde partie de ce travail nous pre´sentons une the´orie des ∞-cate´gories mono¨ıdales
syme´triques. Cette the´orie est directement tire´e du texte [To5], et est e´quivalente a` celle pre´sente´e
dans le cadre des quasi-cate´gories dans [Lu2]. On y introduit la notion d’∞-cate´gories mono¨ıdales
syme´triques rigides, et on montre comment on peut construire la trace d’un endomorphisme dans une
telle ∞-cate´gorie. Une premie`re difficulte´ technique est la construction d’une trace avec suffisament
de proprie´te´s de fonctorialite´, que l’on obtient en de´montrant l’existence, et l’unicite´, d’un mode`le
universel (Thm. 2.10, Prop. 2.17). Une seconde difficulte´ est de produire une trace cyclique, c’est
a` dire posse`dant des proprie´te´s d’invariances par rotations dans des suites cycliques d’e´quivalences.
Cette seconde difficulte´ est re´solue en appliquant un the´ore`me re´cent de J. Lurie et M. Hopkins donnant
une re´ponse positive a` l’hypothe`se du cobordisme, qui pre´dit le caracte`re universel de la ∞-cate´gorie
des bordismes oriente´s de dimension 1 (voir [Lu2]). Ce the´ore`me permet de montrer la contractibilite´
de l’espace des traces, dont la conse´quence imme´diate est l’existence et l’unicite´ d’une trace cyclique
(voir Thm. 2.18). Finalement nous montrons que la trace cyclique est additive et multiplicative.
Notre troisie`me section est consacre´e a` la notion d’∞-topos catannele´s rigides, et a` la construction
du caracte`re de Chern pour de tels objets. Il s’agit d’utiliser avec profit les re´sultats et constructions
des deux sections pre´ce´dentes afin de de´montrer le the´ore`me 0.1.
La dernie`re section pre´sente quelques contextes d’applications de la construction dont les prin-
cipaux ont de´ja` e´te´ mentionne´s dans cette introduction; en particulier, on donne ici la comparaison
entre notre caracte`re de Chern et l’usuel, dans le cas des fibre´s vectoriels sur des varie´te´s projectives
lisses sur un corps de caracte´ristique nulle (The´ore`me B.4).
Enfin, un appendice pre´sente la preuve certains re´sultats que nous utilisons sur les cate´gories de
simplexes ainsi que la preuve de´taille´e de la comparaison avec les caracte`re de Chern usuel.
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Questions non traite´es – Nous souhaitons signaler que plusieurs questions de comparaison, qui
apparaissent naturellement dans les exemples de la section §4, ont e´te´ laisse´es ouvertes. Par exemple,
pour comparer rigoureusement le caracte`re de Chern construit en §4.2 et le caracte`re de Chern usuel
(a` valeurs dans l’homologie cyclique) il faut commencer par comparer l’homologie cyclique ne´gative
d’un sche´ma X et les fonctions S1-e´quivariantes sur LX. Meˆme lorsque X est un sche´ma affine cette
comparaison, bien que conside´re´e comme folklorique (voir par exemple [Ben-Nad-1]), ne semble pas
avoir e´te´ e´crite en de´tails. M. Hoyois a attire´ notre attention sur le fait qu’il ne parrait pas clair que
la litte´rature actuelle suffise pour mener a` bien cette comparaison et il est possible qu’un travail non
trivial soit ne´cessaire pour parvenir a` e´crire une preuve comple`te. Dans le cas ou` X est un sche´ma
sur un anneau de caracte´ristique nulle, une comparaison directe entre O(LX)hS
1
et la cohomologie
de de Rham de X est cependant possible, sans passer par une comparaison avec l’homologie cyclique
ne´gative. C’est ce qui est fait dans [Ben-Nad-1] dans le cas lisse, et dans [To-Ve3] en ge´ne´ral. Dans §4.3
nous avons laisse´ de cote´ une question de meˆme nature concernant la comparaison entre DX-modules
sur un sche´ma lisse de caracte´ristique nulle et complexes quasi-cohe´rents et S1-e´quivariants sur LX.
Cette comparaison est traite´e dans [Ben-Nad-1], et peut aussi se de´duire de [To-Ve3] afin de traiter
aussi le cas non-lisse.
Dans §4.4 nous introduisons la notion d’homologie cyclique secondaire qui est le receptacle final
du caracte`re de Chern des familles de dg-cate´gories sature´es. Nous n’avons pas encore une de´scription
explicite de cette homologie secondaire, sauf dans le cas du corps de base. Il semble probable que des
applications successives du the´ore`me de Hochschild-Kostant-Rosenberg permettent de la calculer dans
le cas lisse en caracte´ristique nulle, mais nous avons pour les moment laisse´ cette question, a` la quelle
nous pensons cependant qu’il est important de re´pondre.
Enfin, et pour finir avec cette introduction, nous avons signale´, en de´but d’introduction, un con-
texte possible d’application de notre construction, a` savoir celui de certaines ge´ome´tries non additives,
comme par exemple celui des sche´mas au-dessus du corps a` un e´le´ment ou plus ge´ne´ralement ceux
apparaissant dans [To-Va1]. Nous n’avons pas inclu ces contextes comme exemples dans le §4, mais
nous pensons cependant qu’il s’agit d’applications e´ventuelles dignes d’inte´reˆts.
Remerciements. Nous remercions tres particulie`rement J. Lurie pour nous avoir explique´ les re´sultats
de [Lu2] pendant leur e´laboration. Nous remercions aussi D. Ben-Zvi, M. Hoyois, D. Kaledin, D.
Nadler, T. Pantev, D. Sullivan, M. Vaquie´ pour des discussions sur le sujet de ce travail qui nous
ont beaucoup apporte´. Notre reconaissance va aussi a` tous les participants au “Cours de Geome´trie
Alge´brique Derive´ dans la Datcha” (Moscou, Juillet 2009) pour leur inte´reˆt, leur ge´ne´rosite´ et par les
e´changes fructueux d’ide´es.
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Notations – Nous utiliserons les de´finitions de cate´gories de mode`les de [Ho]. Les mapping spaces,
que nous appellerons comme il se doit espaces de morphismes, d’une cate´gorie de mode`les M seront
note´s MapM , ou plus simplement Map s’il n’y a pas lieu de spe´cifier M (voir [Ho, §5]). Les produits
fibre´s homotopiques dans une cate´gorie de mode`les seront note´s −×h− −.
Dans ce travail, le symboˆle ∆n ne de´signera pas le simplexe standard mais la cate´gorie
0 // 1 // . . . // n,
classifiant les chaines composables de n-morphismes. Le simplexe standard sera note´ quand a` lui ∆n.
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1 ∞-Cate´gories
Cette premie`re section contient les de´finitions et e´nonce´s de la the´orie des ∞-cate´gories que nous
utiliserons dans ce travail. Nous n’aborderons pas, ou tre`s peu, les aspects (2,∞)-cate´goriques, et
dans ce travail l’expression ∞-cate´gorie sera synonyme de (1,∞)-cate´gorie, c’est a` dire de´signera une
∞-cate´gorie dont tous les i-morphismes sont inversibles pour i > 1 (voir [Be]). Nous avons opte´ pour
la the´orie des cate´gories de Segal comme mode`le a` celle des ∞-cate´gories, mais tout autre mode`le
ade´quat pourrait faire l’affaire. Une des motivations pour avoir utilise´ l’expression ∞-cate´gorie au
lieu de cate´gorie de Segal est pre´cise´ment de permettre au lecteur d’adpater ce texte a` d’autre choix
de the´orie des (1,∞)-cate´gorie.
Pour ce qui est des re´fe´rences, une partie important des notions et e´nonce´s peuvent se trouver
dans le texte fondateur [Hi-Si]. Certaines notions plus avance´es sont tire´es de [To-Ve2], et d’autres
sont des adaptations de re´sultats de [Lu1] au cadre des cate´gories de Segal. Aucun des re´sultats de
cette section ne pre´tend re´ellement a` l’originalite´, meˆme si certains ne semblent pas se trouver dans
la litte´rature, comme par exemple le traitement des cate´gories de Segal (co)fibre´es.
1.1 The´orie homotopique des ∞-cate´gories
Tout au long de ce travail nous adopterons la de´finition fondamentale suivante.
De´finition 1.1 Une ∞-cate´gorie est une (1-)cate´gorie de Segal au sens de [Hi-Si, §2] (voir aussi [Be,
Def. 3.14]).
Pour fixer les notations, rappelons qu’une cate´gorie de Segal est un foncteur A : ∆op −→ SEns
ve´rifiant les deux conditions suivantes.
1. A0 est un ensemble simplicial discret (i.e. isomorphe a` un ensemble simplicial constant).
2. Pour tout n le morphisme de Segal
An −→ A1 ×A0 A1 ×A0 · · · ×A0 A1
est une e´quivalence faible d’ensembles simpliciaux.
Rappelons aussi qu’une ∞-cate´gorie est stricte (nous dirons aussi S-cate´gorie), si les morphismes
du point (2) ci-dessus sont des isomorphismes. Tel est le cas si et seulement si A est le nerf d’une
cate´gorie simplicialement enrichie. Nous identifierons toujours une cate´gorie simplicialement enrichie a`
son nerf et ainsi a` la cate´gorie de Segal stricte correspondante. Une cate´gorie sera toujours vue comme
une cate´gorie simplicialement enrichie dont les ensembles simpliciaux de morphismes sont discrets, et
nous verrons ainisi la the´orie des cate´gories comme une sous-the´orie de celle des ∞-cate´gories.
Pour une ∞-cate´gorie A nous noterons encore A son ensemble d’objets A0. Pour un n ≥ 1, on
dispose d’une de´composition canonique
An ≃
∐
(x0,...,xn)∈An+1
A(x0, . . . , xn),
ou` A(x0, . . . , xn) de´signe la fibre de la projection An −→ A
n+1
0 prise en le point (x0, . . . , xn). Les
ensembles simpliciaux A(x0, . . . , xn) sont par de´finition les espaces des chaines composables de mor-
phismes x1 // x2 // . . . // xn . En particulier, pour x, y deux objets, A(x, y) sera l’espace des
morphismes de x vers y. Dans le cas ou` A est stricte, on a des isomorphismes
A(x0, . . . , xn) ≃ A(x0, x1)×A(x1, x2)× · · · ×A(xn−1, xn).
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Il nous arrivera aussi d’utiliser la notation suivante
MapA(x, y) := A(x, y),
ou encore Map(x, y) := A(x, y) lorsqu’il n’y aura pas d’ambiguite´ sur A. Notons que la composition
des morphismes dans une ∞-cate´gorie A n’est pas un morphisme bien de´fini dans SEns, mais est
repre´sentable par le zig-zag
A(x, y)×A(y, z) A(x, y, z)
∼oo // A(x, z).
On dispose donc toujours d’un morphisme
− ◦ − : A(x, y) ×A(y, z) −→ A(x, z)
bien de´fini dans Ho(SEns). Ceci nous permettra de dire qu’un morphisme u ∈ A(x, y) (par cela on
entend un 0-simplexe de A(x, y)) est une e´quivalence dans A si pour tout z le morphisme induit
− ◦ u : A(y, z) −→ A(x, z)
est un isomorphisme dans Ho(SEns).
Pour deux ∞-cate´gories A et B, un ∞-foncteur f : A −→ B est par de´finition un morphisme de
cate´gories de Segal (c’est a` dire un morphisme d’ensembles bisimpliciaux). Nous parlerons aussi de
morphismes de∞-cate´gories. Les∞-cate´gories, e´le´ments d’un univers fixe´, et les∞-foncteurs forment
une cate´gorie note´e ∞−Cat. Si U est un univers nous noterons, lorsque une telle pre´cision se re´ve`le
eˆtre ne´cessaire, ∞−CatU la cate´gorie des ∞-cate´gories e´le´ments de U (nous dirons aussi U-petites).
Pour un∞-cate´gorie A nous noterons [A] la cate´gorie des composantes connexes de A, aussi appele´e
la cate´gorie homotopique de A. Ses objets sont les objets de A et ses ensembles de morphismes sont
de´finis par [A](x, y) := π0(A(x, y)). La composition des morphismes est donne´e par le diagramme
π0(A(x, y)) × π0(A(y, z)) π0(A(x, y, z))
∼oo // π0(A(x, z)),
induit par les identite´s simpliciales. Les ensembles de morphismes dans [A] seront aussi parfois note´s
[x, y] = [A](x, y).
Notons au passage qu’un morphisme de A est une e´quivalence si et seulement si son image dans [A]
est un isomorphisme. La construction A 7→ [A] de´finit bien e´videmment un foncteur
[−] :∞−Cat −→ Cat.
Un∞-foncteur f : A −→ B est pleinement fide`le (resp. essentiellement surjectif) si pour tout x, y ∈ A
le morphisme A(x, y) −→ B(f(x), f(y)) est une e´quivalence faible d’ensembles simpliciaux (resp. si
le foncteur induit [f ] : [A] −→ [B] est essentiellement surjectif). Un ∞-foncteur est une e´quivalence
s’il est a` la fois essentiellement surjectif et pleinement fide`le. La cate´gorie homotopique de ∞−Cat
obtenue en inversant les e´quivalences sera note´e Ho(∞−Cat).
La cate´gorie Ho(∞− Cat) est en re´alite´ e´quivalente a` la cate´gorie homotopique d’une cate´gorie
de mode`les ∞−Catpr des pre´-cate´gories de Segal, contenant ∞−Cat comme sous-cate´gorie pleine.
La cate´gorie ∞ − Catpr est la sous-cate´gorie pleine des foncteurs ∆op −→ SEns qui sont discrets
en [0]. Cette cate´gorie est munie d’une structure de mode`les pour laquelles les cofibrations sont les
monomorphismes et la restriction des e´quivalences a` ∞−Cat sont les e´quivalences de´crites ci-dessus.
La de´finition ge´ne´rale des e´quivalences est plus subtile et ne sera pas utilise´e dans ce travail (voir [Be,
§5] pour les de´tails). Les objets fibrants de ∞−Catpr sont des cate´gories de Segal et il existe donc
des inclusions
(∞−Catpr)fib ⊂ ∞−Cat ⊂ ∞−Catpr.
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Ces inclusions sont strictes et une cate´gorie de Segal est fibrante si et seulement si elle est fibrante au
sens de Reedy comme objet simplicial de SEns (voir [Be, Cor. 5.13]). Une proprie´te´ fondamentale de
∞−Catpr est qu’il s’agit d’une cate´gorie de mode`les interne, c’est a` dire qu’elle est mono¨ıdale au sens
de [Ho, §4] pour la structure mono¨ıdale induite par le produit direct (voir aussi [To3, Def. 2.1]). Une
conse´quence de cela est l’existence de Hom internes entre objets fibrants, et en particulier l’existence
de Hom internes sur la cate´gorie homotopique Ho(∞ − Cat). Par la suite nous utiliserons aussi
l’expression ∞-foncteur pour de´signer un morphisme dans Ho(∞−Cat). Cet abus de language est
relativement anodin, et signifie que l’on prendra soins d’effectuer des remplacements fibrants lorsque
cela est ne´cessaire. Cependant, ces remplacements seront, la plupart du temps, implicites, et ne seront
mentionne´s que lorsque l’argument me´rite un certain degre´ de pre´cision.
Pour un univers U la cate´gorie de mode`les ∞−CatU est une cate´gorie de mode`les U-combinatoire
au sens de [HAGI, App. A]. De plus, lorsque U ∈ V sont deux univers fixe´s alors le foncteur d’inclusion
induit un foncteur pleinement fide`le
Ho(∞−CatU) →֒ Ho(∞−CatV).
On peut montrer que l’image essentielle de ce foncteur d’inclusion consiste en les ∞-cate´gories A
telles que, d’une part l’ensemble des classes d’isomorphismes de [A] est en bijection avec un ensemble
U-petit, et d’autre part telles que pour tout x, y ∈ A l’ensemble simplicial X est e´quivalent a` un
ensemble simplicial U-petit.
La structure de la cate´gorie Ho(∞ − Cat) peut se de´crire avec les techniques de´velope´es dans
[To2], correctement modifie´s pour traiter le cas simplicial au lieu du cas dg. Pour cela on fait appel a`
l’e´quivalence entre la the´orie homotopique des∞-cate´gories et celle des S-cate´gories (qui ne sont autre
que les ∞-cate´gories strictes). Nous renvoyons a` [Be] pour des de´tails concernant cette e´quivalence,
nous en retiendrons que le foncteur d’inclusion S −Cat −→ ∞−Cat induit une e´quivalence sur les
cate´gories homotopiques
Ho(S−Cat) ≃ Ho(∞−Cat).
Pour une∞-cate´gorie A, le choix d’une S-cate´gorie munie A′ d’un isomorphisme A′ ≃ A dans Ho(∞−
Cat) sera souvent appele´ un mode`le strict de A. Un tel mode`le existe et est toujours unique a`
isomorphisme unique pre`s dans Ho(∞−Cat). Les descriptions des espaces de morphimes et des Hom
internes donne´es par [To2] fournissent ainsi une fac¸on de de´crire la cate´gorie Ho(∞−Cat) que nous
allons rappeler ci-dessous.
Comme nous l’avons signale´ la cate´gorie Ho(∞−Cat) est carte´siennement close. SesHom-internes
seront alors note´s RHom, et sont de´finis comme Hom(, R(−)), ou` R est un foncteur de remplacement
fibrant dans ∞− Catpr et Hom est le Hom interene de pre´-cate´gories de Segal. Ces Hom internes
sont compatibles avec la structure simplicial au sens ou` l’on dispose d’isomorphismes naturels dans
Ho(SEns)
Map(A,RHom(B,C)) ≃Map(A×B,C),
avec Map les espaces de morphismes de la cate´gorie de mode`les ∞−Catpr (au sens de [Ho, §5]).
Pour une cate´gorie de mode`les simplicialeM nous notons Int(M) la S-cate´gorie des objets fibrants
et cofibrants dansM . Nous nous empresserons de voir Int(M) comme une∞-cate´gorie et donc comme
un objet de ∞− Cat. Si M est de plus U-combinatoire et V-petite (avec des univers U ∈ V), alors
pour toute S-cate´gorie U-petite A on dispose d’un isomorphisme naturel dans Ho(∞−CatV)
RHom(A, Int(M)) ≃ Int(MA),
ou`MA est la cate´gorie des A-diagrammes (enrichis sur SEns) a` valeurs dansM munie de sa structure
de mode`les projective (fibrations et e´quivalences de´finies termes a` termes). De meˆme, l’espace des
morphismes Map(A, Int(M)) est naturellement e´quivalent a` N(WMA), le nerf de la sous-cate´gorie
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des e´quivalences dans MA. En particulier, l’ensemble [A, Int(M)], des morphismes de A vers Int(M)
dans Ho(∞−Cat) est en bijection avec l’ensemble des classes d’isomorphismes d’objets de Ho(MA).
Comme toute ∞-cate´gorie est e´quivalente a` une S-cate´gorie (et ce de fac¸on unique a` e´quivalence pre`s)
cela de´crit les morphismes d’une ∞-cate´gorie vers une ∞-cate´gorie de la forme Int(M).
Fixons Γ∗ → id, un foncteur de re´solution cofibrante dans la cate´gorie de mode`les ∞−Catpr (au
sens de [Ho, §5]). On peut prendre par exemple le foncteur de re´solution naturel donne´ par la structure
simpliciale sur ∞− Catpr. On a alors pour une pre´-cate´gorie de Segal A Γn(A) := ∆([n]) × A, ou`
∆([n]) est le groupo¨ıde classifiant les chaines de n + 1 isomorphismes composables. On de´finit alors
une adjonction de Quillen
Π∞ : SEns←→∞−Cat : Hom(Γ
∗(∗),−).
L’adjoint a` droite I envoie une ∞-cate´gorie A sur l’ensemble simplicial Hom(Γ∗(∗), R(A)), ou` R est
un foncteur de remplacement fibrant. L’adjoint a` gauche Π∞ envoie un ensemble simplicial K sur le
coend du diagramme
(
(p, q) 7→
∐
Kq
Γp(∗)
)
. L’adjonction de´rive´e
Π∞ : Ho(SEns)←→ Ho(∞−Cat) : RHom(Γ
∗(∗),−) =: I
est telle que Π∞ soit pleinement fide`le d’image essentielle forme´e des ∞-cate´gories T telles que [T ]
soit un groupo¨ıde (que nous appellerons des ∞-groupo¨ıdes). Cela peut en effet se de´duire de l’e´nonce´
analogue pour les espaces de Segal complets de (qui devient alors un e´nonce´ formel) et des re´sultats de
comparaisons de [Be]. Le foncteur Π∞ sera appele´ le foncteur ∞-groupo¨ıde fondamental, et I le fonc-
teur espace sous-jacent. Noter que pour une∞-cate´gorie A le morphisme d’ajonction Π∞(I(A)) −→ A
identifie le membre de gauche avec le sous-groupo¨ıde maximal de A. En d’autres termes on dispose
d’un carre´ homotopiquement carte´sien dans ∞−Cat
Π∞(I(A)) //

A

[A]iso // [A],
ou` [A]iso est le sous-groupo¨ıde des isomorphismes dans [A] (c’est aussi la cate´gorie homotopique de
Π∞(I(A))). Nous utiliserons aussi la notation T
int ⊂ T pour de´signer ce sous-groupo¨ıde maximal, ou`
int fait re´fe´rence a` inte´rieur (voir [Hi-Si] dans lequel cette terminologie est introduite).
Le foncteur Π∞ : Ho(SEns) −→ Ho(∞ − Cat) est aussi isomorphe au foncteur qui envoie un
ensemble simplicial fibrant K sur [n] 7→ Hom∗(∆
n,K), ou` Hom∗(∆
n,K) de´signe l’ensemble simplicial
des morphismes ∆n → K qui fixent les sommets de ∆n. Ceci montre que le foncteur Π∞ posse`de
aussi un adjoint a` gauche
| − | : Ho(∞−Cat) −→ Ho(SEns)
qui envoie une ∞-cate´gorie sur sa re´alisation ge´ome´trique (i.e. la diagonale de l’ensemble bisimplicial
correspondant). Le morphisme d’adjonction A −→ Π∞(|A|) est alors la comple´tion ∞-groupo¨ıdale de
A.
1.2 Adjonctions, limites et localisations
La cate´gorie homotopique des∞-cate´gorie, Ho(∞−Cat), peut-eˆtre promu en une 2-cate´gorie Ho≤2(∞−
Cat) dont la cate´gorie homotopique est naturellement e´quivalente a` Ho(∞−Cat). Une me´thode rel-
ativement directe consiste a` conside´rer ∞ − Catf , la cate´gorie des ∞-cate´gories fibrantes. Cette
cate´gorie en carte´siennement close, et on peut donc la conside´re´e comme une cate´gorie enrichie dans
la cate´gorie ∞−Cat. Notons cette (∞−Cat)-cate´gorie par∞−Catf , qui n’est autre qu’un mode`le
pour la (2,∞)-cate´gorie de Segal des ∞-cate´gories (voir [Hi-Si]). En remplac¸ant les ∞-cate´gories de
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morphismes par leur cate´gories homotopiques on trouve une cate´gorie enrichie dans Cat, donc une 2-
cate´gorie (stricte), que nous noterons Ho≤2(∞−Cat). La cate´gorie homotopique de cette 2-cate´gorie
est naturellement isomorphe a` la cate´gories des ∞-cate´gories fibrantes et des classes d’homotopie de
morphismes entre elles. On dispose donc bien d’une e´quivalence naturelle
Ho(∞−Cat) ≃ [Ho≤2(∞−Cat)].
Notons que par de´finition les objets de Ho≤2(∞−Cat) sont les ∞-cate´gories fibrantes et la cate´gorie
des morphismes entre A et B est [Hom(A,B)]. Il est aussi possible de transporter la structure 2-
cate´gorique pour construire une 2-cate´gorie e´quivalente, dont les objets sont toutes les ∞-cate´gories
et dont les cate´gories de morphismes sont [Hom(R(A), R(B))], avec R un foncteur de remplacement
fibrant. Dans ce qui suit Ho≤2(∞ − Cat) de´signera l’une ou l’autre de ces constructions, et les
cate´gories de morphismes seront simplement note´es [RHom(A,B)]. Il s’agit dans les deux cas d’une
2-cate´gorie stricte.
Cet enrichissement de la cate´gorie homotopique en une 2-cate´gorie permet de de´finir la notion
d’adjonction de la fac¸on suivante. Nous dirons qu’un ∞-foncteur f : A −→ B posse`de un adjoint a`
droite s’il existe un morphisme g : B −→ A dans Ho≤2(∞−Cat), et un objet u ∈ [RHom(A,A)](id, gf),
ve´rifiant la condition suivante: pour toute ∞-cate´gorie C et tout objet k ∈ [RHom(C,A)], h ∈
[RHom(C,B)] le morphisme induit
[fk, h]
g◦ // [gfk, gh]
◦u // [k, gh]
est bijectif (ou` l’on a note´ [−,−] les ensembles de morphismes dans [RHom(C,A)] et [RHom(C,B)]).
En d’autres termes, on demande a` ce que pour toute ∞-cate´gorie C, les foncteurs induits fC :
[RHom(C,A)] ←→ [RHom(C,B)] : gC , munis de la transformation naturelle id → gCfC induite
par u, de´finissent une adjonction de cate´gories au sens usuel.
Lorsque le morphisme f posse`de un adjoint a` droite le couple (g, u) est unique a` isomorphisme
unique pre`s au sens suivant: si (g′, u′) est un second couple satisfaisant a` la meˆme condition alors il
existe un unique isomorphisme α : g ≃ g′ dans [RHom(B,A)] tel que le diagramme suivant commute
dans [RHom(A,A)]
gf
u //
α.f

id
g′f.
u′
>>}}}}}}}}
On dispose dualement d’une notion de ∞-foncteur posse`dant un adjoint a` gauche. De plus si (g, u)
est un adjoint a` droite de f comme ci-dessus alors (f, v) est un adjoint a` gauche de g, ou` v ∈ [fg, id]
correspond a` l’identite´ dans [g, g] par la bijection [fg, id] ≃ [g, g] de´crite ci-dessus (h = id et k = g).
Les couples (f, u) et (g, v) sont alors relie´s par les relations triangulaires usuelles
(v.f) ◦ (f.u) = id : f −→ f (g.v) ◦ (u.g) = id : g −→ g,
qui sont des e´galite´s de morphismes dans [RHom(A,B)] et dans [RHom(B,A)] respectivement. Ces
identite´s triangulaires permettent de montrer que pour toute ∞-cate´gorie C et tout ∞-foncteurs
k ∈ [RHom(C,A)], h ∈ [RHom(C,B)] le morphisme dans Ho(∞−Cat)
RHom(C,B)(fk, h)
g◦ // RHom(C,A)(gfk, gh)
◦u // RHom(C,A)(k, gh)
est un isomorphisme (alors que la de´finition d’adjoint ne donne, a` priori, qu’une bijection sur les π0
de ses ensembles simpliciaux). En effet, un inverse est donne´ par le morphisme
RHom(C,A)(k, gh)
f◦ // RHom(C,B)(fk, fgh)
◦v // RHom(C,A)(fk, h),
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les identite´s triangulaires impliquant que ce morphisme est bien un inverse, dans Ho(SEns), au
morphisme ci-dessus. Ainsi, en prenant C = ∗ on trouve que pour tout a ∈ A et tout b ∈ B, le
morphisme naturel
B(f(a), b) −→ A(a, g(b))
est un isomorphisme dans Ho(SEns).
La notion d’ajoint ci-dessus permet de parler de limites et de colimites dans les ∞-cate´gories.
Soient I et A deux ∞-cate´gories, et conside´rons le morphisme diagramme constant
c : A −→ RHom(I,A)
adjoint de la projection A × I −→ A. Nous dirons que A posse`de des limites (resp. des colimites)
suivant I si le foncteur c posse`de un adjoint a` droite (resp. a` gauche). Un adjoint a` droite sera note´
limI : RHom(I,A) −→ A, et un adjoint a` gauche colimI : RHom(I,A) −→ A. Nous dirons plus
ge´ne´ralement que A posse`de des U-limites (resp. des U-colimites) si elle posse`de des limites le long de
I pour toute ∞-cate´gorie I ∈ U. Si l’univers U est implicite nous dirons simplement que A posse`de
des limites (resp. des colimites), sans plus de pre´cision. Lorsque A posse`de des colimites, pour tout
objet a ∈ A et tout ensemble simplicial K il existe un objet K ⊗ a ∈ A. Cet objet vient avec un
morphisme dans Ho(SEns)
K −→ A(a,K ⊗ a)
de sorte a` ce que pour tout b ∈ A le morphisme induit (de´fini dans Ho(SEns))
K ×A(K ⊗ a, b) −→ A(a,K ⊗ a)×A(K ⊗ a, b) −→ A(a, b)
induise un isomorphisme A(K ⊗ a, b) ≃ Map(K,A(a, b)) dans Ho(SEns). Dualement, lorsque A
posse`de des limites alors pour tout a ∈ A et tout ensemble simplicial K il existe un objet aK . Cet
objet vient avec un morphisme K −→ A(aK , a) tel que pour tout b ∈ A le morphisme induit
A(a, bK) −→Map(K,A(a, b))
soit un isomorphisme dans Ho(SEns).
Supposons que A et B soient deux ∞-cate´gories posse´dant des limites le long d’une ∞-cate´gorie
fixe´e I. Alors, pour un ∞-foncteur f : A −→ B on dispose d’un morphisme naturel φ : f ◦
limI −→ limI ◦ f
I dans la cate´gorie [RHom(RHom(I,A), B)] (ou` f I de´signe le morphisme induit
RHom(I,A) −→ RHom(I,B)). Ce morphisme est de´fini de la fac¸on suivante. Notons v : c◦limI −→ id
le morphisme de´finissant l’adjonction entre c et limI . On dispose alors d’une application naturelle
[c ◦ limI , id] // [f I ◦ c ◦ limI , f
I ] ≃ [c ◦ f ◦ limI , f
I ] ≃ [f ◦ limI , limI ◦ f
I ] .
L’image de v par cette application fournit le morphisme φ cherche´. Nous dirons alors que le∞-foncteur
f commute aux U-limites si le morphisme ci-dessus φ est un isomorphisme pour toute ∞-cate´gorie
U-petite I. Dualement, nous dirons que f commute aux U-colimites si f op : Aop −→ Bop commute
aux U-limites. On ve´rifie qu’un ∞-foncteur qui posse`de un adjoint a` droite commute toujours aux
colimites. Dualement, un ∞-foncteur qui posse`de un adjoint a` gauche commute toujours aux limites.
Supposons maintenant que A soit une ∞-cate´gorie et que S soit un ensemble de morphismes dans
[A]. Une localisation de A le long de S est la donne´e d’un couple (LSA, l), forme´ d’une ∞-cate´gorie
LSA et d’un ∞-foncteur l : A −→ LSA tel que pour toute ∞-cate´gorie B le morphisme induit
l∗ : RHom(LSA,B) −→ RHom(A,B)
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soit pleinement fide`le et que son image essentielle consiste en tous les ∞-foncteurs f : A −→ B tel
que [f ] envoie les morphismes de S sur des isomorphismes dans [B]. On montre qu’une localisation
(LSA, l) existe toujours, et qu’elle est unique dans la cate´gorie homotopique Ho(∞−Cat). Un mode`le
explicite de LSA est donne´ par la localisation simpliciale de Dwyer et Kan (voir [Dw-Ka]). On peut
aussi construire LSA comme le push-out homotopique dans ∞−Cat (voir [To2, §8.2])∐
S∆
1 //

A
∐
S ∗
// LSA.
Nous mettons en garde que ce push-out, pris dans ∞− Catpr n’est pas une cate´gorie de Segal, et
qu’il est ne´cessaire de composer cette construction avec un foncteur de remplacement fibrant pour
avoir une construction donnant une ∞-cate´gorie. Dans les deux cas on voit que l : A −→ LSA est
toujours essentiellement surjectif. Une conse´quence de la proprie´te´ universelle des localisations est que
la localisation commute aux produits: pour A et B deux∞-cate´gories et SA (resp. SB) un ensemble de
morphismes dans [A] (resp. dans [B]), le morphisme naturel LSA×SB (A×B) −→ LSAA×LSBB est un
isomorphisme dans Ho(∞−Cat). Un autre conse´quence est que si A′ est une S-cate´gorie e´quivalente
a` A, alors la ∞-cate´gorie LSA est toujours e´quivalente a` la sous-∞-cate´gorie pleine de Int(SPr(A
′))
forme´e des pre´faisceaux simpliciaux F : (A′)op −→ SEns qui envoient S sur des e´quivalences.
Pour une cate´gorie de mode`lesM nous noterons L(M) := LWM sa localise´e le long des e´quivalences
faibles. Par de´finition [L(M)op, L(SEns)] est en bijection avec les classes d’isomorphismes d’objets
dans la cate´gorie Ho(M∧) (c’est a` dire avec les classes d’isomorphismes dans Ho(SPr(M)) des pre´faisceaux
qui envoient e´quivalences sur e´quivalences, voir [HAGI, §2.3.2]). Ceci implique que la sous-∞-cate´gorie
pleine de Int(M∧) forme´e des objets e´quivalents a` des repre´sentables est naturellement e´quivalente a`
L(M). En particulier, le lemme de Yoneda de [HAGI, Thm. 4.2.3] implique qu’il existe des isomor-
phismes naturels dans Ho(SEns)
MapM (x, y) ≃ L(M)(x, y)
pour x, y ∈ M . Ainsi, si M est une cate´gorie de mode`les dont les ensembles de morphismes sont U-
petits alors L(M) est e´quivalente a` une∞-cate´gorie dont les ensembles simplicaux de morphismes sont
de meˆmes U-petits. Si maintenant, on suppose de plus queM est une cate´gorie de mode`les simpliciales
alors le plongement de Yoneda simplicial induit une e´quivalence de ∞-cate´gories entre Int(M) et la
sous-∞-cate´gorie de Int(M∧) forme´e des pre´faisceaux e´quivalents a` des repre´sentables. Ainsi, on a
Int(M) ≃ L(M). Ceci implique que lorsque M est U-engendre´e par cofibration et simpliciale alors
pour toute cate´gorie I qui est U-petite le morphisme naturel
L(M I) −→ RHom(I, L(M))
est un isomorphisme dans Ho(∞ − Cat). En d’autres termes, la localisation commute aux Homs
internes vers une∞-cate´gorie provenant d’une cate´gorie de mode`les. Cet isomorphisme naturel s’e´tend
a` toute cate´gorie de mode`les engendre´e par cofibrations et Quillen e´quivalente a` une cate´gorie de
mode`les simpliciale (par exemple a` toute cate´gorie de mode`les combinatoire). Ceci reste aussi vrai
pour des sous-cate´gories pleines de cate´gories de mode`les qui sont stables par e´quivalences.
Cette compatibilite´ de la localisation des cate´gories de mode`les avec le passage aux cate´gories
de diagrammes implique aussi une compatibilite´ entre adjonctions de Quillen et adjonctions de ∞-
cate´gories. Pour voir cela, soit f : M ←→ N : g une adjonction de Quillen entre cate´gorie de
mode`les simpliciales et U-engendre´es par cofibrations. On de´finit un foncteur Lf : LM −→ LN par
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le diagramme commutatif suivant
LM
Lf //
Q

LN
LM c
Lfc
// LN c
OO
ou` M c est la sous-cate´gorie pleine des objets cofibrants, Q est un foncteur de remplacement cofibrant,
et Lf c est le ∞-foncteur induit par f c (ce qui a un sens car f c pre´serve les e´quivalences). Dualement,
on de´finit Rg : LN −→ LM par le diagramme commutatif
LN
Rg //
R

LM
LNf
Lgf
// LMf ,
OO
ou` maintenant Nf est la sous-cate´gorie des objets fibrants et R est un foncteur de remplacement
fibrant. Ces constructions de´finissent deux morphismes dans Ho≤2(∞−Cat)
Lf : LM −→ LN LM ←− LN : Rg.
Pour un objet x ∈M , on dispose d’une chaine de morphismes dans M
gRfQ(x)←− gfQ(x)←− Q(x) −→ x,
et donc d’un diagramme
gRfQ←− Q −→ id
d’endofoncteurs de M . Ces foncteurs pre´servant les e´quivalences on en de´duit un morphisme bien
de´fini dans [RHom(LM,LM)]
u : id −→ RgLf.
On ve´rifie alors que le couple (Rg, u) est un adjoint a` droite de Lf en remarquant que pour toute
∞-cate´gorie C, le couple induit sur
Ho(MC) ≃ [RHom(C,LM)]←→ [RHom(C,LN)] ≃ Ho(NC)
n’est autre que le couple de´finissant l’adjonction de´rive´e de l’adjonction de Quillen induite sur les
cate´gories de mode`les de diagrammes
f :MC ←→ NC : g.
On de´duit de cela que pour toute cate´gorie de mode`les simpliciales et U-engendre´e par cofibration M
la ∞-cate´gorie LM posse`de des U-limites et des U-colimites. En effet, pour une∞-cate´gorie I qui est
U-petite, on conside`re le foncteur ColimI : M
I −→ M . Ce foncteur e´tant de Quillen a` gauche pour
la structure de mode`les projective sur M I on en de´duit que le ∞-foncteur induit
LColimI : L(M
I) ≃ RHom(I, LM) −→ LM
est un adjoint a` gauche du ∞-foncteur diagramme constant. De meˆme, si ∗˜ est un remplacement de
l’objet final de SEnsI alors le foncteur
Hom(∗˜,−) :M I −→M
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est de Quillen a` droite et le ∞-foncteur induit
L(M I) ≃ RHom(I, LM) −→ LM
est un adjoint a` droite du foncteur diagramme constant (qui est le foncteur obtenu par localisation a`
partir de l’adjoint a` gauche x 7→ ∗˜ ⊗ x). Enfin, comme toute cate´gorie de mode`les combinatoire est
Quillen e´quivalente a` une cate´gorie de mode`les simpliciales on voit aussi que LM posse`de des U-limites
et des U-colimites pour toute cate´gorie de mode`les U-combinatoire M .
Terminons ce paragraphe par la remarque suivante: soit M est une cate´gorie de mode`les combi-
natoire, S est un ensemble de morphismes dans M et LBSM la localisation de Bousfield a` gauche de
M le long de S. L’adjonction id : LBSM ←→ M : id induit alors une adjonction sur les ∞-cate´gories
localise´es
i : L(LBSM)←→ LM : l.
Le ∞-foncteur l : LM −→ L(LBSM) induit alors un isomorphisme dans Ho(∞−Cat)
LS(LM) ≃ L(L
B
SM).
De´finition 1.2 La ∞-cate´gorie des ∞-cate´gories est L(∞ − Cat). Elle sera note´e ∞ − Cat (ou
encore ∞−CatU si l’on se restreint aux ∞-cate´gories U-petites).
Par de´finition on a une e´quivalence de cate´gories
[∞−Cat] ≃ Ho(∞−Cat).
De plus, comme ∞ − Catpr est une cate´gorie de mode`les simpliciale on a une e´quivalence de ∞-
cate´gories
∞−Cat ≃ Int(∞−Catpr).
1.3 ∞-Cate´gories cofibre´es
Pour ce paragraphe nous noterons I une cate´gorie (disons U-petite pour fixer les ide´es). On de´finit
une adjonction ∫
I
: (∞−Catpr)I ←→∞−Catpr/I : SeI
de la fac¸on suivante. Pour A→ I un objet de ∞−Catpr/I on pose
SeI(A) := HomI(−/I,A) : I −→∞−Cat
pr.
Dans cette notation −/I est le foncteur I −→ Cat qui envoie i ∈ I sur i/I, et HomI sont les Hom
enrichis de ∞−Catpr/I a` valeurs dans ∞−Catpr (naturellement induits par ceux de ∞−Catpr).
Le foncteur SeI posse`de un adjoint a` gauche
∫
I . Cet adjoint est caracte´rise´ par le fait qu’il commute
aux colimites, a` l’enrichissement dans ∞−Catpr, et par le fait que∫
I
(hi) = i/I → I,
ou` hi est le pre´faisceau d’ensembles corepre´sente´ par l’objet i. De manie`re plus explicite, pour F :
I −→∞−Catpr un pre´faisceau en pre´-cate´gories de Segal, on de´finit une pre´-cate´gorie de Segal
∫
I F
dont les objets les couples (i, x), avec i ∈ I et x un objet de F (i). Pour (i1, x1), . . . (in, xn) de tels
objets on pose
(
∫
I
F )((i1, x1), . . . , (in, xn)) :=
∐
i1 // . . . // in
F (in)(x1, . . . , xn),
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ou` la somme est prise sur tous les diagrammes i1 // . . . // in dans I, et ou` l’on note encore xj
l’image de xj ∈ F (ij) par le morphisme F (ij) → F (in). Cette description montre que le foncteur
∫
I
pre´serve les e´quivalences.
On remarque que le foncteur SeI est de Quillen a` droite, comme on peut le de´duire du fait que
∞−Catpr est une cate´gorie de mode`les interne. Cette adjonction se de´rive en une adjonction∫
I
: Ho(∞−CatI)←→ Ho(∞−Cat/I) : RSeI .
Soit maintenant π : A → I un objet de ∞− Cat/I. Nous dirons qu’un morphisme α ∈ A(x, y) est
cocarte´sien si pour tout z ∈ A le diagramme suivant
A(y, z)
◦α //

A(x, z)

I(π(y), π(z))
◦π(α)
// I(π(x), π(z))
est homotopiquement carte´sien. Dans le cadre des cate´gories, la notion ci-dessus de morphismes
cocarte´siens est le´ge`rement plus forte que la notion que l’on trouve dans [SGA1, Exp. VI], et elle
correspondant en re´alite´ a` la condition FibII ′ de [SGA1, Exp. VI, Prop. 6.11]. Cependant, la notion
ci-dessus de cate´gories cofibre´es est compatible avec celle de [SGA1, Exp. VI].
De´finition 1.3 1. Un objet A→ I dans ∞−Cat/I est cofibre´ si pour tout morphisme u : i→ j
dans I, et tout objet x de A avec π(x) = i il existe y ∈ A et un morphisme cocarte´sien α ∈ A(x, y)
avec π(α) isomorphe a` u dans la cate´gorie comma i/I.
2. Un morphisme dans Ho(∞−Cat/I) est cocarte´sien s’il pre´serve les morphismes cocarte´siens.
La sous-cate´gorie, non pleine, de Ho(s − Cat/I) forme´e des objets cofibre´s et des morphismes
cocarte´siens sera note´e Ho(∞−Cat/I)cocart.
Il existe une version duale de morphismes carte´siens, et de ∞-cate´gorie fibre´e. Nous laissons le
soin au lecteur de dualiser ces notions ainsi que les e´nonce´s que nous allons maintenant de´montrer.
On remarque qu’un objet π : A→ I est cofibre´ si et seulement si la projection naturelle
p : RHom(∆1, A) −→ RHom({0}, A) ×hRHom({0},I) RHom(∆
1, I)
est essentiellement surjective lorsqu’elle est restreinte a` la sous-∞-cate´gorie pleine RHom(∆1, A)cart ⊂
RHom(∆1, A), forme´e des morphismes cocarte´siens. Ceci montre que la condition d’eˆtre cofibre´ est
stable par e´quivalences dans ∞−Cat.
Proposition 1.4 Le foncteur
∫
I induit une e´quivalence de cate´gorie∫
I
: Ho(∞−CatI) −→ Ho(∞−Cat/I)cart.
Preuve – Commec¸ons par montrer que le foncteur
∫
I se factorise par la sous-cate´gorie Ho(∞−
Cat/I)cart. Pour cela, soit F : I −→ ∞−Cat un foncteur, π :
∫
I F → I son inte´grale, et ve´rifions
que π est cofibre´. Comme la condition d’eˆtre cofibre´ est visiblement invariante par e´quivalences dans
∞ − Cat/I on peut supposer que π est de plus une fibration de ∞-cate´gories. Soit u : i → j un
morphisme dans I, et a ∈ A avec π(a) ≃ i. Comme π est une fibration l’isomorphisme π(a) ≃ i se
rele`ve un une e´quivalence a → a′ dans A avec π(a′) = i. Quitte a` travailler avec a’ au lieu de a, cela
17
montre que l’on peut supposer que π(a) = i. L’objet a est donc de la forme (i, x), avec x ∈ F (i). Soit
y = u(x) ∈ F (j). Alors, le morphisme u et l’identite´ de y de´fini un e´le´ment α dans
(
∫
I
F )((i, x), (j, y)) :=
∐
v:i→j
F (j)(v(x), y).
On a π(α) = u. De plus, si (k, z) est un objet de A le carre´ suivant∐
v:j→k F (k)(v(y), z)
◦α //

∐
w:i→k F (k)(w(x), z)

I(j, k) // I(i, k)
est e´videmment carte´sien, et donc homotopiquement carte´sien car les bases sont des ensembles sim-
pliciaux discrets. Ceci montre que α est cocarte´sien avec π(α) = u, et donc que π est cofibre´.
Soit maintenant f : F −→ G un morphisme dans∞−CatI , et montrons que le morphisme induit∫
I
f :
∫
I
F −→
∫
I
G
est un morphisme cocarte´sien. Pour cela, remarquons qu’un morphisme dans
(
∫
I
F )((i, x), (j, y)) :=
∐
u:i→j
F (j)(u(x), y),
de composante (u, γ), avec γ ∈ F (j)(u(x), y), est cocarte´sien si et seulement si γ est une e´quivalence
dans A. Or, le morphisme
∫
I f envoie un morphisme(u, γ) sur (f(u), f(γ)), ce qui montre bien que∫
I f est toujours un morphisme cocarte´sien.
Conside´rons maintenant RSecartI le sous-foncteur de RSeI forme´ des sections cocarte´siennes. En
clair, pour un objet fibrant π : A → I dans ∞− Catpr/I, et pour i ∈ I, RSecartI (A)(i) est la sous-
∞-cate´gorie pleine de SeI(A)(i) = HomI(i/I,A) forme´e des morphismes cocarte´siens i/I −→ A. On
dispose d’une transformation naturelle RSecartI → RSeI ce qui permet de de´finir une transformation
naturelle
h :
∫
I
◦RSecartI −→ id.
De meˆme, la transformation naturelle
k : id −→ RSeI
∫
I
se factorise par le sous-foncteur RSecartI
∫
I , et induit ainsi une transformation naturelle
k : id −→ RSecartI
∫
I
.
Les donne´es de h et k de´finissent de plus une adjonction∫
I
: Ho(∞−CatI)←→ Ho(∞−Cat/I)cart : RSeI
Il nous reste donc a` montrer que les deux assertions suivantes.
1. Pour tout objet cofibre´ π : A −→ I le morphisme d’adjonction
h :
∫
I
◦RSecartI (A) −→ A
est un isomorphisme dans Ho(∞−Cat).
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2. Pour tout objet F ∈ Ho(∞−CatI), le morphisme d’adjonction
k : F −→ RSecartI (A)
∫
I
(F )
est un isomorphisme.
Le lemme suivant est le re´sultat cle´.
Lemme 1.5 Soit π : A → I un objet cofibre´ de Ho(∞ − Cat/I) et i ∈ I. Alors, le ∞-foncteur
d’e´valuation en i
evi : RHomI(i/I,A) −→ RHomI({i}, A) ≃ A×
h
I {i}
est un isomorphisme dans Ho(∞−Cat).
Preuve – On supposera que le morphisme π : A −→ I est de plus une fibration. Il s’agit donc de
montrer que l’e´valuation en i induit une e´quivalence
SecartI (i/I,A) ≃ π
−1(i).
Soit C la cate´gorie des simplexes du nerf de i/I. Rappelons que ces objets sont les foncteurs ∆n −→
i/I, et les morphismes les diagrammes (strictement) commutatifs
∆n //
!!D
DD
DD
DD
D ∆
m
||yy
yy
yy
yy
i/I.
On dispose d’une projection naturelle p : C −→ i/I, qui a` f : ∆n −→ i/I associe u(0) (ou` les objets
de ∆n sont note´s 0 // 1 // . . . // n ). Cette projection fait de i/I la localisation, au sense de
notre §1.2, de C le long des morphismes verticaux (i.e. ceux qui s’envoient sur des identite´s dans i/I,
voir par exemple [Hi-Si, Lem. 16.1] ou encore A.1). En d’autres termes, le foncteur
p∗ : Ho(SEnsi/I) −→ Ho(SEnsC)
est pleinement fide`le et son image essentielle consiste en les diagrammes pour les quels les morphismes
verticaux de C ope`rent par des e´quivalences. De plus, le morphisme naturel
Hocolim∆n→i/I∆
n −→ i/I
est un isomorphisme dans Ho(∞−Cat) (voir A.2). On de´duit de cela qu’il existe un isomorphisme
naturel dans Ho(∞−Cat)
SecartI (i/I,A) ≃ Holim∆n→i/ISe
cart
I (∆
n, A).
De plus, par de´finition des morphismes cocarte´siens et en utilisant le fait que π : A −→ I soit cofibre´,
on voit que le ∞-foncteur d’e´valuation en {0} ∈ ∆1 induit, pour tout f : ∆1 −→ I, une e´quivalence
SecartI (∆
1, A) −→ π−1(f(0)).
De meˆme, on voit que pour tout f : ∆n −→ I, le foncteur d’e´valuation en {n} fournit une e´quivalence
SecartI (∆
n, A) −→ π−1(f(0)).
Ceci montre que le foncteur
(∆n → i/I) 7→ SecartI (∆
n, A)
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est isomorphe, dans Ho(∞ − CatC), a` l’image re´ciproque par p : C −→ i/I d’un foncteur E ∈
Ho(∞−Cati/I). En particulier, on a
Holim∆n→i/ISe
cart
I (∆
n, A) ≃ Holimi→jE(j) ≃ E(i) ≃ SeI({i}, A) ≃ π
−1(i),
car i est initial dans i/I. Ceci termine la preuve du lemme. ✷
Montrons comment le lemme pre´ce´dent implique que pour tout objet cofibre´ π : A → I dans
Ho(∞−Cat) le morphisme d’adjonction∫
I
RSecartI (A) −→ A
est un isomorphisme. Sans perte de ge´ne´ralite´ nous pouvons supposer que π est une fibration. Soit
alors x et y deux objets de A, d’images par π note´es i et j respectivement. Pour tout u ∈ I(i, j)
choisissons û : x → xu un morphisme cocarte´sien qui rele`ve u (comme π est une fibration nous
pouvons supposer de plus que se rele`vement est strict: π(û) = u). On dispose alors d’un morphisme
(bien de´fini dans Ho(SEns)) ∐
u∈I(i,j)
A(xu, y) −→ A(x, y),
qui consiste a` pre´composer avec les morphismes û. Notons Aid(xu, y) le sous-ensemble simplicial de
A(xu, y) forme´ des morphismes dont l’image par π est e´gale a` l’identite´ de j = π(xu) = π(y). Alors,
comme les morphismes û ont e´te´s choisis cocarte´siens on voit que le morphisme induit
φ :
∐
u∈I(i,j)
Aid(xu, y) −→ A(x, y),
est un isomorphisme dans Ho(SEns). Supposons alors que x et y soient les images de deux objets,
x′ et y′ dans
∫
I RSe
cart
I (A). Le lemme 1.5 montre alors que le morphisme φ ci-dessus est isomorphe
(dans Ho(SEns)) au morphisme naturel(∫
I
RSecartI (A)
)
(x′, y′) −→ A(x, y).
Ceci montre en particulier que
∫
I RSe
cart
I (A) −→ A est pleinement fide`le. L’essentielle surjectivite´
se voit imme´diatement a` l’aide du lemme 1.5, car il implique que toutes les fibres π−1(i) ⊂ A sont
contenues dans l’image essentielle.
Le lemme 1.5 implique d’autre part que le morphisme d’ajonction
F −→ RSecartI
∫
I
F
est un isomorphisme dans Ho(∞−CatI). En effet, il suffit de voir que le morphisme naturel
F (i) −→ (
∫
I
F )×hI {i}
est une e´quivalence. Ce qui se de´duit aise´ment du fait que la fibre homotopique de
∫
I F −→ I en i ∈ I
est naturellement e´quivalente a` la fibre na¨ıve, qui elle est isomorphe a` F (i). ✷
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1.4 ∞-Cate´gories localement pre´sentables
Nous utiliserons la notation suivante.
De´finition 1.6 1. La ∞-cate´gorie des types d’homotopie est de´finie par
T := L(SEns).
Pour un univers fixe´ U nous noterons, lorsque cela est ne´cessaire,
TU := L(SEnsU),
ou` SEnsU de´signe la cate´gorie des ensembles simpliciaux U-petits.
2. Pour une ∞-cate´gorie A qui est U-petite, la ∞-cate´gorie des pre´faisceaux sur A est de´finie par
Â := RHom(Aop,TU).
Remarquons que l’on a un isomorphisme naturel T ≃ Int(SEns) dans Ho(∞−Cat). De meˆme,
lorsque A est une ∞-cate´gorie stricte ona
Â = RHom(Aop,T) ≃ RHom(Aop, Int(SEns)) ≃ Int(SPr(A)) ≃ L(SPr(A)),
ou` SPr(A) est la cate´gorie des pre´faisceaux simpliciaux sur A. Pour deux univers U ∈ V le morphisme
d’inclusion
Int(SEnsU) ≃ TU −→ Int(SEnsV) ≃ TV
est ainsi pleinement fide`le. Pour une∞-cate´gorie U-petite A on trouve ainsi un∞-foncteur pleinement
fide`le
RHom(Aop,TU) −→ RHom(A
op,TV).
Ainsi, bien que la de´finition pre´ce´dente de la ∞-cate´gorie Â de´pende du choix d’un univers, les con-
structions que nous en tirerons ne de´pendront pas de ce choix, quitte a` choisir un univers de de´part
suffisemment gros. C’est pour cette raison que la notation Â ne fait pas mention de l’univers U.
Pour une ∞-cate´gorie stricte A on dispose du plongement de Yoneda h : A −→ Â, adjoint du
∞ foncteur A× Aop −→ T qui envoie (a, b) sur A(b, a). Pour une ∞-cate´gorie quelconque on de´finit
le plongement de Yoneda h : A −→ Â en choisissant un mode`le strict pour A et en appliquand
la construction pre´ce´dente. Le ∞-foncteur h est toujours pleinement fide`le. Ainsi, pour deux ∞-
cate´gories A et B le morphisme
RHom(A,B) −→ RHom(A, B̂) ≃ ̂Aop ×B
est pleinement fide`le. Son image consiste en tous les ∞-foncteurs F : A × Bop −→ T tel que pour
tout a ∈ A le ∞-foncteur F (a,−) ∈ B̂ est repre´sentable (i.e. isomorphe dans B̂ a` un objet de l’image
essentielle du plongement de Yoneda pour B).
De´finition 1.7 Soit U un univers fixe´. Une ∞-cate´gorie A est presque U-localement pre´sentable s’il
existe une ∞-cate´gorie A0 qui est U-petite et un ∞-foncteur pleinement fide`le
A −→ Â0
qui posse`de un adjoint a` gauche.
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La ∞-cate´gorie Â0 e´tant de la forme Int(SPr(A
′
0)), pour A
′
0 un mode`le strict de A0, elle posse`de
des U-limites et des U-colimites. On de´duit formellement de cela que toute ∞-cate´gorie presque U-
localement pre´sentable posse`de aussi des U-limites et des U-colimites. Si A −→ Â0 est comme dans
la de´finition pre´ce´dente, les limites dans A sont simplement calcule´es dans Â0 (elles restent dans A
can le foncteur d’inclusion est adjoint a` droite et donc commute aux limites). Les colimites sont aussi
calcule´es dans Â0 puis ramene´es dans A a` l’aide de l’adjoint a` gauche Â0 −→ A.
De´finition 1.8 Nous dirons qu’une∞-cate´gorie A est U-localement pre´sentable s’il existe une cate´gorie
de mode`les M qui est U-combinatoire et un isomorphisme dans Ho(∞−Cat)
A ≃ LM.
Une remarque importante est que ∞−CatU est une ∞-cate´gorie U-localement pre´sentable.
D’apre`s [Du] toute cate´gorie de mode`les U-combinatoire est Quillen e´quivalente a` une localisation
de Bousfield d’une cate´gorie de pre´faisceaux simpliciaux sur une cate´gorie U-petite. Ceci implique
qu’une ∞-cate´gorie U-localement pre´sentable est presque U-localement pre´sentable. Re´ciproquement
on peut montrer qu’une ∞-cate´gorie presque U-localement pre´sentable est U-localement pre´sentable
si et seulement si tous ses objets sont κ-compact (pour un cardinal re´gulier κ qui de´pend de l’objet
conside´re´).
Une des proprie´te´s fondamentales des ∞-cate´gories (presque) U-localement pre´sentables que nous
utiliserons est le crite`re d’existence d’adjoint suivant.
Proposition 1.9 Soit f : A −→ B un ∞-foncteur.
1. Si A est presque U-localement pre´sentable et si f commute aux U-colimites alors f posse`de un
adjoint a` droite.
2. Si A est U-compactement engendre´e et si F commute aux U-limites et aux colimites κ-filtrantes
pour un cardinal re´gulier κ, alors f posse`de un adjoint a` gauche.
Preuve – Quitte a` choisir des mode`les stricts nous supposerons que les ∞-cate´gories en jeu sont
des S-cate´gories.
(1) On conside`re l’adjonction de Quillen
f! : SEns
A
V ←→ SEns
B
V : f
∗
ou` U ∈ V avec A et B e´le´ments de l’univers V. Cette adjonction de Quillen donne lieu a` une adjonction
de ∞-cate´gories
Lf! : Â ≃ L(SEns
A
V)←→ L(SEns
B
V ) ≃ B̂ : Rf
∗.
On dispose de plus d’un diagramme commutatif dans Ho(∞−Cat)
A
f //

B

Â Lf!
// B̂,
ou` les morphismes verticaux sont les plongements de Yoneda. On voit ainsi que pour montrer que f
posse`de un adjoint a` droite il suffit de montrer que le∞-foncteur Rf∗ pre´serve les objets repre´sentables.
Pour tout b ∈ B le ∞-foncteur f∗(hb) : A −→ T
op commute aux U-colimites par hypothe`ses. On voit
ainsi qu’il suffit de montrer que tout objet F ∈ Â qui envoie colimites dans A sur des limites dans T
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est repre´sentables. Pour cela, on e´crite A comme une sous-∞-cate´gorie reflexive d’une∞-cate´gorie de
pre´faisceaux
i : A←→ Â0 : l.
Le foncteur l ◦ F : Â0
op
−→ T commute aux U-limites et est donc repre´sentable: l’objet de Â0 qui
le repre´sentable n’est autre que sa propre restriction comme ∞-foncteur Aop0 −→ T. En effet, cela se
de´duit du fait que l’adjonction de Quillen induite par le plongement de Yoneda h : A0 −→ Â0
h! : SEns
Aop0
V ←→ SEns
Â0
op
V : h
∗
induise un foncteur pleinement fide`le
Lh! : Ho(SEns
A0
op
V ) −→ Ho(SEns
Â0
op
V )
dont l’image essentielle consiste en les pre´faisceaux simpliciaux sur Â0 qui envoient colimites sur limites
(voir [To2, Lem. 7.3]).
(2) Vue les compatibilite´s entre limites et colimites homotopiques dans une cate´gorie de mode`les
M et les limites et colimites dans la ∞-cate´gorie LM on voit qu’il faut montrer l’e´nonce´ suivant: si
F :M −→ SEnsV est un foncteur qui ve´rifie les conditions suivantes
1. F pre´serve les e´quivalences.
2. F commute aux limites homotopiques.
3. F commute aux colimites homotopiques κ-filtrantes.
Alors il existe un objet x ∈ M tel que F et Map(x,−) soient isomorphes comme objets dans
SPr(Mop) (ici M est V-petite et les pre´faisceaux sont des V-pre´faisceaux).
D’apre`s les re´sultats de [Du] on peut supposer que M est de plus simpliciale et avec tous les objets
cofibrants. Les Homs simpliciaux seront alors note´s Hom. Quitte a` choisir κ suffisemment grand on
peut faire en sorte que κ soit un cardinal suffisament grand (comme pour les preuves des re´sultats de
[Du]). Notons alors C ⊂M la sous-cate´gorie pleine forme´e des objets κ-compacts.
Notons hx : M −→ SEns le foncteur qui a` y associe Hom(x,R(y)), ou` R est un foncteur de rem-
placement fibrant. De meˆme, notons hx :M −→ Ens le foncteur qui a` y associe Hom(x, y), que nous
verrons comme un foncteur en ensembles simpliciaux discrets. On dispose d’un morphisme naturel
hx −→ hx.
On note ∆(C/F ) la cate´gorie des simplexes de F au-dessus de C. Ses objets sont des triplets
(x, n, a), avec x ∈ C, [n] ∈ ∆ et a ∈ F (x)n. Les morphismes (x, n, a) → (y,m, b) sont donne´s par un
morphisme x→ y dans C et un morphisme [m]→ [n] dans ∆ qui envoient le simplexe a ∈ F (x)n sur
b ∈ F (y)m. On dispose d’un foncteur naturel φ : ∆(C/F ) −→ C qui a` (x, n, a) associe x ∈ C. Notons
X := holim∆(C/F )φ ∈ M la limite homotopique de ce foncteur. On dispose d’un diagramme naturel
dans Ho(SPr(Mop))
Hocolim(x,n,a)∈∆(C/F )h
x //

F
hX .
De plus, comme F commute aux limites homotopiques, il existe un unique morphisme hX −→ F qui
rende le diagramme
Hocolim(x,n,a)∈∆(C/F )h
x //

F
hX
66mmmmmmmmmmmmmmmmm
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commutatif dans Ho(SPr(Mop)). Comme F pre´serve les e´quivalences, ce diagramme induit un nou-
veau diagramme commutatif (voir [HAGI, Lem. 4.2.2])
Hocolim(x,n,a)∈∆(C/F )h
x //

F
hX .
66nnnnnnnnnnnnnnnn
Il est clair que le morphisme horizontal devient une e´quivalence lorsque l’on restreint les foncteurs a`
la sous-cate´gorie C (voir [Du, Prop. 4.7]). De plus, comme les deux foncteurs en question commutent
aux colimites κ-filtrantes, et que de plus tout objet de M est e´quivalent a` une colimite homotopique
κ-filtrante d’objets de C, ceci implique que le morphisme
Hocolim(x,n,a)∈∆(C/F )h
x −→ F
est une e´quivalence. Ainsi, le morphisme hX −→ F posse`de une section dans Ho(SPr(Mop)). Le
foncteur F est donc un re´tracte d’un repre´sentable et donc est lui-meˆme repre´sentable par un facteur
direct (dans Ho(M)) de X. ✷
Notons au passage un re´sultat que nous avons utilise´ lors de la preuve du la partie (1) de la
proposition pre´ce´dente: pour une ∞-cate´gorie A0 qui est U-petite et pour B toute ∞-cate´gorie qui
posse`de des U-colimites, le morphisme de restriction
RHom(Â0, B) −→ RHom(A0, B)
induit un isomorphisme dans Ho(∞−Cat)
RHomc(Â0, B) −→ RHom(A0, B),
ou` RHomc(Â0, B) de´signe la sous-∞-cate´gorie pleine de RHom(Â0, B) forme´e des ∞-foncteurs qui
commutent aux colimites.
1.5 ∞-Topos
De´finition 1.10 1. Un U − ∞-topos est une ∞-cate´gorie T tel qu’il existe une ∞-cate´gorie U-
petite T0 et un ∞-foncteur pleinement fide`le
i : T −→ T̂0
posse`dant un adjoint a` gauche qui commute aux limites finies (c’est a` dire aux produits fibre´s et
aux produits finis).
2. Un ∞-topos est un U−∞-topos pour un univers U.
3. Si T et T ′ sont deux ∞-topos, un morphisme ge´ome´trique f : T −→ T ′, est un ∞-foncteur qui
commute aux colimites et dont l’adjoint a` gauche commute aux limites finies.
La ∞-cate´gorie des U − ∞-topos est la sous-∞-cate´gorie (non pleine) de ∞ − Cat forme´e des
U −∞-topos et des morphismes ge´ome´triques. Elle sera note´e ∞− TopU (ou ∞− Top si l’on ne
souhaite pas mentioner univers U).
Par de´finition les U −∞-topos sont des ∞-cate´gories presques U-localement pre´sentables. Nous
verrons que sous une hypothe`se additionnelle de comple`tude ils sont en fait U-localement pre´sentables.
Tout comme le cas des topos les ∞-topos sont caracte´risables par des axiomes de type Giraud
(voir [Lu1, HAGI, To-Ve2]). Pour un ∞-topos T fixe´ nous retiendrons les proprie´te´s caracte´ristiques
suivantes.
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1. Il existe une sous-∞-cate´gorie T0 ⊂ T qui est U-petite et telle que le ∞-foncteur induit
T −→ T̂0
soit pleinement fide`le (on dit aussi que T0 engendre T par e´pimorphismes stricts).
2. La ∞-cate´gorie T posse`de des U-limites et des U-colimites.
3. Les U-colimites dans T sont universelles: si x : I −→ T est un diagramme d’objets de T ,
augmente´ au-dessus d’un objet z ∈ T , alors pour tout y → z dans T , le morphisme naturel
colimI(y ×z xi)→ y ×z (colimIxi)
est un isomorphisme dans [T ].
4. Les sommes sont disjointes dans T : si {xi}i∈I est une famille d’objets dans T , de somme∐
i∈I xi =: x, alors pour tout i 6= j les morphimes
xi −→ xi ×x xi ∅ −→ xi ×x xj
sont des isomorphismes dans [T ].
5. Les relations d’e´quivalences sont effectives: si X∗ : ∆
op −→ T est un groupo¨ıde de Segal dans T
(voir [HAGI, To-Ve2]), alors le morphisme naturel
X1 −→ X0 ×colim∆X∗ X0
est un isomorphisme dans [T ].
Notons aussi que les proprie´te´s (3) − (5) peuvent aussi s’exprimer de manie`re uniforme par la
proprie´te´ de conservation. Cette proprie´te´ apparait dans [Rez] et peut se traduire de la fac¸on suivante.
Pour l’e´noncer nous aurons besoin de la notion de ∞-cate´gorie comma: si T est une ∞-cate´gorie et
x ∈ T est un objet nous noterons T/x la ∞-cate´gorie de´finie comme la fibre homotopique en x du
morphisme
RHom(∆1, T ) −→ T,
ou` ∆1 est la cate´gorie classifiant les morphismes (∆1 := (0→ 1)), et le morphisme ci-dessus est
l’e´valuation en l’objet 1 ∈ ∆1. Soit maintenant x : I −→ T un diagramme d’objet de T avec
I une cate´gorie U-petite. On conside`re RHom(I, T ) la ∞-cate´gorie des I-diagrammes dans T et
RHom(I, T )/x la ∞-cate´gorie des diagrammes au-dessus de x. Lorsque T posse`de des colimites on
dispose du ∞-foncteur
colimI : RHom(I, T )/x −→ T/|x|,
ou` |x| est la colimite du diagramme x. Lorsque T posse`de des limites finies ce foncteur posse`de un
adjoint a` droite
−×|x| x : T/|x| −→ RHom(I, T )/x.
La proprie´te´ de conservation affirme alors que le foncteur − ×|x| x est pleinement fide`le et que son
image essentiellement consiste en des diagrammes y : I −→ T , augmente´s sur x, et tel que pour tout
i→ j, morphisme dans I, le morphisme
yi −→ (xi)×(xj) (yj)
est un isomorphisme dans [T ]. En d’autres termes, le foncteur
colimI : RHom(I, T )/x −→ T/|x|,
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restreint a` la sous-cate´gorie des diagrammes y → x ve´rifiant la proprie´te´ ci-dessus, est une e´quivalence.
Soit T un ∞-topos. Un objet x ∈ T est n-tronque´ si pour tout y ∈ T l’ensemble simplicial T (y, x)
est n-tronque´. De manie`re e´quivalente, x est n-tronque´ si pour tout i > n le morphisme naturel
x −→ xS
i
est un isomorphisme dans [T ]. La sous-∞-cate´gorie pleine des objets n-tronque´s de T sera
note´e T≤n ⊂ T . Les ∞-foncteurs d’inclusion T≤n −→ T posse`de des adjoints a` gauche tn : T −→ T≤n.
Nous dirons alors que T est t-complet si et seulement si tout objet x ∈ T tel que tn(x) ≃ ∗ pour
tout n est tel que x ≃ ∗. En d’aurtes termes, T est t-complet s’il n’existe aucun objet non trivial
qui soit n-connexe pour tout n. Les ∞-topos t-complets se de´crivent alors a` l’aide d’une notion de
∞-topologie. On montre plus pre´cise´ment que pour une ∞-cate´gorie T0 fixe´e, il existe une bijection
entre les classes d’e´quivalences de sous-∞-topos t-complets de T̂0 et les topologie de Grothendieck sur
la cate´gorie [T0] (voir [HAGI, Thm. 3.8.3]). Ceci implique en particulier un proce´de´ de construction
des ∞-topos a` l’aide d’une notion de ∞-site, c’est a` dire a` l’aide de couple (T0, τ), forme´s d’une
∞-cate´gorie T0 est d’une topologie sur [T0]. En effet, pour un tel ∞-site, avec T0 strict, on peut
construire une cate´gorie de mode`les SPrτ (T0) qui est une localisation de Bousfield a` gauche pour une
notion d’e´quivalences locale dans SPr(T0) (voir [HAGI, §3.4]). La ∞-cate´gorie L(SPrτ (T0)) est alors
un∞-topos t-complet, que l’on notera T∼,τ0 . Une conse´quence de cela est que tout∞-topos t-complet
est de la forme LM pour M un topos de mode`les t-complet. En particulier tout ∞-topos t-complet
est U-localement pre´sentable.
Champs a` valeurs dans une ∞-cate´gorie. Pour finir, soit (T0, τ) un∞-site qui est de plus U-petit
et conside´rons le ∞-topos T := T∼,τ0 associe´. C’est la sous-∞-cate´gorie pleine de T̂0 forme´e des ∞-
foncteurs T op0 −→ TU qui posse`de la proprie´te´ de descente pour les hyper-recouvrements (voir [HAGI,
Cor. 3.4.7]). Le ∞-foncteur d’inclusion i : T →֒ T̂0 posse`de un adjoint a` gauche exact
a : T̂0 −→ T
(c’est le ∞-foncteur de faisceautisation aussi appele´ champ associe´). Le compose´ du plongement de
Yoneda h : T0 −→ T̂0 et de a de´finit un ∞-foncteur
h∼ : T0 −→ T
qui n’est plus pleinement fide`le en ge´ne´ral (par de´finition il l’est si la topologie τ est sous-canonique).
Soit maintenant A une ∞-cate´gorie qui posse`de des U-limites. On dispose alors d’un morphisme de
restriction
RHoml(T op, A) −→ RHom(T0, A),
ou` RHoml(T op, A) est la sous-∞-cate´gorie pleine de RHom(T op, A) forme´e des ∞-foncteurs qui com-
mutents aux limites. On ve´rifie que ce∞-foncteur est pleinement fide`le. Son image dans RHom(T0, A)
est appele´ par de´finition la∞-cate´gorie des champs sur T0 a` valeurs dans A. Cette image se caracte´rise
de la fac¸on suivante: un∞-foncteur F : T op0 −→ A est un champs s’il posse`de la proprie´te´ de descente
par rapport aux hyper-recouvrements. Nous posons la de´finition suivante.
De´finition 1.11 Pour un U − ∞-topos T et une ∞-cate´gorie A posse´dant des U-limites, la ∞-
cate´gorie des champs sur T a` valeurs dans A (aussi appele´e la ∞-cate´gorie des A-champs sur T )
est RHoml(T op, A). Elle sera note´ Ch(T,A).
Notons pour finir que le foncteur d’inclusion
RHoml(T op, A) −→ RHom(T op0 , A),
posse`de lui aussi un adjoint a` gauche exact. Cet adjoint a` gauche est construit en composant
l’e´quivalence
RHom(T op0 , A)
op ≃ RHom(T0, A
op) ≃ RHomc(T̂0, A
op)
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avec le ∞-foncteur
a! : RHom
c(T̂0, A
op) −→ RHomc(T,Aop) ≃ RHoml(T op, A)op,
adjoint a` gauche de la restriction suivant a. ou` a : T̂0 −→ T est le ∞-foncteur champ associe´.
2 Structures monoidales
Dans cette seconde section nous pre´sentons la the´orie des∞-cate´gories mono¨ıdales syme´triques. Nous
adopterons le point de vue qui e´tait utilise´ par le premier auteur dans [To5], et de nombreuses notions
et constructions sont tire´s de ce texte. L’e´quivalence entre la the´orie des ∞-cate´gories cofibre´es sur Γ
et celle des ∞-foncteurs de Γ −→ ∞−Cat implique que notre approche est aussi e´quivalente a` celle
utilise´e re´cemment par J. Lurie (voir [Lu2] par exemple).
En dehors des aspects de´finitionels cette section contient essentiellement deux re´sultats fondamen-
taux. Tout d’abord le The´ore`me 2.10 qui affirme l’existence de ∞-cate´gories mono¨ıdales syme´triques
rigides librement engendre´e par des∞-cate´gories. Une conse´quence de ce fait est la Proposition 2.17 af-
firmant l’existence et l’unicite´ des morphismes de traces dans les∞-cate´gories mono¨ıdales syme´triques
rigides. Le second re´sultat (Cor. 2.19 et Def. 2.20) affirme de plus que cette trace posse`de une pro-
prie´te´ d’invariance cyclique qui sera pour nous cruciale pour la construction du caracte`re de Chern.
Nous n’avons pas trouve´ de preuve directe raisonnable a` ce second re´sultat, et nous montrons qu’il
s’agit d’une conse´quence de la solution a` l’hypothe`se du cobordisme ([Lu2]). Ce second re´sultat est de
toute e´vidence le the´ore`me le plus important de cette section, voire de cet article. Nous terminerons
cette partie en montrant que, comme il se doit, la trace est multiplicative par rapport au la structure
mono¨ıdale.
2.1 The´orie homotopique des ∞-cate´gories mono¨ıdales syme´triques
Nous conside´rons la cate´gorie des ensembles finis pointe´s et applications pointe´es. Par soucis de
petitesse nous nous restreindrons a` un squelette de de cette cate´gorie, note´ Γ, forme´ des ensembles
{0, . . . , n}, pointe´s en 0, pour tout n ≥ 0. L’objet {0, . . . , n} sera note´ [n].
Pour un tel objet [n] ∈ Γ, nous disposons de n-morphismes canoniques
si : [n] −→ [1],
pour 0 < i ≤ n, de´finis par si(j) = δij (i.e. si envoie tout sur 0 sauf i). Les morphismes si sont
ge´ne´ralement appele´s les morphismes de Segal.
De´finition 2.1 1. Une ∞-cate´gorie pre´mono¨ıdale symme´trique (nous dirons aussi ∞-CPS) est la
donne´e d’un foncteur
A : Γ −→∞−Cat.
2. Une∞-CPS A est une ∞-cate´gorie mono¨ıdale symme´trique (nous dirons aussi ∞-CMS) si pour
tout entier n ≥ 0 le morphisme ∏
1≤i≤n
si : A([n]) −→ A([1])
n
est une e´quivalence de ∞-cate´gories.
Un morphisme de ∞-CPS (resp. de ∞-CMS) est une transformation naturelle de foncteurs Γ −→
∞−Cat.
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Notons que la condition d’eˆtre une ∞-CMS implique que A([0]) est e´quivalente a` la ∞-cate´gorie
ponctuelle ∗ (c’est le cas n = 0 dans la condition de la de´finition).
La cate´gorie des ∞-CPS est par de´finition la sous-cate´gorie pleine de la cate´gorie des foncteurs
∞− CatΓ forme´e des ∞-CPS. De meˆme, la cate´gorie des ∞-CMS est la sous-cate´gorie pleine de la
cate´gorie des ∞-CPS forme´e des ∞-CMS. Ces deux cate´gories seront note´es respectivement
∞−Catpr−⊗ ∞−Cat⊗
(ou encore ∞− Catpr−⊗U , ∞− Cat
⊗
U si fixer des univers il nous faut). Les morphismes de ∞-CPS
et de ∞-CMS sont par de´finitions les transformations naturelles de Γ-diagrammes. Les morphismes
entre ∞-CMS seront appele´s des ⊗−∞-foncteurs.
On dispose sur ∞−Catpr−⊗ de la structure de mode`les projective pour laquelle les e´quivalences
(resp. les fibrations) sont les morphismes A −→ B tels que A([n]) −→ B([n]) soit une e´quivalence
(resp. une fibration) pour tout n. Nous noterons Ho(∞−Catpr−⊗) la cate´gorie homotopique corre-
spondante, et Ho(∞−Cat⊗) ⊂ Ho(∞−Catpr−⊗) la sous-cate´gorie pleine des∞-CMS. Par extension
les morphismes de Ho(∞−Cat⊗) seront aussi appele´s des ⊗−∞-foncteurs. Nous verrons par la suite
que Ho(∞−Cat⊗) s’identifie naturellement a` la cate´gorie homotopique d’une structure de mode`les
localise´e sur ∞−Catpr−⊗ dont les objets locaux sont exactement les ∞-CMS. Mais avant cela nous
pre´sentons quelques exemples.
– Premiers exemples de ∞-CMS –
1. Mono¨ıdes abe´liens. La sous-cate´gorie pleine de∞−Cat⊗ forme´e des foncteurs A : Γ −→∞−
Cat tels que A([n]) soit un ensemble (vu comme∞-cate´gorie discre`te) pour tout n est e´quivalente
a` la cate´gorie des mono¨ıdes commutatifs (associatifs et unitaires). Pour voir cela on construit un
foncteur Γop −→ CMon, de Γop vers la cate´gorie CMon des mono¨ıdes commutatifs de la fac¸on
suivante. L’objet [n] est envoye´ sur Hom0([n],N), l’ensemble des applications f : [n] −→ N telles
que f(0) = 0, muni de sa structure de mono¨ıde induite par la structure additive de N. Ceci
de´finit un foncteur de manie`re e´vidente Γop −→ CMon, en envoyant un morphisme [n] → [m]
sur le morphisme Hom0([m],N) −→ Hom0([n],N) obtenu par composition. Pour un mono¨ıde
commutatif E ∈ CMon on de´finit alors un foncteur NΓ(E) : Γ −→ Ens en pre´composant le
foncteur Hom(−, E) avec Γop −→ CMon. En d’autres termes on a NΓ(E)([n]) = E
n, et pour
u : [n]→ [m] dans Γ le morphisme induit
u! : E
n −→ Em
est donne´ pour x = (xi) ∈ E
n par la formule
u!(x)j := Σi∈u−1(j)xi.
On ve´rifie alors que le foncteur E 7→ NΓ(E) est une e´quivalence de CMon vers la sous-cate´gorie
de ∞-CMS forme´e des foncteurs qui prennent leurs valeurs dans les ensembles.
2. Cate´gories mono¨ıdales symme´triques. (voir aussi [Lei, Def. 3.3.7]). L’exemple pre´ce´dent
se ge´ne´ralise au cas des cate´gories mono¨ıdales symme´triques de la fac¸on suivante. Notons Cat⊗
la cate´gorie des cate´gories mono¨ıdales symme´triques et des foncteurs mono¨ıdaux symme´triques.
Notons Fin la cate´gorie dont les objets sont les ensembles {1, . . . , n} et dont les morphimes sont
les applications bijectives. La cate´gorie Fin est munie de sa structure mono¨ıdale symme´trique
usuelle induite par la somme disjointe d’ensembles (en identifiant {1, . . . , n}
∐
{1, . . . ,m} avec
{1, . . . , n+m} par concate´nation). On construit un foncteur Γop −→ Cat⊗ en envoyant [n] sur
Hom0([n], F in), la cate´gorie mono¨ıdale symme´trique des foncteurs [n] −→ Fin qui envoient 0
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sur {1}. Ainsi, pour une cate´gorie mono¨ıdale symme´trique A, on peut pre´composer le foncteur
Hom⊗(−,A), qui envoie B sur la cate´gorie des foncteurs mono¨ıdaux symme´triques de B dans
A, pour obtenir
NΓ(A) : Γ −→ Cat.
On identifie alors Cat a` la sous-cate´gorie pleine de ∞ − Cat forme´e des ∞-cate´gories dont
les ensembles simpliciaux de morphismes sont discrets, et on voit ainsi NΓ(A) comme un ob-
jet de ∞ − Catpr−⊗. On ve´rifie alors que NΓ(A) est une ∞-CMS: en effet, pour tout [n] la
cate´gorie mono¨ıdale symme´trique Hom0([n], F in) s’e¨crit comme une somme, dans la 2-cate´gorie
des cate´gories mono¨ıdales symme´triques∐
si:[n]→[1]
Hom0([1], F in) ≃ Hom0([n], F in).
Ceci implique donc que pour tout n le morphisme
NΓ(A)([n]) −→ NΓ(A)([1])
n
est une e´quivalence de cate´gories. Nous avons donc construit ainsi un foncteur NΓ, de la cate´gorie
des cate´gories mono¨ıdales symme´triques vers la sous-cate´gorie de ∞− Cat⊗ forme´e des fonc-
teurs qui sont niveaux par niveaux des cate´gories. Ce foncteur induit alors un foncteur sur les
cate´gories homotopiques
NΓ : Ho(Cat
⊗) −→ Ho(∞−Cat⊗).
On peut montrer (nous le ferons pas) que ce foncteur est pleinement fide`le et que son image
essentielle consiste en toute les∞-CMS A telles que A([1]) soit e´quivalente a` une cate´gorie. Une
construction dans l’autre sens, fournissant un inverse du foncteur NΓ, sera pre´sente´e plus loin.
3. Spectres connectifs. Soit M une cate´gorie de mode`les pointe´e et engendre´e par cofibrations
et X ∈M un objet. On de´finit un foncteur
Γop −→M
en envoyant [n] sur l’objet X [n], ou` X [n] de´signe l’exponentielle de X par l’ensemble pointe´
[n]. En d’autre termes, ce foncteur envoie [n] sur Xn, et un morphisme u : [n] −→ [m] sur le
morphisme u∗ : Xm −→ Xn obtenu en envoyant la composante i sur la composante u(i) (en
prenant comme convention que cette composante est ∗ lorsque u(i) = 0). Fixons un foncteur
de re´solution fibrante id → R∗ sur M (au sens de [Ho, §5]). On de´finit alors, pour Y ∈ M un
foncteur
Γ −→ SEns
n 7→ Hom(Q(X [n]), R∗(Y )),
ou` Q est un foncteur de remplacement cofibrant dans M . On composant avec le foncteur
Π∞ : SEns −→∞−Cat on trouve un foncteur
M(X,Y ) : Γ −→ SEns
[n] 7→ Π∞(Hom(X
[n], R∗(Y ))).
Cette construction de´finit un foncteur
M(X,−) :M −→∞−Catpr−⊗.
Lorsque M est une cate´gorie de mode`les stable alors le foncteur ci-dessus M(X,−) se factorise
par la sous-cate´gorie ∞−Cat⊗. En effet, pour Y ∈M , sa valeur en [n] ∈ Γ est alors
M(X,Y )([n]) = Hom(Q(X [n]), R∗(Y )) ≃ Π∞(Map([n] ∨
L X,Y )) ≃ Π∞(Map(X,Y ))
n,
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comme cela se voit en utilisant le fait que les sommes homotopiques finies sont aussi des produits
homotopiques finis dans M . On trouve ainsi un foncteur bien de´fini
M(X,−) : Ho(M) −→ Ho(∞−Cat⊗).
Appliquons cela a` M = SpΣ la cate´gorie de mode`les des spectres syme´triques, et X = S l’unite´
pour structure monod¨ıdale ∧ sur M (voir [HSS]). On trouve ainsi un foncteur
Ho(SpΣ) −→ Ho(∞−Cat⊗).
On peut ve´rifier que ce foncteur est pleinement fide`le lorsqu’on le restreint a` la sous-cate´gorie
pleine des spectres connectifs. De plus, son image essentielle consiste en toutes les ∞-SMS A
ve´rifiant les deux conditions suivantes:
(a) La cate´gorie [A([1])] est un groupo¨ıde.
(b) Le foncteur Γ −→ Ens qui a` [n] associe l’ensemble des classes d’isomorphismes de [A([n])]
est le nerf d’un groupe abe´lien (i.e. de la forme NΓ(E) pour E un groupe abe´lien, voir notre
exemple 1).
Tout ceci de´coule de la relation bien connue entre Γ-espaces tre`s spe´ciaux et spectres connec-
tifs (voir [M-Ma-Sc-Sh]), ainsi que de la relation entre ensembles simpliciaux et ∞-groupo¨ıdes
rappele´e a` la fin de notre §1.1.
Une ∞-CMS A posse`de deux objets sous-jacents fondamentaux. Tout d’abord la ∞-cate´gorie
A([1]), qui est appele´e la ∞-cate´gorie sous-jacente a` A. Notons que A([1]) est naturellement muni
d’une structure de mono¨ıde commutatif dans Ho(∞− Cat). En effet, la loi de mono¨ıde est induite
par le diagramme suivant
A([1])2 A([2]) //
∼oo A([1]),
ou` le morphisme de gauche est s1× s2, et le morphisme de droite est induit par p : [2]→ [1] qui envoie
1 et 2 sur 1. Ce diagramme induit un morphisme bien de´fini dans Ho(∞−Cat)
A([1]) ×A([1]) −→ A([1]).
On ve´rifie, a` l’aide des valeurs de A sur [3] et de ses fonctorialite´s, que cette loi de mono¨ıde est
associative, unitaire et commutative.
Le second objet sous-jacent a` A est le foncteur [A] : Γ −→ Cat. Ce foncteur est encore une ∞-
CMS car A 7→ [A] commute aux produits finis. Ainsi, d’apre`s le second exemple ci-dessus [A] s’e´crit
comme NΓ(A) pour une cate´gorie mono¨ıdale syme´trique A. Donnons une description plus de´taille´e
de cette structure. Pour cela on peut clairement supposer que A = [A] (cela simplifie les notations).
On choisit des adjoints a` droite des e´quivalences
c : A([2]) −→ A([1])2 a : A([3]) −→ A([1]).
Ces adjoints seront note´s respectivement d et b, et leurs counite´s
k : c ◦ d⇒ id h : b ◦ a⇒ id.
On de´finit le foncteur −⊗− : A([1]) ×A([1]) −→ A([1]) par la composition
A([1]) ×A([1])
d // A([2])
p // A([1]),
ou` p : [2] → [1] est tel que p(1) = p(2) = 1. Par de´finition le morphisme p est Σ2-invariant, et d est
l’adjoint a` droite de A([2]) −→ A([1]) × A([1]) qui est lui aussi Σ2-invariant (au sens strict). Ainsi,
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d est muni d’une unique structure de foncteur Σ2-e´quivariant de sorte a` ce que la counite´ k soit Σ2-
invariante. Ceci muni la loi ⊗− d’une contrainte de commutativite´ bien de´termine´e et ne de´pendant
que des choix de d et de k. Pour la contrainte d’associativite´ on conside`re le diagramme commutatif
suivant
A([3])
q //
a′

A([2])
c

p // A([1])
A([2]) ×A([1])
p×id
//
c×id

A([1]) ×A([1])
A([1]) ×A([1]) ×A([1]).
Le morphisme q est induit par q : [3] → [2] avec q(1) = 1, q(2) = q(3) = 2, et le morphisme
a′ est induit par [3] → [2] qui envoie 3 sur 0 et [3] → [1] qui envoie 1 et 2 sur 0. Le foncteur
(−⊗−)⊗− : A([1])3 −→ A([1]) est par de´finition p ◦ d ◦ (p× id) ◦ (d× id). De plus, l’adjoint b de´finit
un unique adjoint a` droite b’ de a′, donne´ par la composition b′ := b ◦ (c× id), et avec l’unique counite´
l : a′ ◦ b′ → id telle que (c× id).l = h.(c× id). De cette fac¸on, on obtient un isomorphisme
m : d ◦ (p× id) −→ q ◦ b′,
adjoint de p × id −→ c ◦ q ◦ b′ = (p × id) ◦ a′ ◦ b′, lui-meˆme induit par l’unite´ l−1 : id → a′ ◦ b′. On
construit de cette fac¸on un isomorphisme
p ◦ d ◦ (p × id) ◦ (d× id)
m // p ◦ q ◦ b′ ◦ (d× id) = p ◦ q ◦ b ◦ (c× id) ◦ (d× id)
k // p ◦ q ◦ b .
En d’autre termes, nous avons construit un isomorphisme
(−⊗−)⊗− ≃ p ◦ q ◦ b,
qui ne de´pend cette fois que du choix de b, d, k et h. De fac¸on duale on construit un isomorphisme
−⊗ (−⊗−) ≃ p ◦ q ◦ b.
En composant ces deux isomorphismes on trouve une contrainte d’associativite´
(−⊗−)⊗− ≃ −⊗ (−⊗−)
uniquement de´termine´e par les choix de b, d, h et k. On ve´rifie alors que ces contraintes de commuta-
tivite´ et d’associativite´ munissent A([1]) d’une structure mono¨ıdale syme´trique. Une unite´ pour cette
structure est alors donne´e par le choix d’un objet de A([1]) dans l’image du foncteur A([0])→ A([1]).
Nous laissons les de´tails restant aux lecteurs (c’est a` dire de ve´rifier l’axiome du pentagone et les
compatibilite´s entre toutes les contraintes ainsi construites). Nous laissons aussi le soin au lecteur de
montrer qu’un ⊗−∞-foncteur f : A −→ B induit une structure mono¨ıdale syme´trique sur le foncteur
induit [f ] : [A([1])] −→ [B([1])].
Venons-en maintenant a` la structure de mode`les localise´e sur ∞ − Catpr−⊗. Nous appellerons
cette structure la structure de mode`les spe´ciale sur ∞−Catpr−⊗, pour rappeler que ces objets locaux
ne sont autre que l’analogue des Γ-espaces spe´ciaux de [Sch].
Proposition 2.2 Il existe sur ∞− Catpr−⊗ une unique structure de mode`les, appele´e la structure
spe´ciale, ve´rifiant les conditions suivantes.
1. Les cofibrations sont celles de la structure projective niveaux par niveaux de ∞−Catpr−⊗.
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2. Un morphisme A −→ B est une e´quivalence pour la structure spe´ciale si et seulement si pour
toute ∞-CMS C le morphisme induit
Map(B,C) −→Map(A,C)
est un isomorphisme dans Ho(SEns) (ou` les espaces de morphismes sont ici calcule´s pour la
structure niveaux par niveaux).
Preuve – Il s’agit d’un argument standard de localisation de Bousfield a` gauche. Pour cela, notons
I = {X → Y } un ensemble de cofibrations ge´ne´ratrices pour la cate´gorie de mode`les ∞−Caprt. Pour
[n] ∈ Γ nous notons hn : Γ −→ Ens le foncteur corepre´sente´ par [n] (hn([m]) := Γ([n], [m])). On
dispose d’un morphisme dans ∞−Catpr−⊗∐
1≤i≤n
h1 −→ hn
qui est induit par les n morphismes si : [n] −→ [1]. Pour n = 0 ce morphisme n’est autre que
∅ → h0 = ∗.
On conside`re alors l’ensemble de morphismes dans ∞−Catpr−⊗
S := {(X → Y )✷

 ∐
1≤i≤n
h1 −→ hn

},
pour tout n ≥ 0 et X → Y dans I (voir [Ho] pour la de´finition du ✷ de deux morphismes). La cate´gorie
de mode`les∞−Cat e´tant combinatoire il en est de meˆme de∞−Catpr−⊗. On peut donc conside´rer la
structure de mode`les localise´e a` gauche LBS∞−Cat
pr−⊗. Il nous reste a` montrer que LBS∞−Cat
pr−⊗
ve´rifie les deux conditions de la proposition. La premie`re est claire par de´finition de la structure
localise´e. Quant a` la seconde, il suffit de montrer que les objets S-locaux dans Ho(∞−Catpr−⊗) ne
sont autre que les ∞-CMS. Or, un objet C ∈ Ho(∞−Catpr−⊗) est S-local si et seulement si pour
tout f : A → B e´le´ment de S le morphisme Map(B,C) −→ Map(A,C) est une e´quivalence. Mais
par de´finition des morphismes de S les objets S-locaux sont donc les C tels que pour tout n et toute
cofibration ge´ne´ratrice X → Y de ∞−Catpr le morphisme
Map∞−Catpr(Y,C([n])) −→Map∞−Catpr(Y,C([1])
n)×hMap∞−Catpr (X,C([1])n Map∞−Cat
pr(X,C([n]))
est une e´quivalence. Comme les cofibrations X → Y engendrent ∞−Catpr ceci est bien e´quivalent
au fait que pour tout n le morphisme
C([n]) −→ C([1])n
soit une e´quivalence de ∞-cate´gories. ✷
Remarquons que les objets fibrants de la structure de mode`les localise´e de la proposition pre´ce´dente
sont les foncteurs Γ −→ ∞−Cat qui sont d’une part des ∞-CMS et d’autre part fibrant niveau par
niveau.
De´finition 2.3 La cate´gorie ∞ − Catpr−⊗, munie de sa structure de mode`les spe´ciale, sera note´e
∞−Catpr−⊗sp . Pour les distinguer, les espaces de morphismes de∞−Cat
pr−⊗ seront note´s Mappr−⊗,
et ceux de ∞−Catpr−⊗sp seront note´s Map
⊗.
En d’autres termes, la de´finition pre´ce´dente nous dit
Map⊗(A,B) :=Mappr−⊗(A,RB)
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ou` RB est un remplacement fibrant de B pour la structure spe´ciale.
L’adjonction de Quillen id : ∞−Catpr−⊗ ←→ ∞−Catpr−⊗sp : id induit un foncteur pleinement
fide`le
Ho(∞−Catpr−⊗sp ) −→ Ho(∞−Cat
pr−⊗)
qui identifie le membre de gauche a` la sous-cate´gorie pleine de Ho(∞−Catpr−⊗) forme´e des∞-CMS.
Nous identifierons toujours Ho(∞− Catpr−⊗sp ) a` cette sous-cate´gorie pleine, et ce de fac¸on implicite
par la suite. De plus, le foncteur de remplacement fibrant R de ∞ − Catpr−⊗sp induit un adjoint a`
gauche au foncteur d’inclusion
R : Ho(∞−Catpr−⊗) −→ Ho(∞−Catpr−⊗sp ).
Ainsi, pour tout foncteur A : Γ −→ ∞ − Cat, le morphisme d’adjonction A −→ R(A), vu comme
morphisme dans Ho(∞−Catpr−⊗), exhibe R(A) comme la ∞-CMS engendre´e par A, au sens ou` elle
est universelle recevant un morphisme de A. Ceci permet de construire de nombreux exemples de
∞-CMS a` partir de la simple donne´ d’un diagramme de ∞-cate´gories parametre´ par Γ.
De´finition 2.4 La ∞-cate´gorie des ∞-CMS est L(∞− Catpr−⊗sp ). Elle sera note´e ∞− Cat
⊗ (ou
encore ∞−Cat⊗U si l’on se restreint aux ∞-CMS U-petites).
Notons imme´diatement que∞−Cat⊗U est une∞-cate´gorie V-petite (pour U ∈ V) et U-localement
pre´sentable. Les crite`res d’existence d’adjoints de notre proposition 1.9 s’appliquent donc. De plus,
on sait que ∞−CatU posse`de toutes les U-limites et U-colimites.
A titre indicatif, le foncteur d’e´valuation en [1] induit un ∞-foncteur
∞−Cat⊗ −→∞−Cat.
Ce foncteur e´tant induit par le foncteur de Quillen a` droite ∞−Catpr−⊗ −→ ∞−Cat (e´valuation
en [1]), on voit que le ∞-foncteur ci-dessus posse`de un adjoint a` gauche
Fr⊗(−) :∞−Cat −→∞−Cat⊗
appele´ ∞-CMS libre. Explicitement ce ∞-foncteur est induit en localisation par la construction qui
prend une ∞-cate´gorie A et qui l’envoie sur R(h1 ×A), ou` h1 : Γ −→ Ens est corepre´sente´ par [1], et
ou` R est un foncteur de remplacement fibrant dans ∞−Catpr−⊗sp .
Localisation des cate´gories mono¨ıdales syme´triques. Terminons cette premie`re partie en
donnant un proce´de´ relativement efficace de construction de ∞-CMS. On se donne une cate´gorie
mono¨ıdale syme´trique C, munie d’un ensemble de morphismes W (et contenant les isomorphismes).
On suppose que la structure mono¨ıdale ⊗ : C × C −→ C envoie W ×W dans W . On construit alors
une∞-CMS LC de la fac¸on suivante. Par le foncteur NΓ : Cat
⊗ −→∞−Cat⊗ la cate´gorie mono¨ıdale
syme´trique C donne lieu a` un foncteur Γ −→ Cat, qui est de plus une ∞-CMS. Le sous-ensemble de
morphismes W en lui-meˆme envoye´ sur un sous-foncteur de NΓ (c’est a` dire pour tout [n] on a Wn
en ensemble de morphismes dans NΓ, fonctoriel en [n]). En appliquant une version fonctorielle de la
localisation (par exemple celle de´finie par push-out, voir §1.2), on trouve un nouveau foncteur
L⊗WC : Γ −→∞−Cat
qui en [n] vaut LWnNΓ(C). Le fait que L soit compatible aux produits finis (voir §1.2) implique de
plus que L⊗WC est un ∞-CMS, qui est de plus U-petite si C l’est. Par construction on dispose d’un
morphisme l : C −→ L⊗WC dans Ho(∞ − Cat
⊗), et il n’est pas difficile de voir que ce morphisme
ve´rifie la proprie´te´ universelle suivante: pour tout A ∈ Ho(∞−Cat⊗), le morphisme
[L⊗WC,A] −→ [C,A]
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est injectif et son image consiste en tous les ⊗ −∞-foncteurs f : C −→ A tels que f([1]) : C([1]) ≃
C −→ A([1]) envoie W dans les isomorphismes de [A([1])].
La construction (C,W ) 7→ L⊗WC fournit donc un foncteur de la cate´gorie homotopique des cate´gories
mono¨ıdales syme´triques munies d’un ensemble de morphismesW compatible a` la structure mono¨ıdale,
vers la cate´gorie homotopique des ∞-CMS. Nous appliquerons cette construction a` la situation suiv-
ante. SoitM une cate´gorie de mode`les mono¨ıdale syme´trique. Soit C0 ⊂M
c une sous-cate´gorie pleine
d’objets cofibrants qui est de plus stable par la structure mono¨ıdale ainsi que par e´quivalences dans
M , mais qui ne contient pas force´ment l’unite´. Soit alors C la sous-cate´gorie pleine de M forme´e
de C0 et de l’unite´ (noter que cette dernie`re n’est pas force´ment cofibrante). Notons W la trace des
e´quivalences de M sur C. Alors W ⊗W ⊂ W et on peut donc appliquer la construction pre´ce´dente
(voir [Ko-To] pour des de´tails sur le traitement de l’unite´). On obtient ainsi une ∞-CMS L⊗WC. De
cette fac¸on, toute cate´gorie de mode`les mono¨ıdale syme´trique M donne lieu a` une ∞-CMS L⊗WM
c.
La ∞-cate´gorie sous-jacente de L⊗WM
c est naturellement e´quivalente a` la localise´e de M c, la sous-
cate´gorie des objets cofibrants dans M . Comme le foncteur d’inclusion et le remplacement cofibrant
induisent des isomorphismes inverses l’un de l’autre dans Ho(∞− Cat) entre LM c et LM , on voit
que la ∞-cate´gorie sous-jacente a` L⊗WM
c est naturellement e´quivalente a` LM . En d’autres termes,
L⊗WM
c fournit une structure de ∞-CMS sur LM .
De´finition 2.5 Pour une cate´gorie de moe`les mono¨ıdale syme´trique M nous noterons L⊗M :=
L⊗WM
c ∈ ∞−Cat⊗ (en gardant les notations pre´ce´dentes).
2.2 ∞-Cate´gories mono¨ıdales rigides
Pour une ∞-CMS A nous noterons [A] le foncteur induit Γ −→ Cat qui envoie [n] sur [A([n])].
Comme nous l’avons explique´ au paragraphe pre´ce´dent ce foncteur permet de construire une struc-
ture mono¨ıdale syme´trique sur la cate´gorie [A([1])]. Par abus de notation cette cate´gorie mono¨ıdale
syme´trique sera note´e [A]. Nous utiliserons en particulier les contraintes d’associativite´, de commu-
tativite´ et d’unite´ pour [A], et souvent de fac¸on implicite. Notons aussi que le foncteur ⊗ posse`de un
rele`vement naturel en un ∞-foncteur
−⊗− : A([1]) ×A([1]) −→ A([1]),
de´fini comme le compose´
A([1]) ×A([1])
d // A([2]) // A([1]),
avec d un adjoint a` droite de l’e´quivalence A([2]) −→ A([1])2. Par la suite nous utiliserons a` plusieurs
reprises le ∞-foncteur ⊗ de´fini sur A([1]).
Proposition 2.6 Soit A une ∞-cate´gorie mono¨ıdale syme´trique et x ∈ A un objet de A([1]). Les
conditions suivantes sont e´quivalentes.
1. Il existe un objet y ∈ A([1]), et un morphisme t : x⊗ y → 1 dans [A([1])], tel que pour tout objet
z, z′ ∈ A([1]) le morphisme
A([1])(z, y ⊗ z′)
x⊗− // A([1])(x ⊗ z, x⊗ (y ⊗ z′))
∼ // A([1])(x ⊗ z, (x⊗ y)⊗ z′)
t∗ // A([1])(x ⊗ z, z′)
soit un isomorphisme dans Ho(SEns).
2. Il existe un objet y ∈ A([1]), et un morphisme t : x⊗ y → 1 dans [A([1])], tel que pour tout objet
z, z′ ∈ A([1]) l’application
[z, y ⊗ z′]
x⊗− // [x⊗ z, x⊗ (y ⊗ z′)]
∼ // [x⊗ z, (x⊗ y)⊗ z′]
t∗ // [x⊗ z, z′]
soit une bijection.
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3. Il existe un objet y ∈ A([1]), et deux morphismes t : x⊗ y → 1, et u : 1 −→ y ⊗ x, tels que les
morphismes compose´s suivants
y
u⊗y // (y ⊗ x)⊗ y
∼ // y ⊗ (x⊗ y)
y⊗t // y x
x⊗u // x⊗ (y ⊗ x)
∼ // (x⊗ y)⊗ x
t⊗x // x
soient des identite´s dans [A([1])].
4. Il existe un objet y ∈ A([1]), et un morphisme u : 1→ y⊗x dans [A([1])], tel que pour tout objet
z, z′ ∈ A([1]) le morphisme
A([1])(x ⊗ z, z′)
y⊗− // A([1])(y ⊗ (x⊗ z), y ⊗ z′)
∼ // A([1])((y ⊗ x)⊗ z, y ⊗ z′)
u∗ // A([1])(z, y ⊗ z′)
soit un isomorphisme dans Ho(SEns).
5. L’objet x est rigide dans la cate´gorie mono¨ıdale syme´trique [A].
Preuve – (1)⇒ (2) est clair, il suffit de prendre les π0 des ensembles simpliciaux de morphismes
dans A([1]). Pour voir que (2) implique (3) on applique la bijection [z, y ⊗ z′] ≃ [x⊗ z, z′] de l’e´nonce´
au cas z = 1 et z′ = x. L’identite´ dans [x, x] induit alors un e´le´ment u ∈ [1, y ⊗ x]. Il est facile de
voir par construction que u ve´rifie les conditions de (3). Pour voir que (3) implique (4) on construit
un morphisme en sens inverse en conside´rant le morphisme compose´
A([1])(z, y ⊗ z′)
x⊗− // A([1])(x ⊗ z, x⊗ y ⊗ z′)
t∗ // A([1])(x ⊗ z, z′).
Les conditions sur u et t impliquent que ces deux morphismes sont inverses l’un de l’autre dans
Ho(SEns). Un argument syme´trique a` celui que l’on vient de donner pour (1) ⇒ (4) montre aussi
que (1)⇒ (4). Enfin, (5) est par de´finition une re´e´criture de la condition (3). ✷
De´finition 2.7 Soit A une ∞-CMS. Un objet x ∈ A([1]) est rigide, ou encore dualisable, s’il ve´rifie
les conditions e´quivalentes de la proposition 2.6.
Les objets rigides posse`dent les proprie´te´s formelles suivantes.
Proposition 2.8 Soit A une ∞-CMS.
1. Les objets rigides sont stables par isomorphismes dans [A([1])].
2. L’unite´ 1 est un objet rigide.
3. Tout objet inversible pour la structure mono¨ıdale ⊗ est un objet rigide.
4. Les objets rigides sont stables par la structure mono¨ıdale ⊗.
5. Si f : A −→ B est un ⊗−∞-foncteur, alors l’image par f d’un objet rigide est rigide.
6. Pour un objet rigide fixe´ x de A, les donne´es de y, t et u comme dans la proposition 2.6 (3) sont
uniques a` isomorphisme unique pre`s dans [A].
Preuve – Pour voir ces proprie´te´s on utilise le point (5) de la proposition 2.6. La proposition 2.8
sont alors des faits bien connus pour les objets rigides dans une cate´gorie mono¨ıdale syme´trique. ✷
Comme il en est l’usage, pour un objet x rigide fixe´ dans une ∞-CMS A, nous noterons x∨ := y
un objet dual comme dans la proposition 2.6. Lorsque nous utiliserons x∨ il est sous-entendu que les
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unite´s et counite´s t et u satisfaisant 2.6 (3) ont aussi e´te´ fixe´es. En d’autres termes, l’expression soit
x∨ un dual de x sera synonyme de soit (y, u, t) un triplet comme dans la proposition 2.6 (3).
D’apre`s la proposition 2.8 les objets rigides dans une ∞-CMS A forment a` leur tour une sous-∞-
SMC Arig ⊂ A. La de´finition pre´cise de Arig est la suivante: pour [n] ∈ Γ, Arig([n]) est la sous-∞-
cate´gorie pleine de A([n]) forme´e des objets dont toutes les images dans A([1]) par les morphismes
si : [n]→ [1] sont des objets rigides. Ceci de´finit un sous-foncteur A
rig de A qui est encore une∞-CMS.
De plus, cette construction est fonctorielle pour les ⊗ −∞-foncteurs et de´finit donc un endofoncteur
A 7→ Arig de la cate´gorie ∞−Cat⊗. Cet endofoncteur est muni d’une transformation naturelle vers
l’identite´. De plus, le morphisme naturel (Arig)rig → Arig est l’identite´.
De´finition 2.9 1. Une ∞-CMS est rigide si tous ses objets sont rigides.
2. La sous-cate´gorie pleine des ∞-CMS rigides sera note´e ∞−Cat⊗rig.
3. La sous-∞-cate´gorie pleine de ∞−Cat⊗ forme´e des ∞-CMS rigides sera note´e ∞−Cat⊗rig.
Le principal re´sultat de ce paragraphe est le suivant. Il sera fondamental dans l’e´tude et la
construction de morphismes de traces du paragraphe suivant.
The´ore`me 2.10 Le ∞-foncteur
∞−Cat⊗ →֒ ∞−Cat⊗
qui a` A associe Arig posse`de un adjoint a` gauche.
Preuve – Fixons nous l’univers ambiant U, et conside´rons le ∞-foncteur
(−)rig :∞−Cat⊗U →֒ ∞ −Cat
⊗
U .
Comme scmsU ≃ L(∞− Cat
pr−⊗
sp,U ), (−)
rig est un ∞-foncteur entre deux ∞-cate´gorie U-localement
pre´sentables. Nous pouvons donc appliquer le crite`re de la proposition 1.9. Pour de´montrer le the´ore`me
il nous suffit donc de montrer que le ∞-foncteur A 7→ Arig commute aux U-limites. Pour cela il suffit
de montrer inde´pendamment qu’il commute aux produits (e´ventuellement infinis) et aux produits
fibre´s. De manie`re e´quivalente, il faut montrer que le foncteur A 7→ Arig, commute aux produits et
aux produits fibre´s homotopiques dans ∞−Cat⊗.
Pour voir que A 7→ Arig commute aux produits il suffit de ve´rifier que pour une famille de∞-CMS
{Aα}, un objet (xα) ∈
∏
αAα est rigide si et seulement si xα ∈ Aα est rigide pour tout α, et la
proposition 2.6 (3) montre que tel est le cas. Il nous reste donc a` montrer que A → Arig commute
aux produits fibre´s homotopiques dans ∞−Cat⊗. Soit donc A // C Boo un diagramme dans
∞−Cat⊗, et supposons que A→ C soit une fibration dans ∞−Catpr−⊗ (c’est a` dire une fibration
niveau par niveau). Notons D := A ×C B le produit fibre´ dans ∞−Cat
⊗ du diagramme ci-dessus.
On commence par remarquer que le morphisme induit Arig → Crig est encore une fibration, ce qui se
de´duit aise´ment du fait que pour tout [n] la sous-∞-ctae´gorie pleine A([n])rig ⊂ A([n]) soit stable par
e´quivalences dans A([n]). Il nous faut donc montrer que le morphisme induit
Drig −→ Arig ×Crig B
rig
est une e´quivalence. Comme il s’agit d’un morphisme de∞-CMS il suffit de montrer que le∞-foncteur
de ∞-cate´gories
φ : D([1])rig −→ A([1])rig ×C([1])rig B([1])
rig
36
est une e´quivalence. Or, le morphisme φ est un ∞-foncteur pleinement fide`le, comme cela se voit en
conside´rant le diagramme commutatif suivant
D([1])rig
))TTT
TTT
TTT
TTT
TTT
T
// A([1])rig ×C([1])rig B([1])
rig

D([1]) = A([1]) ×C([1]) B([1]).
Il nous reste donc a` montrer que φ est essentiellement surjectif. Pour cela on conside`re le diagramme
commutatif suivant de cate´gories mono¨ıdales syme´triques
[Drig] //
''PP
PP
PP
PP
PP
PP
[Arig ×Crig B
rig]

[Arig]×[Crig] [B
rig].
D’apre`s la proposition 2.6 (5) ce diagramme est e´quivalent au diagramme
[D]rig //
''PP
PP
PP
PP
PP
PP
[Arig ×Crig B
rig]

[A]rig ×[C]rig [B]
rig.
On remarque alors que le foncteur [Arig ×Crig B
rig] −→ [A]rig ×[C]rig [B]
rig induit une bijection sur les
ensembles de classes d’isomorphismes d’objets. Ainsi, il nous suffit de montrer que le foncteur induit
[D]rig −→ [A]rig ×[C]rig [B]
rig
est essentiellement surjectif. Ce foncteur se factorise par le foncteur naturel
[A×C B]
rig = [D]rig −→ ([A]×[C] [B])
rig.
On voit donc qu’il nous reste a` montrer que le foncteur
([A] ×[C] [B])
rig −→ [A]rig ×[C]rig [B]
rig
est essentiellement surjectif. En d’autres termes on s’est ramene´s au cas ou` A, B et C sont des
cate´gories mono¨ıdales syme´triques. Dans ce cas notons p : A −→ C et q : B −→ C les deux
projections. Pour deux objets x ∈ A et y ∈ B, posse´dant la meˆme image, z ∈ C, choisissons des
duaux x∨, y∨, et des unite´s
u : 1→ x∨ ⊗ x v : 1→ y∨ ⊗ y.
L’unicite´ des duaux implique l’existence d’un unique isomorphisme α : p(x∨) ≃ q(y∨), dans C, compat-
ible avec p(u) et q(v). Comme A −→ C est une fibration on peut trouver un isomorphisme β : x∨ ≃ x′
dans A avec p(β) = α. Dans ce cas, x′, muni de l’unite´ compose´e
u′ : 1
u // x∨ ⊗ x
β // x′ ⊗ x,
est un dual de x dans A. Comme on a p(x′) = q(y∨), les objets x′ et y∨ se recollent en un objet
(x′, y∨) ∈ C. On ve´rifie facilement que cet objet, et le morphisme
(u′, v) : (1,1) −→ (x′ ⊗ x, y∨,⊗y) = (x′, y∨)⊗ (x, y),
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est un dual de (x, y) ∈ C. Ceci montre que (x, y) ∈ Crig est un ante´ce´dent de (x, y) ∈ Arig ×Crig B
rig,
et termine donc la preuve du the´ore`me. ✷
L’adjoint a` gauche du foncteur A 7→ Arig sera note´ A 7→ Frrig(A). La ∞-CMS Frrig(A) est la
∞-CMS rigide engendre´e A. On dispose d’un morphisme bien de´fini dans Ho(∞−Cat⊗)
A −→ (Frrig(A))rig
qui est tel que pour toute ∞-CMS B le morphisme induit
Map⊗(Frrig(A), B) −→Map⊗(Frrig(A)rig, Brig) −→Map⊗(A,Brig)
doit un isomorphisme dans Ho(SEns).
Lemme 2.11 Pour toute ∞-CMS A, la ∞-CMS Frrig(A) est rigide.
Preuve – La proprie´te´ universelle du morphisme A −→ Frrig(A)rig rappele´e ci-dessus implique en
particulier le fait suivant: pour toute ∞-CMS B, et f : A −→ B un morphisme dans Ho(∞−Cat⊗),
le morphisme f se factorise par Brig ⊂ B si et seulement si f se factorise, dans Ho(∞−Cat⊗), par
le morphisme A→ Frrig(A)rig ⊂ Frrig(A)
Frrig(A) // B
A.
OO
f
::vvvvvvvvvv
Lorsque cette factorisation existe elle est alors unique, car le morphisme induit
[Frrig(A), B] ≃ [A,Brig] ⊂ [A,B]
est injectif. Applique´ a` B = Frrig(A)rig et au morphisme d’adjonction A → Frrig(A)rig on trouve
l’existence d’un diagramme commutatif
Frrig(A)
r // Frrig(A)rig
A.
OO 77oooooooooooo
Le diagramme commutatif
Frrig(A)
i◦r // Frrig(A)
A
OO 88qqqqqqqqqqqq
et l’unicite´ de la factorisation pour B = Frrig(A) implique que i ◦ r = id. Ceci montre que l’inclucion
Frrig(A)rig ⊂ Frrig(A) posse`de une section et est donc une e´quivalence. Ceci montre que Frrig(A)
est rigide. ✷
Le lemme pre´ce´dent et la proprie´te´ universelle implique donc que le ∞-foncteur
Frrig :∞−Cat⊗ −→∞−Cat⊗
se factorise par la sous-∞-cate´gorie des ∞-CMS rigides, et fournit alors un adjoint a` gauche du ∞-
foncteur d’inclusion ∞−Cat⊗rig →֒ ∞−Cat
⊗.
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Corollaire 2.12 La sous-∞-cate´gorie ∞−Cat⊗rig ⊂ ∞−Cat
⊗ est stable par limites et colimites.
Preuve – En effet le∞-foncteur d’inclusion∞−Cat⊗rig ⊂ ∞−Cat
⊗ posse`de un adjoint a` gauche
Frrig. Il posse`de de plus un adjoint a` droite (−)rig. ✷
Corollaire 2.13 La ∞-cate´gorie ∞−Cat⊗rig,U est presque U-localement pre´sentable.
Preuve – En effet le ∞-foncteur d’inclusion ∞− Cat⊗rig,U →֒ ∞ − Cat
⊗
U posse`de un adjoint a`
gauche et ∞−Cat⊗U est une elle meˆme U-localement pre´sentable. ✷
Nous allons maintenant voir que∞−Cat⊗rig,U est en re´alite´ une∞-cate´gorie U-localement pre´sentable.
Pour cela, notons F := Fr⊗(∗) la ∞-cate´gorie libre engendre´e par un ge´ne´rateur. On conside`re alors
le morphisme
u : F −→ Frrig(F).
La cate´gorie de mode`les spe´ciale ∞ − Catpr−⊗sp e´tant U-combinatoire, nous pouvons la localiser a`
gauche le long du seul morphisme u. Cette localisation sera note´e
∞−Catpr−⊗sp,rig := L
B
u∞−Cat
pr−⊗
sp .
Proposition 2.14 Il existe un isomorphisme dans Ho(∞−Cat)
∞−Cat⊗rig ≃ L(∞−Cat
pr−⊗
sp,rig).
Preuve – A la vue des de´finitions des ∞-cate´gories en jeu il suffit de montrer que les ∞-CMS A
qui sont u-locales sont exactement les∞-cate´gories rigides. Or, une telle A est u-locale si et seulement
si le morphisme
Map⊗(Frrig(F), A) −→Map⊗(F, A)
est un isomorphisme dans Ho(SEns). Par adjonction ce morphisme est lui-meˆme isomorphe au mor-
phisme
Map∞−Cat(∗, A
rig([1])) −→Map∞−Cat(∗, A([1])).
Ceci implique en particulier que l’inclusion [∗, Arig([1])] →֒ [∗, A([1])] est bijective, ou` encore que
[Arig([1])] →֒ [A([1])] est essentiellement surjectif. En d’autres termes A est rigide si et seulement si
elle est u-locale. ✷
Corollaire 2.15 La ∞-cate´gorie ∞−Cat⊗rig,U est U-localement pre´sentable.
2.3 Traces et traces cyliques
Soit A une ∞-CMS et x un objet rigide de A. Notons x∨ un dual de x dans A, muni de morphismes
dans [A]
u : 1 −→ x⊗ x∨ t : x∨ ⊗ x −→ 1,
ve´rifiant les identite´s triangulaires de la proposition 2.6 (3). On dispose alors d’un morphisme dans
Ho(SEns)
A([1])(x, x)
sim // A([1])(1, x∨ ⊗ x)
t // A([1])(1,1).
Ce morphisme est bien de´fini dans Ho(SEns), et ne de´pend pas des choix de x∨, u et t (car un tel
choix est unique a` isomorphisme unique pre`s dans [A]).
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De´finition 2.16 Pour x un objet rigide dans une ∞-CMS A le morphisme de´fini ci-dessus est le
morphisme trace en x. Il sera note´
Trx : A([1])(x, x) −→ A([1])(1,1).
Il est facile de voir que l’image du dual x∨ d’un objet x par un ⊗ −∞-foncteur f est un dual de
f(x). Cela implique en particulier que pour tout ⊗ − ∞-foncteur f : A −→ B, et tout objet x de
A([1]) le diagramme suivant
A([1])(x, x)
Trx //
f

A([1])(1,1)
f

B([1])(f(x), f(x))
Trf(x)
// B([1])(1,1)
commute dans Ho(SEns).
Fonctorialite´ des traces. Dans le reste de ce paragraphe nous nous attacherons a` montrer comment
les morphismes traces de la de´finition ci-dessus peuvent eˆtre rendus fonctoriels en x et en A. Nous
allons commencer par montrer qu’il existe une unique fac¸on de construire de tels morphismes, foncto-
riel en x et A a` la fois. Cependant, notre premie`re approche montrera que cette unicite´ est elle-meˆme
de´termine´e a` des isomorphismes non-uniques pre`s. En d’autres termes nous montrerons que l’espace
des traces est connexe sans pour autant montrer qu’il est contractile. Pour montrer que cet espace
est effectivement contractile nous aurons besoin d’une conse´quence d’un the´ore`me de Hopkins-Lurie
concernant les ∞-cate´gories de bordismes oriente´s. La contactibilite´ de l’espace des traces sera alors
utilise´e pour construire des traces cycliques, construction fondamentale dans le caracte`re de Chern que
nous pre´senterons dans la prochaine section.
Nous de´finissons deux ∞-foncteurs
∞−Cat⊗rig −→ T.
Le premier envoie une∞-CMS rigide A surMap(S1,I(A([1])), ou` I est le foncteur espace sous-jacent
de´crit dans §1.1. Le second envoie une ∞-CMS rigide A sur l’ensemble simplicial A([1])(1,1) des
endomorphismes de l’unite´. Comme l’unite´ 1 n’est pas bien de´fini dans A([1]) il nous faut pre´ciser
cette construction. Pour cela on identifiera, a` e´quivalences naturelles pre`s, A([1])(1,1) avec le produit
fibre´ homotopique
Map∞−Cat(∆
1, A([1])) ×hMap∞−Cat(0
∐
1,A([1])) Map∞−Cat(0
∐
1, A([0])),
ou` 0
∐
1 ⊂ ∆1 est l’inclusion des deux objets de la cate´gorie ∆1. En prenant des mode`les fonctoriels
des Map∞−Cat et du produit fibre´ homotopique on construit ainsi un ∞-foncteur ∞−Cat
⊗ −→ T,
que nous noterons symboliquement A 7→ A([1])(1,1).
On dispose ainsi de deux ∞-foncteurs
∞−Cat⊗rig −→ T,
note´s respectivement
A 7→ LI(A) A 7→ EndA(1).
Notons que LI(A) s’identifie a` l’espace des objets de A([1]) munis d’autoe´quivalences. En particulier,
on dispose pour tout x ∈ A([1]) d’un morphisme bien de´fini dans Ho(SEns)
A([1])(x, x)eq −→ LI(A)
de l’espace des autoe´quivalences de x dans LI(A).
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Proposition 2.17 Il existe une transformation naturelle
Tr : LI −→ End−(1)
telle que pour tout A ∈ ∞−Catrig et tout objet x ∈ A([1]), le morphisme induit
A([1])(x, x)eq −→ EndA(1)
sur l’espace des autoe´quivalences de x soit e´gal, dans Ho(SEns), au morphisme Trx de´fini dans la
de´finition 2.16. De plus, un tel morphisme Tr est unique dans la cate´gorie [RHom(∞−Cat⊗rig,T)].
Preuve – Pour X ∈ SEns on pose
B(X) := Frrig(Fr⊗(Π∞(X))) ∈ ∞−Cat
⊗
rig,
la ∞-CMS rigide libre sur le ∞-groupo¨ıde fondamental de X. Par de´finition, la ∞-CMS rigide B(S1)
corepre´sente le∞-foncteur LI. Ainsi, le lemme de Yoneda implique qu’il existe un isomorphisme dans
Ho(SEns)
Map(LI, End−(1)) ≃ EndB(S1)(1).
Le morphisme d’adjonction S1 −→ LI(B(S1)) de´fini un ∞-foncteur BZ −→ B(S1)([1]), et donc un
couple (x, u), ou` x est un objet de B(S1)([1]) et u : x ≃ x est un autoe´quivalence de x. Notons
Z := Trx(u) ∈ EndB(S1)(1). On ve´rifie alors que la transformation naturelle de´finie par Z (a` travers
l’e´quivalence rappele´e ci-dessus) satisfait aux conditions de la proposition. ✷
The´ore`me 2.18 Notons Tr ∈ Map(LI, End−(1)) un morphisme comme dans la proposition 2.17.
Alors
πi(Map(LI, End−(1)), T r) = 0 ∀ i > 0.
Preuve – Comme dans la preuve de la proposition 2.17, on a
Map(LI, End−(1)) ≃ EndB(S1)(1).
Il s’agit donc de montrer que
πi(EndB(S1)(1), Z) = 0,
ou` Z est de´fini par Trx(u) comme dans la preuve de la proposition 2.17. Ceci est alors une conse´quence
du the´ore`me de Hopkins-Lurie sur la proprie´te´ universelle des ∞-cate´gories mono¨ıdales syme´triques
de bordismes (voir [Lu2]). Nous ne reproduirons pas ces e´nonce´s ici, signalons juste comment la
proprie´te´ universelle de la ∞-cate´gorie BordX1 , des 1-bordismes oriente´s au-dessus d’un espace X,
implique notre re´sultat.
Le the´ore`me [Lu2, 2.4.18] nous dit que la∞-cate´gorie B(X)([1]) est naturellement e´quivalente a` la
∞-cate´gorie BordX1 , des 1-bordismes oriente´s au-dessus de X (ou` l’on prend ζ le fibre´ trivial de rang
1 sur X). L’unite´ 1 de B(X)([1]) correspond a` travers cette e´quivalence au bordisme vide ∅ → X. De
plus, l’espace des endomorphismes de cet objetMap(∅, ∅) s’identifie naturellement a` l’espace classifiant
des varie´te´s compactes, oriente´es de dimension 1, munis de morphismes vers X. En d’autres termes
on dispose d’une projection
π :Map(∅, ∅) −→
∐
n≥0
(B(Σn ⋉ (S
1)n),
ou` B(Σn⋉(S
1)n) est l’espace classifiant des varie´te´s oriente´es isomorphes a` {1, . . . , n}×S1, une re´union
disjointe de n copies de S1 (pou n = 0 cet espace est un point). De plus, la fibre homotopique de π
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en un point correspondant a` un entier n ≥ 1, est naturellement e´quivalente a` l’espace des morphismes
Map({1, . . . , n} × S1,X), et l’action induit de Σn ⋉ (S
1)n est celle induite par l’action naturelle sur
{1, . . . , n} × S1.
La cate´gorie mono¨ıdale [BordX1 ] ≃ [B(X)] se de´crit comme suit. Ses objets sont des varie´te´s
compactes oriente´s de dimension 0 et munies d’applications continues vers |X| (ou` l’on note ici
|X| la re´alisation ge´ome´trique de X). Il s’agit en d’autres termes d’une suite finie non ordonne´e
M = (x±1 , . . . , x
±
n ), e´ventuellement vide, de points de X de´core´s d’un signe + ou −. L’ensemble des
morphismes entre deux tels objets M et M ′, est l’ensembles des classes de diffe´omorphismes oriente´s
de varie´te´s compactes oriente´es B de dimension 1, munies d’applications continues B −→ |X| ainsi
que d’identification ∂B −→ |X| avec le morphisme M¯
∐
M −→ |X| (ou` M¯ est la varie´te´ M munie
de son orientation oppose´e). La structure mono¨ıdale sur [BordX1 ] est induite naturellement par la
somme disjointe des varie´te´s oriente´es. Dans le cas ou` X = S1 = BZ, le morphisme d’adjonction
BZ −→ B(S1) classifie un objet x ∈ [BordS
1
1 ] muni d’un automorphisme u. Cet objet est le point
de base x ∈ S1 (disons l’unite´ de la structure de groupe sur S1), positivement oriente´, et u est
l’automorphisme correspondant au morphisme
u : [0, 1] −→ |S1| = |BZ|
qui est un repre´sentant du ge´ne´rateur de π1(|BZ|, x) ≃ Z (ou` [0, 1] est muni de son orientation positive
usuelle). Pour calculer la trace de cette automorphisme u : x+ ≃ x+, on commence par de´crire le
morphisme induit
v : x+
∐
x− → ∅
par la bijection
[x+
∐
x−, y] ≃ [x+, x+
∐
y].
Le morphisme v est quand a` lui toujours repre´sente´ par le morphisme u : [0, 1] −→ |S1|, mais main-
tenant conside´re´ comme un morphisme de x+
∐
x− vers ∅. En pre´composant v par le morphisme
∅ → x+
∐
x−, correspondant maintenant a` l’identite´ de x+, on trouve le morphisme
Z := Trx+(u) : ∅ −→ ∅.
Ce morphisme correspond a` l’application continue
[0, 1]/0 = 1 −→ |S1|
induite par u.
Notons maintenant MapZ(∅, ∅) la composante connexe de Map(∅, ∅), pour ∅ ∈ Bord
S1
1 , con-
tenant Z. On a MapZ(∅, ∅) ⊂Map1(∅, ∅), ou` Map1(∅, ∅) est la re´union des composantes connexes de
Map(∅, ∅) forme´e des varie´te´s B → X, avec B isomorphe a` un cercle. On dispose d’une suite exacte
de fibration
Map(S1, S1) −→Map1(∅, ∅) −→ BSO(2),
qui montre que π0(Map(S
1, S1)) −→ π0(Map1(∅, ∅)) est bijectif. En particulier, la composante con-
nexe contenant Z correspond a` la composante connexe contenant l’identite´ de S1. Ceci implique que
l’on dispose d’une suite exacte de fibration
Mapid(S
1, S1) −→MapZ(∅, ∅) −→ BSO(2) ≃ BS
1.
Plus pre´cise´ment, MapZ(∅, ∅) est e´quivalent au quotient homotopique de Mapid(S
1, S1) par l’action
naturelle de S1. Comme Mapid(S
1, S1) est e´quivalent a` S1, en tant qu’ensemble simplicial S1-
e´quivariant, on trouve finalement que MapZ(∅, ∅) est contractile. Ceci implique bien que
πi(EndB(X)(1), Z) = 0 ∀ i > 0,
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et termine donc la preuve du the´ore`me. ✷
La conse´quence du the´ore`me 2.18 que nous retiendrons par la suite est la suivante. Afin de
l’e´noncer, nous noterons S1 − T la ∞-cate´gorie des ensembles simpliciaux S1-e´quivariant. Elle peut-
eˆtre de´finie par exemple par la formule suivante
S1 − T := RHom(BS1,T),
ou`BS1 de´signe ici le∞-groupo¨ıde avec un unique objet ayant S1 comme groupe simplicial d’endomorphismes.
On a une e´quivalence
S1 − T ≃ Int(SEnsS
1
) ≃ L(SEnsS
1
) ≃ RHom(BS1,T),
ou` SEnsS
1
est la cate´gorie de mode`les des ensembles simpliciaux munis d’une action du groupe sim-
plicial S1 = BZ, et BS1 est la ∞-cate´gorie avec un unique objet et S1 comme groupe simplicial
d’endomorphismes.
Traces cycliques. On construit alors deux ∞-foncteurs L˜I et E˜nd−(1). Le ∞-foncteur E˜nd−(1)
est simplement le compose´
∞−Cat⊗rig
End−(1)// T
c // S1 − T ,
ou` c est le ∞-foncteur action triviale. Le second ∞-foncteur L˜I est le compose´
∞−Cat⊗rig
ev[1] //∞−Cat
I // T
L // S1 − T ,
ou` L envoie un ensemble simplicial X sur son espace de lacets Map(S1,X), muni de l’action induite
par S1. Ces deux ∞-foncteurs, sont des rele`vements de End−(1) et LI en des foncteurs a` valeurs
dans S1 − T. On dispose en particulier d’un morphisme d’oubli de l’action de S1
Map(L˜I, E˜nd−(1)) −→Map(LI, End−(1)),
dont la fibre homotopique en le morphisme Tr de la proposition 2.17 sera note´e
MapTr(L˜I, E˜nd−(1)).
Corollaire 2.19 On a
MapTr(L˜I, E˜nd−(1)) ≃ ∗.
Preuve – En effet, S1 ope`re naturellement sur l’ensemble simplicial Map(LI, End−(1)), car il
ope`re sur les ∞-foncteurs LI et End−(1). De plus, le morphisme d’oubli
Map(L˜I, E˜nd−(1)) −→Map(LI, End−(1)),
est alors isomorphe dans Ho(SEns) au morphisme naturel
Map(LI, End−(1))
hS1 −→Map(LI, End−(1)),
ou` Map(LI, End−(1))
hS1 de´signe les points fixes homotopiques de S1. Ainsi, MapTr(L˜I, E˜nd−(1))
s’identifie a` la fibre homotopique du morphisme
MapTr(LI, End−(1))
hS1 −→MapTr(LI, End−(1)),
ou` MapTr de´signe la composante connexe contenant le morphisme Tr de la proposition 2.17. Mais le
the´ore`me 2.18 implique que MapZ(LI, End−(1)) est discret, et donc que le morphisme
MapZ(LI, End−(1))
hS1 −→MapZ(LI, End−(1))
est automatiquement une e´quivalence. Ceci montre la contractibilite´ de MapTr(L˜I, E˜nd−(1)). ✷
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De´finition 2.20 Une transformation naturelle
L˜I −→ E˜nd−(1)
dans RHom(∞−Cat⊗rig, S
1−T), qui rele`ve la trace Tr de la proposition 2.17, sera appele´e une trace
cylique. Elle sera note´e TrS
1
.
Notons que le corollaire 2.19 implique que l’espace des traces cyliques est contractile, et donc que
la trace cylique est unique (a` isomorphismes unique pre`s, y compris supe´rieurs). Nous parlerons donc
de la trace cylique.
2.4 Additivite´ des traces
Dans ce paragraphe nous montrons que la trace cyclique TrS
1
de la de´finition 2.20 est additive lorsque
l’on se restreint aux∞-cate´gories mono¨ıdales syme´triques semi-additives. Cette proprie´te´ d’additivite´
n’es pas la plus ge´ne´rale, car l’on pourrait aussi de´montrer l’additivite´ pour les triangles distingue´s
dans le cadre des∞-cate´gories stables (voir [Lu4, §2]). Cependant, cette forme plus restrictive, qui est
plus facile a` de´montrer, suffira pour les applications que nous avons en perspective. Elle sera utilise´e
en particulier pour comparer notre construction ge´ne´rale du caracte`re de Chern avec le caracte`re de
Chern usuel des fibre´s vectoriels sur des varie´te´s alge´briques lisses (voir Appendice B).
Nous commencerons par les notions de ∞-cate´gories et de ∞-CMS semi-additives.
De´finition 2.21 1. Une ∞-cate´gorie A est semi-additive si elle ve´rifie les trois conditions suiv-
antes.
(a) La ∞-cate´gorie A posse`de des sommes et des produits finis.
(b) Le morphisme naturel
∅ −→ ∗,
de l’objet initial vers l’objet final, est une e´quivalence.
(c) Pour toute paire d’objets (x, y) dans A, le morphisme
x
∐
y −→ x× y,
induit par les deux projections
x
∐
y −→ x
∐
∗ ≃ x x
∐
y −→ ∗
∐
x ≃ y,
est une e´quivalence.
2. Un ∞-foncteur f : A −→ B entre deux ∞-cate´gories est semi-additif s’il commute aux limites
finies.
Pour une ∞-cate´gorie A, l’∞-foncteur naturel A −→ [A] est conservatif et commute aux sommes
et produits finis. Ainsi, on voit qu’une ∞-cate´gorie A est semi-additive si et seulement si sa cate´gorie
homotopique [A] l’est.
Pour une ∞-cate´gorie A, posse´dant des produits finis, nous pouvons introduire la ∞-cate´gorie
CMon(A), des mono¨ıdes commutatifs dans A.
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De´finition 2.22 Soit RHom(Γ, A), l’∞-cate´gorie des∞-foncteurs de Γ vers A. On de´finit CMon(A)
comme la sous-∞-cate´gorie pleine de RHom(Γ, A) forme´e des ∞-foncteurs
H : Γ −→ A
tels que pour tout n (y compris n = 0) le morphisme naturel
H([n]) −→ H([1])n
soit une e´quivalence dans A.
Les objets de CMon(A) sont appele´s les mono¨ıdes commutatifs dans A.
On renvoie au § 2.1 pour des commentaires qui expliquent cette terminologie.
Nous pouvons maintenant caracte´riser les∞-cate´gories semi-additives comme e´tant celles e´quivalentes
a` leurs ∞-cate´gories de mono¨ıdes commutatifs. Cet e´nonce´ formalise l’ide´e intuitive qu’une ∞-
cate´gorie est semi-additive lorsque tous ses objets posse`dent une structure de mono¨ıdes commutatifs
naturelle.
Proposition 2.23 Soit A une∞-cate´gorie posse`dant des produits finis. Les deux assertions suivantes
sont e´quivalentes.
1. L’∞-foncteur d’e´valuation en [1]
CMon(A) −→ A
est une e´quivalence d’∞-cate´gories.
2. L’∞-cate´gorie A est semi-additive.
Preuve – Pour montrer que (1) implique (2), il suffit de montrer que CMon(A) est une ∞-
cate´gorie semi-additive au sens de la de´finition 2.21. On conside`re CMon(A) comme naturellement
plonge´e dans RHom(Γ, A). C’est une sous-∞-cate´gorie pleine stable par limites, et donc stables par
produits finis. On voit ainsi que CMon(A) posse`de des produits finis, et que ceux-ci se calculent dans
RHom(Γ, A). L’objet final de CMon(A) est donc le ∞-foncteur ponctuel ∗ : Γ −→ A, qui n’est autre
que le ∞-foncteur corepre´sente´ par [0] ∈ Γ. Cet objet final est aussi initial, car on a, d’apre`s le lemme
de Yoneda, pour tout mono¨ıde commutatif M : Γ −→ A
Map(∗,M) ≃M([0]) ≃ ∗.
Soient M et N deux mono¨ıdes commutatifs dans A, et montrons que les morphismes naturels
u : M
id×∗ //M ×N v : N
∗×id //M ×N
font de M ×N la somme de M et de N dans CMon(A). Pour cela, il suffit de montrer que pour tout
P ∈ [CMon(A)], l’application induite
φ : [M ×N,P ]
u∗×v∗ // [M,P ]× [N,P ]
est bijective. Pour cela, on construit une application inverse ψ de la fac¸on suivante. Nous de´finissons
un nouveau mono¨ıde commutatif P ∧ P : Γ −→ A, dont la valeur sur [n] ∈ Γ est par de´finition
P ([n+n]), et sur un morphisme a : [n]→ [m] est P (a+a) : P ([n+n]) −→ P ([m+m]) (on remarquera
que [n+n] est la somme de [n] avec [n] dans la cate´gorie Γ). L’objet P ∧P vient avec une e´quivalence
P ∧ P −→ P × P,
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qui est induite par les morphismes
P ([n+ n]) −→ P ([n])× P ([n])
provenant des deux morphismes de projection [n+n] −→ [n]. D’autre part, nous avons un morphisme
de mono¨ıdes commutatifs
+ : P ∧ P −→ P
qui est induit par le morphisme
P ([n+ n]) −→ P ([n])
provenant du morphisme [n + n] −→ [n] e´gal a` l’identite´ sur chaque copie de [n] dans [n + n]. Ainsi,
dans [CMon(A)], on dispose d’un morphisme naturel
+ : P × P ≃ P ∧ P −→ P.
On de´finit alors
ψ : [M,P ]× [N,P ] −→ [M ×N,P ]
qui a` deux morphismes f :M → P et g : N → P associe
f + g := (+) ◦ (f × g) : [M,P ]× [N,P ]→ [M ×N,P × P ]→ [M ×N,P ].
On laisse le soin au lecteur de ve´rifier que ψ ainsi construit est l’inverse de φ.
Re´ciproquement, supposons que A soit semi-additive. Conside´rons CMon(A) comme plonge´e dans
RHom∗(Γ, A), ou` RHom∗(Γ, A) est la sous-∞-cate´gorie pleine de RHom(Γ, A) forme´e des∞-foncteurs
qui envoient [0] sur ∗ ∈ A. Le ∞-foncteur d’e´valuation en [1]
ev1 : RHom∗(Γ, A) −→ A,
posse`de un adjoint a` gauche
L : A −→ RHom(Γ, A)
qui a` a ∈ A associe le ∞-foncteur
L(a) : [n] 7→
∐
Γ([1],[n])−∗
∧a,
ou` ∗ : [1] → [n] est l’application constante. Comme A est semi-additive, on ve´rifie que L(a) est un
objet de CMon(A). Ainsi, le ∞-foncteur d’e´valuation en 1
CMon(A) −→ A
posse`de L comme adjoint a` gauche. L’unite´ de cette adjonction, pour a ∈ A, est le morphisme∐
Γ([1],[1])−∗
a −→ a
qui est une e´quivalence dans A car Γ([1], [1]) − ∗ ≃ ∗. ✷
Soit∞−Catad la sous-∞-cate´gorie, non pleine, de∞−Cat forme´ des∞-cate´gories semi-additives
et des ∞-foncteurs qui commutent aux produits finis. On dispose d’un plongement naturel
j :∞−Catad −→∞−Cat.
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Proposition 2.24 1. Le ∞-foncteur j ci-dessus posse`de un adjoint a` gauche
(−)ad :∞−Cat −→∞−Catad.
2. Pour tout A ∈ ∞−Cat, le morphisme d’ajonction
f : A −→ Aad
est tel que pour tout a et tout b objet de A, on ait
Map(f(a), f(b)) ≃
∐
n≥0
(Map(a, b)n)hΣn .
En d’autres termes, Map(f(a), f(b)) est le mono¨ıde commutatif libre dans T engendre´ par
Map(a, b).
Preuve – Nous allons de´montrer simultane´ment (1) et (2) en construisant explicitement l’adjoint
a` gauche en question. Soit A ∈ ∞ −Cat une ∞-cate´gorie, et Â l’∞-cate´gorie des pre´faisceaux. On
conside`re le plongement de Yoneda
h : A →֒ Â.
Soit CMon(Â) l’∞-cate´gorie des mono¨ıdes commutatifs dans Â, et CMon(Â) −→ Â le foncteur
d’e´valuation en [1]. L’adjoint a` gauche de ce foncteur est note´
L : Â −→ CMon(Â).
On conside`re le foncteur compose´
φ := L ◦ h : A −→ Â −→ CMon(Â).
On de´finit Aad comme e´tant la sous-∞-cate´gorie pleine de CMon(Â) des objets qui sont des produits
finis d’objets de l’image essentielle du ∞-foncteur φ. L’∞-foncteur φ nous donne un ∞-foncteur
j : A −→ Aad.
Il nous faut montrer que Aad est semi-additive et que le∞-foncteur j induit, pour tout B ∈ ∞−Catad,
une bijection
j∗ : [Aad, B]ad ≃ [A,B],
ou` le membre de droite (resp. de gauche) de´signe l’ensemble des morphismes dans la cate´gorie [∞−
Catad] (resp. [∞−Cat]).
Pour montrer cela nous de´finissons une application inverse
p : [A,B] −→ [Aad, B]ad
de la fac¸on suivante. Soit f : A −→ B un ∞-foncteur, qui induit un ∞-foncteur
f∗ : CMon(B̂) ≃ RHom(Bop, CMon) −→ RHom(Aop, CMon) ≃ CMon(Â),
ou` l’on note CMon := CMon(T). L’adjoint a` gauche de f∗ est note´
f! : CMon(Â) −→ CMon(B̂).
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Le ∞-foncteur f! est caracte´rise´ par, d’une part la proprie´te´ de commuter aux colimites et d’autre
part la proprie´te´ de rendre le diagramme suivant commutatif
CMon(Â)
f! // CMon(B̂)
A
φ
OO
f
// B.
φ
OO
Les ∞-cate´gories CMon(Â) et CMon(B̂) sont semi-additives, et le ∞-foncteur f! commute aux
sommes finies et est donc semi-additif. Il envoie donc la sous-∞-cate´gorie Aad ⊂ CMon(Â) dans
Bad ⊂ CMon(B̂), et de´finit ainsi un ∞-foncteur semi-additif
fad : Aad −→ Bad.
Cependant, B e´tant elle-meˆme semi-additive, le ∞-foncteur φ : B −→ CMon(B̂) est une e´quivalence
(proposition 2.23), et ainsi le ∞-foncteur j : B −→ Bad est une e´quivalence. On trouve ainsi un
∞-foncteur semi-additif
p(f) : Aad −→ B.
Par construction, il est facile de ve´rifier que f 7→ p(f) de´finit un inverse de l’application j∗ :
[Aad, B]ad → [A,B].
Ceci termine l’existence de l’adjoint A 7→ Aad, avec de plus une description explicite de Aad comme
e´tant la sous-∞-cate´gorie pleine de RHom(Aop, CMon) forme´e des produits finis de ∞-foncteurs de
la forme L(ha) pour a ∈ A. Ainsi, pour de´montrer la seconde assertion de la proposition il nous suffit
de calculer, pour deux objets a et b dans A, l’espace des morphismes
MapAad(j(a), j(b)) ≃MapRHom(Aop,CMon)(L(ha), L(hb)).
Mais on a
MapRHom(Aop,CMon)(L(ha), L(hb)) ≃MapÂ(ha, L(hb)) ≃ L(hb)(a).
Par de´finition, L(hb)(a) est le mono¨ıde commutatif dans T libre sur l’objet MapA(a, b). Ce mono¨ıde
commutatif libre est de´crit dans [Seg, Prop. 3.6], et est naturellement e´quivalent a`∐
n∈N
(MapA(a, b)
n)hΣn .
✷
Nous allons maintenant nous inte´re´sser au cas des∞-cate´gories mono¨ıdales syme´triques et de leur
semi-additivisation.
De´finition 2.25 1. Une ∞-cate´gorie mono¨ıdale syme´trique semi-additive est une ∞-cate´gorie
mono¨ıdale syme´trique T ve´rifiant les deux proprie´te´s suivantes:
(a) La ∞-cate´gorie sous-jacente a` T est semi-additive.
(b) Pour tout objet x ∈ T , le ∞-foncteur
x⊗− : T −→ T
est semi-additif.
2. Un ∞-foncteur mono¨ıdal syme´trique entre ∞-cate´gories mono¨ıdales syme´triques semi-additives
est semi-additif s’il l’est en tant que ∞-foncteur entre ∞-cate´gories semi-additives.
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Nous noterons∞−Cat⊗ad la sous-∞-cate´gorie (non pleine) de∞−Cat
⊗ forme´e des∞-cate´gories
mono¨ıdales syme´triques semi-additives et des ∞-foncteurs mono¨ıdaux syme´triques semi-additifs. On
dispose de ∞-foncteurs d’oubli
∞−Cat⊗ad −→∞−Catad ∞−Cat
⊗ −→∞−Cat,
qui commutent aux inclusions ∞−Cat⊗add ⊂ ∞−Cat
⊗ et ∞−Catad ⊂ ∞−Cat.
Proposition 2.26 1. Le ∞-foncteur d’inclusion ∞−Cat⊗ad →֒ ∞ − Cat
⊗ posse`de un adjoint a`
gauche
(−)⊗−ad :∞−Cat⊗ −→∞−Cat⊗ad.
2. Le diagramme suivant
∞−Cat⊗
(−)⊗−ad//

∞−Cat⊗ad

∞−Catad //∞−Cat,
commute a` e´quivalence pre`s.
Preuve – Nous allons de´crire explicitement l’adjoint a` gauche (−)⊗−ad. Pour cela, soit T : Γ −→
∞− Cat une ∞-cate´gorie mono¨ıdale syme´trique. Notons
p : T :=
∫
Γ
T −→ Γ
l’∞-cate´gorie cofibre´e sur Γ correspondante. Pour simplifier les notations nous supposerons que T est
a` valeur dans les ∞-cate´gories strictes.
Nous commenc¸ons par de´finir une ∞-cate´gorie C, bi-fibre´e au-dessus de Γ, de la fac¸on suivante.
Les objets de C sont des couples (I, x) ou`:
• I est un objet de Γ
• x est un objet de l’∞-cate´gorie RHom(T ([1])op, CMon)I
0
, ou` CMon est l’∞-cate´gorie des
mono¨ıdes commutatifs dans T, et I0 est l’ensemble I prive´ de son point de base. L’objet x
sera repre´sente´ par une famille de ∞-foncteur xi : T ([1])
op → CMon pour i ∈ I0.
Ci-dessus, nous prendrons un mode`le strict bien pre´cis pourRHom(T ([1])op, CMon). Nous noterons
Γ− SEnsfsp la cate´gorie des Γ-espaces fibrants et spe´ciaux (voir Prop. 2.2, dans laquelle il faut rem-
placer la cate´gorie de mode`les des cate´gories de Segal par SEns). La cate´gorie Γ− SEnsfsp est telle
que sa localise´e de Dwyer-Kan ve´rifie
L(Γ− SEnsfsp) ≃ CMon.
Ainsi, un mode`le strict explicite pour RHom(T ([1])op, CMon) est
L((Γ− SEnsfsp)
T [1]op) ≃ RHom(T ([1])op, CMon).
Les objets de RHom(T ([1])op, CMon) seront donc identifie´s a` des ∞-foncteurs stricts
T ([1])op −→ Γ− SEnsfsp.
Les espaces de morphismes dans C sont de´finis de la fac¸on suivante. Soient (I, x) et (J, y) deux
objets, on pose
C((I, x), (J, y)) :=
∐
u:I→J
MapRHom(T ([I])op,CMon)(s
∗
I(x), u
∗s∗J(y)).
49
Dans cette expression, u parcourt l’ensemble des morphismes I → J dans Γ, et
u∗ : RHom(T ([J ])op, CMon) −→ RHom(T ([I])op, CMon)
est le morphisme induit. L’objet s∗I(x), qui est un ∞-foncteur
T ([I])op −→ CMon,
est le compose´
T ([I])op // T ([1])I
0 ⊠x // CMon,
ou` ⊠x est le ∞-foncteur produit des xi. La composition des morphismes dans C se fait de manie`re
naturelle.
On dispose d’une projection π : C −→ Γ, et on ve´rifie facilement que cela fait de C une∞-cate´gorie
(stricte) bi-fibre´e sur Γ. Il existe une sous-∞-cate´gorie pleine C0 de C qui consiste a` se restreindre aux
objets de la forme (I, x), avec chaque xi ∈ RHom(T ([1])
op, CMon) qui est e´quivalent a` un produit fini
de repre´sentables. On ve´rifie que C0 est encore cofibre´e sur Γ (mais elle n’est plus fibre´e), et de´finit
ainsi par la proposition 1.4 un foncteur
Γ −→∞− Cat.
Par construction, la valeur de se foncteur en I est naturellement e´quivalente a` (T ([1])ad)I
0
, et on voit
sans peine qu’il de´finit une ∞-cate´gorie mono¨ıdale syme´trique semi-additive que l’on notera T⊗−ad.
La ∞-cate´gorie sous-jacente est e´quivalente a` T ([1])ad. Pour de´montrer la proposition, il nous reste
donc a` ve´rifier que T 7→ T⊗−ad est bien adjoint a` gauche de l’inclusion ∞−Cat⊗ad →֒ ∞ −Cat
⊗, ce
que nous laissons aux lecteurs. ✷
Nous sommes maintenant en mesure de de´montrer le caracte`re additif des traces cycliques. Pour
cela, nous introduisons∞−Cat⊗ad,rig, la sous-∞-cate´gorie pleine forme´e des objets dont la∞-cate´gorie
mono¨ıdale syme´trique est sous-jacente est rigide. En pre´composant par le ∞-foncteur d’oubli de la
semi-additivite´
∞−Cat⊗ad,rig −→∞−Cat
⊗
rig,
les ∞-foncteurs L˜I et E˜nd−(1) du paragraphe §2.3 induisent deux nouveaux ∞-foncteurs
L˜Iad, E˜nd−(1)ad :∞−Cat
⊗
ad,rig −→ S
1 − T.
De meˆme, en oubliant l’action du cercle nous avons deux ∞-foncteurs
LIad, End−(1)ad :∞−Cat
⊗
ad,rig −→ T.
La proposition 2.26 nous dit que le ∞-foncteur LIad est correpre´sente´ par B(S
1)⊗−ad, dont la ∞-
cate´gorie semi-additive sous-jacente est B(S1)ad. De meˆme, le∞-foncteur LIad×LIad est corepre´sente´
par B(S1
∐
S1)⊗−ad. Ainsi, l’espace des transformations naturelles de LIad × LIad vers End−(1)ad
est donne´ par
Map(LI2ad, End−(1)ad) ≃ EndB(S1
∐
S1)ad(1).
D’apre`s la proposition 2.24, on trouve que Map(LI2ad, End−(1)ad) est e´quivalent au mono¨ıde commu-
tatif libre sur l’espace EndB(S1
∐
S1)(1). L’action de S
1 sur l’espace Map(LI2ad, End−(1)ad) est quand
a` elle induite par l’action naturelle sur EndB(S1
∐
S1)(1).
Nous allons maintenant conside´rer deux transformations naturelles S1-e´quivariantes
f, g : LI2ad ⇒ End−(1)ad,
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et montrer qu’elles sont e´quivalentes, et ce de manie`re S1-e´quivariante. La premie`re, f est le compose´
LI2ad
× // LIad
Tr // End−(1)ad ,
ou` Tr est la transformation naturelle de la proposition 2.17 restreinte a` la sous-∞-cate´gorie ∞ −
Cat⊗ad,rig. La transformation naturelle × est quand a` elle induite par le produit direct dans la ∞-
cate´gorie sous-jacente, qui existe par hypothe`se de semi-additivite´. En utilisant le corepre´sentabilite´
de LI2ad, la transformation naturelle × correspond a` un couple (x, β), forme´ d’un objet x muni d’une
auto-e´quivalence β dans B(S1
∐
S1)ad. En identifiant [B(S
1
∐
S1)ad] avec la cate´gorie semi-additive
engendre´e par [Bord
S1
∐
S1
1 ], la cate´gorie des 1-bordismes au-dessus de S
1
∐
S1 (voir la preuve du
the´ore`me 2.18), le couple (x, β) s’identifie a` la somme directe (x+1 , u1), (x
+
2 , u2), ou` x
+
i est un point,
oriente´ positivement, au-dessus de la i-e`me copie de S1, et ui est l’automorphisme canonique de x
+
i
qui couvre la i-e`me copie de S1
(x, u) = (x+1 , u1)⊕ (x
+
2 , u2).
Ainsi, la transformation naturelle f est repre´sente´ par un e´le´ment Z(f) de
EndB(S1
∐
S1)ad(1),
qui est la trace de (x+1 , u1)⊕(x
+
2 , u2). NotonsX := EndB(S1
∐
S1)(1), de sorte que d’apre`s la proposition
2.24 on ait
EndB(S1
∐
S1)ad(1) ≃
∐
n≥0
XnhΣn .
Dans X, nous disposons des e´le´ments Z1 et Z2, qui sont les endomorphismes de de l’unite´ ∅ → S1
∐
S1
repre´sente´s par les inclusions canoniques S1 dans l’un des deux facteurs. L’e´le´ment Z(f) est alors le
couple
(Z1, Z2) ∈ X
2
hΣ2 ⊂ EndB(S1
∐
S1)ad(1).
Cet e´le´ment est de plus naturellement S1-e´quivariant, car Z1 et Z2 le sont en tant qu’endomorphismes
dans B(S1
∐
S1). On peut-eˆtre plus pre´cis ici, car l’action de S1 sur la composante connexe de X2hΣ2
qui contient (Z1, Z2) est en re´alite´ triviale d’apre`s le the´ore`me 2.18, et la structure de S
1-point fixe
est alors la structure canonique.
Passons maintenant a` la transformation naturelle g. Elle est de´finie comme le compose´
LI2ad
Tr×Tr// End−(1)
2
ad
× // End−(1)ad ,
ou` × est encore induite par le caracte`re semi-additif qui assure que l’objet 1 est canoniquement un
mono¨ıde commutatif, ce qui induit une structure de mono¨ıde commutatif naturelle sur End−(1)ad. Si
l’on utilise la corepre´sentabilite´ de LI2ad par B(S
1
∐
S1)ad, on trouve que la transformation naturelle
g est elle aussi donne´e par le couple
(Z1, Z2) ∈ X
2
hΣ2 ⊂ EndB(S1
∐
S1)ad(1),
qui est aussi S1-e´quivariant car l’action de S1 est triviale sur la composante contenant ce couple.
La conclusion de cette discussion est le corollaire suivant, qui est la forme de l’additivite´ des traces
cycliques dont nous aurons besoin par la suite (mais qui n’est pas la forme la plus ge´ne´rale qui existe).
Corollaire 2.27 Les deux transformations naturelles de´finies pre´ce´demment
f, g : LI2ad ⇒ End−(1)ad
sont e´quivalentes en tant que transformations naturelles S1-e´quivariantes.
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En particulier, on trouve le corollaire suivant.
Corollaire 2.28 Soit T une ∞-cate´gorie mono¨ıdale syme´trique semi-additive. Alors le morphisme
de trace cyclique
TrS
1
: π0(LI(T )) −→ π0(EndT (1)
hS1)
est un morphisme de mono¨ıdes commutatifs, pour les lois de mono¨ıdes induites par le caracte`re semi-
additif de T .
2.5 Muliplicativite´ des traces
Terminons par la proprie´te´ de multiplicativite´ de la trace et de la trace cylique. Pour cela nous allons
commencer par construire un ∞-foncteur
M :∞−Cat⊗ −→ RHom(Γ,∞−Cat⊗).
On commence par construire un foncteur au niveau des cate´gories de mode`les
∞−Catpr−⊗ −→ (∞−Catpr−⊗)Γ,
qui envoie un objet A sur le foncteur
M(A) : Γ −→∞−Catpr−⊗
de´fini par
M(A)([n]) : Γ −→ ∞−Catpr
[m] 7→ A([nm]).
Notons que l’on utilise ici le fait que Γ soit naturellement munie d’une structure de cate´gorie mono¨ıdale
syme´trique dont la loi mono¨ıdale est de´fini par [n] ⊗ [m] = [nm]. Les cohe´rences d’associativite´ et
d’unite´ sont alors des identite´s. Les cohe´rences de commutativite´ sont elles induites par l’automorphisme
αn,m : [nm] ≃ [nm] qui est un ”shuffle” de type (n,m). On ve´rifie alors que si A est une∞-CMS il en
est de meˆme de A([n]) pour tout [n] ∈ Γ. On a ainsi construit un foncteur
∞−Cat⊗ −→ (∞−Cat⊗)Γ
qui par localisation induit un ∞-foncteur
M :∞−Cat⊗ −→ RHom(Γ,∞−Cat⊗).
En composant ce foncteur avec L˜I et E˜nd−(1) en trouve deux ∞-foncteurs
L˜I ◦M, E˜nd−(1) ◦M :∞−Cat
⊗ −→ RHom(Γ, S1 − T).
Comme L˜I et E˜nd−(1) commutent avec les produits finis il est facile de voir que ces les deux foncteurs
L˜I ◦M et E˜nd−(1)◦M se factorisent a` travers la sous-∞-cate´gorie pleine de RHom(Γ, S
1−T) forme´e
des ∞-foncteurs F ve´rifiant que pour tout n le morphisme
F ([n]) −→ F ([1])n
est une e´quivalence dans S1 − T. En d’autres termes, ces deux ∞-foncteurs sont a` valeurs dans
la ∞-cate´gorie des mono¨ıdes commutatifs S1-e´quivariants dans T. Il suffit alors de pre´composer la
transformation naturelle TrS
1
avec le ∞-foncteur M pour trouver une transformation naturelle
TrS
1
⊗ : L˜I ◦M⇒ E˜nd−(1) ◦M.
On note qu’e´value´e en [1] ∈ Γ cette transformation naturelle n’est autre que TrS
1
. On peut ve´rifier
(nous ne le ferons pas) que TrS
1
⊗ est l’unique extension de Tr
S1 en une transformation naturelle entre
L˜I ◦M et E˜nd−(1) ◦M.
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De´finition 2.29 La trace cyclique multiplicative est la transformation naturelle
TrS
1
⊗ : L˜I ◦M −→ E˜nd−(1) ◦M
de´finie ci-dessus.
3 ∞-Topos mono¨ıdele´s et catannele´s
Le but de cette section est de construire le caracte`re de Chern a` proprement parle´. Pour cela nous
commecerons par de´crire la notion de ∞-topos catannele´, qui sont aux ∞-cate´gories mono¨ıdales
syme´triques ce que sont les topos annele´s aux anneaux. En d’autres termes, un ∞-topos catannele´
est la donne´ d’un couple (T,A), forme´ d’un ∞-topos T et d’un champ en ∞-cate´gories mono¨ıdales
syme´triques A sur T . Un tel couple sera dit rigide si les valeurs de A sont rigides. Nous de´finissons
pour tout ∞-topos catannele´ (T,A) une notion d’homologie de Hochschild et d’homologie cyclique
relativement a` A. Lorsque (T,A) est rigide nous construisons alors quatres transformations naturelles:
une pre´-trace, une trace, un pre´-caracte`re de Chern et un caracte`re de Chern. Les deux morphismes
de traces sont construits en utilisant l’existence de traces pre´dit par la proposition 2.17 et sont a`
valeurs dans l’homologie de Hochschild: il s’agit d’une version extre`mement ge´ne´rale du morphisme
Trace de Dennis utilise´ en K-the´orie (voir [Lo, 8.4]). Les deux morphismes de caracte`re de Chern sont
construits a` l’aide de l’existence de traces cycliques de 2.20 et sont a` valeurs dans l’homologie cyclique:
il s’agit de ge´ne´ralisation du caracte`re de Chern a` valeurs dans l’homologie cyclique ne´gative utilise´
en K-the´orie ([Lo, 11.4]).
3.1 La ∞-cate´gorie des ∞-Topos structure´s
Soit A ∈ ∞ − Cat une ∞-cate´gorie fibrante. Nous allons commencer par de´finir la ∞-cate´gorie
∞−Cat//A des ∞-cate´gories fibrantes au-dessus de A. Pour cela notons Hom
∆ les Hom simpliciaux
de la cate´gorie de mode`les ∞ − Catpr (voir [Hi-Si]), et ∆n la cate´gorie classifiant les chaines de n
morphismes composables. Rappelons que la structure simpliciale sur ∞−Catpr n’est pas donne´e par
n 7→ ∆n, mais pas sa comple´tion en groupo¨ıdes n 7→ ∆
n
. Ainsi, pour deux pre´-cate´gories de Segal A
et B, l’ensemble des n-simplexes de Hom∆(A,B) est l’ensemble des morphismes
∆n ×A −→ B.
On a ainsi
RHom∆(A,B) ≃ I(RHom(A,B)).
Les objets de∞−Cat//A sont par de´finition les morphismes de∞-cate´gories fibrantes f : B −→ A.
Pour f : B −→ A et g : C −→ A deux tels objets on de´finit
Map∞−Cat//A(f, g) := Hom
∆(B ×∆1, C)×Hom∆(A,C)×Hom∆(A,C) Hom
∆(B,C),
ou` d’une part le morphisme
Hom∆(B ×∆1, C) −→ Hom∆(A,C)×Hom∆(A,C)
est induit par la restriction a` 0
∐
1 ⊂ ∆1, et d’autre part le morphisme
Hom∆(B,C) −→ Hom∆(A,C)×Hom∆(A,C)
est le compose´
Hom∆(B,C)
g◦ // Hom∆(A,C) ≃ {f} ×Hom∆(A,C) // Hom∆(A,C)×Hom∆(A,C).
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Plus ge´ne´ralement, si {fi : Bi −→ A}2≤i≤n est une famille finie d’objets de ∞− Cat/A, on de´finit
(∞−Cat//A)(f1, . . . , fn) comme e´tant le produit fibre´ suivant
Hom∆(B ×∆n, C)×Hom∆(B,C)n+1 (Hom
∆(B1, B2)×Hom
∆(B2, B3)× · · · ×Hom
∆(Bn−1, Bn)).
Les ensembles simpliciaux (∞−Cat//A)(f1, . . . , fn) s’orgnisent alors naturellement en une∞-cate´gorie
que nous noterons ∞− Cat//A. Il faut garder a` l’esprit que les morphismes entre f : B −→ A et
g : C −→ A dans ∞−Cat//A sont des paires (u, h), ou` u : B −→ C est un ∞-foncteur et h est une
transformation naturelle de g ◦ u dans f . La ∞-cate´gorie ∞−Cat//A n’est donc pas la ∞-cate´gorie
comma ∞ − Cat/A au sens usuel. Cette dernie`re s’identifie en re´alite´ a` la sous-∞-cate´gorie (non
pleine) de ∞−Cat//A forme´e des morphismes (u, h) comme ci-dessus avec h une e´quivalence.
De´finition 3.1 Soit A une ∞-cate´gorie fibrante posse´dant des U-limites. La ∞-cate´gorie des U−∞-
topos A-pre´-structure´s (resp. A-structure´s) est la sous-∞-cate´gorie (non pleine) de ∞−Cat//A dont
1. les objets sont les f : T op −→ A avec T un U − ∞-topos et f un ∞-morphisme (resp. ∞-
morphisme qui commute aux U-limites),
2. les morphismes sont ceux induisant des ∞-foncteurs ge´ome´triques sur les U − ∞-topos sous-
jacents.
Cette ∞-cate´gorie sera note´e ∞− Toppr,U/A (resp. ∞− Top
U
/A
) (ou ∞− Toppr/A (resp. ∞− Top/A)
lorsque l’univers U est sous-entendu).
Revenons sur la de´finition des espaces de morphismes dans ∞ − Top
/A
. Il s’agit, pour deux
∞-topos A-structure´s f : T op1 → A et g : T
op
2 → A de conside´rer la projection naturelle
Map∞−Cat//A(f, g) −→Map∞−Cat(T
op
1 , T
op
2 ) ≃Map∞−Cat(T1, T2).
Par de´finition l’ensemble simplicial Map∞−Top
/A
(f, g) est le produit fibre´
Map∞−Cat//A(f, g) //Map∞−Cat(T1, T2)
Map∞−Top
/A
(f, g) //
OO
Mapgeom∞−Cat(T1, T2)
OO
ou` Mapgeom∞−Cat(T1, T2) de´signe la re´union des composantes connexes correspondantes aux morphismes
ge´ome´triques. Ainsi,Map∞−Top
/A
(f, g) est aussi une re´union de composante connexe dansMap∞−Cat//A(f, g).
Il existe un ∞-foncteur d’oubli
∞−Top
/A
−→∞−Top
qui a` un objet f : T op −→ A associe le ∞-topos T . La fibre homotopique de ce ∞-foncteur d’oubli,
pris en un ∞-topos fixe´ T , est naturellement e´quivalente a` la ∞-cate´gorie Ch(T,A), des champs sur
T a` valeurs dans A (voir de´finition 1.11).
Nous allons maintenant spe´cifier deux ∞-cate´gories A et obtenir ainsi deux notions de ∞-topos
structure´s qui seront pour nous fondamentaux.
Nous avons de´ja` de´fini la ∞-cate´gorie ∞−Cat⊗ des ∞-cate´gories mono¨ıdales syme´triques, ainsi
que la sous-∞-cate´gorie pleine ∞− Cat⊗rig ⊂ ∞ − Cat
⊗ des ∞-CMS rigides. Si on fixe un univers
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U et que l’on se restreint aux ∞-CMS U-petites, alors ∞ − Cat⊗rig et ∞− Cat
⊗ sont toutes deux
U-localement pre´sentables, et en particulier posse`de des U-limites.
Nous de´finissons aussi une∞-cate´gorie∞−CMon, de la fac¸on suivante. Notons SEnsΓ la cate´gorie
des foncteurs de Γ dans SEns. On conside`re la sous-cate´gorie pleine SEnsΓsp des foncteurs spe´ciaux,
c’est a` dire des foncteurs F qui ve´rifient que pour tout n le morphisme
F ([n]) −→ F ([1])n
est une e´quivalence. On pose alors
∞− CMon := L(SEnsΓsp),
ou` la localisation est effectue´e le long des e´quivalences niveaux par niveaux dans la cate´gorie des
foncteurs SEnsΓ. Tout comme nous l’avons fait pour ∞−Cat⊗ dans §2.1 (voir la de´finition 2.4) on
montre que∞−CMon est une∞-cate´gorie U-localement pre´sentable (si l’on se restreint aux foncteurs
Γ −→ SEnsU).
De´finition 3.2 1. La ∞-cate´gorie des U−∞-topos pre´-catannele´s (resp. catannele´s) est
∞−Toppr,U
⊗
:=∞−Toppr,U
/∞−Cat⊗
U
(resp.∞−TopU
⊗
:=∞−TopU
/∞−Cat⊗
U
.
2. La ∞-cate´gorie des ∞-topos pre´-catannele´s rigides (resp. catannele´s rigides) est
∞−Toppr,U
⊗,rig
:=∞−Toppr,U
/∞−Cat⊗
U,rig
(resp.∞−TopU
⊗,rig
:=∞−TopU
/∞−Cat⊗
U,rig
).
3. La ∞-cate´gorie des U−∞-topos pre´-mono¨ıdele´s (resp. mono¨ıde´s) est
∞−Toppr,U
Mon
:=∞−Toppr,U
/∞−Mon
U
(resp.∞−TopU
Mon
:=∞−TopU
/∞−Mon
U
).
Comme nous en avons l’habitude nous noterons simplement
∞−Toppr
⊗
∞−Toppr
⊗,rig
∞−Toppr
Mon
∞−Top
⊗
∞−Top
⊗,rig
∞−Top
Mon
lorsqu’il n’est pas ne´cessaire de spe´cifier l’univers U.
Afin de rappeler les notations utilise´es pour la notion d’espaces annele´s les objets d’une des ∞-
cate´gories pre´ce´dentes seront note´s sous forme de couple (T,A). Une telle notation de´signe un U−∞-
topos T , fibrant comme ∞-cate´gorie, et un ∞-foncteur
A : T op −→ A
(qui e´ventuellement commute aux U-limites), ou` A est l’une des∞-cate´gories∞−Cat⊗U ,∞−Cat
⊗
U,rig,
∞−Mon.
Nous utiliserons la proposition suivante qui permet de construire des exemples de ∞-topos struc-
ture´s par le proce´de´ de champs associe´ a` partir de ∞-topos pre´-structure´s.
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Proposition 3.3 Le ∞-foncteur d’inclusion
i :∞−Top
/A
−→∞−Toppr
/A
posse`de un adjoint a` gauche
a :∞−Toppr
/A
−→ ∞−Top
/A
.
Preuve – Soit (T,A) un objet de ∞−Toppr/A. On conside`re le ∞-foncteur A : T
op −→ A comme
un objet de RHom(T op, A). On conside`re alors son champ associe´ a(A) ∈ Ch(T,A) (voir la de´finition
1.11), ce qui fournit un nouveau ∞-foncteur a(A) : T op −→ A muni d’une transformation naturelle
h : A → a(A). Ceci de´finit un morphisme h : (T,A) −→ (T, a(A)) dans ∞−Toppr/A.
Soit maintenant (T ′,A′) un objet de ∞−Top
/A
et conside´rons le morphisme
h∗ :Map((T, a(A)), (T ′,A′)) −→Map((T,A), (T ′,A′)).
Il s’agit de montrer que le morphisme h∗ est un isomorphisme dans Ho(SEns). En effet, ceci montrera
que pour tout (T,A), le ∞-foncteur
Map((T,A),−) :∞−Top
/A
−→ T
est corepre´sentable, et donc que i posse`de un adjoint a` gauche.
On dispose d’un diagramme commutatif dans Ho(SEns)
Map((T, a(A)), (T ′,A′))
h∗ //
**VVV
VVV
VVV
VVV
VVV
VV
Map((T,A), (T ′,A′))

Mapgeom(T, T ′).
Fixons u : T −→ T ′ un morphisme ge´ome´trique. Le morphisme induit par h∗ sur les fibres homo-
topiques en u s’identifie au morphism
h∗ :MapRHom(T op,A)(a(A), u
∗(A′)) −→MapRHom(T op,A)(A, u
∗(A′)).
Ce morphisme est bien un isomorphisme dans Ho(SEns) par la proprie´te´ universelle de a(A) comme
objet dans RHom(T op, A). ✷
Dans la suite de ce travail nous nous inte´resserons uniquement aux cate´gories [∞ − Toppr/A] et
[∞ − Top
/A
]. Cela simplifiera largement les de´tails techniques, bien que nous ne´gligerons de la
sorte des donne´es de fonctorialite´ supe´rieures. Ces cate´gories posse`dent une description explicite
relativement simple. Donnons la description de [∞− Top
/A
] a` titre d’exemples, le cas des ∞-topos
pre´-structure´s se de´crivant de fac¸on similaire en ome´tant la condition de commutation aux limites.
Les objets de [∞−Top
/A
] sont les couples (T,A), consistant en un (U−)∞-topos T fibrant comme∞-
cate´gorie, et A : T op → A, un ∞-foncteur qui commute aux (U-)limites. L’ensemble des morphismes
[(T,A), (T ′,A′)] se de´crit comme suit. Ses e´le´ments sont les classes d’e´quivalence de couples (u, h),
avec u : T op −→ (T ′)op un morphisme ge´ome´trique et h : T op × ∆1 −→ A est un ∞-foncteur avec
h0 = A
′ ◦ u et h1 = A. Deux tels couples (u, h) et (v, k) sont e´quivalents s’il existe deux ∞-foncteurs
ψ : T op ×∆
1
−→ (T ′)op φ : T ×∆2 −→ A
tels que
ψ0 = u ψ1 = v
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et φ est un e´le´ment dans Hom(T op, A)([2]) dont les trois projections dansHom(T op, A)([1]) sont e´gales
a` h, k et A′ ◦ ψ. En d’autres termes φ est une 2-cellule faisant commuter le diagramme suivant dans
Hom(T op, A)
A′ ◦ u
h //
A′◦ψ

A
A′ ◦ v.
k
;;xxxxxxxxx
La composition des morphismes dans [∞ − Top
/A
] s’effectue de la fac¸on suivante. Pour (u, h) :
(T,A) −→ (T ′,A′) et (v, k) : (T,A) −→ (T ′,A′) deux tels morphismes on conside`re
(v, k) ◦ (u, h) := (v ◦ u, l) : (T,A) −→ (T ′,A′)
ou` l : T op×∆1 −→ A est un choix pour une composition k ◦h comme morphisme dans Hom(T op, A).
On ve´rifie que le morphisme (v ◦ u, l) ainsi de´fini est inde´pendant du choix de l et que cela de´finit une
composition associative.
3.2 Homologie de Hochschild et homologie cyclique
Soit (T,A) un ∞-topos catannele´. Nous allons construire deux ∞-topos mono¨ıdele´s (T,HHA) et
(T,HCA), de´duits de (T,A) par les proce´de´s suivants.
Nous commenc¸ons par conside´rer Hom(T, T ), la ∞-cate´gorie des endofoncteurs de T (rappelons
que par de´finition T est une ∞-cate´gorie fibrante). La ∞-cate´gorie T posse´dant des U-limites il en
est de meˆme de Hom(T, T ). Ainsi, pour tout ensemble simplicial K et tout objet f ∈ Hom(T, T ) on
peut former l’objet fK ∈ Hom(T, T ). Rappelons que cet objet vient avec un morphisme d’ensembles
simpliciaux K −→Map(fK , f), tel que pour tout g ∈ Hom(T, T ) le morphisme induit
Map(g, fK) −→MapSEns(Map(f
K , f),Map(g, f)) −→MapSEns(K,Map(g, f))
soit un isomorphisme dans Ho(SEns). On applique cette construction avec f = id et K = S1 = BZ, et
on obtient ainsi un ∞-foncteur idS
1
: T −→ T , muni d’un morphisme S1 −→ Map(idS
1
, id). D’autre
part on dispose du ∞-foncteur
M◦ L˜I :∞−Cat⊗ −→∞−Mon
de´fini en fin de §2.3. Ainsi, on peut construire un nouvel objet (T,M◦L˜IA◦idK) dans [∞−Toppr
Mon
].
De´finition 3.4 Pour un ∞-topos catannele´ (T,A), le ∞-topos pre´-mono¨ıdele´ (T,HHApr) est de´fini
par
(T,HHApr) := (T,M◦ L˜IA ◦ id
S1).
Nous noterons
(T,HHA) := (T, a(HHApr))
le ∞-topos mono¨ıdele´ associe´.
En termes plus concrets le ∞-foncteur
HHApr : T
op −→∞−Mon
envoie un objet X ∈ T sur le ∞-mono¨ıde End
A(XS1 )
(1), des endomorphismes de l’unite´ dans la ∞-
CMS A(XS
1
). Ce nouveau∞-foncteur n’est en ge´ne´ral plus un champ et son champ associe´ est HHA.
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Revenons au ∞-endofoncteur idS
1
. On peut promouvoir cette construction en un ∞-foncteur
Top −→ Hom(T, T )
qui commute aux limites et qui envoie ∗ sur l’objet id. En effet, un tel ∞-foncteur existe et est unique
dans [∞−Cat] car T = ∗̂ (voir §1.4). On trouve en particulier un morphisme bien de´fini
BS1 = K(Z, 2) −→ T −→ Hom(T, T ),
qui envoie le point de base de BS1 = K(Z, 2) sur l’objet idS
1
. En d’autre termes, on dispose d’une
action naturelle du groupe simplicial S1 sur le ∞-foncteur idS
1
. Cette action est bien e´videmment
induite par l’action de S1 sur lui-meˆme par translation. Ainsi, le ∞-foncteur compose´
HHApr : T
op −→∞−Mon
posse`de un rele`vement naturel
H˜HApr : T
op −→ RHom(BS1,∞−Mon) =: S1 −∞−Mon,
en un ∞-foncteur vers la ∞-cate´gorie des ∞-mono¨ıdes S1-e´quivariants. En composant avec le ∞-
foncteur de champ associe´, on trouve un rele`vement
H˜HA : T op −→ RHom(BS1,∞−Mon) =: S1 −∞−Mon,
du ∞-foncteur HHA. En composant avec le ∞-foncteurs des points fixes homotopiques (qui est le
∞-foncteur limBS1)
(−)hS
1
: S1 −∞−Mon −→∞−Mon,
on trouve deux nouveaux ∞-foncteur
HCApr : T
op −→∞−Mon
HCA : T op −→∞−Mon.
Par de´finition on a pour tout objet X ∈ T
HCApr(X) ≃ H˜H
A
pr(X)
hS1 HCA(X) ≃ H˜H
A
(X)hS
1
.
De´finition 3.5 Pour un ∞-topos catannele´ (T,A), le ∞-topos pre´-mono¨ıdele´ (T,HCApr) est de´fini
par
(T,HCApr) := (T, (H˜H
A
pr)
hS1).
Notons que la projection naturelle des points fixes sur le∞-foncteur d’oubli induit des morphismes
dans [∞−Top
Mon
]
(T,HHApr) −→ (T,HC
A
pr) (T,HH
A) −→ (T,HCA).
Pour X ∈ T peut e´crire
HHApr ≃ EndA(X
S1) HCApr ≃ EndA(X
S1)hS
1
.
Plus ge´ne´ralement, il n’est pas difficile de voir que (T,A) 7→ (T,HHApr) et (T,A) 7→ (T,HC
A
pr)
de´finissent des foncteur
[∞−Toppr
⊗,rig
] −→ [∞−Toppr
Mon
].
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De meˆme, on dispose de deux foncteurs
[∞−Top
⊗,rig
] −→ [∞−Top
Mon
].
Ces foncteurs sont relie´s par les morphismes
(T,HHApr) −→ (T,HC
A
pr) (T,HH
A) −→ (T,HCA)
qui induisent des transformations naturelles.
De´finition 3.6 Pour (T,A) un ∞-topos catannele´ et X ∈ T un objet.
1. Le ∞-mono¨ıde de pre´-homologie de Hochschild de X (resp. homologie de Hochschild) est
HHApr(X) (resp. HH
A(X)).
2. Le ∞-mono¨ıde de pre´-homologie cyclique de X (resp. homologie de cyclique) est
HCApr(X) (resp. HC
A(X)).
Nous expliquerons au §4.2 que notre de´finition de l’homologie cyclique est en re´alite´ une ge´ne´ralisation
de l’homologie cyclique ne´gative et non de l’homologie cyclique au sens propre. Notre caracte`re
de Chern sera construit a` valeurs dans HCpr et nous n’aurons jamais a` conside´rer un analogue de
l’homologie cyclique non ne´gative. Cette dernie`re pourrait eˆtre de´finie en remplac¸ant les points fixes
homotopiques par S1 par des coinvariants homotopiques (i.e. colimBS1 au lieu de limBS1). Nous ne
voyons cependant pas la pertinence d’une telle de´finition dans le contexte ge´ne´ral expose´ ici. Ainsi,
pour nous, homologie cyclique sera toujours une expression faisant re´fe´rence a` l’homologie cyclique
ne´gative.
3.3 Caracte`re de Chern
Soit (T,A) un ∞-topos catannele´ rigide. Nous avons de´ja` vu qu’on pouvait lui associer deux∞-topos
pre´-mono¨ıdele´s (T,HHApr) et (T,HC
A
pr). Nous allons maintenant en de´finir un troisie`me. Il s’agit de
composer A avec le foncteur
I ◦M :∞−Cat⊗ −→∞−Mon,
pour obtenir un nouveau ∞-foncteur
I ◦M ◦ A : T op −→∞−Mon
et donc un nouveau ∞-topos pre´-mono¨ıdele´ que nous noterons (T, |A|).
Notons que |A| : T op −→ ∞−Mon commute aux limites et donc est repre´sentable par un objet
E ∈ RHom(Γ, T ). De meˆme, le ∞-foncteur
L˜I ◦M ◦ A : T op −→ S1 −∞−Mon ⊂ RHom(Γ×BS1,T)
est repre´sentable par l’objet
ES
1
∈ RHom(Γ×BS1, T ).
Enfin, le morphisme de trace cyclique multiplicative TrS
1
⊗ (voir la de´finition 2.29) induit une transfor-
mation naturelle
L˜I ◦M ◦A −→ E˜ndA(1).
Cette transformation naturelle correspond a` l’aide du lemme de Yoneda a` un e´le´ment
TrS
1
⊗ ∈ π0(EndA(ES1 )(1)
hS1) = π0(HC
A
pr(E)).
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Par le lemme de Yoneda cet e´le´ment est lui-meˆme donne´ par une transformation naturelle
Chpr : |A| −→ HCApr
bien de´finie dans [RHom(T op,∞−Mon)].
De´finition 3.7 Soit (T,A) un ∞-topos catannele´ rigide.
1. Le pre´-caracte`re de Chern du ∞-topos catannele´ rigide (T,A) est le morphisme
Chpr : |A| −→ HCApr
dans [RHom(T op,∞−Mon)].
2. Le caracte`re de Chern du ∞-topos catannele´ rigide (T,A) est le morphisme compose´
Ch : |A|
Chpr // HCApr // HCA.
3. La pre´-trace du ∞-topos catannele´ rigide (T,A) est le morphisme compose´
Trpr : |A|
Chpr // HCApr // HH
A
pr.
4. La trace du ∞-topos catannele´ rigide (T,A) est le morphisme compose´
Tr : |A|
Ch // HCA // HHA.
On ve´rifie sans peine que le caracte`re de Chern induit une transformation naturelle entre les deux
foncteurs
[∞−Top
∞−Cat⊗rig
] −→ [∞−Top
∞−Mon
]
qui envoient (T,A) sur (T, |A|) et sur (T,HCA) respectivement. En d’autres termes la construction
de Ch est fonctorielle d’une part en A et d’autre part en T (remarquons que la fonctorialite´ en T
utilise l’exactitude a` gauche des adjoints des morphismes ge´ome´triques afin de comparer les objets de
la forme XS
1
). Nous laissons le soins au lecteur d’e´crire les de´tails de ces fonctorialite´s.
4 Exemples et applications
Dans cette dernie`re section nous donnons quatres exemples de contextes d’applications du caracte`re
de Chern construit dans la section pre´ce´dente. Le premier est relativement formel et consiste a` remar-
quer qu’un∞-topos annele´ donne lieu a` deux∞-topos catannele´s, obtenus en conside´rant les groupes
additifs et multiplicatifs sous-jacents au faisceau structural. Dans le second exemple nous revenons
sur le caracte`re de Chern des fibre´s vectoriels alge´briques et plus ge´ne´ralement des complexes parfaits.
Nous donnons la preuve de´taille´ de la comparaison avec le caracte`re de Chern usuel pour les fibre´s
vectoriels. Les deux derniers exemples sont a` nos yeux les plus importants car ils concernent le car-
acte`re de Chern d’une famille de dg-cate´gories dont l’existence avait e´te´ avance´e dans [To-Ve1]. Nous
montrons tout d’abord comment on peut associer a` toute famille alge´brique de dg-cate´gories com-
pactement engendre´es sur une base X (disons un sche´ma ou plus ge´ne´ralement un champs alge´brique)
un complexe quasi-cohe´rent et S1-e´quivariant sur l’objet des lacets LX. Cet objet donne lieu a` une
sorte de DX -module filtre´ qu’il faut voir comme la variation de structures de Hodge non-commutatives
induite sur l’homologie cyclique de la famille (au sens de [Ka-Ko-Pa]). Cette variation comprend en
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particulier la donne´e d’une connexion de Gauss-Manin, ce qui nous permet de ge´ne´raliser les construc-
tions de [Ge, Do-Ta-Ts] au cas des familles de dg-cate´gories sur des bases tre`s ge´ne´rales. La` encore,
de nombreux e´nonce´s de comparaison, par exemple entre quasi-cohe´rents S1-e´quivariants sur LX et
DX-modules, ne sont pas de´taille´s: nous reviendrons sur ces points, qui me´ritent un traitement se´pare´,
dans un travail ulte´rieur. Enfin, lorsque la famille de dg-cate´gories en question est a` fibres sature´es
nous expliquons comment on peut lui associer un caracte`re de Chern secondaire a` valeurs dans une
nouvelle the´orie homologique que nous introduisons: l’homologie cyclique secondaire. Une e´tude plus
approfondie de ce caracte`re de Chern secondaire fera l’objet d’un travail futur.
Avant de de´crire ces exemples nous pre´sentons notre ∞-topos favori, a` savoir celui des champs
de´rive´s, et qui sera utilise´ pour tous nos exemples. Comme nous le signalons a` plusieurs reprises
on aurait tout aussi bien pu conside´rer les versions diffe´rentielles, ou complexes analytiques, de ce
∞-topos (voir [Lu3, §4.4]). Le cadre alge´brique est cependant plus simple et de plus rend compte de
tous les phe´nome`nes inte´ressants.
Fixons nous k un anneau commutatif. On conside`re sk − Comm, la cate´gorie des k-alge`bres
commutatives simpliciales. En localisant les e´quivalences faibles, qui sont les morphismes induisant
des e´quivalences faibles sur les ensembles simpliciaux sous-jacents, on trouve une ∞-cate´gorie L(sk−
Comm). On pose alors
dAffk := L(sk − Comm)
op,
que nous appellerons l’∞-cate´gorie des k-sche´mas de´rive´s affines. Il existe sur la cate´gorie [dAffk]
une topologie de Grothendieck, de´finie a` l’aide des recouvrements e´tales (voir par exemple [HAGII,
§2.2]). Cette topologie de´finit une topologie sur l’∞-cate´gorie dAffk et donne ainsi lieu a` un∞-topos
dAff∼,etk , appele´ l’∞-topos des k-champs de´rive´s (il est note´ dSt(k) dans [To4, §4]). Notons que l’on
a
dAff∼,etk ≃ L(k −D
−Aff∼,et),
ou` k − D−Aff∼,et est le topos de mode`les des champs pour la topologie e´tale sur k − D−Aff =
(sk − Comm)op.
L’∞-cate´gorie dAff∼,etk posse`de la cate´gorie des k-sche´mas, et la 2-cate´gorie des k-champs alge´briques,
comme sous-∞-cate´gories pleines (voir [HAGII, §2.2.4]). Ainsi, nous conside´rerons toujours les k-
sche´mas et les k-champs alge´briques comme des objets de dAff∼,etk . Notons cependant que ces sous-
∞-cate´gories ne sont pas stables par limites, et en particulier par produit fibre´. Tous les produits
fibre´s que nous conside´rerons seront construits dans dAff∼,etk .
4.1 ∞-Topos annele´s et ∞-Topos catannele´s
Conside´rons SpΣ la cate´gorie de mode`les des spectres syme´triques de [HSS], munie de sa structure
positive de [Shi]. Les mono¨ıdes commutatifs dans cette cate´gorie de mode`les forment une cate´gorie
Comm(SpΣ), dont les objets sont les anneaux en spectres syme´triques commutatifs. Cette cate´gorie
he´rite d’une structure de mode`les pour la quelle les fibrations et les e´quivalences sont de´finies sur les
objets sous-jacents dans SpΣ. Nous noterons ∞−Comm la ∞-cate´gorie obtenue par localisation
∞−Comm := L(Comm(SpΣ)).
Par de´finition un ∞-topos annele´ est un ∞-topos structure´ dans ∞ − Comm. La cate´gorie des
∞-topos annele´s est donc [∞−Top
∞−Comm
]. Nous allons construire deux ∞-foncteurs
Ga :∞−Comm −→∞−Cat
⊗
rig Gm :∞−Comm −→ ∞−Cat
⊗
rig,
qui de plus commutent aux limites. Ils induiront ainsi deux foncteurs
[∞−Top
∞−Comm
] −→ [∞−Top
∞−Cat⊗rig
]
61
qui envoient respectivement (T,A) sur (T,Ga ◦ A) et (T,Gm ◦ A).
Pour ce qui est du ∞-foncteur Ga (groupe additif sous-jacent), on commence par conside´rer le
foncteur d’oubli Comm(SpΣ) −→ SpΣ qui induit un ∞-foncteur sur les localise´s
∞−Comm −→ L(SpΣ).
On compose alors avec l’adjonction de Quillen
SEnsΓ ←→ SpΣ
entre Γ-espaces et spectres syme´triques (voir [M-Ma-Sc-Sh]). En composant avec Π∞ : T −→∞−Cat
on trouve finalement un ∞-foncteur
Ga : uscomm // L(SpΣ) // L(SEnsΓ) ≃ RHom(Γ,T)
Π∞ // RHom(Γ,∞−Cat).
Ce foncteur se factorise par la sous-∞-cate´gorie ∞−Cat⊗ ⊂ RHom(Γ,∞−Cat). De plus, Ga(R) est
une ∞-CMS dont la cate´gorie homotopique [Ga(R)] est un groupo¨ıde muni d’une loi mono¨ıdale pour
la quelle tous les objets sont inversibles. La cate´gorie mono¨ıdale syme´trique [Ga(R)] est donc toujours
rigide, et on obtient ainsi un ∞-foncteur
Ga :∞−Comm −→∞−Cat
⊗
rig.
Une autre fac¸on de voir ce∞-foncteur est en utilisant l’e´quivalence entre spectres connectifs et∞-CMS
dont la loi mono¨ıdale est inversible mentionne´e au §2.1. Pour R ∈ ∞ − Comm, la ∞-CMS Ga(R)
est celle correspondant au reve`tement connectif du spectre sous-jacent a` R. Finalement, on voit par
construction que Ga est obtenu par composition de ∞-foncteurs qui commutent tous aux limites, il
commute ainsi lui aussi avec les limites.
Construisons maintenant le ∞-foncteur Gm. Pour cela, on conside`re pour tout R ∈ Comm(Sp
Σ)
la cate´gorie R − Modcof des R-modules cofirants (toujours pour la structure positive de [Shi]).
La cate´gorie R − Modcof est une cate´gorie mono¨ıdale syme´trique munie d’une notion compatible
d’e´quivalence faible W . On obtient ainsi un pseudo-foncteur Comm(SpΣ) −→ Cat⊗, qui envoie R
sur R−Modcof et un morphisme R −→ R′ sur le changement de base R′ ∧R−. On rectifie ce pseudo-
foncteur en le remplac¸ant par le foncteur de ses sections cocarte´siennes (voir §1.3 par exemple) pour
obtenir un vrai foncteur
Comm(SpΣ) −→ Cat⊗.
Ce foncteur vient avec une notion d’e´quivalence faible induite, encore note´e W , et en localisant on
obtient ainsi un foncteur
Comm(SpΣ) −→∞−Cat⊗.
Ce foncteur envoie lui-meˆme e´quivalences dans Comm(SpΣ) sur des e´quivalence dans∞−Cat, car le
changement de base par une e´quivalence induit une e´quivalence de Quillen entre cate´gorie de modules.
On localise alors ce foncteur pour obtenir un ∞-foncteur
Mod(−) :∞−Comm −→∞−Cat⊗,
qui, a` e´quivalence pre`s, envoie R ∈ ∞−Comm sur L⊗(R−Modcof ) =:Mod(R) (voir de´finition 2.5).
On compose alors avec le ∞-foncteur
End−(1) ◦M :∞−Cat
⊗ −→∞−Mon
puis avec
(−)inv :∞−Mon −→∞−Mon
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qui a` un ∞-monod¨ıde commutatif E associe son sous-∞-monoide des e´le´ments inversibles de´fini par
le produit fibre´ suivant dans SEnsΓ
Einv //

E

π0(E)
inv // π0(E).
Ceci permet d’obtenir le ∞-foncteur cherche´
Gm :∞−Comm −→∞−Mon.
En termes image´s ce ∞-foncteur envoie R sur le sous-mono¨ıde simplicial de REndR−Mod(R,R) forme´
des autoe´quivalences. La construction pre´ce´dente explique comment ce mono¨ıde est commutatif et
comment il peut eˆtre rendu fonctoriel en R (il faut noter ici que R n’est pas cofibrant comme R-module
en ge´ne´ral, voir [Shi]).
Soit maintenant (T,A) un ∞-topos annele´ auquel nous associons les deux ∞-topos catannele´s
rigides construits pre´ce´demment
(T,Ga(A)) (T,Gm(A)).
On peut ainsi conside´rer leur pre´-trace que nous noterons respectivement
d : |Ga(A)| −→ HH
Ga(A)
pr
dlog : |Gm(A)| −→ HH
Gm(A)
pr .
Pour un objet X ∈ T , ces morphismes e´value´s en X donnent
d : |Ga(A)|(X) −→ HH
Ga(A)
pr (X) ≃ Ω∗|Ga(A)|(X
S1)
dlog : |Gm(A)|(X) −→ HH
Gm(A)
pr (X) ≃ Ω∗|Gm(A)|(X
S1),
ou` Ω∗ de´signe l’espace des lacets pris en e´le´ment neutre des mono¨ıdes correspondants. Ici |Ga(A)|(X)
et |Gm(A)|(X) ne sont autre que les mono¨ıdes simpliciaux additifs et multiplicatifs sous-jacents a`
l’anneau en spectres A(X). Nous allons voir maintenant, sans donner les de´tails cependant, que
Ω∗|Ga(A)|(X
S1) et Ω∗|Gm(A)|(X
S1) sont des ge´ne´ralisations de l’espace des formes diffe´rentielles et
formes diffe´rentielles logarithmiques, ce qui explique les notations d et dlog pour rappeler que ces
morphismes sont des analogues des diffe´rentielles de de Rham et de Rham logarithmique de fonctions.
Soit k un anneau commutatif. Conside´rons sk − Comm la cate´gorie des k-alge`bres commutatives
simpliciales (pour bien faire les choses il faut fixer deux univers U ∈ V et ne conside´rer que les k-
alge`bres commutatives simplicials U-petites. La cate´gorie sk−Comm est alors V-petite). On dispose
d’un foncteur
sk − Comm −→ Comm(SpΣ)
qui envoie une k-alge´bre commutative simpliciale R sur HR, le spectre d’Eleinberg-McLane corre-
spondant (voir [HSS]). Ce foncteur pre´serve les e´quivalences et induit donc un ∞-foncteur
L(sk − Comm) −→∞−Comm.
Ceci de´finit un pre´champ sur dAffk = L(sk − Comm)
op a` valeurs dans ∞−Comm. Ce pre´champ
est de plus un champ pour la topologie e´tale sur dAffk (voir [HAGII, §2.2] par exemple) et fournit
donc un ∞-foncteur
A : (dAff∼,etk )
op −→∞−Comm,
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qui fait du ∞-topos dAff∼,etk un ∞-topos annele´ (le champ A est pre´cise´ment a` valeurs dans ∞−
CommV, et dAff
∼,et
k est un V-∞-topos). Notons que le∞-topos dAff
∼,et
k n’est autre que le∞-topos
des k-champs de´rive´s au sens de [To4], et que A est son faisceau structural (repre´sente´ par l’objet en
anneau A1). Soit maintenant X un k-sche´ma, conside´re´ comme un objet X ∈ dAff∼,etk (voir [HAGII,
§2.2.4]). L’objet XS
1
est alors e´quivalent au produit fibre´ X ×X×X X. On a donc un isomorphisme
naturel
π0(Ω∗|Ga(A)|(X
S1)) ≃ π1(|Ga(A)|(X
S1)) ≃ Tor
OX×X
1 (OX ,OX) ≃ Ω
1
X .
Le morphisme construit ci-dessus
d : π0(|Ga(A)|(X)) ≃ O(X) −→ π0(Ω∗|Ga(A)|(X
S1)) ≃ Ω1X
s’identifie alors a` la diffe´rentielle de de Rham. De plus, il existe des isomorphismes naturels
πi(|Ga(A)|(X
S1)) ≃ πi(|Gm(A)|(X
S1))
pour tout i > 0. A travers ces isomorphismes on peut montrer que le morphisme
dlog : π0(|Gm(A)|(X)) ≃ O(X)
∗ −→ π0(Ω∗|Gm(A)|(X
S1)) ≃ Ω1X
s’identifie a` f 7→ dff , la diffe´rentielle de de Rham logarithmique.
Notons pour terminer que l’on pourrait aussi bien remplacer le ∞-topos dAff∼,etk par le ∞-topos
des varie´te´s C∞ de´rive´es (voir [Sp]), ou encore celui des espaces analytiques complexes de´rive´s (voir
[Lu3, §4.4]). Ces deux ∞-topos sont naturellement annele´s par leur faisceaux structuraux respectifs
(repre´sente´s dans les deux cas par la droite affine), et l’interpre´tation que l’on vient de donner des
morphsmes d et dlog en termes de diffe´rentielle de de Rham reste valable.
4.2 Fibre´s vectoriels et complexes parfaits
Dans cette section nous de`crivons notre caracte´re de Chern dans le cas ou` le ∞-topos dAff∼,etk , deja`
introduit au nume´ro pre´ce´dent, est annele´ par le champ (en ∞-CMS rigides) des complexes parfaits.
En particulier on obtient une caracte´re de Chern defini pour tous les champs d’Artin qui gene´ralise
celui connu pour les sche´mas et les champs de Deligne-Mumford. Quand a` la comparaison avec le
caracte´re de Chern classique, nous montrons (Appendice B, The´ore`me B.4) l’e´quivalence dans le cas
des fibre´s vectoriels sur des variete´s lisses sur un corps de caracte´ristique zero; la comparaison pour les
complexes parfaits (qui peut bien se deduire du cas des fibre´s vectoriels) sera preuve´ dans un travail
ulte´rieur.
Conside´rons de nouveau le∞-topos dAff∼,etk , des k-sche´mas de´rive´s. Il peut eˆtre muni d’un champ
en ∞-CMS rigides Parf , des complexes parfaits, de la fac¸on suivante. Notons comme au paragraphe
pre´ce´dent sk−Comm la cate´gorie des k-alge`bres commutatives simpliciales. Pour R ∈ sk−Comm on
dispose d’une k-dg-alge`bre commutative normalise´e N(R), ainsi que la cate´gorie mono¨ıdale syme´trique
N(R)−Mod des N(R)-dg-modules. On conside`re la sous-cate´gorie mono¨ıdale pleine Parf(R) forme´s
des N(R)-dg-modules qui sont d’une part cofibrants et d’autre part qui sont parfaits (c’est a` dire
dualisables dans Ho(N(R) −Mod), voir [To-Va2]). Pour un morphisme R → R′ dans sk − Comm
on dispose d’un foncteur de changement de bases R′ ⊗R − : Parf(R) −→ Parf(R
′). Ceci de´finit un
foncteur faible
Parf : sk − Comm −→ Cat⊗
de sk − Comm vers la 2-cate´gorie des cate´gories mono¨ıdales syme´triques. De plus, ce foncteur est
muni du sous-foncteur forme´ des quasi-isomorphismes de N(R)-dg-modules. Ainsi, en rectifiant ce
foncteur faible, puis en localisant, on obtient un nouveau foncteur
sk − Comm −→∞−Cat⊗.
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Ce foncteur envoie e´quivalences de k-alge`bres simpliciales sur e´quivalences de ∞ − Cat⊗ et donne
ainsi lieu a` un ∞-foncteur apre`s localisation
Parf : L(sk − Comm) = dAff opk −→∞−Cat
⊗,
qui est tel que Parf(R) soit e´quivalent a` L⊗(Parf(R)) (voir de´finition 2.5). Le ∞-foncteur satisfait
de plus a` la condition de descente pour la topologie e´tale (voir [HAGII, §2.2]) et donc fournit un champ
Parf : dAff∼,etk −→∞−Cat
⊗.
On obtient ainsi un∞-topos catannele´ (dAff∼,etk , Parf). Ce∞-topos catannele´ est de plus rigide, car
d’une part, par de´finition tout objet de Parf(R) est rigide, et d’autre part, tout objet X ∈ dAff∼,etk
est une colimite d’objet repre´sentable. La ∞-cate´gorie Parf(X) peut ainsi s’e´crire comme une limite
(dans ∞−Cat⊗) de ∞-CMS rigides et est donc elle-meˆme rigide d’apre`s le the´ore`me 2.10.
Cas des sche´mas. Soit maintenant X un k-sche´ma, conside´re´ comme un objet de dAff∼,etk . On a
XS
1
≃ X ×X×X X,
ou` ce produit fibre´ est pris dans les k-sche´mas de´rive´s. Ceci implique en particulier que l’on a
HH
Parf
pr (X) ≃ O(X
S1) ≃ HH(X),
ou` HH(X) est un mode`le simplicial au complexe d’homologie de Hochschild de X (obtenu par exemple
par la correspondance de Dold-Kan a` partir du complexe de Hochschild de [Ke]). En particulier on a
πi(HH
Parf
pr (X)) ≃ HH−i(X)
pour tout i ≥ 0. La pre´-trace de la de´finition 3.7 est donc un morphisme
TrX : [Parf(X)]/iso −→ HH0(X).
Lorsque X est lisse sur k de caracte´ristique nulle on a HH0(X) ≃ ⊕pH
p(X,ΩpX ) et on peut montrer
que, pour un fibre´ vectoriel V sur X, TrX(V ) n’est autre que le caracte`re de Chern usuel ([SGA6,
Exp. V]) de V a` valeurs en cohomologie de Hodge. Nous montrerons ci-dessous un re´sultat plus fine.
Revenons donc au cas ge´ne´ral d’un k-sche´ma X. Le groupe simplicial S1 ope`re naturellement sur la
k-alge`bre simpliciale O(XS
1
) ≃ HH(X), et on peut montrer que cette action est donne´e par l’ope´rateur
de Connes sur le complexe d’homologie de Hochschild. En particulier, on trouve un isomorphisme
naturel
π0(HC
Parf
pr (X)) ≃ HC
−
0 (X),
ou`HC−0 (X) est l’homologie cyclique ne´gative du sche´maX de´finie par exemple dans [Ke] (voir [To-Ve3,
Cor. 4.2 (4)] pour cette comparaison dans le cas lisse et de caracte´ristique nulle). On peut montrer
alors que le caracte`re de Chern
ChX : [Parf(X)]/iso −→ HC
−
0 (X)
de la de´finition 3.7 s’identifie au caracte`re de Chern a` valeurs dans la cohomologie cyclique ne´gative
(voir par exemple [Ke]). Nous prouvons ici (Appendice B, The´ore`me B.4) ce re´sultat dans le cas
des fibre´s vectoriels sur des varie´te´s quasi-projectives et lisses sur un corps de caracte´ristique 0 et
reviendrons sur la comparaison ge´nerale dans un travail ulte´rieur. Nous avons choisi de mettre en
appendice ce the´ore`me de comparaison, dont la preuve est plutoˆt longue, pour ne pas trop couper le
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fil de l’exposition.
Cas des champs alge´briques. Supposons maintenant que X soit un (1−)champ alge´brique, disons
au sens d’Artin. Le pre´-caracte`re de Chern fournit ainsi un morphisme
Chpr : [Parf(R)]/iso −→ HCpr0 (X).
Contrairement au cas des sche´mas il n’est plus vrai que HCpr(X) ≃ HC(X), et le pre´-caracte`re de
Chern devient alors un rafinement non trivial du caracte`re de Chern. Par exemple, lorsque X est
un champ de Deligne-Mumford lisse sur k de caracte´ristique nulle, alors HCpr0 (X) est isomorphe a`
la cohmologie de de Rham (paire) de IX, le champ d’inertie de X, alors que HC0(X) n’est que la
cohomologie de de Rham de X. Le pre´-caracte`re de Chern Chpr devient alors le caracte`re de Chern a`
coefficients dans les repre´sentations de [To1]. Dans le cas ge´ne´ral d’un champ d’Artin X sur un anneau
de base quelconque k, HCpr∗ (X) forme une the´orie cohomologique digne d’inte´reˆt. Le caracte`re de
Chern
Chpr : [Parf(X)]/iso −→ HCpr0 (X)
est alors une ge´ne´ralisation du caracte`re de Chern construit dans [To1] au cadre beaucoup plus ge´ne´ral
des champs d’Artin. Notons que lorsque X = BG est le champ classifiant d’un sche´ma en groupe lisse
sur k alors ce caracte`re de Chern
Chpr : [Parf(BG)]/iso −→ HCpr0 (BG) ≃ O(G)
G,
n’est autre que le morphisme de trace, qui a` un complexe parfait E muni d’une action de G associe la
fonction TrE, qui envoie g ∈ G sur la trace de l’endomorphisme g de E. Dans le cas plus ge´ne´ral d’un
champ quotient [X/G], Chpr est une combinaison relativement subtile du caracte`re de Chern pour le
sche´ma des points fixes Xfix = {(g, x)/g.x = x} ⊂ G ×X et du morphisme de trace pour G. Nous
espre´rons revenir sur une description plus pre´cise de la the´orie cohomologique X 7→ HCpr0 (X) pour
les champs d’Artin, ainsi que du caracte`re de Chern qui lui est associe´, dans un travail ulte´rieur.
Tout comme dans notre exemple pre´ce´dent nous aurions pu remplacer le ∞-topos dAff∼,et par
le ∞-topos des varie´te´s diffe´rentielles ou analytiques de´rive´es, munis de leurs champs des complexes
parfaits. La comparaison entre notre caracte`re de Chern et le caracte`re de Chern usuel des fibre´s
C∞ ou holomorphes a` valeurs dans la cohomologie de de Rham (C∞ ou holomorphe) resterait alors
valable. Nous reviendrons aussi sur ce point dans un travail ulte´rieur.
4.3 Familles de dg-cate´gories compactement engendre´es
Comme dans le paragraphe pre´ce´dent nous conside´rons dAff∼,etk , le ∞-topos des k-sche´mas de´rive´s.
Pour R ∈ sk − Comm une k-alge`bre commutative simpliciale nous conside´rons N(R) la dg-alge`bre
normalise´e associe´e. On note alors dg − catR la cate´gorie des cate´gories enrichies dans N(R)−Mod,
munie de sa structure de mode`les de [Tab]. Pour pre´ciser les univers rappelons que sk−Comm de´signe
la cate´gorie des k-alge`bres simpliciales U-petites, et de meˆmeN(R)−Mod de´signe lesN(R)-dg-modules
U-petits. Soit V un univers avec U ∈ V. Alors, par de´finition, dg − catR consistera pre´cise´ment en
les N(R) −Mod-cate´gories qui sont V-petites. Pour tout R soit dg − catcR la cate´gorie des objets
cofibrants dans dg − catR. Le produit tensoriel au-dessus de N(R) fait de dg − cat
c
R une cate´gorie
syme´trique mono¨ıdale, munie d’une notion d’e´quivalences qui est compatible. Ainsi, en rectifiant le
pseudo-foncteur
R 7→ dg − catcR (R→ R
′) 7→ N(R′)⊗N(R) −,
puis en utilisant la version mono¨ıdale de la localisation L⊗ (voir de´finition 2.5), on trouve un foncteur
D : sk − Comm −→∞−Cat⊗.
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Pour bien faire les choses ici il nous faut fixer W un troisie`me univers avec V ∈ W. On dispose alors
pre´cise´ment d’un foncteur
D : dAff opk −→ ∞−Cat
⊗
W.
Ce foncteur est tel que D(R) est e´quivalente a` L⊗(dg− catcR), la ∞-CMS des R-dg-cate´gories qui sont
V-petites. Ce foncteur D peut aussi e´tre conside´re´ comme un foncteur
D : sk − Comm× Γ −→∞−Cat.
Nous utilisons maintenant la proposition 1.4 pour obtenir une ∞-cate´gorie cofibre´e∫
sk−Comm×Γ
D −→ sk − Comm× Γ.
Nous allons maintenant de´finir une sous-∞-cate´gorie cofibre´e de
∫
sk−Comm×ΓD. Pour cela, notons
que [
∫
sk−Comm×ΓD] se de´crit de la fac¸on suivante. Ses objets sont des triplets (R, [n], A), avec R ∈
sk − Comm, [n] ∈ Γ, et A = (A1, . . . , An) une famille de dg-cate´gories sur N(R) qui sont V-petites.
Un morphisme (R, [n], A) −→ (S, [m], B) est la donne´e d’un morphisme R → S, d’un morphisme
u : [n]→ [m], et pour tout j ∈ {1, . . . , n} d’un morphisme dans Ho(dg − catS)
S ⊗LR
(
⊗Li∈u−1(j)Ai
)
−→ Bj.
Rappelons alors qu’une dg-cate´gorie A sur N(R) est U-compactement engendre´e si elle est isomorphe
dans Ho(dg − catR) a` une dg-cate´gorie de la forme
Â0 = RHom(A
op
0 , 1̂),
avec A0 une dg-cate´gorie U-petite (ou encore a` la dg-cate´gorie des U-dg-modules cofibrants sur une dg-
cate´gorie U-petite, voir [To2]). Nous de´finissions une sous-cate´gorie C, non pleine, de [
∫
sk−Comm×ΓD]
de la fac¸on suivante.
1. Les objets de C sont les (R, [n], A) tels que chaque Ai soit U-compactement engendre´e.
2. Les morphismes (R, [n], A) → (S, [m], B) dans C sont ceux pour les quels pour tout 1 ≤ j ≤ m
le morphisme de N(R)-dg-cate´gories
⊗Li∈u−1(j)Ai −→ Bj
soitmulti-continu, c’est a` dire commute aux sommes dans chacune des variables Ai inde´pendamment.
On de´finit alors la sous-∞-cate´gorie C ⊂
∫
sk−Comm×ΓD par le carre´ (homotopiquement) carte´sien
suivant
C //

∫
sk−Comm×ΓD

C // [
∫
sk−Comm×ΓD].
Le point crucial ici est que la sous-∞-cate´gorie C est encore cofibre´e au sens de la de´finition 1.3.
En effet, en de´roulant les de´finitions cela se de´duit des re´sultats de [To2] de la fac¸on suivante. Soit
(R, [n], A) un objet de C et R → S, u : [n] → [m] un morphisme dans sk − Comm× Γ. Choisissons
des dg-cate´gories U-petites Ai,0 avec Ai ≃ Âi,0. On conside`re, pour tout 1 ≤ j ≤ m le morphisme
naturel
⊗Li∈u−1(j)Ai −→
̂⊗L
i∈u−1(j)
Ai,0,
67
induit par le plongement de Yoneda restreint a`
⊗Li∈u−1(j)Ai,0 →֒ ⊗
L
i∈u−1(j)Ai.
Ainsi, si l’on pose
Bj :=
̂⊗L
i∈u−1(j)
Ai,0,
on dispose d’un morphisme (R, [n], A) → (S, [m], B), que l’on voit facilement eˆtre dans la sous-∞-
cate´gorie C. De plus, le the´ore`me [To2, Thm. 7.2] implique qu’un rele`vement de ce morphisme en un
morphisme de C est cocarte´sien dans C. Ceci termine de montrer que C est fibre´e.
Finalement, on utilise de nouveau la proposition 1.4 en appliquant cette fois le foncteur RSesk−Comm×Γ
pour obtenir un nouveau foncteur
sk − Comm× Γ −→∞−CatW,
ou` encore un foncteur
sk − Comm −→∞−CatΓW.
Il n’est pas difficile de voir que ce foncteur se factorise en
sk − Comm −→∞−Cat⊗W.
Il envoie e´quivalences sur e´quivalences et donc induit un ∞-foncteur
Dg : dAffk −→∞−Cat
⊗
W.
Pour R ∈ sk − Comm la cate´gorie syme´trique mono¨ıdale [Dg(R)] est naturellement e´quivalente a`
Ho(dg − catR)
ct, la sous-cate´gorie des dg-cate´gories U-compactement engendre´es et dg-foncteurs con-
tinus. Sa structure mono¨ıdale ⊗ct est donne´e par la formule
Â0 ⊗
ct B̂0 ≃ ̂A0 ⊗L B0.
De meˆme, le foncteur de changement de bases pour R→ S est donne´ par
S ⊗ctR Â0 ≃
̂S ⊗LR A0.
Le the´ore`me [To2, Thm. 7.2] implique alors que [Dg(R)] est rigide pour tout R: en effet, le dual de
Â0 n’est autre que Â
op
0 , et le morphisme d’unite´
1̂ −→ ̂A0 ⊗L A
op
0
n’est autre que le A0-bi-dg-module (a, b) 7→ A(b, a).
De plus, d’apre`s [To6, Thm. 0.2], une forme tordue de dg-cate´gories compactement engendre´es est
encore compactement engendre´e, ce qui implique que le pre´champ Dg est en re´alite´ un champ pour la
topologie e´tale (et meˆme fppf). Comme chaque Dg(R) est une ∞-CMS rigide, nous venons ainsi de
construire un ∞-topos catannele´ rigide (dAff∼,etk ,Dg).
Appliquons la construction du pre´-caracte`re de Chern de la de´finition 3.7 au ∞-topos catannele´
rigide (dAff∼,etk ,Dg). Il s’agit, pour X ∈ dAff
∼,et
k un k-champ de´rive´, d’une application
Chpr : [Dg(X)]/iso −→ HCpr0 (X).
La cate´gorie [Dg(X)] est la cate´gorie homotopique des champs en dg-cate´gories compactement en-
gendre´es parametre´s par X. D’autre part, le ∞-foncteur EndDg(1) s’identifie au pre´-champ des
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complexes quasi-cohe´rents sur dAff∼,etk , et nous savons que ce pre´champ est un champ (voir [HAGII,
§2.2]). Ainsi, on a
HCpr0 (X) ≃ π0(EndDg(1)(X
S1)hS
1
) ≃ DS
1
qcoh(X
S1)/iso,
ou` DS
1
qcoh(X
S1) est la cate´gorie de´rive´e des complexes quasi-cohe´rents S1-e´quivariants sur XS
1
(c’est a`
dire des complexes quasi-cohe´rents sur le champ quotient [XS
1
/S1]). Ainsi, le pre´-caracte`re de Chern
d’un champ A en dg-cate´gories compactement engendre´es sur X est un complexe quasi-cohe´rent S1-
e´quivariant
Chpr(A) ∈ DS
1
qcoh(X
S1)/iso.
La fibre de Chpr(A) en un point γ : S1 −→ X, est l’homologie de Hochschild de la fibre Aγ(∗) a`
coefficient dans l’endomorphisme de monodromie de γ (qui est une autoe´quivalence de Aγ(∗)). Le
(complexe de) faisceau Chpr(A) peut eˆtre vu comme le faisceau d’anomalies de A, au sens ou` ce terme
est utilise´ dans [Bry, §6.2].
Nous allons terminer ce parapraphe par deux cas particulier du pre´-caracte`re de Chern ci-dessus.
Connexion de Gauss-Manin non-commutative. Supposons que X soit un sche´ma lisse sur
k de caracte´ristique nulle. Soit DX le faisceau des ope´rateurs diffe´rentiels sur X. On construit un
faisceau de k-dg-alge`bres sur X en posant
RX :=
(
⊕i∈ND
≤i
X [−2i]
)
,
ou` D≤iX est le sous-faisceau des ope´rateurs diffe´rentiels de degre´ infe´rieur a` i. C’est un faisceau de
k[u]-dg-alge`bres sur X, ou` u une variable place´e en degre´ 2 et ope´rant par les inclusions naturelles
u. : D≤iX →֒ D
≤i+1
X .
On peut ve´rifier (voir par exemple [Ben-Nad-1]) que le faisceau RX est la dg-alge`bre des endomor-
phismes de l’objet OX vu dans D
S1
qcoh(X
S1) par le foncteur d’image directes le long de l’inclusion
naturelle X →֒ XS
1
. Ainsi, a` l’aide du foncteur E 7→ RHom(OX , E) on construit un foncteur
φ : DS
1
qcoh(X
S1) −→ Dqcoh(RX).
Ce foncteur, restreint aux objets satisfaisant certaines conditions de finitudes convenables est de plus
une e´quivalence de cate´gories, mais nous nous contenterons ici de son existence.
Soit maintenant A ∈ Dg(X) un champ en dg-cate´gories compactement engendre´es sur X. Son
pre´-caracte`re de Chern Chpr(A) est un objet dans DS
1
qcoh(X
S1), qui, a` l’aide du foncteur φ, peut eˆtre
vu comme un objet
φ(Chpr(A)) ∈ Dqcoh(RX).
Cet objet donne lieu d’une part a` un DX-module Z/2-gradue´
GM(A) := φ(Chpr(A))[u−1] ∈ Dqcoh(RX [u
−1]) ≃ D
Z/2
qcoh(DX),
et d’autre part a` un gradue´ associe´
Char(A) := φ(Chpr(A)[u = 0]) ∈ Dqcoh(RX ⊗
L
k[u] k) ≃ Dqcoh(SymOX (TX [−2])).
L’objet GM(A) n’est autre que le complexe d’homologie pe´riodique de A relativement a` X, muni
d’une connexion plate: la connexion de Gauss-Manin. Nous ne comparerons pas ici cette connexion
avec les connexions de Gauss-Manin apparaissant dans d’autres contextes. D’autre part, Char(A)
est le module caracte´ristique du DX -module GM(A), associe´ a` une certaine filtration: la filtration de
69
Hodge. De meˆme, nous ne comparerons pas ici cette filtration avec les connexions de Gauss-Manin
apparaissant dans d’autres contextes. L’objet global φ(Chpr(A)) contient ainsi la connexion de Gauss-
Manin et la filtration de Hodge, toutes deux de´finies sur le complexe d’homologie pe´riodique de A. Il
faut donc comprendre l’objet φ(Chpr(A)), et donc l’objet Chpr(A) car φ n’est pas bien loin d’eˆtre une
e´quivalence de cate´gorie, comme la partie alge´brique de la variation de structures de Hodge associe´e a`
A, vu comme une famille de varie´te´s non-commutatives parame´tre´e par X (au sens de [Ka-Ko-Pa]).
Faisceaux des caracte`res d’une repre´sentation dg-cate´gorique. SoitG un groupe alge´brique
sur un corps k et X = BG. Soit A un champ en dg-cate´gories compactement engendre´es sur X. Un tel
objet est une repre´sentation dg-cate´gorique de G. On peut en construire en prenant par exemple une
dg-cate´gorie T dont le groupe des autoe´quivalences forme un groupe alge´brique (par exemple lorsque
T est sature´e, voir [To-Va2, Cor. 3.26]), et en conside´rant une repre´sentation de G dans ce groupe.
De telles repre´sentations cate´goriques apparaissent aussi dans le contexte de la correspondance de
Langlands ge´ome´trique (voir par exemple [Fre-Gai, §21]). Le pre´-caracte`re de Chern pour A fournit
alors un complexe quasi-cohe´rent sur G, qui est d’une part e´quivariant pour l’action de G sur lui-meˆme
par conjugaison, et d’autre part muni d’une action compatible de S1
Chpr(A) ∈ DS
1
qcoh([G/G])
(remarquer que S1 ope`re naturellement sur XS
1
≃ [G/G]). Par de´finition, ce complexe quasi-cohe´rent
est le (complexe de) faisceau des caracte`res de la repre´sentation de G. La restriction de ce complexe
dans un voisinage formel de e ∈ G fournit de nouveau un complexe de RX -modules, de nouveau
correspondant a` la variation de structures de Hodge associe´e a` A (voir [Ben-Nad-1, Cor. 5.6]). Cepen-
dant, l’objet Chpr(A) contient plus d’informations que cette variation car il n’est plus vrai que le
foncteur DS
1
qcoh(X
S1) −→ Dqcoh(RX) est une e´quivalence lorsque X est un champ (meˆme en imposant
des conditions de finitudes). Par exemple, lorsque G est fini, le complexe Chpr(A) se souvient d’une
information non triviale de la repre´sentation G alors que le RX -module correspondant ne voit que
l’action de G induite sur l’homologie cylique de A. La situation est en re´alite´ tout a` fait similaire
a` celle pour le caracte`re de Chern des complexes parfaits que nous avons de´crite dans le paragraphe
§4.2.
4.4 Familles de dg-cate´gories sature´es et homologie cyclique secondaire
Nous terminerons cette section par un rafinement des constructions du paragraphe pre´ce´dent obtenu
en rajoutant une condition de finitude sur les dg-cate´gories conside´re´es. Pour cela, nous revenons
au ∞-topos catannele´ (dAff∼,etk ,Dg). Pour tout R ∈ sk − Comm la cate´gorie [Dg(R)] s’identifie
a` la cate´gorie homotopique des dg-cate´gories sur R, compactement engendre´es, et des morphismes
continus. Nous dirons qu’un morphisme dans [Dg(R)] est compact, s’il correspond a` un dg-foncteur
A −→ B dont le foncteur induit [f ] : [A] −→ [B] pre´serve les objets compacts (rappelons ici que les
cate´gories [A] et [B] sont naturellement triangule´es, et qu’un objet x d’une cate´gorie triangule´e est
compact si [x,−] commute aux sommes). De manie`re e´quivalente, f est compact si et seulement si
son adjoint a` droite (au sens dg-cate´gorique) est un dg-foncteur continu. On dispose ainsi d’une sous-
cate´gorie, non pleine, [Dgc(R)] ⊂ [Dg(R)] forme´e des morphismes compacts. Il n’est pas difficile de
voir que ces sous-cate´gories sont stables par la structure mono¨ıdale ⊗ct, ainsi que par les changement
de bases par des morphismes R → S dans sk − Comm. Ainsi, si pour R ∈ sk − Comm, on de´finit
Dgc(R) ⊂ Dg(R) par la carre´ carte´sien suivant
Dgc(R) //

Dg(R)

[Dgc(R)] // [Dg(R)],
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alors R 7→ Dgc(R) de´finit un sous-∞-foncteur de Dg(R). Cependant, pour une dg-cate´gorie A ∈
[Dg(R)], les morphismes d’unite´ et de co-unite´
1̂ −→ A⊗ct A∨ A⊗ct A∨ −→ 1̂
ne sont pas des morphismes compacts en ge´ne´ral. Cela implique que les objets de Dgc(R) ne sont plus
rigides en ge´ne´ral.
Par de´finition, une dg-cate´gorie A ∈ Dg(R) sera dite sature´e si elle est rigide en tant qu’objet de
la ∞-CMS Dgc(R). Nous noterons Dgsat(R) la sous-∞-CMS pleine forme´e des objets rigides dans
Dgc(R). Cela de´finit un nouveau ∞-foncteur
Dgsat : (dAff∼,etk )
op −→∞−Cat⊗rig.
Le pre´-champ Dgsat est un sous-champ Dg, car on ve´rifie qu’eˆtre sature´ est une condition locale pour
la topologie e´tale (voir [To6] pour plus de de´tails). On dipose ainsi d’un ∞-topos catannele´ rigide
(dAff∼,etk ,Dg
sat).
Soit maintenant X un champ alge´brique au sens d’Artin. On a
HCpr0 (X) ≃ D
S1
parf (X
S1)/iso,
ou` DS
1
parf (X
S1) est la sous-cate´gorie pleine de DS
1
qcoh(X
S1) forme´e des objets dont le complexe quasi-
cohe´rent sous-jacent est parfait sur XS
1
. Le pre´-caracte`re de Chern induit ainsi une application
Chpr : [Dgsat(X)]/iso −→ DS
1
parf (X
S1)/iso.
Cette application est de plus compatible avec le pre´-caracte`re de Chern du∞-topos catannele´ (dAff∼,etk ,Dg),
ce qui fournit un diagramme commutatif
[Dgsat(X)]/iso //

DS
1
parf (X
S1)/iso

[Dg(X)]/iso // DS
1
qcoh(X
S1)/iso.
On de´duit de cela et des conside´rations sur l’existence de la connexion de Gauss-Manin sur l’homologie
pe´riodique du paragraphe pre´ce´dent le fait important suivant.
Corollaire 4.1 Soit X un sche´ma lisse sur k de caracte´ristique nulle et A ∈ [Dgsat(X)] une famille
de dg-cate´gories sature´es parame´tre´e par X. Alors les faisceaux d’homologie pe´riodique HPi(A) sont
des fibre´s vectoriels sur X.
Revenons au cas ou` X est un champ alge´brique sur k quelconque et au morphisme
Chpr : [Dgsat(X)]/iso −→ DS
1
parf (X
S1)/iso.
Soit A ∈ [Dgsat(X)]. Le complexe parfait S1-e´quivariant Chpr(A) posse`de lui-meˆme un pre´-caracte`re
de Chern de´crit dans le paragraphe §4.2, qui est un e´le´ment dans
Chpr(Chpr(A)) ∈ π0(O((X
S1)S
1
)hS
1
).
Or, (XS
1
)S
1
≃ XS
1×S1 , et ainsi le fait que Chpr(A) soit S1-e´quivariant implique que Chpr(Chpr(A))
est un e´le´ment dans
π0(O(X
S1×S1)hS
1×S1).
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Ceci de´finit une nouvelle application
Chpr,(2) : [Dgsat(X)]/iso −→ π0(O(X
S1×S1)hS
1×S1).
Le membre de droite de cette application est, par de´finition, la pre´-homologie cylique secondaire de
X et sera note´e
HC
pr,(2)
i (X) := πi(O(X
S1×S1)hS
1×S1).
Il faut penser a` HC
pr,(2)
i (X) comme a` l’homologie cyclique S
1-e´quivariante de XS
1
. Lorsque X est
un sche´ma lisse sur k de caracte´ristique nulle nous pensons que HC
pr,(2)
i (X) posse`de une description
en termes de complexe de de Rham secondaire. Nous espe´rons ainsi pouvoir de´crire, au moins par-
tiellement, Chpr,(2)(A) en termes de la variation de structures de Hodge HP∗(A) induite sur X. Nous
reviendrons sur cette question dans un travail ulte´rieur.
A Sur les cate´gories de simplexes
Dans cet appendice nous revenons sur deux re´sultats concernant la cate´gorie de simplexes ∆(I) d’une
cate´gorie I donne´e. Ces deux re´sultats sont utilise´s lors de la preuve du lemme 1.5.
Soit donc I une cate´gorie et notons ∆(I) sa cate´gorie des simplexes. Les objets de ∆(I) sont
les couples ([n], u), forme´s d’un objet [n] ∈ ∆ et d’un foncteur u : ∆m −→ I. Un morphisme
([n], u)→ ([m], v) est la donne´e d’un morphisme f : [m]→ [n] dans ∆ tel que le diagramme suivant
∆n
f //
u

∆m
v
||yy
yy
yy
yy
y
I
commute (strictement). On peut aussi e´crire
∆(I) :=
∫
∆op
N(I),
ou` N(I) : ∆op −→ Ens est le nerf de C.
On dispose d’une projection naturelle
π : ∆(I) −→ I
de´finie sur les objets par π([n], u) := u(0). Pour un morphisme ([n], u) → ([m], v) comme ci-dessus,
on dispose d’un morphisme naturel v(0)→ v(f(0)) = u(0), ce qui de´finit π sur les morphismes. Nous
dirons alors qu’un morphisme ([n], u) → ([m], v) est vertical si son image par π est une identite´ (ou
de manie`re e´quivalente si le morphisme [m]→ [n] envoie 0 sur 0).
Proposition A.1 Soit W l’ensemble des morphismes verticaux de ∆(I). Alors le ∞-foncteur induit
par π
p : LW∆(I) −→ I
est une e´quivalence.
Preuve – Le foncteur π e´tant essentiellement surjectif il en est de meˆme de p : LW∆(I) −→ I.
Pour montrer qu’il est pleinement fide`le, il suffit de montrer que le ∞-foncteur induit
Lp! : ̂LW∆(I) −→ Î
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est pleinement fide`le. Cela est aussi e´quivalent au fait que le ∞-foncteur
π∗ : Î −→ ∆̂(I)
est pleinement fide`le et que son image essentielle consiste en les ∞-foncteurs F : ∆(I)op −→ T qui
envoient les morphismes verticaux sur des e´quivalences. En traduisant cela en termes de cate´gories de
mode`les on voit qu’il faut montrer que l’adjonction de Quillen induite sur les cate´gorie de pre´faisceaux
simpliciaux
π! : SPr(∆(I))←→ SPr(I) : π
∗
induit un foncteur pleinement fide`le
π∗ : Ho(SPr(I)) −→ Ho(SPr(∆(I)))
d’image essentielle consistant en les foncteurs qui envoient les morphismes verticaux sur des e´quivalences.
Comme le foncteur π est surjectif sur les ensembles d’objets le foncteur π∗ est conservatif. Ainsi, il
nous suffit de montrer que pour tout foncteur F : ∆(I)op −→ SEns, qui envoie morphismes verticaux
sur e´quivalences, le morphisme d’adjonction
π∗Lπ!(F ) −→ F
est un isomorphisme dans Ho(SPr(∆(I))).
Soit alors i ∈ I, et conside´rons le diagramme commutatif
∆(I)
π // I
π−1(i)
v
OO
q
// {i} = ∗.
u
OO
Ce diagramme induit une transformation naturelle de changement de base
Lq!v
∗ ⇒ u∗Lπ!.
Cette transformation naturelle est en re´alite´ un isomorphisme. En effet, comme tous les foncteurs
en question commutent aux colimites homotopiques, et que tout pre´faisceau simplicial est obtenu par
colimites homotopiques a` partir de pre´faisceaux repre´sentables, il nous faut montrer que pour un objet
j ∈ ∆(I) le morphisme naturel
Lq!v
∗(hj) −→ u
∗Lπ!(hj)
est un isomorphisme (rappelons que hj := Hom(−, j) est le pre´faisceau repre´sente´ par j). Or, nous
avons Lπ!(hj) ≃ hπ(j), et le morphisme ci-dessus est donc isomorphe, dans Ho(SEns), au morphisme
naturel
Hocolimk∈π−1(i)Hom(k, j) −→ Hom(i, π(j)).
On remarque alors que le foncteur π : ∆(I) −→ I est fibre´ (c’est a` dire que πop est cofibre´ au sens de
notre de´finition 1.3). Ceci implique que la fibre du morphisme ci-dessus, prise en u ∈ Hom(i, π(j))
est isomorphe a`
Hocolimk∈π−1(i)Hom
u(k, j) ≃ Hocolimk∈π−1(i)Hom
id(k, u∗(j)),
ou` u∗(j)→ j est un rele`vement carte´sien de u, et ou` Homu (resp. Homid) de´signe les sous-ensembles
de morphismes dont l’images par π est e´gale a` u (resp. a` id). Or, on a
Hocolimk∈π−1(i)Hom
id(k, u∗(j)) ≃ Lq!(hu∗(j)) ≃ h{i} ≃ ∗.
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Ceci montre bien que la transformation naturelle
Lq!v
∗ ⇒ u∗Lπ!
est un isomorphisme. En particulier, si F ∈ Ho(SPr(∆(I)), le morphisme d’adjonction
π∗Lπ!(F ) −→ F,
e´value´ en j ∈ ∆(I), s’e´crit
Lπ!(F )(π(j)) ≃ Lq!v
∗(F ) −→ F (j),
ou` q : π−1(π(j)) −→ ∗, et v∗ est le foncteur de retriction a` π−1(π(j)) ⊂ ∆(I). Ce morphisme s’e´crit
aussi
Lq!v
∗(F ) ≃ Hocolimk∈π−1(π(j))F (k) −→ F (j).
Supposons maintenant que F envoie les morphismes verticaux sur des e´quivalences. Comme la
cate´gorie π−1(π(j)) posse`de un objet initial (qui est le foncteur constant [0] → I e´gal a` π(j), note´
simplement π(j)), le pre´faisceau v∗(F ) restrint a` π−1(π(j)) est e´quivalent au pre´faisceau constant de
valeurs F (π(j)) = X. Ainsi, il nous reste a` montrer que le morphisme naturel
Hocolimk∈π−1(π(j))X −→ X ≃ F (j)
est un isomorphisme. Ceci est finalement e´quivalent au fait que
Hocolimk∈π−1(π(j))∗ ≃ N(π
−1(π(j))) ≃ ∗.
Or, ceci est vrai car la cate´gorie π−1(π(j)) posse`de un objet final et posse`de donc un nerf contractile. ✷
Revenons maintenant a` la cate´gorie ∆(I). On dispose d’un foncteur
∆(I)op −→ Cat/I ⊂ ∞−Cat/I,
qui a` un objet ([n], u) associe la cate´gorie ∆n, muni de son foncteur u : ∆n −→ I. Ce foncteur induit
alors un morphisme bien de´fini dans Ho(∞−Cat)
Hocolim([n],u)∈∆(I)op∆
n −→ I.
Proposition A.2 Le morphisme ci-dessus est un isomorphisme dans Ho(∞−Cat).
Preuve – On commence par re´e´crire la colomite homotopique en question de la fac¸on suivante
Hocolim([n],u)∈∆(I)op∆
n ≃ Hocolimn∈∆op

 ∐
[m1]→[m2]→···→[mn]
Hom(∆mn , I)×∆m1

 .
Le membre de droite n’est autre que le coend homotopique du diagramme
(p, q) ∈ ∆op ×∆ 7→ (Hom(∆p, I)×∆q) .
Plus ge´ne´ralement, pour un objet simplicial X∗ : ∆
op −→∞−Catpr, nous noterons
|X∗|∆ := Colim

∐
[n]
Xn ×∆
n
⇔
∐
[p]→[q]
Xq ×∆
p

 .
Ceci de´finit un foncteur
|.|∆ : (∞−Cat
pr)∆
op
−→∞−Catpr.
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Ce foncteur posse`de un adjoint a` droite
∞−Catpr −→ (∞−Catpr)∆
op
qui envoie A sur
Hom(∆∗, A) : ∆op −→ ∞−Catpr
[n] 7→ Hom(∆n, A).
Nous munissons (∞ − Catpr)∆
op
de la structure de mode`les de Reedy de [Ho, ], pour laquelle le
foncteur A 7→ Hom(∆∗, A) est de Quillen a` droite. De plus, comme tout objet de ∞ − Catpr est
cofibrant on voit que les cofibrations de ∞−Catpr ne sont autre que les monomorphismes (voir par
exemple [Hir, ]). Ainsi, tout objet X∗ de ∞−Cat
pr est cofibrant, ce qui implique que le morphisme
naturel
L|X∗|∆ −→ |X∗|∆
est un isomorphisme dans Ho(∞−Catpr). Or, on a
L|X∗|∆ ≃ Hocolimn∈∆op

 ∐
[m1]→[m2]→···→[mn]
Xmn)×∆
m1

 .
Cela implique en particulier que l’on a un isomorphisme naturel
Hocolim([n],u)∈∆(I)op∆
n ≃ |N(I)|∆,
ou` N(I) est le nerf de I conside´re´ comme objet simplicial
N(I) : ∆op −→ Ens ⊂ ∞−Catpr.
Ainsi, il nous reste a` montrer que le morphisme naturel
|N(I)|∆ −→ I
est un isomorphisme dans∞−Catpr, ce qui est une conse´quence directe du fait que pour un ensemble
simplicial X∗ le morphisme naturel
Colim

∐
[n]
Xn ×∆
n
⇔
∐
[p]→[q]
Xq ×∆
p

 −→ X∗
soit un isomorphisme. ✷
B Comparaison avec le caracte`re de Chern usuel
Dans cet appendice nous montrons comment le caracte`re de Chern introduit dans §4.2 induit une
transformation naturelle Ch : K0 → H
ev
dR de foncteurs de la cate´gorie des varie´te´s quasi projectives et
lisses sur un corps k de caracte´ristique nulle, et a` valeurs dans la cate´gorie des anneaux commutatifs.
Nous montrerons alors que cette transformation naturelle est e´gal au caracte`re de Chern usuel.
Espace des lacets d’un groupe alge´brique. Rappelons que pour tout champ X sur k, LX :=
XS
1
∈ dStk est l’espace des lacets derive´es de X. Soit G un champ alge´brique en groupes commutatifs
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sur le corps k et e : Spec k −→ G sa section unite´. L’espace ΩeG des lacets pointe´s en e est defini par
le carre´ homotopiquement carte´sien dans dStk
ΩeG
j //

LG
ev0

Speck e
// G.
La composition
L(G)
∆ // L(G)× L(G)
ev0×id// G× L(G)
(−)−1×id// G× L(G)
σ // L(G),
σ etant induite par la multiplication a` gauche de G sur lui-meme, induit un morphisme
γe : LG −→ ΩeG
Nous aurons besoin du re´sultat suivant
Proposition B.1 Soit G un champ alge´brique en groupes commutatifs sur le corps k. Le morphisme
(γe, ev0) : LG −→ ΩeG×G
est un isomorphisme dans Ho(dStk/G).
Preuve – L’inverse est donne´ par la composition
G× ΩeG
id×j // G× LG
σ // LG .
✷
Corollaire B.2 Si Gm est le sche´ma en groupes multiplicatifs sur k, on a des isomorphismes canon-
iques dans Ho(dStk)
L(Gm) ≃ Gm × Ω1Gm,
L(BGm) ≃ BGm ×Gm.
Preuve – Il suffit de remarquer que l’espace des lacets de BGm pointe´s en 1 := e est canoniquement
isomorphe a` Gm. ✷
Comme L(BGm) est isomorphe a` un espace non derive´, l’action de S
1 sur O(L(BGm)) est triviale,
O(L(BGm))
hS1 ≃ O(L(BGm)) ≃ O(Gm).
Le caracte`re Ch : K0 → H
ev
dR. Soit QProjLisk la cate´gorie des varie´te´s quasi-projectives et lisses
sur un corps k de caracte´ristique zero, ChQuotLisk la sous-cate´gorie pleine des 1-champs d’Artin
sur k qui sont des quotients des varie´te´s quasi-projectives lisses par l’action d’un groupe GLn, pour n
quelconque, et Comm la cate´gorie des anneaux commutatifs. On utilisera la correspondence de Dold-
Kan ([We, §8.4]) implicitement, pour identifier les complexes cohomologiques en degre´s non-positifs
avec les modules simpliciaux.
En utilisant [To-Ve3, Thm. 4.1], on peut definir le champ non derive´ d’homologie cyclique peri-
odique
HP : algk −→ SEns : R 7−→ O(L(R))
hS1 [u−1]
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ou` L(R) = L(RSpec(R)) dans les notations de [To-Ve3]. Par construction, le caracte`re de Chern du
paragraphe §4.2 donne un morphisme des champs non derive´s
Ch : Vect −→ HP
qu’on peut e´tendre de manie`re canonique a` la cate´gorie QProjLisk. Pour chaque F ∈ ChQuotLisk,
on obtient donc un application d’ensembles
[F,Vect] −→ [F,HP]
ou` [ , ] designe l’ensemble des morphismes dans la cate´gorie homotopique des champs sur k, pour la
topologie e´tale ([HAGII, 2.1.1]). Mais
[F,Vect] ≃ Vect(F )/iso
et [F,HP] est identifie´ par le lemme suivant
Lemme B.3 On a un isomorphisme canonique [F,HP] ≃ Hev
dR
(F )
Preuve – Soit U• → F un atlas simplicial de F forme´ d’objets dans QProjLisk. D’apre`s [To-Ve3,
Cor. 4.2] on a
RHom(F,HP) ≃ holim∆RHom(U•,HP) ≃ holim∆CdR(U•)[u, u
−1] =: CdR(F )[u, u
−1],
ou` CdR(F )[u, u
−1] est ici le complexe de de Rham Z/2-pe´riodique de F . En prenant le π0 on obtient
la bijection [F,HP] ≃ HevdR(F ) ✷
On a donc une application Chiso : Vect(F )/iso −→ HevdR(F ) fonctoriel par rapport a` F ∈ ChQuotLisk.
D’apre´s l’additivite´ (voir Cor. 2.28) et la multiplicativite´ (§2.5) de la trace cylique on a une factori-
sation, fonctorielle en F
Vect(F )/iso
Chiso //
&&MM
MM
MM
MM
MM
M
HevdR(F )
K⊕0 (F )
Ch⊕
99sssssssss
ou`K⊕0 (F ) est le groupe de Grothendieck des fibre´s vectoriels sur F (pour la somme directe, et non pour
les suites exactes non-scinde´es !) et Ch⊕ est une transformation naturelle de foncteurs deChQuotLisk
dans la cate´gorie Comm des anneaux commutatifs. Pour tout F ∈ ChQuotLisk, et tout suite exacte
(E) de fibre´s vectoriels sur F , il existe un champ F ′ et une e´quivalence A1-locale ([Mo-Vo, Def. 2.1,
p. 106]) F ′ → F telle que la suite (E) se scinde sur F ′ (on peut prendre pour F ′ un torseur sous un
fibre´ vectoriel sur F ). Comme F 7→ HevDR(F ) est A
1-invariant, on en de´duit une factorization
K⊕0 (F )
Ch⊕ //
$$J
JJ
JJ
JJ
JJ
HevdR(F )
K0(F )
Ch
99tttttttttt
ou` cette fois K0(F ) est le ve´ritable groupe de Grothendieck des fibre´s vectoriels sur F .
Nous venons de voir que le caracte`re de Chern de §4.2 induit une transformation naturelle
Ch : K0 → H
ev
dR
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entre foncteurs de ChQuotLisopk vers la cate´gorie Comm des anneaux commutatifs. Nous allons
maintenant comparer cette transformation naturelle avec le caracte`re de Chern usuel (voir par exemple
[Gi])
Chcl : K0 → H
ev
dR,
et montrer que Ch = Chcl en tant que transformations naturelles.
La comparaison Ch = Chcl. Le re´sultat principal de cet appendice est la comparaison suivante.
The´ore`me B.4 Soit Comm la cate´gorie des anneaux commutatifs. Notre transformation naturelle
Ch et le caracte´re de Chern usuel Chcl sont des transformations naturelles e´gales (entre fonceturs
QProjLis
op
k → Comm).
Preuve – La preuve consiste en quatre e´tapes.
Pre´mie`re e´tape. Le pre´mier pas est de caracteriser les transformations naturelles K0 → H
ev
dR comme
foncteurs definies sur la cate´gorie ChQuotLisk. C’est le contenu du lemme suivant.
Lemme B.5 Si Nat(K0,HdR) est l’ensemble des transformations naturelles entre foncteurs
K0, HdR : ChQuotLis
op
k → Comm,
on a` une injection canonique
Nat(K0,HdR) →֒ HomGrpFormk(Gˆa, k, Gˆm, k) ≃ k,
ou` HomGrpFormk(Gˆa, k, Gˆm, k) est l’ensemble des morphismes de groupes formels entre le groupe additif
et le groupe multiplicatif.
Preuve du lemme – Par le splitting principle pourK0 (qui est valable pour les objets deChQuotjLisk),
l’evaluation en BGm ∈ ChQuotLisk
Nat(K0,HdR)→ HomComm(K0(BGm),HdR(BGm))
est injective. Mais, comme BGm est un champ en groupes abeliens, chaque transformation naturelle
K0 → HdR donne en fait un morphisme
K0(BGm)⊗ k ≃ k[t, t
−1]→ k[[v]] ≃ HdR(BGm)
d’alge`bres de Hopf sur k (e´ventuellement comple`tes). La proprie´te´ universelle de la comple´tion montre
que ce morphisme est e´quivalent a` la donne´ d’un morphisme de groupes formels sur k, Gˆa, k → Gˆm, k.
Donc, l’e´valuation en BGm donne en fait une injection
Nat(K0,HdR)→ HomGrpFormk(Gˆa, k, Gˆm, k).
On conclut en remarquant le fait bien connu que
k ≃ HomGrpFormk(Gˆa, k, Gˆm, k)
par l’application λ 7−→ exp(λ · −). ♠
Deuxie`me e´tape. Par le lemme pre´ce´dent
Nat(K0,HdR) →֒ HomComm(K0(BGm),HdR(BGm)) →֒ HomGrpFormk(Gˆa, k, Gˆm, k) ≃ k,
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donc, comme K0(BGm) ≃ k[t, t
−1] (t etant la classe du fibre´ en droites universel sur BGm), il suffit
de montrer que
Ch(BGm)(t) = Ch
cl(BGm)(t) ≡ 1 + v +O(v
2)
dans HevdR(BGm) ≃ k[[v]]. Par definition de Ch, on a un diagramme commutatif
π0(Vect(BGm))
a //
Ch ((QQ
QQ
QQ
QQ
QQ
QQ
Q
O(LBGm)
hS1
ψvvnnn
nn
nn
nn
nn
n
HdR(BGm).
Le corollaire Cor. B.2 implique que
LBGm ≃ Gm ×BGm
et donc
O(LBGm)
hS1 ≃ π0(O(LBGm)
hS1) ≃ O(Gm) ≃ k[t, t
−1].
De plus, le fibre´ en droites universel sur BGm envoye´ par le morphisme a sur t. On se rame`ne ainsi a`
calculer ψ(t) ∈ HdR(BGm).
Troisie`me e´tape. Pour calculer ψ(t) on utilise la re´solution simpliciale standard
B•Gm ≡ (· · ·
//
··· // Gm
//
// Spec(C))oo s
// BGm .
On obtient le diagramme suivant
O(LBGm)
hS1 ∼ //
h ∼

k[t, t−1]
Holimn∈∆O(L(G
n
m))
hS1
τ≤1 //
ρ

Holim τn≤1(O(L(G
n
m))
hS1)
oub-S1//
ρ≤1

Holim τn≤1(O(L(G
n
m)))
ρ∅

Holimn∈∆C
Z/2
dR (G
n
m)
τ≤1 //
p

Holim τn≤1(C
Z/2
dR (G
n
m))
oub-d //
p≤1

Holim τ
d/
n≤1(C
Z/2
dR (G
n
m))
p∅

k[[v]] ≃ HevdR(BGm) q
// k ⊕H1dR(Gm) q′
// k[t, t−1]⊕Ω1dR(Gm)
ou`
• τn≤1(O(L(G
n
m))
hS1) := ( k
//
// O(LGm)
hS1oo ) est la restriction du diagramme cosimpliciale a la
sous-cate´gorie pleine ∆≤1 de ∆ des objets [0] et [1];
• τn≤1(O(L(G
n
m))) est le diagramme (d’alge`bres simpliciales) sur ∆≤1, ( k
//
// O(LGm)oo ) ;
• τn≤1(C
Z/2
dR (G
n
m)) := ( k
//
// C
Z/2
dR (Gm)
oo ) est la restriction du diagramme cosimpliciale (de com-
plexes de k-modules) a la sous-cate´gorie pleine ∆≤1 de ∆ des objets [0] et [1];
• τ
d/
n≤1(C
Z/2
dR (G
n
m)) est le diagramme (de k-modules) sur ∆≤1, ( k
//
// (k[t, t
−1]⊕ Ω1dR(Gm)
oo ). No-
tons que en fait Holim τ
d/
n≤1(C
Z/2
dR (G
n
m)) = lim τ
d/
n≤1(C
Z/2
dR (G
n
m));
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• si X est un sche´ma lisse sur k, C
Z/2
dR (X) est le complexe 2-periodique de de Rham alge´brique de
X, ΩevendR (X)
d // ΩodddR (X) ;
• les morphismes ρ (deuxie`me ligne) re´sultent de [To-Ve3, Th. 1.1] ;
• les morphismes p (troisie`me ligne) de´signent le passage au π0 (et p∅ est un isomorphisme);
• le morphisme compose´ p ◦ ρ ◦ h est ψ (definie a` la 2me e´tape).
Le lemme suivant identifie le morphisme compose´ q′ ◦ q.
Lemme B.6 Le morphisme q′ ◦ q : k[[v]] ≃ HevdR(BGm) −→ k[t, t
−1]⊕Ω1dR(Gm) envoie 1 sur (1, 0) et
v sur (0, dt/t).
Preuve du lemme – On a C
Z/2
dR (Gm) ≃ O(Gm) ⊕ g
∨ ou` g ≃ k · (dt/t) est l’alge`bre de Lie de Gm. Le
re´sultat suit alors par dualite´ de Koszul. ♠
Graˆce aux diagrammes et lemmes pre´ce´dents, il suffit donc de montrer que, dans le diagramme
k[t, t−1] ≃ O(LBGm)
hS1
h
S/1
≤1 // Holim τn≤1(O(L(G
n
m)))
ρ∅ // Holim τ
d/
n≤1(C
Z/2
dR (G
n
m))
p∅ // k[t, t−1]⊕ Ω1dR(Gm)
(ou` h
S/1
≤1 := (oub−S
1) ◦ τ≤1 ◦ h), l’image de t ∈ k[t, t
−1] est (1, dt/t).
Quatrie`me e´tape. La re´solution standard s
B•Gm ≡ (· · ·
//
··· // Gm
//
// Spec(C))oo s
// BGm
(qui induit h et donc h
S/1
≤1) donne une auto-homotopie canonique de la composition
s1 : Gm
//
// Spec(C) s
// BGm .
Cette homotopie, par adjonction et Lemme B.2, est donne´ par le morphisme
H : Gm −→ L(BGm) ≃ Gm ×BGm
dont la projection sur BGm est s1 et la projection sur Gm est l’identite´. Cette H donne fonctorielment
une auto-homotopie HL de L de la facon suivante.
Pour donner la construction, on se place dans une cadre un peu plus ge´ne´ral. Soit T un objet de dStk
et notons aussi par T le foncteur
Ho(dStk) −→ Ho(dStk) : X 7−→ RHOM(T,X).
Si on a une morphisme f : X → Y dans Ho(dStk) et une auto-homotopie H : X → Y
S1 de f , on
obtient aussi une auto-homotopie HT : T (X)→ (T (Y ))S
1
de T (f) en considerant la composition
T (X)
T (H) // T (Y S
1
) ≃ RHOM(T, Y S
1
)
∼ // RHOM(T × S1, Y )
tw // RHOM(S1 × T, Y )
∼ // (T (Y ))S
1
ou` on a utilise´ l’isomorphisme de twist T × S1 ≃ S1 × T .
L’application de cette construction au casX = Gm, Y = BGm et T = S
1, nous donne l’auto-homotopie
(de L(s1)) suivante
HL : S1 × L(Gm) −→ L(BGm) ≃ Gm ×BGm
qui
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• sur la composante Gm de L(BGm) est donne´ par
S1 × L(Gm)
id×ϕ // S1 × L(Gm)
ev // Gm
ou` ϕ est la composition
L(Gm)
∆ // L(Gm)× L(Gm)
ev0×id// Gm × L(Gm)
inv×id// Gm × L(Gm)
σ // L(Gm)
σ etant induite par la multiplication a` gauche de Gm sur lui-meme;
• sur la composante BGm de L(BGm) par la composition
S1 × L(Gm)
id×prk// S1 × Spec k
id×1 // S1 ×Gm
H♭ // BGm
ou` H♭ est adjointe a` H et 1 la section unite´ de Gm.
L’auto-homotopie HL donne lieu, en passant aux fonctions O, a deux morphismes
a0 := π0(H
L(0,−)∗) : k[t, t−1] ≃ π0(O(L(BGm))) −→ π0(O(L(Gm))) ≃ O(Gm)
qui envoie t sur 1, et
a1 : k[t, t
−1] ≃ π0(O(L(BGm))) −→ π1(O(L(Gm))) ≃ Ω
1
dR(Gm)
qui envoie t sur dt/t (par definition de ϕ, qui donne le facteur 1/t, et par [To-Ve3, Th. 4.1], qui montre
comme l’homotopie universelle ev : S1 × LX −→ X induit sur les O le diffe´rentiel de de Rham, pour
X lisse sur k). Puisque la composition p∅ ◦ ρ∅ ◦ h
S/1
≤1 est egale a` la somme a0 + a1, on conclut que telle
composition envoie t sur (1, dt/t).
✷
Remarque B.7 On peut montrer que le re´sulta`t du The´ore`me B.4 est aussi valable pour le complexes
parfaits, et en est en fait un corollaire. Nous esquissons ici les grandes lignes de la de´monstration.
D’abord, notons que le foncteur alge`bre de de Rham
HP : QProjLisk → Ch(k)
envoie les A1-equivalences (au sens de [Mo-Vo]) sur des quasi-isomorphismes. Mais, en A1-homotopie
des sche´mas on dispose de A1-equivalences
BGL∞
∼ // Vect+
∼ // Parf .
Ainsi, pour le complexe parfait universel E sur Parf on aura Ch(E) = Chcl(E) dans HevdR(Parf) :=
π0(O(LParf)
hS1) si et seulement si Ch(E) = Chcl(E) dans HevdR(BGLn) pour tout n ≥ 0. Donc il
suffit de montrer que ChBGLn = Ch
cl
BGLn
pour tout n ≥ 0. Mais ce decoule du The´ore`me B.4 graˆce a`
l’observation suivante du a` B. Totaro: si F = [Y/GLn] est un 1-champ quotient d’une varie´te´ projective
lisse Y , alors pour chaque n0 il existe une varie´te´ projective lisse Xn0 et un morphisme pn0 : Xn0 → F
tel que l’image inverse induit des isomorphismes HmdR(F ) ≃ H
m
dR(Xn0) pour tout m ≤ n0.
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