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Abstract
Modified braid equations satisfied by generalized Rˆmatrices ( for a given set of group re-
lations obeyed by the elements of T matrices ) are constructed for q-deformed quantum
groups GLq(N), SOq(N) and Spq(N) with arbitrary values of N . The Baxterization
of Rˆ matrices, treated as an aspect complementary to the modification of the braid
equation, is obtained for all these cases in particularly elegant forms. A new class
of braid matrices is discovered for the quantum groups SOq(N) and Spq(N). The Rˆ
matrices of this class, while being distinct from restrictions of the universal Rˆ matrix
to the corresponding vector representations, satisfy the standard braid equation. The
modified braid equation and the Baxterization are obtained for this new class of Rˆ ma-
trices. Diagonalization of the generalized Rˆ matrices is studied. The diagonalizers are
obtained explicitly for some lower dimensional cases in a convenient way, giving directly
the eigenvalues of the corresponding Rˆ matrices. Applications of such diagonalization
are then studied in the context of associated covariantly quantized noncommutative
spaces.
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1 Introduction
Previously one of us has studied ‘modified braid equation’ (MBE) in the context of the
quantum groups GLp,q(2), GLg,h(2) and GLq,h(1|1) ( biparametric unitary, non-standard
Jordanian and hybrid deformations respectively ) in [1]; and also for the orthogonal quantum
group SOq(3) in [2]. The terminology is adopted from that of Gerstenhaber, Giaquinto and
Schack [3, 4], who have studied a generalized class of deformations leading to MBE, where
unlike the standard Yang-Baxter equation there are also inhomogeneous terms linear in
tensored Rˆ matrices. These authors indicate the significance of and the interest in this
equation. In the works [1, 2] the most general solutions of the quantum inverse scattering
equation
RˆT1T2 − T1T2Rˆ = 0, T1 = T⊗ I, T2 = I⊗ T (1.1)
for the relevant quantum groups were considered. Starting from a given set of group relations
of the elements of the monodromy matrix T, the most general Rˆ matrix satisfying (1.1)
was constructed. It was observed that the standard braid equation was modified for this
generalized Rˆ matrix. In this procedure the conservation of the group laws postulated for the
elements of the T matrix was maintained.
Here we construct, systematically and explicitly, the MBE for the quantized groups
GLq(N), SOq(N) and Spq(N) respectively. As explained in Sec. 1 of [2], we will system-
atically exploit generalized spectral decomposition of the relevant Rˆ matrices in the vector
representations. For an Rˆ matrix obeying the characteristic equation(
Rˆ− k1I
) (
Rˆ− k2I
)
· · ·
(
Rˆ − kpI
)
= 0, (ki 6= kj if i 6= j | (i, j) = (1, 2, · · · , p)) , (1.2)
the projectors in the eigenspaces of this Rˆ matrix read
Pi =
∏
j 6=i
(Rˆ− kjI)
(ki − kj) , (1.3)
and satisfy the usual property
Pi Pj = Pi δi j ,
∑
i
Pi = I. (1.4)
This orthonormalized set then provides the spectral decomposition.
Following [5] and [6] we first review the situation for the standard braid equation. In
our discussion concerning braiding matrices, projectors and so on, we draw on [5]. In our
study of the Baxterization of the Rˆ matrices the analysis in [6] is particularly relevant.
A large number of sources are cited in [6], and we also refer to that list. The standard,
i.e.‘non-modified’ in our context, braid equation reads
Rˆ12 Rˆ23 Rˆ12 − Rˆ23 Rˆ12 Rˆ23 = 0. (1.5)
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The spectral decomposition of the braid matrix of the quantum group GLq(N) with the
conventional normalization [6] is given by
Rˆ = qP(+) − q−1P(−), (1.6)
whereas braid matrices of the quantum groups SOq(N) and Spq(N) (whereN = 2n) in the
usual normalization [6] may be written in a unified manner
Rˆ = qP(+) − q−1P(−) + εqε−NP(0). (1.7)
In (1.7) we have ε = 1(−1) for the quantum group SOq(N) (Spq(N)). The explicit expres-
sions of the Rˆ matrices and the corresponding projectors for the above quantum groups are
given in [5, 6].
Now we proceed as follows. Maintaining the same projectors as in the standard braid
equation, we generalize the Rˆ matrix of the quantum group GLq(N) as
Rˆ(v) = I + vP(−) = P(+) + (1 + v)P(−), (1.8)
whereas the generalized Rˆ matrices for the quantum groups SOq(N) and Spq(N) read
Rˆ(v, w) = I+ vP(−) + wP(0) = P(+) + (1 + v)P(−) + (1 + w)P(0). (1.9)
Setting the ‘braid values’ of the variables
v = −(1 + q∓2), w = −(1 − εq∓(N+1−ε)) (1.10)
in (1.8) and (1.9) we may recover the Rˆ±1 matrices satisfying the braid equation (1.5). Here
and henceforth we will adopt the convention that for the braid matrices satisfying (1.5) we
will not explicitly exhibit the corresponding values of the relevant spectral variables. We
will throughout implement the normalizations used in (1.8) and (1.9). For the purpose of
later use we enlist here the braid matrices and their inverses according to our normalization
scheme. The Rˆ±1 matrices of the quantum group GLq(N) read
Rˆ±1 = I− (1 + q∓2)P(−), (1.11)
whereas the Rˆ±1 matrices of the quantum groups SOq(N) and Spq(N) are given by
Rˆ±1 = I− (1 + q∓2)P(−) − (1− εq∓(N+1−ε))P(0). (1.12)
We observe that the braid matrices defined in (1.11) and (1.12) following our normalization
scheme and the corresponding matrices given respectively by (1.6) and (1.7) as per the usual
normalization prescriptions, differ by an overall multiplicative factor:
Rˆ = q Rˆ. (1.13)
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The Rˆ(v) and Rˆ(v, w), defined respectively in (1.8) and (1.9), satisfy the following charac-
teristic equations: (
Rˆ(v)− I
) (
Rˆ(v)− (1 + v) I
)
= 0, (1.14)(
Rˆ(v, w)− I
) (
Rˆ(v, w)− (1 + v) I
) (
Rˆ(v, w)− (1 + w) I
)
= 0. (1.15)
Using (1.3) the relevant projectors can also be expressed directly as linear and quadratic
functions of Rˆ(v) and Rˆ(v, w) respectively. We also note that any Rˆ matrix satisfying (1.1)
also necessarily satisfies
f
(
Rˆ
)
T1T2 − T1T2 f
(
Rˆ
)
= 0, (1.16)
where f(x) is any well-behaved function. Due to the relations (1.14) and (1.15) the operator
f(Rˆ) reduces to a linear and a quadratic expression in the matrix Rˆ in the respective cases.
Thus for arbitrary values of the variables v and (v, w), our constructions in (1.8) and (1.9)
provide the most general solutions in the relevant examples.
Now comes the crucial question. What modifications in the braid equation (1.5) are
enacted as the variables v and (v, w) move away from the ‘braid values’ given in (1.10)? We
are thus lead to our MBE for each case considered. As shown later in Sec. 2, the MBE for
the quantum group GLq(N) reads
Rˆ12(v)Rˆ23(v)Rˆ12(v)− Rˆ23(v)Rˆ12(v)Rˆ23(v) = c
(
Rˆ12(v)− Rˆ23(v)
)
, (1.17)
whereas in the examples of the quantum groups SOq(N) and Spq(N) these equations have
the form
Rˆ12(v, w)Rˆ23(v, w)Rˆ12(v, w)− Rˆ23(v, w)Rˆ12(v, w)Rˆ23(v, w)
= c1
(
Rˆ12(v, w)− Rˆ23(v, w)
)
+ c2
(
Rˆ−112 (v, w)− Rˆ−123 (v, w)
)
+ c3
(
Rˆ12(v, w)Rˆ
−1
23 (v, w)− Rˆ23(v, w)Rˆ−112 (v, w)
)
− c3
(
Rˆ−112 (v, w)Rˆ23(v, w)− Rˆ−123 (v, w)Rˆ12(v, w)
)
. (1.18)
The coefficients c and (c1, c2, c3) are given explicitly in Secs. 2 and 3 respectively. Inhomoge-
neous terms linearly depending on Rˆ matrix elements on the right hand side of the modified
braid equation, as in (1.17), were first considered [3, 4] in the context of the quantum group
GLq(N) with two projectors. There is, however, a sudden leap in complexity as the number
of projectors increases by one as in the cases of quantum groups SOq(N) and Spq(N). By
restricting the parameters v and w, we also select special cases in Secs. 3 and 4, where, for
instance, c3 = 0 or {c2 = 0, c3 = 0} holds.
There is another aspect of our analysis. In [1] and [2] ( particularly in Sec. 4 of [2] ) it
was pointed out that the modification of the braid equation and the Baxterization of the Rˆ
matrix are two complimentary facets of the generalized spectral decompositions in (1.8) and
(1.9). It is possible to proceed in one of the following two alternate directions.
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• The variables v and w are held fixed in each factor of the left, as in (1.17) and (1.18),
and the inhomogeneous terms on the right are computed. This yields the MBE.
• The inhomogeneous terms on the right hand side of the braid equation may be con-
strained to be zero. This fixes the variables v and w in the appropriate Rˆ matrices
in a particular fashion to be shown below. This provides the Baxterization of the Rˆ
matrices.
The final results for the first possibility were presented above. Similarly we enlist be-
low the final results for the other possibility. In Sec. 3.3 we study the additive form of
Baxterization of the Rˆ matrices:
Rˆ12(θ) Rˆ23(θ + θ
′) Rˆ12(θ
′) − Rˆ23(θ′) Rˆ12(θ + θ′) Rˆ23(θ) = 0, (1.19)
where q = exp(h). For this form of Baxterization the variable v(θ) reads
v(θ) =
sinh(h− θ)
sinh(h+ θ)
− 1, (1.20)
for all the quantum groups studied here, namely GLq(N), SOq(N) and Spq(N). The variable
w(θ), appearing for the quantum groups SOq(N) and Spq(N), assumes two alternate forms.
For the orthogonal quantum group SOq(N) it is given by
w(θ) =
cosh
(
N
2
h− θ
)
cosh
(
N
2
h + θ
) − 1 (1.21)
or
w(θ) =
sinh
((
N
2
− 1
)
h− θ
)
sinh(h− θ)
sinh
((
N
2
− 1
)
h+ θ
)
sinh(h + θ)
− 1. (1.22)
For the symplectic quantum group Spq(N), where N = 2n, the variable w(θ) assumes the
form
w(θ) =
sinh ((n+ 1)h− θ)
sinh ((n+ 1)h + θ)
− 1 (1.23)
or
w(θ) =
cosh (nh− θ) sinh(h− θ)
cosh (nh+ θ) sinh(h+ θ)
− 1. (1.24)
In each case our parametrization and normalization assure the validity of the constraint:
Rˆ(θ) Rˆ(−θ) = I. (1.25)
It has been implicitly assumed above that v 6= 0, w 6= 0. But the parametrization
(1.9) insistently points at the following question. What happens for the special choices
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(v 6= 0, w = 0) and (v = 0, w 6= 0)? Certain properties of the projectors P(−) and P(0) being
different, there is no reciprocal symmetry concerning the two above choices. For w = 0,
there is no nontrivial solution. But for v = 0 we discuss a hitherto unnoticed new class of
solutions studied in detail in Sec. 4. Even in the limit q = 1, this class of solutions remains
nontrivial. For the purpose of comparison with the preceding results, here we just exhibit the
Baxterized values of the spectral variables corresponding to these solutions for the quantum
groups SOq(N) and Spq(N):
v = 0, w(θ) =
sinh(η − θ)
sinh(η + θ)
− 1, where tanh η =
(
1− 4(1 + ε[N − ε])−2
)1/2
. (1.26)
In (1.26) the quantity under the radical sign is positive for N > 2, and hence its square root
is real.
In Sec. 5 we construct matrices diagonalizing the generalized braid operators Rˆ(v) and
Rˆ(v, w). Explicit results are presented for the quantum groups GLq(2), SOq(3) and SOq(4).
The key result valid for the cases studied is that the indefinite parameters in the diagonalizers
may be chosen to ensure the mutual orthogonality of their rows. This remarkably helpful
property allows us to effortlessly obtain the eigenvectors of the generalized braiding matrices
Rˆ(v) and Rˆ(v, w). These can be of interest in related statistical models.
Also we show, in Sec. 6, how such diagonalizations may be exploited in the description of
associated noncommutative spaces. One principal objective in introducing our generalized
spectral decompositions has been [1, 2] the exploration of the roles of the variables (v, w) in
the instances, where the generalized braid matrices Rˆ(v) and Rˆ(v, w) are used to construct
the relevant noncommutative spaces. The constraints due to Leibnitz rule and the covariance
properties - discussed, for instance, in [7, 8, 9] and a large number of sources cited therein -
are presented in Sec. 6 after incorporating our spectral variables.
But in this paper our study remains essentially limited to showing how the the diagonal-
ization of Sec. 5 can help in better understanding certain features of such spaces. We hope
to develop other aspects elsewhere. Remarks on various features of the results obtained and
other perspectives are presented in Sec. 7.
2 Modified braid equation and Baxterization for the
quantum group GLq(N)
In the vector representation the braid matrix Rˆ of the quantum group GLq(N) has two
orthogonal projectors. The spectral decomposition of its generalized Rˆ(v) matrix has been
defined in (1.8). Adopting the definitions
X1 = P(−) ⊗ I, X2 = I⊗ P(−), S1 = (X1 −X2 ) , T1 = (X1X2X1 −X2X1X2 ) , (2.1)
we write
Rˆ12(v)Rˆ23(v
′)Rˆ12(v
′′)− Rˆ23(v′′)Rˆ12(v′)Rˆ23(v) = (v + v′′ + vv′′ − v′)S1 + vv′v′′T1. (2.2)
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Equating the variables to their braid values v = v′ = v′′ = −(1 + q−2) the right hand side
of (2.2) vanishes as in this limit the braid matrix Rˆ in (1.11) satisfying the braid equation
(1.5) is obtained. This restricts
T1 =
S1
[2]2
, where [x] =
qx − q−x
q − q−1 . (2.3)
Hence the right hand side of (2.2) reads
(
(v + v′′ + vv′′ − v′) + vv
′v′′
[2]2
)
S1, (2.4)
where following (1.8) and the related discussions we obtain
S1 = v
−1
(
Rˆ12(v)− Rˆ23(v)
)
= −q [2]−1
(
Rˆ12 − Rˆ23
)
. (2.5)
Setting v = v′ = v′′ we obtain the MBE obeyed by the generalized braid matrix Rˆ(v) of the
quantum group GLq(N):
Rˆ12(v)Rˆ23(v)Rˆ12(v)− Rˆ23(v)Rˆ12(v)Rˆ23(v)
=
(
1 + v + [2]−2 v2
) (
Rˆ12(v)− Rˆ23(v)
)
. (2.6)
Comparing the above MBE with (1.17) we obtain
c = 1 + v + [2]−2 v2. (2.7)
For the Baxterization of the Rˆ(v) matrix we set
v = v(x), v′′ = v(y), v′ = v(xy) (2.8)
and denote Rˆ(v) ≡ Rˆ(x). Now for the right hand side of (2.2) to vanish, we must have
v(xy) =
v(x) + v(y) + v(x)v(y)
1− [2]−2v(x)v(y) . (2.9)
This functional relation is solved in a more general form in Sec. 3. Here we present the final
result concerning the function v(x) as follows. The solution satisfying the constraint
Rˆ(x)Rˆ
(
x−1
)
= 1 (2.10)
reads
v(x) =
qx−1 − q−1x
qx− q−1x−1 − 1. (2.11)
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Setting x = exp(θ) and q = exp(h) in (2.11), we obtain the functional structure in (1.20).
For the choice y = exp(θ′) and the above value of v(θ) the braid equation takes the form
given in (1.19).. Combining (1.8), (1.11) and (2.11) we may express Rˆ(x) as
Rˆ(x) =
qxRˆ − q−1x−1Rˆ−1
qx− q−1x−1 . (2.12)
Suitably changing the normalizations, namely, observing (1.13) and setting
Rˆ(x) =
(
qx−1 − q−1x
)
Rˆ(x−1), (2.13)
we obtain
Rˆ(x) = x−1 Rˆ− x Rˆ−1. (2.14)
In this form the Baxterization of the Rˆ matrix of the quantum group GLq(N) is often
presented [6]. We have preferred (2.12) to achieve uniform utilization of the same functional
equation in Secs. 2. 3 and 4. This also ensures one uniform normalization prescription,
whether the Rˆ matrix is Baxterized or not, by fixing the top left element (row 1, column 1)
to be unity. This condition is evidently satisfied by (2.12).
3 Modified braid equation and Baxterization for the
quantum groups SOq(N) and Spq(N)
3.1 Reduction of trilinear terms
For arbitrary parameters (v, w) the generalized Rˆ(v, w) matrix is given by (1.9). In addition
to quantities already introduced in (2.1), here we further define the following objects:
Y1 = P(0) ⊗ I, Y2 = I⊗ P(0), S2 = (Y1 − Y2),
J1 = (X1Y2 − Y1X2), J2 = (Y2X1 −X2Y1),
K1 = (X1X2Y1 − Y2X1X2), K2 = (X1Y2X1 −X2Y1X2), K3 = (Y1X2X1 −X2X1Y2),
L1 = (Y1Y2X1 −X2Y1Y2), L2 = (Y1X2Y1 − Y2X1Y2), L3 = (X1Y2Y1 − Y2Y1X2),
S3 = (K1 +K2 +K3), S4 = (L1 + L2 + L3), T2 = (Y1Y2Y1 − Y2Y1Y2). (3.1)
In terms of these quantities we obtain
Rˆ12(v, w)Rˆ23(v
′, w′)Rˆ12(v
′′, w′′)− Rˆ23(v′′, w′′)Rˆ12(v′, w′)Rˆ23(v, w)
= (v + v′′ + vv′′ − v′)S1 + (w + w′′ + ww′′ − w′)S2
+ (vw′ − v′w)J1 + (w′v′′ − w′′v′)J2
+ (vv′w′′)K1 + (vw
′v′′)K2 + (wv
′v′′)K3
+ (ww′v′′)L1 + (wv
′w′′)L2 + (vw
′w′′)L3
+ (vv′v′′)T1 + (ww
′w′′)T2. (3.2)
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We will discuss below how to express the trilinear combinations (K1, K2, K3, L1, L2, L3, T1, T2)
in terms of the linear (S1, S2) and the bilinear (J1, J2) constructs. For the ‘braid values’ of
the parameters
v = v′ = v′′ = −(1 + q−2), w = w′ = w′′ = −(1− εq−(N+1−ε)) (3.3)
the right hand side of (3.2) vanishes. As noted before, when the spectral variables assume
their ‘braid values’, the generalized braid matrix Rˆ(v, w), while satisfying (1.5), reduces to
the Rˆ matrix given in (1.12). The characteristic equation (1.2) for the Rˆ matrix now reads(
Rˆ− I
) (
Rˆ + q−2 I
) (
Rˆ− εq−(N+1−ε) I
)
= 0. (3.4)
The projectors may be extracted from (3.4) as quadratic expression in the matrix Rˆ a` la
(1.3). For the choice
v = v′ = v′′ = −(1 + q2), w = w′ = w′′ = −(1− εqN+1−ε) (3.5)
the inverse of the braiding matrix, namely Rˆ−1 is obtained. The braid matrix and its
inverse Rˆ±1 obtained following the choices (3.3) and (3.5) have been listed in (1.12). For
these matrices, as mentioned before, we will suppress the particular values of the spectral
variables. For future use here we note that the inverse of the generalized braid matrix (1.9)
is given by (
Rˆ(v, w)
)−1
= I− v(1 + v)−1P(−) − w(1 + w)−1P(0). (3.6)
The braid equation (1.5) may be utilized to yield the well-known constraints
f
(
Rˆ±112
)
Rˆ±123 Rˆ
±1
12 = Rˆ
±1
23 Rˆ
±1
12 f
(
Rˆ±123
)
, Rˆ±112 Rˆ
±1
23 f
(
Rˆ±112
)
= f
(
Rˆ±123
)
Rˆ±112 Rˆ
±1
23 , (3.7)
where f(x) is any well-behaved function of x. The projectors P(−) and P(0) are quadratic
functions of the matrix Rˆ. Choosing these particular functions in the constraints (3.7), and
utilizing the definitions (2.1) and (3.1) we obtain
X1A(±) = A(±)X2, Y1A(±) = A(±)Y2, B(±)X1 = X2B(±), B(±)Y1 = Y2B(±), (3.8)
where the bilinear elements read
A(±) = Rˆ
±1
23 Rˆ
±1
12
= I− (1 + q∓2)(X1 +X2)−
(
1− εq∓(N+1−ε)
)
(Y1 + Y2) +
(
1 + q∓2
)2
X2X1
+ (1 + q∓2)
(
1− εq∓(N+1−ε)
)
(X2Y1 + Y2X1) +
(
1− εq∓(N+1−ε)
)2
Y2Y1, (3.9)
B(±) = Rˆ
±1
12 Rˆ
±1
23
= I− (1 + q∓2)(X1 +X2)−
(
1− εq∓(N+1−ε)
)
(Y1 + Y2) +
(
1 + q∓2
)2
X1X2
+ (1 + q∓2)
(
1− εq∓(N+1−ε)
)
(X1Y2 + Y1X2) +
(
1− εq∓(N+1−ε)
)2
Y1Y2.(3.10)
8
We also enlist other useful relations:
YiYjYi = (1 + ε[N − ε])−2 Yi, (3.11)
YiXjYi =
ε[N − ε] ([2] + ε[N − 1− ε])
[2] (1 + ε[N − ε])2 Yi, (3.12)
where (i, j) = (1, 2) or (2, 1). Employing the above constraints and defining the following
quantities
c =
ε[N − ε+ 1]
[2] (1 + ε[N − ε]) , d = (1 + ε[N − ε])
−1 ,
k = (q − q−1) q
(N+1−ε)/2 − εq−(N+1−ε)/2
q(N−1−ε)/2 + εq−(N−1−ε)/2
, (3.13)
we obtain the promised reduction:
K1 = −c (J2 + (1− c)S2) , K2 = (1− c) (J1 + J2 + (1− c)S2) , K3 = −c (J1 + (1− c)S2) ,
L1 = −d (J1 + (1− c)S2) , L2 = (1− c)(1− d)S2, L3 = −d (J2 + (1− c)S2) ,
T1 = [2]
−2 (S1 + k (J1 + J2 + (1− c)S2)) , T2 = d2S2. (3.14)
It is useful to define the ratios of the spectral variables (w/v) for the Rˆ±1 matrices as given
in (1.12):
f± = q
±1[2]−1
(
1− εq∓(N+1−ε)
)
= −εq∓(N+1−ε)f∓. (3.15)
Then it may be shown that
c = [2]−1
(
q−1f+ − qf−
f+ − f−
)
, d =
q − q−1
[2](f+ − f−) ,
k = −(q2 − q−2)
(
f+f−
f+ − f−
)
= −[2]2d f+f−. (3.16)
For the special case of the quantum group SOq(3), where ε = 1 and N = 3, we obtain the
parametric values
c = 1− [2]−1, d = (1 + [2])−1, k = −(1 + [2])(2− [2]). (3.17)
As a valuable consistency check we carried through the reduction starting directly with
ε = 1, N = 3. Agreement for this special case was obtained as the reduction scheme (3.14)
was reproduced with the appropriate values of the parameters (3.17).
3.2 Modified braid equation
For the choice of the variables v = v′ = v′′ and w = w′ = w′′, the result (3.2) reduces to
Rˆ12(v, w) Rˆ23(v, w) Rˆ12(v, w)− Rˆ23(v, w) Rˆ12(v, w) Rˆ23(v, w)
= v(1 + v)S1 + w(1 + w)S2 + v
2wS3 + vw
2S4 + v
3T1 + w
3T2, (3.18)
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where, using (3.14) we obtain
S3 = K1 +K2 +K3 = (1− c)(1− 3c)S2 + (1− 2c)(J1 + J2),
S4 = L1 + L2 + L3 = (1− c)(1− 3d)S2 − d(J1 + J2). (3.19)
Using the reduction (3.14) for the trilinear constructs T1 and T2, we finally obtain the right
hand side of (3.18) as
a1S1 + a2S2 + b(J1 + J2), (3.20)
where the coefficients read
a1 = [2]
−2v(v + [2]q)(v + [2]q−1),
a2 = w(1 + w) + d
2w3 + (1− c)v3
(
[2]−2k + (1− 3c)
(
w
v
)
+ (1− 3d)
(
w
v
)2)
,
b = −dv3
(
w
v
− f+
)(
w
v
− f−
)
. (3.21)
The choice of the ‘braid values’ for the variables v = −[2]q∓1, w/v = f± for the Rˆ±1 matrices
readily reduces (3.21) to a1 = 0, a2 = 0, b = 0. This is obvious for a1 and b, whereas the
result for a2 provides a good consistency check.
To obtain the general MBE we now express (3.20) in terms of
(
Rˆ(v, w)
)±1
. The projectors
now read
P(−) =
1 + v
v(v − w)
((
Rˆ(v, w)− I
)
+ (1 + w)
(
Rˆ−1(v, w)− I
))
,
P(0) =
1 + w
w(w − v)
((
Rˆ(v, w)− I
)
+ (1 + v)
(
Rˆ−1(v, w)− I
))
. (3.22)
In passing we mention that by implementing the ‘braid values’ (1.10) of the variables (v, w)
the projectors P(+) and P(0) may also be expressed in terms of the braid matrices Rˆ
±1. Now
we can express the constructs S1, S2, J1 and J2 defined in (3.1) in terms of the generalized
braid matrices Rˆ±112 (v, w) and Rˆ
±1
23 (v, w). Substituting these results in (3.20) we obtain
the general MBE stated in (1.18), where, with the values of (a1, a2, b) given in (3.21), the
coefficients read
c1 =
(1 + v)(1 + w)
vw(v − w)
(
w
1 + w
a1 − v
1 + v
a2 + 2b
)
,
c2 =
(1 + v)(1 + w)
vw(v − w) (wa1 − va2 − 2b), c3 = −
(1 + v)(1 + w)
vw(v − w) b. (3.23)
For the ‘braid values’ (1.10) of the variables v and w the coefficients (c1, c2, c3) vanish.
We now discuss the following special cases depending on values of the parameters v and
w.
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• For arbitrary non-zero v, and for w = f±v, we, via (3.21) and (3.23), obtain c3 = 0.
Hence the right hand side of the MBE (1.18) reduces to the first two terms. Us-
ing the characteristic equation (1.15) the right hand side of the MBE may now be
expressed in terms of the generalized braiding operators
(
Rˆ12(v, w)− Rˆ23(v, w)
)
and(
Rˆ212(v, w)− Rˆ223(v, w)
)
.
• For v = 0 and an arbitrary value of w we have an interesting case deserving a de-
tailed treatment that is provided in Sec. 4. Here we just note that, for these para-
metric values, the operator Rˆ(0, w) satisfies a quadratic rather than a cubic charac-
teristic equation; and the right hand side of the MBE (1.18) is now proportional to(
Rˆ12(0, w)− Rˆ23(0, w)
)
.
3.3 Baxterization
As was noted in Sec.1, the MBE and the Baxterization are two complementary aspects of
the generalized braid operator Rˆ(v, w) with its spectral decomposition given in (1.9). Having
formulated the MBE, we now turn to Baxterization of the braid operator.
From (3.2) and (3.14) we obtain
Rˆ12(v, w)Rˆ23(v
′, w′)Rˆ12(v
′′, w′′)− Rˆ23(v′′, w′′)Rˆ12(v′, w′)Rˆ23(v, w)
= a1S1 + a2S2 + b1J1 + b2J2, (3.24)
where, with the parameters c, d and k given by (3.13), the coefficients read
a1 = (v + v
′′ + vv′′)− (1− [2]−2vv′′)v′,
a2 = (w + w
′′ + ww′′)− (1− d2ww′′)w′ + (1− c) ((1− c) vv′′w′ − c (vw′′ + v′′w)v′)
+ (1− c)((1− d)ww′′v′ − d (vw′′ + v′′w)w′) + (1− c)k[2]−2vv′′v′,
b1 = (vw
′ − wv′)− c wv′′v′ + (1− c) vv′′w′ − dwv′′w′ + k[2]−2vv′′v′,
b2 = (v
′′w′ − w′′v′)− c vw′′v′ + (1− c) vv′′w′ − d vw′′w′ + k[2]−2vv′′v′. (3.25)
For Baxterization the variables (v, v′′, v′) and (w,w′′, w′) are reexpressed as (v(x), v(y), v(xy))
and (w(x), w(y), w(xy)) respectively; and then the functional equations
ai(x, y) = 0, bi(x, y) = 0, i = (1, 2) (3.26)
obtained via (3.25) are solved.
We start by noting a crucial constraint on the functional solutions to be implemented
systematically. In (3.24) the Rˆ(v, w) matrix may be replaced with its inverse Rˆ−1(v, w) given
in (3.6). Hence for consistency our functional solutions must be such that
− v(x)
1 + v(x)
= v(x′), − w(x)
1 + w(x)
= w(x′), (3.27)
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where x′ is some suitable function of x. We have chosen the parametrization
x′ = x−1 (3.28)
such that the validity of the constraint
Rˆ(x)Rˆ(x−1) = I (3.29)
is assured. The functions f(x) and g(x) being suitably well-defined, the relations (3.27) and
(3.28) now imply
v(x) =
f(x)
f(x−1)
− 1, w(x) = g(x)
g(x−1)
− 1. (3.30)
It will, in fact, thus be necessary to solve only two functional equations from the set (3.26):
a1(x, y) = 0, b1(x, y) = 0. (3.31)
As for the function b2 we note that the following exchange relation holds:
b2(x, y) = b1(y, x). (3.32)
Moreover the solutions of the functional equations (3.31), along with (3.30), will be seen to
fix the functions v(x) and w(x) completely with all the parameters determined. Then the
much more complicated functional equation for a2(x, y) does not have to be ‘solved’ at all.
The consistency of the scheme may be verified by checking that a2(x, y) indeed vanishes by
implementing v(x) and w(x) already available. So now we consider the equations in (3.31).
The first equation in (3.31) implies (2.9). It will turn out to be quite useful to solve a more
general function equation with arbitrary λ given by
u(xy) =
u(x) + u(y) + u(x)u(y)
1− λ2u(x)u(y) . (3.33)
By direct substitution it may be verified that the general solution maintaining the structure
(3.30), namely
u(x) =
α(x)
α(x−1)
− 1 (3.34)
is given by
α(x) = −(x− x−1)±
√
1− 4λ2(x+ x−1). (3.35)
For all cases of interest to us the square root will turn out to be real. The lower sign before
the root in the right hand side of (3.35) corresponds to u(x−1) with the upper sign. So it
is sufficient to consider only one, say, the upper sign before the root, since, more generally,
replacing of x by xp in (3.30) does not change the essential functional form. Now setting
λ = [2]−1, we obtain the solution of the first equation in (3.30) with the function f(x) given
by
f(x) = −(x− x−1) + (q − q−1)[2]−1(x+ x−1). (3.36)
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Apart from the basic structures (3.34) and (3.35), the following form is also of interest:
u(x) = β
(
x2 − 1
x2 + β + 1
)
, where β = −2
(
1 +
√
1− 4λ2
)−1
. (3.37)
Substituting x = exp(θ), tanh γ =
√
1− 4λ2 we obtain the elegant form of additive
Baxterization, as seen in the context of (1.19):
u(x) ∼ u(θ) = sinh(γ − θ)
sinh(γ + θ)
− 1. (3.38)
For the function v(x) ∼ v(θ), we obtain, after setting q = exp(h), the solution (1.20).
Now to solve the second equation in (3.31) we proceed in successive steps as follows.
Expressing the parameters (c, d, k) in terms of the ratios f± as given in (3.16), we define
b1 ≡ − vv
′v′′
[2](f+ − f−)F, (3.39)
where
F = (q − q−1)w
v
w′
v′
+ [2]
f+ − f−
v′′
(
w
v
− w
′
v′
)
+ (q−1f+ − qf−)w
v
− (qf+ − q−1f−)w
′
v′
+ (q − q−1)f+f−. (3.40)
In (3.40) we have assumed that the spectral function v 6= 0. Now defining
U = [2]d(wv−1 − f+), (3.41)
we obtain after simplification
F = (q − q−1) UU
′
([2]d)2
(
1 +
(
q +
[2]
v′′
)
1
U ′
−
(
q−1 +
[2]
v′′
)
1
U
)
. (3.42)
In the context of (3.41) we note that by translating the ratio (w/v) by f− the same functional
solutions are finally obtained. Substituting for the function v the form corresponding to
(3.37), i.e.
v′′ = v(y) = −[2]q−1(y2 − 1)(y2 − q−2)−1, (3.43)
we find that the requirement for F = 0 reads
U−1(xy) + (q − q−1)−1 =
(
U−1(x) + (q − q−1)−1
)
y2. (3.44)
Hence, with an as yet arbitrary parameter δ that is to be fixed immediately afterwards, we
obtain the solution as
U−1(x) + (q − q−1)−1 = δ(q − q−1)−1x2. (3.45)
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Now the spectral function w(x) may be solved in terms of the already known solution v(x):
w(x) = (f+δx
2 − f−)(δx2 − 1)−1 v(x). (3.46)
Using the crucial constraint (3.30) on w(x) now it may be shown that there are only two
permitted values of the parameter δ, which, in turn, generate the corresponding solutions of
the spectral function w(x):
δ = −εq(N+1−ε) ⇒ w(x) = x+ εq
(N+1−ε)x−1
x−1 + εq(N+1−ε)x
− 1, (3.47)
δ = εq(N−1−ε) ⇒ w(x) =
(
qx− εq(N−ε)x−1
)
(q−1x− qx−1)
(qx−1 − εq(N−ε)x) (q−1x−1 − qx) − 1. (3.48)
At this stage our procedure of Baxterization of the braid operator is complete. In view of
the discussion following (3.32) we need not solve the functional equations corresponding to
a2(x, y) and b2(x, y). The function w(x) corresponding to the additive form of Baxterization
may be obtained by setting x = exp(θ), q = exp(h) in the solutions (3.47) and (3.48).
For the quantum group SOq(N), with ε = 1, these solutions assume the form (1.21) and
(1.22) respectively. Similarly for the quantized symplectic group Spq(N), where ε = −1 and
N = 2n, they are given by (1.23) and (1.24) respectively.
Finally, expressing the projection operators P(−) and P(0) in terms of the braid matrices
Rˆ±1, as discussed following equation (3.22), we obtain
Rˆ(x) = l(0)(x)I+ l(+)(x)Rˆ + l(−)(x)Rˆ
−1. (3.49)
Denoting the ‘braid values’ (1.10) of the spectral variables corresponding to the Rˆ matrix
by (v0, w0) respectively, the coefficients in (3.49) may be listed as
l(0)(x) = 1− (1 + v0)(2 + w0)v−10 (v0 − w0)−1 v(x)
− (2 + v0)(1 + w0)w−10 (w0 − v0)−1w(x),
l(+)(x) = (1 + v0)v
−1
0 (v0 − w0)−1 v(x) + (1 + w0)w−10 (w0 − v0)−1w(x),
l(−)(x) = (1 + v0)(1 + w0)(v
−1
0 (v0 − w0)−1 v(x) + w−10 (w0 − v0)−1w(x)). (3.50)
Consistent with our normalization, the relation l(0)(x) + l(+)(x) + l(−)(x) = 1 is maintained.
4 A new class of solutions of the braid equation
So far we have been studying the general case (v 6= 0, w 6= 0) of the spectral variables. We
note that for the choice w = 0, there is no solution of the braid equation with nontrivial v as
more than one functional constraints on the single spectral parameter, or the function v(x)
in the Baxterized case, need to be satisfied.
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For the alternate choice v = 0, it is, however, possible to obtain a remarkable class of
generalized braid matrices Rˆ(w) depending on the single variable w. This was already studied
in the context of the quantum group SOq(3) in [2]. Here we present this class for general
quantum groups SOq(N) and Spq(N). Denoting the generalized braid matrix Rˆ(0, w) by
Rˆ(w), we write
Rˆ(w) = I+ wP(0), Rˆ
−1(w) = I− w(1 + w)−1P(0), (4.1)
where the matrix Rˆ(w) satisfies a quadratic characteristic equation
(Rˆ(w)− I) (Rˆ(w)− (1 + w) I) = 0. (4.2)
Instead of restricting our preceding general formulae to the special case v = 0 it is much
simpler to start again with (3.2) which, in conjunction with the last relation in (3.14), now
gives
Rˆ12(w)Rˆ23(w)Rˆ12(w)− Rˆ23(w)Rˆ12(w)Rˆ23(w)
= (w(1 + w) + d2w3)S2 = (1 + w + d
2w2)
(
Rˆ12(w)− Rˆ23(w)
)
. (4.3)
Thus we have already obtained the MBE with a simple linear structure in the generalized
braid matrix on the right hand side. But as the coefficient on the right of (4.3) may be
factorized as
d2w2 + w + 1 = d2(w − w+)(w − w−), w± = 2−1d−2
(
−1±
√
1− 4d2
)
, (4.4)
we obtain two ‘non-modified’ new braid matrices:
Rˆ12(w±)Rˆ23(w±)Rˆ12(w±)− Rˆ23(w±)Rˆ12(w±)Rˆ23(w±) = 0. (4.5)
But the constraint
Rˆ(w+)Rˆ(w−) = I, (4.6)
observed using (4.1) and (4.4) indicate the presence of only one braid matrix and its inverse.
Following the expression of d in (3.13) we also note that the quantity under the radical sign
in (4.4) satisfies 1 > (1 − 4d2) > 0 for all values of (N, ε) relevant to us. Hence the square
root is real.
The prescription of Baxterization of this class of Rˆ(w) matrices is immediately obtained
from (3.33)-(3.35). Only relevant functional equation a2(x, y) = 0 in the set (3.26) now yields
w(xy) =
w(x) + w(y) + w(x)w(y)
1− d2w(x)w(y) , (4.7)
whereas the other functional equations in the set (3.26) trivially vanishes for the case v = 0.
The solution of the equation (4.7) read
w(x) =
−(x− x−1) +√1− 4d2(x+ x−1)
(x− x−1) +√1− 4d2(x+ x−1) − 1. (4.8)
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Setting x = exp(θ) and tanh η =
√
1− 4d2, we, following (3.38), obtain
w(x) ∼ w(θ) = sinh(η − θ)
sinh(η + θ)
− 1. (4.9)
For the quantum group SOq(3) the generalized braid operator Rˆ(w) in the present class
was explicitly presented before in [2]. Here we present the general prescription regarding the
quantum groups SOq(N) and Spq(N). To this end we include the standard and well-known
construction of the projectors for the sake of completeness. Let (ρ1, ρ2, · · · , ρN) denote the
N -tuple with the following assignments for the respective quantum groups:(
n− 1
2
, n− 3
2
, · · · , 1
2
, 0,−1
2
, · · · ,−n+ 1
2
)
forSOq(2n+ 1),
(n− 1, n− 2, · · · , 1, 0, 0,−1, · · · ,−n + 1) forSOq(2n),
(n, n− 1, · · · , 1,−1, · · · ,−n) forSpq(2n). (4.10)
We also fix the values {ǫi = 1|i = 1, · · · , N} for the quantum group SOq(N); and {ǫi =
1, if i ≤ n, ǫi = −1, if i > n} for the quantum group Spq(2n). As usual Eij denotes the
N ×N matrix where the only non-zero element (i, j) equals unity. With these notations the
projectors are given by
P(0) = (1 + [N − 1])−1
N∑
i,j=1
q(ρi−ρj) Ei′,j ⊗Ei,j′ (4.11)
and
P(0) = (1− [N + 1])−1
N∑
i,j=1
q(ρi−ρj) ǫiǫj Ei′,j ⊗ Ei,j′ (4.12)
for the quantum groups SOq(N) and Spq(N), (whereN = 2n) respectively. In the above
equations we have used the notation i′ = N+1−i. We have recapitulated the above standard
prescription for the additional purpose of displaying the braid operators in the q = 1 limit.
We enlist below the lowest dimensional cases as examples. The projector P(0) in the 9×9
vector representation for the quantum group SOq(3) is given by
(1 + [2])P(0) = q
−1E11 ⊗ E33 + q− 12E12 ⊗ E32 + E13 ⊗E31 + q− 12E21 ⊗E23 + E22 ⊗E22
+ q
1
2E23 ⊗E21 + E31 ⊗ E13 + q 12E32 ⊗E12 + qE33 ⊗ E11, (4.13)
whereas 16× 16 vector representations for the quantum groups SOq(4) and Spq(4) read as
(1 + [3])P(0) = q
−2E11 ⊗ E44 + q−1E12 ⊗ E43 + q−1E13 ⊗E42 + E14 ⊗E41
+ q−1E21 ⊗ E34 + E22 ⊗ E33 + E23 ⊗ E32 + qE24 ⊗E31
+ q−1E31 ⊗ E24 + E32 ⊗ E23 + E33 ⊗ E22 + qE34 ⊗E21
+ E41 ⊗ E14 + qE42 ⊗ E13 + qE43 ⊗ E12 + q2E44 ⊗E11 (4.14)
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and
([5]− 1)P(0) = q−4E11 ⊗ E44 + q−3E12 ⊗ E43 − q−1E13 ⊗E42 − E14 ⊗ E41
+ q−3E21 ⊗E34 + q−2E22 ⊗E33 − E23 ⊗ E32 − qE24 ⊗ E31
− q−1E31 ⊗ E24 − E32 ⊗E23 + q2E33 ⊗E22 + q3E34 ⊗E21
− E41 ⊗ E14 − qE42 ⊗ E13 + q3E43 ⊗ E12 + q4E44 ⊗ E11 (4.15)
respectively.
For this class, directly setting q = 1 we still get nontrivial braid matrices, the MBE
satisfied by them, and also the Baxterized forms of these braid matrices. ( We note that
we are not considering the so-called quasi-classical limit obtained as the coefficients of the
terms linear in h, while implementing series expansion in h ≡ ln q. We simply set q = 1 in
the relevant quantities, and thus obtain the terms of zero-order in h ). The corresponding
example for the quantum group SOq(3) was discussed in [2].
In the classical q = 1 limit, we denote the projectors by Pˆ to avoid confusion. Using
(4.11) we now obtain the projector for the classical group SO(N) as
Pˆ(0) = N
−1
N∑
i,j=1
Ei′,j ⊗ Ei,j′, (4.16)
while the projector for the classical symplectic group Sp(N) reads
Pˆ(0) = −N−1
N∑
i,j=1
ǫiǫjEi′,j ⊗ Ei,j′. (4.17)
Moreover the parameters, via (3.13), (4.4) and (4.9), are obtained in the limit q = 1 as
d |(q=1) ≡ dˆ = εN−1, η |(q=1) ≡ ηˆ = arctanh (N−1
√
N2 − 4),
w(±)|(q=1) ≡ wˆ(±) = N
2
(
−N ±
√
N2 − 4
)
. (4.18)
Using the above value of dˆ in (4.3) we may directly obtain the MBE in the q = 1 case. In
the Baxterized function (4.9) we now use the value of ηˆ given in (4.18), and thereby obtain
the limiting structure
w(θ) |(q=1) = wˆ(θ) = sinh (ηˆ − θ)
sinh(ηˆ + θ)
− 1. (4.19)
We now focus on the q = 1 limiting case of the braid solution described in (4.5). The braid
matrices in this limit has the structure
Rˆ(wˆ(±)) = I+ wˆ(±)Pˆ(0). (4.20)
Even in the said q = 1 limit, these matrices, on account of the characteristic equation (4.2),
satisfy a nontrivial Hecke condition. These braid matrices are not of co-boundary type,
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which may be obtained by twisting the identity operator. The situation may be profitably
contrasted with the q = 1 limiting behavior of the general case (v 6= 0) of braid matrices
satisfying (1.5). Setting the limit q = 1 in the ‘braid values’ (1.10) of the spectral variables
we obtain
v |(q=1) ≡ vˆ = −2, w |(q=1) ≡ wˆ = −(1− ε). (4.21)
Incidentally, identical conditions in the said classical limit h = 0 may be derived from the
Baxterized version of the spectral variables given in (1.20)-(1.24). For the values of the
spectral variables given in (4.21) the braid matrix for the quantum group SOq(N) assumes
the form
Rˆ(vˆ, wˆ) = I− 2P(−), (4.22)
whereas the the braid matrix for the quantum group Spq(N) reads
Rˆ(vˆ, wˆ) = I− 2P(−) − 2P(0) = 2P(+) − I. (4.23)
The above two braid matrices satisfy the condition
(
Rˆ(vˆ, wˆ)
)2
= I, typical of twisted identity
matrices. Finally we note that here the result parallel to (2.12) is
Rˆ(w) =
(w − w−)Rˆ(w+)− (w − w+)Rˆ(w−)
(w+ − w−) , (4.24)
where w±, via (4.4), is given by w± = − (1 + exp(∓2η)).
5 Diagonalization of the modified braid matrices and
their corresponding eigenvectors
We present below explicitly the 4× 4, 9× 9 and 16× 16 matrices which, through similarity
transformations, diagonalize respectively the matrices Rˆ(v) for the quantum group GLq(2),
and Rˆ(v, w) for the quantum groups SOq(3) and SOq(4). Explicit constructions for arbitrary
dimensions N ×N is beyond the scope of the present work. But we start by considering, for
deeper understanding, certain aspect of the problem for the general quantized orthogonal
group SOq(N). The case for the general linear quantum group GLq(N) is, as usual, much
simpler. In the diagonalization process, as throughout the present work, the projectors
involved in the spectral decomposition of the generalized braid matrices play essential roles.
Interest in the results obtained will be discussed at the end.
Traces of the projectors satisfying the completeness property
P(+) + P(−) + P(0) = IN2×N2 , (5.1)
are given by
Tr P(+) =
1
2
N(N + 1)− 1
2
(ε+ 1), T r P(−) =
1
2
N(N − 1) + 1
2
(ε− 1), T r P(0) = 1. (5.2)
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The sum of the above three traces, consistent with (5.1), is N2. We consider below only the
examples of quantum orthogonal algebras corresponding to the choice ε = 1. Moreover, as
in the previous sections we will only consider the projectors P(−) and P(0) in view of (5.1).
A projector when diagonalized can have for each diagonal element either zero or unity.
The number of unit elements are fixed by trace. The diagonal elements can be permuted
by successive similarity transformations. So we can choose a suitable canonical ordering
for them as follows. Denoting a diagonalized projector P by P (d), we choose the ordering
presented below. For the quantum group SOq(3) the diagonalized projectors read
P
(d)
(0) = (1, 0, 0, 0, 0, 0, 0, 0, 0)(diagonal),
P
(d)
(−) = (0, 1, 1, 1, 0, 0, 0, 0, 0)(diagonal), (5.3)
whereas these diagonalized projectors for the quantum group SOq(4) are given by
P
(d)
(0) = (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)(diagonal),
P
(d)
(−) = (0, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0)(diagonal). (5.4)
The prescription for general quantized orthogonal group SOq(N) is evident.
A transformation that diagonalizes the generalized braid matrix Rˆ(v, w) must diagonalize
each projector separately, as these projectors are functions of the matrix Rˆ(v, w). Using the
above form of the diagonalized projectors, we avoid introducing the inverse of the diagonal-
izing matrix M as follows. Assuming that a diagonalizing matrix of non-zero determinant
exist, we have
MP(0) = P
(d)
(0)M, MP(−) = P
(d)
(−)M, (5.5)
where the diagonalized projectors P (d) have explicit forms given by (5.3) and (5.4), and their
evident generalizations. The projectors P(0) and P(−) being known from the standard results,
we avoid direct introduction of the matrix M−1, which is nonlinear in elements of M .
The diagonalizing relations (5.5) generate a set of linear constraints on the elements of
M . The coefficients in each equation are fully known. They will in general leave room for
many arbitrary parameters in the matrix M , subject to the constraint that it has a non-
zero determinant. This arbitrariness can be ‘factored out’ as follows. Supposing that in
the case of the the quantum group SOq(3) we have found a convenient solution Mˆ for the
diagonalizing matrix, the relation (5.5) in conjunction with (5.3) yield the structure
MˆRˆ(v, w)Mˆ−1 = Mˆ
(
I+ vP(−) + wP(0)
)
Mˆ−1
= (1 + w, 1 + v, 1 + v, 1 + v, 1, 1, 1, 1, 1)(diagonal). (5.6)
Keeping the above block structure in mind we now use a block diagonal matrix
M =
(
M(0),M(−),M(+)
)
(block diagonal)
, (5.7)
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where M(0),M(−) and M(+) respectively are 1 × 1, 3 × 3 and 5 × 5 invertible matrices with
non-zero determinant. Using the property (5.6) and the above structure of the matrix M,
we obtain (
MMˆ
)
Rˆ(v, w)
(
MMˆ
)−1
= MˆRˆ(v, w)Mˆ−1. (5.8)
Thus the diagonalization is preserved exactly. The above matrix M(0) is a non-zero constant,
whereas the matrices M(∓), apart from the single constraint of invertibility have arbitrary
elements. This is the source of arbitrariness in the diagonalization procedure. For the general
case the dimensions of M(0),M(−) and M(+) are given by the respective traces (5.2) of the
corresponding projectors.
But how do we select Mˆ? For the quantum groups SOq(3) and SOq(4) we present
below the diagonalizing matrix Mˆ possessing a remarkably helpful feature: the rows of Mˆ
are mutually orthogonal. It is presumably possible to choose the diagonalizing matrix Mˆ
retaining this feature for all orthogonal quantum groups. But here we do not attempt to
construct such a general solution for an arbitrary case.
For the quantum group SOq(3) we define the parameters s = −q− 12 (1−q), t = −q− 32 (1+q),
and obtain the relevant diagonalizing matrix:
Mˆ =


0 0 1 0 q
1
2 0 q 0 0
0 1 0 −q 0 0 0 0 0
0 0 0 0 0 1 0 −q 0
0 0 1 0 s 0 −1 0 0
1 0 0 0 0 0 0 0 0
0 1 0 q−1 0 0 0 0 0
0 0 1 0 t 0 q−2 0 0
0 0 0 0 0 1 0 q−1 0
0 0 0 0 0 0 0 0 1


. (5.9)
Here we note the existence of the following orthogonal triplets:
(1, q
1
2 , q), (1, s,−1), (1, t, q−2), (5.10)
which, as will be seen later, play a role in the context of the noncommutative coordinates.
For the quantum group SOq(4), one possible choice of the ordering of the rows gives the
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following diagonalizing matrix:
Mˆ =


0 0 0 1 0 0 q 0 0 q 0 0 q2 0 0 0
0 0 0 1 0 0 q 0 0 −q−1 0 0 −1 0 0 0
0 1 0 0 −q 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 −q 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 −q 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 −q 0
0 0 0 1 0 0 −q−1 0 0 q 0 0 −1 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 q−1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 q−1 0 0 0 0 0 0 0
0 0 0 1 0 0 −q−1 0 0 −q−1 0 0 q−2 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 q−1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 q−1 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1


. (5.11)
Here the relevant orthogonal quadruplets read
(1, q, q, q2), (1, q,−q−1,−1), (1,−q−1, q,−1), (1,−q−1,−q−1, q−2). (5.12)
It may be noted that the orthogonality of the rows delivers the inverse of the diagonalizing
matrix Mˆ−1 effortlessly. To this end, we take the transposed matrix MˆT and normalize each
element of its column j by the same factor cj so that the sum of squares of all elements of
this column j multiplied with cj equates to unity. For the diagonalizing matrix Mˆ in (5.9),
these normalization constants are given by
q(1 + [2]) c1 = q[2] c2 = q[2] c3 = [2] c4 = c5 = q
−1[2] c6
= q−2[2](1 + [2]) c7 = q
−1[2] c8 = c9 = 1, (5.13)
whereas the corresponding normalization constants for the matrix in (5.11) read
q2[2]2 c1 = [2]
2 c2 = q[2] c3 = q[2] c4 = q[2] c5 = q[2] c6 = [2]
2 c7 = c8 = q
−1[2] c9
= q−1[2] c10 = q
−2[2]2 c11 = q
−1[2] c12 = q
−1[2] c13 = c14 = c15 = c16 = 1. (5.14)
Now we show that the orthogonality of the rows also directly leads to the eigenvectors
of the generalized braid matrix Rˆ(v, w). We again choose the quantum group SOq(3) as a
typical example. Let {|Vk〉 |(k = 1, · · · , 9)} be the eigenvectors of the Rˆ(v, w) matrix with
the eigenvalues ak:
Rˆ(v, w) |Vk〉 = ak |Vk〉, (5.15)
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where no summation over the index k on the right is implied. Multiplying the equation
(5.15) with the matrix Mˆ on both sides and employing diagonalization property (5.6) we
obtain
(1 + w, 1 + v, 1 + v, 1 + v, 1, 1, 1, 1, 1)(diagonal)|Mˆ Vk〉 = ak|Mˆ Vk〉. (5.16)
Hence, apart from overall constant factors, we may choose the transposed vectors as follows:
|Mˆ Vk〉T = {(1, 0, · · · , 0), (0, 1, 0, · · · , 0), · · · , (0, · · · , 0, 1)}. (5.17)
The eigenvalues are given by the diagonal elements of the matrix MˆRˆ(v, w)Mˆ−1 as exhibited
in (5.6). Hence the obvious construction |Vk〉 = Mˆ−1 |Mˆ Vk〉, along with (5.17) furnishes
the eigenvector |Vk〉 as the k-th column of Mˆ−1. Now, in view of the construction of the
inverse matrix Mˆ−1 previously discussed preceding (5.13), the eigenvector |Vk〉 is finally
given by the k-th row of the matrix Mˆ . Replacing here the matrix Mˆ by its alternatives MMˆ
amounts to, as given in (5.8), taking linear combinations of the above eigenvectors with the
same eigenvalue. The eigenvectors and particularly the highest eigenvalue, dependent here
on the choice of the spectral variables (v, w), of the generalized braid matrix Rˆ(v, w) are of
interest in related models of statistical mechanics. Another, quite different, interest in the
above diagonalization of the Rˆ(v, w) matrix will be pointed out in Sec. 6 in the context of
noncommutative spaces.
So far we have considered the orthogonal quantum group SOq(N). A parallel, but much
simpler, formalism may be developed for the linear quantum group GLq(N), as only two
projectors are present there. Instead of discussing the general case, we, for the purpose of
illustration, consider a biparametric (p, q) deformation of the group GL(2) in the remaining
part of the present section. In [1] one of us introduced the generalized braid matrix ( for
p 6= 0 )
Rˆ(K; p, q) =


1 0 0 0
0 (1−K) Kp−1 0
0 Kq (1−Kqp−1) 0
0 0 0 1

 , (5.18)
which satisfies the strict braid equation for the two parametric values K = 1, pq−1. Main-
taining a specific parametrization of the spectral variable v, we write in conformity with the
notations of the Sec. 2:
Rˆ(K; p, q) = I−K(1 + qp−1)P(−), (5.19)
where the projector is
P(−) = (1 + qp
−1)
−1


0 0 0 0
0 1 −p−1 0
0 −q qp−1 0
0 0 0 0

 . (5.20)
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The projector P(−) may be diagonalized by
Mˆ =


0 −1 p−1 0
0 q 1 0
1 0 0 1
1 0 0 −1

 (5.21)
giving MˆP(−)Mˆ
−1 = (1, 0, 0, 0)(diagonal). This, following the spectral decomposition (5.19),
provides the diagonalized Rˆ matrix. In this simple case the matrix Mˆ−1 may be easily
computed for all values of deformation parameters (p, q). But except for the special case
pq = 1, the first two rows of the present diagonalizer Mˆ are not orthogonal to each other.
6 Generalized braid matrices and consequent noncom-
mutative spaces
We first present the general prescription for covariant quantization of spaces implementing
the generalized braid matrices Rˆ(v) and Rˆ(v, w). Our prescription follow the standard
structure except for the presence of the arbitrary values of the spectral variables (v, w). Then
we will display how the diagonalizations of the generalized braid matrices presented in Sec.
5 enable us to extract in a convenient fashion the contents of the above prescription using,
as before, the quantum groups GLq(2), SOq(3) and SOq(4) as examples. Generalization to
higher dimensional quantum groups can then be easily carried out. Our study will thus
be limited. We hope to present elsewhere a fuller exploration of the possible roles of the
variables (v, w).
For the quantum group GLq(2), we use the projector (5.20) with the restriction p = q
−1,
and set the Rˆ(v) matrix as in (1.8) satisfying the characteristic equation (1.14). Using the
standard notations with coordinates and differentials given, respectively, by {xi, ξi ≡ dxi | i =
(1, 2)}, we obtain
P(−)x⊗ x = 0 (6.1)
and
x⊗ ξ = B ξ ⊗ x, (6.2)
whereas Leibnitz rule and covariance lead to
(B + I) ξ ⊗ ξ = 0. (6.3)
The matrix B reads
B = −I + µ
(
Rˆ(v)− (1 + v)I
)
, (6.4)
while the parameter µ is arbitrary. We also note that the above structure of B ensures the
orthogonality: (B + I)P(−) = 0. Using the diagonalizer Mˆ given in (5.21), and adapting it
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to the parametric choice p = q−1, we evaluate
Mˆx⊗ ξ = Mˆ


x1ξ1
x1ξ2
x2ξ1
x2ξ2

 =


−x1ξ2 + qx2ξ1
qx1ξ2 + x2ξ1
x1ξ1 + x2ξ2
x1ξ1 − x2ξ2

 . (6.5)
The analogous results for Mˆx⊗ x, Mˆξ ⊗ ξ and Mˆξ ⊗ x can be read off (6.5) readily. Using
the previous explicit constructions we may now obtain the following diagonalized structures
MˆP(−)Mˆ
−1 = (1, 0, 0, 0)(diagonal),
MˆRˆ(v)Mˆ−1 = (1 + v, 1, 1, 1)(diagonal),
Mˆ(B + I)Mˆ−1 = µ(0,−v,−v,−v)(diagonal),
MˆBMˆ−1 = −(1, 1 + µv, 1 + µv, 1 + µv)(diagonal), (6.6)
which in conjunction with (6.5) allow us to immediately write down the relations
x1x2 = q x2x1, ξ1ξ2 = −q−1ξ2ξ1, ξ21 = 0, ξ22 = 0 (6.7)
and
(−x1ξ2 + qx2ξ1) = −(−ξ1x2 + qξ2x1),
(qx1ξ2 + x2ξ1) = −(1 + µv)(qξ1x2 + ξ2x1),
(x1ξ1 + x2ξ2) = −(1 + µv)(ξ1x1 + ξ2x2),
(x1ξ1 − x2ξ2) = −(1 + µv)(ξ1x1 − ξ2x2). (6.8)
Adapting notations and parametrizations the corresponding results of [1] may be obtained.
But the consequences of the diagonalization is particularly striking in the modular structure
evident in (6.8). Linear combinations of xiξj are picked out that are proportional to the same
combination of ξixj on the right. This is, as will be seen, a general feature in all cases. It
was shown in [1] that
Φ2 = (ξ1x2 − qξ2x1)2 = 0. (6.9)
Here, using (6.8) it immediately follows that the combination (x1ξ2−qx2ξ1) is also nilpotent.
Our formalism also signals clearly special values of the parameters. It is evident from (6.8)
that µ = −v−1 is a very special case. For the quantum group GLq(N) for an arbitrary N
the prescriptions (6.1) to (6.4) remain the same except that higher dimensional N2 × N2
matrices need to be considered.
Now we consider the noncommuting spaces associated with the generalized braid matrix
Rˆ(v, w) of the orthogonal quantum group SOq(N). This matrix has the structure (1.9) and
it satisfies the characteristic equation (1.15). The braiding structure (6.1) of the noncom-
mutative coordinates now may also be expressed as(
Rˆ(v, w)− I
) (
Rˆ(v, w)− (1 + w) I
)
x⊗ x = 0. (6.10)
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Leibnitz rule and covariance ensure equations (6.2) and (6.3) with the matrix B given by
(6.4). As there are three projectors for the orthogonal quantum groups, the braiding relation
(6.3) now reduces to
P(+)ξ ⊗ ξ = 0, P(0)ξ ⊗ ξ = 0. (6.11)
Now we will explicitly demonstrate the above structure for the quantum groups SOq(3)
and SOq(4). For the quantum group SOq(3) the diagonalizing matrix Mˆ is given in (5.9).
The diagonalized operators now read
MˆP(−)Mˆ
−1 = (0, 1, 1, 1, 0, 0, 0, 0, 0)(diagonal),
MˆRˆ(v, w)Mˆ−1 = (1 + w, 1 + v, 1 + v, 1 + v, 1, 1, 1, 1, 1)(diagonal),
MˆBMˆ−1 = −(1 + µ(v − w), 1, 1, 1, 1 + µv, 1 + µv, 1 + µv, 1 + µv, 1 + µv)(diagonal).(6.12)
Here we choose, as in [2], the triplets (x−, x0, x+) and (ξ−, ξ0, ξ+) as the basis elements for
the noncommuting coordinates and the differentials respectively. Using the diagonalizing
matrix Mˆ given in (5.9) we now compute
Mˆx⊗ ξ = Mˆ


x−ξ−
x−ξ0
x−ξ+
x0ξ−
x0ξ0
x0ξ+
x+ξ−
x+ξ0
x+ξ+


=


x−ξ+ + q
1/2x0ξ0 + qx+ξ−
x−ξ0 − qx0ξ−
x0ξ+ − qx+ξ0
x−ξ+ + sx0ξ0 − x+ξ−
x−ξ−
x−ξ0 + q
−1x0ξ−
x−ξ+ + tx0ξ0 + q
−2x+ξ−
x0ξ+ + q
−1x+ξ0
x+ξ+


. (6.13)
The matrices Mˆx ⊗ x, Mˆξ ⊗ ξ and Mˆξ ⊗ x have evident analogous forms. The parameters
(µ, v, w) do not appear in the braiding structures (6.1) and (6.11). Therefore these braiding
relations have the usual form, given, for example, in Eq. (3.48) of [2]. For the sake of
completeness we present them here:
x−x0 = qx0x−, x0x+ = qx+x0, x+x− − x−x+ = (q1/2 − q−1/2)x20,
ξ2− = 0, ξ
2
+ = 0, ξ−ξ+ + ξ+ξ− = 0,
qξ−ξ0 + ξ0ξ− = 0, qξ0ξ+ + ξ+ξ0 = 0, ξ
2
0 = (q
1/2 − q−1/2)ξ−ξ+, (6.14)
The constraints due to (6.2) do involve the parameters (µ, v, w) and have been obtained in
Eq. (3.48) of [2]. Here we present them in the form directly given by (6.12) and (6.13).
After implementing our diagonalization, we obtain
(x−ξ+ + q
1/2x0ξ0 + qx+ξ−) = −(1 + µ(v − w))(ξ−x+ + q1/2ξ0x0 + q ξ+x−),
(x−ξ+ + sx0ξ0 − x+ξ−) = −(ξ−x+ + s ξ0x0 − ξ+x−),
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(x−ξ+ + tx0ξ0 + q
−2x+ξ−) = −(1 + µv)(ξ−x+ + t ξ0x0 + q−2ξ+x−),
(x−ξ0 − qx0ξ−) = −(ξ−x0 − q ξ0x−),
(x−ξ0 + q
−1x0ξ−) = −(1 + µv)(ξ−x0 + q−1ξ0x−),
(x0ξ+ − qx+ξ0) = −(ξ0x+ − qξ+x0),
(x0ξ+ + q
−1x+ξ0) = −(1 + µv)(ξ0x+ + q−1ξ+x0),
x−ξ− = −(1 + µv)ξ−x−,
x+ξ+ = −(1 + µv)ξ+x+. (6.15)
Thus, as signalled before, the diagonalization selects out linear combinations, which are
proportional under the operation xiξj → ξixj . We note that the coefficients appearing in
the triplets, namely: (1, q1/2, q), (1,−q−1/2(1 − q),−1), (1,−q−3/2(1 + q), q−2) are mutually
orthogonal. The same property is evident with the doublets: (1,−q), (1, q−1). The paramet-
ric values µ = −v−1 again generate a special case. Using (6.15) each xiξj may be written
as linear combination of ξkxl terms. This is provided in [2]. Here we want to emphasize
the modular structure of (6.15). In the preceding discussion regarding the quantum group
GLq(2) it was noted that a nilpotent bilinear structure, given in (6.9), arise directly out of
the diagonalization process. Presence of such structures in (6.15) should be sought. A de-
tailed study of our generalized spaces, arising as a consequence of generalized braid matrices,
will be presented elsewhere.
To investigate our noncommutative spaces associated with the quantum group SOq(4),
we proceed exactly as in the previous example. Now the diagonalizing matrix Mˆ is given
by (5.11). The basis for the coordinates and the corresponding basis for the differentials
are denoted by (x1, x2, x3, x4) and (ξ1, ξ2, ξ3, ξ4) respectively. The braiding relations for
the bilinears x ⊗ x and ξ ⊗ ξ are independent of the parameters (µ, v, w) introduced here;
and, consequently, remain the standard noncommutativity constraints. We exhibit below,
for brevity, only the relevant modular structure analogous to (6.15). Now we have the
quadruplets, doublets and singlets with typically orthogonalized constraints as before:
(x1ξ4 + qx2ξ3 + qx3ξ2 + q
2x4ξ1) = −(1 + µ(v − w))(ξ1x4 + qξ2x3 + qξ3x2 + q2ξ4x1),
(x1ξ4 + qx2ξ3 − q−1x3ξ2 − x4ξ1) = −(ξ1x4 + qξ2x3 − q−1ξ3x2 − ξ4x1),
(x1ξ4 − q−1x2ξ3 + qx3ξ2 − x4ξ1) = −(ξ1x4 − q−1ξ2x3 + qξ3x2 − ξ4x1),
(x1ξ4 − q−1x2ξ3 − q−1x3ξ2 + q−2x4ξ1) = −(1 + µv)(ξ1x4 − q−1ξ2x3 − q−1ξ3x2 + q−2ξ4x1),
(xiξj − qxjξi) = −(ξixj − qξjxi),
(xiξj + q
−1xjξi) = −(1 + µv)(ξixj + q−1ξjxi),
xkξk = −(1 + µv)ξkxk, (6.16)
where (i, j) = {(1, 2), (1, 3), (2, 4), (3, 4)} and k = {1, 2, 3, 4}. No summation over the index
k is meant in the last equation in (6.16). Comments parallel to those following (6.15) are
relevant here.
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Here we sum up the above procedure for the quantum group SOq(N) with an arbitrary
value of N . The formalism described in equations (6.1)-(6.4), and also in (6.11) holds for
an arbitrary value of N . We have emphasized on the modular structure and the parame-
ter dependence of the braiding relations arising from (6.2) and our diagonalization of the
generalized braid matrices. Setting the spectral variables (v, w) equal to their braid values
(1.10), and also fixing the parameter µ = q2, we may recover the standard quantization
prescriptions. So far we have implicitly assumed that the spectral variables are nonvanish-
ing: v 6= 0, w 6= 0. When one of them vanishes, the characteristic equation obeyed by the
generalized braid matrix becomes, as discussed for instance in (4.2), quadratic rather than
cubic. The corresponding reformulation of the prescription for our noncommutative spaces
is straightforward and will not be presented here.
7 Remarks
The following braid matrices,
Rˆ =


1 0 0 1
0 1 −1 0
0 1 1 0
−1 0 0 1

 (7.1)
and
Rˆ =


0 0 0 q
0 1 0 0
0 0 1 0
q 0 0 0

 , (7.2)
were studied in detail [11] in the context of exotic bialgebras [10, 11]. These authors inves-
tigated the spectral decomposition of these braid matrices and the Baxterization thereof.
These respective cases were denominated as S03 and S14 in the classification scheme of
4 × 4 braid matrices presented in [12]. The analogies and differences of the Rˆ matrix in
(7.1) with the unitary case, and that in (7.2) with the orthogonal case have been discussed
[10, 11] earlier. Noncommutative spaces associated with these two and other ‘exotic’ 4×4 Rˆ
matrices have been studied [10, 11]. These 4× 4 matrices classified in [12] are ‘exotic’ in the
sense that they are not obtained by restricting some universal Rˆ matrix to this dimension.
They represent distinct supplementary possibilities for the dimension 4× 4.
How do we construct higher dimensional analogues of these matrices? In Sec. 4 we have
presented a canonical construction of a class of N2 × N2 braid matrices complete with the
corresponding MBE and the Baxterized forms of these matrices. In fact for each even N we
have two solutions: ‘exotic orthogonal’ for the choice ε = 1, and ‘exotic symplectic’ for the
parametric value ε = −1. But these class presumably does not exhaust such possibilities
for each N . Our general reduction of trilinear terms in Sec. 3 insistently pointed out
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the class studied in Sec. 4. How do we investigate other possibilities? Generalization of
Hietarinta’s approach [12] to higher dimensional cases would be extremely laborious. Still a
more thorough search may be worthwhile.
Several interesting aspects of our formalism have not been addressed in the present
work. Quasi-classical limits, L operators and Yangians are relevant examples. Applications,
particularly of our new class of solutions, to integrable models [13, 14] would be worth
exploring. Certain specific properties would be lost if the parameters (µ, v, w) move away
from their standard values. We wish to study new interesting features which may emerge
for other values of the parameters (µ, v, w). The present approach via diagonalization may
be helpful.
Let us end by taking a closer look at the mutually orthogonal sets of triplets and quadru-
plets, appearing in (5.10) and (5.12) as a consequence of our diagonalizations. For the quan-
tum group SOq(3) the constraint (6.1) contain, corresponding to the set (1, (q
1
2 − q− 12 ),−1)
in (5.10), the commutation relation, listed before in the set (6.14) but remodeled here for
the purpose of convenience:
x−x+ − x+x− + (q 12 − q− 12 )x02 = 0. (7.3)
A constraint trivially true in the commutative limit (q = 1) is thus consistently maintained.
The analogous expressions corresponding to the other two triplets in the set (5.10), selected
out by the other two diagonalized projectors P(0) and P(+) are not constrained to be zero.
Introducing the metric and the star operation ( Ex. 4.1.22 in [8] ) as
(x±)
∗ = q∓
1
2 (x∓) , x0
∗ = x0, (7.4)
the other two triplets mentioned above lead to the surfaces with invariants k1 and k2:
x−
∗x− + x+
∗x+ + x0
∗x0 = k1,
q−
3
2x−
∗x− + q
3
2x+
∗x+ − (q 12 + q− 12 ) x0∗x0 = k2, (7.5)
where k1 is usually denoted as the ‘distance squared’ i.e. k1 ≡ r2 ≥ 0. The above two surfaces
denote a q-deformed sphere and a q-deformed hyperboloid respectively. In the context of
our diagonalization scheme these two noncommutative surfaces enter in a parallel fashion.
For the quantum group SOq(4) the second and the third quadruplets in the set (5.12)
correspond to the constraints originating from (6.1), namely
x1x4 + q x2x3 − q−1 x3x2 − x4x1 = 0,
x1x4 − q−1 x2x3 + q x3x2 − x4x1 = 0. (7.6)
The consistency with the commutative limit is, therefore, maintained. The other two quadru-
plets in the list (5.12) correspond to the action of the diagonalized projectors P(+) and P(0)
on the tensor product space Mˆ(x⊗x), and thereby lead to the q-deformation of the surfaces
x1x4 + x2x3 = k1, x1x4 − x2x3 = k2. (7.7)
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Changing the basis from (x1, x4) and (x2, x3) to (x± it) and (y± iz) respectively, we obtain
a 3-sphere in the first case ( with k1 ≥ 0 ) and a non-compact surface in the second case,
as obtained before in the second equation in (7.5). Suitably implementing the q-dependent
star operation we may obtain the corresponding noncommutative deformations related to
the first and the last quadruplets in (5.12).
Appendix A
Here we briefly indicate the derivations of the relations (3.11) and (3.12). We demonstrate
this in the case of the quantum group SOq(N), where the parameter ε = 1. To this end we
define the operator
K ≡ (1 + [N − 1])P(0) =
N∑
i,j=1
q(ρi−ρj)Ei′,j ⊗ Ei,j′, (A.1)
where i′ = N + 1 − i. The relevant notations are explained in Sec. 4. Using the standard
tensor structures
K12 =
N∑
i,j=1
q(ρi−ρj)Ei′,j ⊗ Ei,j′ ⊗ IN×N K23 =
N∑
i,j=1
q(ρi−ρj) IN×N ⊗ Ei′,j ⊗ Ei,j′, (A.2)
and the identity Ei,j′Ek′,l = δj,kEi,l, we obtain
K12K23 =
N∑
i,j,k=1
q(ρi−ρk)Ei′,j ⊗Ei,k ⊗ Ej,k′ (A.3)
and the following triple product rules
K12K23K12 =

 N∑
i,j=1
q(ρi−ρj)Ei′,j ⊗ Ei,j′

⊗ N∑
k=1
Ek,k
= K ⊗ IN×N ≡ K12,
K23K12K23 =
N∑
i=1
Ei,i ⊗

 N∑
j,k=1
q(ρj−ρk)Ej′,k ⊗Ej,k′


= IN×N ⊗K ≡ K23. (A.4)
The triple product rules (A.4) and the defining property (A.1) ensure that the following
identities hold:
P(0) 12P(0) 23P(0) 12 = (1+[N−1])−2P(0) 12, P(0) 23P(0) 12P(0) 23 = (1+[N−1])−2P(0) 23. (A.5)
Using the definitions (4.10) and (4.12) we may proceed analogously for the quantum group
Spq(N), where N = 2n. The two cases can finally be unified after adopting the following
definition
K ≡ (1 + ε[N − ε]) P(0) (A.6)
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and then proceedinging as before. The final results may be summarized as
P(0) 12P(0) 23P(0) 12 = (1 + ε[N − ε])−2P(0) 12, P(0) 23P(0) 12P(0) 23 = (1 + ε[N − ε])−2P(0) 23.
(A.7)
Employing the definitions of (Y1, Y2) given in (3.1), we now obtain (3.11).
In order to prove the identity (3.12) we proceed as follows. Using the standard expressions
for the braid generators Rˆ±1 for the quantum groups SOq(N) and Spq(N), and proceeding
exactly analogously as before we obtain
P(0) 12Rˆ
±1
23 P(0) 12 =
εq±(N−1−ε)
1 + ε[N − ε]P(0) 12, P(0) 23Rˆ
±1
12 P(0) 23 =
εq±(N−1−ε)
1 + ε[N − ε]P(0) 23. (A.8)
Expressing the braid matrices as in (1.12) we now use the relations (A.7) and (A.8) to obtain
P(0) 12P(−) 23P(0) 12 =
ε[N − ε] ([2] + ε[N − 1− ε])
[2] (1 + ε[N − ε])2 P(0) 12. (A.9)
The above result also holds after an exchange of the tensor indices: (12) ⇀↽ (23). The
equation (A.9), in conjunction with the definitions (2.1) and (3.1), now produces the identity
(3.12).
Appendix B
The correspondence between our result for Baxterization and that of [6] being quite simple
in the context of the quantum group GLq(N), we discuss below the results for the quantum
groups SOq(N) and Spq(N). In Sec. 3.9 of [6] Isaev starts Baxterization of the braid matrices
with the parametrization
Rˆ(x) = c(x)
(
I+ a(x) Rˆ+ b(x)K
)
, (B.1)
where the matrices Rˆ and K are given in (1.7) and (A.6) respectively. Substituting these
results we may rewrite
Rˆ = c(x) (1 + qa(x)) Rˆ(x), (B.2)
where
Rˆ(x) = I− [2]a(x)
1 + qa(x)
P(−) +
(1 + ε[N − ε]) b(x)− q
(
1− ε q−(N+1−ε)
)
a(x)
1 + qa(x)
P(0). (B.3)
Comparing this with our starting point (1.9) we obtain the relations
a(x) = − v(x)
[2] + qv(x)
, b(x) =
[2](w(x)− f+ v(x))
([2] + qv(x)) (1 + ε[N − ε]) , c(x) = [2]
−1([2]+ qv(x)), (B.4)
where the parameter f+ has been defined in (3.15). In the present work we have preferred
the parametrization in (1.9) as it assigns the key roles to the two projectors P(−) and P(0),
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leading to the systematic reduction of the trilinear forms presented in (3.14). As emphasized
earlier this permitted us to display MBE and Baxterization as complementary facets of the
same generalized Rˆ(v, w) matrix. As for solutions of the braid equation obtained in the
present work we note that the special case of the spectral variables v = 0, w 6= 0 has not
been discussed in [6]. We have devoted Sec. 4 to study this remarkable new class of solutions.
Our formalism led through (3.27) to the significant parallel structures of the Baxterized
functions v(x) and w(x) given in (3.30). This enabled us to obtain the solutions completely
by solving the two simplest equations, before verifying that the more complex functional
equation ( corresponding to a2 in (3.25) ) is indeed consistent with them. In [6] the relatively
complicated equation (Eq. (3.9.7) of [6]) had to be used to fix the two possible values
of a parameter (Eq. (3.9.15) of [6]). The attractive forms of additive Baxterization, as
evident in (1.20) and (1.21)-(1.24) for the functions v(θ) and w(θ) respectively, are also
direct consequences of our formalism.
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