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Resumen
En este documento se presenta el resultado del Trabajo Final de Grado y estancia en pra´cti-
cas consistente en una aplicacio´n para el sistema operativo mo´vil Android, capaz de reconocer
ima´genes de un conjunto acotado, desarrollada en la empresa Rubycon Information Technologies.
La funcionalidad ofrecida por este proyecto pasa por una aplicacio´n que permite realizar
fotograf´ıas y mostrar los resultados, un sistema que permite reconocer las ima´genes y una base
de datos que contenga estas junto a su informacio´n.
La aplicacio´n es capaz de enviar la imagen al mo´dulo de reconocimiento, alojado en un
servidor, y mostrar la informacio´n que devuelve este, ya sea en forma de video, audio, web o
galer´ıa de ima´genes, todo esto sin salir de la aplicacio´n.
Adema´s, permite guardar los resultados obtenidos para consultarlos sin tener que volver a
realizar el proceso de reconocimiento.
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Cap´ıtulo 1
Introduccio´n
En este cap´ıtulo introductorio se presenta una breve descripcio´n del proyecto, la motivacio´n
por la que se ha realizado y su situacio´n en el contexto actual. Tambie´n se describe las necesi-
dades que han llevado a la elaboracio´n de este y la solucio´n que se busca subsanar. Por u´ltimo,
se describen los objetivos que se pretenden abarcar durante su elaboracio´n.
1.1. Motivacio´n del Proyecto
Desde que en 2007 Apple sacara al mercado el novedoso iPhone, el mundo de la telefon´ıa
mo´vil ha evolucionado a un ritmo asombroso. Los mismos usuarios que antiguamente enviaban
SMS con sus serviciales tele´fonos de bolsillo, han pasado a estar continuamente conectados con
los impresionantes tele´fonos inteligentes, bautizados como Smartphones, de los que disponemos
en la actualidad.
El e´xito de estos nuevos dispositivos ha sido inaudito, tal es as´ı, que en febrero de 2013 so´lo
en Espan˜a exist´ıan 55.740.000 millones de tele´fonos mo´viles, lo que corresponde a un 118 % de
la poblacio´n, con lo que podemos afirmar que pra´cticamente todos los espan˜oles disponen de un
Smartphone en sus bolsillos [15].
El usuario de hoy en d´ıa ya esta´ acostumbrado a utilizar aplicaciones que le facilitan acciones
de la vida cotidiana. Son muchas las aplicaciones que han ido viendo la luz y ofrecen servicios
de todo tipo para el usuario. Por ejemplo, gracias a aplicaciones como Google Maps, llegar a
una direccio´n nueva se convierte en una tarea fa´cil. Otra labor que resulta realmente u´til y
fascinante es poder saber que´ cancio´n esta´ sonando mediante la grabacio´n de unos segundos,
gracias a la aplicacio´n Shazam.
La aplicacio´n realizada en este proyecto pretende facilitar informacio´n al usuario a trave´s
de la realizacio´n de una fotograf´ıa con su Smartphone. Es decir, el usuario podr´ıa comprar una
entrada para un concierto a ra´ız de realizar una fotograf´ıa al cartel de este, podr´ıa tambie´n
escuchar un CD de mu´sica capturando con su mo´vil la portada de este, o podr´ıa obtener
informacio´n sobre un cuadro al fotografiarlo y un largo etce´tera.
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1.2. Necesidades del Proyecto
1.2.1. Antecedentes
En la actualidad existen varias maneras de poder etiquetar un producto para su posterior
identificacio´n. Uno de los ma´s utilizados desde hace muchos an˜os son los co´digos de barras
(Figura 1.1). Gracias a estos y con la ayuda de un dispositivo adecuado para ello, es posible leer
este co´digo y saber de que´ producto se trata. Son utilizados desde hace muchos an˜os para todo
tipo de rastreo y control de productos, como puede ser en un supermercado o en una biblioteca.
Figura 1.1: Libros etiquetados con co´digos de barras [6].
Con la nueva era, en lo que a tecnolog´ıa se refiere, la de los Smartphones, han adquirido
gran protagonismo en este a´mbito los co´digos bidimensionales, los llamados co´digos QR (Figura
1.2). Estos co´digos se pueden detectar al instante utilizando la ca´mara de un Smartphone, por
lo tanto cualquier persona poseedora de uno de estos populares dispositivos puede capturarlos.
Una vez el dispositivo los ha reconocido, estos proporcionan la informacio´n almacenada, como
una URL, la cual sera´ mostrada en el mismo dispositivo.
1.2.2. Solucio´n
Con este proyecto se propone una alternativa ma´s visual a las comentadas en la seccio´n
anterior. Para ello se ha optado por identificar los productos de una forma diferente, utilizando
su propia imagen. De esta manera se podr´ıan etiquetar productos y posteriormente identificarlos
simplemente con fotograf´ıas. Adema´s, de esta manera un producto se representar´ıa a s´ı mismo,
sin necesidad de co´digos o caracteres irreconocibles por el ojo humano.
Por lo tanto, la solucio´n propuesta pasa por la implementacio´n de los siguientes puntos:
• Una base de datos que relacione las ima´genes que pueden ser capturadas con las infor-
macio´n que se desea mostrar, pudiendo ser cualquier tipo de informacio´n requerida por la
empresa.
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Figura 1.2: Co´digo QR utilizado en un cartel publicitario [2].
• Un sistema que sea capaz de buscar una imagen en la base de datos y devolver la infor-
macio´n asociada a ella.
• Una aplicacio´n mo´vil que permita realizar fotograf´ıas, conectar con el sistema de reco-
nocimiento de ima´genes, y finalmente, mostrar la informacio´n asociada a la imagen en
cuestio´n.
1.3. Contexto
El trabajo realizado es parte de un proyecto propuesto y elaborado en la empresa Rubycon
Information Technologies, la cual desarrolla aplicaciones para dispositivos Android e iOS.
Dicha empresa es una Start-Up de Base Tecnolo´gica, que ha sido creada en los u´ltimos an˜os
y apuesta de lleno por las tecnolog´ıas actuales con el objetivo de facilitar a la sociedad el acceso
a la informacio´n, ofrecie´ndoles herramientas para hacerlo en cualquier lugar y momento [9].
Debido a la amplitud del proyecto, ha sido dividido en dos proyectos compartiendo el 50 %, el
cual se ha realizado de manera conjunta. Por un lado, se ha elaborado para el sistema operativo
Android, mientras que por otro lado, se ha realizado la misma aplicacio´n para iOS, la cual se
ha llevado a cabo por el alumno Sergi Estelle´s Jovan´ı.
En cuanto a la parte en comu´n, desde el principio de la estancia en pra´cticas los responsables
de la empresa dejaron claro que deber´ıa desarrollarse utilizando la te´cnica del Pair Programming,
la cual consiste en el desarrollo en pareja en un mismo ordenador, favoreciendo as´ı el resultado
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final del producto y el trabajo en equipo [8]. Adema´s, hicieron hincapie´ en que el objetivo de
los dos proyectos era el mismo, por lo tanto, el trabajo deber´ıa realizarse como un equipo de
desarrollo real y manteniendo la consistencia en todo momento entre las dos aplicaciones. Junto
con todo esto, los supervisores en la empresa nos han inculcado durante la estancia en pra´cticas
el uso de las metodolog´ıas a´giles, que tan buenos resultados esta´n dando en la actualidad.
En lo referente a la aplicacio´n mo´vil, puede ser desarrollada para diferentes sistemas opera-
tivos, entre los cuales los ma´s destacados en la actualidad son Android (Google), iOS (Apple)
y Windows Phone (Microsoft).
En este caso, la aplicacio´n se ha desarrollado para el primero, un sistema operativo de co´digo
libre y con nombre de llegar de otro planeta. La evolucio´n de Android desde su salida ha sido
constante. Su gran potencial unido a la ventaja de ser de co´digo libre, por lo cual diferentes
fabricantes pueden crear sus versiones personalizadas de e´l, le han llevado a conseguir una gran
acogida entre los usuarios, llegando en la actualidad a abarcar un 81.3 % de la cuota de mercado
actual [1].
Por u´ltimo, para hacer constancia de las partes que se han desarrollado de manera totalmente
individual y las que se han realizado de manera comu´n en los dos proyectos, en la siguiente tabla
se detalla el reparto de estas entre los dos alumnos.
Javier Agut Sergi Estelle´s
Servidor REST X X
Base de datos MongoDB X X
Base de datos Android X
Base de datos iOS X
Reconocimiento de ima´genes X X
Reproductores Android X
Reproductores iOS X
Cliente mo´vil Android X
Cliente movil iOS X
Disen˜o interfaces X X
Gestio´n del proyecto X X
Tabla 1.1: Distribucio´n de las partes del proyecto.
1.4. Objetivos del Proyecto
Los objetivos que se deben cumplir durante el desarrollo de este Trabajo Final de Grado
se detallan en los siguientes puntos:
• Desarrollo de una aplicacio´n para el sistema operativo Android, a trave´s de la
cual el usuario pueda realizar una fotograf´ıa y obtener la informacio´n correspondiente a
esta.
• Implementacio´n de un sistema capaz de reconocer ima´genes en una base de datos,
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la cual contiene la diferente informacio´n asociada a estas.
• Obtener una experiencia real de trabajo con metodolog´ıas a´giles, es decir, po-
ner en pra´ctica los conocimientos teo´ricos adquiridos durante la carrera, trabajando en
un equipo de desarrollo real con el fin de la obtencio´n de un producto final, pudiendo
as´ı comprobar y entender de manera pra´ctica co´mo funciona un equipo de desarrollo a´gil.
• Formar parte de un equipo real con un objetivo comu´n, el cual implica el desarrollo
de la misma aplicacio´n en dos sistemas diferentes, con los inconvenientes que conlleva el
uso de dos plataformas distintas. Adema´s de los diferentes esta´ndares que hay que estipular
y la constante revisio´n de que el rumbo que se esta´ siguiendo es el mismo.
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Cap´ıtulo 2
Estudio Previo
En el siguiente cap´ıtulo se aborda un estudio de las diferentes tecnolog´ıas utilizadas para la
elaboracio´n del proyecto, desde el sistema operativo Android, hasta el algoritmo de reconoci-
miento de ima´genes, pasando por las tecnolog´ıas referentes a la base de datos y al servidor.
2.1. Android
En el siguiente apartado se realiza una introduccio´n al sistema operativo Android, en la
cual se comentan algunas de sus caracter´ısticas ma´s importantes, ya que explicar el sistema el
profundidad resultar´ıa muy extenso para este proyecto.
2.1.1. ¿Que´ es Android?
Android fue inicialmente desarrollado por Android Inc., empresa adquirida por Google en
2005. Pero fue en 2008 cuando empezo´ a obtener popularidad gracias a la fundacio´n del Open
Handset Alliance, un consorcio formado por 48 empresas de desarrollo hardware, software y de
telecomunicaciones, que decidieron promocionar el software libre [33].
Android es un sistema operativo, basado en Linux, inicialmente pensado para dispositivos
mo´viles, pero que ha ido evolucionando hasta ser utilizado en tabletas, televisores, relojes,
coches, etc. Una de las diferencias con otros sistemas operativos es que cualquier persona que
sepa programar puede crear nuevas aplicaciones o, incluso, realizar una modificacio´n de este, ya
que es de co´digo libre.
Desde que se lanzo Android Beta en noviembre de 2007, han hecho publicas catorce versiones
ma´s de este sistema operativo. Y en la actualizad, au´n existen dispositivos con ocho de estas
en vigor. En la Figura 2.1 se puede ver un gra´fico con la cuota de distribucio´n de versiones de
Android en Abril del 2004.
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Figura 2.1: Cuota de distribucio´n de versiones de Android (Abril 2014).
2.1.2. Caracter´ısticas Te´cnicas
A continuacio´n se presentan las caracter´ısticas te´cnicas del sistema operativo Android [33]:
Disen˜o de dispositivo: La plataforma es adaptable a pantallas de mayor resolucio´n, VGA,
biblioteca de gra´ficos 2D, biblioteca de gra´ficos 3D basada en las especificaciones de la OpenGL
ES 2.0 y disen˜o de tele´fonos tradicionales. Almacenamiento: SQLite, una base de datos liviana,
que es usada para propo´sitos de almacenamiento de datos. Conectividad: Android soporta las si-
guientes tecnolog´ıas de conectividad: GSM/EDGE, IDEN, CDMA, EV-DO, UMTS, Bluetooth,
Wi-Fi, LTE, HSDPA, HSPA+, NFC y WiMAX.GPRS,UMTS,HSPA+ Y HSDPA+ Mensajer´ıa:
SMS y MMS son formas de mensajer´ıa, incluyendo mensajer´ıa de texto y ahora la Android
Cloud to Device Messaging Framework (C2DM) es parte del servicio de Push Messaging de
Android.
Navegador web: El navegador web incluido en Android esta´ basado en el motor de rende-
rizado de co´digo abierto WebKit, emparejado con el motor JavaScript V8 de Google Chrome.
El navegador por defecto de Ice Cream Sandwich obtiene una puntuacio´n de 100/100 en el test
Acid3. Soporte de Java: Aunque la mayor´ıa de las aplicaciones esta´n escritas en Java, no hay
una ma´quina virtual Java en la plataforma. El bytecode Java no es ejecutado, sino que primero
se compila en un ejecutable Dalvik y corre en la Ma´quina Virtual Dalvik. Dalvik es una ma´qui-
na virtual especializada, disen˜ada espec´ıficamente para Android y optimizada para dispositivos
mo´viles que funcionan con bater´ıa y que tienen memoria y procesador limitados. El soporte
para J2ME puede ser agregado mediante aplicaciones de terceros como el J2ME MIDP Runner.
Soporte multimedia: Android soporta los siguientes formatos multimedia: WebM, H.263, H.264
(en 3GP o MP4), MPEG-4 SP, AMR, AMR-WB (en un contenedor 3GP), AAC, HE-AAC (en
contenedores MP4 o 3GP), MP3, MIDI, Ogg Vorbis, WAV, JPEG, PNG, GIF y BMP.
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Soporte para streaming: Streaming RTP/RTSP (3GPP PSS, ISMA), descarga progre-
siva de HTML (HTML5 ¡video¿tag). Adobe Flash Streaming (RTMP) es soportado mediante
el Adobe Flash Player. Se planea el soporte de Microsoft Smooth Streaming con el port de
Silverlight a Android. Adobe Flash HTTP Dynamic Streaming estara´ disponible mediante una
actualizacio´n de Adobe Flash Player.
Soporte para hardware adicional: Android soporta ca´maras de fotos, de v´ıdeo, pantallas
ta´ctiles, GPS, acelero´metros, giroscopios, magneto´metros, sensores de proximidad y de presio´n,
sensores de luz, gamepad, termo´metro, aceleracio´n por GPU 2D y 3D.
Entorno de desarrollo: Incluye un emulador de dispositivos, herramientas para depuracio´n
de memoria y ana´lisis del rendimiento del software. El entorno de desarrollo integrado es Eclipse
(actualmente 3.4, 3.5 o 3.6) usando el plugin de Herramientas de Desarrollo de Android. Google
Play: Google Play es un cata´logo de aplicaciones gratuitas o de pago en el que pueden ser
descargadas e instaladas en dispositivos Android sin la necesidad de un PC.
Multi-ta´ctil: Android tiene soporte nativo para pantallas capacitivas con soporte multi-
ta´ctil que inicialmente hicieron su aparicio´n en dispositivos como el HTC Hero. La funcionalidad
fue originalmente desactivada a nivel de kernel (posiblemente para evitar infringir patentes de
otras compan˜´ıas). Ma´s tarde, Google publico´ una actualizacio´n para el Nexus One y el Motorola
Droid que activa el soporte multi-ta´ctil de forma nativa.
Bluetooth: El soporte para A2DF y AVRCP fue agregado en la versio´n 1.5; el env´ıo de
archivos (OPP) y la exploracio´n del directorio telefo´nico fueron agregados en la versio´n 2.0; y
el marcado por voz junto con el env´ıo de contactos entre tele´fonos lo fueron en la versio´n 2.2.
Videollamada: Android soporta videollamada a trave´s de Google Talk desde su versio´n
HoneyComb.
Multitarea: Multitarea real de aplicaciones esta´ disponible, es decir, las aplicaciones que
no este´n ejecuta´ndose en primer plano reciben ciclos de reloj.
Caracter´ısticas basadas en voz: La bu´squeda en Google a trave´s de voz esta´ disponible
como .Entrada de Bu´squeda”desde la versio´n inicial del sistema.
Tethering: Android soporta tethering, que permite al tele´fono ser usado como un punto de
acceso ala´mbrico o inala´mbrico (todos los tele´fonos desde la versio´n 2.2, no oficial en tele´fonos
con versio´n 1.6 o inferiores mediante aplicaciones disponibles en Google Play (por ejemplo
PdaNet). Para permitir a un PC usar la conexio´n de datos del mo´vil Android se podr´ıa requerir
la instalacio´n de software adicional.
2.1.3. Entorno de Desarrollo
Desde que se lanzara Android, Google ofrece un kit de desarrollo para facilitar la progra-
macio´n de las aplicaciones para este sistema operativo. Hasta el presente se recomendaba a los
programadores utilizar el conocido IDE Eclipse y, para ello, se proporciona un plugin llamado
ADT. Incluso, desde la pa´gina de desarrolladores de Android, se pude descargar una versio´n
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con todo lo necesario para realizar esta tarea. No obstante, en la edicio´n de Google I/O del
an˜o 2013, se lanzo´ la primera preview de Android Studio (Figura 2.2). Este es un entorno de
desarrollo integrado para Android, basado en IntelliJ IDEA. Google recomienda su uso para la
implementacio´n de aplicaciones Android, y es por eso que ha ido potenciando este entorno, en
contra de Eclipse.
Figura 2.2: Caputura del IDE Android Studio.
Si no se opta por la utilizacio´n de estos IDEs ya preparados y configurados por Google,
sera´ necesario descargar por una parte el SDK de Android (Android Software Development
Kit), y por otra, el JDK de Java (Java Development Kit) necesario para el uso del anterior.
Para el desarrollo de este proyecto se ha optado, bajo la recomendacio´n del experto en
Android de la empresa, por la utilizacio´n de Android Studio, ya que incorpora nuevas carac-
ter´ısticas y tiene el apoyo total de Google. Algunas de las caracter´ısticas ma´s importantes de
esto son:
• Soporte para Gradle.
• Refactorizacio´n espec´ıfica para Android y soluciones ra´pidas.
• Herramientas para medir el rendimiento, usabilidad, compatibilidad de versiones y otros
problemas.
• ProGuard y capacidad para firmar apps
• Asistentes basados en plantillas para crear disen˜os y componentes en Android.
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• Un editor rico en cuanto a disen˜o, que permite realizar drag and drop a los componentes
de la UI.
• Vista previa de los layouts en mu´ltiples configuraciones de pantalla en simultaneo y mucho
ma´s.
2.2. Servidor
A continuacio´n se presentan las diferentes opciones valoradas para la implementacio´n del
servidor con la API Rest.
2.2.1. Flask
Este es un microframework para el lenguaje Python basado en las librer´ıas Werkzeug y JInja
2. Una de sus mayores caracter´ısticas es minimalista y sencillez, con tan solo un siete l´ıneas de
co´digo Python se tiene una servidor ”Hola Mundo”montado y en marcha [12].
A pesar de su sencillez, dispone de un gran potencial. Este esta´ enfocado inicialmente para
el desarrollo de pa´ginas web, pero con e´l tambie´n se pueden implementar servicios RESTful y,
como su estilo indica, de una manera muy sencilla.
Su paradigma de programacio´n esta´ orientado a objetos y se puede hacer uso de e´l teniendo
en cuenta su licencia BSD-Licence. Gracias a sus numerosos plugins se pueden utilizar diferentes
bases de datos, como PostreSQL, MariaDB, MySQL, MongoDB, CouchDB, Oracle y SQLite.
2.2.2. Python Eve
Eve es un framework que usa Flask, MongoDB y Redis como motor. Gracias a el se puede
implementar de una manera sencilla servicios web RESTful con todas sus funciones. Si Flask
de por si ya es sencillo, los creadores de este framework buscan utilizar y reducir au´n ma´s su
sencillez centra´ndose en este tipo de servicios web. Su filosof´ıa pasa por que cualquier pueda
ofrecer una API REST sin tener grandes conocimientos sobre ello [27].
Al igual que su motor Flask, ofrece una licencia BSD-Licence y su paradigma de progra-
macio´n es orientado a objetos. En cuanto a las bases de datos se pueden utilizar directamente
MongoDB, MySQL y otras NoSQL.
2.2.3. Django
Django es un framework web escrito en Python y de co´digo abierto que permite al desarro-
llador construir aplicaciones web de manera ra´pida y con menos co´digo. Sus principios pasan
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por la reutilizacio´n de co´digo, la conectividad, la extensio´n de componentes, el desarrollo ra´pido
y el principio ”No te repidas”, que hace hincapie´ la reutilizacio´n de co´digo [16].
Este tambie´n permite crear servicios RESTful, aunque no es su principal meta, es muy
utilizado por los desarrolladores de sitios webs complejos. Su paradigma de programacio´n es
orientado a objetos y su uso esta´ disponible bajo una licencia BSD-Licence.
2.2.4. NodeJS
Este es un entorno de programacio´n basado en el conocido leguaje de programacio´n Ja-
vascript. Fue creado para ser u´til en la elaboracio´n de programas de red y se utiliza para la
programacio´n en la capa del servidor [21].
NodeJS dispone de soporte directo para bases de datos MongoDB y MySQL. Adema´s, a
parte de Javascript, tambie´n puede ser programado con Ruby. Su paradigma de programacio´n
puede ser orientado a objetos, orientado a eventos o funcional. Y, por u´ltimo, esta´ disponible
bajo una licencia MIT License.
2.2.5. Spring
Spring es un framework que permite desarrollar aplicaciones mediante la plataforma Java.
Este proporciona un contenedor ligero que se puede utilizar tanto para aplicaciones web o
para cualquier aplicacio´n desarrollada con Java, aunque destaca por ser utilizado en entornos
web [32].
Es de co´digo abierto y se puede utilizar bajo la licencia Apache License GPLv2. SU para-
digma de programacio´n es orientado a aspectos y a parte de Java, tambie´n se puede utilizar con
ruby, C# y Python.
2.2.6. Conclusio´n
Despue´s de estudiar las diferentes opciones para implementar la API REST podemos sacar
conclusiones de que´ tecnolog´ıa es la que ma´s nos conviene utilizar. Para ello, se ha elaborado
una tabla a modo resumen, la cual se puede ver en la Tabla 2.1.
Finalmente, siguiendo las recomendaciones ofrecidas por el experto en servidores de la em-
presa, la balanza se decanto´ hacia Flask. Este es un framework muy potente a la vez que sencillo,
con una ra´pida curva de aprendizaje. Adema´s, el uso de Python es una ventaja, ya que es un
lenguaje sencillo y se ha utilizado a lo largo de la carrera cursada por el alumno.
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Flask Python Eve Django NodeJS Spring
Licencia BSD-Licence BSD-Licence BSD-Licence MIT Licence
Apache
Licence
GPLv2
Bases de
Datos
PostgreSQL,
MariaDB,
MySQL,
MongoDB,
CouchDB,
SQLite
MongoDB,
MySQL,
NoSQL
PostgreSQL,
MySQL,
SQLite
MongoDB,
MySQL
Relacionales
y no
relacionales
Paradigmas
de
progra-
macio´n
Orientado a
objetos
Orientado a
objetos
Orientado a
objetos
Orientado a
objetos,
orientado a
eventos,
funcional
Orientado a
aspectos
Lenguaje
de
progra-
macio´n
Python Python Python
JavaScript,
ruby
Java, ruby,
C#, Python
Tabla 2.1: Tabla resumen de los frameworks analizados.
2.3. Base de datos
Actualmente, existen diferentes maneras de persistir datos. Para decantarnos por una de
ellas hemos analizado diversos gestores de bases de datos recomendados por el experto de la
empresa en la materia. Antes de nada, hay que tener en cuenta que en este sistema no se va a
implementar una gran base de datos con infinidad de tablas, en principio, solo se dispondra´ de
una sola tabla donde se guardara´n las ima´genes, aunque estas dispongan de diferentes tipos de
informacio´n.
2.3.1. SQLite
Es un sistema gestor de bases de datos relacional interna para bases de datos pequen˜as, es
decir, la informacio´n podr´ıa ser almacenada en el dispositivo. Adema´s, Android ofrece facilidades
para trabajar con este tipo de bases de datos [10].
Esta peculiaridad, por un lado, puede favorecer el coste de transacciones entre el disposi-
tivo y el servidor pero, por otro lado, consumir´ıa mucha memoria del dispositivo, limitando el
taman˜o de la base de datos considerablemente. Comentar tambie´n que la curva de aprendizaje
es bastante ra´pida, siendo este tipo de bases de datos ideales pare realizar pruebas.
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2.3.2. MySQL
Esta es una de las bases de datos ma´s conocidas. Se trata de un sistema de gestio´n de base
de datos relacional, el cual dispone de muchas opciones de personalizacio´n, como puede ser la
gestio´n de usuarios, o la implementacio´n de ı´ndice, cosa que puede beneficiar al rendimiento en
sistemas de gran taman˜o [31].
El almacenamiento se realiza a trave´s de un servidor y su curva de aprendizaje no es nada
alta, ya que se ha utilizado en varias asignaturas de la carrera .
2.3.3. MongoDB
Cuando se habla de MongoDB, estamos hablando de un sistema de gestio´n de bases de datos
no relacionales, o noSQL ( [35]). Es decir, un base de datos que no tiene tablas, tiene colecciones
de datos [25].
En las colecciones se almacenan contenidos que pueden tener diferentes campos. Ma´s concre-
tamente, este sistema almacena los datos en documentos de tipo JSON, cosa que puede favorecer
la integracio´n con las aplicaciones que trabajen con este tipo de formatos. Si se implementa una
API REST que envie y reciba datos en forma de JSON, con este tipo de da bases de datos se
puede agilizar el proceso, ya que los datos ya estar´ıan alojados en este formato, en este caso,
esto podr´ıa ser un gran punto a favor de MongoDB.
2.3.4. Conclusio´n
Una vez estudiados los pros y los contras de estos tres sistemas de gestio´n de bases de datos,
se ha elaborado una tabla resumen (2.2).
Finalmente, se ha considerado implementar la base de datos con MongoDB, ya que en esta
se deben guardar ima´genes que almacenen diferentes tipos de informacio´n, y el hecho de que
los datos se guarden en colecciones facilita esta tarea.
Por otro lado, como los datos entre la aplicacio´n y el servidor se tendra´n que gestionar
mediante una API REST, si estos se guardan en forma de JSON, se pueden enviar directamente
sin tener que transformarlos, un punto tambie´n muy determinante.
SQLite MySQL MongoDB
Almacenamiento Dispositivo Servidor Servidor
Tipo Relacional Relacional No relacional
Configurable No Si Si
Tabla 2.2: Tabla resumen de las bases de datos analizadas.
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2.4. Reconocimiento de ima´genes
Existen varios me´todos de reconocer ima´genes. Uno de las ma´s utilizados en la actualidad
es el reconocimiento mediante el uso de las herramientas ofrecidas por OpenCV.
OpenCV es una biblioteca de visio´n artificial de co´digo libre que fue desarrollada original-
mente por Intel. En ella se ofrecen diferentes algoritmos para detectar y comparar ima´genes,
a parte de otros tipos de procesamiento de ima´genes. Esta biblioteca esta´ escrita en C/C++,
pero puede ser utilizada desde otros lenguajes como Python, Java y MATLAB. Adema´s, se
puede instalar en diferentes sistemas operativos, como son Windows, Linux, Mac OS, Android
e iOS [18].
Segu´n la documentacio´n de OpencCV, una buen manera para reconocer una imagen dentro
de otra es, primero, analizando las dos ima´genes y obteniendo sus descriptores con un algoritmo
de deteccio´n de caracter´ısticas (Feature Detection) y, posteriormente, comparando los descrip-
tores de las dos ima´genes mediante un algoritmo de comparacio´n de caracter´ısticas (Feature
Matching). Los algoritmos utilizados en la documentacio´n de OpenCV son SIFT, SURF ORB,
mientras que los utilizados de comparacio´n son FLANN y BFMatcher. En los siguientes aparta-
dos se estudiara´n estos algoritmos para obtener una conclusio´n final sobre cua´l conviene utilizar
para la implementacio´n del proyecto.
2.4.1. Algoritmos de deteccio´n de caracter´ısticas
En primer lugar, encontramos el algoritmo SIFT (Scale-Invariant Feature Transform). Este
transforma la informacio´n obtenida de la imagen en coordenadas invariantes a la escala, rotacio´n
y luminosidad de la imagen. Esto tambie´n supone un mayor coste de computacio´n que en otros
algoritmos, ya que tiene que tener en cuenta bastantes factores [20].
Este algoritmo consta de cuatro etapas: generacio´n del espacio escala mediante funciones di-
ferenciales gaussianas; localizacio´n de puntos invariantes; asignacio´n de orientacio´n a los puntos
y generacio´n del descriptor del punto.
Por otro parte, existe el algoritmo SURF (Speed Up Robust Featue), el cual es muy similar
al anterior y tambie´n pretende extraer los puntos invariantes de una imagen (Figura 2.3). Pero a
diferencia del anterior, este reduce el coste computacional, siendo as´ı ma´s ra´pido que el anterior.
Las etapas de este algoritmo son: creacio´n del espacio escala; localizacio´n de puntos invariantes;
asignacio´n de orientacio´n y generacio´n del descriptor.
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Figura 2.3: Ejemplo del detector SURF.
Una alternativa a los anteriores es el algoritmo ORB (Orientated FAST and Roate BIREF).
Consiste en una unio´n del detector FAST y descriptor BRIEF con algunas modificaciones.
ORB es ma´s ra´pido que SURF y SIFT, adema´s de ser una alternativa libre, ya que estos esta´n
patentados para uso comercial [30].
Para obtener una comparacio´n sobre los diferentes comparadores, se realizaron una serie de
pruebas con un par de ima´genes utilizando el programa Find-Object (corriendo en un proce-
sador Core2Duo a 2,33GHz). Este programa permite probar diferentes algoritmos de OpenCV
mediante una simple interfaz [24]. Los resultados de estas pruebas se pueden ver en la Tabla
2.3, en los cuales se puede observar para cada combinacio´n de detector-descriptor: el nu´mero
de caracter´ısticas encontradas, el tiempo de deteccio´n, el tiempo de procesamiento y el tiempo
total. Con estos resultados se puede ver que los mejores tiempos se obtienen con SURF.
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Detector Descriptor
Nu´m.
caract. en-
contradas
Tiempo
deteccio´n
caract.(ms)
Tiempo
procesa-
miento
descriptores
(ms)
Tiempo
total(ms)
BRISK SURF 70 1300 45 1345
SIFT SURF 130 150 55 205
Star SURF 93 51 30 81
SURF SURF 160 260 140 300
SURF SIFT 137 250 680 930
SURF BRISK 140 280 1400 1680
SURF FREAK 100 270 230 500
Tabla 2.3: Resultados obtenidos de las pruebas sobre los algoritmos con el programa Find-
Object.
2.4.2. Algoritmos de comparacio´n de caracter´ısticas
En lo referente a los comparadores de caracter´ısticas, segu´n la documentacio´n de OpenCV,
el ma´s destacable es FLANN (Figura 2.4). Este es una biblioteca para realizar bu´squedas apro-
ximadas en espacios dimensionales elevados, que contiene una coleccio´n de algoritmos para
trabajar adecuadamente en la bu´squeda de los vecinos ma´s cercanos y un sistema que elige
automa´ticamente el mejor algoritmo junto con los para´metros o´ptimos en funcio´n del conjunto
de datos analizados [23].
Figura 2.4: Ejemplo del comparador FLANN.
Por otro lado, existe una alternativa llamada BFMatcher (Brute-Forece Matcher), que con-
siste en una comparacio´n a ”fuerza bruta”, es decir, compara todas las caracter´ısticas con todas,
utilizando al igual que FLANN la distancia entre los puntos [29].
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2.4.3. Conclusio´n
Tras investigar sobre los algoritmos de reconocimientos de ima´genes, se han visto las dife-
rentes posibilidades para lograr que una imagen sea reconocida. Parece ser que los algoritmos
ma´s utilizados sean la combinacio´n de SURF y FLANN, pero como existen diferentes algorit-
mos y no se puede saber cua´l sera´ el ma´s indicado para este proyecto, se realizara una mı´nima
implementacio´n de todos y se sometera´n a distintas pruebas para llegar a una conclusio´n sobre
los que se deben utilizar (dichas pruebas se pueden ver en el Cap´ıtulo ??).
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Cap´ıtulo 3
Descripcio´n del proyecto
Como ya ha sido comentado en la introduccio´n (Cap´ıtulo 1), el proyecto consiste en una
aplicacio´n para el sistema operativo Android que sea capaz de reconocer ima´genes y mostrar la
informacio´n que se le ha asociado anteriormente, la cual se encuentra almacena en un servidor.
Para conseguir este resultado, se requiere la implementacio´n de diferentes componentes que
permitan alcanzar los objetivos planteados para el sistema. La parte que ma´s representara´ al
proyecto sera´ la aplicacio´n, la cual ejercera´ como capa de abstraccio´n entre el usuario final y el
sistema. Adema´s, hara´ falta un servidor a trave´s del cual se puedan realizar peticiones desde el
dispositivo mo´vil, y desde donde se realizara´ el ana´lisis y reconocimiento de la imagen, ya que
realizarlo todo desde el dispositivo mo´vil supondr´ıa unas altas prestaciones en este, limitando
los dispositivos desde los que se podr´ıa utilizar el sistema.
Por lo tanto, el servidor debe, por un lado, contener el algoritmo de reconocimiento de
ima´genes, adema´s de estar conectado a una base de datos que contendra´ las ima´genes con las
que tiene que comparar junto con la informacio´n que se quiera ofrecer de cada una. Y, por otro
lado, debera´ ofrecer un API para que se pueda acceder a este proceso desde la aplicacio´n mo´vil.
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API REST
Base de Datos
Servidor
Reconocimiento de 
Imágenes
Dispositivo Móvil
Figura 3.1: Visio´n global del sistema.
3.0.4. Aplicacio´n Android
Consistira´ en una aplicacio´n nativa para el sistema operativo Android, y sera´ la parte co-
rrespondiente al cliente. Sin duda, este es el punto ma´s visual del proyecto y es por ello que, a la
hora de su elaboracio´n, se han tenido en consideracio´n los esta´ndares de usabilidad planteados
por la plataforma utilizada, en este caso Android [5].
Su funcionabilidad consiste en permitir realizar fotograf´ıas desde ella y contactarlas con
el sistema de reconocimiento de ima´genes, a trave´s de la API proporcionada por el servidor.
Asimismo, debe mostrar los resultados del reconocimiento desde dentro de la aplicacio´n, resul-
tados que pueden ser de diferentes tipos: video, audio, galer´ıa de ima´genes, pa´gina web o co´digo
HTML.
Para mostrarlos sin salir de la aplicacio´n se requiere la implementacio´n de un reproductor
de video, uno de audio y una galer´ıa, espec´ıficos para la aplicacio´n.
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3.0.5. Base de datos
En lo referente a la base de datos, supone un punto importante en el sistema ya que es en ella
donde se almacenan las ima´genes para que puedan ser reconocidas, adema´s de la informacio´n
que se ofrecera´ al obtener el resultado de este proceso.
Por otro lado, tambie´n se hace uso de la base de datos para almacenar estad´ısticas sobre los
ana´lisis realizados, tales como los registros de acceso, el sistema operativo desde donde se han
enviado las ima´genes, los resultados obtenidos, etc.
Cabe destacar que, al contener las ima´genes resultados de diferentes tipos, no se ha utilizado
una base de datos relacional, sino que se ha optado por una NoSQL que, en vez de guardar los
datos en tablas, lo hacen en estructuras de datos, como por ejemplo en formato JSON.
3.0.6. Reconocimiento de ima´genes
El resultado que se pretende alcanzar mediante esta parte del sistema es el del reconocimiento
de una imagen dentro de una base de datos a trave´s del siguiente proceso.
En primer lugar, se toma una imagen que directamente va a ser comparada con un conjunto
de estas. Va a existir una base de datos en la que hay almacenadas una agrupacio´n de ima´genes
que van a servir para comparar la imagen tomada principalmente. Al realizar esta´ comparacio´n,
el sistema va a identificar si existen similitudes y alguna imagen lo suficientemente parecida a
la principal como para determinar que se trata de esta.
Para llevar a cabo este proceso se va a emplear la conocida librer´ıa de visio´n artificial
OpenCV, que ha sido utilizada en proyecto de imagen importantes, como el del veh´ıculo no
tripulado Stanley de la Universidad de Stamford.
3.0.7. Servidor
El servidor sera´ el encargado de realizar el reconocimiento de ima´genes y almacenar la base
de datos. Adema´s, ofrecera´ una API RESTful para que desde la aplicacio´n mo´vil se puedan
realizar peticiones, para realizar el procedimiento de reconocer una imagen o para consultar
informacio´n de la base de datos.
Adema´s, se ha mejorado la velocidad del reconocimiento, utilizando hilos, para que los
procesos de deteccio´n y comparacio´n de ima´genes se realicen en parelelo. En su totalidad se
ha implementado con el leguaje Python, tanto el reconocimiento de ima´genes como la conexio´n
con la base e datos.
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Cap´ıtulo 4
Planificacio´n del proyecto
En el siguiente apartado se presenta en primer lugar la metodolog´ıa utilizada para el desa-
rrollo de proyecto, justificando su uso y compara´ndola con otras. Adema´s, se mostrara´ una
planificacio´n de las tareas a realizar durante el proyecto, que sera´n analizadas para poder pre-
sentar una estimacio´n sobre su duracio´n. Tambie´n se expondra´n los recursos necesarios para su
elaboracio´n. Y, por u´ltimo, como se ha llevado a cabo el seguimiento del proyecto.
4.1. Metodolog´ıa
Como ya se ha mencionado anteriormente, uno de los puntos a tener en cuenta de este
proyecto es que su realizacio´n se lleva a cabo de manera conjunta. Teniendo en cuenta este
aspecto, es muy importante la eleccio´n de una buena metodolog´ıa de desarrollo con tal de que
los integrantes del equipo sepan en todo momento que´ deben hacer y co´mo avanza este .
Antiguamente las empresas que se dedicaban a la construccio´n de software, tambie´n llama-
das fa´bricas de software, utilizaban metodolog´ıas para la gestio´n de sus proyectos, como si se
tratase de un proyecto arquitecto´nico. Las mismas metodolog´ıas tradicionales que hicieron fra-
casar grandes proyectos, estudiados en la asignatura Gestio´n de Proyecto de Ingenier´ıa Software
(EI1040), como el Superconducting Super Collider [11], o que hicieron sobrepasar considerable-
mente el presupuesto establecido como el Eurotu´nel [3].
Este desarrollo tradicional puede ser efectivo en proyectos de larga duracio´n en los que se
disponga de un presupuesto elevado y grandes recursos. Los proyectos de desarrollo software
de las u´ltimas de´cadas predominan por ser desarrollados en entornos cambiantes y con escaso
tiempo, para los cuales este enfoque tradicional no es el ma´s adecuado. Es por este motivo que
en los u´ltimos an˜os han emergido con gran fuerza las metodolog´ıas a´giles, las cuales se adaptan
en cuanto a flexibilidad y tiempo a estos proyectos [7].
Desde el principio del proyecto, tanto por parte de la empresa como por la de los alumnos
hubo una clara tendencia hacia el uso de una metodolog´ıa a´gil, ya que estas esta´n siendo las
ma´s utilizadas por las grandes empresas del sector en los u´ltimos an˜os.
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Existen muchas variedades de metodolog´ıas a´giles, pero una de las caracter´ısticas de este
tipo de desarrollo es que no se tiene por que´ realizar una eleccio´n y cen˜irse a las pautas marcadas,
sino que ofrecen una gran libertad a la hora de utilizar sus principios. Para una empresa la mejor
metodolog´ıa a´gil es la creada por ellos mismos basa´ndose en las existentes y adapta´ndola a sus
necesidades. Tal es el caso, que dicha empresa ya opera de esta manera, por lo tanto, tiene un
modo de trabajo estipulado. La metodolog´ıa a´gil adoptada por la empresa parte de SCRUM,
aunque con una adaptacio´n a la manera de trabajar de esta. Adema´s, tambie´n utilizan te´cnicas
de otras metodolog´ıas, como Extreme Programming. En este caso, la te´cnica que predomina es
la de Pair Programming, o como su propio nombre indica programacio´n por parejas. Consiste en
que dos desarrolladores actu´en desde un mismo ordenador, uno toma el mando del ordenador
(controlador) y el otro le da apoyo ayuda´ndole en las tareas realizadas (navegador), y cada
cierto tiempo se cambian los roles. De esta manera se consigue un mejor producto adema´s de
un mejor ambiente de trabajo [8].
En este proyecto se hara´ uso de la metodolog´ıa SCRUM, pero tambie´n de te´cnicas utilizadas
en eXtrem Programming. Todo esto siguiendo un me´todo de desarrollo de productos, seguido
por la empresa y llamado Lean startup, el cual consiste en una filosofia de desarrollo c´ıclico. En
cada uno de los ciclos realizados, se debe obtener un producto mı´nimo viable y proporcionar
feedback al cliente [34].
4.1.1. SCRUM
Scrum es un marco de trabajo mediante el cual las personas pueden hacer frente a problemas
complejos adaptativos, al mismo tiempo que conseguir entregar productos del valor ma´ximo
posible, de una manera productiva y adaptativa.
Este se lleva utilizando para el desarrollo de productos complejos desde los an˜os 90, aunque
es en la u´ltima de´cada cuando ma´s protagonismo ha adquirido. Scrum no es un te´cnica o un
proceso, sino que es un marco de trabajo dentro del cual se pueden emplear varias te´cnicas y
procesos [22].
Este marco de trabajo se basa en la realizacio´n de iteraciones cortas, denominadas sprints,
que suelen durar entre una y cuatro semanas, en las cuales se obtiene un producto “acabado“, es
decir, que se pueda entregar al cliente. Por lo tanto, al finalizar cada sprint el cliente comprueba
co´mo avanza su producto. Scrum tiene tres caracter´ısticas importantes: los roles, los artefactos
y las reuniones.
En primer lugar, en un equipo de desarrollo que utilice Scrum, se deben abordar los siguientes
roles:
• El Duen˜o del Producto (Product Owner)
• Scrum Master
• Equipo de Desarrollo (Development Team)
• Clientes o Usuarios
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Figura 4.1: Marco de trabajo SCRUM.
El duen˜o del producto es el responsable de obtener el mayor valor del producto y del trabajo
del equipo de desarrollo. Este es el encargado de gestionar la pila del producto y por tanto debe
ordenarla y asegurarse que esta es entendible por el equipo de desarrollo.
El Scrum Master es el responsable de que la metodolog´ıa se este´ aplicando de manera
correcta. Este adopta el papel de l´ıder del Equipo de Desarrollo, adema´s, es el encargado de
transmitir a las personas externas los avances del proyecto y las acciones que puedan ser de
ayuda o no.
Por otra parte, el Equipo de Desarrollo es el grupo de personas responsable de implementar
las funcionalidad indicadas en la pila del producto. Los usuario o clientes, son las personas que
se beneficiara´n con el resultado final del producto y, por tanto, deben seguir el proceso y aportar
las ideas que sean necesarias.
En segundo lugar, el Scrum tambie´n se caracteriza por los artefactos, que favorecen la
transparencia de informacio´n, para que todos entiendan de la misma forma el contenido del
proyecto. Estos son los siguientes:
• Pila del Producto (Product Backlog)
• Pila del Sprint (Sprint Backlog)
La Pila del Producto es una lista de tareas, en forma de historias de usuario, la cual abar-
ca todas las funcionalidades o requerimientos que se deben realizar durante el proyecto. Esta
debe ser realizada al inicio del proyecto por el Duen˜o del Producto, con ayuda del Equipo de
Desarrollo.
La Pila del Sprint corresponde a la lista de tareas espec´ıfica de cada sprint. Esta se debe
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construir al inicio de cada sprint con las tareas de la Pila del Producto que se quieran realizar
durante este .
Por u´ltimo, otra caracter´ıstica importante en Scrum son los diferentes tipos de reuniones
que se deben celebrar durante el proyecto:
• Reunio´n de Planificacio´n del Sprint (Sprint Planning Meeting)
• Scrum Diario (Daily Scrum)
• Revisio´n del Sprint (Sprint Review)
• Retrospectiva del Sprint (Sprint Retrospective)
La reunio´n de Planificacio´n del Sprint se debe realizar antes de cada sprint. Su objetivo es
el de planificar el sprint, por tanto, se creara´ la Pila del Sprint para este y el Sprint Goal, un
documento con una descripcio´n de lo que se intentara´ alcanzar durante el sprint. En esta reunio´n
deben participar pra´cticamente todos los integrantes del proyecto, exactamente, el Duen˜o del
Producto, el Scrum Master y el Equipo de Desarrollo.
Durante el proyecto se deben realizar pequen˜as reuniones diarias, llamas Scrum Diario,
mediante las cuales se comenta entre los integrantes del Equipo de Desarrollo y el Scrum Master
las tareas que se han hecho, las que se van a hacer y los obsta´culos a dificultades que se puedan
tener.
Otra reunio´n caracter´ıstica de Scrum es la revisio´n del Sprint. Esta se realiza al final de cada
sprint y en ella el equipo de desarrollo muestra los avances realizados durante el sprint.
Por u´ltimo, una vez se ha finalizado y presentado el resultado del sprint, se celebra una
reunio´n llamada Retrospectiva del Sprint, en la cual el Duen˜o del producto revisa con el Equipo
de Desarrollo los objetivos completados durante el sprint, y se analizan los aspectos positivos y
negativos de este .
4.2. Definicio´n de las tareas
Siguiendo el objetivo de mantener una experiencia real con la metodolog´ıa SCRUM, para
la definicio´n de las tareas se realizo´ una reunio´n con los integrantes de la empresa, los cuales
tomaron el papel de clientes. En dicha reunio´n se hablo´ sobre todo lo que los clientes deseaban
que la aplicacio´n pudiera realizar, pregunta´ndoles en todo momento las dudas que iban surgiendo
y mostra´ndoles apoyo en las que les surg´ıan a ellos.
Como resultado de este encuentro se obtuvieron una serie de requisitos que deb´ıa cumplir la
aplicacio´n, que fueron analizados y transformados en las historias de usuario que se presentan
en la tabla 4.1.
Las historias de usuario son una representacio´n de los requisitos de software breve y concisa,
que aporten un valor al cliente, ya que este debe aprobar las historias de usuario y ayudar
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a priorizarlas antes de empezar los sprints. Las historias de usuario suelen tener la siguiente
estructura:
Como < rol > yo quiero < deseo > para < beneficio > (4.1)
Con el objetivo de simplificar la longitud de estas, para facilitar la lectura posteriormente en
la herramienta utilizada para el seguimiento del proyecto, siguiendo la recomendacio´n de los
integrantes de la empresa, se ha optado por utilizar la ulterior redaccio´n :
< rol >< deseo > (4.2)
Adema´s, se ha reducido el rol a una sola inicial, siendo las siguientes:
• D: Desarrollador (en este caso el alumno).
• U: Usuario de la aplicacio´n.
• A: Administrador del sistema.
• C: Cliente.
• E: Estudiante.
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Id. Historia
HU01 [D] Familiarizarse con el entorno de trabajo.
HU02 [D] Conceptos de programacio´n mo´vil.
HU03 [D] Investigacio´n tecnolog´ıas servidor.
HU04 [D] Investigacio´n algoritmos reconocimiento de ima´genes.
HU05 [U] Realizar una fotograf´ıa con mi dispositivo mo´vil.
HU06 [U] Enviar la imagen al servidor.
HU07 [U] Recibir la imagen en el servidor.
HU08 [D] Cotejar imagen con la base de datos.
HU09 [U] Ver tutorial al iniciar la aplicacio´n por primera vez, pudie´ndolo omitir.
HU10 [U] Acceder al tutorial en cualquier momento.
HU11 [U] Ver el contenido multimedia sin salir de la aplicacio´n.
HU12
[U] En caso de error al enviar una imagen, se me permite reintentar o volver
a empezar.
HU13 [U] Compartir el resultado de la bu´squeda en Facebook y Twitter.
HU14 [U] Asignar una puntuacio´n a los resultados obtenidos.
HU15 [U] Marcar como favorito un resultado obtenido.
HU16 [U] Acceder a mis favoritos.
HU17 [U] Apartado de “acerca de” donde aparezcan datos sobre la empresa.
HU18
[U] Apartado de licencias se especifiquen las licencias utilizadas para el desa-
rrollo de la aplicacio´n.
HU19 [U] Navegar por la aplicacio´n mediante un “action bar”.
HU20 [A] An˜adir ima´genes con un contenido asociado al sistema.
HU21 [A] An˜adir campan˜as al sistema a las que asignar ima´genes.
HU22
[C] Almacenar las fotos realizadas, la imagen a la que corresponden y desde
que mo´vil se han enviado.
HU23 [C] Integrar la aplicacio´n con Google Analytics.
HU24 [E] Redaccio´n del manual de usuario.
HU25 [E] Redaccio´n de la Memoria.
HU26 [E] Preparacio´n de la presentacio´n.
Tabla 4.1: Historias de usuario del proyecto.
Una vez redactadas las historias de usuario, para facilitar la posterior estimacio´n de estas,
se dividieron en tareas (Tabla 4.2), especificando aqu´ı todas las labores que se deben realizar
para todo el proyecto de la empresa; las que pertenecen al documentado en este documento y
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las que pertenecen al del otro alumno, junto con quien se ha elaborado parte de este .
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Ident. Historia Tarea
TA01 HU01 Aprender funcionamiento del Confluence y Jira.
TA03 HU01 Aprender funcionamiento Android Studio.
TA05 HU02 Estudio fundamentos Android.
- HU03 No es necesario fragmentar esta historia de usuario.
- HU04 No es necesario fragmentar esta historia de usuario.
TA09 HU05 Implementar ca´mara Android.
TA11 HU06 Realizar peticio´n Android.
TA12 HU07 Implementar servicio REST para recibir una imagen.
TA13 HU08 Construir base de datos.
TA14 HU08
Implementar algoritmo para obtener los descriptores de la
imagen.
TA15 HU08
Implementar algoritmo para matchear los descriptores contra la
base de datos.
- HU09 No es necesario fragmentar esta historia de usuario.
- HU10 No es necesario fragmentar esta historia de usuario.
TA19 HU11 Implementar reproductor de video Android.
TA21 HU11 Implementar reproductor de audio Android.
TA23 HU11 Implementar galer´ıa Android.
- HU12 No es necesario fragmentar esta historia de usuario.
TA26 HU13 Implementar funcio´n compartir Facebook Android.
TA28 HU13 Implementar funcio´n compartir Twitter Android.
TA29 HU14
Implementar servicio puntuacio´n y almacenar en la base de
datos.
TA31 HU15 Crear base de datos interna Android.
TA33 HU15 An˜adir funcionalidad favoritos a la interfaz iOS.
- HU16 No es necesario fragmentar esta historia de usuario.
- HU17 No es necesario fragmentar esta historia de usuario.
- HU18 No es necesario fragmentar esta historia de usuario.
- HU19 No es necesario fragmentar esta historia de usuario.
- HU20 No es necesario fragmentar esta historia de usuario.
- HU21 No es necesario fragmentar esta historia de usuario.
- HU22 No es necesario fragmentar esta historia de usuario.
- HU23 No es necesario fragmentar esta historia de usuario.
Tabla 4.2: Divisio´n en tareas de las historias de usuario del proyecto.
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4.3. Planificacio´n temporal de las tareas
A pesar de que el desarrollo del proyecto se realice siguiendo una metodolog´ıa a´gil, para
la redaccio´n de la propuesta te´cnica inicial se realizo´ un diagrama de Gantt con lo que ma´s o
menos se pensaba que ser´ıa el desarrollo del proyecto, diferenciando algunas de las tareas que
por parte de la empresa se hab´ıan propuesto al inicio del proyecto. En la Figura 4.2 se puede
ver las tareas que se pensaron en ese momento y en la Figura 4.3 el resultado del diagrama
de Gantt con ellas. De todas maneras cabe destacar que este diagrama no es representativo en
cuanto a lo que sera´ el proyecto, ya que en SCRUM no se puede realizar diagramas de este
tiempo donde se planifique todas las tareas que se realizara´n a lo largo del proyecto, sino que
se va decidiendo antes de cada sprint.
Figura 4.2: Tareas para el diagrama de Gantt.
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Figura 4.3: Diagrama de Gantt del proyecto.
Para llevar a cabo una planificacio´n eficaz utilizando una metodolog´ıa a´gil, una vez redac-
tadas las historias de usuario, debemos estimarlas. Antes de realizar la estimacio´n y empezar
con las interacciones debemos definir tres conceptos clave en SCRUM :
• La duracio´n de los sprints.
• Los puntos de historia.
• La velocidad del equipo.
En primer lugar, para la duracio´n de los sprints la metodolog´ıa elegida recomienda reali-
zarlos de entre 15 a 30 d´ıas. Por parte de la empresa se recomendo´ realizar los sprints de tres
semanas (15 d´ıas laborables aproximadamente), para poder presentar el resultado del proyecto
ma´s a menudo y de esta manera ayudarnos ma´s en la aplicacio´n de la metodolog´ıa. En segunda
instancia, como ya se ha explicado en el apartado correspondiente, la estimacio´n se realizo´ me-
diante puntos de historia para los cuales determinamos, siguiendo la recomendacio´n realizada
por parte de la empresa, que un punto de historia ser´ıa igual a dos horas de trabajo. La jorna-
da laboral acordada con la empresa fue de cuatro horas diarias, por lo que un d´ıa de trabajo
equivale a dos puntos de historia.
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El u´ltimo concepto a tener en consideracio´n es la velocidad, la cual en SCRUM se puede
calcular mediante la siguiente fo´rmula:
V elocidad =
Trabajo
T iempo
(4.3)
Como existen festivos y no todos los sprints tienen la misma duracio´n vamos a establecer
la velocidad ideal, esto es, la ma´xima velocidad. Teniendo en cuenta que la duracio´n ideal de
un sprint es de 15 d´ıas, lo que corresponde a 30 puntos de historia, podemos establecer que
el equipo de desarrollo podra´ desarrollar historias de usuario como ma´ximo de 30 puntos de
historia. Esta velocidad debera´ ser replanteada en cada sprint dependiendo de la duracio´n de
cada uno y pudiendo observar las estad´ısticas de los otros.
La estimacio´n es una de las fases ma´s dif´ıciles de la ingenier´ıa software, ya que no es una
labor sencilla determinar el tiempo que va a costar una tarea determinada, y es por eso que
las metodolog´ıas a´giles proponen el uso de estos puntos de historia. Para realizar dicha tarea
de la forma ma´s eficaz posible se utilizo´ la adaptacio´n de una te´cnica, propuesta por Extreme
Programming, denominada Planning Poker. Esta te´cnica consiste en que cada miembro del
equipo de desarrollo posee una baraja de cartas que contiene nu´meros siguiendo la secuencia
de Fibonacci. Para cada historia de usuario los componentes del equipo deben elegir la carta
con puntos de historia que creen que costara´ la historia. Si todos eligen el mismo nu´mero, este
sera´ el elegido, si no es as´ı, se debera´ llegar a un consenso explicando cado uno sus argumentos y
repitiendo el proceso hasta que todos elijan el mismo nu´mero [26]. Esta´ te´cnica ya era conocida
por su aplicacio´n en algunas asignaturas estudiadas a lo largo de la carrera, como Paradigmas
de Software y Me´todos A´giles, incluso se dispon´ıa de una baraja de cartas para su aplicacio´n.
EL resultado de esta fase de estimacio´n se puede ver en la 4.3.
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Id. Historia Puntos
HU01 [D] Familiarizarse con el entorno de trabajo. 8
HU02 [D] Conceptos de programacio´n mo´vil. 8
HU03 [D] Investigacio´n tecnolog´ıas servidor. 4
HU04 [D] Investigacio´n algoritmos reconocimiento de ima´genes. 8
HU05 [U] Realizar una fotograf´ıa con mi dispositivo mo´vil. 10
HU06 [U] Enviar la imagen al servidor. 5
HU07 [U] Recibir la imagen en el servidor. 5
HU08 [D] Cotejar imagen con la base de datos. 40
HU09
[U] Ver tutorial al iniciar la aplicacio´n por primera vez, pudie´ndolo
omitir.
5
HU10 [U] Acceder al tutorial en cualquier momento. 1
HU11 [U] Ver el contenido multimedia sin salir de la aplicacio´n. 16
HU12
[U] En caso de error al enviar una imagen, se me permite reintentar
o volver a empezar.
12
HU13 [U] Compartir el resultado de la bu´squeda en Facebook y Twitter. 8
HU14 [U] Asignar una puntuacio´n a los resultados obtenidos. 8
HU15 [U] Marcar como favorito un resultado obtenido. 4
HU16 [U] Acceder a mis favoritos. 2
HU17 [U] Apartado de “acerca de” donde aparezcan datos sobre la empresa. 2
HU18
[U] Apartado de licencias se especifiquen las licencias utilizadas para
el desarrollo de la aplicacio´n.
2
HU19 [U] Navegar por la aplicacio´n mediante un “action bar”. 4
HU20 [A] An˜adir ima´genes con un contenido asociado al sistema. 8
HU21 [A] An˜adir campan˜as al sistema a las que asignar ima´genes. 2
HU22
[C] Almacenar las fotos realizadas, la imagen a la que corresponden
y desde que mo´vil se han enviado.
2
HU23 [C] Integrar la aplicacio´n con Google Analytics. 2
HU24 [E] Redaccio´n del manual de usuario. 4
HU25 [E] Redaccio´n de la Memoria. 40
HU26 [E] Preparacio´n de la presentacio´n. 6
Tabla 4.3: Estimacio´n de las historias de usuario.
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Despue´s de estimar todas las historias de usuario, llega el momento de empezar con los
sprints.
Para realizar la planificacio´n hay que tener en cuenta los festivos y los d´ıas no laborables que
tendra´n lugar durante la estancia. Los festivos en Castello´n en los cuatro meses en la empresa
son los siguientes:
• 19 de Marzo: San Jose´.
• 24 de Marzo, Fiestas de la Magdalena.
• 28 de Marzo: Fiesta local.
• 18 de Abril: Viernes Santo.
• 21 de Abril: lunes de Pascua.
• 1 de Mayo: Fiesta del Trabajo.
Como la duracio´n de la estancia en pra´cticas esta´ estipulada en cuatro meses, exactamente 79
d´ıas descontando los d´ıas no laborables, se ha calculado que se realizara´n seis sprints durante
su duracio´n, ma´s un sprint una vez acabada la estancia, el cual se dedicara´ totalmente a la
redaccio´n del trabajo final de grado junto con la elaboracio´n de la presentacio´n. Esto hace un
total de siete sprints, la fecha de los cuales se puede ver en la tabla 4.4.
Sprint Fecha
1 Del 3 de Marzo al 14 de Marzo (10 d´ıas).
2 Del 14 de Marzo al 17 de Abril (12 d´ıas).
3 Del 7 de Abril al 28 de Abril (13 d´ıas).
4 Del 28 de Abril al 19 de Mayo (14 d´ıas).
5 Del 19 de Mayo al 9 de Junio (15 d´ıas).
6 Del 9 de Junio al 30 de Junio (15 d´ıas).
7 Del 30 de Junio al 14 de Julio (15 d´ıas).
Tabla 4.4: Duracio´n de los sprints del proyecto.
4.4. Estimacio´n de Recursos del Proyecto
En este apartado del proyecto se explicara´n los diferentes recursos que han sido necesarios
para la elaboracio´n del proyecto, ya sean recursos materiales, como ordenadores o dispositivos,
o los recursos de software.
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4.4.1. Recursos F´ısicos
Ordenador porta´til: desde el que se realiza una gran parte del proyecto. Las caracter´ısticas
del mismo son:
• Procesador Intel Core 2 Duo P7350 a 2.00 GHz
• 4 GB de memoria RAM
• Disco Duro de 250 GB.
• Tarjeta Gra´fica NVIDIA GeForce 9600M GT de 512MB de VRAM.
Primer dispositivo mo´vil de la empresa: indispensable para poder probar la aplicacio´n
y todas sus partes. Sus caracter´ısticas son:
• Marca y modelo: Samsung Galaxy Young
• Procesador Single-Core Qualcom MSM7227A Snapdragon 1GHz Cortex-A5
• Gra´fica Adreno 200
• Pantalla TFT de 3.27 pulgadas (320 x 480 pixeles) 176 ppi
• Ca´mara de 3 MegaPixels
• Android 4.1 Jelly Bean
Segundo dispositivo mo´vil de la empresa: sera´ necesario para poder realizar las pruebas
con la u´ltima versio´n de Android. Sus caracter´ısticas son:
• Marca y modelo: Google Nexus 5
• Procesador Quad-Core Qualcomm Snapdragon 800 2.26GHz
• Gra´fica Adreno 330
• Pantalla LCD de 4.95 pulgadas (1080x1920 pixeles) 445 ppi
• Ca´mara de 8 MP, 3264 x 2448 p´ıxeles
• Android 4.4 Kitkat
Dispositivo mo´vil del alumno: un dispositivo ma´s para realizar pruebas. Sus caracter´ısti-
cas son:
• Marca y modelo: ZTE Grand X Quad V987
• Procesador Quad-Core Mediatek MT6589 1.2 GHz Cortex-A7
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• Gra´fica PoweeVR SGX544
• Pantalla TFT de 5 pulgadas (720 x 1280 p´ıxeles) 294 ppi
• Ca´mara 8 MP, 3264 x 2448 p´ıxeles
• Android 4.2.1 Jelly Bean
Servidor: necesario para ofrecer una API en tiempo real a la que se conecten las aplicaciones
desde los dispositivos mo´viles. Adema´s, es el encargado de realizar el reconocimiento de ima´genes
y almacenar la base de datos. Sus potentes caracter´ısticas son las siguientes:
• Procesador Intel Xeon E3 1245v2 de 4 Cores/8 Threads (Hyperthreading) a 3.4 GHz+
• 32 GB de memo´ria RAM
• Sistema Operativo Linux Gentoo
4.4.2. Recursos de Software
Para la elaboracio´n del proyecto se han utilizado una serie de programas y herramientas
necesarias para las distintas partes de este. Estos son los siguientes:
Sistema Operativo Windows 8.1: Sistema Operativo instalado en el ordenador porta´til.
Android Studio: Programa utilizado para la construccio´n de la aplicacio´n mo´vil.
Android SDK: Kit de desarrollo Android, necesario para programar para Android.
Java Development Kit 7: Kit de desarrollo Java, necesario para programar para Android.
Mozilla Firefox: Navegador de Internet, destinado para la bu´squeda de informacio´n.
Google Drive: Herramienta de ofima´tica online, utilizada para la documentacio´n comu´n
con el equipo de desarrollo.
Atlassian JIRA: Herramienta para la gestio´n de incidencias, utilizada para el seguimiento
del proyecto.
Atlassian Confluence: Herramienta de tipo wiki empleada para documentacio´n de la
empresa.
Pencil: Es una herramienta de prototipado utilizada para la elaboracio´n de mockups.
Inkscape: Es una herramienta de edicio´n de gra´ficos vectoriales, libre y multiplataforma,
utilizada para la elaboracio´n de gra´ficos y diagramas.
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StarUML: Herramienta de modelado UML, con la cual se han realizado los diagramas de
clases, de casos de uso y de actividad.
Adobe Photoshop: Herramienta utilizada para la edicio´n de fotograf´ıas.
Adobe Illustrator: Editor de gra´ficos vectoriales, empleado para la elaboracio´n del logo y
los botones.
Spyder: Entorno de Desarrollo Integrado para el lenguaje Python, utilizado para la imple-
mentacio´n del servidor y reconocimiento de ima´genes.
RockMongo: Es un administrador PHP para bases de datos MongoDB, destinado para
editar de manera ra´pida y sencilla la base de datos.
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4.5. Seguimiento del Proyecto
En SCRUM, se podr´ıa apuntar que, la planificacio´n de las tareas que se realizara´n en cada
sprint se va haciendo improvisadamente, sin plan previo, y es el cliente quien ha de decidir con
la ayuda del equipo de desarrollo las tareas que se realizara´n antes o despue´s. Esto se realiza en
la reunio´n de planificacio´n del sprint y, una vez realizado el proyecto, ya se puede mostrar lo
elaborado en cada sprint. El resultado de lo anterior puede observarse en la tabla 4.5.
Sprint Pila del sprint
1
[D] Familiarizarse con el entorno de trabajo.
[D] Conceptos de programacio´n mo´vil.
[D] Investigacio´n tecnolog´ıas servidor.
[D] Investigacio´n algortimos reconocimiento de ima´genes.
2
[U] Realizar una fotograf´ıa con mi dispositivo mo´vil.
[U] Enviar la imagen al servidor.
[U] Recibir la imagen en el servidor.
3
[U] En caso de error al enviar una imagen, se me permite reintentar o
volver a empezar (No finalizada).
[D] Cotejar imagen con la base de datos (No finalizada).
[U] Navegar por la aplicacio´n mediante un action bar.
[U] Compartir el resultado de la bu´squeda en Facebook y Twitter.
4
[U] En caso de error al enviar una imagen, se me permite reintentar o
volver a empezar.
[D] Cotejar imagen con la base de datos.
5
[U] Ver el contenido multimedia sin salir de la aplicacio´n.
[U] Marcar como favorito un resultado obtenido.
[U] Acceder a mis favoritos.
[C] Almacenar las fotos realizadas, la imagen a la que corresponden y
desde que mo´vil se han enviado.
6
[U] Apartado de acerca de donde aparezcan datos sobre la empresa.
[U] Apartado de licencias se especifiquen las licencias utilizadas para el
desarrollo de la aplicacio´n.
[U] Ver tutorial al iniciar la aplicacio´n por primera vez, pudie´ndolo
omitir.
[U] Acceder al tutorial en cualquier momento.
7
[E] Redaccio´n del manual de usuario.
[E] Redaccio´n de la Memoria.
[E] Preparacio´n de la presentacio´n.
Tabla 4.5: Distribucio´n de las historias de usuario entre los sprints del proyecto.
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En los proyectos de desarrollo de software siempre suele haber algu´n desfase entre la planifi-
cacio´n elaborada y el tiempo real final que ha durado la realizacio´n de la tarea. Este proyecto no
es una excepcio´n, ya que por una parte existe una escasez de experiencia a la hora de planificar
y, por otra, la mayor´ıa de las tecnolog´ıas utilizadas son nuevas para los desarrolladores, as´ı que
no se puede planificar con exactitud el tiempo que se requerira´ para la comprensio´n y aplicacio´n
de estas.
Los acontecimientos ma´s destacables de cada sprint se muestran a continuacio´n:
• Sprint 1: Familiarizarse con el entorno de trabajo no ha sido una tarea compleja, ya
que la empresa facilito un puesto de trabajo adecuando y confortable, adema´s de que
algunos de los programas utilizados ya hab´ıan sido tratados con anterioridad. Adquirir los
conceptos necesarios para poder programar aplicaciones para el sistema operativo Android
ha sido una tarea ma´s costosa de lo que se pensaba anteriormente, ya que, si bien ya se
ten´ıa experiencia en el lenguaje de programacio´n Java, con Android existen multitud de
conceptos diferentes.
• Sprint 2: Se ha superado la estimacio´n pra´cticamente en todas las historias de este
Sprint. La ma´s costoso fue la implementacio´n de la ca´mara dentro de la aplicacio´n, ya
que en Android hay que tener en cuenta bastantesaspectos para gestionar la ca´mara de
una manera adecuada. Por otra parte, realizar, enviar y recibir la fotograf´ıa tambie´n
sobrepaso´ la estimacio´n, en este caso debido a la poca experiencia con las tecnolog´ıas del
servidor.
• Sprint 3: En este sprint se respeto´ bastante la estimacio´n inicial, donde lo ma´s costos
fue la implementacio´n de la base de datos, ya que no se hab´ıa tenido ninguna experiencia
anterior con la tecnolog´ıa.
• Sprint 4: Se podr´ıa decir que la parte de ma´s dificultad para los alumnos fue la de este
sprint. En e´l se realizo´ la parte del reconocimiento de ima´genes, aunque la estimacio´n
no se vio altamente alterada, ya que ante la dificultad de esta parte, se hab´ıa hecho una
estimacio´n precavida.
• Sprint 5: Lo ma´s destacable de este sprint fue la implementacio´n de componentes multi-
media para su visualizacio´n desde dentro de la aplicacio´n, cosa sobre la que se demoro´ ma´s
tiempo del estimado al inicio del proyecto.
• Sprint 6: Para las historias planificadas para este sprint no se tuvieron dificultades y se
respetaron los tiempos estimados. Aun as´ı, al ser este el u´ltimo de la estancia en pra´cticas,
se tuvieron que realizar los pequen˜os ajustes para dejarlo todo dispuesto, adema´s de
realizar infinitud de pruebas, de entre las que cabe destacar las pruebas con diferentes
dispositivos Android con versiones distintas de este, que supusieron nu´meros problemas.
• Sprint 7: Este u´ltimo sprint, fue dedicado en su totalidad a la elaboracio´n de la docu-
mentacio´n para la presentacio´n del TFG. Durante este, se multiplicaro´n los puntos de
historia por d´ıa, concretamente a 6 puntos, ya que se trabajo todo el d´ıa. Las dificultades
ma´s destacables han sido la elaboracio´n de la memoria te´cnica en LaTeX, ya que nunca
se hab´ıa utilizado esta tecnolog´ıa.
En la tabla 4.6 se puede ver la diferencia entre los tiempos estimados y los tiempos reales
(todo en puntos de historia).
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Id. Historia
P. Esti-
mados
P. Real
HU01 [D] Familiarizarse con el entorno de trabajo. 8 6
HU02 [D] Conceptos de programacio´n mo´vil. 8 7+7
HU03 [D] Investigacio´n tecnolog´ıas servidor. 4 2
HU04 [D] Investigacio´n algoritmos reconocimiento de ima´genes. 8 5+5
HU05 [U] Realizar una fotograf´ıa con mi dispositivo mo´vil. 10 12
HU06 [U] Enviar la imagen al servidor. 5 6
HU07 [U] Recibir la imagen en el servidor. 5 6
HU08 [D] Cotejar imagen con la base de datos. 40 14+26
HU09
[U] Ver tutorial al iniciar la aplicacio´n por primera vez, pu-
die´ndolo omitir.
5 6
HU10 [U] Acceder al tutorial en cualquier momento. 1 1
HU11 [U] Ver el contenido multimedia sin salir de la aplicacio´n. 16 18
HU12
[U] En caso de error al enviar una imagen, se me permite
reintentar o volver a empezar.
12 6+2
HU13
[U] Compartir el resultado de la bu´squeda en Facebook y
Twitter.
8 2
HU14 [U] Asignar una puntuacio´n a los resultados obtenidos. 8 -
HU15 [U] Marcar como favorito un resultado obtenido. 4 5
HU16 [U] Acceder a mis favoritos. 2 2
HU17
[U] Apartado de “acerca de” donde aparezcan datos sobre
la empresa.
2 2
HU18
[U] Apartado de licencias se especifiquen las licencias utili-
zadas para el desarrollo de la aplicacio´n.
2 1
HU19 [U] Navegar por la aplicacio´n mediante un “action bar“. 4 4
HU20 [A] An˜adir ima´genes con un contenido asociado al sistema. 8 -
HU21 [A] An˜adir campan˜as al sistema a las que asignar ima´genes. 2 -
HU22
[C] Almacenar las fotos realizadas, la imagen a la que co-
rresponden y desde que mo´vil se han enviado.
2 4
HU23 [C] Integrar la aplicacio´n con Google Analytics. 2 -
HU24 [E] Redaccio´n del manual de usuario. 4 -
HU25 [E] Redaccio´n de la Memoria. 40 66
HU26 [E] Preparacio´n de la presentacio´n. 6 12
Tabla 4.6: Comparacio´n del tiempo real y estimado de las historias de usuario.
61
Para el seguimiento del proyecto es muy conveniente hacer uso de alguna herramienta, de
manera que se pueda saber en todo momento el estado del proyecto. Debido a que la empresa
dispone de una licencia para el uso de una de las herramientas ma´s usadas actualmente para
el seguimiento de la metodolog´ıa SCRUM, en ningu´n momento se dudo´ de su uso para este
proyecto. La herramienta en cuestio´n se llama JIRA y es propiedad del gigante informa´tico
Atlassian.
JIRA es una aplicacio´n web enfocada para el seguimiento de incidencias en proyectos. En ella
se pueden insertar Errores, Funciones, Historias y Tareas. Las caracter´ısticas ma´s interesantes
de la herramienta que se han aplicado durante el desarrollo del proyecto son:
• Gestio´n de historias de usuario (backlog) y organizacio´n en sprints.
• Reportes con estad´ısticas de los Sprints.
• Tablero de tareas.
• Feedback entre los integrantes del grupo.
Una de las funciones ma´s importantes y, por tanto, imprescindibles en una herramienta para
el seguimiento de SCRUM, es la gestio´n de la pila de producto, la cual podemos ver en la Figura
??. JIRA permite insertar historias de usuario e ir organiza´ndolas en los sprints a medida que
se vaya requiriendo. Adema´s, la gestio´n de las historias se realiza de una manera muy sencilla
e intuitiva, simplemente podemos arrastrarlas entre los diferentes sprints.
Figura 4.4: Pila del producto en la herramienta Jira.
Otra funcio´n de las que dispone la herramienta y que resultar´ıa muy dif´ıcil de realizar sin
ella, es la visualizacio´n de estad´ısticas al te´rmino de los sprints. Como se puede ver en la Figura
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4.5, al terminar un sprint se presenta un resumen con las historias y tareas finalizadas, adema´s
de un gra´fico que muestra los tiempos estimados frente a los reales.
Figura 4.5: Reporte de un sprint en la herramienta Jira.
Al mismo tiempo, esta herramienta tambie´n ofrece una tablero estilo Kanban, desde el
cual los componentes del equipo de desarrollo pueden visualizar es estado del sprint en todo
momento. Asimismo, desde este tambie´n se pueden mover las tareas entre las diferentes columnas
a medida estas cambien su estado. En la Figura 4.6 se puede observar el tablero correspondiente
al sprint nu´mero cinco del proyecto.
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Figura 4.6: Tablero de tareas en la herramienta Jira.
Por u´ltimo, todas las funciones que ofrece la herramienta, ofrecen el feedback necesario al
resto del equipo de trabajo para que el resto del equipo de desarrollo pueda estar al corriente
de todos los cambios realizados. Adema´s, esto permite a los otros compan˜eros, avisar al sistema
si algo no funciona correctamente, para que sea solucionado lo antes posible. En la Figura 4.7
se puede ver un ejemplo del resumen de actividades que se le muestra al usuario al entrar en la
herramienta.
Figura 4.7: Resumen del proyecto en la herramienta Jira.
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4.6. Estimacio´n de Costes
La realizacio´n de este proyecto conlleva una serie de costes econo´micos. En este caso los
estudiantes que han participado en el la elaboracio´n de este no han sido remunerados, ya que
se ha tratado de una estancia en pra´cticas, pero se supondra´n todos los costes del proyecto de
no ser as´ı, para conocer el coste que tendr´ıa el proyecto en este caso.
El coste de los recursos materiales necesarios es el siguiente:
• Ordenador porta´til: 900 e.
• Servidor: 1500 e.
• Dispositivos mo´viles:
Nexus 5: 350 e.
ZTE v987: 190 e.
Samsung Galaxy Young: 69,90 e.
• Internet (29.90 e al mes x 4 meses): 119,6 e.
• Software:
Windows 8.1: 119,99 e.
Jira (10 e al mes x 4 meses): 40 e.
Confluence (10 eal mes x 4 meses): 40 e.
Por otro lado, el coste de los recursos humanos necesarios es el siguiente:
• Alumno (294 horas x 25 e/h): 7350 e.
Por lo tanto, el coste final del proyecto ascender´ıa a 10679.49 e (9329.49 + 7350). A
este coste habr´ıa que sumarle los costes del alumno que ha realizado la aplicacio´n para iOS y
participado en las partes comunes, pero se han calculado solo los que pertenecen a la aplicacio´n
para Android, ya que esta memoria pertenece solo a este proyecto.
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Cap´ıtulo 5
Ana´lisis
En el siguiente cap´ıtulo se mostrara´ el ana´lisis realizado para el desarrollo del proyecto. En
e´l se recogen los requisitos del sistema, empezando por los requisitos funcionales, seguido de los
requisitos de datos y terminando con los no funcionales.
5.1. Visio´n general de la Aplicacio´n
Antes de elaborar los requisitos del sistema se realizo´ un diagrama de casos de uso, desde el
cual se ofrece una visio´n de lo que sera´ el sistema (Figura 5.1).
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Usuario
Servidor
Administrador
Realizar fotografía
Gestionar campañas
Gestionar imágenes
Ver resultado del análisis
Compartir resultados
Gestionar favoritos
Ver tutorial al iniciar la aplicación
Ver información sobre la aplicación
Ver accesos
Reconocer imagen
Proporcionar información
<<include>>
<<include>>
Figura 5.1: Tablero de tareas en la herramienta Jira.
El este se pueden ver tres tipos de actores: el Usuario, el Administrador y el Servidor. El
usuario sera´ la persona que utilizara´ la aplicacio´n, es por ello, que se le adjudican todas las
acciones relacionadas con esta. El administrador sera´ el encargado gestionar el sistema, por lo
tanto, realizara´ las acciones relacionados con la gestio´n de los datos. Por u´ltimo, al servidor se
le otorgan las funciones de reconocimiento de ima´genes.
5.2. Ana´lisis de requisitos
Para representar el ana´lisis de los diferentes requisitos se utilizara´n una serie de tablas como
plantillas. Los requisitos funcionales se muestran siguiendo el modelo de casos de uso que se
puede ver en la Tabla 5.1.
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Co´digo - Nombre del requisito
Descripcio´n Breve descripcio´n sobre el caso de uso.
Relaciones Lista de casos de uso y requisitos relacionados.
Secuencia de pasos Acciones.
1 Accio´n 1
2 Accio´n 2
3 Accio´n 3
... Accio´n ...
Precondicio´n Condicio´n necesaria para el cumplimiento del requisito.
Importancia Alta, media o baja.
Comentarios Comentarios adicionales sobre el requisito.
Tabla 5.1: Plantilla utilizada para definir los casos de uso.
Para los requisitos de datos y los no funcionales, se utilizara´n otro tipos de tablas plantillas
ma´s sencillas, las cuales se pueden ver en la Tabla 5.2 y Tabla 5.3.
Identificador - Nombre del requisito
Descripcio´n Breve descripcio´n sobre el caso de uso.
Requisitos Asociados Lista de requisitos relacionados.
Comentarios Comentarios adicionales sobre el requisito.
Tabla 5.2: Plantilla utilizada para definir los requisitos de datos.
Identificador - Nombre del requisito
Descripcio´n Breve descripcio´n sobre el caso de uso.
Comentarios Comentarios adicionales sobre el requisito.
Tabla 5.3: Plantilla utilizada para definir los requisitos no funcionales.
5.2.1. Requisitos funcionales
Los requisitos funcionales corresponden a los casos de uso, y representan aquellas funciones
que debe realizar el sistema. La representacio´n de estos se puede ver en las Tablas 5.4 - 5.14.
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CU01 - Realizar fotograf´ıa
Descripcio´n
La aplicacio´n debe permitir al usuario realizar una fotograf´ıa
con la que empezar el proceso de reconocimiento.
Relaciones CU02, CU03.
Secuencia de pasos Acciones.
1 Hacer clic en el boto´n “Empezar“.
2
Realizar la fotograf´ıa pulsando en el boto´n de hacer foto o se-
leccionar una foto de la galer´ıa desde el boto´n correspondiente.
Precondicio´n Ninguna.
Importancia Alta.
Comentarios
Una vez se haya realizado o seleccionado la fotograf´ıa, au-
toma´ticamente se enviara´ al servidor para empezar el reco-
nocimiento.
Tabla 5.4: Caso de uso 01, Realizar fotograf´ıa.
CU02 - Reconocer imagen
Descripcio´n
El sistema debe, dada una imagen, realizar un proceso de re-
conocimiento, y devolver el resultado de este .
Relaciones CU01, CU03.RD01, RD03
Secuencia de pasos Acciones.
1 Recibir fotograf´ıa.
2 Comparar con las de la base de datos.
3 Determinar si esta´ en el sistema.
4 Devolver el resultado.
Precondicio´n Se ha tenido que enviar una fotograf´ıa.
Importancia Alta.
Comentarios Ninguno.
Tabla 5.5: Caso de uso 02, Reconocer imagen.
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CU03 - Proporcionar informacio´n
Descripcio´n
El sistema debe proporcionar informacio´n tanto como de los
resultados de los ana´lisis, como de otras consultas sobre los
datos almacenados en el.
Relaciones CU03, CU04, CU09, CU10 RD01, RD02
Secuencia de pasos Acciones.
1 Recibe una peticio´n.
2 Consulta los datos.
2 Devuelve la informacio´n.
Precondicio´n Recibir una peticio´n con los para´metros correspondientes.
Importancia Alta.
Comentarios Ninguno.
Tabla 5.6: Caso de uso 03, Proporcionar informacio´n.
CU04 - Ver resultado del ana´lisis
Descripcio´n
Desde la aplicacio´n se debe poder mostrar el resultado del
ana´lisis. En caso de no ser positivo, se debe ofrecer la posi-
bilidad de volver a iniciar el proceso sin tener que realizar la
fotograf´ıa de nuevo.
Relaciones CU03, CU02, CU5, CU6 RD01, RD04.
Secuencia de pasos Acciones.
1 Recibir los datos.
2 Comprobar el tipo de datos.
2 Cargar la vista correspondiente con los datos recibidos.
Precondicio´n Haber iniciado el proceso de reconocimiento anteriormente.
Importancia Alta.
Comentarios Los resultados se tiene que mostrar sin salir de la aplicacio´n.
Tabla 5.7: Caso de uso 03, Ver resultado del ana´lisis.
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CU05 - Compartir resultados
Descripcio´n
El sistema debe ofrecer la posibilidad de compartir los resul-
tados obtenidos con las principales redes sociales.
Relaciones CU04, CU06 RD01.
Secuencia de pasos Acciones.
1 Pulsar el boto´n de compartir.
2 Elegir la red social a la que se quiero compartir el contenido.
2 Confirma la accio´n.
Precondicio´n La aplicacio´n debe estar mostrando un resultado.
Importancia Media.
Comentarios Ninguno.
Tabla 5.8: Caso de uso 05, Compartir resultados.
CU06 - Gestionar favoritos
Descripcio´n
La aplicacio´n debe permitir guardar y borrar los resultados
como favoritos, de tal manera que el usuario pueda consultarlos
en cualquier momento.
Relaciones CU04 RD01, RD04.
Secuencia de pasos Acciones.
1 Pulsar el boto´n de favoritos para an˜adir/eliminar este .
2
Ir a la pantalla de favoritos y comprobar que se ha realizado
el cambio.
Precondicio´n La aplicacio´n debe estar mostrando un resultado.
Importancia Media.
Comentarios Desde el mismo boto´n se an˜ade o elimina el favorito.
Tabla 5.9: Caso de uso 06, Gestionar favoritos.
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CU07 - Ver informacio´n sobre la aplicacio´n
Descripcio´n
Desde la aplicacio´n se debe poder consultar datos sobre la apli-
cacio´n, adema´s de las licencias/herramientas utilizadas para su
implementacio´n.
Relaciones CU08.
Secuencia de pasos Acciones.
1 Ir a la pantalla de “Acerca De”.
2 Observar la informacio´n.
Precondicio´n Ninguna.
Importancia Media.
Comentarios Ninguno.
Tabla 5.10: Caso de uso 07, Ver informacio´n sobre la aplicacio´n.
CU08 - Ver tutorial
Descripcio´n
Al iniciar la aplicacio´n se debe mostrar un tutorial que explique
el funcionamiento de la aplicacio´n.
Relaciones CU02, CU03.
Secuencia de pasos Acciones.
1 Ir a la pantalla de “Acerca De“.
2 Hacer clic en el boto´n “Ver tutorial“.
2 Desplazarse por los pasos del tutorial.
Precondicio´n Ninguna.
Importancia Media.
Comentarios
El tutorial se debe poder volver a ver en cualquier momento,
si el usuario lo desea.
Tabla 5.11: Caso de uso 08, Ver tutorial.
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CU09 - Gestionar campan˜as
Descripcio´n
El sistema debe permitir al administrador crear/modificar/eli-
minar campan˜as de publicidad, las cuales contendra´n ima´genes
que podra´n ser reconocidas.
Relaciones CU03, CU10 RD01, RD02
Secuencia de pasos Acciones.
1 Crear/Elegir una campan˜a.
2 Insertar/Modificar los datos.
3 An˜adir/Modificar ima´genes.
4 Pulsar el boto´n de “Guardar“.
Precondicio´n Estar en la interfaz de administracio´n.
Importancia Baja.
Comentarios Ninguno.
Tabla 5.12: Caso de uso 09, Gestionar campan˜as.
CU10 - Gestionar ima´genes
Descripcio´n
El sistema debe permitir, al administrador, an˜adir ima´genes
a las campan˜as con la informacio´n que se quiera devolver de
cada una.
Relaciones CU03, CU09 RD01, RD02.
Secuencia de pasos Acciones.
1 Crear/Elegir una imagen.
2 Insertar/Modificar los datos.
3 Asignar campan˜a.
4 Pulsar el boto´n de “Guardar“.
Precondicio´n Estar en la interfaz de administracio´n.
Importancia Baja.
Comentarios Ninguno.
Tabla 5.13: Caso de uso 10, Gestionar ima´genes.
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CU11 - Ver estad´ısticas
Descripcio´n
El sistema debe permitir al administrador consultar las es-
tad´ısticas correspondientes a los accesos al reconocimiento y
sus resultados.
Relaciones CU02 RD01, RD03.
Secuencia de pasos Acciones.
1 Acceder a la seccio´n de estad´ısticas.
2 Observar los datos.
Precondicio´n Estar en la interfaz de administracio´n.
Importancia Baja.
Comentarios Ninguno.
Tabla 5.14: Caso de uso 11, Ver estad´ısticas.
5.2.2. Requisitos de datos
En este apartado se muestran los requisitos de datos del sistema. Estos abarcan toda la
informacio´n que se debera´ almacenar en el sistema para poder cumplir los objetivos planteados
en los requisitos funcionales. Estos requisitos se muestran en las Tablas 5.15 - 5.18.
RD01 - Ima´genes
Datos espec´ıficos Id, Nombre, Descripcio´n, Tipo, Valor (depende del tipo)
Requisitos Asociados RD02, RD03, RD04
Comentarios Los datos que se almacenara´n sobre las ima´genes.
Tabla 5.15: Requisito de datos 01, Ima´genes.
RD02 - Campan˜as
Datos espec´ıficos
Nombre, Fecha Inicio, Fecha Fin, Descripcion, Ima´genes
correspondientes a la campan˜a
Requisitos Asociados RD01
Comentarios Ninguno.
Tabla 5.16: Requisito de datos 02, Campan˜as.
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RD03 - Accesos
Datos espec´ıficos
Fecha, Dispositivo desde el que se realiza, Sistema Opera-
tivo, Versio´n del Sistema Operativo, Resultado del recono-
cimiento
Requisitos Asociados RD01
Comentarios Ninguno.
Tabla 5.17: Requisito de datos 03, Accesos.
RD04 - Favoritos
Datos espec´ıficos Id, Datos de la imagen
Requisitos Asociados RD01
Comentarios Ninguno.
Tabla 5.18: Requisito de datos 04, Favoritos.
5.2.3. Requisitos No Funcionales
Los requisitos no funcionales, son aquellos que especifican los criterios para juzgar las ope-
raciones en lugar de los comportamientos espec´ıficos. Estos establecen unas restricciones baja
los cuales debera´ funcionar el sistema. Estos requisitos se pueden ver en las Tablas 5.19 - 5.20.
RNF01 - Usabilidad
Descripcio´n
La aplicacio´n debe funcionar de una manera intuitiva, para
que cualquier usuario pueda utilizarla.
Tabla 5.19: Requisito no funcional 01, Usabilidad.
RNF02 - Respuesta ra´pida
Descripcio´n
El reconocimiento de ima´genes se debe realizar en un tiempo,
considerablemente, corto.
Tabla 5.20: Requisito no funcional 02, Respuesta ra´pida.
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Cap´ıtulo 6
Disen˜o
En el siguiente cap´ıtulo se presenta todo lo que envuelve al disen˜o de la aplicacio´n. En primer
lugar se muestra el disen˜o de la interfaz gra´fica. Y, seguidamente, se muestra la parte de este
referente al disen˜o del sistema.
6.1. Disen˜o de la interfaz
En esta seccio´n se muestra todo lo que se ha tenido en cuenta a la hora de disen˜ar la interfaz
gra´fica. Primero se comenta el proceso de disen˜o de los elementos del sistema comunes a toda
la aplicacio´n, y despue´s se comentara´n los prototipos realizados para las distintas pantallas de
esta.
Antes de profundizar en el disen˜o de las diferentes vistas que tendra´ la aplicacio´n, se presenta
una visio´n general de esta, en la cual se sigue el flujo que tendra´ la aplicacio´n entre las difrentes
vistas, en este caso utilizando los prototipos que se explicara´n en las siguientes secciones (Figura
6.1).
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Figura 6.1: Visio´n general del flujo de la aplicacio´n, mendiante prototipos.
6.1.1. Elementos comunes
La principal caracter´ıstica visual que se repetira´ a lo largo de las diferentes pantallas de la
aplicacio´n son los colores. La eleccio´n de los colores fue una tarea ra´pida. Por parte de la empresa
se recomendo´ utilizar un color de los ofrecidos por el portal de Internet, FlatUI Colors [4], as´ı que
siguiendo esta recomendacio´n se eligio´, como color principal para la aplicacio´n, el azul “Peter
River”. Para los componentes que deben contrastar con este color principal, se tomo´ la decisio´n
de aplicarles un color blanco, de manera que se distinguen perfectamente los dos colores.
Para el disen˜o del icono de la aplicacio´n se utilizaron los dos colores elegidos para esta, el
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azul para el fondo y el banco para el resto. El disen˜o de este fue una tarea complicada, ya que
es dif´ıcil elegir una sola imagen que represente la funcionalidad de la aplicacio´n. Finalmente,
se opto´ por un disen˜o plano y combinando algunos iconos del conocido portal web de iconos
vectoriales FlatIcon [17] se consiguio´ un resultado aceptable, el cual se puede ver en la Figura
6.2.
Figura 6.2: Icono de la aplicacio´n.
Tanto para la realizacio´n del icono, como para los diferentes botones que se vera´n a lo largo
de este cap´ıtulo se utilizo´ el programa Adobe Illustrator, que permite el disen˜o y edicio´n de
gra´ficos vectoriales.
6.1.2. Vistas Principales
Las vistas principales sera´n las que aparecera´n al iniciar la aplicacio´n y desde las que se
navegara´ hacia las principales funciones de esta.
Cuando se acceda a la aplicacio´n se mostrara´ una vista, a la que se le ha llamado Inicio,
desde la cual se podra´ acceder a la ca´mara para empezar el proceso principal de la aplicacio´n.
En esta se muestra el logo de la empresa, junto a un mensaje inicial para dar la bienvenida al
usuario. Adema´s, contiene un boto´n desde el que se accede a la ca´mara (Figura 6.3).
Para navegar entre las ventanas de una manera ra´pida y sencilla, se ha introducido en la
parte superior un barra, desde la cual se pueda acceder a las vistas de “favoritos” y “acerca
de”. Adema´s, no so´lo se podra´ acceder haciendo clic encima de esta barra, sino que simplemente
pulsando con el dedo en la pantalla y arrastrando hacia los laterales, el usuario se podra´ desplazar
entre las distintas vistas citadas anteriormente, en lo que se conoce como un movimiento de
“swype”.
De esta manera se accede a la vista llamada “favoritos”, en la cual se muestra al usuario
todos los resultados que ha ido an˜adiendo en favoritos. Por cada favorito se mostrara´ la imagen
asociada a este, junto con el t´ıtulo y el tipo de feedback que devuelve al ser reconocida. Pulsando
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en cada uno de ellos se podra´ ver su contenido (Figura 6.4).
Desde esta barra de navegacio´n tambie´n se podra´ acceder a un apartado llamado “acerca
de”, en el cual se mostrara´ informacio´n sobre la aplicacio´n.
Figura 6.3: Prototipo de la vista “inicio”. Figura 6.4: Prototipo de la vista ´´favori-
tos”.
Volviendo a la vista de “inicio”, pulsando en el boto´n “empezar”, se accede a la interfaz
de ca´mara. En ella se podra´ realizar una fotograf´ıa, simplemente pulsando en el boto´n “Hacer
Foto”, o por otro lado, tambie´n se podra´ acceder a la galer´ıa de ima´genes, pulsando en el boto´n
“Galer´ıa”, para realizar el proceso de reconocimiento con una de las ima´genes contenidas en
ella (Figura 6.5).
La u´ltima de las vistas principales es la correspondiente al tutorial. En la Figura 6.6 se
puede ver una plantilla de co´mo se mostrara´ la informacio´n en el tutorial, la cual sera´ repetida
tantas veces como pasos contenga el este . Para navegar en este tutorial se utilizara´ el mismo
procedimiento que para navegar entre las pantallas principales, es decir, el usuario podra´ des-
plazarse entre los pasos con el movimiento del dedo. Por u´ltimo, se podra´ saltar el tutorial en
todo momento pulsando el boto´n “Saltar”.
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Figura 6.5: Prototipo de la vista “ca´mara”. Figura 6.6: Prototipo de la vista “tutorial”.
6.1.3. Vistas de Resultados
Las vistas de resultados son las que albergan el papel de mostrar la informacio´n resultante del
proceso de reconocimiento de ima´genes. Como se ha comentado en el cap´ıtulo correspondiente,
la aplicacio´n ofrecera´ al usuario resultados de diferentes tipos, por lo tanto debera´ contener las
vistas correspondientes para poder mostrar todos estos tipos.
Todas estas vistas de resultados disponen de la misma barra en la parte superior, desde la
cual se podra´ marcar o desmarcar el resultado como favorito, compartir el resultado mediante
las principales redes sociales y volver a la pantalla anterior.
Uno de los resultados que debe mostrar la aplicacio´n, es una pa´gina web. Para ello simple-
mente se ha disen˜ado una vista, en la que el navegador web ocupe toda la pantalla, a excepcio´n
de la barra de acciones (Figura 6.7).
Otro de estos resultados, sera´ una galer´ıa con varias ima´genes. Para mostrar estas ima´genes
se ha optado por una gale?´ıa en la que se muestra una foto a pantalla completa desde la cual
se pueda navegar entre las fotos con simples gestos ta´ctiles. Adema´s, se mostrara´ tambie´n, un
indicador para que el usuario pueda saber cua´ntas fotos puede ver, y la posicio´n de la que
esta´ siendo visualizada (Figura 6.8).
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Figura 6.7: Prototipo de la vista “resultado
web”.
Figura 6.8: Prototipo de la vista “resultado
galer´ıa”.
Por u´ltimo, esta´n los resultados correspondientes a los reproductores de audio y video. La
vista correspondiente al reproductor de audio consta de unos controles multimedia en la parte de
abajo, desde los cuales podra´: reproducir, pausar, retroceder y avanzar; adema´s de una barra que
muestra el segundo que se esta´ reproduccion, y desde la cual, el usuario podra´ tambie´n avanzar
o retroceder el audio. Adema´s, en el espacio restante, se mostrara´ la descripcio´n asociada a la
imagen correspondiente al resultado (Figura 6.9).
En cuanto al reproductor de v´ıdeo, en la parte de abajo contendra´, exactamente, los mismos
controles multimedia que el reproductor de audio. Pero, esta vez se mostrara´ el video en el
centro de la pantalla, y no la descripcio´n (Figura 6.10).
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Figura 6.9: Prototipo de la vista “resultado
audio”.
Figura 6.10: Prototipo de la vista “resulta-
do video”.
6.2. Disen˜o del sistema
6.2.1. Disen˜o de los Procesos
El siguiente punto esta´ dedicado a mostrar los procesos disen˜ados para las funcionalidades
de la aplicacio´n. Para ello se utilizara´n diagramas de actividad con tal de ofrecer una mejor
comprensio´n al lector.
En el caso de este proyecto, el proceso principal, y ma´s importante, es el de realizar una
fotograf´ıa a un objeto, que el sistema trate de reconocerla, y devuelva la informacio´n asociada
a esta. Por lo tanto, este es el proceso que ma´s tiempo de disen˜o ha requerido. En la Figura
6.11 podemos ver el funcionamiento que se ha disen˜ado para e´l.
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Enviar imagen
Realizar fotografía
No
Seleccionar imagen de galería
Si
Mostrar Error No
Mostrar Resultado
Si
Si
No
Reintentar
¿Está en
la galería?
¿El servidor
está disponible?
¿Se ha
reconocido
la imagen?
Pulsar empezar
Volver
Figura 6.11: Diagrama de actividad del proceso principal de la aplicacio´n.
En cuanto al resto de procesos que se se deben realizar, engloban tareas muy pequen˜as, para
las cuales no hace falta un diagrama de actividad que muestre su funcionamiento, ya que no
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responden a ma´s de uno o dos pasos para ser realizadas.
6.2.2. Diagramas de Clase
En esta seccio´n se muestran los diagramas de clase, de los patrones de disen˜o utilizados.
Los diagramas de clases muestran la estructura del sistema, especificando las clases que este
contiene y mostrando los detalles de estas para su implementacio´n. A continuacio´n, se muestran
los diagramas de clases ma´s representativos, por lo que al disen˜o se refiere.
Para la parte del dispositivo mo´vil, desarrollada en Java, quiza´ el diagrama ma´s constructivo
sea el referente a la parte de la base de datos interna (Figura 6.12). En este se puede ver, por
un lado el modelo, que corresponde a la clase Favorito, la cual contiene los atributos que se
deben guardar en la base de datos. Por otro lado, esta´ la clase FavoritosSQLiteHelper, que es
la encargada de crear y acceder a la base de datos, y contiene como atributos las sentencias de
creacio´n de esta y sus columnas. Y, por u´ltimo, tenemos una implementacio´n del patro´n DAO,
el cual actu´a como pasarela entre las dos clases anteriores, es decir, gracias a este se puede
trabajar como si de una coleccio´n Java se tratase, an˜adiendo, eliminando o modificando con
simples me´todos y pasando directamente los objetos de tipo Favorito.
Favorito
.idPAString[_]
.jsonPAJSONObject[_]
mFavoritolidPAString{AjsonPAJSONObjectp
mgetIdlpPAString
msetIdlidPAStringpPAvoid
mgetJsonlpPAJSONObject
msetJsonljsonPAJSONObjectpPAvoid
SQLiteFavoritoDao
mTAGPAString[_]A;A=SQLiteFavoritoDao=
.dbPASQLiteDatabase[_]
.dbHelperPAFavoritosSQLiteHelper[_]
.columnasPAString[][_]A;A{AAAAAAAAAAAAAAFavoritosSQLiteHelperCCOLUMNA_ID{AAAAAAAAAAAAAAFavoritosSQLiteHelperCCOLUMNA_JSONAAAAAA}
mSQLiteFavoritoDaolcontextoPAContextp
mopenlpPAvoid
mcloselpPAvoid
maddFavoritolfavoritoPAFavoritopPAString
mupdateFavoritolfavoritoPAFavoritopPAboolean
mgetFavoritolidFavoritoPAStringpPAFavorito
mremoveFavoritolfavoritoPAFavoritopPAvoid
mgetFavoritoslpPAList
.cursorAFavoritolcursorPACursorpPAFavorito
FavoritosSQLiteHelper
mTABLA_FAVORITOSPAString[_]A;A=FAVORITOS=
mCOLUMNA_IDPAString[_]A;A=id=
mCOLUMNA_JSONPAString[_]A;A=json=
.DATABASE_NOMBREPAString[_]A;A=favoritosCdb=
.DATABASE_VERSIONPAint[_]A;A_
.DATABASE_CREATEPAString[_]A;A=CREATEATABLEA=AmATABLA_FAVORITOSAmA=l=AAAAAAAAAAAAAAmACOLUMNA_IDAmA=ATEXTAPRIMARYAKEY{A=AAAAAAAAAAAAAAmACOLUMNA_JSONAmA=ATEXTANOTANULL=AAAAAAAAAAAAAAmA=pY=
.DATABASE_DROPPAString[_]A;A=DROPATABLEAIFAEXISTSA=AmATABLA_FAVORITOS
mFavoritosSQLiteHelperlcontextoPAContextp
monCreatelsqLiteDatabasePASQLiteDatabasepPAvoid
monUpgradelsqLiteDatabasePASQLiteDatabase{AiPAint{Ai}PAintpPAvoid
Figura 6.12: Diagrama de datos de la parte correspondiente a la base de datos.
En lo referente a la parte del servidor, el diagrama ma´s destacable, es el correspondiente
a la implementacio´n que se realiza del patro´n Strategy, mediante el cual conseguimos que el
objeto Reconocedor pueda cambiar el tipo de Detector sin modificar su implementacio´n interna,
simplemente creando otra clase que implemente a este y pasa´ndola como argumento o con el
me´todo setDetector. Esto tambie´n ocurre con el objeto Comparador, pero se ha reducido el
diagrama para una mejor visualizacio´n de este, el cual se puede ver en la Figura 6.13.
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Detector
F__init__Iself:pstring,pnombre:pstring,pdetector:pstringB:pstring
FgetNombreIself:pstringB:pstring
FdetectarIself:pstring,pimagen:pstringB:pstring
DetectorSURF
F__init__Iself:pstring,phessianThreshold:pstringB:pstring
FgetParametrosIself:pstringB:pstring
FsetParametrosIself:pstring,phessianThreshold:pstring,pnOctaves:pstring,pnOctaveLayers:pstringB:pstring
FdetectarIself:pstring,pimagen:pstringB:pstring
F__str__Iself:pstringB:pstring
Reconocedor
F__init__Iself:pstring,pbaseDeDatos:pstring,pdetector:pstring,pcomparador:pstring,pdetectorAux:pstring,phistograma:pstringB:pstring
FsetComparadorIself:pstring,pcomparador:pstringB:pstring
FsetDetectorIself:pstring,pdetector:pstringB:pstring
FreconocerIself:pstring,pimagenEntrenamiento:pstring,pimagenConsulta:pstringB:pstring
FreconocerMultiIself:pstring,pi:pstring,pimagenConsulta:pstringB:pstring
FreconocerVariosIself:pstring,prutaImagen:pstringB:pstring
FcargarBaseDeDatosIself:pstringB:pstring
FcargarBaseDeDatosRutaIself:pstringB:pstring
DetectorSIFT
F__init__Iself:pstring,pnFeatures:pstringB:pstring
FgetParametrosIself:pstringB:pstring
FdetectarIself:pstring,pimagen:pstringB:pstring
F__str__Iself:pstringB:pstring
DetectorORB
F__init__Iself:pstring,pnFeatures:pstringB:pstring
FdetectarIself:pstring,pimagen:pstringB:pstring
F__str__Iself:pstringB:pstring
Figura 6.13: Parte del diagrama de clases del mo´dulo de reconocimiento del servidor.
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Cap´ıtulo 7
Implementacio´n
En el siguiente cap´ıtulo se comentara´n los aspectos ma´s destacados de la implementacio´n del
sistema. Estos aspectos sera´n comentados desde una visio´n general, da´ndole ma´s importancia
a algunos procesos, pero sin profundizar altamente en ninguno de ellos, ya que de ser as´ı la
extensio´n del documento crecer´ıa enormemente.
Este sistema corresponde a una arquitectura cliente-servidor, en la cual el cliente sera´ una
aplicacio´n mo´vil para el sistema operativo Android. El sistema se divide en tres partes princi-
pales: la aplicacio´n mo´vil, el reconocimiento de ima´genes y el servidor.
7.1. Aplicacio´n Android
Esta seccio´n, corresponde a la parte cliente de sistema, y esta desarrollada para ser utilizada
desde un dispositivo mo´vil. Como se ha visto en la descripcio´n del Proyecto (Cap´ıtulo 3, el
cometido de esta sera´ permitir al usuario realizar una fotograf´ıa y enviarla al servidor para que
procese su reconocimiento. Una vez la imagen se haya analizado, sera´ tambie´n esta parte la que
muestre los resultados.
7.1.1. Interfaz Gra´fico
En Android, el co´digo que implementa la funcionalidad y las interfaces gra´ficas de las vistas
se construye en archivos diferentes. La funcionalidad, como ya se ha comentado en alguna
ocasio´n, se implementa mediante clases Java, mientras que las interfaces lo hacen en archivos
XML. Estos archivos se llaman layouts y desde ellos se pueden especificar los componentes que
debe contener la vista indicando su posicio´n, incluso se puede indicar la funcio´n que sera´ llamada
al pulsar un boto´n. Por ejemplo, en el Co´digo 7.1, se puede ver el layout correspondiente a una
imagen, concretamente el logo de Rubycon, seguido de un mensaje de texto.
Co´digo 7.1: Parte del layout de InicioFragment.
1 <LinearLayout
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2 andro id : l ayout w id th=” f i l l p a r e n t ”
3 a n d r o i d : l a y o u t h e i g h t=” f i l l p a r e n t ”
4 android:background=” @color / c l r P r i n c i p a l ”
5 a n d r o i d : g r a v i t y=” c e n t e r v e r t i c a l | c e n t e r h o r i z o n t a l ”
6 a n d r o i d : o r i e n t a t i o n=” v e r t i c a l ”
7 andro id : textAl ignment=” cente r ”
8 andro id :padding=”10dp”>
9
10 <ImageView
11 a n d r o i d : i d=”@+id /imgRubycon”
12 andro id : l ayout w id th=”200dp”
13 a n d r o i d : l a y o u t h e i g h t=”200dp”
14 andro id : l ayout a l i gnEnd=”@+id / l b l M e n s a j e I n i c i a l ”
15 android : layout marginTop=”10dp”
16 a n d r o i d : s r c=”@drawable/ l o g o r u b y c o n i n v e r t i d o ” />
17
18 <es . rubycon . reconoc imiento img . app . TextViewRoboto
19 a n d r o i d : i d=”@+id / l b l M e n s a j e I n i c i a l ”
20 andro id : l ayout w id th=” wrap content ”
21 a n d r o i d : l a y o u t h e i g h t=” wrap content ”
22 andro id : l ayout be l ow=”@+id /imgRubycon”
23 a n d r o i d : l a y o u t c e n t e r H o r i z o n t a l=” true ”
24 android : layout marginTop=”32dp”
25 a n d r o i d : g r a v i t y=” cente r ”
26 a n d r o i d : t e x t=” Bienvenido a l cazaPromo !\ nBusca nues t ra s f o t o s \ny
27 cons igue ma rav i l l a s ”
28 andro id : textAppearance=”? a n d r o i d : a t t r / textAppearanceLarge ”
29 andro id : t ex tCo lo r=” @color / c l rSe cundar i o ” />
30
31 </ LinearLayout>
Al igual que con las interfaces gra´ficas, Android utiliza el mismo sistema para los textos, los
colores, los estilos, los valores, etc. Con esto se consigue una abstraccio´n de estas partes respecto
del co´digo Java, cosa que favorece la legibilidad del co´digo.
As´ı se han implementado todas las interfaces gra´ficas de la aplicacio´n, pero no todos los com-
ponentes gra´ficos que puede contener una aplicacio´n Android se pueden especificar directamente
en estos archivos, algunos hay que an˜adirlos a trave´s de co´digo Java. Los ma´s significativos se
comentara´n en las siguiente seccio´n.
Tambie´n cabe destacar que para la mayor´ıa de los iconos de la aplicacio´n se ha utilizado la
fuente Font Awesome, que emplea los iconos como si de letras se tratasen, por tanto se pueden
escalar y cambiar de color al gusto del desarrollador. Esta tarea no se puede tampoco realizar
desde los archivos XML, por tanto, los iconos se han aplicado desde las clases Java [14].
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7.1.2. Transicio´n animada entre pantallas
En la fase de disen˜o se tomo´ la decisio´n de que entre las pantallas principales de la aplicacio´n
se pudiera navegar con un simple gesto de pasar pa´gina, es decir, arrastrando con el dedo. Para
lograr esta funcionalidad existen varias alternativas, en este caso, al tratarse de las pantallas
principales de la aplicacio´n, se ha optado por implementar unas Swipe Tags, como se les deno-
mina en la documentacio´n oficial de Android, es decir, una navegacio´n por pestan˜as, pero que
a la vez se puedan pasar con el dedo.
Estas pestan˜as se an˜aden a la Action Bar de la aplicacio´n con un simple me´todo add en el
objeto Action Bar, pero es esta la que contiene un PageViewer interno. En cada posicio´n de
este se carga un fragmento, el cual corresponde a la pestan˜a seleccionada en cada momento.
Para realizar esto, se ha implementado un escuchador personalizado para e´l, de manera que
dependiendo la pa´gina actual se cargue un fragmento u otro (Figura 7.1).
InicioActivity
JTAG:lString[j]l=ldInicioActivityd
NactionBar:lActionBar[j]
NnombresTabs:lString[][j]
JmDemoCollectionPagerAdapter:lDemoCollectionPagerAdapter[j]
JmViewPager:lViewPager[j]
ponCreateusavedInstanceState:lBundle):lvoid
NirACamarau):lvoid
JonFavoritoPulsadouimagenJSON:lString):lvoid
JonEmpezarPulsadou):lvoid
AcercaDeFragment
NimgUji:lImageView[j]
NimgRubycon:lImageView[j]
NbtnVerTutorial:lButton[j]
JnewInstanceu):lAcercaDeFragment
JAcercaDeFragmentu)
JonCreateusavedInstanceState:lBundle):lvoid
JonCreateViewuinflater:lLayoutInflaterOlcontainer:lViewGroupOlsavedInstanceState:lBundle):lView
InicioFragment
NmListener:lOnInicioListener[j]
JnewInstanceu):lInicioFragment
JInicioFragmentu)
JonCreateusavedInstanceState:lBundle):lvoid
JonCreateViewuinflater:lLayoutInflaterOlcontainer:lViewGroupOlsavedInstanceState:lBundle):lView
JonAttachuactivity:lActivity):lvoid
JonDetachu):lvoid
FavoritosFragment
NTAG:lString[j]l=ldFavoritosFragmentd
NfavoritoDao:lFavoritoDao[j]
NmListener:lOnFavoritosInteractionListener[j]
NimagenLoader:lImageLoader[j]
Noptions:lDisplayImageOptions[j]
NlvFavoritos:lAbsListView[j]
NmAdapter:lAdaptadorFavoritos[j]
JnewInstanceu):lFavoritosFragment
JFavoritosFragmentu)
JonCreateusavedInstanceState:lBundle):lvoid
JonCreateViewuinflater:lLayoutInflaterOlcontainer:lViewGroupOlsavedInstanceState:lBundle):lView
JonAttachuactivity:lActivity):lvoid
JonDetachu):lvoid
JonItemClickuparent:lAdapterViewOlview:lViewOlposition:lintOlid:llong):lvoid
JonResumeu):lvoid
JonPauseu):lvoid
Figura 7.1: Diagrama de clases correspondiente a la transicio´n entre pantallas.
Adema´s de esto, para controlar que al pulsar una pestan˜a y al arrastrar con el dedo se
cambie de pa´gina, se han implementado dos escuchadores ma´s que realizan esta funcio´n: un
TabListener y un OnPageChangeListener.
7.1.3. Realizacio´n de la fotograf´ıa
Debido a que el sistema es un reconocedor de ima´genes, es necesario la realizacio´n de foto-
graf´ıas desde la aplicacio´n. En Android, existen dos opciones para cumplimentar esta funcio´n.
Por un lado, se podr´ıa directamente lanzar una intencio´n impl´ıcita, mediante la cual se solicita
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al sistema que se desea realizar una fotograf´ıa.Estoo abrir´ıa la aplicacio´n de ca´mara del siste-
ma Android, de manera que se saldr´ıa de la aplicacio´n desarrollada. La otra opcio´n existente
es la implementacio´n de una ca´mara dentro de la aplicacio´n, con lo que se consigue realizar
fotograf´ıas sin salir de ella. En este proyecto se ha optado por la segunda, para poder realizar
fotograf´ıas desde la misma aplicacio´n, cosa que hace que se complique un poco dicha tarea.
Para implementar una ca´mara desde dentro de la aplicacio´n, primero se ha creado una
actividad, la cual contiene un SurfaceView, donde se mostrara´ la vista de la ca´mara y los
botones correspondientes para realizar la fotograf´ıa y, en este caso, tambie´n para abrir la galer´ıa.
El atributo principal de esta actividad es un objeto de la clase ca´mara, que es la interfaz que
ofrece Android para comunicarse con esta. Con este objeto ya se pueden tomar fotograf´ıas, para
ello es suficiente con llamar al me´todo takePicture, pasa´ndole como argumento un escuchador
que sera´ llamado cuando la fotograf´ıa haya sido capturada (Co´digo 7.2).
Co´digo 7.2: Me´todo hacerFoto.
1 pub l i c void hacerFoto ( ) {
2 Camera . P ic tureCa l lback mPicture = new Camera . P ic tureCa l lback ( ) {
3 @Override
4 pub l i c void onPictureTaken ( byte [ ] data , Camera camera ) {
5
6 F i l e p i c t u r e F i l e = getOutputMediaFile (MEDIA TYPE IMAGE) ;
7 i f ( p i c t u r e F i l e == n u l l ) {
8 Log . d(TAG, ” Error creando e l a rch ivo multimedia ,
9 comprueba l o s permisos . ” ) ;
10 re turn ;
11 }
12 try {
13 FileOutputStream f o s = new FileOutputStream ( p i c t u r e F i l e ) ;
14 f o s . wr i t e ( data ) ;
15 f o s . c l o s e ( ) ;
16 imageFileTemp = p i c t u r e F i l e ;
17 enviarImagenPorREST ( imageFileTemp ) ;
18 ImagenUti ls . a c t u a l i z a r G a l e r i a ( getAppl i cat ionContext ( ) ) ;
19 } catch ( FileNotFoundException e ) {
20 Log . d(TAG, ” Error . No se encuentra e l a rch ivo : ”
21 + e . getMessage ( ) ) ;
22 } catch ( IOException e ) {
23 Log . d(TAG, ” Error . Archivo no a c c e s i b l e : ”
24 + e . getMessage ( ) ) ;
25 }
26 }
27 } ;
28 mCamera . takeP ic ture ( nu l l , nu l l , mPicture ) ;
29 }
Pero no so´lo ha bastado con realizar fotograf´ıas, tambie´n se deben mostrar la ima´genes que
va capturando objetivo de la ca´mara en todo momento, algo que ha resultado ma´s complicado.
Para ello, se ha extendido un objeto de la clase SurfaceView que se ha llamado CamaraPreview,
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el cual en su construccio´n recibe una instancia del objeto ca´mara para mostrar su imagen en
todo momento (Figura 7.2.
CamaraActivity
uTAGhIString[w]IzIoCamaraActivityo
uNOMBRE_DIRECTORIOhIString[w]IzIoReconocimientoIMGo
lMEDIA_TYPE_IMAGEhIint[w]IzIw
lMEDIA_TYPE_VIDEOhIint[w]IzIp
lIMAGEN_GALERIAhIint[w]IzI#
uactionBarhIActionBar[w]
uinflaterBotonesCamarahILayoutInflater[w]
ubtnHacerFotohIImageButton[w]
ubtnRecogerDeGaleriahIImageButton[w]
ubtnCerrarCamarahIImageButton[w]
umCamerahICamera[w]
umPreviewhICameraPreview[w]
uimageFileTemphIFile[w]
+onCreateLsavedInstanceStatehIBundle3hIvoid
lrecibirImagenLimagenSelecionadahIUri3hIvoid
+onActivityResultLrequestCodehIintsIresultCodehIintsIdatahIIntent3hIvoid
lgetPathLurihIUri3hIString
ucheckCameraHardwareLcontexthIContext3hIboolean
lgetCameraInstanceL3hICamera
lhacerFotoL3hIvoid
lpedirImagenGaleriaL3hIvoid
lenviarImagenPorRESTLfileImagenhIFile3hIvoid
ugetOutputMediaFileLtypehIint3hIFile
+onResumeL3hIvoid
+onPauseL3hIvoid
uresetCamL3hIvoid
CameraPreview
lmSurfaceViewhISurfaceView
lmHolderhISurfaceHolder
lmPreviewSizehICamerabSize
lmSupportedPreviewSizeshIListxCamerabSize.
lmCamera
lcontextohIContext
lsetCameraLcamarahICamera3
lonMeasureLwidthMeasureSpechIintsIheightMeasureSpechIint3
lonLayoutLchangedhIbooleansIlhIintsIthIintsIrhIintsIbhIint3
lsurfaceCreatedLholderhISurfaceHolder3
lsurfaceDestroyedLholderhISurfaceHolder3
lsurfaceChangedLholderhISurfaceHolder3
lgetOptimalPreviewSizeLsizeshIListxSize.sIwhIintsIhhIint3
Figura 7.2: Diagrama de clases correspondiente a la implementacio´n de la ca´mara.
Uno de los principales inconvenientes de esta funcionalidad ha sido que hay que liberar la
ca´mara cuando no se use y, a su vez, recuperarla cuando sea necesario su uso. Esto conlleva
mantener el objeto Camera contenido en la actividad y este mismo objeto contenido en el
objeto CameraPreview perfectamente sincronizados, cosa que ha llevado ma´s de un quebradero
de cabeza. Por otro lado, otro inconveniente ha sido calcular el taman˜o de la vista previa ideal
para cada dispositivo, ya que existen una infinidad de dispositivos con Android, con diferentes
taman˜os de pantalla y diferentes tipos de ca´maras.
Por u´ltimo, en lo que respecta a la obtencio´n de la imagen desde la galer´ıa, ha bastado
simplemente con realizar una intencio´n impl´ıcita, en la cual se especifique que se quiere elegir
una imagen de la galer´ıa (Co´digo 7.3).
Co´digo 7.3: Me´todo pedirImagen.
1 pub l i c void pedir ImagenGaler ia ( ) {
2 Intent i n t e n t = new Intent ( ) ;
3 i n t e n t . setType ( ” image /∗” ) ;
4 i n t e n t . s e tAct ion ( Intent .ACTION GET CONTENT) ;
5 i n t e n t . addCategory ( Intent .CATEGORY OPENABLE) ;
6 s t a r t A c t i v i t y F o r R e s u l t ( In tent . c reateChooser ( intent , ” S e l e c c i o n a r
7 imagen” ) , IMAGEN GALERIA) ;
8 Log . d(TAG, ”Mostrando imagen de l a g a l e r i a ” ) ;
9 }
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7.1.4. Comunicacio´n con el servidor REST
Respecto a la conexio´n entre el cliente y el servidor, esta se debe realizar en segundo plano,
sin alterar el comportamiento de la aplicacio´n, y controlando los errores que puedan suceder.
Para simplificar esta tarea, se ha optado por utilizar una de las librer´ıas disponibles para
ello. En este caso se ha optado por la librer´ıa Android Asynchronous HttpClient [19]. Esta
esta´ basada en la librer´ıa HttpClient de Apache incluida en Android, adema´s, todas las tareas
que se realicen desde ella se ejecutan en segundo plano, ahorrando esta tarea al desarrollador.
Existen diferentes alternativas, por ejemplo Volley y RoboSpice, pero se ha optado por esta por
su sencillez, sobre todo a la hora en enviar y recibir ima´genes.
Con la utilizacio´n de esta librer´ıa, la comunicacio´n cliente-servidor resulta una tarea sencilla.
Como podemos ver en la Figura 7.3, se ha optado por seguir los ca´nones establecidos por el
creador de la librer´ıa y se ha implementado una clase esta´tica mediante la cual se realizara´n las
peticiones.
EnviarImagenActivity
dEXTR4_IM4GEN_P4TH.vString[C]vDvyimagenPathy
FT4G.vString[C]vDvyEnviarImagen4ctivityy
Faction,ar.v4ction,ar[C]
FimgImagen.vImageView[C]
FlblMensajeEnviando.vTextView[C]
Fimagen.vFile[C]vDvnull
Fbitmap.v,itmap[C]
oonqreatebsavedInstanceState.v,undles.vvoid
denviarImagenbfileImagen.vFiles.vvoid
dprocesarRespuestabjson.vJSONObjects.vvoid
donqreateOptionsMenubmenu.vMenus.vboolean
donOptionsItemSelectedbitem.vMenuItems.vboolean
Config
dURL_,4SE.vString[C]vDvyhttp.pprubyconues.CJ###py
d4DJUNTO_SERVIqIO_PROqES4R_IM4GEN.vString[C]vDvyimagenpprocesary
d4DJUNTO_SERVIqIO_REqI,IR_WE,.vString[C]vDvyweby
d4DJUNTO_SERVIqIO_THUM,SN4IL.vString[C]vDvythumbnailpy
dTIEMPO_ESPER4_PETIqIONES.vint[C]vDvCJ###
dERROR_DESqONOqIDO.vint[C]vDv#
dERROR_INTERNET.vint[C]vDvC
dERROR_qONEXION.vint[C]vDv(
dERROR_SERVIDOR.vint[C]vDv)
dERROR_REqONOqIMIENTO.vint[C]vDvf
ClienteREST
FT4G.vString[C]vDvyqlienteRESTy
F,4SE_URL.vString[C]vDvqonfiguURL_,4SE
FSU,IR_IM4GEN_URL.vString[C]vDvqonfigu4DJUNTO_SERVIqIO_PROqES4R_IM4GEN
Fq4MPO_IM4GEN.vString[C]vDvyfiley
Fq4MPO_SO.vString[C]vDvysoy
Fq4MPO_VERSION.vString[C]vDvyversiony
Fq4MPO_DISPOSITIVO.vString[C]vDvydispositivoy
dJSON_qODIGO.vString[C]vDvycodigoy
dJSON_MENS4JE.vString[C]vDvymensajey
dJSON_NOM,RE.vString[C]vDvynombrey
dJSON_4UTOR.vString[C]vDvyautory
dJSON_DESqRIPqION.vString[C]vDvydescripciony
dJSON_TIPO.vString[C]vDvytipoy
dJSON_qONTENIDO_HTML.vString[C]vDvycontenidoHTMLy
dJSON_URL.vString[C]vDvyurly
dJSON_URL_VIDEO.vString[C]vDvyurlVideoy
dJSON_URL_4UDIO.vString[C]vDvyurl4udioy
dJSON_LIST4_URLS.vString[C]vDvylistaURLsy
dTIEMPO_ESPER4.vint[C]vDvqonfiguTIEMPO_ESPER4_PETIqIONES
Fclient.v4syncHttpqlient[C]vDvnewv4syncHttpqlientbs
dgetburl.vStringxvparams.vRequestParamsxvresponseHandler.v4syncHttpResponseHandlers.vvoid
dpostburl.vStringxvparams.vRequestParamsxvresponseHandler.v4syncHttpResponseHandlers.vvoid
Fget4bsoluteUrlbrelativeUrl.vStrings.vString
denviarImagenbfileImagen.vFilexvresponseHandler.v4syncHttpResponseHandlerxvso.vStringxvversion.vintxvdispositivo.vStrings.vvoid
Figura 7.3: Diagrama de clases correspondiente a la comunicacio´n con el servidor REST.
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La peticio´n ma´s importante del sistema es la que env´ıa la imagen para proceder a su recono-
cimiento, este es el cometido del me´todo enviarImagen, el cual recibe :una imagen, en forma de
File; un manejador de respuesta, que sera´ llamado cuando se reciba una respuesta del servidor;
y tres para´metros con informacio´n sobre el sistema operativo, versio´n y dispositivo.
Para capturar la respuesta obtenida al finalizar una peticio´n, basta con implementar la
interfaz ResponseHandler, la cual contiene diferentes me´todos que sera´n llamados dependiendo
del resultado de la peticio´n (Co´digo 7.4).
Co´digo 7.4: Parte del escuchador JsonHttpResponseHandler utilizado para recibir la respuesta
del servidor.
1 ClienteREST . enviarImagen ( f i l e Imagen , new JsonHttpResponseHandler ( ) {
2
3 @Override
4 pub l i c void onStart ( ) {
5 Log . d(TAG, ”Envio i n i c i a d o . ” ) ;
6 /∗ . . . ∗/
7 }
8
9 @Override
10 pub l i c void onSuccess ( JSONObject re sponse ) {
11 Log . d(TAG, ”Envio r e a l i z a d o con A˜ c©xito . ” ) ;
12 /∗ . . . ∗/
13 }
14
15 @Override
16 pub l i c void onFa i lure ( i n t statusCode , Header [ ] headers , byte [ ] responseBody , Throwable e r r o r ) {
17 Log . d(TAG, ”Envio f a l l i d o . Status : ” + statusCode + ” . Error : ” + e r r o r ) ;
18 /∗ . . . ∗/
19 }
20
21 @Override
22 pub l i c void onRetry ( ) {
23 Log . d(TAG, ” Reintentado e l envio . . . ” ) ;
24 }
25
26 @Override
27 pub l i c void onProgress ( i n t bytesWritten , i n t t o t a l S i z e ) {
28 Log . d(TAG, ”Envio en proceso . . . ” ) ;
29 }
30
31 @Override
32 pub l i c void onFinish ( ) {
33 Log . d(TAG, ”Envio f i n a l i z a d o . ” ) ;
34 /∗ . . . ∗/
35 }
36 } , so , ver s ion , d i s p o s i t i v o ) ;
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Con el objetivo de estructurar bien el co´digo y proporcionar feedback al usuario mientras
se env´ıa una imagen, se ha implementado una actividad llamada EnviarImagenActivity. Esta
sera´ lanzada en el momento que se quiera enviar una imagen al servidor y sera´ desde donde
se efectuara´n todas las operaciones realizadas con esta funcionalidad. Adema´s, cuando se lanze
esta actividad el usuario vera´ una animacio´n durante el tiempo que dure el reconocimiento, con
lo que se consigue que la espera sea ma´s llevadera.
7.1.5. Presentacio´n de los resultados
Otra parte importante del cliente es la presentacio´n de los resultados del reconocimiento.
Esto conlleva la representacio´n, desde dentro de la aplicacio´n, de los distintos tipos de resultado,
ya sea una galer´ıa de ima´genes o un v´ıdeo. Para ello, con el objetivo de repetir el mı´nimo co´digo
posible, se ha optado por la implementacio´n de una sola actividad, llamada ResultadoActivity,
y un fragmento para cada tipo de resultado, de manera que dependiendo del tipo de resultado,
se cargue un fragmento u otro.
Esta actividad de resultado debe recibir como para´metro un JSONObject con la informacio´n
sobre la imagen reconocida. Una vez recibido, se llama al me´todo recibirDatos, el cual explora
esto JSON y carga en variables globales toda la informacio´n que contiene. Es entonces cuando ya
se sabe el tipo de resultado, cuando se llama al me´todo anyadirFragment, que carga el fragmento
correspondiente al tipo de resultado (Figura 7.4).
AudioFragment
(ARG_URL_AUDIOXeString[v]e#ecurlAudioc
(ARG_DESCRIPCIONXeString[v]e#ecdescripcionc
(TAGXeString[v]e#ecAudioFragmentc
(reproductorXeMediaPlayer[v]
(mediaControllerXeMiAudioMediaController[v]
(handlerXeHandler[v]e#eneweHandlerMy
(descripcionXeString[v]e#enull
(urlAudioXeString[v]e#enull
HnewInstanceMurlAudioXeStringwedescripcionXeStringyXeAudioFragment
HAudioFragmentMy
HonCreateMsavedInstanceStateXeBundleyXevoid
HonCreateViewMinflaterXeLayoutInflaterwecontainerXeViewGroupwesavedInstanceStateXeBundleyXeView
HarrancarMediaPlayerMurlXeStringyXevoid
HonStopMyXevoid
HonPauseMyXevoid
HonResumeMyXevoid
HstartMyXevoid
HpauseMyXevoid
HgetDurationMyXeint
HgetCurrentPositionMyXeint
HseekToMiXeintyXevoid
HisPlayingMyXeboolean
HgetBufferPercentageMyXeint
HcanPauseMyXeboolean
HcanSeekBackwardMyXeboolean
HcanSeekForwardMyXeboolean
HgetAudioSessionIdMyXeint
HonPreparedMmediaPlayerXeMediaPlayeryXevoid
GaleriaFragment
(ARG_LISTA_URLSXeString[v]e#ecvectorURLsc
(TAGXeString[v]e#ecGaleriaFragmentc
(STATE_POSITIONXeString[v]e#ecSTATE_POSITIONc
(pagerGaleriaXeViewPager[v]
(imagenLoaderXeImageLoader[v]
(optionsXeDisplayImageOptions[v]
(vectorURLsXeString[][v]
HnewInstanceMvectorURLsXeString[]yXeGaleriaFragment
HGaleriaFragmentMy
HonCreateMsavedInstanceStateXeBundleyXevoid
HonCreateViewMinflaterXeLayoutInflaterwecontainerXeViewGroupwesavedInstanceStateXeBundleyXeView
HonSaveInstanceStateMoutStateXeBundleyXevoid
VideoFragment
(ARG_URL_VIDEOXeString[v]e#ecurlVideoc
(KEY_POSICIONXeString[v]e#ecposicionc
(KEY_ESTADOXeString[v]e#ecestadoc
(urlVideoXeString[v]
(TAGXeString[v]e#ecVideoFragmentc
(reproductorXeVideoView[v]
(mcXeMediaController[v]
(savedStateXeBundle[v]e#enull
(posicionXeint[v]
HnewInstanceMurlVideoXeStringyXeVideoFragment
HVideoFragmentMy
HonActivityCreatedMsavedInstanceStateXeBundleyXevoid
HonCreateMsavedInstanceStateXeBundleyXevoid
HonCreateViewMinflaterXeLayoutInflaterwecontainerXeViewGroupwesavedInstanceStateXeBundleyXeView
HonSaveInstanceStateMoutStateXeBundleyXevoid
HcargarVideoMurlXeStringyXevoid
HreproducirVideoMposicionXeintyXevoid
HonStartMyXevoid
HonResumeMyXevoid
HonPauseMyXevoid
HonDestroyMyXevoid
HonDestroyViewMyXevoid
WebFragment
(ARG_HTMLXeString[v]e#echtmlc
(ARG_URLXeString[v]e#ecurlc
(visorWebXeWebView[v]
(htmlXeString[v]e#enull
(urlXeString[v]e#enull
HnewInstanceMhtmlXeStringweurlXeStringyXeWebFragment
HWebFragmentMy
HonCreateMsavedInstanceStateXeBundleyXevoid
HonCreateViewMinflaterXeLayoutInflaterwecontainerXeViewGroupwesavedInstanceStateXeBundleyXeView
ResultadoActivity
HEXTRA_JSONXeString[v]e#ecjsonImagenc
(TAGXeString[v]e#ecResultadoActivityc
(jsonImagenXeJSONObject[v]
(nombreXeString[v]
(descripcionXeString[v]
(tipoXeString[v]
(autorXeString[v]
(htmlXeString[v]e#enull
(urlXeString[v]e#enull
(urlAudioXeString[v]e#enull
(urlVideoXeString[v]e#enull
(vectorURLsXeString[][v]
(actionBarXeActionBar[v]
(appXeMiAplicacion[v]
(favoritoDaoXeFavoritoDao[v]
(mContentXeFragment[v]
ponCreateMsavedInstanceStateXeBundleyXevoid
(anyadirFragmentMtipoXeStringyXevoid
HrecibirDatosMintentXeIntentyXevoid
HgestionarFavoritoActualMcXeContextwefavoritoDaoXeFavoritoDaowejsonXeJSONObjectweitemXeMenuItemyXevoid
HcomprobarFavoritoMcXeContextwefavoritoDaoXeFavoritoDaowejsonXeJSONObjectweitemXeMenuItemyXevoid
HonCreateOptionsMenuMmenuXeMenuyXeboolean
HonConfigurationChangedMnewConfigXeConfigurationyXevoid
HonOptionsItemSelectedMitemXeMenuItemyXeboolean
ponResumeMyXevoid
ponPauseMyXevoid
Figura 7.4: Diagrama de clases correspondiente a la presentacio´n de resultados.
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A continuacio´n, se explica de manera resumida la implementacio´n de cada fragmento:
• AudioFragment : Debe recibir como para´metros una URL, en la que se encuentra el archivo
de audio que se reproducira´ v´ıa streaming, y una descripcio´n que se quiera mostrar por
pantalla. Su layout esta´ formado por un TextView, en el cual se mostrara´ la descripcio´n,
por un MediaController, que sera´ el encargado de mostrar los controles multimedia y, por
u´ltimo, aunque este sin representacio´n gra´fica, un MediaController, que sera´ el encargado
de reproducir el audio. Cabe destacar de la implementacio´n de este fragmento, que no ha
resultado una tarea fa´cil la integracio´n del objeto MediaPlayer con el MediaController,
ya que no esta´ desarrollado para controlar video, pero se ha optado por esta opcio´n para
mantener una consistencia con el reproductor de video.
• GaleriaFragment. Este debe recibir un vector con las URL de las ima´genes. Para su interfaz
se ha utilizado un ViewPager de manera que se puedan pasar las ima´genes con el dedo.
Adema´s, se han integrado los t´ıpicos gestos de galer´ıa, como hacer zoom con los dedos,
gracias la librer´ıa PhotoView [13]. Para cargar las ima´genes de manera as´ıncrona desde
Internet, se ha utilizado la librer´ıa ImageLoader, la cual facilita esta funcio´n.
• VideoFragment : Este, al igual que el fragmento de audio, debe recibir una URL, en la
que se encuentre un archivo de video, el cual sera´ reproducido v´ıa streaming. La interfaz
de este fragmento, estara´ formada por un VideoView donde se mostrara´ el video y un
MediaController, que contiene los controles multime´dia.
• WebFragment : Debe recibir una URL o una cadena que contenga co´digo HTML. Su inter-
faz es simple, formada por un WebView, donde se muestra una web o el contenido HTML,
dependiendo de lo recibido.
7.1.6. Gestio´n de favoritos
La funcionalidad correspondiente a la gestio´n de favoritos es sencilla pero, a la vez, hubo
que investigar sobre la creacio´n y gestio´n de una pequen˜a base de datos en Android.
Android ofrece facilidades para la gestio´n de bases de datos SQLite, que son ideales para este
cometido, ya que simplemente se deben almacenar favoritos. Para la implementacio´n de esta base
de datos utilizando estas facilidades, simplemente se ha extendido la clase SQLiteOpenHelper,
en la cual se han especificado mediante sentencias SQL como se debe crear, actualizar y borrar
la base de datos (Figura 7.5).
95
Favorito
.idPAString[_]
.jsonPAJSONObject[_]
mFavoritolidPAString{AjsonPAJSONObjectp
mgetIdlpPAString
msetIdlidPAStringpPAvoid
mgetJsonlpPAJSONObject
msetJsonljsonPAJSONObjectpPAvoid
SQLiteFavoritoDao
mTAGPAString[_]A;A=SQLiteFavoritoDao=
.dbPASQLiteDatabase[_]
.dbHelperPAFavoritosSQLiteHelper[_]
.columnasPAString[][_]A;A{AAAAAAAAAAAAAAFavoritosSQLiteHelperCCOLUMNA_ID{AAAAAAAAAAAAAAFavoritosSQLiteHelperCCOLUMNA_JSONAAAAAA}
mSQLiteFavoritoDaolcontextoPAContextp
mopenlpPAvoid
mcloselpPAvoid
maddFavoritolfavoritoPAFavoritopPAString
mupdateFavoritolfavoritoPAFavoritopPAboolean
mgetFavoritolidFavoritoPAStringpPAFavorito
mremoveFavoritolfavoritoPAFavoritopPAvoid
mgetFavoritoslpPAList
.cursorAFavoritolcursorPACursorpPAFavorito
FavoritosSQLiteHelper
mTABLA_FAVORITOSPAString[_]A;A=FAVORITOS=
mCOLUMNA_IDPAString[_]A;A=id=
mCOLUMNA_JSONPAString[_]A;A=json=
.DATABASE_NOMBREPAString[_]A;A=favoritosCdb=
.DATABASE_VERSIONPAint[_]A;A_
.DATABASE_CREATEPAString[_]A;A=CREATEATABLEA=AmATABLA_FAVORITOSAmA=l=AAAAAAAAAAAAAAmACOLUMNA_IDAmA=ATEXTAPRIMARYAKEY{A=AAAAAAAAAAAAAAmACOLUMNA_JSONAmA=ATEXTANOTANULL=AAAAAAAAAAAAAAmA=pY=
.DATABASE_DROPPAString[_]A;A=DROPATABLEAIFAEXISTSA=AmATABLA_FAVORITOS
mFavoritosSQLiteHelperlcontextoPAContextp
monCreatelsqLiteDatabasePASQLiteDatabasepPAvoid
monUpgradelsqLiteDatabasePASQLiteDatabase{AiPAint{Ai}PAintpPAvoid
Figura 7.5: Diagrama de clases correspondiente a la gestio´n de favoritos.
Con este objeto creado ya se podr´ıa directamente trabajar con la base de datos, pero para
facilitar au´n ma´s esta tarea, se ha elaborado una implementacio´n del patro´n de disen˜o DAO
(Data Access Object), con el cual se consigue trabajar con la base de datos pra´cticamente
como si de un objeto se tratase. Para ello se ha creado una interfaz, llamada FavoritoDao, con
los me´todos necesarios para trabajar como si se tratase de una coleccio´n Java (Co´digo 7.5).
Posteriormente se ha implementado esta interfaz espec´ıfica para SQLite, utilizando el objeto
creado anteriormente para interactuar con la base de datos.
Co´digo 7.5: Interfaz FavoritoDao.
1 pub l i c i n t e r f a c e FavoritoDao {
2 pub l i c void open ( ) throws SQLException ;
3
4 pub l i c void c l o s e ( ) ;
5
6 pub l i c S t r ing addFavorito ( Favor i to f a v o r i t o ) ;
7
8 pub l i c boolean updateFavor ito ( Favor i to f a v o r i t o ) ;
9
10 pub l i c Favor i to ge tFavor i to ( S t r ing idTarea ) ;
11
12 pub l i c void removeFavorito ( Favor i to f a v o r i t o ) ;
13
14 pub l i c L is t<Favorito> ge tFavor i t o s ( ) ;
15 }
7.2. Reconocimiento de ima´genes
Esta parte del sistema, es la encargada de reconocer las ima´genes. Para ello, debera´ re-
cibir un conjunto de ima´genes y una imagen para buscar en este . Este mo´dulo del sistema,
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debera´ realizar el procedimiento necesario para determinar si la imagen esta´ contenida en el
conjunto de ima´genes o no.
7.2.1. Deteccio´n y comparacio´n de descriptores
Como se vio en el cap´ıtulo 2, el correspondiente al Estudio Previo, para comparar dos
ima´genes hace falta un algoritmo que detecte los puntos descriptores de las ima´genes, y un
algoritmo que compare estos puntos entre las diferentes ima´genes, buscando similitudes entre
ellos.
Para obtener los algoritmos ma´s adecuados para este sistema, se han implementado los
algoritmos SURF, SIFT, ORB, FLANN y BFMatcher, para poder realizar las pruebas necesarias
y comprobado su funcionamiento en el a´mbito de este proyecto.
Para la implementacio´n de los algoritmos detectores de descriptores, se ha optado por crear
una clase abstracta, llamada Detector, la cual contenga el me´todo detectar. El objetivo de esta
clase, es que cada algoritmo que se quiera an˜adir, simplemente debera´ extender esta clase, por
lo tanto, se podra´ intercambiar con facilidad el tipo de algoritmo, cosa realmente u´til, sobre
todo para las pruebas.
En este caso, se han implementado los tres algoritmos mencionados anteriormente, mediante
las clases DetectorSURF, DetectorSIFT y DetectorORB, que como se ha dicho, extienden a la
clase Detector. En la Figura 7.6, se puede ver el diagrama de clases de esta estructura.
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Detector
+__init__(self:ustring,unombre:ustring,udetector:ustring):ustring
+getNombre(self:ustring):ustring
+detectar(self:ustring,uimagen:ustring):ustring
DetectorSURF
+__init__(self:ustring,uhessianThreshold:ustring):ustring
+getParametros(self:ustring):ustring
+setParametros(self:ustring,uhessianThreshold:ustring,unOctaves:ustring,unOctaveLayers:ustring):ustring
+detectar(self:ustring,uimagen:ustring):ustring
+__str__(self:ustring):ustring
DetectorSIFT
+__init__(self:ustring,unFeatures:ustring):ustring
+getParametros(self:ustring):ustring
+detectar(self:ustring,uimagen:ustring):ustring
+__str__(self:ustring):ustring
DetectorORB
+__init__(self:ustring,unFeatures:ustring):ustring
+detectar(self:ustring,uimagen:ustring):ustring
+__str__(self:ustring):ustring
Figura 7.6: Diagrama de clases del algoritmo detector.
Por lo tanto, todas estas clases contienen un me´todo detectar que sera´ el encargado de
analizar la imagen en bu´squeda de sus descriptores y de devolver un objeto ImagenAnalizada
que contenga el resultado de este .
La implementacio´n de este por parte de los diferentes algoritmos, se simplifica gracias a
la utilizacio´n de OpencCV. Para el caso de SURF y SIFT basta con crear una instancia de
estos llamando a cv2.SURF() o cv2.SIFT() y llamar a su me´todo detecteAndCompute, el cual
devuelve dos vectores con los keypoints y los descriptores. Para el algoritmo ORB tambie´n se
debe crear una instancia con cv2.ORB(), pero en este caso hay que realizar dos pasos: primero
calcular los keypoints con detect, y luego calcular los descriptores con compute.
En cuanto a la comparacio´n de descriptores, se ha seguido el misma patro´n que para la de
los descriptores. Como se puede observar en la Figura 7.7, se ha creado una clase abstracta
Comparador, la cual contiene el me´todo abstracto comparar.
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Comparador
+__init__(self:Kstring,Knombre:Kstring,Kcomparador:Kstring):Kstring
+getNombre(self:Kstring):Kstring
+getPintar(self:Kstring):Kstring
+setPintar(self:Kstring,Kpintar:Kstring):Kstring
+comparar(self:Kstring,KimagenConsulta:Kstring,KimagenEntrenamiento:Kstring):Kstring
+compararVarios(self:Kstring,KimagenesEntrenamiento:Kstring,KimagenConsulta:Kstring):Kstring
ComparadorFLANN
+__init__(self:Kstring,KflannIndexKDTree:Kstring):Kstring
+getParametros(self:Kstring):Kstring
+setParametros(self:Kstring,KflannIndexKDTree:Kstring):Kstring
+comparar(self:Kstring,KimagenEntrenamiento:Kstring,KimagenConsulta:Kstring):Kstring
ComparadorBFMatcher
+__init__(self:Kstring):Kstring
+comparar(self:Kstring,KimagenEntrenamiento:Kstring,KimagenConsulta:Kstring):Kstring
Figura 7.7: Diagrama de clases del algoritmo comparador.
Como se ha hecho con los algoritmos detectores, tambie´n se ha extendido la clase Comparador
con los algoritmos que se desea probar, en este caso, se han creado las clases ComparadorFlann
y ComparadorBFMatcher.
La implementacio´n de estas dos clases tambie´n se simplifica gracias la librer´ıa OpenCV. Para
el algoritmo FLANN se creo´ una instancia de e´l, mediante el objeto cv2.FlannBasedMatcher
y, posteriormente, se buscan las coincidencias llamando al me´todo knnMatch, que devuelve un
vector con todos los descriptores comunes. Por otro lado, para BFMatcher se creo´ una instancia
del objeto cv2.BFMatcher y, a continuacio´n, se llamo´ al me´todo match que, al igual que el
anterior, devuelve un vector con los descriptores comunes entre las ima´genes.
7.2.2. Proceso de Reconocimiento
Hasta aqu´ı, se ha explicado el proceso por separado, pero ahora se pasa a la parte de unir
estos algoritmos para obtener un algoritmo reconocedor de ima´genes.
Siguiendo las pautas de disen˜o del software que se han seguido en la implementacio´n de los
algoritmos de deteccio´n y comparacio´n de detectores, se ha construido un objeto Reconocedor,
el cual sera´ el encargado de realizar el proceso de reconocimiento, y debe recibir como para´me-
tros: un objeto correspondiente a la base de datos, un detector, un detector ma´s estricto y un
comparador.
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Reconocedor
j__init__Jself:Vstring,VbaseDeDatos:Vstring,Vdetector:Vstring,Vcomparador:Vstring,VdetectorAux:Vstring,Vhistograma:VstringS:Vstring
jsetComparadorJself:Vstring,Vcomparador:VstringS:Vstring
jsetDetectorJself:Vstring,Vdetector:VstringS:Vstring
jreconocerJself:Vstring,VimagenEntrenamiento:Vstring,VimagenConsulta:VstringS:Vstring
jreconocerMultiJself:Vstring,Vi:Vstring,VimagenConsulta:VstringS:Vstring
jreconocerVariosJself:Vstring,VrutaImagen:VstringS:Vstring
jcargarBaseDeDatosJself:VstringS:Vstring
jcargarBaseDeDatosRutaJself:VstringS:Vstring
Detector
j__init__Jself:Vstring,Vnombre:Vstring,Vdetector:VstringS:Vstring
jgetNombreJself:VstringS:Vstring
jdetectarJself:Vstring,Vimagen:VstringS:Vstring
Comparador
j__init__Jself:Vstring,Vnombre:Vstring,Vcomparador:VstringS:Vstring
jgetNombreJself:VstringS:Vstring
jgetPintarJself:VstringS:Vstring
jsetPintarJself:Vstring,Vpintar:VstringS:Vstring
jcompararJself:Vstring,VimagenConsulta:Vstring,VimagenEntrenamiento:VstringS:Vstring
jcompararVariosJself:Vstring,VimagenesEntrenamiento:Vstring,VimagenConsulta:VstringS:Vstring
BaseDeDatos
j__init__Jself:Vstring,VrutaImagenesBaseDeDatos:Vstring,VrutaImagenesAcesos:VstringS:Vstring
jgetExtensionesJself:VstringS:Vstring
jgetRutaImagenesJself:VstringS:Vstring
jgetImagenesJself:VstringS:Vstring
jgetImagenPorIdJself:Vstring,V_id:VstringS:Vstring
jguardarImagenJself:Vstring,Varchivo:VstringS:Vstring
jinsertarAccesoJself:Vstring,Vacceso:VstringS:Vstring
jallowed_fileJself:Vstring,Vfilename:VstringS:Vstring
jJSONificarJself:Vstring,Vobjeto:VstringS:Vstring
Figura 7.8: Diagrama de clases del algoritmo reconocedor.
Como se puede ver en la Figura 7.8, la clase Reconocedor contiene varios me´todos para
realizar su cometido. El me´todo reconocer es el que realiza el proceso comparando dos ima´genes
y devolviendo un vector con los puntos que tienen en comu´n (Co´digo 7.6). En cambio, el me´todo
ma´s interesantes es el llamado reconocerVarios, ya que es el que busca una imagen en la base
de datos.
Co´digo 7.6: Fragmento del me´todo reconocer.
1 f o r i in range ( l en ( imagenesEntrenamiento . va lue s ( ) ) ) :
2 i f s e l f . u sa rH i l o s :
3 thread = HiloComparador ( i , ” Hi lo Comparador” , i , imagenConsulta , s e l f )
4 threads . append ( thread )
5 thread . s t a r t ( )
6 e l s e :
7 s e l f . r e conoce r ( i , imagenConsulta )
8
9 i f s e l f . u sa rH i l o s :
10 s e l f . pool . map( s e l f . reconocerMult i , l i s t a A r g s )
11 f o r t in threads :
12 t . j o i n ( )
Para realizar este proceso con e´xito, se han realizado los siguientes 5 pasos:
• Reducir la imagen.
• Calcular descriptores.
• Comparar con la base de datos.
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• Ordenar las coincidencias.
• Determinar el resultado.
En el primer paso, siguiendo la recomendacio´n del tutor Rau´l Montoliu, experto en visio´n,
y despue´s de aplicar diferentes pruebas se observo´ que reduciendo todas las ima´genes al mismo
taman˜o, se obtienen mejores resultados, por lo tanto lo primero que se hace es reducir la imagen
al mismo taman˜o, se opto´ por 1000 p´ıxeles de ancho y lo correspondiente de alto, ya que de esta
la imagen no sera´ ni muy grande (muchos descriptores), ni muy pequen˜a (pocos descriptores).
En segundo paso, se calculan los detectores de la imagen utilizando el detector SURF. Si
como resultado de este ca´lculo no se obtiene un nu´mero mı´nimo de detectores, se vuelve a realizar
un segundo ana´lisis, pero esta vez con el detector ma´s estricto. Si aun as´ı no se llega al umbral
establecido, el proceso termina alegando de que la imagen no tiene suficiente calidad. Este
nu´mero mı´nimo, ha sido calculado a partir de la realizacio´n de pruebas con diferentes logotipos,
los cuales suelen tener pocos descriptores. Como conclusio´n de estas pruebas se determino´ que
un buen nu´mero mı´nimo eran 50 descriptores.
Despue´s,en el tercer paso, se realiza un recorrido a las ima´genes de la base de datos, com-
parando cada una de ellas con la imagen que se desea encontrar y guardando los resultados en
un vector, adaptado para ello.
Una vez obtenidos los resultados de las comparaciones en un vector, en el cuarto paso, este
se ordena por el porcentaje correspondiente al nu´mero de coincidencias obtenidas, respecto al
nu´mero de descriptores que contiene la imagen de la base de datos (la que esta esta´ recortada).
Con tal de afinar ma´s en el reconocimiento, se ha establecido un porcentaje mı´nimo de coinci-
dencias, el cual se ha calculado comparando todas las pruebas realizadas, y se ha determinado
que para una imagen ser reconocida, deben coincidir, como mı´nimo, el 25 % de los descriptores.
Y, por u´ltimo, el u´ltimo paso, es determinar el resultado. Si despue´s de este proceso queda
alguna imagen o ima´genes, el resultado del reconocimiento es la que se encuentra en la primera
posicio´n de este vector. Si no queda ninguna imagen, se determina que no se ha podido reconocer
la imagen.
7.2.3. Paralelizacio´n del proceso
Una vez el algoritmo funciona de una manera efectiva, se buscaron maneras de mejorar su
eficiencia. Mientras la base de datos contenga un nu´mero bajo de ima´genes, con el algoritmo
implementado en los apartados anteriores no habra´ problema. Pero si la base de datos empieza
a crecer, puede que se tarde un tiempo considerable en realizar el proceso. Es por esto que se
ha an˜adido la funcionalidad necesaria para que este se ejecute de forma paralela.
Para ello, el me´todo reconocerVarios en vez de llamar al me´todo reconocer por cada ima´gen,
arrancara´ un hilo, que sera´ el encargado de realizar la tarea. Por tanto, se lanzara´n tantos hilos
como ima´genes contenga la base de datos.
Para que desde los diferentes hilos se pueda comparar las ima´genes, se ha an˜adido un me´todo
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llamado reconocerMulti, que viene a ser la versio´n paralela del utilizado anteriormente, reconocer.
Adema´s, para que estos hilos puedan almacenar los resultados de manera paralela, se ha creado
un vector global, donde cada hilo guardara´ en una posicio´n diferentes los resultados obtenidos.
Estos resultados se guardan en forma de diccionario, es decir, por cada posicio´n del vector, este
contendra´ un diccionario con la imagen analizada y las coincidencias obtenidas.
Despue´s de lanzar los hilos, el mismo me´todo reconocedorVarios, tiene que esperar a que
estos terminen su ejecucio´n, y entonces puede seguir los mismos pasos que el procedimiento
anterior, pero desde el vector global.
7.3. Servidor
La parte del servidor del sistema esta´ realizada en su totalidad con el lenguaje de programa-
cio´n Python, y se compone principalmente de cuatro mo´dulos: servidor, modelo, base de datos
y el reconocimiento, visto en la seccio´n anterior.
7.3.1. Servicios REST
Gracias a la utilizacio´n de Python Flask, esta parte resulto´ una tarea sencilla, ya que sim-
plemente con la utilizacio´n de anotaciones en los me´todos conseguimos que estos se llamen al
acceder a la URL insertada en la anotacio´n.
Por ejemplo, para el servicio que devuelve el thumbnail de una imagen a partir de la id, al
an˜adir la anotacio´n app.route con la direccio´n a la que se deben realizar las peticiones, cuando se
realicen estas, directamente se llamara´ a este me´todo (Co´digo 7.7). De esta manera tan sencilla
se han elaborado el resto de servicios Rest.
Co´digo 7.7: Servicio REST para obtener el thumbnail de una imagen.
1 @app . route ( ’ / thumbnail/< i d e n t i f i c a d o r> ’ )
2 de f getThumbnail ( i d e n t i f i c a d o r ) :
3 ’ ’ ’ S e r v i c i o que r e c i b e l a id de una imagen y devuelve l a imagen
4 thumbnail c o r r e spond i en t e . ’ ’ ’
5
6 ruta = os . path . j o i n (RUTA IMAGENES BASEDEDATOS, i d e n t i f i c a d o r ,
7 ’ thumbnail . jpg ’ )
8
9 re turn s e n d f i l e ( ruta , mimetype=’ image/ jpg ’ )
Adema´s de este servicio para obtener el thumbnail, se ha implementado el servicio detra´s del
cual esta´ la principal funcio´n del sistema, la de reconocer una imagen, al cual se le ha llamado
procesarImagen. Este recibe una imagen y conecta con el mo´dulo de reconocimiento para iniciar
este proceso, y una vez se obtiene el resultado de este, se devuelve el resultado en forma de
JSON.
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7.3.2. Modelo
Para trabajar directamente con objetos se ha elaborado un mo´dulo correspondiente al mo-
delo del sistema. Este consiste de una serie de clases correspondientes a los objetos con los que
se trabaja a lo largo de la implementacio´n del servidor.
Los principales objetos son las ima´genes. Para estas, se ha disen˜ado, como se pudo ver en la
parte de disen˜o, una jerarqu´ıa en la cual existe una clase abstracta Imagen y un clase por cada
tipo de imagen, la cual extiende a la clase abstracta (Figura 7.9).
Imagen
+__init__(self:vstring,v_id:vstring,vtipo:vstring,vnombre:vstring,vdescripcion:vstring):vstring
+getId(self:vstring):vstring
+__str__(self:vstring):vstring
ImagenWeb
+__init__(self:vstring,v_id:vstring,vnombre:vstring,vdescripcion:vstring,vhtml:vstring):vstring
ImagenUrl
+__init__(self:vstring,v_id:vstring,vnombre:vstring,vdescripcion:vstring,vurl:vstring):vstring
ImagenGaleria
+__init__(self:vstring,v_id:vstring,vnombre:vstring,vdescripcion:vstring,vlistaURLs:vstring):vstring
ImagenVideo
+__init__(self:vstring,v_id:vstring,vnombre:vstring,vdescripcion:vstring,vurlVideo:vstring):vstring
ImagenAudio
+__init__(self:vstring,v_id:vstring,vnombre:vstring,vdescripcion:vstring,vurlAudio:vstring):vstring
Acceso
+__init__(self:vstring,vso:vstring,vversionSO:vstring,vdispositivo:vstring):vstring
+setEstado(self:vstring,vestado:vstring):vstring
+__str__(self:vstring):vstring
Estado
+__init__(self:vstring,vcodigo:vstring,vimagen:vstring):vstring
+__str__(self:vstring):vstring
+crearImagenDesdeJSON(imagenJSON:vstring):vstring
Figura 7.9: Diagrama de clases del modelo contenido en el servidor.
Por otro lado, se han implementado dos objetos ma´s, llamados Estado y Acceso. El estado
se utiliza para almacenar y devolver el resultado del ana´lisis. Mientras que, el acceso se utiliza
para almacenar estad´ısticas en la base de datos de las peticiones realizadas al servidor, adema´s
este contiene el estado resultante de esta.
Por u´ltimo, en este mo´dulo tambie´n se han implementado los me´todos necesarios para par-
sear estos objetos al formato JSON y viceversa, cosa que es necesaria para almacenarlos en la
base de datos MongoDB y para enviarlos al dispositivo mo´vil a trave´s de los servicios Rest.
7.3.3. Base de Datos
Este mo´dulo del sistema, se ha disen˜ado u´nicamente para conectar con la base de datos. En
e´l, se ha implementado un objeto, llamado BaseDeDatos, el cual establece una conexio´n con la
base de datos MongoDB.
Adema´s, el objetivo de este, es actuar como pasarela entre el resto de la aplicacio´n y la base
de datos, de manera que contiene los me´todos de consulta e insercio´n necesarios para realizar
las operaciones a trave´s de este .
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Co´digo 7.8: Clase correspondiente al objeto BaseDeDatos, utilizado para la conexio´n con la base
de datos.
1 c l a s s BaseDeDatos ( ob j e c t ) :
2 ’ ’ ’ Objeto para g e s t i o n a r l a comunicacion con l a base de datos
3 MongoDB. ’ ’ ’
4 de f i n i t ( s e l f , rutaImagenesBaseDeDatos , rutaImagenesAcesos ) :
5 s e l f . connect ion = Connection ( )
6 s e l f . db = s e l f . connect ion . ServidorReconocimientoIMG
7 s e l f . rutaImagenesBaseDeDatos = rutaImagenesBaseDeDatos
8 s e l f . rutaImagenesAcesos = rutaImagenesAcesos
9 s e l f .EXTENSIONES = s e t ( [ ’ png ’ , ’ jpg ’ , ’ jpeg ’ , ’ g i f ’ ] )
10
11 de f getImagenPorId ( s e l f , i d ) :
12 ’ ’ ’ Devuelve una ob je to de t ipo Imagen con l a id e s p e c i f i c a d a . ’ ’ ’
13 re turn crearImagenDesdeJSON ( s e l f . db . imagenes . f i nd on e ({ ’ i d ’ :
14 ObjectId ( i d )} ) )
Para realizar dicha conexio´n, se ha utilizado la librer´ıa PyMongo, la cual contiene las herra-
mientas necesarias para conectar con una base de datos MongoDB desde el lenguaje Python.
Esta, adema´s de ser simple, es el me´todo recomendado por los creadores de MongoDB para
realizar esta conexio´n. http://api.mongodb.org/python/current/
En cuanto a la base de datos, simplemente se han creado dos colecciones: Ima´genes y Accesos.
En las ima´genes se guardan los objetos del modelo correspondiente a las ima´genes, los cuales,
dependiendo del tipo tendra´n unos campos o otros. Al ser una base de datos noSQL no hay
ningu´n problema en hacerlo de esta manera. Por otro lado, en la coleccio´n Accesos se guardara´n
los objetos de tipo Accesos, que a su vez contienen un objeto estado.
7.3.4. Puesta en marcha
Cuando el servidor arranca, se crea un objeto BaseDeDatos, uno del tipo Comparador y
otro del tipo Detector, con estos tres se crea el objeto Reconocedor que sera´ el que se utilice en
las funciones del sistema.
Al crearse dicho objeto, se calculan los detectores de todas las ima´genes de la base de datos
y se cargan en memoria, con lo se consigue por una parte acelerar el proceso de reconocimiento,
pero por otra tambie´n reducir el coste de almacenamiento de la base de datos, ya que puede no
resultar factible, teniendo en cuenta que almacenar en la base de datos supone mucho mayor
coste que almacenar las ima´genes en s´ı, y debido a la gran capacidad de memoria RAM existente
hoy en d´ıa, esto no supone un problema para el servidor.
Por u´ltimo, para ejecutar el programa constantemente en el servidor de una manera sencilla,
siguiendo la recomendacio´n del experto de la empresa, se ha utilizado la herramienta forever,
mediante la cual se consigue que un programa se ejecute continuamente, sin necesidad de crear
un demonio espec´ıfico [28].
104
En el siguiente cap´ıtulo, se presentan los resultados obtenidos en las diversas pruebas reali-
zadas con los algoritmos de deteccio´n y comparacio´n de descriptores disponibles en la librer´ıa
OpenCV, con el objetivo de obtener la configuracio´n que mejores resultados obtiene con las
ima´genes de prueba del proyecto
Para la realizacio´n de dichas pruebas se ha elaborado un conjunto de ima´genes de prueba, con
las que poder observar los diferentes comportamientos de los algoritmos. Teniendo en cuenta que
la aplicacio´n se podra´ utilizar en dispositivos con el sistema operativo Android, los cuales pueden
tener diferentes ca´maras con distintas resoluciones, se ha realizado para cada imagen, la misma
fotograf´ıa desde tres dispositivos con resoluciones de 3, 5 y 8 megapixels. Las caracter´ısticas de
estos las podemos ver en la Tabla 7.1.
Dispositivo Ca´mara
ZTE Grand X Quad
V987
8 MP, 3264 x 2448
pixels
Samsung I8190
Galaxy S III mini
5 MP, 2592 x 1944
pixels
Samsung Galaxy
Young S6310
3.15 MP, 2048 x
1536 pixels
Tabla 7.1: Caracter´ısticas de los dispositivos utilizados para las pruebas (Fuente: GSMArena).
Adema´s de esto, para someter en un mayor riesgo de equivocacio´n a los algoritmos, en
el conjunto de ima´genes elegidas existen algunas muy parecidas, ima´genes con mucho detalle e
ima´genes con poco detalle. El conjunto de ima´genes elegidas para las pruebas de este documento
se pueden ver en la Figura 7.10.
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Figura 7.10: Conjunto de ima´genes utilizadas para las pruebas.
Para todas las pruebas se han utilizado dos ima´genes a comparar con el resto de ima´genes
del conjunto de pruebas. La primera, es la fotograf´ıa realizada al libro “Android 4 de Reto
Meier”, con una resolucio´n de 8 MegaPixeles, ya que esta es, de las ima´genes elegidas, la que ma´s
puntos descriptores puede contener. Por otro lado, la segunda imagen corresponde a la fotograf´ıa
realizada al logo de la promocio´n “Por 1 cafe´ al d´ıa”, con una resolucio´n de 3 MegaPixeles, ya
que esta es la que menos descriptores deber´ıa contener.
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7.4. Para´metros por defecto
En esta primera prueba se compara el comportamiento por defecto de los tres algoritmos de-
tectores de imagen: SURF, SIFT y ORB, con sus valores por defecto. Para ello se han comparado
las dos ima´genes elegidas con estos algoritmos.
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Figura 7.11: Comparacio´n de algoritmos SURF, SIFT y ORB con la imagen Android4Maier-
Foto8.
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Figura 7.12: Comparacio´n de algoritmos SURF, SIFT y ORB con la ima´genes Por1cafealdia-
Foto3.
En los gra´fico de las figuras 7.11 y 7.12, se puede ver el resultado de esta primera prueba.
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Como conclusio´n de esta, indicar que parece que el detector ORB es el que obtiene un mayor
nu´mero de coincidencias entre la fotograf´ıa y la imagen de la base de datos, aunque es cierto
que el total de descriptores que obtiene es menor.
Una vez realizadas las pruebas comparando dos ima´genes con los diferentes algoritmos,
vienen las pruebas de estos algoritmos, pero esta vez, comparando una imagen con un conjunto
de ima´genes, para ver co´mo se comporta cada algoritmo en estos casos. Para ello, se comparan
las mismas dos ima´genes que en las pruebas anteriores, pero ahora contra todo el conjunto de
ima´genes de prueba.
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Figura 7.13: Descriptores y coincidencias resultantes de comparar la imagen Android4Maier-
Foto8 con el resto del conjunto de datos de prueba utilizando el algoritmo SURF.
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Figura 7.14: Descriptores y coincidencias resultantes de comparar la imagen Por1cafealdia-Foto3
con el resto del conjunto de datos de prueba utilizando el algoritmo SURF.
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Figura 7.15: Comparacio´n de las coincidencias obtenidas para las ima´genes Android4Maier-
Foto8 y Por1cafealdia-Foto3 con el algoritmo SURF.
En los gra´ficos de las Figuras 7.13 y 7.14, se puede ver la primera de estas pruebas, la
correspondiente al algoritmos SURF. En estos se puede observar que se detectan muchos des-
criptores, pero que en los dos casos se cumplen las expectativas y se encuentran un mayor
nu´mero de coincidencias en las ima´genes que son semejantes a las que se desea encontrar. En
109
el caso de Android4Meier, se puede apreciar que las coincidencias tambie´n se aproximan en
las resoluciones inferiores. Adema´s, en el gra´fico de la Figura 7.15 se puede ver el resultado
conjunto de las dos ima´genes, donde se diferencia claramente que las coincidencias aumentan
con las ima´genes adecuadas.
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Figura 7.16: Descriptores y coincidencias resultantes de comparar la imagen Android4Maier-
Foto8 con el resto del conjunto de datos de prueba utilizando el algoritmo SIFT.
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Figura 7.17: Descriptores y coincidencias resultantes de comparar la imagen Por1cafealdia-Foto3
con el resto del conjunto de datos de prueba utilizando el algoritmo SIFT.
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Figura 7.18: Comparacio´n de las coincidencias obtenidas para las ima´genes Android4Maier-
Foto8 y Por1cafealdia-Foto3 con el algoritmo SIFT.
En cuanto a la prueba correspondiente al algoritmos SIFT, la de los gra´ficos de las Figuras
7.16 y 7.17, los resultados obtenidos son bastantes parecidos a los que se obtuvieron con el
algoritmos SURF, respecto a la imagen Por1cafealdia. Pero, por lo que respecta a la imagen
Android4Meier, se puede apreciar una bajada en las coincidencias en las ima´genes semejantes, y
una pequen˜a subida en las ima´genes diferentes. En el gra´fico de la Figura 7.18, se puede observar
de una manera ma´s clara esta bajada de coincidencias.
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Figura 7.19: Descriptores y coincidencias resultantes de comparar la imagen Android4Maier-
Foto8 con el resto del conjunto de datos de prueba utilizando el algoritmo ORB.
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Figura 7.20: Descriptores y coincidencias resultantes de comparar la imagen Por1cafealdia-Foto3
con el resto del conjunto de datos de prueba utilizando el algoritmo ORB.
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Figura 7.21: Comparacio´n de las coincidencias obtenidas para las ima´genes Android4Maier-
Foto8 y Por1cafealdia-Foto3 con el algoritmo ORB.
Por u´ltimo, en los gra´ficos de las Figuras 7.19 y 7.20 se pueden apreciar las pruebas realizadas
para el algoritmo ORB. El resultado de estas es algo contradictorio ya que, por una parte, s´ı que
destacan las ima´genes semejantes, pero por otra parte, el resto de ima´genes obtiene un mayor
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nu´mero de coincidencias, cosa que hace ma´s dif´ıcil descartar ima´genes. En el gra´fico de la Figura
7.20, se puede apreciar como la l´ınea se mantiene muy alta para las ima´genes que no deber´ıa.
7.5. Para´metros algoritmo SURF
Con el objetivo de mejorar la comparacio´n de ima´genes, se han realizado una serie de pruebas
ajustando algunos para´metros disponibles en el algoritmos SURF. Los para´metros de los que
dispone SURF se pueden observar en la Tabla 7.2.
Para´metro Valor por defecto
hessianThreshold 400
nOctaves 4
nOctaveLayers 2
extended true
upright false
Tabla 7.2: Valores por defecto del algoritmo SURF.
En este caso, se han realizado pruebas solo con algunos de ellos, los que se han considerado
ma´s importantes. Estos son los siguientes:
• hessianThreshold: Umbral para la deteccio´n de descriptores.
• nOctaves: Nu´mero de octavas que el detector utilizara´.
• nOctaveLayers: Nu´mero de capas de octava por cada octava utilizada.
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Figura 7.22: Comparacio´n de las coincidencias obtenidas para la imagen Android4Maier-Foto8,
con diferentes valores de hessianThreshold.
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Figura 7.23: Comparacio´n de las coincidencias obtenidas para la imagen por1cafealdia-Foto3,
con diferentes valores de hessianThreshold.
En los gra´ficos de las Figuras 7.22 y 7.23 se pueden ver el resultado de las pruebas realizadas
cambiando el valor del para´metro hessianThreshold. En las dos ima´genes se puede observar que
cuanto ma´s alto es el valor, ma´s coincidencias se obtienen. Pero cuando el valor es 1000, en la
imagen Android4Meier se puede comprobar que empiezan a aumentar las coincidencias cuando
no deben, por lo tanto, como conclusio´n se podr´ıa decir que el valor que mejor responde es 800.
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Figura 7.24: Comparacio´n de las coincidencias obtenidas para la imagen Android4Maier-Foto8,
con diferentes valores de nOctaves.
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Figura 7.25: Comparacio´n de las coincidencias obtenidas para la imagen Por1cafealdia-Foto3,
con diferentes valores de nOctaves.
En cuanto al para´metro nOctaves, en los gra´ficos de las Figuras 7.24 y 7.25, se puede ver el
resultado de las pruebas. En este caso no se obtiene una gran diferencia con la variacio´n de este
para´metro. En los dos casos se podr´ıa decir que el mejor valor es 8, pero la diferencia respecto
de los valores cercanos apenas se aprecia.
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Figura 7.26: Comparacio´n de las coincidencias obtenidas para la imagen Android4Maier-Foto8,
con diferentes valores de nOctaveLayer.
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Figura 7.27: Comparacio´n de las coincidencias obtenidas para la imagen Por1cafealdia-Foto3,
con diferentes valores de nOctaveLayer.
Para el para´metro nOctaveLayers, se puede observar en los gra´ficos de las Figuras 7.26 y
7.27, que pasa al contrario que en los para´metros anteriores, y cuanto ma´s bajo es, mejores
resultados se obtienen. Concretamente el valor ma´s destacado de las pruebas es el 2.
7.6. Para´metros algoritmo SIFT
Al igual que en el algoritmo anterior, se han realizado pruebas con diferentes valores para
los para´metros de SIFT. Los para´metros junto a sus valores por defecto se pueden ver en la
Tabla 7.3.
Para´metro Valor por defecto
nFeatures 0
nOctaveLayers 3
contrastThreshold 0.4
edgeThreshold 10
sigma 1.6
Tabla 7.3: Valores por defecto del algoritmo SIFT.
En este caso, las pruebas se han realizado cambiando los valores de tres para´metros. Estos
son los siguientes:
• contrastThreshold: El umbral de contraste utilizado para filtrar las caracter´ısticas de´biles
(con bajo contraste) en las regiones semi-uniformes.
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• edgeThreshold: El umbral utilizado para filtrar las caracter´ısticas con bordes similares.
• nOctaveLayer: Nu´mero de capas en cada octava.
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Figura 7.28: Comparacio´n de las coincidencias obtenidas para la imagen Android4Maier-Foto8,
con diferentes valores de contrastThresold.
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Figura 7.29: Comparacio´n de las coincidencias obtenidas para la imagen Por1cafealdia-Foto3,
con diferentes valores de contrastThreshold.
En los gra´ficos de las Figuras 7.28 y 7.29 se pueden observar los resultados de las pruebas
realizadas con el para´metro contrastThreshold. En estos, se observa que la variacio´n de este
para´metro se ve altamente reflejada en el nu´mero de coincidencias. En su valor ma´ximo, saca
un alto nu´mero de coincidencias para las ima´genes semejantes, pero tambie´n para las que no lo
son, por eso parece que la mejor opcio´n es dejarlo entre 0.06 y 0.07.
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Figura 7.30: Comparacio´n de las coincidencias obtenidas para la imagen Android4Maier-Foto8,
con diferentes valores de edgeThreshold.
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Figura 7.31: Comparacio´n de las coincidencias obtenidas para la imagen Por1cafealdia-Foto3,
con diferentes valores de edgeThreshold.
Las siguientes pruebas se han realizado cambiando el valor del para´metro edgeThreshold, y
se pueden ver en los gra´ficos de las Figuras 7.30 y 7.31. En lo referente a la imagen Por1cafealdia
no se aprecia pra´cticamente las diferencias entre los diferentes valores, pero en cambio, en la
imagen Android4Meier, se aprecia un alto factor erro´neo a favor de las ima´genes que no son
semejantes a esta. Por lo tanto, se puede concluir que dicho para´metro debe contener un valor
intermedio, en este caso 10.
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Figura 7.32: Comparacio´n de las coincidencias obtenidas para la imagen Android4Maier-Foto8,
con diferentes valores de nOctaveLayer.
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Figura 7.33: Comparacio´n de las coincidencias obtenidas para la imagen Poe1cafealdia-Foto3,
con diferentes valores de nOctaveLayer.
Por u´ltimo, se hicieron pruebas referentes al para´metro nOctaveLayer, las cuales se pueden
ver en los gra´ficos de las Figuras 7.32 y 7.33. En estas se puede observar que con el valor 1 saca
ma´s coincidencias para las ima´genes semejantes, pero tambie´n saca ma´s para las diferentes.
Adema´s, en la imagen Por1cafealdia no llega a sacar tantas como los otros valores. Por lo tanto,
se ha llegado a la conclusio´n de que un para´metro intermedio es la mejor opcio´n, en este caso 2.
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7.7. Para´metros algoritmo ORB
Siguiendo la misma l´ınea que los algoritmos anteriores, se han realizado pruebas con distintas
valores para los para´metros del algoritmo ORB. En la Tabla 7.4 se pueden ver los para´metros
de este con sus valores por defecto.
Para´metro Valor por defecto
nFeatures 500
scaleFactor 1.2f
nlevels 8
edgeThreshold 31
firstLevel 0
WTA K 2
scoreType
ORB::HARRIS
SCORE
patchSize 31
Tabla 7.4: Valores por defecto del algoritmo ORB.
En este caso los para´metros no se han estudiado en profundidad, ya que despue´s de los
resultados obtenidos en las pruebas con para´metros por defecto, se tiene poca esperanza en su
uso.
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Figura 7.34: Comparacio´n de las coincidencias obtenidas para la imagen Android4Maier-Foto8,
con diferentes valores para sus para´metros.
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Figura 7.35: Comparacio´n de las coincidencias obtenidas para la imagen Pro1cafealdia-Foto3,
con diferentes valores para sus para´metros.
Para el algoritmo ORB, despue´s de ver en las primeras pruebas con los para´metros por
defecto, que los resultados no eran los esperados, no se hizo tanto hincapie´ en las pruebas de los
para´metros y, simplemente, se realizaron pruebas con tres series de para´metros. En los gra´ficos
de las Figuras 7.34 y 7.35, se pueden ver los resultados de estas pruebas, los cuales han servido
para confirmar que el uso de ORB en este proyecto no es el ma´s adecuado, ya que en los
diferentes para´metros probados con las dos ima´genes, siempre ha salido ganadora, en cuanto a
coincidencias, la imagen Por1cafealdia. Adema´s, se han obtenido bastantes coincidencias en las
ima´genes diferentes.
7.8. Para´metros algoritmo FLANN
Para el algoritmo comparador FLANN, tambie´n se han realizado pruebas con diferentes
valores para sus para´metros, con el objetivo de que el nu´mero de coincidencias encontradas sea
el adecuado. Los para´metros que se han tenido en cuenta son los siguientes:
• FLANN INDEX: Nu´mero de kd-trees que se utilizara´n en paralelo.
• COEFICIENTE DISTANCIA: Distancia mı´nima que debe haber entre dos puntos, para
considerarse como coincidencia.
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Figura 7.36: Comparacio´n de las coincidencias obtenidas para la imagen Android4Maier-Foto8,
con diferentes valores de FLANN INDEX.
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Figura 7.37: Comparacio´n de las coincidencias obtenidas para la imagen Por1cafealdia-Foto3,
con diferentes valores de FLANN INDEX.
En los gra´ficos de las Figuras 7.36 y 7.36 se pueden ver los resultados de las pruebas realizadas
sobre el para´metro FLANN INDEX. Para la imagen Por1cafealdia no se aprecian diferencias
al cambiar los para´metros, mientras que, en la imagen Android4Maier, a pesar de que las
diferencias son pocas, se puede concluir que los mejores resultados esta´n entorno a los para´metros
de 1 a 4.
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Figura 7.38: Comparacio´n de las coincidencias obtenidas para la imagen Android4Maier-Foto8,
con diferentes valores de COEFICIENTE DISTANCIA.
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Figura 7.39: Comparacio´n de las coincidencias obtenidas para la imagen Por1cafealdia-Foto3,
con diferentes valores de COEFICIENTE DISTANCIA.
En cuanto a las pruebas realizadas con el valor COEFICIENTE DISTANCIA, las cuales se
pueden ver en los gra´ficos de las Figuras 7.38 y 7.39. Se puede ver claramente, como es lo´gico,
que a ma´s distancia, ma´s coincidencias. Viendo los resultados, parece ser que la distancia ma´s
adecuada es ente 0.7 y 0.8.
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Cap´ıtulo 8
Resultado Final
En este cap´ıtulo se presenta el resultado final de la aplicacio´n mo´vil. Para ello, se mostrara´n
capturas de pantalla de las diferentes partes de la aplicacio´n, dividie´ndolas en las distintas partes
de que se compone esta.
Al igual que en el cap´ıtulo de disen˜o (Cap´ıtulo 6), antes de pasar a ver el resultado de la
aplicacio´n ma´s profundamente, se presenta una visio´n general de esta, en la que se ha seguido
el flujo que el usuario debera´ realizar para ver los resultados del reconocimiento, utilizando las
capturas finales que se explicara´n ma´s profundamente en las siguientes secciones (Figura 8.1).
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¿tipo?
¿error?
Figura 8.1: Visio´n general del flujo de la aplicacio´n, mendiante capturas finales.
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8.1. Tutorial
Al iniciar la aplicacio´n, lo que primero vera´ el usuario sera´ el tutorial. En este se pretende
guiar al usuario sobre las utilidades de la aplicacio´n. Para ello, se ha disen˜ado un estilo moderno,
en el que se ha buscado la sencillez a la vez que la vistosidad. Para la transicio´n entre los pasos
se ha optado por el esta´ndar que se sigue en todas las aplicaciones, deslizando con el dedo. En
las figuras 8.2 - 8.5 podemos ver los cuatro pasos de los que se compone dicho tutorial.
Figura 8.2: Captura final del paso 1 del tu-
torial.
Figura 8.3: Captura final del paso 2 del tu-
torial.
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Figura 8.4: Captura final del paso 3 del tu-
torial.
Figura 8.5: Captura final del paso 4 del tu-
torial.
8.2. Pantallas Principales
Una vez ya se ha visto o saltado el tutorial, se accede a las pantallas principales de la
aplicacio´n. La transicio´n entre estas se realiza arrastrando con el dedo, como en el tutorial o,
simplemente, pulsando en la pestan˜a correspondiente.
Primero, y quiza´s la pantalla ma´s importante de estas, tenemos la pantalla de “inicio”
(Figura 8.6). Esta simplemente ofrece un mensaje de bienvenida seguido de un boto´n desde el
que se accede a la ca´mara, para empezar el proceso de reconocimiento.
Seguidamente, se encuentra la pantalla de “favoritos” (Figura 8.7), en la cual se muestra
una lista de los resultados guardados como tal, de los que se ofrece una informacio´n mı´nima, y
simplemente pulsando sobre ellos se puede acceder a su contenido.
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Figura 8.6: Captura final de la vista “ini-
cio”.
Figura 8.7: Captura final de la vista “favo-
ritos”.
Por u´ltimo, tenemos la pantalla de “acerca de” (Figura 8.8), en la cual se encuentra una
pequen˜a informacio´n sobre la aplicacio´n y las licencias que se han utilizado para su desarrollo
(Figura 8.9). Adema´s, desde esta se ofrece la posibilidad de volver a ver el tutorial inicial.
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Figura 8.8: Captura final de la vista “acerca
de”.
Figura 8.9: Captura final de la vista “licen-
cias”.
8.3. Ca´mara y env´ıo
Una de las funciones principales de la aplicacio´n es la de realizar una fotograf´ıa o elegir una de
la galer´ıa, ya que sin esta funcionalidad no se podr´ıa enviar una imagen para su reconocimiento.
Esta se encuentra en la pantalla de “ca´mara” (Figura 8.10), la cual ofrece una simple vista de
ca´mara con los botones de realizar fotograf´ıa, acceder a la galer´ıa y cerrar.
Una vez el usuario ha realizado una fotograf´ıa o la ha obtenido de la galer´ıa, empieza el
proceso de reconocimiento. Para hacer constancia de este hecho, se muestra una animacio´n de
“escaneo”, en la cual se simula que la fotograf´ıa esta´ siendo analizada (Figura 8.11). Cuando el
proceso ha terminado se mostrara´ el resultado, o en caso de error, se mostrara´ la vista de “error”,
en la que muestran los diferentes tipos de errores (Figura 8.12), como “fallo en la conexio´n” o
“no se ha podido reconocer”.
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Figura 8.10: Captura final de la vista
“ca´mara”.
Figura 8.11: Captura final de la vista “ani-
macio´n”.
Figura 8.12: Captura final de la vista “error”.
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8.4. Resultados
El u´ltimo paso del proceso de reconocimiento es mostrar los resultados de este. Para ello se
han implementado diferentes vistas de resultado, una por cada tipo, pero siempre manteniendo
la misma estructura. En la parte de arriba se dispone de una barra de accio´n, en la cual se
muestra el t´ıtulo de la imagen, junto con las opciones de “compartir” y “favoritos”.
Si el resultado es de tipo web, se muestra directamente dicha web desde dentro de la apli-
cacio´n, pudiendo visualizarla de una manera ra´pida y sencilla (Figura 8.13).
En cambio, si el resultado es de tipo galer´ıa de ima´genes, se muestran las ima´genes a pantalla
completa, pudie´ndolas pasar, simplemente con el dedo, como en cualquier galer´ıa ofrecida por
un dispositivo ta´ctil (Figura 8.14). Adema´s, tambie´n se podra´n realizar los t´ıpicos gestio´n de
zoom con los dedos.
Figura 8.13: Captura final de la vista “re-
sultado web”.
Figura 8.14: Captura final de la vista “re-
sultado galer´ıa”.
Por otro lado, si el resultado es de tipo v´ıdeo (Figura 8.15), se mostrara´ el video en el
centro de la pantalla, junto con unos controles Multimedia en la parte de abajo, desde los que
se podra´ controlar las reproduccio´n de este, y los cuales desaparecera´n y aparecera´n al tocar la
pantalla.
Por u´ltimo, si el resultado es de tipo audio (Figura 8.16), se mostrara´ una descripcio´n de la
imagen reconocida junto a los controles multimedia para controlar la reproduccio´n de este.
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Figura 8.15: Captura final de la vista “au-
dio”.
Figura 8.16: Captura final de la vista “vi-
deo”.
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Cap´ıtulo 9
Conclusiones
En este u´ltimo cap´ıtulo se presentan las conclusiones te´cnicas y personales obtenidas durante
el desarrollo del proyecto. Adema´s, se planteara´ el posible trabajo futuro que se pueda desarrollar
a partir del resultado obtenido.
9.1. Conclusiones Te´cnicas
Tras la finalizacio´n del proyecto, desde el punto de vista te´cnico, se han alcanzando los
siguientes objetivos:
• Desarrollo de una aplicacio´n para el sistema operativo Android.
• Construccio´n de una pequen˜a base de datos SQLite para Android.
• Creacio´n de un servidor con servicios REST.
• Disen˜o e implementacio´n de una base de datos MongoDB.
• Reconocimiento de ima´genes utilizando los algoritmos de la librer´ıa OpenCV.
Estas metas alcanzadas complacen de manera placentera los objetivos planteados por la
empresa el inicio del proyecto. Por tanto, se puede afirmar, que desde el punto de vista te´cnico
el proyecto ha resultado ser un e´xito.
9.2. Conclusiones Personales
La realizacio´n de este proyecto y estancia en pra´cticas ha sido una tarea muy enriquecedora,
quiza´ la ma´s enriquecedora en toda la carrera, ya que se han obtenido experiencia en diferentes
aspectos que no se pueden aprender en las clases. Estos aspectos son los siguientes:
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• Aprender a programar para el sistema operativo Android. Inicialmente en solita-
rio y luego con el apoyo de los expertos de la empresa, se han aprendido los conocimientos
necesarios para desarrollar aplicaciones para este.
• Aprender a disen˜ar interfaces gra´ficas intuitivas para dispositivos mo´viles. Para
la implementacio´n de la aplicacio´n ha sido un punto importante el disen˜o de las interfaces
de usuario.
• Ver las bondades del trabajo en equipo en un entorno real. A lo largo de la carrera,
se han realizado numerosas pra´cticas de trabajo en equipo, pero durante la realizacio´n de
este proyecto se ha podido comprobar los aspectos positivos de este.
• Obtener una experiencia real con las metodolog´ıas a´giles. Durante la estancia se
han podido aplicar los conocimientos adquiridos en la asignatura Me´todos A´giles de una
manera pra´ctica.
• Dar importancia a las librer´ıas de terceros. En un proyecto como este, con un tiempo
acotado, resulta realmente u´til la utilizacio´n de librer´ıas estandarizadas que te ahorran
el trabajo de volver a implementar algunas funcionalidades sencillas, como hacer zoom a
una imagen.
• Conocer la importancia de las pruebas. A partir de la programacio´n para Android, se
ha podido conocer la necesidad de impartir multitud de pruebas para asegurar el correcto
funcionamiento de la aplicacio´n.
• Utilizacio´n de un servidor real. Durante la carrera, se ha trabajado con sistemas
que incluyen la implementacio´n de la parte correspondiente al servidor, pero no se hab´ıa
probado el funcionamiento de esta desde un servidor real.
Con la adquisicio´n de estos aspectos y con las objetivos te´cnicos alcanzados, vistos en el
punto anterior, se puede afirmar que se han superado con creces los objetivos establecidos al
inicio del proyecto, y comentados en la introduccio´n (Cap´ıtulo 1, Seccio´n 1.4).
Durante el aprendizaje y aplicacio´n de todos estos aspectos, se han ido viendo los conoci-
mientos adquiridos durante la carrera, donde se ha podido comprobar la necesidad y utilidad
de algunas asignaturas. Concretamente las asignaturas destacadas para la realizacio´n de este
proyecto han sido las siguientes:
• Todas las asignaturas sobre programacio´n, como Programacio´n Avanzada (EI1017)
o Estructuras de Datos (EI1013) donde se aprendieron los conceptos fundamentales
sobre esta para la elaboracio´n del proyecto.
• La asignatura Sistemas Distribuidos (EI1021), donde se adquirieron y aplicaron co-
nocimientos referentes a la arquitectura cliente-servidor, utilizada para la elaboracio´n del
proyecto.
• Las asignaturas Bases de Datos (EI1020) y Disen˜o e Implementacio´n de Bases
de Datos (EI1041), donde se estudiaron los conceptos ba´sicos sobre bases de datos y su
aplicacio´n.
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• La asignatura Algoritmia (EI1022), los conocimientos adquiridos sobre algoritmos y
costes computacionales, tuvieron un papel fundamental en la parte del reconocimiento de
ima´genes.
• La asignatura Programacio´n Concurrente y Paralela (EI1024), en la que se obtuvie-
ron los conocimientos necesarios sobre la utilizacio´n de hilos, utilizados para la paralizacio´n
de las tareas de reconocimiento.
• Las asignaturas Fundamentos de Ingenier´ıa del Software (EI1023) y Ana´lisis de
Software (EI1032), donde se aprendieron los conocimientos referentes a la elaboracio´n
de casos de uso, diagramas de clases, diagramas de actividades, y todo lo relacionado con
las fases de ana´lisis del software.
• La asignatura Disen˜o de Software (EI1039), en la cual se estudiaron los patrones de
disen˜o utilizados en la implementacio´n del proyecto. Adema´s, se obtuvieron conocimientos
sobre usabilidad, que han sido u´tiles a la hora de disen˜ar la interfaz de usuario de la
aplicacio´n.
• Las asignaturas Gestio´n de Proyectos de Ingenier´ıa del Software (EI1040) y
Me´todos A´giles (EI1050), donde se han adquirido los conocimientos utilizados para la
gestio´n y planificacio´n del proyecto utilizando metodolog´ıas a´giles.
9.3. Trabajo Futuro
El objetivo de este proyecto es muy ambicioso, ya que no se centra en un caso particular,
sino que se deja abierta su aplicacio´n para distintas funciones. Por lo tanto, es evidente que en
la duracio´n de la estancia en pra´cticas no se han podido cumplir todas las posibles funciones
que se quisieran implementar.
Por ello, la extensio´n del proyecto se podr´ıa mejorar con los siguientes puntos:
• Aumento de la velocidad del algoritmo reconocedor de ima´genes. Para ello se
deber´ıa realizar un estudio detallado de co´mo se podr´ıa reducir el tiempo. Durante la
elaboracio´n del proyecto se plantearon mejoras como no analizar todas las ima´genes, des-
cartando algunas directamente durante el proceso.
• Aumentar la efectividad del algoritmo reconocedor de ima´genes. Para este punto
tambie´n se deber´ıa realizar un estudio detallado, comparando las diferentes posibilidades,
como puede ser comparar tambie´n los colores de las ima´genes.
• Mejora de la paralelizacio´n del servidor. El modulo de reconocimiento y el servidor se
han realizado de manera independiente. Se han paralelizado las funciones de reconocimien-
to, pero utilizando variables globales. A consecuencia de esto, pueden haber problemas al
realizar peticiones simulta´neas al servidor. Para mejorar esto se deber´ıan convertir estas
variables globales en locales.
• Implementacio´n de una interfaz de administracio´n. Sera´ necesaria a la hora de
an˜adir ima´genes en el sistema de una manera sencilla. No obstante, no se ha podido
realizar por la duracio´n del proyecto.
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• Prueba del reconocimiento con objetos. Una propuesta de mejora, que no se ha
probado por falta de tiempo, ser´ıa comprobar el funcionamiento del sistema con objetos
e investigar sobre esta funcionalidad.
• Adicio´n de un elemento social al sistema. Integrar en los resultados funcionalidades
como an˜adir puntuacio´n o comentarios, de manera que los diferentes usuarios puedan
interactuar entre ellos.
• Integracio´n de la aplicacio´n con Google Analytics. An˜adiendo esta funcionalidad,
se permitir´ıa ver estad´ısticas sobre el uso de la aplicacio´n de una manera sencilla.
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Anexo A
Definiciones y Abreviaturas
API (Application Programming Interface): Conjunto de funciones o me´todos que
ofrece una biblioteca para ser utilizada por otro software como una capa de abstraccio´n.
REST (Representational State Transfer): Te´cnica de arquitectura software para sis-
temas distribuidos, como la World Wide Web, basada el protocolo HTTP.
SCRUM: Modelo de desarrollo a´gil que utiliza ciclos de desarrollo completos.
IDE (Integrated Development Environment)): Programa informa´tico compuesto por
un cojunto de herramientas de programacio´n (un editor de co´digo, un compilador, un depura-
dor y un constructor de interfaz gra´fica) el cual ofrece un marco de trabajo amigable para la
construccio´n de software.
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