Fairness index in communication networks. by Li, Fengjun. & Chinese University of Hong Kong Graduate School. Division of Information Engineering.




A Thesis Submitted in Partial Fulfillment 
of the Requirements for the Degree of 
Master of Philosophy 
in 
Information Engineering 
• The Chinese University of Hong Kong 
July 2004 
The Chinese University of Hong Kong holds the copyright of this thesis. Any 
person(s) intending to use a part or whole of the materials in the thesis in a 
proposed publication must seek copyright release from the Dean of the 
Graduate School. . 
« 
| ( l 3 EcCJSSjq 
iiwiSrv"""""/MJ 
N^^library SYSTEMX /^ 
Abstract 
There has recently been a rapid development of public networks that networks 
consisted of many agents form a peering relationship instead of the hierarchical 
one when these agents have equal authority with respect to communication and 
routing. How to classify the roles of the agents and evaluate their contributions 
in the networks is an interesting question to investigate. 
In this thesis, we introduced a new concept called fairness index to measure the 
relative contributions of self-authority servers in a large-scale network to 
network routing. The fairness index can be used in several aspects in network 
administration processes, such as overlay nodes grouping, negotiation of Multi-
Lateral Peering Agreements and routing function improving, etc. 
To level the contribution of all servers in an equal manner, the fairness index 
concept leads naturally to the idea of a perfectly fair solution. Efficiency and 
fairness are always two opposite aspects and need tradeoff considering network 
performance. Therefore, although a perfectly fair solution may not be an ideal 
« 
operating point due to efficiency considerations, it serves as a reference point 
for comparing contribution from various servers in a network. 
Via a concept of a pricing duality, connection of perfectly fair solutions to the 
von Neumann economic model is established. The concept of fair solution is 
i 
extended to a more general one, the equilibrium solution. It is easy to show 
that the equilibrium solution is the upper bound of the perfect fair solution and 
uniquely exists. 
• For implementation considerations, a distributed, low data rate control 
algorithm that converges to pre-defined fairness index targets with a satisfying 
speed is introduced and analyzed. Given some certain technical conditions, the 
convergence property of the algorithm is properly proved. A heuristic 
extension, which does not require a fairness index known a priori, is studied to 
provide a practical approach for realistic situations. 
As one implementation of the fairness index in the networks, we applied the 
fairness index concept in the routing function among peering entities. Based 
on the classic shortest path routing algorithm, we replaced the weighting 
. function assigned to links with fairness index related one. By selecting the 
shortest path, the routing takes the contribution of the nodes into consideration, 
and distributes the traffic accordingly. Compared with the traditional shortest 
path routing algorithm, the new scheme with the help of fairness index at each 
node offers a comparable performance in overall delay and a better 
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1.1 Motivations of this work 
Since its first implementation in 1969 - the ARPANET as four connecting 
nodes in four American Universities, Internet is built on the premise that all 
entities in the network participate in the routing of third party traffic whenever 
the demand is under the resource capacity limit. This altruism spirit helped the 
Internet grow to a dominant worldwide network in a relatively short time. 
However, given the dramatic development of the Internet, traffic exchanges 
among backbones and content providers are currently controlled by the Internet 
Service Providers. End users are not granted direct connectivity between each 
other, instead, connectivity is provided through network access servers 
provided by ISPs. The routing service is no longer free but maintained under a 
series of service level agreements (SLA) between ISPs. 
There are two peering route exchange policies: Bi-lateral Peering Agreement 
and Multi-Lateral Peering Agreement [1]. Individual agreements of BLPA are 
1 
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done only between two parties who want to exchange traffic with, and the 
traffics coming from one to the other are comparable in size. This kind of 
arrangement can be interpreted as a scheme to ensure fairness in routing 
contribution: similarly sized backbone servers make roughly the same amount 
of routing contribution to each other, while smaller servers must aggregate 
their traffic through backbone servers, typically for a price. More extensively, 
Multi-Lateral Peering Agreement (MLPA) works where the member accepts to 
exchange traffic with all other members. However, in order to form peering 
relationships, the fairness issue in a multi-lateral set up is much more 
complicated than in bi-lateral cases. Servers can belong to a comparable 
peering group without simply being pair-wise symmetric. How one can 
measure fairness of routing contribution is an interesting issue for investigation. 
Same motivation exists not only in the open architecture networks. After 
traditional Server-Client model had managed to dominate the Internet, several 
newly developed distributed systems, peer-to-peer structures, emerged and 
became more and more popular. From the early file sharing applications 
(Napster, Gnutella) [14，15] to the later Instant Messaging applications (AOL, 
Jabber) or voice communication applications (Groove) [16], peer- to-peer 
« 
traffic is growing to form a significant portion of the traffic on ISPs' networks. 
Unlike the hierarchical networks, these networks are self-organizing with all 
the nodes acting as their own authorities. Hereby a peer-to-peer network 
functions without any central components, which ensures no central point of 
. 2 
failure exists. The fairness issue is a critical point in this kind of networks 
considering the comparably large volume of OFFNET traffic and lack of ISPs 
or other components acting as the management roles. The implication is even 
« 
more serious in the wireless peer-to-peer networks. Unlike servers in a wired 
network, battery power is a critical resource for mobile servers. Routing for 
third party traffic demands not only communication channel resources but also 
consumes battery power. Hence, fairness in routing becomes an even more 
critical issue in such a network. 
1.2 Network Fairness Issue 
Maximizing the throughput is a primary objective of network management, the 
level of which represents the efficiency of a network. However examples show 
• that purely pursuing maximizing of the throughput may lead to gross 
unfairness among the sources. There should be some tradeoff between the 
efficiency and the fairness. Much work has been taken to find an optimal point 
considering both efficiency and fairness performances, there are some well-
defined and rational concepts such as the max-min fairness, the proportional 
fairness, etc. Tradeoff between the efficiency and fairness of the networks, 
these concepts represent their preference of the networks' performance which 
results in different utility of the networks. 
-As defined in [5], a feasible allocation of rate is max-min fair if and only if an 
increase of any rate within the domain of feasible allocations must be at the 
. 3 
cost of a decrease of some already smaller rate. It is easy to see that the max-
min fairness give priority to the small flows in some sense. 
-Proposed by Frank Kelly in [6], the Proportional Fairness is achieved at an 
allocation of rates at which any change will result in a non-positive average 
change. Therefore the proportional fairness takes into consideration of the 
usage of network resources. 
« 
1.3 Our Contribution 
Comparing with the existing concepts of networks' fairness, the one we define 
for the peering networks is much more different. We focus more on the 
peering entities than the flows and the usage of the links. The knowledge of 
how the actual network deviates from the ideal state can provide valuable 
information and may help with decisions such as whether peering agreements 
among the server nodes are justifiable. 
The concept of fairness index was first proposed by Wong in 2002 [2]. It is 
• defined for each node and can be used as an indicator of its contribution to the 
network. Known as perfectly fair, the ideal case where all the nodes have 
identical fairness index, it is an important baseline reference point. Wong 
discussed general properties as the existence and uniqueness of the perfectly 
fair solutions later in [3] and [4]. In further investigation about the fairness 
index and the perfectly fair solution in a peering network, we looked at some 
4 
special network topologies and verified the existence properties in more 
specific conditions, which are easier to be used in practical implementations. 
Wong extended the perfectly fair concept to a Von Neumann equilibrium 
solution by introducing a duality concept of pricing into the network. In 
further study, we found there was some intrinsic relationship among the 
concepts of perfectly fair solutions, equilibrium solutions and general max-min 
fair solutions. 
For practical considerations, we propose a tri-state distributed algorithm 
achieve a perfectly' fair state based on the local, partial observation of the 
network of the nodes. Further, a heuristic approach is proposed to reach a 
perfectly fair state even when the network system parameters are basically 
unknown. 
At last we applied the fairness index concept in the routing function of the 
peering networks. Compared with the classic dynamic routing, the new 
scheme with the help of fairness index at each node offers a comparable 
performance in total throughput and a better performance in fairness. 
1-4 Organization of the Thesis 
. This thesis is organized as follows: 
In Chapter 2, the network model is described and concepts of fairness index 
and perfectly fair solutions are introduced. In prior contribution, Wong 
5 
investigated the general existence and uniqueness properties of a perfectly fair 
solution, which is listed here as a background of this work. 
From investigation of some specific examples, we extended the fairness index 
concept to equilibrium index by connection with the von Neumann equilibrium 
. solution in Chapter 3. Connection between general max-min fairness index, 
perfect fairness index and equilibrium index is also examined here. 
In Chapter 4，a distributed controller is proposed to achieve fairness index 
targets. Numerical examples are provided to illustrate the practicality of the 
distributed controller. Heuristic algorithm to handle the case where the fairness 
index is not previously known is also discussed. 
In Chapter 5, we propose a Fairness Index Based Routing Algorithm. Fairness 




Background of Fairness 
Index 
2.1 The Model 
We consider a communication network formed with peering nodes. Each node 
in this peer-to-peer network generates and consumes traffic; it also routes 
traffic on behalf of other nodes. More specifically, a node receives traffic from 
other nodes, sends traffic to other nodes, and routes traffic that can originate 
from and destine to anywhere in the network. This can be conceptualized as a 
direct network structure G = (V,B) with vertex set V, edge set E, and k source-
destination pairs {7,,z,},{j^"2}…Uk^h) • The vertices are representing nodes 
and an edge connects two nodes whenever there is a direct, duplex data link 
between them. Parallel edges are allowed between vertices but no self-loops. 
Label the nodes in G = (V,E) from 1 to K. We associate a finite and positive 
traffic rate r. with each node j, the amount of total input traffic from node j to 
the network. Then the input traffic rate of all nodes is denoted by vector 
• 7 
r = (/；,••.,. By adjusting the traffic rate r , the nodes control the whole 
network. For node j, there are various source-destination pairs starting from it. 
Even though the traffic rate of each pair is arbitrary and known, we assume the 
distribution among them is predefined. So for any node i* j , let M 
represent the rate of the input traffic from node j that is destined for node i, and 
M.. = 0. Then the K-by-K input traffic distribution matrix is denoted by M 
which is a non-negative matrix with constant column sum equals to 1. 
‘ 0 … M , / 
. M,, 0 … M , . 
M = : : .. ： (2.1) 
… 0 , 
Traffic from any source-destination pair can be routed over a variety of paths, 
. and any multi-path routing scheme can be used in this model. If one routing 
scheme is chosen a priori, we assume that for any source-destination pair, the 
distributions of traffic into these alternative paths are arbitrary but known and 
remain unchanged in a sufficiently long enough time period for the 
consideration of this problem. Therefore given an input traffic distribution 
matrix and a set of routing schemes, the distribution of transit traffic of 
intermediate nodes in the networks is accordingly fixed. For each node j’ the 
summation of traffic proportions from every other node over all but finite paths 
can be counted accordingly. Let L , � d e n o t e the traffic rate of transit traffic 
passing through node i that originates from node j\ and L = (L.j) denote the 
« 
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corresponding K-hy-K transit traffic distribution matrix. L should have the 
form as below: 
f 0 T ... J \ 
L = ？ •:: L ” (2.2) 
/ J 0 
L is also a non-negative matrix with all its entries bounded by 1. Moreover, Lr 
is the column vector representing the total transit data traffic rates passing 
through each node given the total input traffic rate as r . 
2.2 Definitions of Fairness Index 
Depending on the economical model one adopts to account for the utility of the 
traffic, there are three classes of fairness indices. 
Definition 1: [3] For a network, (V,E)，if 
+ Lij)rj > 0, the input-




Otherwise, the index is defined to be zero. 
Remark: t] + 二i(似"+ A y ) � ^ ^ always larger than zero in ordinary networks, 
for a node with no traffic passing through itself, neither directly originating and 
. 9 
receiving nor indirectly routing, should be removed from the network. So add 
• this condition to the definition is only for the completeness. 
Similarly, if 巧+ 二i(似+ 丄 ! > 0, the output-fairness index o. and the 
input-output fairness index Xi for node i are defined as 
K K 
q = “ 户 and ； = ~ (2.4) 
./=i j=i 
Otherwise, the indices are defined to be zero. 
All these indices take values between 0 and 1. The denominators of them are 
identical and account for the total traffic that node i handles while the 
numerators are different based on different view of utility. For the input-
faimess index, the numerator accounts for the total traffic rate generated from a 
node to the network. Traffic received by the node as the final destination of 
this flow is assumed to have no economical benefit to it. For the output-
faimess index, the numerator accounts for traffic destined to a node. Outgoing 
traffic from a node is assumed to have no economical benefit to it in this case. 
For the case where originating and receiving traffic are both considered 
economically valuable to a node, the input-output fairness index is used. 
10 
Definition 2: A perfectly fair solution exists if there is a non-negative, non-
zero rate vector, r = (r”. • •，厂火）t , so that the fairness indices for all nodes are 
equal [3]. 
The perfectly input-fairness or perfectly output-fairness solutions can be 
defined in a similar way. It is easy to show that a perfectly fair solution with 
« 
index value as 0 only occurs in a network whose nodes are totally disconnect 
with each other. Ignoring this meaningless case, the corresponding fairness 
index is always positive when a perfectly fair solution exists. 
Mathematically this can be described as: an input-fair solution exists if and 
only if there is a positive YJ and a non-negative, non-zero rate vector so that 
, , ( I + L + M)r = r， (2.5) 
where I stands for the K-by-K identity matrix. An output-fair solution exists if 
and only if there is a positive y^ and a non-negative, non-zero rate vector so 
that 
,o(I + L + M)r = Mr. (2.6) 
A perfectly input-output fair solution, which we call perfect fair solution in 
later part, exists if and only if there is a positive y � a n d a non-negative, non-
zero rate vector so that 
+ L + M)r = (I + M)r. (2.7) 
11 
From the above definitions, the perfectly fair indices can be defined 
accordingly, which are the maximal indices in corresponding equations (2.5), 
(2.6) and (2.7). 
2.3 General Existence and Uniqueness 
Properties of Perfectly Fair Solution 
The existence and uniqueness properties of a perfectly fair solution are natural 
questions for investigation. From the previous statement, one can see that the 
concepts of fairness index are straightforward while the concepts of perfectly 
fair solutions are defined requiring satisfaction of certain conditions. This 
highly depends on the intrinsic properties of the networks. In later part we will 
investigate some basic properties of the perfectly fair index. 
Remark 1: Any of the three defined perfectly fair indices is positive with its 
value less than or equal to 1. 
Notice that the term (I + L + M)r is no less than the corresponding term on the 
right hand side of (2.5), (2.6)，and (2.7), hence all fairness indices are upper-
bounded by 1. 
Remark 2: Perfectly fair solutions can be scaled uniformly without affecting 
their fairness properties. 
Hence, if any perfectly fair solution exists, another one can always be found 
that satisfies a given set of link and node capacity constraints. 
• 12 
Remark 3: There is usually a tradeoff between maintaining efficiency and 
fairness, so the perfectly fair solution may not utilize the network efficiently. 
The efficiency here means an optimal performance state considering network 
‘ throughput or delay. Therefore using the conventionally defined concept of 
utilization function, a perfectly fair solution may not be the best operating point 
for a network. 
Look at equation (2.5), the existence and uniqueness property of the perfectly 
input-fair solution can be viewed mathematically as finding generalized non-
negative eigenvectors for a non-negative matrix. If we assume the input traffic 
distribution matrix and the transit traffic distribution matrix are primitive and 
irreducible ones, the problem can be settled by using the Perron-Frobenius 
Theorem on irreducible matrices [8]. 
A primitive matrix T '\s for any positive integer k, there is J* > 0, that is to say, 
there exists a positive integer k such that every entry of is strictly positive 
(see [8]). 
A square non-negative matrix T is irreducible if for every pair /, j of its index 
set, there exists a positive integer m = m(i,j) such that the {i, j) th entry t^j of 
r " is strictly positive (see also [8]). 
Perron-Frobenius Theorem [8]: Suppose T is an n-hy-n non-negative 
primitive matrix. Then there exists an eigenvalue r such that: 
13 
1. r real, r > 0; 
2. with r can be associated strictly positive left and right eigenvectors; 
3. r> | / l | for any eigenvalue 
4. the eigenvectors associated with r are unique to constant multiples. 
5. If 0<B<T and P is an eigenvalue of B, then \fi \<r. Moreover, \j3\ = r 
implies B=T. 
6. r is a simple root of the characteristic equation of T. 
Therefore, by directly applying Perron-Frobenius Theorem in our problem, the 
existence and uniqueness of the perfectly input-fair solution can be guaranteed 
in Proposition 1. 
Proposition 1: If L + M is irreducible, then an input-fair index solution exists. 
The index, ，is uniquely defined and the corresponding rate vector is positive 
and unique up to a scalar constant [4]. 
The uniqueness and existence issue for the other two indices are much more 
complicated. Looking at equations (2.6) and (2.7)，mathematically the issue 
• hinges on the finding of generalized non-negative eigenvectors for a pair of 
non-negative matrices instead of one non-negative matrix. Very little results 
have been reported in the literature on this subject, one approach to the 
problem is provided by Mangasarian [10]. In the previous work on this topic, 
Wong gave out two theorems where the existence and uniqueness property of 
corresponding perfectly fair solutions can be guaranteed if the sufficient 
14 
conditions in these theorems are satisfied [3]. Theorem 1 deals with the 
output-fair case while theorem 2 solves the input-output existence and 
uniqueness problem. 
Theorem 1: 
1. Suppose C(I + L) c C(M)，then a perfectly output-fair solution, ( j � , r)，to 
(2.6) exists with 0<yg < \ . 
2. In addition, if C( (I + L广）is contained in the interior ofC(M^) , then 厂。 
is uniquely defined. 
3. If C(I + L) is contained in the interior of C(M) and M is of full rank, then 
Yo is uniquely defined, r is positive and unique up to a scalar constant. 
« 
Theorem 2: 
1. Suppose C(I + M) e C(L)，then a perfectly fair solution, (/〔，r)，to (2.7) 
exists. 
2. In addition, if C( (I + M)^) is contained in the interior of C{\J)，then y^ 
is uniquely defined. 
3. If C(I + M) is contained in the interior of C(L) and L is of full rank, then 
Yc is uniquely defined, r is positive and unique up to a scalar constant. 
. The cone C(R) is defined to be the set of the form c.R.: c,. > 0} for any K-
i 
hy-K matrix R. And Similar results can be proven for the case 
15 
C(I + L ) 3 C(M) and C(I + M ) 3 C(L), although these conditions appear to 
be quite restrictive. 
2.4 Properties in Specific Network 
Topologies 
• Wong's Theorem 1 and Theorem 2 provide general conditions for checking the 
existence and uniqueness of various types of perfectly fair solutions. Although 
mathematically sound, these conditions are a little vague and difficult to check 
practically. We consider several ways to improve this, and find that it is 
possible to obtain more specific characterizations for networks with a special 
architecture [4]. 
For illustration, two types of these networks with specific topologies are 
discussed here for they represent two extreme scenarios. One is uniform 
routing network which stands for the type with high connectivity level and the 
other is single routing node network which represent the networks with low 
connectivity level. 
2.4.1 Uniform Routing Networks 
Definition 3: A network has uniform routing if it is a fully connected network 
of K nodes and any traffic between two distinct nodes is routed through any 
one of the remaining K-2 nodes with a predefined probability, c. 
16 
The topology of a 4-nodes uniform routing network is shown in Figure 1 as an 
example: 
4 . ^  
Figure 1 Topology of 4-node network. 
Assume there are totally 5, routes between source-destination pair {i, j)， 
among which there are s^^ routes pass through an intermediate node k . 
Therefore at node k， 
= 1 - ^ / / = (2.8) 
hi 
Because the network is fully connected, all nodes are in a completely peering 
status. For any source-destination pair (i, J) and intermediate node k，the 
number of routes 5, and s: have some fixed values, where c众=—are the 
same. Therefore the transit traffic matrix, L, for such a network is given by: 
L = c ( K - M - I ) . (2.9) 
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c in equation (2.9) is some constant factor which depends only on the routing 
scheme, so it is predefined. And K is the matrix with all 1 ’s，that is: 
'1 1 ... r 
1 1 … 1 
K ^ e e ••• e ^ . . . . (2.10) 
• L J • • • « 
_1 1 … 1 • 
Equation (2.7) then becomes 
/ \ 
— -1 + C (I + M)r = cKr. (2.11) 
Uc 
For any real s, define 
N^ = M - 5 K . (2.12) 
Let 广隨(D) ("min (D)) represent the maximum (respectively, minimum) row 
• sum of matrix D. There come two propositions which give more specific 
conditions for the existence and uniqueness properties of perfectly fair 
solutions in the uniform routing networks [4]. 
Proposition 2: For a uniform routing network, the following holds. 
1 2 
1. Yr = . 
c cK + 2{\-c) 
2 
2. Assume that M is primitive, then for any 5, 0 < 5 < —, the vector 
K 
r = (I + N e = (I-N^ + N; - . . . )e (2.13) 
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is a positive solution to (2.7) and unique up to a positive scalar constant. 
3. r is a positive vector if either condition 1 or condition 2a and 2b hold. 
2 
Condition 1: minM,.,. <— or, 
iJ “ K 
Condition 2a): r匪(M)<2 and 2b): minM^. > . 
'’y A 
Proposition 3: For a uniform routing network, the following holds. 
1. Yn = . 
. o cK + 2{\-c) 
‘ Q c 2 
2. Assume that M is primitive and c 关 1, then for any s, < s < + 一 
\-c \-c K 
and 
r = 1+ M-^K + M - 5 K + … e , (2.14) 
_ V 1 - c ； V 1 - c 
is a positive solution to (2.6) and unique up to a positive scalar constant. 
3. r is a positive vector if either condition 1 or condition 2a and 2b hold. 
Q 
Condition 1: minM.. > or, 
'•’./ ‘ \ + c{K-\) 
Condition 2 a ) : � ( 1^) > 广 + � 5 
/ 1 — � 
2b): minM' > ^ - ^ ^ . 
) u “ \-c + cKy l - c + c幻 
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2.4.2 Single Routing Node Networks 
For uniformly routing networks, perfectly fair and perfectly output-fair 
solutions exist under suitable conditions. In a completely opposite direction 
one has single routing node networks. Figure 2 gives an example of the 
topology of a single routing with 4 nodes. 
“ 
Figure 2 Topology of a 4-node single routing network. 
Definition 4: A single routing node network is a network such that traffic 
between any source-destination pair is delivered either directly or routed 
through a unique node [4]. 
_o … a J 
L = � � � � = [ • 1 (2.15) 
： ： • • ： 0 0 
. . . . Ua:_I，A:-1」. 
0 0 ••• 0 
Note that only the central node takes the action of transmitting indirect traffic 
in a single routing node network. By re-labeling the nodes if necessary (re-
labeling the single routing node as node 1)，the transit traffic distribution 
matrix, L, can be represented in the form (2.15). 
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In the same way, M can be denoted in the form 
M J �M q (2,6) 
For the general input-output fairness index, one can show by inspection that the 
corresponding equation (2.17) has only one solution with y^ =1, and 
{r, > 0，厂2 = … = � = 0 } . 
Lr = ^ - ^ ( I + M)r (2.17) 
Therefore at the perfectly fair operating point, there is no non-directly traffic in 
the networks; moreover the only traffic is generated from the single routing 
node. This implies a de-coupled network where the perfectly fair status is not 
meaningful. The condition for the existence of a perfectly output-fair solution 
is shown in Proposition 4. 
Let T be an n-hy-n matrix with complex or real elements with eigenvalues 
• 义 1，..入.Then the spectral radius p{T) of T is p{T) = max X-. 
\<i<n 
Proposition 4: A single routing node network has a perfect output-fair index if 
( M j , - p ( M , , ) L ^ , ) z > 0 , (2.18) 
where ^ ( M j j ) is the spectral radius of M^^ and z a corresponding 
eigenvector [4]. 
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Chapter 3 Extension of 
the Fairness Index 
3.1 A Single Routing Node Network 
Example 
• Propositions 2，3 and 4 in [4] show the certain conditions under which the 
perfectly fair solutions exist. Mathematically saying, these conditions mainly 
depend on the properties of two non-negative matrices M and L, where L is the 
combined result of networks topologies, routing schemes and the traffic 
distribution M. Therefore for a given network, the perfectly fair solutions are 
the function of traffic distribution among the nodes, and the routing scheme 
being applied. 
Various simulations are taken to investigate the relationship between them. 
For illustration, a three-node single routing network is discussed as an example. 




Figure 3 A 3-node single routing network. 
Although the network is fully connected, the routing scheme is especially 
chosen and specified as follows. Node 1 is the single routing node, which 
sends traffic to the other nodes directly. Traffic between node 2 and node 3 are 
either sent directly or pass through node 1 as a transit node. The proportion of 
routed traffic through node 1 originated from node 2 and node 3 are assumed to 
be the same and represented by x. Therefore by varying x, the routing is 
partially controlled accordingly. 
. The input traffic distribution is predefined during each experiment. Assume 
“ 0 0.19 0.36" 
M = 0.50 0 0.64 (3.1) 
0.50 0.81 0 • 
The transit traffic passing by node 1 depends on M and the proportion x. Hence, 
the transit traffic matrix is: 
"0 0.81A: 0 . 6 4 / 
L = 0 0 0 (3.2) 
0 0 0 ' 
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Numerical computations were carried out to track the perfect output-fairness 
index y^ as x varies from 0 to 1. The trajectory of the achieved fairness index 
is shown in the following Figure 4. 
The maximum fairness index value is achieved at the starting point x = 0 , 
where all the data traffic in the network is routed directly. By increasing the 
proportion x, the routed traffic increases, and the perfect output-faimess index 
decreases monotonically until reaching the point x = 175/324. Beyond this 
point, the fairness index does not exist for such a class of systems. 
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Figure 4 Fairness Index varying with weight factor x. 
‘ A way to gain more insight about this is to examine the corresponding traffic 
rates as a function of jc. Trajectories for the three data traffic rates are shown in 
the Figure 5. 
One can see the data traffic of the routing node decreases monotonically while 
the traffic rates at the other two nodes increase monotonically. This can be 
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explained intuitively: since only the single routing node carries transit traffic, 
and both input and output traffics are considered equally valuable, the 
contribution of the single routing node is always relatively higher than the 
other nodes. The changes of traffic rates in opposite directions respond to the 
need to compensate for the decrease of the fairness index at the single routing 
node caused by the increase of transit traffic passing through it. At the point 
X = 175/324, the traffic rate of node 1 drops to zero. So intuitively speaking, 
beyond the point, no further adjustment is feasible to maintain a perfectly 
balanced solution. 
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Figure 5 Data Traffic Rate varying with weight factor jc. 
For a more theoretical analysis, it is easy to check the sufficient condition in 
Proposition 4 for the existence of an output fair solution in a single routing 
node network with topology stated previously. In general, the input traffic 
distribution matrix M can be represented as: 
« 
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_ 0 \-b \-a] � 
0 M 
M= c 0 a = 12 ( 3 . 3 ) 
_ l - c b 0 J Lm2, m J . 
And the corresponding transit traffic matrix L is given by: 
0 bx ax~\ r T 1 � 0 1 
L = 0 0 0 = 12 (3.4) 
0 0 
0 0 0 L 火一 1,1 A： —,A：—!」• 
Then the Perron-Frobenius eigenvalue and eigenvector 
of M „ is V ^ 
and 4 a , 4b respectively. Equation (3.4) turns to be 
r r" 
= 二 >0. (3.5) 
[V^ J 
For the network parameters used in the example, this expression can be 
simplified as 
1 - V ^ 175 
;c< =——. (3.6) 
ab 324 
The numerical result matches the analytical result well. 
The example shows: 
1. The perfectly fair solution is a function of the routing schemes; 
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2. Under certain circumstances there may not be any perfectly fair solution. 
“ Practically, this may imply that no peering agreement should exist for the 
network. 
3.2 The Max-Min Fairness Index 
For the cases lacking of perfectly fairness index, it is natural to investigate the 
possibility to extend the perfectly fair concept to a more general context. 
One approach of extending is to use the fairness index to define a minimum 
level of contribution. . More specifically, instead of requiring all the fairness 
indices be equal, one could set a requirement that the indices should be above 
• certain target level. Consequently one is interested in finding input traffic rates 
that ensure the minimum fairness index is maximized. To illustrate the concept 
more concretely, let «,.(r) represent the fairness index of node i at a specific 
rate vector r. One can define a network index, 
a^ =supmin«,.(r) (3.7) 
r ‘ 
where the maximum is taken over all non-zero, non-negative vectors, r. 
One can define ct, and oCo similarly using input fairness and output fairness 
indices respectively. 
Lemma 2: The following relations hold: 
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1. r,=a,\ 
3. Yc <(Xc. 
Proof: The first statement follows from Perron-Frobenius Theorem. 
For each non-negative vector r，there is a minimum ；^(r), so there is a 
maximal index among these values as 
y - max min y. (3.8) 
r > 0 / e ( l , n ) 
Assume the output fair solution exists with ；^^ > 0 and r^  > 0, 
,o (M + L + I ) r o = M r � . (3.9) 
For the max-min solution y，there is 
. / ( M + L + I ) r < M r . (3.10) 
where y > 0 and r > 0. Then, combine (3.9) and (3.10) together, 
[Mia+[MrJ,. — [M(r + r�)],. 
[(M + L + I)r],+[(M + L + I)rJ, [(M + L + I)(r + r � ) ] ,"， ‘ 
which implies r^ = L^IE^I < 广 
o [(M + L + I)rJ, 
Therefore the second statement stands. Similar process can be established for 
the third statement. 
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3.3 Von Neumann Equilibrium Index 
The other approach is to introduce a shadow price vector as a dual vector to the 
traffic rate vector. 
Definition 5: Assign a non-negative, non-zero price value p to each node of the 
network as a dual to the traffic rate r, then p = is a non-negative, 
non-zero price vector. 
The physical meaning of this price vector can be interpreted as allowing nodes 
‘ in the network to charge for handling traffic, including traffic it generates and 
receives as well as the transit traffic it delivers for others, under the same 
pricing scheme. Consider the case that the traffic rates in the network are fixed 
and the corresponding fairness indices assume different values. For a node 
whose fairness index is lower than other nodes, it is making more routing 
contribution to the network than other nodes. The network can use this pricing 
scheme to compensate for such a node. Three types of pricing index can be 
defined accordingly, and each one of them is dual to a corresponding fairness 
index. 
• K 
Definition 6: For a network, {V,E), if p. + ^ (M.. + Lj.)p . > 0, the input-
./=i 
pricing index for node i is defined to be the ratio 
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K . = " " " " (3.12) 
7=1 
• Otherwise, the index is defined to be zero [4]. 
K 
Similarly if + )/?,_> 0，the output-pricing index o. and the 
./=i 
input-output pricing index «9, for node i are defined as following: 
K K 
Yu^jiPj Pi+J^MjiPi 
U i = ~ " “ ^ • and • 9 , = ~ (3.13) 
Pi + Z(似”+ L丨）Pi ’ A + Z(Mj丨 + L..)p. • 
./=i ./=i 
Otherwise, the indices are defined to be zero. 
. The pricing index of node i is based on data traffic it inputs into the network. 
The denominator of the pricing index accounts for the system-wide cost 
represented by the total amount charged by all nodes for handling the data 
traffic. For the input-pricing index, the numerator accounts for the gain of the 
sender, node i, by charging the data traffic generated by itself to the network. 
Incoming traffic is assumed to bring no economical benefit; so receiving of 
incoming traffic is not included in the formula. For the output-pricing index, 
the numerator accounts for the total gain a node receives by charging the traffic 
destined to it. Outgoing traffic is assumed to have no direct economical benefit. 
For the case where outgoing and incoming traffic are both considered 
‘ economically valuable, one should use the input-output pricing index instead. 
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Note that all these pricing indices take values between 0 and 1 similar to the 
fairness indices. One can define a concept of perfect pricing by requiring that 
the pricing indices for all nodes must be equal. 
With pricing indices, one can extend the fairness concept by means of the von 
Neumann economic model [11], which is defined by a set of 2K equations, 
taking one of the following forms depends on which type of index is used: 
. a ,pI<p(I + L + M) raopM<p(I + L + M) racP(I + M)<p(I + L + M) 
“^ or < or< 
>(I + L + M)r, [ /^ ^Mr >(I + L + M)r， [y0c(I + M)r >(I + L + M)r. 
(3.14) 
In order to facilitate subsequent discussions, it is more convenient to make the 
following notation change. Using A and B to denote the K-by-K non-negative 
matrices in the left hand side and right hand side of the above equations 
respectively, equations in (3.14) can be re-written in a general form 
a pA < pB 
(3.15) 
For all three types of indices, matrix B, taking the same form as (I + L + M) 
and represents the total traffic distribution matrix consisting of sent traffic, 
received traffic, and transit traffic. While matrix A, is a traffic distribution 
matrix that depends on which type of traffic is considered valuable. 
For ease of discussion, the input-output fairness model is assumed below. It is 
straightforward to extend the discussion to the other two types of models. 
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From a viewpoint of fairness, each node, i, sends and receives data traffic of 
. interest to it amounting to X t i '^J^ J " ^ X .^ i ，whi le its total 
contribution to the network equals to ^ ^ � - A , /= ~+ 二 + A y ) �. A 
common factor 1/P is introduced as the minimum fairness factor, so that for 
all nodes i, there is 
(3-16) 
Considering the definition of the input-output fairness index in (2.4)，one can 
see that 1/p is the smallest one among indices of all nodes. If equality holds 
for node i in (3.16)，then it can be viewed as making the maximum contribution 
. to the network, normalized by the beneficial traffic it receives. If a strict 
inequality holds, it implies that node i enjoys more benefit from the peering 
network than nodes with equality. 
Consider now the pricing equations. For traffic originated from node 7, 
represented by r. , a total charge of b^p. = p. + ^^^^(M.. + L.j)p. is 
incurred, of which the amount ^'〔！�P, = Pj + ^i jPi is paid to node j. 




Considering the definition of the input-output pricing fairness index in (3.13), 
one can see that X/a is the largest one among pricing indices of all nodes. If 
equality holds for node j in (3.17)，then the traffic it originates can be viewed 
as having the best payment return ratio in the network. If a strict inequality 
holds, it implies that the traffic originated from node j does not enjoy a good 
, payment return ratio. 
Following von Neumann, one adopts the following definition of an equilibrium 
solution. 
Definition 7: [4] An equilibrium solution is defined as a set of non-negative, 
non-zero vectors, (r，p)，satisfying equation (3.15) for some positive constants 
a and p，with the property that 
for any index i, if PY^ a,>ZmV/' then/7. = 0; 
‘ K : (3.18) 
for any index；, if < Z ' t �A， t h e n r. = 0. 
From Neumann's equilibrium result (see for example [11]), the following 
proposition holds. 
Proposition 5: [4] If A and B are non-negative, non-zero matrices, then there 
exists a unique equilibrium value, y, such that with a = P = y there exists a 
corresponding equilibrium solution to equation (3.15). 
Designate the unique index ijy as the equilibrium index for the system. 
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« 
From the above discussion, the equilibrium index always exists even for 
systems with no perfectly fair index. An illustration can be obtained by 
revisiting the three-node single routing node network example. The output 
indices are considered here. 
Given x = 0.8, a = 0.4 mdb = 0.81, it is simple to check there is no perfectly 
output-fair solution for the previously defined three-node single routing node 
network. However considering the equilibrium index, one can show that 
o^CQ = \lPo = 0.3419, and the corresponding price-rate vector solution 
is . 
' r = [ 0 r, 1.5593r, f 
j 0 19) 
p = [p, 0 O.lSlOp,]. ‘ 
Numerical computations were carried out to track the output equilibrium index 
for this example network as jc varies from 175/324 to 1. The trajectory of the 
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Figure 6 Fairness Index and Equilibrium Index. 
The solid line denotes the fairness index, which does not exist after the point 
175/324. Beyond that point, only equilibrium index exists, which is denoted 
by the lower dotted line. The upper dotted line shows the trajectory of the 
maximum fairness index achieved by the equilibrium solutions. It is obvious 
to check that before the bifurcation point, the equilibrium index and the 
fairness index are identical; both decrease monotonically as x increases. This 
phenomenon is easy to explain. As x increases, the amount of traffic routed 
through the single routing node increases, forcing its input traffic rate to 
decrease (so that the other two nodes would receive less useful traffic.) As a 
result, the perfectly fair index also decreases. At the bifurcation point, traffic 
rate at the single routing node has already reached 0，and it cannot make any 
further compensation to counter the effect of increasing jc. Beyond that point, 
the fairness indices cannot be balanced and the von Neumann index is a lower 
bound of all the indices, which is achieved by the single routing node. 
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Chapter 4 
Distributed Low Bit Rate 
Algorithm 
. The fair solution of a network is shown to exist under certain conditions; 
however how to reach the fair state of the network is a natural question to 
investigate. Given a set of feasible target fairness indices, we proposed a 
distributed control algorithm which can set the input traffic rates properly so as 
to achieve the required fair state. 
4.1 Distributed Controller 
Consider a discrete time system described by the following model, where the 
X”),兄⑷ and w广）represent the state, the performance index and the control of 





C. W. Sung and W. S. Wong proposed a distributed tri-state feedback control 




For the algorithm to operate properly, network parameters, such as the traffic 
distribution matrix M and the transit traffic matrix L, need not be known to the 
servers. There is also no need for a central controller. Each node can only 
have a local view of the network status: the incoming traffic rates including 
both the traffic destined to it and the transit traffic, and its previous index value. 
. Also each node can only control its own traffic rate and has no effect on the 
decision of other servers. 
In the following, tracking algorithm for output-fairness index targets is 
discussed first. The results can be extended to the other types of fairness 
indices. 
Let T..rj = {M.j+L.j)r. represent the total incoming traffic of node i from node j, 
including both direct traffic destined to it and the transit traffic passing by, then 
Tr is a column vector representing the total incoming data traffic rates of each 
node. 
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A set of performance targets, is said to be feasible if there exists a 
non-zero traffic rate vector, so that, 
(4.1) 
. /= i 
« 
The proposed algorithm is based on a control law that adjusts the traffic rates 
by discrete levels, so that for server i, the levels are of the form 
k = ...，-l, 0,1，."，and ^.(0) > 0 represents the i-ih component of the initial state. 
It follows that the achievable performance index levels are also discrete and the 
following result holds: 
Lemma 3: [4] Suppose that \<S.<S for i = l,...,K and S^ <€ . Let 
(巧，.，尸&) be a state that achieves the performance targets, Given 
any initial state, (rj (0),..., (0)), there exists a rate vector, r*, of the form, 
. Oi (0)<5；' ’ …，（0)f^�)，such that 
f-'A. < y. < eX.. (4.2) 
Proof: It is clear that given any initial state, (r, (0),..., (0)), there exists a rate 
vector, r*, of the form, (r, (0) J；',..., r^ )，such that <5r.. Then, 
ZK Mr* y^K M.rd• 
/=1 iJ J L-d i=] u J J ^ . , 一 \ 
y 丨 = T . < ~ “ v 火 二战 (4.3) 
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• The other inequality can be derived similarly. 
Define the output-fairness index at iteration n as 
M ^ ) = 产 1 K (4.4) 
咖 ⑷ . 
y = i 
Then the proposed algorithm, tri-state distributed control algorithm, is defined 
by the relation 
• r.(n)d \fr.{n)>£A., 
. + r.in)S-' i f r M < £ - ' A . (4.5) 
咖） else. ， 
For any feasible target, , one can show that the tri-state algorithm 
converges in the sense that from any initial state, (r,(0),...,r^(0)), in the 
positive orthant, the algorithm terminates at a state, that satisfies 
equation (4.2). 
4.2 Convergence of the Low Bit Rate 
Distributed Algorithm 
. The proof of convergence requires the following technical condition on the 
structure of the system parameters. 





Under this technical condition, the following two propositions can be 
established. 
Proposition 6: Under the above technical condition, the trajectory of the 
distributed algorithm is bounded. 
To prove this, first define, as in [12],a,.(«) at iteration n by 
• r , �= � V '� （4.7) 
Define L{n) and M{n) as max(a,(«)，0) and max(-flf.(«), 0) respectively. 
i i 
The trajectory is bounded if L{n) and M(n) can be proven to be non-
increasing. 
« 
At iteration n, define a.(n) by 
r , � � . （4.8) 
Let 
L(«) = max(fl.(«), 0). (4.9) 
and 
M{n) = m^xi-a.(n), 0). (4.10) 
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For k = \,…,K , define 
./=1’ 7=^ +1, 
z'k in) = ——^ (4.11) 
⑶ " ) + 1 > 广 + 1 ： W . y=i. j=k+\, .M M 
Assume without lost of generality, the maximum is achieved by node / = 1. 
Notice that 
/ » M, • 
. 4 ⑷”丨 (4.12) 
A;， 
for all j 本 1 with T” 本 0. Note that for k = 2,...,K 
(4.13) 
To show this, assume the inequality holds from K to k. If = then 
equation (4.15) follows obviously. If not, by the definition of L(n), this 
implies 
• Let 






^ ‘ — 7T， 
i(、办+ M丨,：广 (…） 
Consider the difference z[ («) - (n). This term is non-negative if and only if 
, � � (4.16) 
Since 
彻 今 ， （4.丨7) 





and So by induction, equation (4.13) holds. It follows that 
r,{n) = z\{n)<z',{n) = Y\<X,s. (4.19) 
Hence, 
a,{n + \)<a,{n). (4.20) 
For the case a.(n) < L{n), it is clear that 
a^{n + \)<L{n). (4.21) 
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Hence, L{n) is non-increasing. 
Now for k = \,...,K , define 
= , ^ ^ (4.22) 
广(")+!：《广(")+!：例 
7=1. j=k+\. 
As before, assume that without lost of generality the maximum is achieved by 
/ = 1, one can show that M(n) is also non-increasing. To establish this, first 
re-label the indices so that 
M�!^ M,, M�, 
(4.23) 
Notice that 
, M , . 
z » = ,丨 (4.24) 
for all j 本 1 with 7；.本 0. One can show that for k = 2,...,K , 
z:'_,(n)>z:{n), (4.25) 
and 
伪 ) 今 (4.26) 
43 
. To prove the claim, assume that equation (4.13) and (4.26) hold all for values 
from K to k. If = r:广("),then equation (4.13) follows. If not, by the 





� -" + (4.28) 
Consider the difference z:' (n) - («). This term is non-positive if and only if 
Since 
. = ^ 么 (4.30) 
it follows that 
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d-令 (4.31) 
Hence < and 
• � = 丨 “ 入 、 斤 f (4.32) 
So, by induction equation (4.13) holds. It follows that 
,,{n) = z： {n) > z； {n) = y： > • (4.33) 
Hence, . 
a^{n + l)>a,{n). (4.34) 
For the case a.{n) > -M{n), it is clear that 
a.(n + \)>-M{n). (4.35) 
Hence, M{n) is non-increasing also. This concludes the proof that the 
trajectory is bounded. 
Once the trajectory is shown to be bounded, to establish convergence, one 
needs to show that the trajectory does not exhibit any cycling behavior. To do 
this, the following definition from [12] is introduced. 
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Definition 8: A node, /，has a downward run with length k, k � i , from time m 
to n (m < « )，if the following relations hold: 
1. ^.(m-1) = , 
2. r.(m) = S'r.{n). 
Proposition 7: Under the stated technical condition and 8 is large enough so 
that 
. f min (m,/7；. ) > max (m,/7：. ) (4.36) 
the trajectory of the algorithm cannot be asymptotically periodic with a 
minimum period larger than 1. 
To prove proposition 7, one first establish the claim that if node i has a run 
with length k from time m to then there is a node j and a time instance, /， 
m<l <n, such that 
r j{m-\ )>d ' ' ' r .{ iy (4.37) 
Assume without lost of the generality, this maximum run is achieved by 
« 
node / = 1, and M,. for 2< J<K are all non-zero. By the definition of a run, 
there is a time instance, 1, m <l <n, such that 
‘ > and r,{l) = Sr,{n). (4.38) 
Since 
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r ; � � � ” r ) ^ > r ; 4 (4.39) 
/ ！ / I ， 
. it follows that 
= ¥ ^ (4.40) 
./•=2 7=2 
This can be rewritten as 
r , (m-l) + X7; . r . (m- l ) 八(m —1) 
¥ (4.41) 
• I X � ( / ) •
y=2 j=2 
Notice thatr,(m-l) = (/). Suppose 
(4.42) 
J=2 
There must exist some node j\ such that 
0 (m - 1 ) =广 2 . s". r. (/) > 〜丨(/)• (4.43) 
If not, then from equation (4.40), there is 
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K K K 
. /=2 ^ J _ . > ！ ^ y ^ ^ ^ 7=2 
./=2 ./=2 y = 2 j=2 
(4.44) 
this is contradictory with the assumption ？ min [m .J /T .J ) > max ). This 
concludes the proof to the previous claim. 
Since the trajectory is bounded and the states are discrete, the trajectory transits 
among only a finite set of states and there exists a time instance, N, after which 
the trajectory is periodic. One can show that the period of the trajectory is 1 
after N. If not, then there is at least one node with a downward run. Let M be 
the maximum length of all downward runs for all the nodes. The maximum 
must exist since the number of states is finite. Hence, there exists a node, j, 
and time instances k and /，both greater than N, such that r•丨 ijc)> S^�j(J). 
S i n c e i s periodic for« > N , this implies there exists a downward run with 
length greater than M, a contradiction. 
Theorem 3: Consider a network satisfying the technical assumption (4.6). 
Assume S^ <£ a n d ? min(M../7^.)> max(Mj7；.). By applying the tri-state 
distributed control algorithm, from any initial state in the positive orthant, the 
data traffic rate at each node converges to a state, whose performance index 
satisfies equation (4.2). That is 
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. X! 二 M..r* 
= \ < 8 X , (4.45) 
Proof: Proposition 6 implies that for any initial state in the positive orthant the 
trajectory under the distributed algorithm is bounded. Since the feasible states 
are discrete, the number of reachable state is finite. Hence, the algorithm will 
either converge to a fix point or to a cycle. From Proposition 7, the latter case 
is ruled out. Since the system converges to a fix point, equation (4.5) must 
hold. 
4.3 Experiment Results 
Numerical examples are given to demonstrate convergence properties of the 
distributed control algorithm. 
Consider a network model with a five-node structure with system parameters 
defined arbitrarily，but satisfying the technical assumption (4.6). Specifically, 
let the 5-by-5 traffic distribution matrix and transit traffic matrix be as 
following: 
- 0 0.3293 0.3304 0.3135 0 “ 
0.3462 0 0 0.3475 0.3382 
M = 0.3172 0 0 0.3390 0.3126 (4.46) 
‘ 0 0.3451 0.3380 0 0.3492 
0.3366 0.3255 0.3316 0 0 ， 
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- 0 0.4611 0.4604 0.4720 0.6875" 
0.4495 0 0.6875 0.4486 0.4550 
L = 0.4694 0.6875 0 0.4544 0.4726 (4.47) 
0.6875 0.4502 0.4551 0 0.4474 
0.4561 0.4637 0.4595 0.6875 0 . 
. Let 5 = \.09 ， ^ = 1.19 ， and the feasible performance target be 
= =…=义火=0.2462} . Recall = +1..，then one can check the 
technical condition (4.6) and (4.8) are satisfied as 
[ f l M..) 
X= 0.2462 <min ^ for all i 
< . j (4.48) 
Simulation shows that starting from randomly selected initial state, the 
trajectory under the tri-state control algorithm converges after 42 iterations as 
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Figure 7 Fairness Index converges after 42 iterations. 
The output fairness indices converge to 
/ = {0.2414 0.2501 0.2447 0.2483 0 . 2 4 6 2 }，w h i c h satisfies the 
condition £-、入丨 < y] < sX.. 
Simulation , . , 
No. 1 2 3 4 5 6 7 
No. of Nodes 5 6 6 7 7 8 8 
F 二 0 . 2 4 6 2 0.2337 0.2344 0.1940 0.1892 0.1592 0.1583 
. 0.2448 0.2326 0.2366 0.1944 0.1911 0.1577 0.1578 
0.2446 0.2358 0.2357 0.1930 0.1908 0.1579 0.1578 
0.2485 0.2314 0.2351 0.1958 0.1875 0.1607 0.1599 
Converged 0.2437 0.2326 0.2323 0.1954 0.1873 0.1606 0.1568 
Index 0.2485 0.2358 0.2329 0.1922 0.1892 0.1585 0.1567 
0.2360 0.2328 0.1959 0.1894 0.1585 0.1598 
0.1925 0.1878 0.1600 0.1592 
0.1606 0.1599 
Iterations ^66 122 324 207 219 243 165 
Table 1. Convergence results based on the tri-state algorithm 
More simulations were taken under a variety of networks. Table 1 shows some 
convergence results using the tri-state algorithm. The target fairness indices 
and the indices converged to are listed, as well as the number of iterations 
needed in each convergence process (S = 1.01 and ^ = 1.03). 
The convergence process is also affected by parameters such as the initial 
traffics rate and the scalars, S and s. Choosing these values correctly can speed 
up the convergence. Simulation runs were conducted for the previous 7-node 
network example. For one set of runs, the initial traffic rates were chosen 
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independently for an identical distribution. For a second set of runs, the initial 
were chosen to be identically for all the nodes. Simulation results show that 
the algorithm converges faster for runs with identical initial states, if other 
conditions are set identically. Effects of the adjusting the parameters, Sand s, 
were also studied. In general, the lager these parameters are, the faster the 
convergence rate. 
Target 5 e Initial state No. of 
chosen iterations 
… … Identically 1223 
0.1921 1.001 1.002001 
Independently 1954 
，AM Identically 4949 
0.1937 1.001 1.002001 
Independently 5602 
^ … Identically 89 
0.1921 1.01 1.03 
Independently I M  
^ M Identically 389 
0.1937 1.01 1.03 
. — 一 Independently  
Table 2. Convergence rate under different conditions 
The results show the tri-state control algorithm is robust. It has a low 
complexity and requires low data rate for communication. However, it 
assumes the performance targets are known a priori. An invalid target value 
will result in a process that does not converge. 
Recall the above example with the same initial parameters except setting the 
performance target value to 0.22 now, Figure 8 shows the never converged 
process. 
52 
0 . 3 6 � 
——node1 
0 34 • … n o d e 2 
node3 
0.32 - node4 
\ ——nodes 
广 \ 
1 0.28 • \ 
I 0.26 • \  
CO 
^ � ‘ 
0 .22 - J 
0 . 2 . ^ ^ 
0.18 ' 广�~I 1 1 1 1 1 I I I 
• 10 20 30 40 50 60 70 80 90 100 
Number of Iterations -
Figure 8 Fairness Index unconverted. 
4.4 Heuristic Iterative Algorithm 
In practice it is difficult to determine whether a set of performance targets is 
feasible or not, especially for large networks. Moreover, for the case where 
one is interested in achieving perfectly fair solutions, the perfectly fair index 
value may not be known. However, it is possible to design a heuristic 
algorithm for convergence to perfectly fair solutions. The basic idea is to start 
. the tri-state algorithm based on an estimated perfectly fair index, and adjust the 
targets if convergence is not achieved within a pre-set time duration. This 
heuristic algorithm is only partially distributed in the sense that it needs a 
central controller to exchange and update the target values according to the 
convergence status. By periodically updating information for all the nodes, the 
algorithm can converge to a perfectly fair solution if such a solution exists for 
the network. The following is a description of the heuristic algorithm. 
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Heuristic Iterative Algorithm: 
1. Set initial values: initial values for S and s are set to relatively large 
values, {S^ <£) , initial target value y^  and traffic rates r � a r e also set. 
2. Start the tri-state algorithm until the trajectory converges to a band defined 
by the currently set target value or remains unchanged outside the target 
band after a maximal iteration number, k . 
3. If the tri-state algorithm stops for reaching the maximum iteration limit, 
the nodes inform their current target value to the central controller. The 
mean of the target values is set as the target value for the next cycle. 
Values for 6 and s are unchanged. 
4. If the tri-state algorithm converges to the within the band defined by the 
currently set target value, 6 and 8 are decreased for the next cycle. (One 
approach is to set the value to the square root of the current value.) Target 
« 
value is unchanged. 
5. The cycles are repeated until d and s are decreased to predefined 
acceptable value d^  and e^  and convergence to the currently set target 
value band is achieved. 
To illustrate, consider the previous example with an initial target value set by 
Yo = 0.4. Obviously this performance target is not a feasible value, so by 
simply applying the tri-state algorithm, convergence cannot be obtained. 
A simulation study was carried out by applying the heuristic algorithm by 
setting initially ^ = 1.19 and f = 1.41. For target value set as y^  = 0.4, the tri-
. state algorithm did not converge. However, the fairness value trajectories 
remained constant after a few iterations; some of index values are outside of 
the target band. The maximum iteration limit was reached as shown in Figure 9. 
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Figure 9 Step 1: Not converged. 
The target was reset to the mean value of current indices for the next cycle and 
the whole process was repeated. When convergence was observed, 6 and s 
were decreased respectively by setting them to their current square root value. 
After two cycles, the target value reached 0.2453 with = 1.0043 and 
£ = 1 -0905 . The tri-state algorithm converged to the target value this time as 
showed in Figure 10. 
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Figure 10 Step 2: Converged. 
By the 8th cycles, 5 and e dropped to the pre-defined value d^ and s^, and 
the achieved target value was in the corresponding band defined by the actual 
system fairness index y* as showed in Figure 11. 
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Figure 11 Step 3: Converged to the target value. 
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Chapter 5 
Fairness Index Based 
Routing 
Today's Internet links thousands of institutions and becomes an indispensable 
part of the academic and industrial communication infrastructure. Along with 
the dramatic increasing in network size, user traffic explodes and congests the 
limited capacity. Recent technical improvements in other fields such as video 
compressing and database retrieval trigger corresponding network applications 
and make the network condition becoming even worse. These applications 
such as instant enhanced audio or video conferences, VoD, online games, file 
sharing, etc., stimulate large volume of traffic into the networks as well as 
bring huge changes to network hierarchical structure. 
The rapid growing of the public networks traffic results in traffic conditions 
changes and failures occurring at some parts of the network from time-to-time, 
in an unpredictable manner. Therefore routing performance improvement is a 
task attracting more and more effort both in research and pragmatic 
implementations. 
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On the other hand, with the rapid increasing in size, Internet is organized as 
independently operating autonomous systems (AS's) connecting together. And 
new applications introduce a much more different network infrastructure 
known as peer-to-peer networks. Either high level routing among aggregated 
ASs or routing among peering entities need focus more on states of the nodes 
than links. This is a new and different requirement for designing routing 
schemes. Based on these considerations, we investigated a way to put the idea 
. of fairness index into routing function. 
5.1 Routing Protocol Basics 
Routers use routing protocols to discover the reachablility information (by 
using routing tables) and share these information with others routers (by using 
routing messages) to decide the paths for their packets. According to their 
adaptability to the changing traffic patterns in the network, routing protocols 
are classified as static routing protocols and dynamic routing protocols [20]. 
5.1.1 Static Routing and Dynamic Routing 
« 
In static routing, the routing tables are set at the beginning therefore the 
network routes for packets are determined based in a static manner. The 
packets sent to the same destination will follow the same pre-computed route. 
When network topology changes or link failure happens, some specific routes 
may become unreachable and the static routing protocols do not have the 
ability to recover from these circumstances. Moreover, the need for a global 
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knowledge in static routing protocol makes it not only harder to adapt to 
network changes but also more lack of scalability considering the centralized 
computation of the whole routing table. 
Dynamic routing performs the same function as static routing except it is more 
robust to unexpected changes of the network. Dynamic routing can determine 
the next-best route when the best one becomes unusable, and allow routing 
tables in routers to change as the possible routes change. This capability of 
adaptation to network environment changes is the most important advantage of 
dynamic routing protocols over the static ones. In the following discussion, we 
focus more on dynamic routing algorithms. We propose a dynamic routing 
algorithm - Fairness Index Based Routing algorithm, and compare it with other 
dynamic algorithms. However, dynamic routing has its own disadvantages. The 
routing problems are intractable following multiple constraints, and the levity 
of network state makes it difficult to gather up-to-date information in a large 
network. 
5.1.2 Routing Metrics 
There are tens of IP routing protocols proposed as referred in Meghanathan's 
technical report about routing protocols [25]. Routers need a mechanism to 
calculate the best route over all possible multiple routes. The variable assigned 
to routes or links to represent their ranking is so called a metric. Different 
routing protocols use different metric to do the ranking of the routes, from best 
to worst or from most preferred to least preferred. These metric could be one or 
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multiple of the following: hop count, bandwidth, traffic load, delay, reliability 
or cost — a broad user-defined concept. I explain some metrics in detail below. 
Hop count - the metric counts the hops to the destination. If only hop count 
used in the metric, the best route is the one with the fewest hops. 
. Load — this metric reflects the utilization of the links. If one link is highly 
preferred and then high occupied by several routes, this link will be released by 
using the load as the metric. 
Delay - the travel time of the packets to reaching their destinations is counted 
in this metric. The delay may include the router latency as well as the queuing 
delay. 
Cost — this metric reflects other parameters may be taken into account. It could 
be defined by any link characteristics, as we defined the cost as minimum 
aggregate fairness indexes along the route in our Fairness Index Based Routing 
• algorithm. 
5.1.3 Distance Vector and Link State 
Based on different metrics - hop count or cost-based, to make a shortest path 
decision, the routing protocols are classified as two groups: Distance Vector 
and Link State. 
In distance vector protocols, the routes are advertised vectors in form (distance, 
direction). The distance is defined as a metric in term of how long away from 
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the destination - usually how many hops away, and the direction specifies 
which the next-hop router is. Each router updates and broadcasts its routing 
table to its neighbors, and the neighbors keep broadcast their routing table after 
adding in or discarding the information. So the distance vector protocol is a 
hop-by-hop protocol in the view of updating mechanism, and is sometimes 
referred to as "routing by rumor". Routing Information Protocol (RIP) is one of 
the most famous Distance Vector protocols. 
In link state protocols, each router broadcast the firsthand information about 
itself, the links directly connected with it, and the state of those links to its 
• neighbor routers. Each router receives this kind of advertisement, make a copy 
of it, and broadcast again. Ultimately, every router has identical information 
about the network, and calculates its own shortest paths based on the same 
information independently. The updating process is referred as "link state 
flooding". The mostly used one of link state protocols is Open Shortest Path 
First Protocol (OSPF) for IP routing. 
Compared with distance vector protocols, link state protocols has a complete 
picture of the network, so it avoids bad routing decisions caused by the 
"routing by rumor" problem. The disadvantage is it may have more overhead, 
. complicated computations, and therefore cost more resource both in links and 
memory usage. However, these are not major concerns in our research topic, so 
we choose to use link state protocol (mainly link state routing database in our 
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algorithm). In the following discussion, we focus more on algorithm level than 
protocol level. 
5.1.4 Shortest Path Routing Algorithm 
Link state protocols are also referred as Shortest Path First (SPF) protocols. 
Each router setup its adjacency relationship with each of its neighbor, and 
sends link state advertisements to distribute its topology and cost information. 
Routers copy this information to store in their topological database, and send 
their own advertisements with updated information. Finally all the routers 
reach the same routing table called link state database. 
The shortest paths and routing tables are built on E. Dijkstra's shortest path 
algorithm, a well-known algorithm from graph theory. By associating non-
negative costs to the links, the algorithm always selects the route with minimal 
. aggregation cost as the best one. Using the Dijkstra's algorithm, each router 
calculates the shortest paths to all possible destinations and thereby forms its 
routing table independently. 
Dijkstra proposed a fast routing algorithm to achieve this goal: it stores a list of 
all vertices in a priority queue and then extracts the vertices, one at a time until 
the queue is empty. Within each process, it looks at all the adjacent vertices 
and determines its next neighbor in the queue. Continuing this process, all 
nodes in the network have discovered the shortest path to every other node 
when it stopped. 
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Dynamic SPF routing schemes associate a cost function to their links, which 
could be expressed as a function of delay, data rate, or a general form of cost in 
different implementations. 
In the early 1980s, ARPANET, the early version of the Internet, used a delay 
based distributed dynamic shortest path routing algorithm. Practically, OSPF 
(Open Shortest Path First) is a link state routing protocol based on SPR 
currently used within larger autonomous system networks. 
• 
5.2 Minimum Delay Routing 
The minimum delay routing problem was first proposed by R. G. Gallager in 
1976 [26]. It is a single path routing scheme in which the link cost are 
associated with delays. The routing scheme distributes flows on each path so 
that the system-wide delay is minimized. The description of the problem is as 
below. 
A computer network G = (V, E) is constructed of V routers and E links between 
the routers. Each link is bi-directional with different cost d{ij), either same or 
• different in each direction. The cost is a function of the delay experienced in 
that link. Let r/ > 0 be the expected input traffic entering the network at router 
i and destined to router j. Then a fixed set r = [r/] stands for the input traffic. 
Let s! be the total amount of traffic from router i to router j, which is the sum 
of r/ and the traffic arriving from the neighbors of router i and destined for 
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router j. Let routing parameter 丨 be the proportion of traffic s. that leaves 
router i over link (/, k), also assuming there is no traffic lose, then we have 
s.i=r/+ti=r卜 Y A . s i , (5.1) 
keN' 
where N' is the set of neighbor nodes of node i. 
It is obvious there are two types of traffic in a single link: direct traffic 
originated by it host router and transit routing traffic entering its host and 
destined for other routers. The expected traffic of each link is the combination 
of these two. • 
Let f.^ be the expected traffic on link (i, k), it can be expressed as the sum of 
. traffic destined for router j on link {i, k) over all possible destinations j as the 




The cost d{i,k) assigned to link {i,k) is the expected delay over that link, 
likewise it can be defined as the expected number of packets passed on link {i, 
k) times the expected delay per packet experienced. The delay includes both 
propagation delay and queuing delay. Hereby the cost is a function of expected 
• link load. Given delay function D{f)，there is 
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= (5.2) 
And the total expected delay of the network is given by 
Dt= E D丨此 y (5.3) 
(i,k)eall links 
The minimum delay routing problem (MDRP) can be stated as [24]: For a 
given fixed topology and input traffic flow set r = {r/}, and delay function 
^ik(fik) for each link (i, k), the minimization problem consists of computing 
the routing parameters set p = {p,』）such that the total expected delay Dj is 
minimized. 
Gallager derived the necessary and sufficient conditions that must be satisfied 
in solving MDRP and proposed in Gallager's Theorem as below [26]. 
Gallager's Theorem [26]: The necessary condition for a minimum of D^ with 
respect to p\. for all i 本 j and (/, k)eL is 
d P , J = Pi, 
where is some positive number, and the sufficient condition to minimize D^ 
with respect to p is for all i 本 j and {i,k) g L is 
• D � 胁 争 
d r l d y / 
denotes the marginal distance of router i to a particular destination j, and 
denotes the marginal distance of its neighbor to j, and "；々仏）is the 
加k ‘ ‘ 
marginal delay or so called link cost from i to k. It is proved in [26] that Dj is 
minimized if and only if all flows travel along minimum marginal delay paths. 
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. It is stated in [26] that if the links are assumed to behave like M/M/1 queues, 
the marginal delay can be obtained in a closed form expression by 
differentiating the following equation: 
肌 J = “ ， (5.4) 
where Q is the capacity of the link {i,k) and r,众 is the propagation delay 
experienced. Moreover, assume there is no packet loss, the propagation delay 
can be assumed as 1/ Q . 
5.3 Fairness Index Based Routing 
• Differing from the minimum delay routing, we propose an algorithm based on 
the pre-defined fairness index. Instead of counting the expected delays in links, 
we take expected fairness index in nodes into account, and find the best paths 
in which the aggregate fairness index is minimized. 
5.3.1 Problem Formulation 
In a multi-hop networks, a packet makes its way to the destination through 
many hops, and therefore it has many choice in selecting the path it travels. 
The Fairness Index Based Routing process assigns the intrinsic fairness index 
at the nodes as the cost of them, and uses these weight factors to calculate the 
best paths. The calculation happens at each node by using Dijkstra's shortest 
path algorithm. 
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Given a computer network G = (V,E), where V is the routers and E is the links 
connecting the routers. Let r^ ' be the input traffic entering the network at node 
i and destined to nodey, then the input traffic set can be denoted asr = {r/}. 
. The traffic distribution denoted as M in the previous chapter, which describes 
the proportion of input traffic of a node i and destined to a particular 
destination node among the overall input traffic of node i, is pre-fixed as a 
system parameter. Then r/ can be expressed as Mj.. t). Let N'^  be the set of 
sender nodes of a particular node /，and be the destination nodes of it. 
Consider all the traffic destined for a particular node i, it can be express as the 
sum of r; over all possible sender j, ^ r] . For the transitory traffic though 
j^K 
node z•，let p'.^ be the proportion of traffic leaving from node j and destined for 
node k which passes by node i. Then ^ denotes the traffic originates 
. keNi 
from node j and passes through node i, where ^ p'jk^kj is the previously 
keNl 
defined parameter Ly. 
Under our assumption, the cost (i.e. throughput, delay, etc.) in the links are not 
taken into consideration, instead the cost is chosen as the fairness index which 
is associated to the nodes (routers). For instance, the output fairness index is 
defined as the useful traffic of a particular node k over the total traffic through 
it, as expressed below. 
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« 
y = ！^ = j^K j^K ( 5 5 ) 
./eyv； j^N jeNl jeN^ JeN keNi 
The cost c{i) assigned to node i is a function of the expected fairness index at 
that node. 
= (5.6) 
Define the best path among all possible routes be the one with minimum 
. aggregate cost, there is 
Q = Z 
ie Route 
The fairness index based routing problem (FIBRP) can be stated as: For a 
given fixed topology and input traffic flow set r = {r/}, and cost function 
Ci(/i) for each node i, the minimization problem consists of computing the 
routing parameters set p = } such that the total expected cost Cj is 
minimized. 
However the theoretic proof of the existence of the optimal solution was not 
found yet, nor did the optimal solution itself. It is the next step goal of our 
study on this FIBR problem. The following discussion on FIBR algorithm is an 
exploration of how the fairness index relation cost will affect the routing result, 
and how it can help to improving the routing performance. 
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5.3.2 Cost Function 
As stated previously, the fairness index of a particular node represents its 
_ contribution to the networks. The higher the fairness index of a node, the more 
the benefit it gets from the entire network and vise versa. Therefore it is natural 
for a node to choose the ones with higher fairness indices, which means larger 
proportion of their own traffic compared with their contribution, to help 
transmit its traffic to the destination. In this way, nodes lean to put the load 
onto those with higher fairness indices instead of the one with lower such 
values. At last, the overall traffic is distributed much fairly and evenly among 
the nodes. 
The problem is how to compute the aggregate fairness index on a particular 
. route. The straightforward way is to use the summation of the all indices along 
the path, such as 
= C,.(/.) = a./i, and C^ = ， 
i i 
where a,, is the weigh factor of each node. 
It is simple in the one-node paths. The best path is always the one with highest 
fairness index as discussed above. For example, if fairness index F2 is larger 
than F1 and F3, then path 2 will definitely be chosen. 
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However, the calculation goes complicated in a multi-hop case. The value of 
« 
fairness index of the nodes in one route diverse from each other, there are 
several way to aggregate them together. It is not easy to say who is better or 
who is bad by a simple judgment. 
• 
( :D 
Let us look at some specific examples: assume F 1 � F 3 � F 4 � F 2 . If node l，s 
fairness index large enough, the higher route has larger aggregate value, and it 
will be chosen as best path. However this will let node 2 handle more transitory 
traffic, and make its fairness index even lower. It is likely to construct the cost 
function in which the variable with larger value has smaller weight. How to 
define the weight is another problem still under exploration. 
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5.3.3 Implementing Fairness Index Based 
« 
Routing 
We present an approach based on link-state information to implement the 
Fairness Index Based Routing. Our approach consists of three components: 
computing best paths, distributing traffic over those paths, and calculating the 
link-costs. 
5.3.3.1 Computing Best Paths 
The computation of best paths is applying the shortest path algorithm to link 
state information. Assume the nodes detect the link failure, the topology 
• change, and the link cost updates in a finite amount of time, which will not be 
taken into account in the algorithm, and send advertisements successfully. Also 
assume each node sends out the packet in turn within a finite time and the 
packet arrive the destinations in turn with the delay not counted. These 
assumptions are made in similar routing algorithms, and they can be easily 
satisfied in practice. 
During the computing best paths procedure, each node i maintains information 
as below: 
1. A topology table C，stores the connecting information known by node i. 
Assume after transmission latency, all C converge to a same table, 
describing the topology of the network. 
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2. A connection twosome TR'，in form of (next node, cost of next node), 
where next node is the neighbor node of node i. 
3. A routing table T'，stores for each destination j, the successor set S'-. 
The procedure is first calculating the best paths to every possible destinations 
• from node i, by applying Dijkstra's shortest path algorithm over the topology 
table C and the node cost stored in the twosome TR'. And then it stores the 
routing information into T', the routing table of node i. 
5.3.3.2 Distributing Traffic Over Paths 
We assume each source node sends packet into the network in turn. Because of 
no packet loss and propagation delay, the packets arrives the destinations in 
turn. The packet heads for the next hop by searching the routing table at the 
current node. 
. Updating of traffic of a node i happens when a packet enters into that node. If it 
is the destination of the traffic, the table Direct' adds account; if not, the table 
InDirect' does so. Along the best path for the source/destination pair (/, j), 
each node involved updates its traffic tables. 
5.3.3.3 Calculating the Link-Costs 
As mentioned earlier, a simple way to calculate the cost of passing through a 
node is using its fairness index directly. 
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« 
n + T . M i / j 
j^K jeN 
Mij is given at initialization step. L.jr. is unknown and need be updated at the 
end of the traffic distribution process, where it can be calculated as 
Z P ' j i M k / j . 
keNi 
In the simulation, the numerator is calculated hy Direct'，and the denominator 
. is calculated hy Direct'. After a pre-scheduled updating period T/we, the cost 
of each node has been updated by using the above formula. 
5.3.4 Experiment and Analysis 
In order to investigate the effect of introducing fairness index into shortest path 
routing, we take several simulations to compare the performance of the two 
shortest path routing algorithms: minimum delay routing and fairness index 
based routing. The simulations illustrate the effectiveness in achieving a 
balanced status of out fairness index based routing with a similar or a little 
weak performance in overall delay. 
We preformed the simulations on the eight-node network topology shown in 
Figure 11. We restrict the link capacity to a maximum value, so that it becomes 
sufficient load of the network. Also assume there is no packet loss. 
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Predefined the traffic distribution as 
- 0 0.1139 0.1915 0.1830 0.1844 0.1427 0.0407 0.0776" 
• 0.2307 0 0.1190 0.1264 0.1698 0.1223 0.2460 0.1963 
0.1692 0.1862 0 0.0494 0.1396 0.2271 0.3700 0.1483 
0.0703 0.2099 0.0889 0 0.0009 0.1434 0.1285 0.1607 (5 7) M = \ z 
0.1015 0.1884 0.2172 0.2745 0 0.1535 0.0653 0.1273 
0.0904 0.0862 0.0068 0.0382 0.2667 0 0.0252 0.1339 
0.0843 0.1335 0.2154 0.0710 0.2347 0.1737 0 0.1559 
0.2537 0.0820 0.1613 0.2575 0.0039 0.0371 0.1242 0 
At each simulation, we choose a random input traffic rate r，which is 
implemented by varying the packet generating rate. Then combined with the 
traffic distribution M, we specify how much traffic has been input from a 
particular source to all possible destinations. 
In response to this varying input traffic rate, the network performs differently. 
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Using Minimum Delay Routing Algorithm, link traffic increases or decrease 
proportionally. The result is the variation in link delay. More specifically, the 
more the input traffic rate, the more traffic at corresponding links, the more the 
delay experienced in these links. The used best path may not be the best 
anymore, and the traffic is redirected to other path. 
In case of Fairness Index Based routing algorithm, with the increase of input 
traffic rate, some links are saturated and cannot afford any more increasing, 
then the remain traffic goes along the second-to-best path. 
Above discussion illustrates that the saturated links may affect the performance 
of both routing algorithms, therefore the experiments simulate both two cases: 
Case 1: Link capacity is comparably larger than traffic load, so all the links are 
not saturated; 
Case 2: Some links in the network are fully occupied. 
5.3.4.1 Simulations in Case 1 
Define the total traffic rate (TTR) as the aggregate traffic on all the links in 
network. Intuitively thinking, this parameter reflects the effectiveness of a 
routing algorithm. If the best path defined by some metrics of the algorithm is 
indeed the "best" one, the traffic is directed to the destination in an effective 
way. Therefore the transit traffic will be optimized. 
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Another parameter used in comparison is the total link delay (TLD), which is 
. the aggregate link delay experienced of all traffic along all the links. Because 
the Fairness Index Based Routing does not count and route by the link delay, 
we borrow the method to count it in the Minimum Delay Routing and compare 
the values. 
The last performance parameter is the fairness status. By inputting traffic into 
the network, each node will attain a fairness index defined in previous chapters, 
so as in the Minimum Delay Routing. The diverse property reflects how 
balanced the network is. The more converse the fairness indices at all nodes, 
the better balance the network is. 
• We restrict the Link Capacity to a maximum of 100 unit, and specify the Input 
Traffic Rate as [70 40 60 80 50 90]'. 
1. The total traffic rate (TTR) 
a) TTR using DBR is 1340 units; 
b) TTR using FIBR is 1109 units. 
The total traffic includes both direct and transit traffic. The best routes are 
chosen differently in each algorithm; therefore transit traffic and total traffic 
are totally different along all links. However, the aggregate traffic has a similar 
value under both algorithms. It indicates that the Fairness index based Routing 
has a similar effectiveness compared with Minimum Delay Routing. 
2. The total link delay cost (TLD) 
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a) TLD using DBR is 50.3 units; 
b) TLD using FIBR is 53.1 units. 
The overall delays of two shortest path algorithms are also very similar from 
the simulation. 
, 3. The Fairness Index of each nodes 
a) The fairness indices of 6 nodes diverse from 0.6 to 0.9. 
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Figure 12 Fairness Index of the nodes in MDR. 
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Figure 13 Fairness Index of the nodes in FIBR. 
As shown in Figure 12 and Figure 13, the Fairness Index Based Routing 
obtains much improved performance comparing with the SPR based on delay. 
The fairness indices of Fairness Index Based Routing are more compact than 
the ones under Minimum Delay Routing. This indicates that the traffic is 
distributed more evenly among the nodes using the FIBR algorithm. 
More simulations are taken under different network topology and different 
traffic proportion among routes. The performance comparison are listed in 
Table，and similar conclusion are drawn. 
TTR i 2 3 4 5 
MDR 1070 1 0 ^ n ^ 
. 78 
FIBR rni HTl 
Table 3. Comparison of TTR between MDR and FIBR 
TLD i 2 3 4 5 
. MDR 4L9 ^ 5^5 703 
FIBR 4 6 l 46 l ^ ^ ^ 
Table 4. Comparison of TLD between MDR and FIBR 
5.3.4.2 Simulations in Case 2 
We restrict the Link Capacity to a maximum of 40 unit in case 2，and use the 
same Input Traffic Rate as [70 40 60 80 50 90]，. 
4. The total traffic rate (TTR) 
a) TTR using DBR is 1106 units; 
b) TTR using FIBR is 792 units. 
The aggregate traffic also has a comparable value under both algorithms, which 
indicates that the Fairness index based Routing is as effective as Minimum 
Delay Routing. 
5. The total link delay cost (TLD) 
a) TLD using DBR is 104 units; 
b) TLD using FIBR is 3996 units. 
• 
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When traffic load goes heavy comparably with the capacity limit, the overall 
delay of Minimum Delay Routing has a better performance than Fairness Index 
Based Routing. 
6. The Fairness Index of each nodes 
a) The fairness indices of 6 nodes diverse from 0.6 to 1. 
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Figure 14 Fairness Index of the nodes in MDR. 










0.3 - . 
Q 2 1 I I I I I I I 1 1 1 
‘ 0 5 10 15 20 25 30 35 40 45 50 55 
t ime ( unit per iteration ) 
Figure 15 Fairness Index of the nodes in FIBR. 
5.3.4.3 Conclusions 
« 
From the simulations, we can draw some properties in common: consider the 
routing effectiveness and routing delay, the FIBR algorithm is comparable to 
MDR algorithm, especially when the traffic load does not exceed the link 
capacity. However, the FIBR algorithm has a much better performance in 
traffic load balancing among the nodes. 
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