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Neurodegeneration (or brain atrophy) is part of the pathological cascade
of Alzheimer’s disease (AD) and is strongly associated with cognitive
decline. In clinics, atrophy is measured through visual assessments of
specific brain regions on medical images according to established rating
scales.
In this thesis, we developed a model based on recurrent convolutional
neural networks (AVRA: Automatic visual ratings of atrophy) that
could predict scores from magnetic resonance images (MRI) according to
commonly used clinical rating scales, namely: Scheltens’ scale for medial
temporal atrophy (MTA), Pasquier’s frontal subscale of global cortical
atrophy (GCA-F), and Koedam’s posterior atrophy (PA) scale. AVRA
was trained on over 2000 images rated by a single neuroradiologist and
demonstrated similar inter-rater agreement levels on all three scales to
what has reported between two "human raters" in previous studies.
We further applied different versions of AVRA, trained systematically
on data with different levels of heterogeneity, in external data from
multiple European memory clinics. We observed a general performance
drop in the out-of-distribution (OOD) data compared to test sets sampled
from the same cohort as the training data. By training AVRA on data
from multiple sources, we show that the performance in external cohorts
generally increased. AVRA demonstrated a notably low agreement in
one memory clinic, despite good quality images, which suggests that
it may be challenging to assess how well a machine learning model
generalizes to OOD data.
For additional validation of our model, we compared AVRA’s MTA
ratings to two external radiologists’ and the volumes of the hippocampi
and inferior lateral ventricles. The images came from a longitudinal
cohort that comprised individuals with subjective cognitive decline (SCD)
and mild cognitive impairment (MCI) followed up over six years. AVRA
showed substantial agreement to one of the radiologists, and lower rating
agreement to the other. The two radiologists also showed low agreement
between each other. All sets of ratings were strongly associated with the
subcortical volumes, suggesting that all three raters were reliable. We
further observed that individuals with SCD and (probably) underlying
AD pathology had a faster MTA progression than MCI patients with
non-AD biomarker profile.
Finally, we evaluated a method to quantify patterns of atrophy
through the use of graph theory. We compared structural gray matter
networks between groups of healthy controls and AD patients, con-
structed from different subsamples and with different network construc-
tion methods. Our experiments suggested that structural gray matter
networks may not be very stable. Our networks required more than 150
subjects/group to show convergence in the included network properties,
which is a greater sample size than used in the majority of the studies
applying these methods. The different graph construction methods did
not yield consistent differences between the control and AD networks,
which may explain why findings have been inconsistent across previous
studies.
To conclude, we demonstrated that a machine learning model can
successfully learn to mimic a radiologist’s assessment of atrophy without
intra-rater variability. The challenge going forward is to assert model
consistency across clinics, scanners and image quality—nuisances that
humans are better at ignoring than deep learning models.
Sammanfattning på svenska
Neurodegeneration (eller hjärnatrofi) drabbar patienter som lider av
Alzheimer’s sjukdom (AD), och är starkt förknippat med försämring av
kognitiva förmågor. För att kvantifiera atrofi kliniskt så görs visuella
bedömningar, där en tränad radiolog gör en skattning från 0 till 3 (eller
4) enligt etablerade skattningsskalor.
I den här avhandlingen så har vi utvecklat en automatisk metod
för visuella skattningar som vi kallar AVRA (Automatic visual ratings
of atrophy) och som bygger på neurala nätverk. De tre skalorna som
automatiserades var för bedömning av medial temporallobsatrofi (MTA),
frontal kortikalatrofi (GCA-F) och posterior atrofi (PA). AVRA:s skat-
tningar överensstämde väl med radiologens bedömningar från samma
kohort, och på samma nivå som tidigare studier har rapporterat.
För att förstå hur AVRA presterade på klinisk data, så undersökte vi
hur väl skattningarna stämde överens i extern data från minneskliniker
runt om i Europa. Vi noterade en generell minskning av överensstämnin-
gen bland skattningarna när testdatat inte kom från samma distribution
som träningsdatat. Genom att inkludera bilder med större variation
(d.v.s. från fler kohorter, kameror, och skanningsprotokoll) så ökade
AVRA:s prestanda även i dessa dataset. Vi jämförde även AVRA med
två andra radiologer, och där vi såg hög överenstämmelse mellan AVRA:s
och ena radiologens MTA-bedömningar men lägre till den andre. (Sam-
stämmigheten mellan radiologerna var också låg). Samtligas skattningar
visade dock stark korrelation med de subkortikala strukturer som bedöms
i MTA-skalan, vilket indikerar att båda radiologerna samt AVRA var
pålitliga.
Med AVRA undersökte vi hur MTA förändras över tid hos individer
med självupplevd försämring i kognition och patienter med mild kognitiv
svikt (MCI). Målet var att karaktärisera hur kliniska MTA-skattningar
ser ut i tidiga stadier av demens. Vi observerade att patienter med
underliggande AD-patologi, men med mildare symptom, hade snabbare
progression i MTA än MCI-patienterna utan abnormala AD-biomarkörer.
Våra resultat visade att MTA-skattningarna visade samma longitudinella
trender som volymen av hippocampus, och att det främst är subjek-
tiviteten i bedömningarna som begränsar visuella skattningar.
I den sista studien undersökte vi hur pålitliga resultat som erhålls
när grafteori används för att kvantifiera kortikala atrofimönster i hjärnan.
Vi jämförde nätverk konstruerade av data från AD-patienter mot friska
kontroller – två grupper där vi antar att skillnaderna bör var stora. Våra
resultat visade att det krävdes över 150 bilder från varje grupp för att
få stabila resultat, vilket är betydligt fler än vad som vanligtvis använts
i dessa typer av studier. Hur man definierade sin graf hade också stor
påverkan, vilket kan förklara varför tidigare studier rapporterat olika
resultat från studier på AD-nätverk.
Sammanfattningsvis så beskriver den här avhandlingen utvecklandet
av en maskininlärgningsmodell som med god precision kan automat-
generera visuella skattningar som används kliniskt för att mäta atrofi.
Utmaningen framåt är att se till att få dessa modeller att fungera i en
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Dementia is a category of neurodegenerative disorders that causes af-
flicted people’s mind, memory and personality to change. A recent study
has estimated that 47 million people in the world were suffering from
dementia in 2015 (Wimo et al., 2017). As the life-expectancy increases,
this number is predicted to reach 75 millions in 2030 (Prince et al.,
2015), causing suffering and an enormous burden on caregivers and
health systems. Alzheimer’s disease (AD) is the most common type of
dementia and constitutes about 2/3 of all dementia cases.
There is no cure for Alzheimer’s disease available today. While
there are drugs that are approved for clinical use, the long-term effects
are small. Substantial efforts have gone into developing new drugs
that can slow down the progression of Alzheimer’s disease, but so far
unfortunately without success. As neurodegeneration is irreversible, it is
widely believed that treatment strategies need to be initiated in a very
early stage of the disease—possibly already at an asymptomatic phase,
which may last for 15 years prior to experiencing clinical symptoms.
Therefore, it is important to have reliable, sensitive and early markers
of the disease in order to detect these asymptomatic individuals and
track the progression of the disorder. Senile plaques and neurofibrillary
tangles in the brain are pathological hallmarks of AD, which leads to
neurodegeneration (or brain atrophy) that is strongly associated with
cognitive symptoms. The primary focus of this thesis is on different
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measures of atrophy derived from medical images used in research and
in clinics.
1.1 Aims and outline
The overall goal of this thesis is to investigate different methods used
to quantify atrophy from structural magnetic resonance images (sMRI)
during the continuum of dementia, and Alzheimer’s disease in particular.
This can be broken down into study-specific aims:
1. Develop a tool for automated predictions of radiologist ratings of
atrophy according to established visual assessment scales used in
the clinics.
2. Assess how reliable the tool is in external data from multiple
European memory clinics.
3. Investigate the longitudinal progression of medial temporal at-
rophy in preclinical dementia using our tool compared to visual
assessment and other neuroimaging softwares.
4. Study the utility of gray matter networks for quantifying atrophy
in Alzheimer’s disease.
The following two chapters of the thesis provide some background to
Alzheimer’s disease and artificial neural networks. In Chap. 4 studies 1
to 3 are discussed, where we propose and apply a deep learning model
that predicts visual ratings of atrophy according to scales used in clinics.
In the fourth study, we assess a different method, graph theory, for





The chapter aims to describe the pathological cascade in Alzheimer’s
disease. This includes clinical manifestations and diagnostic criteria,
underlying pathological processes and biomarkers in AD.
2.1 Diagnosing Alzheimer’s disease
A definitive diagnosis of AD can only be made postmortem through an
autopsy, which shows the occurrence of senile plaques (A𝛽 pathology;
Amyloid 𝛽) and neurofibrillary tangles (NFT; tau pathology) in the
brain (McKhann et al., 1984). Researchers have tried to characterize the
continuum of AD as a number of phases, ranging from pre-symptomatic
to fully-developed dementia.
From a clinical and a patient perspective, the onset of the disease
begins with cognitive abilities starting to deteriorate. Cognition is a
rather abstract concept, which is difficult to quantify. In practice, it is
done through a battery of neuropsychological tests which are designed
to assess impairment in a number of specific cognitive domains, such
as episodic memory, attention, language and visouspatial processing.
However, even with these tests in place it can be tricky to measure
cognitive decline. The word "decline" means that cognition has worsened
from some previous baseline state. Since there is a degree of inter-subject
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variability in cognitive baselines we compare the results of cognitive tests
to normative values, which then really becomes a test of impairment.
An individual that has a self-perceived notion of worsening cognition,
but where the cognition is still not considered abnormal based on neu-
ropsychological tests, is said to have subjective cognitive decline (SCD). It
can be the first symptomatic stage of dementia, such as AD, and "subtle
cognitive deficits" is in fact part of the criteria of preclinical AD (Jack
et al., 2011; Sperling et al., 2011). Jessen et al. (2014) have proposed
(for the Subjective Cognitive Decline Initiative Working Group) research
criteria for SCD subjects. These criteria are rather general and only in-
clude a self-perceived decline in cognitive ability (not caused by an acute
event) while still performing "normal" (adjusted for age and education)
on cognitive tests. The SCD population is a highly heterogeneous group,
as the notion of cognitive decline varies among individuals. It has been
shown that SCD individuals are more prevalent to progress to dementia
compared to (self-perceived) cognitively unimpaired controls (Mitchell
et al., 2014). Individuals with subjective memory complaints have, on a
group level, been reported to have reduced volumes of the entorhinal
cortex (Jessen et al., 2006), cortical thinning in brain regions affected in
AD (Schultz et al., 2015), as well as increased amyloid burden (Perrotin
et al., 2012) compared to controls.
Patients with worsening cognition that is detectable through neu-
ropsychological tests, can be clinically diagnosed as having mild cognitive
impairment (MCI). The severity is not sufficient for the patient to be
diagnosed with dementia, so MCI is commonly viewed as an intermediate
state between healthy aging and dementia. Diagnostic and research
criteria for MCI have been suggested by Petersen (2004) who proposed
two clinical subtypes of MCI: amnestic- and non-amnestic-MCI. The
amnestic-MCI subtype (i.e. with impaired memory function) were sug-
gested to have underlying AD pathology. Later, diagnostic guidelines of
MCI due to AD were formalized by the National Institute on Aging and
Alzheimer’s Association (NIA-AA) (Albert et al., 2011) to characterize
the pre-demented stage of AD:
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∙ Cognition criteria:
– Decline in cognition, reported by patient or informant.
– Objective evidence of impairment in cognition (e.g. abnormal
Mini Mental State Examination, MMSE, score).
– Patient still have independence in functional abilities.
– Not demented.
∙ Etiology:
– Rule out traumatic, vascular or other non-AD causes where
possible.
– Evidence of longitudinal cognitive decline, if feasible.
– History of AD genetic factors, when relevant.
∙ Biomarkers:
– A𝛽 positive, detected in cerebrospinal fluid (CSF) or on a
positron emission tomography (PET) scan.
– Tau positive, detected in CSF or on PET.
– Downstream neuronal injury (visible on MRI or PET).
Biomarkers were recommended to use in order to increases the likeli-
hood of correctly diagnosing MCI due to AD, and not as a diagnostic
requirement (Albert et al., 2011).
Diagnostic criteria for Alzheimer’s disease dementia was proposed
by McKhann et al. (1984) and is called the NINCDS-ADRDA 1 criteria.
These were updated in 2011 by NIA-AA to be more in line with current
research (McKhann et al., 2011). These guidelines describe AD as
progression of three phases: preclinical AD, MCI due to AD (outlined
above), and probable AD. The definition of preclinical AD was suggested
for research purposes only and not for clinical diagnosis (Sperling et al.,
2011). The three stages of preclinical AD start with abnormal levels of
1National Institute of Neurological and Communicative Disorders and Stroke
(NINCDS) with Alzheimer’s Disease and Related Disorders Association (ADRDA)
5
A𝛽, followed by abnormal levels of tau and/or neurodegeneration, and
finally also subtle cognitive deficits.
The proposed criteria for AD dementia include that the patient
shows
∙ Functional decline from previous levels, not explained by delirium
of psychiatric disorder.
∙ Clinically diagnosable cognitive decline.
∙ Cognitive or behavioral impairment in at least two of the following
abilities:
– Obtaining and remembering new information.
– Reasoning of complex tasks s.a. poor decision-making ability.
– Visuospatial, s.a. inability to recognize faces.
– Language, s.a. experiencing problems with speaking or read-
ing.
– Personality, s.a. mood fluctuations or social withdrawal.
The use of biomarkers are not included in the core clinical NIA-AA’s
criteria from 2011 but it is stated that biomarkers increase the diagnostic
certainty. They suggest using biomarkers in research, clinical trials and in
cases when "deemed appropriate by the clinician". The main reasoning
behind this was that the diagnostic accuracy of the core clinical criteria is
good in most cases, but also due to lack of standardized biomarkers and
procedures (McKhann et al., 2011). A European version of diagnostic
guidelines was proposed by The International Working Group (IWG)
by Dubois et al. (2007), and revised in 2014 (Dubois et al., 2014). They
are called the IWG-2 criteria, and advocate the use of biomarkers in the
diagnosis, but with the view that abnormality in these markers increases
the probability of AD (and are not sufficient to diagnose AD pathology).
Recently, a fully biomarker-based diagnostic system was proposed
by Jack et al. (2016) to be used in research: the ATN system. It is a
binary system in which a patient that is e.g. A+T−N− has amyloid
pathology ("amyloid positive"), normal tau levels ("tau negative") and
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no abnormal neurodegeneration. The "N" has since been suggested to
be put in parenthesis as "(N)", since markers for neurodegeneration
are not necessarily AD-specific, whereas A𝛽 and tau are part of the
pathological definition of AD (Jack et al., 2018a). The AT(N) system is
thus completely disconnected from clinical symptoms, such as cognitive
impairment, with the motivation that if an individual has the biomarker
profile A+T+ he or she has Alzheimer’s disease by definition—regardless
of whether symptoms have developed or not. NIA-AA recently updated
their criteria based on the AT(N) system, and are no longer based on
clinical symptoms (Jack et al., 2018b). The framework thus has an
opposite view on biomarkers compared to the IWG-2 criteria where the
role of the AT biomarkers is to increase the probability of a correct AD
diagnosis (Dubois et al., 2014).
It should be noted that both the NIA-AA and IWG are frameworks
suggested mainly for research and not for clinical diagnosis of AD. In
Sweden, the ICD-10 criteria (World Health Organization, 1990) are used
for diagnosing AD.
2.2 Neuropathology in Alzheimer’s disease
Despite enormous efforts in the scientific community, we still do not fully
understand the cause and pathological process in AD. By definition,
AD patients have senile plaques and neurofibrillary tangles in the brain.
This is followed by neurodegeneration, affecting cognition and eventually
leading to the death of the patient. The heterogeneity of the disease, the
long time span, and that A𝛽 and tau pathology seem to precede clinical
symptoms with many years makes it very challenging to study. The
fact that other neuropathologies—such as Lewy bodies, cerebral vessel
diseases and TDP-43—frequently appear alongside AD (Boyle et al.,
2018) further adds to complexity of developing and assessing treatment
strategies.
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2.2.1 What is causing AD?
Among proposed disease mechanisms of AD, the cholinergic hypothesis
was an early model of the disorder (Bartus et al., 1982). It was based on
the observation that the levels of acetylcholine (ACh), a neurotransmitter,
is lower in AD patients, and that acetylcholinesterase inhibitors (AChEIs)
showed a positive effect on clinical symptoms. However, the leading
hypothesis today in the research community is arguably the amyloid
hypothesis.
The amyloid hypothesis was originally put forward by Hardy and
Higgins (1992). The model proposes that an imbalance between produc-
tion and clearance of A𝛽 is an initiating factor of AD. It was based on the
discoveries that mutations in the gene coding for the amyloid precursor
protein (APP) are associated with familial AD (Murrell et al., 1991), and
that patients with Down syndrome (who are born with an extra chro-
mosome carrying the APP gene) have a high risk of developing AD at a
young age (Whalley, 1982). APP is cleaved by 𝛽- and 𝛾-secretase which
produces A𝛽. If A𝛽 is not cleared at a proper rate, these A𝛽 monomers
can aggregate to form fibrils, which subsequently can form A𝛽 plaques.
In the hypothesis, increased levels of A𝛽 eventually causes aggregation
of hyperphosphorylated tau (P-tau) protein and NFTs. Downstream
effects of these events are neuronal synaptic dysfunction and neuronal
loss, which eventually leads to a dementia diagnosis (Hardy and Higgins,
1992).
However, there are debates regarding the validity of the amyloid
hypothesis (Selkoe and Hardy, 2016). This is mainly due to the lack
of success in clinical trials targeting amyloid deposition together with
weak associations between A𝛽 burden and neuronal loss (Ricciarelli
and Fedele, 2017). It has been suggested that hyperphosphorylation
of tau and A𝛽 depositions are independent or synergetic pathologies
(Duyckaerts, 2011), or that they are independent but share an upstream
cause (Small and Duff, 2008).
Spreading patterns of A𝛽 and tau aggregations in the brain were
first described by Braak and Braak (1991). Their study showed that
while the distribution of A𝛽 plaques varied widely across individuals,
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the spreading of NFTs was more distinct. They differentiated six stages
of the spreading of NFTs:
∙ Stages I-II: mild to moderate presence of NFTs in the transen-
torhinal region.
∙ Stages III-IV: progression of NFTs to the limbic region, including
the hippocampus.
∙ Stages V-VI: progression into neocortex.
The distribution of A𝛽 plaques instead seems to follow the opposite
direction; starting in neocortex and spreading to allocortical, basal
ganglial and diencephalic structures (Brettschneider et al., 2015; Braak
and Braak, 1991). The distribution of tau burden has been shown to
correlate better with neuronal loss and memory impairment than the
distribution of plaques (Gómez-Isla et al., 1997; Arriagada et al., 1992).
The cause of the disease may be debated, but there are a number of
associated risk factors of sporadic AD, where age is the most important
one. The most prominent genetic risk factor is the apolipoprotein E 𝜖4
(ApoE 𝜖4) allele, which has been shown to increase the risk of developing
AD by a factor 3 (heterozygous) to 12 (homozygous) Corder et al. (1993);
Farrer et al. (1997). Cardiovascular risk factors such as diabetes (Cheng
et al., 2012), obesity (Kivipelto et al., 2005), smoking (Durazzo et al.,
2014) and lack of physical activity (Norton et al., 2014) have been
shown to also increase the risk of AD. Protective factors are ApoE 𝜖2
homozygous (Farrer et al., 1997) as well as cognitive reserve that is built
up through education and mental activity (Stern et al., 1994; Valenzuela
and Sachdev, 2006).
2.3 Biomarkers in Alzheimer’s disease
A definitive diagnosis of AD can, as previously stated, only be made
postmortem. However, it is of great interest to be able to track the
pathology in vivo—not only for a more reliable diagnosis but also in
order to study the disease as well as developing treatments. That is, we
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are interested in finding biomarkers of the disease, and to develop as
precise measurement techniques as possible.
The two entities that have been the primary interest to quantify
are A𝛽 and tau pathology, given that they are the pathophysiological
hallmarks of Alzheimer’s disease. They have typically been measured
through CSF or PET, but recent advances have been made to measure
them in blood plasma (Blennow and Hampel, 2003; Nordberg et al.,
2010; Blennow and Zetterberg, 2018; Janelidze et al., 2020).
To track A𝛽 pathology in CSF, it is most common to measure the
levels of A𝛽42, which is believed to be the most toxic A𝛽 peptide. In AD
pathology, the CSF A𝛽42 levels are reduced compared to normal aging
due to less amyloid being cleared in the brain, and consequently less A𝛽
ending up in the CSF. This is an early marker that has been shown to
precede clinical symptoms up to 15 years in autosomal dominant AD
patients (Bateman et al., 2012). The level of P-tau in CSF reflects the
degree of phosphorylated tau (and thus NFTs, i.e. tau pathology) in
the brain and total tau (T-tau) has been considered to be a general, yet
indirect, marker for neurodegeneration (Blennow and Hampel, 2003).
Both P-tau and T-tau levels are increased in AD patients and can help
in distinguishing AD from other neurological disorders (Vanmechelen
et al., 2000).
PET imaging has the advantage of providing (in vivo) spatial distri-
bution of A𝛽, tau and glucose metabolism; the latter being a marker of
neuronal activity and implicitly for synaptic dysfunction and neurode-
generation. In AD, the retention of A𝛽 and tau is increased, whereas
glucose metabolism is decreased (Nordberg et al., 2010; Schilling et al.,
2016). PET can be a seen as a more direct marker of A𝛽/tau pathology,
whereas CSF provides indirect measures of pathology.
A third important and relevant biomarker in dementia and AD is
neurodegeneration. The term refers to the degeneration of neuronal
structure and function. This manifests in e.g. glucose hypometabolism,
but also in brain atrophy visible on sMRI and computed tomography
(CT) images. Quantifying brain atrophy (or gray matter loss) is the main
focus of this thesis. Atrophy is common in many dementias, but different
disorders may display distinct atrophy patterns (Harper et al., 2017).
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(a) CTR (b) MCI (c) AD
Figure 2.1: Example of medial temporal atrophy and ventricle enlargement in a
cognitively normal control (CTR), a patient with mild cognitive impairment (MCI),
and an Alzheimer’s disease (AD) patient.
The fact that regional atrophy correlates well with the distribution of
NFTs (Whitwell et al., 2012) and cognitive deficits (Frisoni et al., 2010)
suggests that atrophy is an important biomarker for AD and dementia.
Atrophy in the medial temporal lobe (MTL) is characteristic in
AD and assessed in the diagnostic work-up (Jack et al., 1997; Barkhof
et al., 2011), see Fig. 2.1. In the early stage of the disease atrophy is
most pronounced in the medial temporal lobe, including hippocampus
(HC) and entorhinal cortex, later affecting the basal temporal lobe and
cortical regions in the parietal cortex such as the precuneus and posterior
cingulate gyrus (Vemuri and Jack, 2010). However, it should be noted
that not all AD patients display this atrophy pattern. Subtypes of AD
has been identified based on distribution of NFTs by Murray et al. (2011)
(typical AD, hippocampal-sparing, and limbic predominant), where each
subtype displays a specific atrophy pattern (Whitwell et al., 2012). A
minimal atrophy AD subtype has also been suggested (Byun et al.,
2015). Early-onset AD (EOAD) patients tend to have more pronounced
posterior atrophy Frisoni et al. (2007) that can help in distinguishing
between frontotemporal lobe dementia (FTLD) and EOAD, which can
have overlapping symptoms in early stages (Lehmann et al., 2012).
In research, atrophy has generally been studied through comparing
volumes or thickness of specific brain regions, through vertex-based anal-
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ysis, or using voxel-based morphometry (VBM). These methods provide
sensitive measures that can be used to track atrophy progression. Stud-
ies that applied multivariate analysis methods or VBM-based machine
learning (ML) methods to investigate patterns of atrophy have found
that global cortical atrophy (i.e. not only in the medial temporal lobe)
can provide additional information that is useful for differential diagnosis
(Klöppel et al., 2008; Westman et al., 2011b). It is therefore of great
interest to be able to quantify patterns of atrophy in a meaningful way,
which has led to the studies on gray matter networks that is discussed
in Chap. 5 of the thesis.
Focusing on hippocampal atrophy, several studies have demonstrated
that HC volume alone can reliably distinguish AD patients from cog-
nitively normal subjects Wahlund et al. (1999); Frisoni et al. (2010);
Westman et al. (2011a) and that it is an early marker of the disease (Jack
et al., 1997). It has been shown that the atrophy rate of HC is increased
in MCI and AD (Jack et al., 2000; Henneman et al., 2009) (up to 8%
loss/year Fox et al. (1996)), and correlates well with cognitive decline
(Rusinek et al., 2003). Ridha et al. (2006) showed that brain atrophy
rate was an even earlier marker of disease onset than cross-sectional
volumes in familial AD cases.
In the clinical routine, atrophy is typically assessed through visual
ratings, and not with automated measures. A trained radiologist gives
a score of the degree of atrophy in a specific region according to an
established rating scale, which is used in the diagnostic workup of
dementia. Despite the simplicity2 of visual ratings, they have been
shown to provide similar diagnostic abilities as volumetric measures
while being fast and reliable Wahlund et al. (1999); Westman et al.
(2011a). Quantifying atrophy trough visual ratings is the main topic of
this thesis and is discussed further in Chap. 4.
A temporal ordering of the aforementioned biomarkers has been pro-
posed by Jack et al. (2013), see Fig. 2.2. This model follows the amyloid
hypothesis discussed in the previous section, where A𝛽 abnormality in
2"Simple" in this context means in comparison to the advanced mathematical
concepts underlying many computerized neuroimaging techniques—not that it is


































MRI + FDG PET
Cognitive impairment
Figure 2.2: A model of the biomarkers in the Alzheimer’s disease pathological cascade,
where the dotted horizontal line represents the detection threshold. FDG (fluoro-
deoxyglucose) PET refers to a PET tracer developed to assess glucose metabolism.
The figure is redrawn from the model presented in Jack et al. (2013).
the CSF represents the first (detectable) phase. This is followed by
abnormal tau levels in the CSF (PET imaging of tau was still in a very
early phase in 2013, but it has since been suggested that tau abnormality
can be detected earlier in CSF than in PET (McDade and Bateman,
2018)), and brain atrophy before the onset of clinical symptoms. This
model also highlights that some high-risk individuals may decline in





The enormous interest in artificial intelligence (AI) in the last decade is
actually rooted in the success of neural networks (NNs). The increasing
amount of data and computational resources has led to what we often call
deep learning, which has achieved human-level performance in numerous
fields and applications (Lecun et al., 2015). "Deep" in this context
refers to that we now can train neural networks with many more layers
("deeper") than what was possible 30 years ago, although much of the
fundamentals of NNs were established already in the 1950’s (Haykin,
2008).
This chapter provides some necessary background to this branch of
machine learning known as neural networks. My aim is to try to provide
"non-ML-practitioners" an overview of how and why these methods
work rather than a detailed mathematical description of modern neural
networks. I start by describing the smallest computational unit, the
artificial neuron, where multiple neurons together form an artificial
neural network. I go on detailing convolutional neural networks (CNNs),
which play a fundamental role in image recognition tasks today. They are
also a key component in the works of this thesis together with recurrent
neural networks (RNNs)—further detailed in Chap. 4.
Much of the information in this chapter regarding the basics of
neural networks comes from the excellent resources Haykin (2008) and
Goodfellow et al. (2016).
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3.1 Multilayer perceptrons
The term multilayer perceptron (MLP) is commonly used do describe a
feed-forward neural network where each neuron in a layers is connected
to all neurons in the next layer 1. In Fig. 3.1 we see a sketch of an MLP
with one hidden layer, together with a more detailed illustration of a











































Figure 3.1: Schematics of a multilayer perceptron with input variables 𝑥0, 𝑥1, 𝑥2 and
𝑥3. These get propagated through the network and finally outputs 𝑦. An illustration
of a single neuron 𝑘 (or perceptron) in hidden layer 𝑙 is shown in the red box on the
right, where the output a[𝑙] from a previous hidden layer is weighted and summed.
This sum is passed through a non-linear activation function 𝜙(·), e.g. a sigmoid
function, and the output is forwarded as input to the next layer of neurons or to the
output layer.
The neuron is the smallest computational unit of the network, inspired
by the human neuron, and this model is called Rosenblatt’s perceptron
(Rosenblatt, 1958). Translating the model into how an actual neuron
would work would go as follows: a neuron receives stimuli from other
neurons in the form of chemical potentials to its dendrites, where 𝑥𝑖
would be the signal received at the 𝑖:th dendrite. This input gets
weighted by a factor 𝑤𝑖 depending on the importance of the signal at the
𝑖th dendrite. The soma sums the weighted inputs 𝑤𝑖𝑥𝑖 from all dendrites.









Figure 3.2: Illustration of how well (a) a single neuron, (b) an MLP with one
hidden layer but no activation function (i.e. 𝜙(𝑧) = 𝑧), and (c) which is the same
architecture as in (b) but with 𝜙(𝑧) = max(0,z), can learn non-linear patterns. Each
dot represent a data point with two input variables (𝑥1, 𝑥2) belonging to one of
two classes, and the background color show what class belonging the networks will
predict for any (𝑥1, 𝑥2) pair.
If this sum
∑︀
𝑖𝑤𝑖𝑥𝑖 is greater than some threshold (bias) 𝑏, then the
neuron "fires" (or "activates") and propagates (forwards) a signal in the
neural network. What to propagate is computed through an activation












where [𝑙] is the specified hidden layer. In the first hidden layer (𝑙 = 1)
the 𝑎[0]𝑖 is the input data, i.e. 𝑎
[0]
𝑖 = 𝑥𝑖
A single neuron, as in the schematics on the right in Fig. 3.1, is the
same as logistic regression if we use a sigmoid function as our activation
function 𝜙. These can only find linearly separable patterns (Minsky and
Papert, 1988). By stacking multiple neurons in layers, we can create a
neural network (i.e. an MLP) that can learn non-linear patterns as well.
We illustrate this with an example in Fig. 3.2. In this figure, we also
illustrate the importance of the activation function, which enables the
network to learn non-linearities in the data.
Fig. 3.2c also demonstrates how we can use neural networks: if we
input new data to a trained network we obtain a prediction of what
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class this observation belongs to—just from having the network learn
from previous observations.
3.1.1 Learning approaches
How do we train a neural network? There are three main concepts in
machine learning.
Supervised learning
Supervised learning is perhaps the most intuitive approach to train a
network, and it is the method used in this thesis. In a nutshell it means
learning from labeled data, analogously to having a "supervisor" teach a
"student" (i.e. the network) a task.
Assuming that we have some data 𝑋 = {x𝑖}𝑁𝑖=0 with associated
labels 𝑌 = {𝑦𝑖}𝑁𝑖=0, we want to learn a function 𝑓 that maps 𝑋 → 𝑌 .
For many problems, this function 𝑓 is difficult or impossible to specify
by hand. By training a neural network in a supervised way, we can
approximate 𝑓 through a network such as the one illustrated in Fig. 3.1.
We do this by feeding input data x to the untrained network and compare
the predicted output 𝑦 with the label 𝑦. The weights of the network
(𝜃, denoting all weights in the network) gets adjusted to minimize the
difference between 𝑦 and 𝑦. We elaborate on this in Sec. 3.1.2.
Unsupervised learning
Unsupervised learning is particularly useful when little or no annotated
data is available. Thus, there is no paired label 𝑦𝑖 associated to the
observation x𝑖 that we can use to optimize the network. Unsupervised
learning aims to discover underlying patterns in the data.
Examples of common unsupervised learning methods in neural net-
works are autoencoders and generative adversarial networks (GANs).
An autoencoder is often used in conjunction with supervised learning,
so called semi-supervised learning. It consist of two parts: an encoder
network and a decoder network that can be trained end-to-end in a
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supervised manner. The encoder maps the input data x to a lower-
dimensional representation z. The decoder tries to reconstruct the input
x from z. By minimizing the differences between the original input
x and the reconstruction x̂, we force z to contain the most relevant
and observation-specific information of x and removing redundancies—
similar to a compression algorithm. This method was used e.g. by Payan
and Montana (2015) for the purpose of pretraining, where they trained
a neural network on the encoded z (discarding the decoding network)
to diagnose AD from MRI images.
The branch of machine learning called GANs was originally proposed
by Goodfellow et al. (2014). The idea is centered around game theory
and the use of two neural networks competing against each other: one
generative model 𝐺 and one discriminative model 𝐷. We can use an
example from medical imaging where the aim could be to generate
synthetic CT images. The purpose of the 𝐺 network is to generate
as realistic synthetic CT images as possible, whereas the 𝐷 network
is trained to recognize whether an image is real (i.e. an actual CT
image) or fake (generated by 𝐺). In the early training phases the images
generated by 𝐺 are poor and the 𝐷 network would have no problem
telling a real image from fake one. However, as training progresses the
𝐺 network will produce more "realistic-looking images" and thus forcing
𝐷 to be able to detect smaller and smaller differences between real and
fake images.
Reinforcement learning
Reinforcement learning (RL) differs from the two previously discussed
machine learning approaches. RL instead considers an agent acting in
an environment, and is in a way the closest analogue to how humans
learn: we explore the world by acting in it and where some actions
reward us, which reinforces certain behaviors.
An example of an RL application can be letting a machine ("AI")
learn how to play (video or board) games. Games are particularly
suitable for developing RL methods, as it is 1) easy to quantify the state
of the environment at any time, and 2) there is often a clear reward
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signal to optimize towards. Using chess as an example, the state would
be the positions of the pieces on the board (thus implicitly including the
information of pieces already lost) and the reward would be capturing
the opponent’s pieces and winning the game. During training, the agent
will start by playing (permissible) random moves, resulting in lost pieces
and games. If the agent "accidentally" makes a good move and captures
a piece, this will considered a reward and the agent will try to make
more moves like this. By reinforcing this behavior (while occasionally
exploring what happens if it makes an unexpected move) the agent will
become a better and better chess player.
The most notable application of reinforcement learning is probably
AlphaGo that beat the world champion of Go (Silver et al., 2016). This
was considered to be a milestone in AI, as the game was believed to
require "human intuition" 2. A second version was later developed that
was trained through self-play—completely without information from past
(human) games (Silver et al., 2017). This model was called AlphaGo
Zero, which could beat the previous "champion" AlphaGo. Similar
advances have recently been demonstrated in team-based video games
as well (Vinyals et al., 2019).
3.1.2 Training a network
This section is focused mainly on supervised training techniques, al-
though many of the ideas discussed here pertains also to unsupervised
and reinforcement learning. The aim of the supervised training proce-
dure is to find the values of all adjustable parameters (such as weights
and biases, collectively denoted 𝜃) of 𝑓𝜃 that minimize a cost function












(𝑦𝑖 − 𝑓𝜃(x𝑖))2 (3.2)
2Due to the vast number of possible moves, it is impossible to calculate the
optimal move by brute force.
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where 𝑓𝜃 represents a network of neurons, described in Eq. (3.1). This
cost function is thus small when predictions 𝑦 are close to the labels 𝑦,
and large if the predictions are far off.
During the training procedure we tune the parameters in 𝜃 to mini-
mize this cost function 𝐽 . To do this, we are interested in the property
𝜕𝐽
𝜕𝑤𝑖𝑗
. That is: how does a change in a given weight 𝑤𝑖𝑗 affect the
cost function 𝐽? This is equivalent to computing the gradient of the
cost function with respect to the network parameters. If we know this
entity, we can adjust the weights in the direction that decreases the
cost function. By repeating this step multiple times we minimize the
prediction error, ideally approaching a good approximation of the "true"
function 𝑓 . To calculate the partial derivative 𝜕𝐽𝜕𝑤𝑖𝑗 can be computation-
ally expensive. Backpropagation is a method to efficiently calculate the
gradient with respect to the weights (Rumelhart et al., 1986), and is
standard in modern ML frameworks.
There are a number of optimization methods that can be used to







where the 𝑖 subscript represents the 𝑖th out of 𝑛 observations. That
is, by summing the cost (prediction errors) of the 𝑛 observations for
all possible values of 𝜃 we would obtain a loss surface as a function of
𝜃, and our aim is to find the values of 𝜃 that gives the smallest value
of 𝐽(𝜃). Of course it would not be very efficient to assess all possible
values of 𝜃, particularly not as modern deep learning architectures often
contain millions of parameters.
In gradient descent methods, we start with random weights and
biases 𝜃 and calculate the gradient (slope) of the cost function ∇𝐽(𝜃)
at this particular point on the loss surface. We then take a step of
magnitude 𝜂 (which is called the learning rate) in the direction in 𝜃
space that shows the steepest descent on the loss surface (−∇𝐽𝑖(𝜃)) and
update the weights to this new position. Mathematically, each update
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of a parameter 𝜃𝑗 ∈ 𝜃 looks as follows:






The optimization is thus done iteratively, and after some number of
steps the solution will (hopefully) converge towards the global minima.
The size of the learning rate 𝜂 controls how large steps we take in each
iteration. A large 𝜂 can result in faster convergence, but may also cause
us to "overshoot" the minima in our descent. In practice, one often
gradually decreases 𝜂 during training, as well as using a momentum
term to dampen oscillations on the loss surface.
The method above is not very effective, as it involves calculating the
gradient for all samples to do a single update. In stochastic gradient
descent (SGD) we update the weights after a single (random) sample.
This is faster—but also noisier—than performing gradient descent over
the whole sample. The noise can however help to reduce the risk of
the optimizer getting stuck in a local minima, which can occur due the
smoother loss surface when averaging over the whole sample. Often one
averages over mini-batches as it 1) is less noisy than SGD but more
likely to not get stuck in local minima, 2) speeds up training because we
can compute samples in parallel while still not having to run through
all observations in each update.
There are other popular optimization algorithms used during training
neural networks such as RMSprop and Adam (Kingma and Ba, 2014).
Regardless of optimizer, it is customary to split the training data into
three partitions: a training set, a development set, and a hold-out test set.
The training set comprise the data on which we fit our network. However,
at some point during training the network will likely start to overfit
to the training data. That is, the network has learned features that
is specific to the training data and does not generalize to unseen data.
This is what the development set is for—to monitor the performance in
data not used to fit the model on to be able to observe when overfitting
occurs. However, as we are using the development set during the actual
development of our model (such as tuning hyper-parameters) it does
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not provide an unbiased estimate of the model’s performance in unseen
data. This is what the hold-out test set is for, which is to be assessed
once at the end of the model development.
3.2 Convolutional neural networks
Convolutional neural networks (CNNs) are a class of neural networks
particularly suitable for image related tasks. Instead of having a fully-
connected neural network, such as in MLPs where all input variables are
forwarded to all neurons, CNNs rely on weight-sharing. More specifically,
they are built around convolutions.
The concept of convolutions is illustrated in Fig. 3.3, where we
have an input image (in gray) that we wish to convolve with a filter
(or kernel ; in red). Images can be represented as a matrix containing
pixel intensity values, and the filter as a matrix containing the values of
the weights. We place the filter in the corner of the image, overlaying
the pixel values. We multiply each pixel value with the filter weight on
the overlaid position, and sum these values. We then move the filter
to a new position, and repeat the multiplication and summation, until
the whole input image has been filtered (convolved). The output of the
convolution is a new 2D image called a feature map.
Describing a convolution as an equation (at a single filter position)
looks as follows:





𝑊 [𝑠, 𝑡]𝑥[𝑖− 𝑠, 𝑗 − 𝑡] (3.5)
where * is the symbol for a convolution, W is the (2𝑎 + 1)x(2𝑏 + 1)
convolutional filter weight matrix, 𝑥 the input image, and 𝑔[𝑖, 𝑗] is the
pixel value of the feature map at position 𝑖, 𝑗. Note that this is very
similar to the weighted summation of an artificial neuron in Eq. (3.1)!
By adding an activation function 𝜙(·) to Eq. (3.5) above we get the
analogue of a neuron in CNNs. Having a small filter "slide" across the
image is effectively weight-sharing of the network, and a filter can thus







Figure 3.3: Sketch of a convolution, where a filter (in red) "slides" across the input
image (in gray, on the left). The pixel values are multiplied element-wise, and the
sum yields a feature map (right)
Convolutions are commonly used in image processing to filter images,
where different filters yield different feature maps. In Fig. 3.4 we see
examples of a CT image convolved with two different kernels. Fig. 3.4b
shows a smoothing kernel (a low pass filter), that can be used to reduce
noise in an image at the expense of blurring the image. In Fig. 3.4c, we
see a Sobel kernel (a high pass filter) that effectively enhances horizontal
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(c) Horizontal edge filter.
Figure 3.4: Examples of convolutional kernels 𝑊 used in image processing, and their
effects on the output. Connecting this to the illustration of convolutions in Fig. 3.3:
(a) is the input image on the left; W is the red patch; (b,c) the feature map on the
right.
Another way to to view the results in Fig. 3.4 is that different con-
volutional kernels can detect different features in the image. This is
an intriguing property and gives us an intuition of why CNNs are so
effective. It is the weights in convolutional filters that are learned during
the training of the network. By stacking multiple convolutional filters to
form a network it can learn to detect complex features in images which
would be impossible to handcraft.
3.2.1 CNN architectures and modules
Here we will discuss some modules that are frequently used in CNNs, as
well as some well-known network architectures. The aim is to provide a
brief history of CNNs and to give a more detailed description of a CNN
architecture that can be used for image recognition tasks.
One of the earliest successful implementation of a CNN trained
using backpropagation was LeNet, which outperformed other models
on recognizing hand-written digits (LeCun et al., 1989; Lecun et al.,
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1998). It was the success of AlexNet (Krizhevsky et al., 2012), which
demonstrated that deep CNNs trained on GPUs could yield superior
image recognition performance, that reinvigorated the interest and
funding of deep learning research.
We start with describing the VGG network (Simonyan and Zisserman,
2015) in more detail, as it is has a rather "clean" architecture (yet
one that can still yield impressive performance). We use the VGG
structure to explain how a basic feed-forward CNN can look and its
components. An illustration of the architecture is shown in Fig. 3.5.
It is based primarily on a module that is repeated multiple times in
the network: a 3x3-filter convolution, followed by a rectified linear unit
(ReLU) activation function, and (sometimes) a max pooling operation.
. .. .. .
Figure 3.5: Sketch of the VGG16 network architecture. Each box represents a 3x3-
filter convolution + ReLU activation. The gray boxes also includes a max pooling
operation, reducing each dimension of the feature maps with a factor 2. The "length"
of each box indicates how many filters is included in each layer, which increases
deeper into the network. The output of the last block is flattened and used as input
to a fully connected neural network that acts as a classifier.
We go through each of these steps in detail (omitting technical steps such
as padding and striding). 3x3-filter convolutions refers to convolutions
with kernels of in-plane size 3x3 and a variable depth depending on
the number of filters in the layer preceding it. Let us assume that we
have an input image of size 3x224x224 (the "3" refers to the number of
channels, e.g. RGB), and that we use 32 filters in the first two layers.
Each of the filters in the first layer will have the dimensions 3x3x3. By
convolving the input image with all filters we obtain 32 feature maps.
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All these values are passed through a ReLU function—the activation
function 𝜙(·) used in VGG defined as
ReLU = max(0, 𝑥) (3.6)
which is a common choice of activation function in most neural networks
today. The 32 feature maps from the first layer are used as input to the
second layer with the dimensions 32x224x224 (i.e. 32 channels instead
of 3). The filters of the second layer will thus comprise 32 kernels of size
32x3x3.
The output of the second layer (including ReLU activations) under-
goes a max pooling operation. In the VGG network, this simply refers
to dividing each feature map into 2x2 patches and forwarding only the
maximum value in this patch to the next layer. This effectively reduces
the input dimensions by a factor of 4, which speeds up training and low-
ers the memory consumption of the GPU. It also leads to substantially
fewer neurons in the fully connected layers in the end, reducing the risk
of overfitting.
The modules in the shallow layers consist of two blocks of 3x3-filter
convolutions+ReLU activations, followed by max pooling. The deeper
layers contains three of these blocks, as well as more filters in each
block. Common versions of the VGG architecture are called VGG16
and VGG19, containing 16 and 19 of these blocks (layers), respectively.
The "convolutional part" of the network is responsible for extracting
features of the input images. These representations, encoded in the
output of the convolutional layers, are flattened into a 1D vector and
used as input to a "regular" fully-connected two-layer NN. This final
part acts as a classifier based on the extracted features from the image.
There are numerous more concepts that have been developed since
the VGG network was proposed, and are standard in most state-of-the-
art architectures today. We go trough some of them here, with a focus
on the ones used in our model described in Chap. 4.
Batch normalization was introduced by Ioffe and Szegedy (2015) and
provided faster training and more robust models, as well as regularization
of the network. It first transforms the values of each input to have a
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zero mean and unit variance, and then scales and shifts the values with




𝛾 + 𝛽 (3.7)
where 𝜖 is a small constant added for numerical stability.
Residual networks were first proposed by He et al. (2016) with
the ResNet architectures. They introduced skip-connections, which
enabled deeper networks than was previously possible with improved
performance. If the input to a layer is denoted x, and the output of the
convolutions is 𝐹 (x), the skip-connections introduces 𝐹 (x) + x, which
is what is forwarded to the next layer. That is, it adds the input to the
output of the convolution layers. This helps alleviate the problem of
vanishing gradients, which can make it difficult to train deep networks.
Residual units are part of most modern network architectures today.
As an example, U-Net, which is arguably the most popular network
architecture for medical image segmentation, relies heavily on residual
connections (Ronneberger et al., 2015).
3.3 Recurrent neural networks
So far, the networks we have described deals with single input and single
output cases, and are not practical for sequential data with varying
input length. Examples of this can be time-series data or text data used
for natural language processing. A type of networks that is suitable for
sequential data is called recurrent neural networks (RNNs).
A simple illustration of an RNN is shown in Fig. 3.6. The idea is
that each cell is similar to a single layer in a vanilla NN—multiplying
a weight matrix with an input vector and passing the sum through an
activation function. The difference is that an RNN cell takes the 𝑖:th
sequence of the data and the output from cell at the previous time step,
which is called the hidden state (ℎ𝑖−1)3. This means that the cell can
propagate relevant features from the previous time step to the next,
3The initial hidden state ℎ0 is typically an array of 0’s.
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together with the new input. It also means that we can use data of
arbitrary sequence lengths. Just as for vanilla neural networks we can
construct multi-layered RNNs. The second layer would then take the
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Figure 3.6: An example of a single-cell RNN, where the same cell (gray rectangle)
at sequence 𝑖 takes input 𝑥𝑖 as input together with the hidden state ℎ𝑖, which is the
"internal memory" of the previous steps 0, 1, ..., 𝑖 − 1. The final state ℎ𝑛 can be
used as input to a classifier.
Just as for convolutional neural networks there are different architectures
for RNNs. Two popular architectures are Gated recurrent units (GRUs;
Cho et al. (2014)) and Long short-term memory (LSTM; Hochreiter and
Schmidhuber (1997)) cells. In this thesis we have used LSTM modules
in our hybrid RNN-CNN network.
3.4 Domain shift in medical imaging
The phenomenon domain shift in the context of deep learning refers to
when the training data comes from a different distribution than the data
we wish to apply the model on (the "test data"). An example would be
to train an image classifier on photos acquired with professional cameras
where the aim is to apply the model on cell phone images. These would
have visibly different quality that would not be an obstacle for a human,
but the model will perform worse than on images from the training set
distribution. We refer to to test data sampled from the same distribution
as the training data as within-distribution data and external test data
as out-of-distribution (OOD) data.
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The domain shift topic has been studied surprisingly little in the context
of medical imaging, where the implication of a failed prediction can have
dire consequences. In neuroimaging, the domain shift can be attributed
to a number of scenarios that could have a strong impact on the clinical
applicability of machine learning models:
1. The clinical data is acquired with a different scanner, field strength
and protocol than the images in the training set.
2. The patient belongs to a disease population not represented in the
training data.
3. Image artifacts due to e.g. movement or metal implants, which
are typically discarded in research settings.
Point 1) is particularly troublesome as it is impossible to include all
relevant combinations of scanners and scanning protocols, where both
hardware and software may be updated occasionally to improve image
quality. Some studies have assessed the performance of DL models
in data from external centers and have reported lower performance
compared to their within-distribution test data (Kamnitsas et al., 2017;
Perone et al., 2019; Yao et al., 2019). Albadawy et al. (2018) investigated
the performance of a brain tumor segmentation tool on images from two
institutions and found significant decreases in performance in OOD data
compared to within-distribution test data. This study was conducted
on a small set of 44 MRI images but nevertheless demonstrated the
domain shift issue in neuroimaging data. Zech et al. (2018) investigated
the performance of a CNN predicting pneumonia from chest x-ray
images, finding lower overall performance in data from external centers.
They further trained a classifier that managed to predict what center
an image was acquired at with almost perfect accuracy. Since the
disease prevalence was substantially different across sites, they performed
additional experiments which led to the conclusion that their model
leveraged the information of acquisition center in its predictions. This
finding has also been reported for hip fracture radiographs (Badgeley
et al., 2019). These studies give an example of why model performance
can be lower in OOD data.
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In Chap. 4 we investigate how a DL model is affected by the domain
shift in multiple external memory clinic cohorts. We also address point
2) above to see if the predictive performance is degraded in disease




Automatic visual ratings of
atrophy
4.1 Introduction
The way to measure neurodegeneration in clinics is typically not by
software tools that can provide objective measures, such as volumes
of specific brain regions, that allows us to track structural changes in
the brain with high precision. In neuroimaging research we have been
using software suites such as FreeSurfer, FSL, and SPM, which segment
individual brains into anatomically distinct regions and calculate their
volumes.
Instead, a trained neuroradiologist visually inspects each image and
assigns an integer score of the degree of atrophy in a specific region
according to established rating scales. Atrophy (or really its complement,
as we technically measure what remains of a brain region, not the atrophy
itself) is a property that is suitable to describe in terms of volume. So
why is this not implemented widely in clinics? There are two main
reasons for this:
1. Visual rating scales are well-established in clinical practice.
2. Software is (currently) not reliable enough.
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To exemplify point 1): an MTA score (Scheltens’ scale assessing medial
temporal atrophy, detailed in the following section) of 3 conveys some-
thing to a clinician, but a hippocampal volume of 3100mm3 does not
(yet) give an intuitive picture of the degree of atrophy. There are also
age related cut-offs in place for what is to be considered pathological
for these scales. This is perhaps mainly a habitual issue, but as the
mapping between e.g. HC volume and MTA score is not one-to-one
(Wahlund et al., 1999; Cavallin et al., 2012a), clearly defined volumetric
cut-offs would need to be established. Point 2) involves the concept of
"reliability", which is expanded on in Sec. 4.2.1. Let us illustrate this
with an example in which a patient undergoes an MRI scan, and the
implemented software outputs a poor hippocampal segmentation and
thus an inaccurate volume estimation. If this error goes undetected, the
information may lead to a misdiagnosis of the patient at worst. If it
is detected (either by the software or through manual quality control),
it is very difficult to "save" that image in a clinical setting—at least
in a time efficient manner1. One may thus need to fall back on visual
ratings anyway in these cases. Further, since CT images have lower
gray/white matter (GM/WM) contrast and are often acquired with a
slice thickness that prohibits rendering them in 3D, GM volumes are not
possible to estimate reliably. So implementing a software must outweigh
the advantages of having two separate measures of atrophy for CT and
MRI.
4.2 Visual rating scales
There are a number of proposed visual rating scales assessing different
regions of the brain, providing fast and robust ways to quantify neu-
rodegeneration (Wahlund et al., 1999). Some of the most commonly
used scales (Vernooij et al., 2019) are listed in Table 4.1 (see Harper
et al. (2015) for a more extensive review). All these scales, except for
Fazekas’, provide a framework to quantify gray matter atrophy through
1"Save" here means that if a segmentation fails, we would need to manually
delineate the structure in order to calculate its volume.
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Table 4.1: Description of commonly used rating scales in clinics.
Scale Developer Structure Range Modality
MTA Scheltens et al. (1992) Medial temporal
lobe atrophy
0-4 T1, CT








GCA Pasquier et al. (1996) Global cortical
atrophy
0-3 T2, CT
a discrete scale ranging from 0-3 or 0-4, where the lowest score means
"no atrophy" and the highest "end-stage atrophy". In this thesis we
aimed to create a model that can predict scores of three rating scales:
Scheltens’ scale of medial temporal atrophy (MTA), Koedam’s scale of
posterior atrophy (PA), and Pasquier’s frontal subscale of global cortical
atrophy (GCA-F). Visual examples of these scales are shown in Fig. 4.1.
Scheltens’ MTA scale is the most common scale to report in clinics
today (Vernooij et al., 2019). A radiologist visually assesses the hip-
pocampus, the choroid fissure and the inferior lateral ventricle (ILV)
and provides a discrete score for each hemisphere according to Table
4.2. Several studies have reported on the diagnostic ability of the scale
in distinguishing between healthy controls and AD patients (Scheltens
et al., 1992; Wahlund et al., 1999; Westman et al., 2011a). It is rated
in a single coronal slice from a T1-weighted MRI or CT image. In the
original paper proposing the scale by Scheltens et al. (1992), the assessed
images were acquired with 5mm slice thickness parallel to the axis of the
brainstem. With the emergence of 3D protocols in MRI, a radiologist
would nowadays rotate the image to align the anterior and posterior
commissures—so called AC-PC alignment—before locating the coronal
slice just posterior to the amygdala and mammillary bodies from which
the rating is performed. Despite its diagnostic value, the MTA scale has
still been argued to be underreported in clinics (Torisson et al., 2015;
Håkansson et al., 2019).
The PA scale for posterior atrophy was proposed by Koedam et al.
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Table 4.2: Description of the MTA scale, where N denotes normal width or height.










0 N N N
1 ↑ N N
2 ↑↑ ↑ ↓
3 ↑↑↑ ↑↑ ↓↓
4 ↑↑↑ ↑↑↑ ↓↓↓
(2011) to offer an addition to the MTA scale in characterizing a patient’s
atrophy pattern. The scale has been shown to be valuable in diagnosing
AD in the absence of abnormal MTA scores, such as in early-onset
AD (Lehmann et al., 2012; Möller et al., 2013). The image is rated
in all three anatomical planes, ideally in both a T1-weighted and a
FLAIR sequence. It focuses on particular structures in the parietal
lobe, namely the posterior cingulate sulcus (PCS), the precuneus, the
parieto-occipatal sulcus (POS), and the parietal cortex. The ordinal
scale reflects increased widening of PCS and POS, and increased atrophy
in the precuneus and parietal cortex, illustrated in Fig. 4.1.
Pasquier et al. (1996) developed a scale for visual assessment of
cerebral atrophy in 13 different brain regions. The scale has since been
simplified into a global assessment of cortical atrophy rated from 0
(absent) to 3 (severe) called the GCA scale. The frontal subscale of GCA
(GCA-F) rates the degree of frontal atrophy, which has been shown to
be associated with executive dysfunction (Elliott, 2003). The GCA-F
scale can aid in the diagnosis of FTLD (Ferreira et al., 2016). Pasquier
et al. (1996) suggested to use T2-weighted images for the assessment,
but multiple studies have rated GCA in T1-weighted images (Ferreira
et al., 2016, 2017; Scheltens et al., 1997).
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MTA 0 1 2 3 4
GCA-F 0 1 2 3
PA 0 1 2 3
Figure 4.1: Example of visual rating scales used clinically today. The area between
the white dotted lines in the left images show which slices are being assessed in the
respective scales. MTA is rated in a single coronal slice. The red boxes indicate the
regions that are being assessed in each scale.
4.2.1 Reliability of human ratings
Quantifying structural brain changes through visual assessment means
that the ratings are subjective. That is, two radiologists assessing the
same set of images may not assign the same ratings—commonly referred
to as inter-rater variability. A less experienced radiologist practices
37
together with a more senior radiologist to "become" a reliable rater. It
has been shown that the inter-rater agreement between radiologists not
working together can be low, and that the intra-rater agreement drops
for a rater if visual assessments are not performed on a regular basis
(Cavallin et al., 2012b). This implies that if you pick two (experienced)
radiologists at random, chances are that their rating agreement will be
low. This may be due to them having different "rating styles", by which
we mean that one of the radiologists is more conservative than the other.
Due to the absence of ground truth ratings it is not easy to say which
rater is "more reliable". One can compare ratings against volumetric
measures of the involved structures, or planimetrics, but a stronger
anticorrelation between e.g. MTA and hippocampal volume may not
necessarily imply a "better" rater (although some level of correlation is
of course required). We further assume a reliable rater to have a low
intra-rater variability, which would indicate consistency.
An issue of most the common volumetric software tools used in
research is that images acquired with different scanners will yield vari-
ations in the segmentation maps (Guo et al., 2019). This phenomena,
i.e. performance drops in images from a different cohort, has been
demonstrated in ML models in medical imaging as well (Klöppel et al.,
2015; De Fauw et al., 2018; Zech et al., 2018). This domain shift problem
is something that humans seem capable to handle, demonstrated by e.g.
Wattjes et al. (2009) who showed excellent rating agreement between
image modalities (CT and MRI).
Thus, "reliability" is a term that does not only entail great inter-
and intra-rater agreement, but also the ability to assess images of low
quality, with image artifacts, and from a wide range of scanners and
protocols.
4.3 Automatic visual ratings
Visual ratings of atrophy currently have, as suggested in the previous
section, many practical advantages over volumetric measures. The limita-
tion of subjectivity, which gives rise to inter- and intra-rater variability,
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is overcome if we can create a model to predict the ratings. Given
the recent progress and capabilities demonstrated by deep learning
applications—and the vast amount of rated images used in previous
studies by our group—an approach based on convolutional neural net-
works was a suitable choice. As most deep learning models in medical
imaging are assessed on within-distribution data, we were interested in
how our model would perform in external memory clinics. That is, to
investigate the domain shift in a systematic manner to learn in what
ways a deep learning model may fail if naively implemented in new
clinics.
The motivation behind developing the tool (which we will refer to
as AVRA (Automatic Visual Ratings of Atrophy) from here on) was not
to demonstrate the usefulness of deep learning in medical imaging but
to provide new insights that may be useful to clinicians. We therefore
applied AVRA on longitudinal data of individuals with SCD and MCI to
investigate the progression rates of medial temporal atrophy expressed
in MTA ratings and how they relate to the volumes of the subcortical
structures assessed in the scale.
The aims of the studies in this thesis involving visual ratings can be
summarized as follows:
∙ Develop an automated tool that can predict commonly used visual
rating scales.
∙ Assess the model performance in out-of-distribution clinical data
and compare rating agreement to external radiologists.
∙ Apply the model to research data to gain clinically relevant insights
of the MTA scale in preclinical dementia.
In the following sections we will describe how we investigated each of
these aims and what we learned from the process.
4.3.1 Network architecture
The choice of model architecture is connected to the training procedure as
it is an iterative process, where different networks and hyperparameters
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Table 4.3: Distribution of the ratings used for training during the development of
AVRA. The MTA columns includes ratings of both left and right hemisphere.
Cohort Images MTA GCA-F PA
0 1 2 3 4 0 1 2 3 0 1 2 3
ADNI 1966 425 1581 1147 555 224 1449 468 49 0 1188 611 157 10
MemClin 384 23 265 296 139 45 279 89 14 2 210 127 43 4
Total 2350 448 1846 1443 694 269 1728 557 63 2 1398 738 200 14
Ratio (%) 9.5 39.3 30.7 14.8 5.7 73.5 23.7 2.7 0.09 59.5 31.4 8.5 0.6
are assessed to find the optimal performance on the development set.
During the development phase of AVRA we trained and evaluated the
model in data from the memory clinic at Karolinska Sjukhuset (MemClin)
and the Alzheimer’s disease neuroimaging initiative (ADNI), making up
a set of 2350 images in total. The characteristics of these two cohorts
are described in Table 4.5, together with the external memory clinic
data used to assess the domain shift (we elaborate further on these in
Sec. 4.4.3).
We pooled the ADNI and the MemClin data and split the set into a
training (80%) and a test set (20%). The training set was subsequently
split into five partitions for cross-validation, where we enforced similar
distribution of ratings in each subset. This was important mainly for
the GCA-F and PA models where cases with high ratings were scarce,
see Table 4.3. All images were rated by a single expert neuroradiologist
(Lena Cavallin), who has previously demonstrated excellent inter- and
intra-rater agreement in research and taught inexperienced radiologist
in how to perform these ratings (Cavallin et al., 2012b,a).
Apart from being able to obtain good performance, we also wanted
to use the same (except for input dimensions) network architecture for
all three rating scales. Ideally, we also wanted to use an architecture
that would we suitable for CT images, a modality far more common
than MRI in the diagnostic workup (Falahati et al., 2015) and hence
where a tool such as AVRA would have the greatest clinical impact.
This meant that we could not assume that all images were isometric 3D
volumes.
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We settled on a hybrid network architecture where we use a CNN to
extract features that are propagated to an LSTM network (Hochreiter
and Schmidhuber, 1997; Gers et al., 2000). A sketch of the network
architecture is shown in Fig. 4.2. This solution is inspired by how a
radiologist would visually assess an image: scrolling through the image
slice-by-slice and remembering relevant information from each slice,
and in the end give a composite score based on this information. The
architecture can handle input of different slice thickness and anatomical
planes while remaining relatively "light" (∼1.5 million weights). It would
thus work on all three rating scales that we aimed to automate, with
the potential to be applied also to 2.5D CT images. Using recurrent
convolutional neural networks for MRI images is not very common,
but not novel either (Ypsilantis and Montana, 2016; Poudel et al.,
2017; Grewal et al., 2018), and has previously been applied to video
predictions (Karpathy et al., 2014; Donahue et al., 2015). In our initial
experiments during the network development phase this architecture
yielded consistent results across all three rating scales, whereas more
common 2D and 3D CNN architectures performed poorly on the PA
and GCA-F scales.
For the feature extraction we used a slimmed version of the Residual
attention network developed by Wang et al. (2017), see Fig. 4.3. It
effectively combines the properties of residual modules—which allow
for deeper networks—and spatial focusing attributed to the attention
modules (Bahdanau et al., 2015; Xu et al., 2015). Initial experiments
showed that a slimmed version (i.e. fewer filters in each layer) did not
yield a drop in performance compared to wider nets but reduced GPU
memory consumption substantially, facilitating the hyperparameter
tuning. The PyTorch (Paszke et al., 2017, 2019) implementation of
AVRA’s architecture can be found in github.com/gsmartensson/avra_
public.
In the MTA scale each hemisphere is rated individually. (This can
be done for the other scales as well, but we did not have enough bilateral
ratings for this). In AVRA, only the left hemisphere is rated in each
forward pass. To predict MTA of the right hemisphere we mirror the
input image.
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Figure 4.2: Overview of the network architecture of AVRA, used for all three rating
scales. Features from each slice are extracted by a residual attention network and
used as input to a two-layer LSTM network. Once all slices have been processed, a
fully connected (FC) neural network is used to predict the score.
4.3.2 Preprocessing and data augmentation
Prior to training, all images underwent a registration procedure to the
MNI brain using FSL FLIRT 6.0 (FMRIB’s Linear Image Registration
Tool) (Jenkinson et al., 2002; Jenkinson and Smith, 2001; Greve and
Fischl, 2009). This was a rigid registration, i.e. rotation and translation,
which is similar to an AC-PC alignment that radiologist performs (or
accounts for) when rating. This was very convenient from an engineering
perspective as the registered images are conformed to the same isometric
resolution (1x1x1mm3), and the brains are centered. The procedure












Figure 4.3: Schematics of the residual attention network, which constitutes the
CNN part of the AVRA architecture. The downsampling block comprised repeated
maxpooling operations and residual modules, whereas the upsampling was done
through bilinear interpolation. Flow chart is redrawn based on Wang et al. (2017).
the MTA scale is rated in a single slice but the issue of (automatically)
locating this particular slice is still a practical challenge. Since we want
the model to learn from a single rating on each image (as opposed to
segmentation tasks were the annotations contain much more information)
we want to remove as many redundant slices as possible while still being
certain that the correct rating slice is fed to the network. (When rating
new images the registration is done within the pipeline.) During the
training and inference we normalize the intensity of each individual
image to have a zero mean and unit variance.
For the MTA scale the MRI volumes are cropped to comprise 22
coronal slices of size 128x128mm2 with 1x1mm2 resolution. (An example
of the cropping in the coronal plane is shown in Fig. 4.4.) To the
GCA-F model we feed the network 40 axial slices of size 160x192mm2
of the frontal lobe, with 2mm slice thickness during training and 1mm
during evaluation. As the PA scale is assessed in all three planes, we
stack 37 axial, 28 coronal and 34 sagittal slices from the parietal lobe of
size 128x128mm2 and 2mm slice thickness as input the network. The
approximate cropping areas are illustrated in 4.1.
During training data augmentation was performed by random shifting
of center crop voxel within ±10mm, scaling and mirroring. Some subjects
in the ADNI cohort had multiple images from the same timepoint
(typically from the same scanner session but some had both 1.5T and
3T acquisitions). For those cases a random image was chosen during
training.
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4.3.3 Training procedure and hyperparameters
We trained five (one per cross-validation set) separate models for each
rating scale. Since the scales are ordinal (and discrete) we chose to treat
the task as a regression problem, as opposed to a classification problem.
That is, instead of trying to predict the most likely rating (class) the
model predicts a single continuous score. During training, we calculate
the MSE between the prediction and the (discrete) radiologist rating
as our cost function. Other hyperparameters used to train the models
were:
∙ Number of epochs: 200
∙ Optimization method: Stochastic gradient descent (SGD2) with
momentum=0.9 and no weight decay.
∙ Learning rate: Varying cyclically between 0.01 and 0.0005 governed
by cosine annealing schedule restarted after 100 epochs (Loshchilov
and Hutter, 2016; Huang et al., 2017).
∙ Minibatch size: 20
The images were randomly shuffled during training, but where less
frequent ratings were sampled more often to alleviate the class imbalance
issue. Random oversampling has previously been shown to improve
performance of convolutional neural networks (Buda et al., 2017).
4.4 Assessing performance
4.4.1 Performance metric
There are multiple aspects that can be considered when evaluating the
performance of a model. First of all, the choice of metric to assess
performance is important, where a single metric may not be sufficient.
We have mainly used Cohen’s (linearly) weighted kappa 𝜅𝑤 in this thesis,
in combination with mean squared error.
2As implemented in PyTorch.
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Kappa statistics is commonly used in the literature to quantify inter-
and intra-rater agreement, and visual ratings studies are no exceptions.
It takes into account the distribution of ratings and how likely a rater is
to get the "correct" rating due to chance. (E.g. in a sample consisting of
99% healthy individuals and 1% infected a model would achieve a 99%
accuracy by just predicting "healthy", but it would not be a very useful
model). The kappa metric was introduced to account for this, where
the weighted variant considers the cases where the different categories
are ordinal (Cohen, 1960, 1968). The 𝜅𝑤 measure is a suitable metric to
use for our model as it is well-established in the literature and can give
us an idea of the "human-level performance". It is also a metric that
the radiological community is familiar with.
This raises the question whether it is the inter- or intra-rater agree-
ment levels that we should aim for as the performance target, as AVRA
is trained to mimic the rater of our test set. As a reference, 244 images
were rated more than once, yielding the radiologist intra-rater agreement
of 𝜅𝑤 = 0.83 (MTA left); 𝜅𝑤 = 0.79 (MTA right); 𝜅𝑤 = 0.46 (GCA-F);
𝜅𝑤 = 0.65 (PA). These are slightly lower than previously reported intra-
rater agreements (notably so for the GCA-F scale) and could be due to
that the time between the rating sessions were long: up to 16 months.
The drawback of using 𝜅𝑤 for our application is that it requires integer
ratings, forcing us to round AVRA’s prediction to the nearest integer.
That means that a continuous rating of 1.49 and 0.51 is considered
"just as wrong" if the radiologist rating is 2. The MSE metric considers
AVRA’s ratings as continuous, and is thus more sensitive, but possibly
at the expense of being less intuitive.
There are other ways to assess the performance of a model such as
AVRA though:
∙ How does the model perform in external (clinical) data?
∙ How does AVRA’s ratings compare to other radiologists?
∙ Are AVRA’s ratings sufficiently sensitive and robust to be applied
in longitudinal data?
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These points are further discussed in Secs. 4.4.3, 4.4.4 and 4.4.5, respec-
tively.
4.4.2 Within-distribution data
When evaluating on test data drawn from the same distribution (cohorts)
as the training data, we used the five models (from the cross-validation
training) as an ensemble model considering their average prediction
as AVRA’s rating. The model predicted rating agreements similar to
inter-rater agreements between two radiologists previously published,
see Table 4.4 3. Compared to the human intra-rater agreement levels on
the training set ("Rad. in study" entries), we see that AVRA achieved
slightly higher scores for the GCA-F and PA scales. This was a bit
strange, as those 𝜅𝑤 values should suggest an upper limit of AVRA’s
performance on that rating scale. We believe that this can partly be
explained by the skewed rating distributions of the GCA-F and PA scale,
as highly uneven rating prevalence can hurt the kappa value (Byrt et al.,
1993). We still argue that kappa, despite this caveat, is the preferred
metric to use due to its popularity in the field, even though the GCA-F
results may be difficult to interpret.
To understand why the MTA model did not reach the radiologist’s
intra-rater agreement level we looked deeper into some images with
MTA ratings of 2’s and 3’s (Fig. 4.4). These would be the most critical
ratings to predict correctly, as the threshold for what is considered
pathological is in this interval4 (Cavallin et al., 2012a). We let the
radiologist re-assess the images in Fig. 4.4 (without knowledge of her
previous ratings or AVRA’s predictions) and describe the reasoning
process behind her ratings. The cases that AVRA predicted correctly
were given the same ratings on re-assessment, with the ratings of MTA
(Rad: 2, AVRA: 2.4) and (2, 2.6) being described as "between MTA 2
and 3". The ratings (2, 2.8) and (2, 3.0) were re-rated as 3’s, following
the automated ratings. However, AVRA got the cases (3, 2.0), (3, 2.2)
3The selection was based on studies reporting Cohen’s weighted kappa values.
4Slight variations of age-dependent cut-offs have been suggested in different studies,
but an average MTA between 2-3 seems to be the most common.
46
Table 4.4: Previously reported weighted kappa agreements and the results of the
trained models in this study. "Rad. in study" refers to the calculated intra-rater
agreement on the images rated more than once in the ANDI cohort. The "VGG16"
entries show the results when training a VGG16 network on the same data for
comparison.





Cavallin et al. (2012b) 100 0.83-0.94 0.72 - 0.84
Cavallin et al. (2012a) 100 0.84-0.85 —
Westman et al. (2011a) 100 0.93 —
Velickaite et al. (2017) 20/50 0.79-0.84 0.6-0.65
Ferreira et al. (2017) MTA 120 0.89-0.94 0.70-0.71
Koedam et al. (2011) 29/118 0.91-0.95 0.82-0.90
Rad. in study 244 0.79-0.83 —
VGG16 464 1 0.58 - 0.59
AVRA 464 1 0.72 - 0.74
Ferreira et al. (2016) 100 0.70 0.59
Ferreira et al. (2017) 120 0.83 0.79
Rad. in study GCA-F 244 0.46 —
VGG16 464 1 0.56
AVRA 464 1 0.62
Koedam et al. (2011) 29/118 0.93-0.95 0.65-0.84
Ferreira et al. (2017) 120 0.88 0.88
Rad. in study PA 244 0.65 —
VGG16 464 1 0.63
AVRA 464 1 0.74
and (3, 2.4) wrong. On closer inspection we see that there are so called
"hippocampal adhesions" in both (3, 2.0) and (3, 2.2) that is likely
the cause of the wrongful predictions. A radiologist would "mentally
picture" how the image would look without this adhesion between the
hippocampus and the cerebral white matter. These cases are not very
prevalent, yet not that uncommon either, and from Fig. 4.4 it seems
that the model has not learned to properly account for this.
To have a reference of the added value of using the fairly complicated
network architecture of AVRA, we trained additional networks with the
VGG16 architecture (Simonyan and Zisserman, 2015), only modifying
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[2.0, 1.9974875] [2.0, 2.1983776] [2.0, 2.3995764] [2.0, 2.5955575] [2.0, 2.8299313] [2.0, 2.9997928]












2.0 2.2 2.4 2.6 2.8 3.0
Figure 4.4: Post hoc qualitative assessment of predictions. Top (bottom) row: are
all images from the test set with right-hand side, indicated by the red box, rated as
MTA 2 (3) by the radiologist. Each column represents the score AVRA predicted.
the input dimension. The rating agreements for all three scales were lower
than for the AVRA architecture. These results, together with our overall
impression when exploring other architectures, suggest that the hybrid
model provided added value over more common CNN architectures.
However, we wish to emphasize that these results are merely suggestive,
as we spent substantially less time optimizing the performance of the
VGG model compared to AVRA.
4.4.3 Out-of-distribution data
In the previous section we showed that AVRA generalized well to new
data coming from the same cohorts. For a model to have practical value
(besides as proof-of-concept, which of course is valuable in other ways)
it needs to show good performance in data from external cohorts as well.
This includes images acquired from different scanners and protocols, but
also from different sample populations than what comprised the training
set. As clinical data can be difficult to acquire in the large quantities
often necessary to train deep learning models, many models are trained
primarily on public research cohorts. In the field of neuroimaging and
Alzheimer’s disease, the ADNI data set is arguably the most extensively
used for machine learning due to its size, amount of clinical information
(annotations) and image homogeneity. Multiple studies have developed
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deep learning models trained and evaluated on ADNI data (see Jo et al.
(2019) for a review), but few have investigated their model’s performance
in external cohorts.
We were interested in seeing how AVRA performed in images from
external memory clinics. This data is more reflective of the images
collected as part of the clinical routine, both in terms of image variabil-
ity and disease population. To make the study more general, and of
more interest to the medical machine learning community, we widened
the scope to investigate what effect the level of heterogeneity of the
training set has on performance in OOD data. To make the study more
comprehensible, and to reduce the number of time and energy consuming
training procedures, we focused only on the MTA scale since it is the
most common scale used in the clinical routine and we have two ratings
per images (one for each hemisphere).
The data sets used are described in Table 4.5. This included ADNI,
AddNeuroMed (research cohort similar to ADNI in regards to disease
population and scanning protocols), MemClin (used for training in the
original study), and data from the European DLB consortium (E-DLB).
This last cohort consisted of data from 12 memory clinics across Europe
comprising healthy, AD, Parkinson’s disease with dementia (PDD), and
dementia with Lewy Bodies (DLB). From the E-DLB cohort we created
subsets of data to isolate specific characteristics (described further in
Table 4.5).
We were interesting in studying the performance in out-of-distribution
data, specifically in:
∙ Clinical data from multiple institutions.
∙ Research data, similar to the training data.
∙ Different disease populations (DLB and PDD).
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Table 4.5: Overview of data sources used for training and/or evaluation, and why
these specific subsets were of interest. Ntrain/Ntest refers to the number of labeled
images used during training/evaluation, where some cohorts were split into training
and test sets. Abbreviations: Deep Learning (DL); Out-of-distribution (OOD) data;
Alzheimer’s disease (AD); Healthy controls (CTR); Frontotemporal lobe dementia
(FTLD); Dementia with Lewy Bodies (DLB); Parkinson’s disease with dementia
(PDD).
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(two 1.5T, one 3T) with
similar protocols but un-
harmonized.
Young (38 ± 13 years
old) MS patients and
healthy controls.
Systematic evaluation of the
impact scanner variability
has on AVRA predictions.
We constructed multiple training sets by combining subsets of these
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cohorts in various ways. This allowed us to control the level of hetero-
geneity in the training set from low (only ADNItrain), to medium-low
(ADNItrain + AddNeuroMed), medium-high (ADNItrain + MemClintrain),
to high (ADNItrain + MemClintrain + data from some memory clinics in
the E-DLB set: E-DLBC3−12).
In an effort to reduce confounding sources we kept the training
set sizes fixed to 𝑁 = 1568. This was the number of rated images in
ADNItrain, which needed to be part of all training sets in order to reach
adequate training set sizes. Further, all images were annotated by the
same expert neuroradiologist, which removes the confounding factor of
inter-observer variability5. When adding a second cohort to the training
set, we removed subjects from ADNI with the same ratings. By doing
this, the rating distribution was also kept fixed. To avoid the process of
hyper-parameter tuning, we replicated the training procedure described
in Sec. 4.3.3. This included training five individual models on 4/5 of
the training set data. To provide some estimates of model variability
we present mean and standard deviation of both 𝜅𝑤 and MSE from
these five trained models—trained from scratch with different weight
initialization and different partitions of that data—instead of a single
metric from the ensemble model6. The MSE metric is a more sensitive
measure to use for assessing how much the model performance degrades,
whereas 𝜅𝑤 is useful in order to relate our results to human levels of
rating agreement. Presenting the results in mean±std makes it easier to
interpret trends and patterns in the results.
To study the generalization across disease populations we stratified
the E-DLB cohort into subsets of patients with AD, PDD, and DLB
pathology. Further, we selected two memory clinics, C1 and C2, where
data was collected with a single scanner and protocol, as "external centers
where we wish to implement AVRA". That is, assuming that we have
developed a model showing good performance in within-distribution (and
possibly even OOD) data, what would be the out-of-the-box performance
5Comparing AVRA’s prediction to an second rater would be difficult to say
whether rating disagreement is due to domain-shift or differences in rating styles.
We look further into this in Sec. 4.4.4
6These results are included as supplementary data in Mårtensson et al. (2019)
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if we implemented this into new clinics? (C1 and C2 do not fully reflect
clinical data due to the single scanner acquisitions, but the consistency
makes it easier to interpret the findings.)
In Table 4.6 we see the agreement (𝜅𝑤 and mean squared error)
between AVRA and the same radiologist for all training/test set com-
binations. By looking at trends in the agreements, we interpreted the
results as follows:
∙ Within-distribution performance was higher than OOD perfor-
mance (although still on an "acceptable" level in most test sets).
∙ The model generalized well to a similar research cohort (AddNeu-
roMed) when trained only on ADNI.
∙ OOD performance varied across memory clinics, notably in:
– E-DLBC1 , where the performance of AVRA was very low.
– E-DLBC2 , where the results were close to within-distribution
test set performances when only trained on ADNI.
∙ Increasing heterogeneity of the training data improved the model’s
overall performance.
∙ The model generalized across disease populations (e.g. when
training on AD cohorts and applying the model on a DLB cohort).
The first two findings were expected, as it has been demonstrated by
multiple previous studies investigating the domain shift (Kamnitsas et al.,
2017; Perone et al., 2019; Albadawy et al., 2018; Zech et al., 2018; Yao
et al., 2019). The later points were more interesting. The fact that the
results were so different in C1 and C2 was very difficult to predict a priori ;
both centers used a single 3T scanner and protocol, and from visual
inspection the quality of all images were high. Additional experiments
revealed that AVRA systematically predicted too low ratings in the
E-DLBC1 data when only trained on ADNI. This discrepancy between
rating agreements in C1 and C2 illustrates that it may be challenging to
assess the OOD performance of DL models, as doing it in a single
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Table 4.6: The agreement between AVRA’s ratings and the radiologist’s on different test sets (rows) when training
models on different subsets of data (columns). The X symbol indicates that the cohort on that row was included in the
training set in that column. E.g. the first column shows 𝜅𝑤 and MSE for different test sets when trained only on ADNI,
the second when trained on ADNI+AddNeuroMed, etc. There was no overlap of images or subjects in training and test
sets for the reported results. The greatest agreement values for each test set are in bold.
Cohort Cohorts incl. in training
ADNItrain X X X X X X X X X X
AddNeuroMed X X X X
MemClintrain X X X X




ADNItest 0.67±.02 0.69±.01 0.67±.02 0.69±.02 0.66±.01 0.67±.02 0.67±.02 0.66±.01 0.67±.01 0.67±.02
AddNeuroMed 0.66±.01 — 0.64±.02 0.65±.01 0.61±.05 — — 0.63±.03 0.63±.03 —
MemClin 0.62±.02 0.62±.02 — 0.63±.02 — 0.64±.03 — 0.62±.05 0.61±.03 —
MemClintest 0.64±.04 0.65±.03 0.72±.03 0.67±.03 0.74±.04 0.66±.05 0.69±.02 0.65±.07 0.59±.05 0.71±.02
E-DLBall 0.58±.02 0.58±.02 0.61±.01 — — — — — — —
E-DLBtest50% 0.59±.02 0.58±.01 0.60±.02 — — — — 0.62±.02 0.63±.02 0.65±.02
E-DLBAD 0.52±.03 0.52±.01 0.57±.03 — — — — — — —
E-DLBDLB 0.59±.03 0.58±.03 0.61±.01 — — — — — — —
E-DLBPDD 0.58±.04 0.58±.06 0.60±.05 — — — — — — —
E-DLBC1 0.30±.04 0.31±.04 0.49±.07 0.42±.07 0.51±.05 0.52±.05 0.52±.03 — — —
E-DLBC2 0.64±.04 0.61±.02 0.64±.01 0.64±.04 0.65±.02 0.63±.03 0.64±.02 — — —
Mean squared error
ADNItest 0.31±.02 0.29±.01 0.29±.01 0.29±.01 0.32±.01 0.30±.02 0.30±.02 0.31±.01 0.31±.01 0.31±.02
AddNeuroMed 0.27±.01 — 0.28±.01 0.30±.01 0.32±.05 — — 0.27±.01 0.29±.03 —
MemClin 0.34±.02 0.31±.02 — 0.31±.02 — 0.28±.02 — 0.31±.04 0.32±.02 —
MemClintest 0.33±.02 0.29±.04 0.23±.02 0.27±.03 0.22±.03 0.26±.03 0.24±.01 0.29±.03 0.31±.04 0.25±.02
E-DLBall 0.41±.02 0.41±.03 0.36±.02 — — — — — — —
E-DLBtest50% 0.41±.02 0.40±.03 0.36±.03 — — — — 0.35±.02 0.34±.02 0.33±.01
E-DLBAD 0.50±.05 0.48±.02 0.39±.05 — — — — — — —
E-DLBDLB 0.41±.04 0.42±.03 0.38±.01 — — — — — — —
E-DLBPDD 0.30±.03 0.30±.05 0.27±.02 — — — — — — —
E-DLBC1 0.83±.11 0.79±.13 0.49±.12 0.53±.09 0.46±.08 0.45±.04 0.44±.05 — — —
E-DLBC2 0.28±.03 0.32±.02 0.30±.01 0.30±.04 0.29±.03 0.30±.02 0.30±.03 — — —
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external center is likely not enough. This may further be an obstacle
for large-scale deployment of DL models in clinics, where models may
need to be fine-tuned on data from the center it is implemented in, or
at least carefully validated.
A more positive finding was that by using images from multiple sites
in the training data, the overall OOD performance increased. We also
did not notice any performance drops due to disease population. These
results may be useful when deciding on what images to annotate when
curating training data for DL applications in medical imaging.
A reliable model should provide the same output regardless of MRI
scanner and protocol used to image the subject’s brain. To assess this,
we ran AVRA on images from nine subjects: six with Multiple Sclerosis
(MS) and three healthy controls. These individuals, included in an
earlier test-retest study (Guo et al., 2019), were scanned twice, with
repositioning, in three different scanners. In Fig. 4.5 we see AVRA’s
(ensemble) predictions when trained on ADNI data only (top row) and
when widening the training set to also include MemClin, AddNeuroMed
and E-DLBC3−12 data (bottom row). We see that the differences are
indeed quite small for most subjects, particularly when considering that
it is a discrete scale. The predictions based on the images from the 3T
scanner seems to be the greatest "outliers", which has been reported in
a previous machine learning study as well (Abdulkadir et al., 2011). The
within-scanner variability was very small, which suggests that AVRA
could be reliable in longitudinal studies where follow-up data is generally
acquired with the same scanner (or with a harmonized protocol).
Based on the experience from the OOD results, we trained a new
version of AVRA on all available data described in Table 4.5. We denote




























































































































































































Figure 4.5: Boxplot of AVRA’s ensemble ratings of left MTA (left column)
and right MTA (right column) for all participants in the test-retest dataset.
Top row: model trained only on ADNI. Bottom row: model trained on
ADNI+AddNeuroMed+MemClin+E-DLBC3−12 . Each subject was scanned twice
with repositioning in three different scanners, and each image’s AVRA rating is
plotted in different colors depending on scanner. Individuals denoted with the prefix
"HC" were healthy controls and "MS" were patients with Multiple Sclerosis.
4.4.4 Agreement to external radiologists and subcortical
volumes
High rating agreement to a single radiologist is not sufficient to conclude
that a model, such as AVRA, is reliable—even across multiple cohorts.
Rating scales have been compared to volumetric measures and VBM
analysis in previous literature as a mean to establish validity (Wahlund
et al., 1999; Cavallin et al., 2012a; Ferreira et al., 2016; Möller et al.,
2014), and we can assume that a "good" rater should show strong
correlations to atrophy in the brain structures the scale assesses. A
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reliable rater should also show good agreement to other experienced
radiologists to be trustworthy. (These two statements also implicitly
test that the radiologist who rated the training set is reliable.)
We ran AVRA v0.8 on data from the BioFINDER (Biomarkers
For Identifying Neurodegenerative Disorders Early and Reliably) study
(www.biofinder.se). In total, the analyzed data comprised 372 images
from 93 subjects, acquired at 4 different time points over 6 years for
each subject. These individuals were classified as SCD or MCI at
baseline, i.e. in preclinical stages of dementia. Two neuroradiologists
who performs ratings in clinics on a regular basis, rated all images
according to Scheltens’ MTA scale (blinded to age, sex, diagnosis and
ID). They had not trained together prior to rating the images.
Additionally, we ran FreeSurfer’s longitudinal pipeline to segment
all images (Dale et al., 1999; Fischl et al., 2004; Reuter et al., 2012). We
were mainly interested in hippocampal volumes and the volumes of the
inferior lateral ventricles, as these are the structures which are part of
the rating scale. (The choroid fissure is very small and often non-existent
in the FreeSurfer segmentations). It is also the two structures which
another study predicted MTA scores from using a piece-wise linear model
with normalized volumes as input (Koikkalainen et al., 2019). Thus, the
volumes of these structures should show a strong correlation to both
AVRA’s and the radiologists’ ratings.
The rating agreement between all raters ("Rad. 1", "Rad. 2",
and AVRA’s predictions rounded to nearest integer), together with
their respective Spearman correlations with the subcortical volumes, are
shown in Table 4.7. Interestingly, the agreement with Rad. 2 was low
for both Rad. 1 and AVRA, while their mutual agreement was around
𝜅𝑤 ∼ 0.6. Does this mean that Rad. 2 is a "worse" rater than AVRA
and Rad. 1? Not necessarily, and at least not in this case. Rad. 2’s
ratings showed similar correlations to the subcortical measures as the
other raters. By looking at the violinplots in Fig. 4.6, plotting MTA
against HC and ILV volumes respectively, it seemed that Rad. 2 had a
tendency to give lower scores than AVRA and Rad. 1.
Spearman correlation was selected in favor of tau correlation since
previous studies comparing HC volume to MTA ratings used this metric,
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Table 4.7: Inter-rater agreements (𝜅𝑤) and Spearman correlations (𝑟𝑠) between
ratings and hippocampal (HC) volumes, inferior lateral ventricle (ILV) volumes,
MMSE and ADAS delayed word recall. In the Spearman correlation tests we only
used one timepoint per subjects to not violate i.i.d. assumption.
Rad. 1 Rad. 2 AVRA
Measure Metric Left Right Left Right Left Right
Rad. 1 𝜅𝑤 0.30 0.36 0.58 0.61
Rad. 2 𝜅𝑤 0.30 0.36 0.30 0.35
AVRA 𝜅𝑤 0.58 0.61 0.30 0.35
HC vol. 𝑟𝑠 -0.58 -0.51 -0.58 -0.50 -0.58 -0.61
ILV vol. 𝑟𝑠 0.82 0.82 0.85 0.87 0.89 0.89
MMSE 𝑟𝑠 -0.54 -0.54 -0.49 -0.43 -0.45 -0.44
ADAS-DWR 𝑟𝑠 0.51 0.51 0.55 0.52 0.56 0.56
allowing for comparisons. These studies reported modest associations of
𝑟𝑠 between -0.26 and -0.37 (Wahlund et al., 1999; Cavallin et al., 2012a),
which is substantially weaker than the values in Table 4.7 and adds to
the evidence that the raters in this study were in fact reliable.
To conclude, by studying AVRA’s ratings in relation to the radiolo-
gists’ and subcortical volumes it seems that the model outputs reliable
MTA predictions. At least they display the same characteristics as the
human ratings, which implies that AVRA can be used to rate large-
scale data sets instead of having a radiologist spend days on doing it
manually. Further, the continuous predictions may allow for performing
more sensitive analyses with the MTA scale. An example could be to
establish more sensitive cut-offs, but also to study longitudinal changes
in different disease populations or in healthy aging.
4.4.5 AVRA on longitudinal data
In the previous section we have only analyzed the data in a cross-
sectional manner with the aim to assess how reliable AVRA’s ratings are
in comparison to neuroradiologists. Here we investigate the longitudinal
aspects of the data with AVRA’s continuous ratings, in an effort to
derive clinically useful knowledge of the progression of MTL atrophy
in SCD and MCI patients. More specifically we wanted to answer the
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Figure 4.6: Violinplots of the radiologists’ MTA ratings and corresponding hip-
pocampal volume (HC; top) and inferior lateral ventricle volume (ILV; bottom). The
width of the violins shows the distribution over volumes for each rating and rater,
and the area indicates the number of images given a specific rating. The green dots
show AVRA’s MTA rating for each image.
question:
∙ What are the expected atrophy progression rates—expressed in
Scheltens’ MTA scale—in different preclinical stages of dementia?
To this end, we stratified the individuals into subgroups based on their
CSF biomarker (A−T−, A+T−, and A+T+) and cognitive (SCD and
MCI) profile. AVRA’s MTA ratings, HC volumes, and ILV volumes of
the left hemisphere are plotted for each individual with respect to age
in Fig. 4.7.
Assuming that MTL atrophy can not reverse with age, we should
expect the MTA score to be monotonically increasing with age for all
subjects. From Fig. 4.7, it looks like this is true for most subjects but not
all. Our impression upon visual inspection is that some of this noise is
attributed to irregularities in the FSL registrations, which is the first step
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Figure 4.7: AVRA’s MTA ratings (top), hippocampal (HC) volumes (middle), and
inferior lateral ventricle volumes (ILV) plotted for each individual and biomarker
profile. Blue lines represent individuals with subjective cognitive decline (SCD) at
baseline, and orange mild cognitive impairment (MCI). Green dots show if a subject
has a dementia diagnosis at that timepoint.
of AVRA’s pipeline. In Fig. 4.8 we see some examples of four individuals
with consistent registrations (chosen for visualization purposes), and that
AVRA’s ratings are monotonically increasing. The volumetric measures
look less noisy in Fig. 4.7, but it should be noted that we did discard
roughly 10% of the images based on poor segmentation quality upon
visual inspection, whereas all AVRA predictions were included.
We fitted linear slopes, through least-square error, for each indi-
vidual’s MTA, HC volume, and ILV volume progression. The average
baseline values and annual rates ("∆") for all MTL measures of each
biomarker profile are shown in Table 4.8. From these results we made
the following observations:
∙ For baseline measures:
– MCI patients had more severe atrophy than those with SCD.
– No clear trends in the biomarker abnormalities.
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Table 4.8: Baseline (bl) ratings and volumes, and the annual rates ("Δ"), for the
three biomarker profiles. Abbreviations: hippocampus (HC); inferior lateral ventricle
(ILV); subjective cognitive decline (SCD); mild cognitive impairment (MCI); amyloid
(A); tau (T).
A−T− A+T− A+T+
Measure Left Right Left Right Left Right
AVRA: MTA at bl. 1.26 ± 0.58 1.26 ± 0.56 1.39 ± 0.71 1.40 ± 0.64 1.20 ± 0.58 1.28 ± 0.64
SCD only 1.18 ± 0.55 1.24 ± 0.55 1.10 ± 0.50 1.33 ± 0.69 1.02 ± 0.43 1.01 ± 0.50
MCI only 1.54 ± 0.60 1.34 ± 0.60 1.62 ± 0.77 1.46 ± 0.58 1.39 ± 0.65 1.57 ± 0.65
AVRA: ΔMTA/year 0.04 ± 0.04 0.04 ± 0.04 0.07 ± 0.05 0.08 ± 0.05 0.13 ± 0.08 0.11 ± 0.08
SCD only 0.04 ± 0.05 0.04 ± 0.04 0.07 ± 0.05 0.07 ± 0.05 0.11 ± 0.09 0.09 ± 0.08
MCI only 0.04 ± 0.04 0.06 ± 0.04 0.07 ± 0.05 0.09 ± 0.05 0.15 ± 0.07 0.14 ± 0.07
Rad. 1: MTA at bl. 1.17 ± 0.66 1.17 ± 0.63 1.56 ± 0.68 1.28 ± 0.45 1.67 ± 0.78 1.43 ± 0.58
SCD only 1.07 ± 0.63 1.10 ± 0.61 1.38 ± 0.48 1.38 ± 0.48 1.27 ± 0.45 1.18 ± 0.39
MCI only 1.50 ± 0.65 1.42 ± 0.64 1.70 ± 0.78 1.20 ± 0.40 2.10 ± 0.83 1.70 ± 0.64
Rad. 1: ΔMTA/year 0.05 ± 0.09 0.05 ± 0.08 0.04 ± 0.07 0.07 ± 0.09 0.09 ± 0.11 0.12 ± 0.10
SCD only 0.05 ± 0.09 0.04 ± 0.08 0.04 ± 0.06 0.03 ± 0.05 0.07 ± 0.10 0.08 ± 0.11
MCI only 0.05 ± 0.09 0.06 ± 0.08 0.04 ± 0.07 0.11 ± 0.10 0.11 ± 0.11 0.16 ± 0.07
Rad. 2: MTA at bl. 0.50 ± 0.71 0.56 ± 0.79 0.61 ± 0.76 0.50 ± 0.69 0.62 ± 0.79 0.81 ± 0.85
SCD only 0.36 ± 0.65 0.52 ± 0.79 0.50 ± 0.71 0.62 ± 0.70 0.27 ± 0.45 0.45 ± 0.66
MCI only 1.00 ± 0.71 0.67 ± 0.75 0.70 ± 0.78 0.40 ± 0.66 1.00 ± 0.89 1.20 ± 0.87
Rad. 2: ΔMTA/year 0.05 ± 0.08 0.06 ± 0.09 0.11 ± 0.10 0.13 ± 0.07 0.15 ± 0.12 0.13 ± 0.12
SCD only 0.06 ± 0.09 0.06 ± 0.09 0.04 ± 0.07 0.10 ± 0.06 0.11 ± 0.12 0.10 ± 0.10
MCI only 0.03 ± 0.07 0.07 ± 0.09 0.16 ± 0.10 0.14 ± 0.07 0.19 ± 0.10 0.17 ± 0.13
HC vol at bl. (mm3) 3629 ± 432 3753 ± 506 3698 ± 586 3834 ± 567 3331 ± 487 3433 ± 494
SCD only 3697 ± 414 3773 ± 479 3999 ± 571 4023 ± 547 3530 ± 325 3659 ± 309
MCI only 3409 ± 415 3686 ± 579 3431 ± 456 3666 ± 531 3151 ± 536 3229 ± 538
ΔHC/year (mm3/year) -36.3 ± 26.9 -39.3 ± 25.5 -53.4 ± 29.7 -55.4 ± 31.3 -93.4 ± 33.2 -99.3 ± 42.0
SCD only -34.7 ± 27.4 -35.7 ± 25.1 -36.8 ± 20.2 -46.0 ± 23.8 -79.4 ± 21.3 -87.8 ± 27.1
MCI only -41.4 ± 24.5 -50.9 ± 23.2 -68.1 ± 29.0 -63.8 ± 34.6 -106.0 ± 36.7 -109.7 ± 49.7
ΔHC/year (%/year) -1.0 ± 0.9 -1.1 ± 0.8 -1.6 ± 1.0 -1.5 ± 0.9 -2.9 ± 1.0 -2.9 ± 1.2
ILV vol at bl. (mm3) 777 ± 529 724 ± 523 1053 ± 739 860 ± 629 858 ± 507 817 ± 412
SCD only 700 ± 481 683 ± 472 804 ± 545 839 ± 772 698 ± 241 652 ± 329
MCI only 1029 ± 596 856 ± 644 1274 ± 813 879 ± 465 1001 ± 627 966 ± 423
ΔILV/year (mm3/year) 38.1 ± 41.3 38.9 ± 44.6 83.1 ± 74.2 84.1 ± 98.5 117.1 ± 76.5 107.8 ± 94.9
SCD only 37.7 ± 43.5 36.3 ± 45.5 69.8 ± 63.6 98.8 ± 123.3 86.7 ± 83.8 49.3 ± 44.9
MCI only 39.6 ± 33.3 47.1 ± 40.6 95.0 ± 80.7 71.0 ± 66.6 144.4± 56.8 160.4 ± 97.2
ΔILV/year (%/year) 4.8 ± 4.0 4.5 ± 3.9 7.9 ± 4.3 9.9 ± 7.0 14.7 ± 9.0 13.9 ± 10.0
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Figure 4.8: Rating slice at each timepoint for four study participants with corre-
sponding MTA ratings and MTL volumes.
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∙ For progression rates:
– Increased progression rates with more biomarker abnormali-
ties, i.e. (rate of A−T−) < (rate of A+T−) < (rate of A+T+).
– Atrophy rates were faster in (A+T+, SCD) subjects than in
(A−T−, MCI) patients.
∙ The trends for the MTA ratings were similar to the subcortical
volumes.
The finding that MCI patients has greater medial temporal atrophy than
SCD has been demonstrated earlier (Yue et al., 2018). Pettigrew et al.
(2017) investigated longitudinal medial temporal lobe atrophy with the
same biomarker profile (but cognitively unimpaired) and found the same
trends. The data showed that the SCD subjects with biomarker profile
A+T+ had greater progression rates than the MCI group with biomarker
profile A−T−. This may be due to that these MCI patients do not have
AD pathology and are suffering from another disorder in which MTL
atrophy is less prominent.
An interesting aspect of our results was that the MTA ratings (both
from AVRA and the radiologists) seemed to capture these trends de-
scribed above as well, and not just the volume measures. This suggests
that the MTA scale is rather sensitive. Of course, these results are
based on averaging the human ratings of multiple subjects, and does
not translate directly onto individual cases since the scale is discrete. In
Fig. 4.8 a few cases are shown, and we can see that AVRA’s continuous
ratings follow the atrophy progression quite well.
In conclusion, the MTA ratings display similar longitudinal trends
as subcortical volumes do. The main drawback of "human" ratings are
that they are inherently subjective, and that the difference between
two discrete rating steps is too large to capture MTL changes if time
between scans is short.
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4.5 Conclusion
Through the studies in this chapter we have proposed a DL model for
automated visual ratings, tested its performance in external cohorts,
compared its ratings to external radiologists, and used it for characteriz-
ing a preclinical dementia population with the MTA scale. In this final
section, I will discuss what we learned from our studies, and elaborate
on how to develop a DL model that can be implemented in clinics.
We demonstrated that a degradation in performance can arise when
applying a trained model on data from external clinics. There are
several things that would likely mitigate these degradations in OOD
data, such as more image preprocessing and data augmentation. We
had an initial idea that AVRA should be able to rate "as raw images as
possible", demonstrating the same capabilities as a human reader. We
also wanted to keep preprocessing to a minimum in order to not have
to rely too heavily on external software (which may propagate errors
that the model can leverage). We did experiment with more aggressive
image preprocessing and data augmentation during the development
phase of AVRA but it did not boost the performance. However, this
was assessed in within-distribution data and the upside of preprocessing
and data normalization may be seen primarily in OOD data.
More training data from a wider range of protocols and scanners
could, as we reported, have a positive effect. Medical imaging data can
be difficult to get access to—particularly if you want to train on real
clinical data. Federated learning (FL) is an approach where one does not
need to have all images gathered centrally on a single server or computer,
and all stakeholders (such as clinics) are able keep their data, that we
need for training, locally. The key idea is that instead of transferring
data between centers, or to a central server, the model’s parameters are
being transferred. Say we want to train a model on data from two clinics
where regulations and privacy concerns prevent us from having data
uploaded to a central server, where we train our models. In FL, we let
each center train the model locally for a few iterations, and upload the
updated model parameters to our server. The trained models (one from
each center) get aggregated on the server, and this updated model is
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sent back to the centers who resumes their local training. By repeating
this process during training we make the model benefit from data from
all participating centers without actually transferring any sensitive data.
There are many technical challenges with these techniques that remains
to be investigated, but the advantage of being able to train on clinical
data makes FL a promising approach for future research (Rieke et al.,
2020).
In the works of this thesis we were fortunate to have access to a large
number of images that was rated by a single expert neuroradiologist.
Ground truth annotations do not exist for many medical imaging prob-
lems, and most annotations can only be provided by medical experts
which introduces some degree of subjectivity. Inter-observer variability
is a big practical issue for many DL projects in medical imaging, as this
confounding factor can make it difficult to evaluate the performance
of your model. If we were to use ratings from Rad. 2 for an external
validation of AVRA we would have a hard time distinguishing if it was
rating style differences or domain shift that caused the low agreement7.
However, this was a relatively simple confounder to identify a priori—
even for someone without substantial domain knowledge. A recent study
investigated how accurate labels (generated automatically using nat-
ural language processing) of a large public chest X-ray dataset were,
and found that many of the images showed no signs of the pathology
suggested by their label (Oakden-Rayner, 2020). This, on the other
hand, would be difficult for someone without domain expertise to detect
(just as I would have missed that AVRA’s MTA model had problems
accounting for hippocampal adhesions in Fig. 4.4). Radiologists and
clinicians should ideally be involved in all stages of the development
of a DL model that aims to become practically useful in clinics. This
includes formulating the problem that needs solving, curating the data,
validating the model and—maybe most importantly—detecting when it
fails.
7Actually, we still cannot be certain that the domain shift did not have a substantial







Graph theory (GT) has been applied in several domains to model
relational systems, such as in physics, biology and computer science.
It is based on the concept of representing a state or a problem as a
graph: a framework to model the relation or interaction between two
objects. A graph comprises two key components: nodes (or vertices)
and edges (or links). In Fig. 5.1a we see a sketch of an undirected
graph, where nodes are represented by circles and the edges are the lines
between some of the nodes. Directed graphs (Fig. 5.1b) are useful when
studying systems where there is a directionality between nodes, such as
in structural causal modeling (Pearl, 1982). Directed graphs have not
been explored further in this thesis, as defining meaningful connections
with directionality between nodes from sMRI data is not readily done.
We can illustrate the concept of graphs with the example of a train
network. To formulate this as a graph, the train stations would be nodes.
If station 𝑖 and station 𝑗 have a railway connecting them (with no other
station on that section of the rail) they would have a non-zero edge. In
















Figure 5.1: Sketch to illustrate basic graph theoretical concepts. In fig (a), node
3 in blue represents a hub as well as a node with high clustering. The thick red
line shows shortest path between node 1 and node 7, and the green lines show an
example of a triangle.
station 4. It is also clear from the figure that station 3 is an important
part of the train network, since it connects trains from stations 1-2 with
stations 4-7. The train example could be expanded to contain additional
information in the graph, such as distance or number of travelers. This
is called a weighted network, as opposed to a binary network (i.e. rail or
no rail).
Representing the train network as a graph makes it possible to
use the numerous mathematical tools developed for graph theory to
derive more abstract features of the network, such as its efficiency, and
identify critical nodes in a network. Given that the brain can be thought
of as a network in many aspects—the connectome being perhaps the
most natural association—there has been a large interest in applying
graph theoretical methods to neuroimaging data. Only in Alzheimer’s
disease, GT has been applied extensively to electroencephalography
(EEG) (Stam et al., 2007), PET (Duan et al., 2017), diffusion tensor
imaging (DTI) (Lo et al., 2010), functional MRI (fMRI) (Sanz-Arigita
et al., 2010), and sMRI (He et al., 2008; Yao et al., 2010; Pereira
et al., 2016; Voevodskaya et al., 2018; Tijms et al., 2017; Dicks et al.,
2018; Ferreira et al., 2019) data. Gray matter networks are common to
study—facilitated by the easy access to 𝑇1-weighted MRI images—and
have been analyzed in several other neurological disorders as well, such
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as schizophrenia (Bassett et al., 2008; Zhang et al., 2012), epilepsy
(Bernhardt et al., 2011), Parkinson’s disease (Pereira et al., 2015), but
also in healthy aging (Fan et al., 2011; Khundrakpam et al., 2013).
5.2 Constructing graphs of neuroimaging data
Performing network analysis on neuroimaging data starts with defining
a graph. This process involves making numerous methodological choices,
some dependent on modality, which may all affect the analysis results. A
description of many of these methods were put together by Rubinov and
Sporns (2010) in their seminal paper, which has been instrumental in the
use of graph analysis in brain imaging. Next, we elaborate on some of
these methodological choices—and their potential issues—mainly from
a perspective of sMRI data, as this was the modality we used to explore
gray matter networks in this thesis.
5.2.1 Node definition
As opposed to train networks, the nodes of a brain are not as readily
defined (at least not on the resolution in vivo imaging can provide) (For-
nito et al., 2013). The most common method is to use a neuroanatomical
atlas, and define a node as a ROI from this atlas. There are, however,
a number of different neuroanatomical atlases to chose from, such as
the Desikan (Desikan et al., 2006) and Destrieux (Destrieux et al., 2010)
atlases from FreeSurfer, and the AAL atlas in SPM (Tzourio-Mazoyer
et al., 2002). These atlases all have different number of ROIs leading
to networks with different number of nodes 𝑁 , which has been shown
to impact GT measures (Zalesky et al., 2010; van Wijk et al., 2010).
(Further, if you are analyzing fMRI data then these atlases, which are
based on structural landmarks (sulci and gyri), may not be the best
option. Instead an atlas such as the one proposed by Thomas Yeo
et al. (2011), with ROIs defined from functional activity, is a more
sensible choice). There are also examples of studies using atlas-free mod-
els through cubical GM volumes (Tijms et al., 2012). These methods
will end up with a different 𝑁 for each subject depending mainly on
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their intracranial volume but also the overall atrophy (which correlates
with disease progression). This can make it difficult to disentangle the
added value of applying graph theory as opposed to just comparing GM
volumes, which is also easier to interpret.
5.2.2 Edge definition
What can be considered a "connection" between two nodes in MRI data?
For DTI data (imaging WM tracts) it is possible to define it as "physical"
connection; i.e. is there a WM tract connecting node 𝑖 and 𝑗? This would
constitute a structural and "biologically meaningful" connection, one
similar to the train network example earlier. In functional data, such as
fMRI or EEG, the connectivity strength is typically determined through
some statistical measure of similarity, such as correlation 𝜌. Here it is
less clear what constitutes a connection: is it correlations 𝜌 > 0.5, or
maybe 𝜌 > 0.3? Or should all nodes be considered connected, but with
different strengths? There is not a straightforward answer to this, nor
is there a general consensus within the neuroscience field on how to do
this. Most studies apply some form thresholding to "remove spurious
connections", as Drakesmith et al. (2015) showed that even one spurious
connection can influence network properties greatly (even tractography
studies typically involve some level of thresholding). This is done by
setting all connection strengths below a specified threshold to 0, thus
"disconnecting the nodes". But what threshold should be applied? And
should network density (# connected nodes / # possible connections)
be kept constant between compared networks, at the expense of allowing
weaker connections in some networks?
In gray matter group networks created from sMRI data, examples of
choices involved in the definition of edges are:
∙ Choice of cortical measure:
– E.g. thickness or volume?
∙ Preprocessing/corrections:
– E.g. regress effect of total intracranial volume, age and sex?
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∙ Statistical measure defining connectivity strength:
– E.g. Pearson correlation, rank correlation, or partial correla-
tion?
∙ Thresholding:
– Compare between absolute threshold values or against net-
work densities?
∙ Binary or weighted graphs?
Thus, the number of possible ways to create gray matter networks are
many, and rarely the same across studies. This has been offered as one
explanation to why reported findings across AD studies often show little
agreement (Guye et al., 2010; Fornito et al., 2013; Dai and He, 2014;
Dimitriadis et al., 2017; Muldoon et al., 2016). Apart from Phillips et al.
(2015), who showed that depending on what correlation measure they
applied they could obtain both significantly shorter and longer path
length in AD networks, few studies have investigated how some of these
choice impact the subsequent results. This is important in order to
interpret results and compare findings across studies.
5.3 Graph theoretical measures
There are a number of different network measures that have been used
in graph theoretical studies on neuroimaging data. The most commonly
used are described in (Rubinov and Sporns, 2010), with many of them
having both directed, undirected, and weighted analogues. Deciding
which measures to analyze and report is thus another methodological
choice the investigator has to make, as there are no "standard measures"
that all studies report.
There are both nodal and global network measures, where global
metrics refer to properties of the whole graph. Here we discuss some
binary, undirected network measures relevant to the work in this thesis,
mainly coming from (Rubinov and Sporns, 2010). We denote nodal
measures with a subscript 𝑖, referring to node 𝑖.
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The most basic measure is the degree of a node, which shows how many





where 𝑁 is the set of all nodes, and 𝑎𝑖𝑗 is 1 if nodes 𝑖, 𝑗 are connected,
otherwise 0.
The shortest path length, 𝑑𝑖𝑗 , relates to the distance between two
nodes 𝑖 and 𝑗 (see Fig. 5.1a). In the train network example, this the
number of stations we need to travel between to get from 𝑖 to 𝑗. The
global measure of this is called the characteristic path length, 𝐿, and








𝑛− 1 , (5.2)
with 𝑛 being the number of nodes in the network. In unconnected
networks, where one or more nodes are disconnected from the rest, the
path length to those nodes are infinite. The characteristic path length
measure then becomes irrelevant. An alternative measure, that can










𝑛− 1 , (5.3)
which can be considered an inverse measure to 𝐿. Thus, as evident by
Eq. (5.3), infinite path lengths do not contribute to the global efficiency.
While 𝐿 and 𝐸 are considered measures of integration, there is
another family of equations describing network segregation. Two of
these measure are clustering and transitivity. They describe the fraction
of closed loops (or triangles, i.e. three nodes all connected to each other,
see Fig. 5.1a) compared to the degree 𝑘𝑖. In clustering, this is compared










where 𝑡𝑖 is the number of triangles of node 𝑖. A potential issue with 𝐶 is
that nodes with low degree can greatly influence the global metric. To
remedy this, the transitivity measure 𝑇 was proposed which normalizes




𝑖∈𝑁 𝑘𝑖(𝑘𝑖 − 1)
, (5.5)
The clustering metric have so far been more commonly applied than
transitivity in gray matter network studies, possibly due to that 𝐶 is





where rand denotes metrics from random networks, sometimes used
to normalize network measures. Many biological networks seems to
be somewhere between highly regular and completely random. These
networks, which are clustered as regular networks yet have short path
length as random networks, are called "small-world" (Watts and Strogatz,
1998), as illustrated in Fig 5.2. The small-world measure is possibly
the most commonly reported metric in brain network studies, alongside
path length (Tijms et al., 2013).
As the gray matter networks we generated in this thesis were not
fully connected (i.e. the path length between some nodes were infinite)
we were not able to report the reliability of the characteristic path length
and small-world measures.
5.4 Reproducibility of gray matter networks
As the number of neuroscience studies using GT increases it becomes
important to investigate the robustness of these methods when applied
to neuroimaging data. These studies have largely been lacking so far
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Regular Small-world Random
Figure 5.2: Illustration of networks with increased randomness. Left : a highly
regular network; Middle: a small-world network; Right : a random network. Image
adapted from jhnet.co.uk/projects/figures/watts_strogatz.
in the field, possibly due to that there are so many ways to construct a
brain network that it is difficult to say how well these findings generalize
to other methods. (For instance, are findings robust to preprocessing
procedure also when changing neuroanatomical atlas to define nodes?)
There are a few exceptions however; Phillips et al. (2015) investigated
different graph creation methods for gray matter networks and found that
the choice of statistical measure (to quantify connectivity strength) as
well as using weighted graphs had large impact on the network measures.
We aimed to shed light on the effect of some of the choices discussed
in Sec. 5.2, namely:
1. Do we obtain similar results when basing nodes on ROIs defined
by two different neuronatatomical atlases?
2. Do we see similar patterns when basing edges on cortical thickness
compared to volumes?
3. How many participants are necessary to include when constructing
group networks to obtain reliable results?
To understand to what degree any of these choices impact GT measures,
it is necessary to have a frame of reference. We compared networks
based on AD patients to ones based on healthy controls (CTR). These
diagnostic groups have been compared in multiple studies, and allows
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us to relate our findings to previous results. Further, we expect the
differences in GT measures between CTR and AD groups to be greater
than between e.g. CTR and MCI or even between A− and A+ cognitively
unimpaired individuals.
To motivate point 3), we consider the following example: A study
investigates e.g. clustering in two networks constructed from 100 AD
patients and 100 CTR subjects, respectively, and finds significantly lower
clustering in the AD network. If this finding is generalizable to the
disease population at large—i.e. to be able to claim that clustering is
decreased in AD gray matter networks and not just in these specific
group compositions—then it is reasonable to believe that if we remove
five random subjects from each group the results would remain the same.
If we do not get the same results, then it is highly unlikely that the
finding is reliable. At the same time, however, there must be a minimal
number of subjects required to create a stable network.
We investigated the points mentioned above in data of 293 AD
patients and 293 healthy controls from the research cohorts ADNI-1 and
AddNeuroMed. They were segmented and parcellated with FreeSurfer
5.3 according to two different atlases: the Desikan atlas, comprising
68 ROIs, and the Destrieux atlas with 148 ROIs (Desikan et al., 2006;
Destrieux et al., 2010).
An overview of the procedure is described in pseudocode in Alg. 1.
To describe some individual steps in more detail: Each connectivity
matrix was defined through the Pearson correlation matrix, where an
entry at position [𝑖, 𝑗] was the Pearson correlation between the cortical
measures of ROI 𝑖 and 𝑗 across all subjects. The matrix was binarized
according to a threshold, so that all correlations below 𝑡 were set to 0 and
all above to 1. The threshold was chosen to yield the specified network
density 𝑑, and were thus different for the CTR and AD networks for the
same density. From these binarized networks we computed clustering,
transitivity and global efficiency for the AD and CTR networks. We
calculated 𝑝-values through permutation tests to test whether a specific
group composition showed significant (𝛼 < .05) differences, simulating
how a "regular" study might perform hypothesis testing. Thus, for
each density 𝑑 and group size 𝑁 , we get 𝑝-values for 100 random group
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Data: Cortical measure 𝐶 from atlas 𝐴
𝑖← 0;
// Loop 100 different group compositions
while 𝑖 < 100 do
𝑁 ← 50 // Number of subjects in each group,
randomly selected
// Loop over number of subjects
while 𝑁 <= 290 do
Construct connectivity matrices ← 𝑁,𝐶,𝐴;
𝑑← 0.05 // Network density
// Loop over network densities
while 𝑑 <= 0.35 do
Construct networks with density 𝑑;
Calculate GT measures;
Compute 𝑝-value of difference;
𝑑← 𝑑 + 0.01;
end




Algorithm 1: Overview of procedure to investigate stability in graph theoretical
measures in structural gray matter networks for a single cortical measure 𝐶 (e.g.
volumes) and atlas 𝐴 (e.g. Desikan).
compositions. We use these to calculate a significance ratio, referring
to how frequently a significant difference is observed. This entity can
be related to the risk of making a type I (false positive) or type II
error (false negative). GT measures and statistics were calculated using
BRAPH 1 (Mijalkov et al., 2017).
In Fig. 5.3 – 5.5 we see the results for clustering, transitivity and
global efficiency, respectively. Our overall interpretation of these results
can be summarized as follows:
1Freely available at braph.org
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∙ The direction of differences between AD and CTR networks seems
to be consistent between the two atlases, at least if the differences
are "large" (well-separable).
∙ GM networks based on cortical thickness correlations do not yield
similar results as cortical volumes do.
∙ GT metrics from networks generated from a small number of
subjects (<150) were highly dependent on the specific group com-
position, raising the question of how well GM network findings
generalize to the disease population that one wishes to characterize.
Out of the three GT measures, clustering is most commonly used in GM
network studies, e.g. (Hosseini et al., 2012; Pereira et al., 2015; Zou et al.,
2018; Voevodskaya et al., 2018; Liu et al., 2019). With our choice of
network creation methods, the clustering metric seems to converge with
relatively few subjects, but does a poor job in discriminating between AD
and CTR networks (Fig. 5.3). However, multiple studies have reported
significant differences in in this metric between these two groups (Li et al.,
2012; Yao et al., 2010; Phillips et al., 2015; Pereira et al., 2016). These
studies have used slightly different edge or node definitions, which may
explain their findings. We note from our results that there was a roughly
20% risk of obtaining a false positive—particularly at small group sizes.
Whether these reported differences are spurious findings (caused by
the specific group compositions) or that other graph creation methods
yields distinct different clustering patterns is difficult to say from study.
The results do, however, suggest future studies to be cautious when
interpreting clustering results.
The closely related transitivity measure, normalized at a global level,
showed substantially better discriminative abilities between the groups.
Transitivity has been reported to show significant differences over a
large range of network densities in previous gray matter AD network
studies (Mijalkov et al., 2017; Pereira et al., 2016). The metric did
require roughly 150 subjects in each group in order for the results to be
significant in 95% of the group compositions. This number is very large
in relation to the sample sizes in most gray matter network studies—
sometimes less than 30 patients for diseases with low prevalence—raising
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Figure 5.3: The top (second) row shows clustering results as a function of density for
networks created with 100 (200) subjects using cortical thickness or volume measures
defined with the Desikan or the Destrieux atlas. The two bottom rows show how the
GT measure changes when creating networks with different number of subjects at the
fixed network densities of 15% and 25%. The error bars show the standard deviation
from 100 random group compositions. The green lines illustrate the significance ratio,
i.e. how many of these 100 random group compositions yielded significant differences
at 𝑝<0.05.
concerns of the usefulness of studying gray matter networks based on
covariance matrices.
Similar results as for transitivity were found for the global efficiency
measure in Fig. 5.5. Again, we found reliable differences between
controls and AD patients but mainly at large sample sizes.
All investigated measures showed that only cortical thickness mea-
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Figure 5.4: The top (second) row shows transitivity results as a function of density
for networks created with 100 (200) subjects using cortical thickness or volume
measures defined with the Desikan or the Destrieux atlas. The two bottom rows
show how the GT measure changes when creating networks with different number of
subjects at the fixed network densities of 15% and 25%. The error bars show the
standard deviation from 100 random group compositions. The green lines illustrate
the significance ratio, i.e. how many of these 100 random group compositions yielded
significant differences at 𝑝<0.05.
sures displayed stable differences between the group networks. Cortical
volumes may display larger differences in other disorders affecting the
brain, and from this study we cannot conclude that they should not be
used in other disease populations or in conjunction with other measures
defining edges.
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Figure 5.5: The top (second) row shows global efficiency results as a function of
density for networks created with 100 (200) subjects using cortical thickness or volume
measures defined with the Desikan or the Destrieux atlas. The two bottom rows
show how the GT measure changes when creating networks with different number of
subjects at the fixed network densities of 15% and 25%. The error bars show the
standard deviation from 100 random group compositions. The green lines illustrate
the significance ratio, i.e. how many of these 100 random group compositions yielded
significant differences at 𝑝<0.05.
5.5 Conclusion
So, how reliable are structural gray matter networks? To give a complete
or definitive answer to this is of course impossible. This is largely
attributed to that the number of possible combinations of graph creation
parameters—that may have large impact on the analyses results—is
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practically infinite. Thus, we cannot say to what degree our results
generalizes to other methods and disease populations. Our study does
however show that gray matter networks results can be very fragile
when constructed from small sample sizes. And this when comparing
a disease in which severe atrophy is a pathological hallmark. It is
difficult to imagine a priori two populations that should display larger
differences in network properties than CTR and AD. It would thus be
reasonable to hypothesize that the differences in network properties are
even smaller in e.g. preclinical stages of Alzheimer’s disease compared
to healthy controls—not to mention disorders not typically associated
with pronounced atrophy.
Our results suggest that many studies on gray matter networks
may run the risk of reporting findings that do not generalize to larger
sample sizes. We propose that future studies should repeat their network
analyses on random subsamples of their data set. Comparing the results
of these repeated measurements can provide an indication to whether





The works in this thesis followed two themes:
∙ The development and usage of our proposed deep learning model,
AVRA.
∙ Assessing the reliability of two techniques commonly applied to
sMRI data: deep learning and graph theory.
Quantifying neurodegeneration through visual assessment does admit-
tedly not sound like the best tool for measuring atrophy. Robust com-
puterized methods that can provide tissue maps, volumetric information,
or quantify disease specific atrophy patterns, are more likely to be used
in the clinical routine in the future. So what was the purpose of creating
a tool such as AVRA and making a trained version publicly available?
I see two main areas where I believe AVRA can be useful. First,
AVRA’s ratings can provide a benchmark for future tools that are pro-
posed. To give an example: let us say you are developing an automated
tool for distinguishing between stable and progressive MCI patients
from MRI images. The performance of the proposed tool is really only
relevant in contrast to how well this can be done with current methods
used in the clinics. That is: what is the added clinical value of your tool?
By using AVRA as a "proxy" for a radiologist, this can facilitate this
comparison. The second use case is similar to how we applied AVRA
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in the longitudinal study. That is, compare visual ratings in large data
sets to other clinical markers—possibly leveraging continuous ratings for
added sensitivity. This can help bridge the gap between neuroscientific
research and the clinics.
The second theme—assessing how robust two separate techniques
applied to neuroimaging are—may have a negative ring to it. By assessing
one deep learning model and one graph construction method in larger
data sets than most studies have access to, we showed that these can
yield overly optimistic results. Through the design of the studies we
cannot confidently say that these findings are representative of other
deep learning models and graph construction methods, nor do we offer a
solution to these issues. I do believe, however, that these types of studies
are important for both fields. They demonstrate why experimental
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