In this paper, we investigate the minimum energy of transmitting correlated sources over the Gaussian multipleaccess channel. Compared to other works on joint source-channel coding, we consider the fundamental problem of the minimum transmission energy, where the source and channel bandwidths are not naturally matched. Different models of correlated sources are studied. We first treat lossy transmission of Gaussian sources, including multiterminal sources and CEO sources. We then consider lossless transmission of correlated binary sources. In all cases, we lower bound the minimum energy using a cut-set argument that couples transmission energy and the distortions for the Gaussian cases (or source entropy for the discrete case). For the achievable schemes, separate source and channel coding and uncoded transmission are studied as benchmarks. In addition, we show that hybrid digital/analog transmission achieves the best known energy efficiency.
I. INTRODUCTION
I N THIS work, we study the minimum energy of sending correlated sources over the Gaussian MAC. Distributed encoders observe correlated sources and desire to describe their observations to a central decoder. Specifically concerning the minimum energy, we study the general scenario where the source and channel bandwidths are not matched.
Several examples have been given in the literature (see [1] , [2] ) to show that separate source and channel coding is sub-optimal in network communications. Recent studies [3] - [9] thus have considered joint source-channel coding and the general approach is to use either pure analog/digital transmission or their hybrids. Hybrid transmission has been shown to be exactly optimal in some cases [6] , [7] and better than either pure analog or digital transmission in others [5] , [8] , [10] .
Our work falls in the open problem of finding the capacity region of the MAC with correlated sources, which was only solved for a few special setups. For lossless transmission of discrete messages, Han [11] found the exact capacity region when the messages are various combinations of independent messages; by exploring the message structure, Gündüz and Simeone [12] were able to reduce the needed number of auxiliary random variables to characterize the capacity region. Another well-known result is the sufficient condition given by Cover et al. [1] . In the scenario of lossy transmission, Gastpar [3] considered Gaussian CEO sources and showed that uncoded transmission is exactly optimal when the source and channel bandwidths are matched. In addition, for the bandwidth-matched scenario, Lapidoth and Tinguely [5] studied the case of bivariate Gaussian sources.
Most existing results are for the case with matched sources and channels, i.e., one channel use for each source sample and the source type matched to the channel type (e.g., Gaussian sources over Gaussian channels or binary sources over binary channels). Moderate or finite bandwidth expansion was considered only in a few works [4] , [8] . However, when energy is studied as the cost measure, the sources and channels cannot be easily matched. For example, it is well known that in the point-to-point additive white Gaussian noise (AWGN) channel [13] , the minimum energy per bit is achieved when the bandwidth approaches infinity. The minimum energy was studied for lossy transmission of Gaussian CEO sources and bivariate Gaussian sources in [14] - [16] , where lower bounds on the minimum energy were derived using cut-set arguments before comparison with uncoded transmission and the separation scheme.
In this paper, we study the minimum energy of sending correlated information over the Gaussian MAC. We consider the following three source models of both theoretical and practical interests. For all three source models, we lower bound the minimum energy using a cut-set argument, while taking the distortion correlations into account to improve the lower bound in the high-distortion regime over that of [16] . For achievable schemes, we first study separate source and channel coding and uncoded transmission as benchmarks, we then propose a hybrid digital/analog scheme that achieves the best known energy efficiency.
1) Gaussian multiterminal sources: We study the minimum energy of sending any number of positive symmetric Gaussian sources over the Gaussian MAC such that the decoder can reconstruct individual sources and satisfy mean squared error (MSE) distortion constraints on them. Bivariate Gaussian results appeared in [16] and [5] , but the case with more than two terminals has never been treated as a joint source-channel coding problem before. For an arbitrary number of terminals including the bivariate case, we provide the best known upper and lower bounds on the minimum energy. 2) Gaussian CEO sources: We give upper and lower bounds on the minimum energy of sending Gaussian CEO sources over the Gaussian MAC, which allows the decoder to meet the MSE distortion constraint on the remote source. We show that hybrid digital/ analog transmission achieves the best known energy efficiency. 3) Correlated binary sources: We study the minimum energy of lossless transmission of correlated binary sources over the Gaussian MAC. We show that hybrid digital/analog transmission is also energy efficient for this discrete case and it approaches our lower bound as the number of sources goes to infinity. Part of this work was presented in [17] and the subsequent sections of this paper are organized as follows. Section II gives the lower and upper bounds on the minimum energy of transmitting Gaussian multiterminal sources over the Gaussian MAC. Section III treats lossy transmission of Gaussian CEO sources over the Gaussian MAC. We address lossless transmission of discrete sources in Section IV, where the minimum energy of sending correlated binary sources is studied. Section V concludes the paper.
We use the following notations. Drawings of random variables in time {S[k]} K k=1 are denoted by S (K ) . The index sets are denoted by the calligraphic letters of the maxima, e.g, {1, . . . , M} by M. We write sets of random variables (S 1 , . . . , S M ) as S M with the subscript being the index set. Boldface upper-case letters (e.g., D) denote matrices, and those with subscripts denote the elements of the matrix, e.g., D i j denotes the element in the i -th row and j -th column. C(a, b, M) represents a symmetric circulant matrix in R M×M with diagonal elements a and off-diagonal elements b. We write the covariance matrix of random variables as cov(·, . . . , ·), for example, cov(S 1 , . . . , S M ) = E[(S 1 , . . . , S M ) T ·(S 1 , . . . , S M )]. We define (x) + = max(x, 0) and log + (x) = max(log(x), 0). Throughout this paper, all logarithms are natural.
II. GAUSSIAN MULTITERMINAL SOURCES
In this section, we study the minimum energy of sending Gaussian multiterminal sources over the Gaussian MAC such that MSE distortion constraints on individual sources are satisfied. We give sufficient and necessary conditions for achievability of a transmission energy. These conditions are expressed as upper and lower bounds on the minimum energy, which are functions of distortions.
A. Problem Setup
Our problem setup is illustrated in Fig. 1 . Each of the M distributed encoders observes one component of Gaussian multiterminal sources and communicates with a central decoder via the Gaussian MAC. The decoder attempts to reproduce the sources under MSE distortion constraints on individual components. We provide upper and lower bounds on the minimum transmission energy such that the distortion constraints are met. 1) Sources:
), k ∈ Z + , be a jointly Gaussian random vector with zero mean and covariance matrix S . The sources are i.i.d. in time. For reasons explained in the next paragraph, we restrict ourselves in this work to the positive symmetric sources with
whose two distinct eigenvalues are λ 1 = 1 + (M − 1)ρ and λ 2 = 1 − ρ (with multiplicity M − 1). We note that the above assumption of symmetry that all sources share the same correlation coefficient has a limited scope when M > 2.
We assume σ 2 0 = 1 without loss of generality, since more general cases can be reduced to this one by normalizing the sources. Note that the cases with ρ = 0 or 1 can be handled with special transmission techniques.
For the Gaussian multiterminal source coding problem, Wagner et al. [18] characterized the complete rate region for two-terminal sources and proved sum-rate tightness for positive symmetric sources with 0 < ρ < 1 and M > 2. For the negative symmetric case, i.e., − 1 M−1 < ρ < 0 and M > 2, Wang et al. [19] and Yang and Xiong recently [20] proved sum-rate tightness using two different approaches. We restrict ourselves to positive symmetric sources in this paper − we note the limited scope of this assumption when M > 2. Our work on the negative symmetric case is still ongoing.
2) Encoders: Encoder m ∈ M observes one component of the sources S (K ) m and describes it using a channel codeword X (N) m to the decoder over the noisy channel. We denote the encoder functions as f (K ,N)
3) The Channel: We consider the Gaussian MAC of both practical and theoretical interests. The channel output at the decoder is
where the decoder functions are denoted by g
The reconstruction distortion is measured by the MSE as
5) Achievability:
We next define the achievability of transmission energy.
Definition 1: For a given tuple of distortion constraints (D 1 , . . . , D M ) on individual source components, an energy tuple (E 1 , . . . , E M ) is achievable if for any > 0 there exists a set of encoder and decoder functions
The achievable energy region E m (D 1 , . . . , D M ) is the convex hull of all achievable energy tuples. The general objective to consider is the vector (E 1 , . . . , E M ). However, it would be cumbersome to optimize a vector objective in most cases. An alternative approach is to study max(E 1 , . . . , E M ), since the energy performance would be dominated by the maximum of individual energy consumptions. Another measure is to study the sum energy M m=1 E m in parallel with the sum rates in relevant source coding problems. To simplify our exposition, we only give results on the symmetri c case with equal distortion constraints on individual components, although our bounding techniques apply to asymmetric cases as well. For the symmetric case, it follows from a permutation argument using source and channel symmetry together with timeand energy-sharing that there exists an E ∈ R such that (E, . . . , E) ∈ E m (D, . . . , D) is a minimal (if not the unique minimum) point of the energy region. That is, if there exists
all m ∈ M, then (E 1 , . . . , E M ) = (E, . . . , E). In the rest of this section, we study the minimum energy for the symmetric case defined as
where the maximum and sum objectives are equivalent and equal to the minimum energy, i.e.,
B. Lower Bound
In this subsection, we present a lower bound on the minimum energy. We develop a tighter lower bound by following the cut-set argument in [16] , but taking into account the distortion correlations in all cut-set components. Our approach is inspired by the lower bounding technique of optimization over the distortion matrix in [18] . We define the distortion matrix as
Before presenting our lower bound, we give the following lemma stating that there is no performance loss in assuming that the resulting distortion matrix is circulant [21] .
Lemma 1: LetẼ m (D) be the minimum energy achieved by a set of encoder and decoder functions
i.e., there is no loss of optimality in assuming that the distortion matrix is circulant. Proof: See Appendix A. We now state the lower bound on the minimum energy in the following theorem.
Theorem 1: The minimum energy E m (D) is lower bounded by
where
Proof: The full proof can be found in Appendix B. A brief outline of the proof is as follows. We use a cut-set argument. That is, for any nontrivial cut L ⊂ M of the MAC, we consider the mutual information I (Y (N) ; S (K ) L |S (K ) L C ) across the cut. We first upper bound I (Y (N) ; S (K ) L |S (K ) L C ) by a function of the transmission energy, and then lower bound it by a function of the distortion matrix. By connecting the two resulting inequalities, we obtain the lower bound on E m (D) as
:
withρ denoting the leftover correlation among the transmitted signals. We solve the above optimization problem and obtain the lower bound E lb m (D) as given in (3). In Fig. 2 , we compare our lower bound E lb m (D) in (3) to the one in [16] in terms of the normalized energy to noise ratio (after we extend the lower bound in [16] from M = 2 to M > 2) for cases with M = 10, ρ = 0.5 and M = 20, ρ = 0.3.
In the cut-set lower bound of [16] , Jain et al.
which yields a lower bound given by a min-max-min problem
The reason that our lower bound is tighter is two-fold:
1) By reducing the entropy of S L −Ŝ L through conditioning on S L C −Ŝ L C , we obtain a tighter lower bound
We minimize the maximum of all cut-set bounds over the distortion matrix instead of separately minimizing the cut-set bounds as in (5) . Hence, we have a lower bound given as a min-min-max
which, according to [22] , is tighter than the min-maxmin lower bound in (5) . However, we only gain when D ∈ (λ 2 , 1) such that θ > 0, i.e., S L −Ŝ L is correlated with S L C −Ŝ L C . This is clearly shown in Fig. 2 .
C. Upper Bounds
In order to upper bound the minimum energy, we look for achievable schemes. We first study separate source and channel coding followed by uncoded transmission, and then propose our own hybrid digital/analog scheme to achieve the best known energy efficiency. In addition, by allowing infinite bandwidth expansion, we extend the superposition-based approach of [5] and [23] (for the bandwidth-matched setup) to obtain a companion hybrid coding scheme. We further show that the two hybrid schemes achieve the same energy performance.
1) The Separation Scheme: Motivated by its optimality in the point-to-point scenario, we start with separate source and channel coding as our first achievable scheme. In [18] , Wagner et al. showed that for positive symmetric Gaussian multiterminal sources, the compression scheme [24] of quantization plus binning (e.g., via Slepian-Wolf coding [2] ) is optimal and the resulting sum rate
tight. For the specific S as given in (1), it is easy to show that the minimal sum rate of
with β(D) = (λ 1 + λ 2 )D − λ 1 λ 2 . By combining the above minimum sum rate of multiterminal source coding with the channel capacity of sending independent messages (after optimal binning) over the Gaussian MAC, we have the following optimization problem
It is evident that for any fixed E the right-hand side of the above inequality monotonically increases with N K , and hence the minimum energy of −1.59 dB per bit of independent information [25] is achieved as N K → ∞. Therefore, we obtain
as the upper bound from the separation scheme. Fig. 3 plots the energy-distortion function for the separation schemes with different N K 's for the case with M = 10 and ρ = 0.5. The best energy-distortion performance given in (8) is achieved as N K → ∞. . We observe that in the low-distortion regime with D → 0, the separation scheme is asymptotically optimal in the sense that the ratio between E s m (D) from the separation scheme and E lb m (D) tends to one. This is due to
2) Uncoded Transmission: In uncoded transmission, each encoder transmits analog signals, which are scaled versions of the source samples. Uncoded transmission is often considered within the context of joint source-channel coding due to a result of Goblick [26] , which states that uncoded transmission achieves the optimal trade-off between the transmission power and MSE distortion of sending a Gaussian source over a point-to-point bandwidth-matched AWGN channel. Our choice of uncoded transmission is motivated not only by its low complexity but more importantly by its optimality [3] (or partial optimality [5] , [6] ) as shown in closely relevant joint source-channel coding problems.
An uncoded scheme of sending bivariate Gaussian sources is considered for the bandwidth-matched case in [5] and for minimum energy in [16] . In previously proposed uncoded transmission schemes, each encoder only sends one scaled version of its observation. When studying the minimum energy, we can do better by utilizing unlimited bandwidth as in the transmission scheme depicted in Fig. 5 . For each source sample S M , the encoders utilize the channel M times with M ∈ Z + (e.g., via time-or frequency-division multiplexing). We define a coefficient matrix A ∈ R M ×M with A i j denoting the scale factor for the i -th channel use at encoder j . That is, encoder j sends A i j S j , i ∈ M and j ∈ M, over the i -th channel use. The decoder receives M noisy linear combinations
) before estimating the sources by computing the conditional expectations. The number of channel uses M is allowed to be arbitrarily large. When M = 1, our scheme degenerates to the one in [5] and [16] . We seek for the optimal A that gives the minimum energy of uncoded transmission. The resulting upper bound on E m (D) from uncoded transmission is given in the following theorem.
Theorem 2: Optimal uncoded transmission of Gaussian multiterminal sources over the Gaussian MAC achieves the energy-distortion function
and the corresponding optimal number of channel uses is
Proof: The full proof can be found in Appendix E. A brief outline of the proof is as follows. We solve the matrix optimization problem of minimizing the energy consumption over the matrix A subject to the distortion constraint and find an optimal coefficient matrix
to applying a unitary transformation Q T to the sources for decorrelation (without explicit encoder cooperation) followed by a water-filling like energy allocation with
In Fig. 6 , E u m (D) is compared to the uncoded scheme in [16] . When D < λ 2 , E u m (D) improves the energy efficiency over the uncoded scheme in [16] . If the channel is used only once, the distortion cannot go below (M−1)λ 2 M due to interference from the encoders. In contrast, using our proposed uncoded scheme with a bandwidth expansion factor of M, we can reduce the distortion with high enough energy. It is also seen from the figure that our uncoded transmission scheme is asymptotically optimal in terms of approaching the lower bound with the same slope in the high-distortion regime. This
3) Hybrid Digital/Analog Transmission: As shown previously, the separation scheme and uncoded transmission are energy efficient in the high-or low-power regime, respectively. One straightforward way to combine them would be time-and energy-sharing, which leads to convexification of the energy regions achieved by both of them. A better approach is hybrid digital/analog coding, which has been shown in relevant setups with correlated sources to be either optimal [6] , [7] or nearoptimal [5] . As indicated in the achievable schemes of [5]- [7] , and [23] , it is necessary to exploit the source correlation via not only statistical means like Slepian-Wolf coding but also physical measures of translating the source correlation into the channel codewords. Therefore, in order to give a tighter upper bound than those from the separation scheme or uncoded transmission, we propose the hybrid digital/analog scheme as depicted in Fig. 7 .
In the analog portion, the channel is utilized M times since we know from the proof of Theorem 2 that it suffices for uncoded transmission to utilize the channel M times maximum for M-terminal sources; encoder j transmits the analog signal A i j S j over the j -th channel use, i, j ∈ M and the decoder receives
In digital transmission, we use Y M as decoder side information and employ a separationbased coding scheme to transmit the remaining fine information to meet the distortion constraints. We employ the Berger-Tung (or quantization plus binning) scheme [24] , [27] to compress the sources and study the rates, at which the individual encoders need to communicate with the decoder. A sufficient condition on achievablity of a rate tuple is given in the following lemma, where we adopt the definition of rate achievability in the Slepian-Wolf problem [2] , [24] .
Lemma 2: A set of random variables (S 1 , . . . ,S M ) is distributed according to pS i |S i (s i |s i ), and each of them is observed at one of the distributed encoders, i.e.,S i at encoder i ∈ M. With side information S available at the decoder, a rate tuple
Proof: See Appendix F. We now present the energy upper bound from our hybrid scheme in the following theorem. 
This energy-distortion function upper bounds E m (D). Moreover, in the analog portion of the optimal hybrid scheme, the channel is utilized only once and all encoders use the same factor α ∈ R + to scale their respective sources, i.e., encoder m ∈ M transmits the analog signal αS m . Proof: See Appendix G.
4) A Companion Hybrid Coding Scheme Based on Superposition:
A hybrid scheme based on superposition was shown to be competitive in the bandwidth-matched setup [5] , [23] . We now describe a hybrid scheme that is essentially a bandwidth expanded version of the one in [5] and [23] . Define U
Using similar arguments as in [23] , one can show that the error probability of decoding (U
We study the asymptotic performance of the above superposition-based hybrid scheme as T → ∞ and give its energy-distortion function in the following theorem.
Theorem 4: With infinite bandwidth expansion, superposition-based hybrid coding achieves the energydistortion function
Proof: See Appendix H for the full proof, in which we employ the techniques in [5] and [23] , but study the asymptotic performance as T → ∞.
In the following theorem, we show that although rooted in different approaches, the above superposition-based hybrid scheme and our hybrid scheme in Theorem 3 achieve the same energy-distortion performance. Invoking the techniques in the proof of Theorem 4 but setting α = 0, we obtain the energy-distortion function of the sourcechannel vector-quantizer scheme as
The optimal solution γ of the above optimization is
is the quantization noise of the separation scheme (cf. (7)), and hence E vq m (D) = E s m (D), i.e., when the bandwidth expansion factor T → ∞, the source-channel vector-quantizer scheme achieves the same performance as the separation scheme. (14) from the hybrid scheme) and the upper bounds with matched bandwidth from [5] (the separation scheme, the source-channel vector-quantizer scheme, and the super-imposed scheme) for the case with M = 10 and ρ = 0.5. It is clearly observed that bandwidth expansion improves energy performance.
In Fig. 8 , we plot out upper bounds E s m (D) in (8) (14) from the hybrid scheme (or E hs m (D) in (16) from the superposition-based hybrid scheme) for the case with M = 2 and ρ = 0.5. The upper bounds from the separation scheme, the source-channel vector-quantizer scheme, and the super-imposed scheme of [5] are also plotted for comparison. Note that the three upper bounds from [5] are source-channel bandwidth-matched, i.e., N = K . One can observe that expanding bandwidth of the vector-quantizer scheme and the super-imposed scheme indeed improves their energy performance.
In Fig. 9 , we plot our lower bound E lb m (D) in (3) and three upper bounds, namely, E s m (D) in (8), E u m (D) in (10), and E h m (D) in (14), on E m (D) for cases with M = 10, ρ = 0.5 and M = 20, ρ = 0.3. Note that E m (D) lies in between E h m (D) and E lb m (D). As shown in the figures, the hybrid scheme achieves the best energy efficiency.
As indicated in our achievable/upper bounds, it is necessary for the encoders to leave some of the source correlation in transmitted signals. The correlations among transmitted signals in different upper bounds for the case with M = 10 and ρ = 0.5 are plotted in Fig. 10 , which also includes the transmission correlation in (53) that achieves the min-max in (50) for our lower bound. The bandwidth-matched uncoded scheme always adopts the maximum correlation while the separation scheme, which completely decorrelates the sources to achieve compression efficiency, only transmits independent signals. Higher correlation in transmitted signals leads to beamforming gain; however, it is not efficient for the encoders to only transmit identical signals − especially in the low-distortion regime, where we should also convey the difference of the sources. Note that the hybrid scheme uses higher correlation than the separation scheme, because some energy is allocated to the analog portion of transmission to take advantage of the beamforming gain. That the correlation among transmitted signals in our best hybrid scheme is different from that corresponding to our lower bound reflects the fact that the problem of correlated MAC is still open.
III. GAUSSIAN CEO SOURCES
In this section, we study the minimum energy of sending Gaussian CEO sources over the Gaussian MAC such that the MSE constraint is satisfied on the remote source.
A. Problem Setup
The well-known CEO problem was first introduced by Berger et al. [28] , [29] as a variant of the multiterminal source coding problem. A CEO, or the central decoder, is interested in a remote source and hence deploys agents, or encoders, to observe noisy versions of the remote source. Using the information conveyed by the encoders, the decoder attempts to reconstruct the remote source. For the special case when the remote source is Gaussian and the observations are independently corrupted versions of the remote source with Gaussian noises, the complete rate region for any number of encoders was determined by Oohama [30] , [31] and Prabhankaran et al. [32] .
In this work, instead of assuming noiseless bit pipes between the encoders and the decoder, we consider the problem of sending Gaussian CEO sources over the Gaussian MAC. In the setup illustrated in Fig. 11 , we use the transmission energy, instead of the sum-rate, as the cost measure. The remote source The observation noises W m [k]'s are memoryless zero-mean Gaussian processes that are independent not only of the remote source S 0 [k] but also among the distributed encoders. We denote the encoder functions as f (K ,N) m (·) : R K → R N , m ∈ M, which have the same form as those for the multiterminal sources in Section II. We assume that the noise of the Gaussian MAC has unit variance. The decoder employs g (K ,N) (·) : R N → R K to reconstruct the remote source S 0 [k] based on the channel outputs Y (N) . Different from Section II, there is only one decoder function g (K ,N) (·) here since for the CEO problem the decoder only reconstructs S 0 [k]. We define achievability of the transmission energy as follows.
Definition 2: For the Gaussian CEO problem with the Gaussian MAC, a transmission energy tuple (E 1 . . . , E M ) is achievable for a given distortion constraint D if for any > 0 there exist encoder and decoder functions ( f
The achievable energy region E c (D) is the convex hull of all achievable energy tuples. We again only focus on the symmetric case with var(W 2 m ) = w for all m ∈ M and study the minimum achievable energy for a given distortion constraint, which is defined as
B. Lower Bound
In order to lower bound E c (D), we use a cut-set argument similar to the one in the proof of Theorem 1, but here we lower bound the mutual information with a function of the distortion on the remote source, rather than a function of the distortion matrix. The resulting cut-set lower bound on E c (D) is stated in the following theorem.
Theorem 6: The minimum energy E c (D) of sending symmetric Gaussian CEO sources over the Gaussian MAC is lower bounded by
Proof: See Appendix J.
C. Upper Bounds
In the following, we give upper bounds from the separation scheme, uncoded transmission, and hybrid digital/analog transmission.
1) The Separation Scheme: Motivated by the separation theorem in the point-to-point setup and by its asymptotic optimality shown in (9) for multiterminal sources, we seek for the upper bound from the separation scheme.
Assuming separate source and channel coding, Oohama [30] , [31] and Prabhankaran et al. [32] characterized the complete rate region R c (D), defined as the set of all achievable rate tuples such that the decoder is able to meet the distortion constraint on the remote source. For the Gaussian CEO problem under our study, the minimum sum rate is
Moreover, it holds due to source symmetry that
The minimum sum rate can be achieved by a set of optimal vector quantizers followed by Slepian-Wolf coding, which decorrelates the sources and yields independent indexes among distributed encoders [24] . These independent discrete messages can be transmitted via an optimal channel code over the MAC. Thus, the achievable transmission energy E s c (D) for the separation scheme satisfies
Substituting (21) into (22), we have
which upper bounds E c (D).
2) Uncoded Transmission: For the problem of sending symmetric Gaussian CEO sources over the bandwidth-matched Gaussian MAC, Gastpar [3] proved optimality of uncoded transmission by showing that it matches the lower bound on the transmission energy, which is the special case of the necessary condition in (75) with N = K and L = M. In uncoded transmission, all encoders use the same scaling factor before transmission; and the decoder computes the conditional expectation of the remote source given the received signals. We denote the energy-distortion function of uncoded transmission as E u c (D). According to [3] ,
which serves as another upper bound for the minimum energy E c (D). We note that optimality of uncoded transmission in the bandwidth-matched setup is due to the fact that sending scaled versions of the observations over the Gaussian MAC is equivalent to joint encoding. Moreover, uncoded transmission preserves the maximum correlation among transmitted sources, which leads to maximum beamforming gain. In the general setup where source and channel bandwidths are not matched, uncoded transmission is not optimal any more, since it does not make full use of the channel bandwidth.
3) Hybrid Digital/Analog Transmission: As shown previously in Section II-C3, hybrid transmission efficiently exploits the source correlation. We now propose an energy-efficient hybrid transmission scheme for Gaussian CEO sources. In the analog portion of the hybrid transmission, all encoders use the same factor α ∈ R to scale their respective observations, i.e., encoder m transmits the uncoded signal αS m , m ∈ M, and the decoder receives Y a = α M m=1 S m + Z , where Z ∼ N (0, 1) is the channel noise. In the digital portion of the transmission, the encoders transmit coded signals (over channel uses that are orthogonal to those for the analog portion) to convey the fine information. The upper bound from the hybrid scheme is given in the following theorem.
Theorem 7: Our proposed hybrid digital/ananlog scheme for transmitting symmetric Gaussian CEO sources over the Gaussian MAC achieves an upper bound
Proof: See Appendix K. Fig. 12 plots our lower bound E lb c (D) in (19) and three upper bounds, namely, E s c (D) in (23), E u c (D) in (24), and E h c (D) in (25), on E c (D) for the case with M = 40 and w = 0.001. Uncoded transmission is not optimal any more, as we are concerned of energy and bandwidth can be arbitrarily large. In the high-distortion regime, uncoded transmission is asymptotically optimal in the sense that it achieves the same slope as the lower bound. However, the separation scheme can exploit the source correlation via Slepian-Wolf coding and use all the bandwidth resources. Hence it outperforms uncoded transmission in the low-distortion regime. The hybrid scheme takes advantage of both the transmission correlation and bandwidth and therefore achieves better energy efficiency than both the separation and uncoded schemes.
IV. CORRELATED BINARY SOURCES
In this section, we address lossless transmission of discrete sources and study the minimum transmission energy of sending correlated binary sources over the Gaussian MAC. This setup differs from the previous results in two important aspects. First, in the previous examples, sources and channels were matched, both being Gaussian; this is a reason for optimality of analog [3] or hybrid transmission [6] , [7] in the bandwidth matched case. With discrete sources this is no longer true. Second, in the current setup, the original correlated sources need to be reconstructed losslessly, and pure uncoded transmission therefore makes no sense. In spite of these two differences, we show that hybrid transmission still is better than pure digital transmission with respect to energy.
A. Problem Setup
As illustrated in Fig. 13 , we consider a symmetric Slepian-Wolf problem with correlated binary sources. The encoders observe We define achievability of the transmission energy as follows.
Definition 3: For the correlated binary sources in (26), a transmission energy tuple (E 1 , . . . , E M ) is achievable if for any > 0 there exist encoder and decoder functions
The achievable energy region E b is then defined as the convex hull of all achievable energy tuples.
Due to source and channel symmetry, we study the minimal energy defined as
B. Lower Bound
We give a lower bound on the minimum energy in the following theorem that results from a cut-set argument. Different from the proof for Gaussian cases in Theorems 1 and 6, we lower bound the cut-set mutual information with the source entropy functions, instead of coupling transmission energy with the distortions. Our lower bound is stated in the following theorem.
Theorem 8: The minimum transmission energy of sending the correlated binary sources in (26) over the Gaussian MAC is lower bounded by
(28) Proof: See Appendix L.
C. Upper Bounds
In order to upper bound E b in (27) , we again seek for achievable schemes. For lossless transmission, pure uncoded transmission is not enough. Therefore we consider the separation scheme and hybrid digital/analog transmission.
1) The Separation Scheme: Our baseline scheme is separate source and channel coding. The sources are compressed via Slepian-Wolf coding. The compressed indexes are then transmitted over the MAC channel using an optimal channel code that achieves the minimum energy −1.59 dB of transmitting one bit independent information [25] . Again, by combining the Slepian-Wolf rate with the minimum energy of transmitting independent messages, we obtain the minimum energy of transmitting the correlated binary sources in (26) over the Gaussian MAC for the separation scheme as
where p(η)
Obviously, E s b above serves as an upper bound of E b in (27) .
2) Hybrid Digital/Analog Transmission: As in the Gaussian case, we present a hybrid scheme to exploit the source correlation and show that it can achieve better energy efficiency than the separation scheme. The sources are first transmitted directly over the MAC, i.e., with encoder m sending αS m , m ∈ M, α ≥ 0. The received analog signal is N (0, 1) is the channel noise. Using Y a as decoder side information, we employ Slepian-Wolf coding to transmit fine information to achieve asymptotically lossless transmission. We give the upper bound from the hybrid scheme in the following theorem.
Theorem 9: For lossless transmission of the correlated binary sources in (26) over the Gaussian MAC, the proposed hybrid scheme achieves the minimum energy of
which provides another upper bound for E b in (27) .
Proof: See Appendix M. To compute the conditional entropy H (S M |Y a ) in the theorem, we have 
Finally, we note that the energy of the hybrid scheme in (30) is upper bounded by that of the separation scheme in (29) , in which case no energy is allocated to the analog portion of transmission, i.e., with α = 0. Fig. 14 plots our lower bound in (28) and upper bounds in (29) and (30) on E b for cases with P c = 0.001 and 0.1, respectively. The hybrid scheme outperforms the separation scheme and approaches the lower bound as M tends to infinity. Energy efficiency of the hybrid scheme results from the beamforming gain. That is, for small P c , the sources are identical with high probability and they add up coherently at the decoder in the analog portion of the transmission.
V. CONCLUSIONS
In this paper, we have studied the minimum energy of sending correlated information over the Gaussian MAC. We have considered different models of correlated sources, including Gaussian multiterminal sources, Gaussian CEO sources, and correlated binary sources. For all three source models, we lower bounded the minimum energy using a cutset argument, which couples transmission energy and the reconstruction distortions for the Gaussian sources (or source entropy for the discrete sources). For achievable schemes, we first studied the separation scheme and uncoded transmission as benchmarks, and then proposed hybrid digital/analog coding to achieve the best known energy efficiency. As indicated in our upper and lower bounds, energy efficient transmission requires sufficient exploitation of the source correlation via not only statistic means (e.g, random binning) but also physical measures of introducing some of the source correlation into the channel codewords.
APPENDIX A PROOF OF LEMMA 1
We use a permutation and time sharing argument to prove the lemma. Let
M be a set of encoder and decoder functions that achieve the minimum energy E m (D) and D the resulting distortion matrix. Consider a permutation π of the elements of M, which is a 1 × M vector representing some order of the elements of M (with each element occurring exactly once), and the associated permutation matrix P π , whose elements are zero except that in i -th row, the π (i )-th element equals to one, i ∈ M. Permuting the encoder and decoder functions using π , N) 
π(M)
, and applying them in the permuted order to the sources and the received signals still achieve the minimum energy due to source and channel symmetry, but lead to row and column permutations of the distortion matrix D, yielding P π D P T π . Then time sharing among all M! different permutations of encoder and decoder functions, each of which achieves the minimum energy without loss of optimality, results in a distortion matrix that is the average over all permutations
of D. Straightforward combinatorics reveals that the resulting distortion matrix
, M is circulant.
APPENDIX B PROOF OF THEOREM 1
We consider the mutual information I (Y (N) ; S (K ) L |S (K ) L C ) across any nontrivial cut L ⊂ M of the MAC.
We first upper bound I (Y (N) ; S
var(X m [n]) (37)
where • (31) is due to the data processing inequality of the Markov chain S
• (33) ensues from the memoryless nature of the channel; • (34) results from the maximum entropy theorem; • (35) is due to log(1 + x) ≤ x for x ≥ 0; • (36) follows from the fact that the transmitted signals are symmetric due to source and channel symmetry, i.e.,
which is bounded by the maximum correlation theorem [33] ; • (37) makes use of Jensen's inequality witĥ where we hence drop the time index k for the single-letter characterization;
with l ∈ L and γ ∈ R; • (44) is true because conditioning reduces entropy; • In (45), we evaluate the differential entropy in the first term using the fact that S L is jointly Gaussian given S L C ; T , and in (46) the differential entropy in the second term is upper bounded via the maximum entropy theorem. • (47) follows from concavity of the logarithmic function. Since (39)-(47) hold for any γ ∈ R, we can maximize (46) over γ , which leads to
with
By connecting (38) and (48) and noting that 1) The bound is valid for any cut L ⊂ M and hence the maximum over all cuts applies to the minimum energy, 2) Any feasible scheme is subject to the constraints of
In the sequel, we evaluate the min-max on the right-hand side of (50) by optimization over d, θ, andρ. We first minimize the maximum of the cut-set bounds in (50) over d and θ . Owing to Lemma 1, the constraint 0 ≺ D S in (50) translates to those on the eigenvalues of D, namely,
and in particular to the following constraint on θ :
It can be verified that ∂ ∂θ R(d, θ, L) and θ have the same sign and that R(d, θ, L) monotonically decreases with d. Not only are these monotonic properties of R(d, θ, L) independent of L, but so are the feasible ranges of d and θ . Consequently, the min-max in (50) holds at d = D and θ = 1 D (D − λ 2 ) + . The next step is to minimize the maximum of the cut-set bound in (50) overρ. We denote the cut-set bound in (50) bŷ
As a numerical example,Ê(D,ρ, L) is plotted over ρ ∈ [0, ρ] in Fig. 15 for the case with M = 10, ρ = 0.5 and D = 0.5 (we only plot over positiveρ, since we will see that the min-max is always achieved at someρ ≥ 0). for the case with M = 10 and ρ = 0.5.
We show next that there exists a uniquê
that achieves the min-max. 3) Whenρ =ρ (D), we need the following lemma, whose proof is given in Appendix C. The proof of the theorem is now completed by the existence and uniqueness ofρ (D) given in the following lemma, whose proof is in Appendix D. Lemma 4: For any D ∈ [0, 1], there exists one and only one pointρ (D) ∈ [0, ρ] given in (53) such thatρ (D) achieves the min-max on the right-hand side of (50).
In order to illustrate the optimization problem of minimizing max L∈MÊ (D,ρ, L) overρ ∈ Rρ for any D ∈ [0, 1], we show an example for the case with M = 10 and ρ = 0.5 in Fig. 16 . The optimal transmission correlationρ (D) in (53) is also shown in the figure, which indeed achieves the min-max. In addition, 
Thus, in the low-distortion regime the optimal transmitted signals tends to be uncorrelated. On the other hand, when
which means that in the high-distortion regime, the optimal transmitted signals tend to be maximally correlated.
APPENDIX C PROOF OF LEMMA 3
We first prove that 1 L R(D, θ , L), i.e., the cut-set rate per encoder, increases with cut-set size L. Due to the facts that [x − log(x)] monotonically increases with x for x ≥ 1 and that φ(L, ρ) ≥ φ(L, θ ) ≥ 1 since ρ ≥ θ , it holds that
We next show thatÊ(D,ρ, M)−Ê (D,ρ, L) monotonically decreases withρ for any L ∈ M and L = M. It holds
where (58) follows from (57) and the fact that 
APPENDIX D PROOF OF LEMMA 4
We first prove existence ofρ (D) by continuity of E(D,ρ, 1) −Ê(D,ρ, M). On one hand, asρ approaches zero from the right, due to (57), it holds that
On the other hand, asρ approaches ρ from the left,
We next verify that
• When D > λ 2 , the monotonicity of ψ(x) leads to
Therefore, for all D ∈ (0, 1],Ê(D, ρ, 1) −Ê(D, ρ, M) ≥ 0. By continuity ofÊ(D, ρ, 1) −Ê(D, ρ, M), there exists one
Owing to monotonicity proved in (58)-(60),ρ (D) is unique.
APPENDIX E PROOF OF THEOREM 2
First, we look at the achieved distortion matrix. Using the received signals [Y 1 , . . . , Y M ], the decoder estimates the sources as the conditional expectations
and achieves the distortion matrix
(62)
Then, we formulate an optimization problem of minimizing the transmission energy that satisfies the distortion constraint. The transmission energy of encoder j is [ A T A] j j , which is the same for all j ∈ M in the symmetric case. Hence we can use the objective function 1 M tr( A T A) and aim to find
as the optimal energy performance of uncoded transmission. However, it is cumbersome to directly optimize the transmission energy over A. Therefore, we first make two simplifications without loss of optimality. 1) We limit A T A to be circulant. This does not lose optimality due to (62), where both S and D (cf. Lemma 1) are circulant. 2) The minimum energy in (63) is lower bounded by
where we use the fact that 1 M tr( D) ≤ max i∈M ( D ii ) to relax the distortion constraints on individual distortions. In fact, the lower bound above holds with equality, since we show in Lemma 1 that D is circulant. Let A T A = Q Q T be the eigenvalue decomposition of A T A with columns of Q being eigenvectors of A T A and = diag(σ 1 , . . . , σ M ), σ 1 , . . . , σ M ≥ 0. According to [21] , Q is the M × M Fourier transform matrix because of the circulant nature of A T A; furthermore, columns of Q are also eigenvectors of D and S since they are circulant.
With these simplifications, we turn the matrix optimization problem in (63) to one as
over the eigenvalues of A T A. The Karush-Kuhn-Tucker conditions lead to the optimal solution of
The optimal A is not unique as long as A T A is optimal. However, one particular coefficient matrix that achieves opti-
to applying a unitary transformation Q T to the sources for decorrelation (without explicit encoder cooperation) followed by a water-filling like energy allocation on 1
The corresponding optimal number of channel uses is
which means that 1) When D < λ 2 , the bandwidth expansion factor is exactly M for M-terminal sources. 2) When D ≥ λ 2 , the uncoded scheme in [5] and [16] without bandwidth expansion is optimal.
APPENDIX F PROOF OF LEMMA 2
Each encoder i ∈ M randomly generates e K I (S i ;S i ) codewordss (K ) i according to K k=1 p(ŝ i ) and assigns them into e K R i bins, R i ∈ R + . For the sake of simplicity, we drop the 's and δ s in our asymptotic analysis. The codewords and their division by the bins are revealed to the decoder. For any realization s Note that the indexes that inform the decoder the bins, to whichs (K ) 1 , . . . ,s (K ) M belong, respectively, are at the rates of (R 1 , . . . , R M ). The Markov lemma [2] , [24] assures that the probability of (S (K ) , S (K ) M ,S (K ) M ) being jointly typical tends to one as K → ∞. From each specified bin, the decoder picks a sequences (K ) i that is jointly typical with S (K ) . The decoding is successful if no sequences other thans (K ) 1 , . . . ,s (K ) M in the specified bins are jointly typical with S (K ) . A typicality argument [27] reveals that the probability of successful decoding tends to one as K → ∞, if the total number ofs (K ) 1 , . . . ,s (K ) M in these bins is less than
This leads to the following rate constraint
where we use the Markov chain (12) in (66) and (11) in (67). The side bounds ((13) with T being proper subsets of M) are imposed by the fact that the coding scheme only works if the bins are nonempty, that is,
. Subtracting this from the sum rate constraint (67) leads to
where (68) follows from the chain rule of mutual information, and we apply (12) in (69). Hence, if the conditions in (11)- (13) are satisfied, the decoder is able to recover (s (K ) 1 , . . . ,s (K ) M ) with probability that can be made arbitrarily close to one as K → ∞.
APPENDIX G PROOF OF THEOREM 3
In the uncoded transmission part, Y M is sent over to the decoder, which is used as side information in the digital transmission part. In digital transmission, we employ the achievability results of the Berger-Tung scheme to compress the sources. Each encoder first quantizes its observed component of the sources using an auxiliaryS m = S m +Q m with i.i.d. Q m ∼ N (0, q) , m ∈ M. The quantization indexes, which are correlated due to the source correlation, are then compressed via Slepian-Wolf encoding, resulting in independent discrete messages among the encoders. We have the following Markov chains
which, together with Lemma 2, leads to the following sum rate
that is asymptotically achievable as K → ∞ in the sense that all the quantized valuesS M can be recovered with vanishing probability of error from the Slepian-Wolf coded indexes and side information Y M . The independent messages after ideal Slepian-Wolf compression (at the sum rate of R sum ) are suitable for transmission via an optimal channel code for the MAC to achieve the minimum energy of −1.59 dB per bit of independent information, which uses infinite bandwidth [25] . This way an equivalence can be built between the sum rate of digital coding and the sum transmission energy in the digital portion. Hence if the transmission energy is greater than 1 M tr( A T A)+ 2I (S M ;S M |Y M ) , which ensures transmission of the analog signals Y M (as the decoder side information for the digital portion) and the digital binning indexes,S M can be decoded with arbitrarily small probability of error at the decoder. The sources can then be estimated usingS M and Y M to satisfy the MSE distortion constraints on individual source components
Without loss of optimality, we assume A T A is circulant and let A T A = C(ζ 1 , ζ 1 − ζ 2 , M) with ζ 1 , ζ 2 ∈ R + and formulate the optimization problem of
Applying the Karush-Kuhn-Tucker conditions necessarily leads to
Using the facts that
we have ζ 2 = 0, which can be achieved by A = α · 1 1×M with some α ∈ R. Therefore, in analog transmission, each encoder only transmits one scaled observation per source sample without the need for bandwidth expansion. This is due to the fact that digital transmission is more efficient for sending the fine information. By substituting A = α · 1 1×M and ζ 1 = α 2 to the optimization problem in (70), we conclude that the resulting hybrid scheme achieves E h m (D) given in (14) .
APPENDIX H PROOF OF THEOREM 4
In order evaluate the rate constraint in (15), we calculate the following quantities with the transmission correlation bounded by the maximum correlation theorem [33] Using the test channel from S L to U (L) with S L C given as encoder and decoder side information [34] , we compute the left-hand side of (75) and obtain the corresponding infimum as R L (D) in (20) , which is achieved by the choice of 
which is valid for any cut L ⊂ M. Thus the maximum over all cuts applies to E c (D). In addition, any feasible scheme is subject to the constraintρ ∈ Rρ, thus (19) holds and the proof is complete.
APPENDIX K PROOF OF THEOREM 7
In the digital portion of the transmission, we use Y a as decoder side information and employ quantization plus binning [24] , [27] to compress the sources. We introduce auxiliary variablesS m = S m + Q m with i.i.d. Q m ∼ N (0, q) that are independent of S m , m ∈ M. These auxiliaries are used to quantize the sources at the distributed encoders via typicality encoding. The resulting quantization indexes are then compressed via Slepian-Wolf coding. We have the following Markov chains
which satisfy the conditions in Lemma 2. Hence, with Y a used as decoder side information, the following sum rate of digital transmission is achievable and all the auxiliary variables can be recovered correctly with probability arbitrarily close to one as K → ∞. The Slepian-Wolf coded indexes are then transmitted with an optimal channel code, which achieves the minimum energy of −1.59 dB per bit of independent information over the Gaussian MAC [25] . Therefore, using the hybrid scheme, we can recover all the auxiliary variablesS M at the decoder with arbitrarily small probability of error if which is asymptotically achievable as K → ∞. The encoders choose α and q to minimize the transmission energy while satisfying the distortion constraint. The resulting upper bound on E c (D) is given in (25) .
APPENDIX L PROOF OF THEOREM 8
For any cut L ⊂ M of the channel, we consider the mutual information across it, which is lower bounded by a function of source entropy and upper bounded by a function of transmission energy. We then have = (1 − 2P c ) 2 (84) according to the maximum correlation theorem for discrete sources [35] . The following arguments conclude the proof:
• Inequalities (80)-(83) are valid for any cut L ⊂ M and the maximum bound on E b over all cuts applies; • Any feasible scheme is subject to the constraint in (84).
APPENDIX M PROOF OF THEOREM 9
Pure uncoded transmission is not enough for lossless reconstruction, it must be followed by modified Slepian-Wolf coding of some additional information. We need the following lemma, which can be proved via applying a standard discretization method on the Slepian-Wolf achievability result [24, Th. 5.1], [2, Th. 14.4.1] .
Lemma 5 (Slepian-Wolf With Analog Side Information): Consider the Slepian-Wolf problem, but assume that the decoder has side information Y a . Then the sources can be recovered with arbitrarily small probability of error if l∈L R l ≥ H (S L |Y a , S L C ) , ∀L ⊂ M.
Therefore, using Y a as decoder side information, we need to transmit H (S M |Y a ) nats in addition to uncoded transmission, such that all sources can be reconstructed with vanishing probability of error. This completes the proof of the theorem.
