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Cap¶³tulo 1
Introducci¶on
Este cap¶itulo contiene un resumen general de la tesis. La estructura del
cap¶itulo es la siguiente. La secci¶on 1 presenta el problema principal que se
aborda. Las secciones 2 y 3 motivan el estudio de dicho problema y comentan
la bibliograf¶ia, respectivamente. La secci¶on 4 presenta de manera intuitiva la
forma que se propone de solucionarlo. La secci¶on 5, recoge un breve resumen
de la aplicaci¶on del m¶etodo de soluci¶on propuesto a dos modelos distintos.
Respecto del primer modelo, se presentan los resultados de su estimaci¶on
con series arti¯ciales generadas con par¶ametros, frecuencias de observaci¶on
y horizontes temporales diversos que se imponen, y se comparan con los
resultados de estimaci¶on para un modelo benchmark aproximado. Respecto
al segundo modelo, se revisan los resultados de su estimaci¶on con dos series
de datos reales y se resumen algunos resultados de su estimaci¶on con series
arti¯ciales generadas a trav¶es de par¶ametros iguales a los estimados, para
cada una de las series, y frecuencias medias de observaci¶on y horizontes
temporales diversos, que despu¶es se comparan tambi¶en con los resultados de
la estimaci¶on para un modelo benchmark aproximado.
Esta memoria de tesis consta, adem¶as de esta introducci¶on, de los cap¶itulos
y ap¶endices siguientes.
El cap¶itulo 2 presenta el problema principal de estimaci¶on que se inves-
tiga. El cap¶itulo 3 expone la formulaci¶on general de los modelos considerados
y el m¶etodo de estimaci¶on general que se aplica, dada una muestra de ob-
servaciones e intervalos de muestreo. Tambi¶en se expone formalmente c¶omo
estos m¶etodos de estimaci¶on se basan en la construcci¶on de una funci¶on de
verosimilitud gaussiana de un modelo en el espacio de los estados. En el
cap¶itulo 4 se presenta una aplicaci¶on al caso de un modelo de volatilidad es-
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toc¶astica. El cap¶itulo 5 contiene las conclusiones y las l¶ineas de investigaci¶on
futuras que sugiere este trabajo.
En los ap¶endices A-D ¯gura el desarrollo en detalle algunos resultados
matem¶aticos que se emplean en los cap¶itulo 3 y 4. En el ap¶endice E se pre-
sentan los resultados de la estimaci¶on del modelo de volatilidad estoc¶astica
que se estudia en el cap¶itulo 4 con dos series de datos reales diarios. En la
Tabla 1 del ap¶endice E se registran los resultados de estimaci¶on del modelo
de volatilidad estoc¶astica para los datos de un ¶indice de bolsa de la indus-
tria automovil¶istica norteamericana. Adem¶as, se muestran las tablas de los
estad¶isticos descriptivos de la serie de las tasas de variaci¶on logar¶itmicas de
la serie original, Tabla 2, y los estad¶isticos descriptivos de las innovaciones
estimadas y las innovaciones estandarizadas estimadas para el modelo de
volatilidad estoc¶astica considerado, Tablas 3 y 4, respectivamente. A su
vez, se registran los resultados de estimaci¶on del modelo de volatilidad es-
toc¶astica para ciertos datos del tipo de cambio marco/d¶olar, Tabla 5, las
tasas de variaci¶on logar¶itmicas de la serie original, Tabla 6, y las innova-
ciones estimadas y las innovaciones estandarizadas estimadas en las Tablas
7 y 8, respectivamente. Tambi¶en en el ap¶endice E se presentan los resultados
de diversos experimentos de estimaci¶on Monte Carlo para dos ejemplos de
modelos din¶amicos en tiempo continuo lineales y se comparan con los re-
sultados correspondientes de sus aproximaciones seg¶un el esquema de Euler.
En el primer Monte Carlo, Tabla 9, se estudia un modelo Orstein-Uhlenbeck
y su benchmark aproximado, para distintas frecuencias medias y horizontes
temporales. En el segundo, Tablas 10,11 y 12, se presentan los resultados de
la estimaci¶on del modelo de volatilidad estoc¶astica y su benchmark aproxi-
mado, con distintas frecuencias de observaci¶on y horizontes temporales, para
cada uno de los dos modelos parametrizados con los resultados de estimaci¶on
de las series emp¶iricas. En el ap¶endice F se incluye informaci¶on gr¶a¯ca ¶util
en la diagnosis del modelo para cada una de las series emp¶iricas.
1.1 Enunciado del problema
El problema considerado en esta tesis es la estimaci¶on de los par¶ametros de
modelos econom¶etricos din¶amicos lineales gaussianos formulados en tiempo
continuo cuando las observaciones son discretas y se recogen a intervalos
irregulares de tiempo. Adem¶as, se permite la posibilidad de que las obser-
vaciones di¯eran de las variables cuya din¶amica se representa en el modelo.
Como caso particular del problema anterior y sus aplicaciones, cabe citar
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algunas cuestiones ampliamente estudiadas en la econom¶ia ¯nanciera, como
la estimaci¶on de los modelos de volatilidad estoc¶astica y el c¶alculo de precios
de activos ¯nancieros a partir de los par¶ametros estimados de alg¶un proceso
estoc¶astico subyacente.
1.2 Relevancia del problema en econom¶ia
La relevancia del problema planteado depende de c¶omo justi¯car la especi¯-
caci¶on de modelos econom¶etricos en tiempo continuo cuando, generalmente,
conduce a problemas de estimaci¶on m¶as complejos que una formulaci¶on
econom¶etrica alternativa en tiempo discreto, casi siempre limitada a una
frecuencia de observaci¶on constante. En la literatura se han propuesto prin-
cipalmente dos motivos, que se enumeran a continuaci¶on y se comentan con
mas detalle en el resto de la secci¶on.
En primer lugar, puede haber motivos estad¶isticos que hagan preferible
estimar un modelo en tiempo continuo cuando, con la informaci¶on disponible,
se quiere caracterizar la din¶amica de ciertas variables. En segundo lugar,
ciertas t¶ecnicas de valoraci¶on de opciones ¯nancieras requieren la formu-
laci¶on de modelos en tiempo continuo.
Respecto al primero de los motivos anteriores, se puede argumentar por
razones te¶oricas que el proceso generador de una muestra de observaciones
discretas es, por construcci¶on, continuo (vid. BergstrÄom [1984] y Harvey
[1989] ). Por supuesto, esta hip¶otesis puede ser una forma sencilla de mod-
elar que la frecuencia de observaci¶on de los datos es mucho m¶as peque~na
que la frecuencia con la que evoluciona el proceso de inter¶es. En este caso,
como la especi¯caci¶on de un modelo econom¶etrico en tiempo continuo per-
mite procesar muestras de observaciones recogidas a intervalos irregulares
de tiempo cualesquiera (vid. Harvey [1989]), puede que resulten ganancias
signi¯cativas en t¶erminos de consistencia y/o e¯ciencia en la estimaci¶on de
los par¶ametros (sobre todo de los asociados a captar el comportamiento de
las variables en las frecuencias mayores) si se aprovecha toda la muestra
disponible.
Este argumento est¶a impl¶icito, por ejemplo, en la posible ganancia en
t¶erminos de consistencia y/o e¯ciencia, de usar frecuencias mayores de obser-
vaci¶on, cuando se trata de valorar una opci¶on sobre el precio m¶aximo de un
activo, durante cierto per¶iodo de tiempo, a trav¶es de t¶ecnicas de simulaci¶on
de Monte Carlo (vid Campbell [1997]).
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Respecto al segundo de los motivos enumerados, la especi¯caci¶on de
modelos en tiempo continuo es ¶util en la derivaci¶on de f¶ormulas de valoraci¶on
de activos ¯nancieros que no ser¶ian posibles si la especi¯caci¶on original del
modelo fuera discreta (vid. Merton [1992], Sundaresan [2000], Kellerhals
[2001]). Sin embargo, se plantea el problema de que muchos de los modelos
en tiempo continuo propuestos son no lineales en las variables. Entonces,
puede haber cierta transformaci¶on de las variables que permita construir
un modelo equivalente lineal, o por el contrario, puede no haberla. En este
¶ultimo caso, no se conoce la din¶amica exacta del modelo de modo que se
manejan aproximaciones.
Adem¶as de las f¶ormulas param¶etricas para la valoraci¶on de activos ¯-
nancieros, cuando ¶estas no se conocen o se pre¯ere un procedimiento alterna-
tivo m¶as simple, aunque quiz¶a m¶as costoso computacionalmente, a menudo
se recurre a la simulaci¶on de Monte Carlo (vid. Campbell [1997]). En este
sentido, como he mencionado, una formulaci¶on en tiempo continuo puede
ofrecer ventajas frente a un modelo en tiempo discreto limitado a intervalos
de registro m¶ultiplos de un intervalo de referencia.
Con independencia de los dos motivos anteriores, a veces la muestra
que se procesa hace posible optar entre un modelo econom¶etrico formulado
en tiempo continuo y otro especi¯cado en tiempo discreto con intervalos
regulares de tiempo. Entonces, en general no es cierto que siempre exista
un modelo en tiempo continuo que represente la misma din¶amica que una
forma reducida en tiempo discreto. Adem¶as, la elecci¶on entre los primeros
y los segundos ha dependido de la simplicidad de la formulaci¶on y de la
tradici¶on en la literatura y la pr¶actica emp¶irica.
Como ejemplo de esto ¶ultimo, en la literatura ¯nanciera ha sido com¶un
hasta fechas recientes que el trabajo econom¶etrico emp¶irico usara mode-
los discretos, mientras que las f¶ormulas te¶oricas de valoraci¶on de activos
part¶ian de modelos en tiempo continuo. As¶i, la f¶ormula de valoraci¶on de
un activo de SchÄobel & Zhu [1998] se deriva de un modelo de volatili-
dad estoc¶astica en tiempo continuo del precio que generaliza el movimiento
geom¶etrico browniano de Black y Scholes e incorpora la observaci¶on emp¶irica
de que los rendimientos presentan una elevada autocorrelaci¶on condicional.
Sin embargo, en general, no hay una contrapartida en tiempo continuo para
cualquier modelo GARCH.
Finalmente en esta secci¶on, se hace referencia a algunos campos dentro
de la econom¶ia en los que se han propuesto modelos din¶amicos en tiempo
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continuo lineales. Cabe citar en primer lugar, los modelos de agregaci¶on tem-
poral de variables macroecon¶omicas °ujos en tiempo continuo (vid. Harvey
[1989] ). En segundo lugar, los modelos en tiempo continuo de precios de
activos ¯nancieros (vid. Campbell [1997], Merton [1992], Sundaresan [2000],
Kellerhals [2001]) y los modelos din¶amicos en tiempo continuo no lineales
para los que existe un modelo din¶amico en tiempo continuo lineal de una
transformaci¶on conocida de las variables, como por ejemplo el movimiento
geom¶etrico browniano que de¯ne el movimiento del precio de un activo en
el modelo de Black-Scholes (vid. Black, F. and M. Scholes, [1973]). En
tercer lugar, tambi¶en se han utilizado modelos de este tipo en la literatura
de juegos din¶amicos (vid. Chen B. y P. A. Zadrozny [2002]).
1.3 Revisi¶on de la literatura
En los ¶ultimos a~nos ha crecido el inter¶es en la estimaci¶on de modelos en
tiempo continuo a partir de observaciones discretas mediante m¶etodos de
¯ltrado.
Harvey [1989] y Terceiro [1990] presentan m¶etodos de ¯ltrado para mod-
elos estructurales en tiempo discreto y continuo y tiempo discreto, respecti-
vamente. En la literatura de ingenier¶ia ¯nanciera, Harvey et al.[1994] apli-
can dichos m¶etodos a la estimaci¶on de modelos de volatilidad estoc¶astica en
tiempo discreto. El problema del ¯ltrado de la volatilidad de los precios de
activos en los modelos ARCH se aborda en, por ejemplo, Nelson [1992] y
[1996], y la estimaci¶on de la volatilidad a partir de un modelo estructural
lineal se discute en Timmer y Weigend [1997] a trav¶es de un ¯ltro de Kalman
ordinario.
El problema abordado en esta tesis, puede considerarse como un caso
particular de la estimaci¶on de los par¶ametros de modelos no lineales en
tiempo continuo con observaciones discretas, que se trata, por ejemplo en
Jazwinsky [1970], Nielsen y Vestergaard [2000] y Kellerhals [2001]. En la
pr¶actica, la propuesta de estimaci¶on que se hace en esta tesis, presenta
ganancias en t¶erminos de e¯ciencia respecto al tratamiento que se hace en
las referencias anteriores. Esta ganancia se debe a la mayor simplicidad
inherente a los modelos lineales.
Cabe citar como ejemplos de modelos ¯nancieros din¶amicos lineales en
tiempo continuo a Vacicek [1977], Beaglehole y Tenney [1991] y Kellerhals
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[2001]. Vacicek [1977] describe la estructura temporal de los tipos de inter¶es
y sus volatilidades mediante un proceso de Orstein-Uhlenbeck del tipo de
inter¶es spot y Kellerhals [2001] presenta una versi¶on m¶as general. Beaglehole
y Tenney [1991] usan una representaci¶on con dos procesos correlacionados
de Orstein-Uhlenbeck para la evoluci¶on del tipo de inter¶es a corto plazo
de forma que ¶este revierte a una deriva que, a su vez, oscila alrededor de
una media constante. Por ¶ultimo, Kellerhals [2001] construye un modelo
de valoraci¶on de una acci¶on perteneciente a un closed-end fund, a trav¶es de
las din¶amicas de un movimiento geom¶etrico browniano para el valor neto
por acci¶on y un proceso de Orstein-Uhlenbeck que modela la evoluci¶on del
premio de la acci¶on.
Un n¶umero considerable de los modelos ¯nancieros din¶amicos en tiempo
continuo modelan la volatilidad del precio de un activo mediante un proceso
estoc¶astico adicional para uno de los par¶ametros de la varianza instant¶anea.
Adem¶as, en las especi¯caciones t¶ipicas de los modelos param¶etricos, el pro-
ceso elegido para representar la volatilidad preserva el signo positivo, lo que
conduce t¶ipicamente a modelos no lineales de la din¶amica del precio del
activo.
En esta tesis, por el contrario, se modela la rentabilidad del precio del
activo. Por lo tanto, se representa la volatilidad estoc¶astica de las rentabili-
dades y no del precio, de manera que se permite que haya una probabilidad
positiva de que el par¶ametro -instant¶aneamente variante- que regula la hete-
rocedasticidad condicional adopte valores negativos, puesto que su din¶amica
viene dada por un proceso lineal gaussiano. No obstante, la varianza de las
rentabilidades, es por construcci¶on, no negativa.
La raz¶on para haber escogido esta forma de modelar la volatilidad es-
toc¶astica consiste en la mayor simplicidad de una representaci¶on lineal, en
la medida en que se conoce exactamente la funci¶on de la heterocedasticidad
condicional de las rentabilidades entre observaciones, lo que t¶ipicamente no
ocurre en los modelos no lineales.
Dentro de los modelos din¶amicos en tiempo continuo no lineales en las
variables, se han propuesto adem¶as diferentes m¶etodos de estimaci¶on para el
caso en el que las variables de estado -aquellas cuya din¶amica se representa
en el modelo- son no observables, como sucede en los modelos de volatilidad
estoc¶astica .
La di¯cultad principal de la estimaci¶on de los modelos de volatilidad
estoc¶astica no lineales reside en que las funciones de densidad de transici¶on,
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y por lo tanto la funci¶on de verosimilitud, en general, no pueden expresarse
con una f¶ormula cerrada.
En cuanto a los m¶etodos de estimaci¶on aplicados a los modelos de
volatilidad estoc¶astica no lineales, en el caso de los modelos univariantes,
AÄit-Sahalia [1996] propuso un m¶etodo donde la ecuaci¶on de Kolmogorov
forward se usa para derivar un estimador semi-no param¶etrico de la di-
fusi¶on, suponiendo que se conoce la funci¶on de la deriva. Pristker [1998] ex-
plora las propiedades para muestras peque~nas de estos estimadores. Stanton
[1997] usa b¶asicamente el mismo m¶etodo para derivar una estimaci¶on semi-
no param¶etrica en tiempo discreto de las funciones de la difusi¶on y de la
deriva. Chapman y Pearson [2000] concluye que estos kernel based m¶etodos
pueden dar lugar a la estimaci¶on de no linealidades esp¶ureas. Adem¶as, estos
m¶etodos tienen la limitaci¶on de que resulta dif¶icil extenderlos para estimar
procesos de difusi¶on multivariantes, y en particular, los procesos con vari-
ables no observadas. Parte de la literatura ha extendido la aproximaci¶on
de Pedersen [1995] que plantea la estimaci¶on como un problema de valores
missing, mediante m¶etodos de Monte Carlo de cadenas de Markov. Por
ejemplo, Elerian et. al. [1998], Eraker [1998] y Jones [1998].
Otra rama de la literatura que estudia la estimaci¶on de modelos de
volatilidad estoc¶astica no lineales utiliza m¶etodos basados en la simulaci¶on
y en el matching de los momentos muestrales. El m¶etodo de los momentos
simulado de Du±e y Singleton [1993] obtiene condiciones para los momen-
tos identi¯cando los momentos muestrales con los momentos simulados del
modelo que se propone. La idea fundamental del m¶etodo de inferencia in-
directo de Gourieroux et al. [1993] consiste en identi¯car los momentos de
un modelo en tiempo discreto auxiliar identi¯cado y estimado con los datos
reales con los momentos de una versi¶on discretizada del modelo en tiempo
continuo propuesto. Esta es la aproximaci¶on que se sigue en Engle y Lee
[1999] para un modelo de volatilidad estoc¶astica. El m¶etodo e¯ciente de
los momentos supone un re¯namiento del anterior. Este m¶etodo se ha apli-
cado en la estimaci¶on de modelos de volatilidad estoc¶astica en Gallant et
al. [1997] y Gallant et al. [1998]. Sin embargo, la de¯ciencia del m¶etodo
EMM consiste en que se necesita tanto un modelo auxiliar que capte todas
las propiedades de los datos y una relaci¶on uno a uno entre los par¶ametros
de ambos modelos.
12 CAP¶ITULO 1. INTRODUCCI ¶ON
1.4 Forma intuitiva de abordar el problema estu-
diado
En el Cap¶itulo 3 se muestra como los modelos ¯nalmente estimados, a partir
de las especi¯caciones en tiempo continuo, son modelos en tiempo discreto,
exactos o no, cuyos par¶ametros son funciones de los diferentes intervalos tem-
porales entre las observaciones, y por lo tanto, no limitados a una frecuencia
de observaci¶on esencialmente constante. Entonces, si todos los intervalos
temporales son m¶ultiplos enteros de un intervalo de referencia (por ejemplo,
un d¶ia), el modelo discreto correspondiente a un modelo en tiempo continuo,
no registra observaciones "missing" intermedias entre las observaciones que
est¶an separadas en m¶as del intervalo de referencia (por ejemplo, tres d¶ias).
Por otra parte, se formaliza la evoluci¶on din¶amica de las variables del
modelo econom¶etrico, sean observables o no, como un sistema de ecuaciones
diferenciales estoc¶asticas lineales de las mismas variables, que depende de
un vector de variables ex¶ogenas instant¶aneas (de dimensi¶on menor) adem¶as
de ciertos ruidos instant¶aneos representados como las variaciones de un
movimiento browniano (tambi¶en de dimensi¶on menor), y por lo tanto, gaus-
sianos. La linealidad del modelo (en contraste, en general, con los modelos
no lineales) hace posible determinar anal¶iticamente la expresi¶on del sistema
en cada uno de los instantes discretos de observaci¶on, como funci¶on del valor
descontado continuamente de las variables del sistema en el instante de ob-
servaci¶on anterior, m¶as la suma de los valores descontados continuamente de
los ruidos y las variables ex¶ogenas instant¶aneos. Pero la posible distinci¶on
entre variables observables y no observables, exige de¯nir expl¶icitamente
una observaci¶on como cierta suma de todas las variables de las que se de-
scribe la din¶amica instant¶anea m¶as, quiz¶a ciertas variables ex¶ogenas y ruidos
discretos adicionales.
En este sentido, como ya se ha mencionado, el modelo econom¶etrico
que debe estimarse es un modelo en tiempo discreto, descrito por una
ecuaci¶on en diferencias de primer orden de ciertas variables, soluci¶on ex-
acta de la ecuaci¶on diferencial estoc¶astica entre dos instantes discretos de
observaci¶on consecutivos, m¶as una ecuaci¶on de observaci¶on lineal en las vari-
ables de la din¶amica en el instante de observaci¶on contempor¶aneo. La difer-
encia expl¶icita que se establece entre las observaciones y las variables de la
din¶amica sugiere escribir el modelo en forma de espacio de los estados, con el
objeto de proponer un m¶etodo de estimaci¶on de los par¶ametros del sistema.
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Por ejemplo, en la variante del modelo de SchÄobel y Zhu [1998] que se
estudia en esta tesis, se modela la evoluci¶on instant¶anea de una variable
no observable que afecta a la heterocedasticidad condicional de las obser-
vaciones. Una vez estimado el modelo, se puede reconstruir la secuencia
estimada de esta variable no observable.
Tambi¶en se ampl¶ia el modelo de volatilidad estoc¶astica anterior formu-
lando uno de los par¶ametros que caracteriza la media incondicional de las
observaciones como un proceso no observable adicional. M¶as a¶un, es im-
portante observar que en la pr¶actica, muchos de los modelos en tiempo
continuo presentan como variables no observables con din¶amica propia, al-
gunos par¶ametros, es decir, suponen una especie de modelos de par¶ametros
cambiantes. Entonces, la especi¯caci¶on empleada puede tener un inter¶es adi-
cional en la medida en que puede representar ciertas regularidades emp¶iricas
-por ejemplo en las series ¯nancieras- con diferente intensidad en diferentes
instantes de tiempo y/o una mayor coherencia te¶orica del modelo.
1.5 Ejemplos emp¶iricos
En el Capitulo 4, se presentan dos ejemplos pr¶acticos de estimaci¶on, que se
describen brevemente a continuaci¶on.
El primer ejemplo Monte Carlo de estimaci¶on consiste en la estimaci¶on
de un modelo de Orstein-Uhlenbeck (Tabla 9), seg¶un la formulaci¶on general
de los modelos en el espacio de los estados del Cap¶itulo 3, a partir de series
simuladas mediante ciertos valores supuestos de los par¶ametros. En este
modelo se presentan las ganancias en t¶erminos de e¯ciencia y consistencia
que resultan de una mayor frecuencia de muestreo y/o la ampliaci¶on del
horizonte temporal de la muestra ¯nita.
En el segundo (Tablas 10, 11 y 12), abordamos la estimaci¶on de una
variante del modelo de volatilidad estoc¶astica de SchÄobel y Zhu [1998] del
precio de un activo, donde la observaci¶on es una medida con error de las
rentabilidades de los precios, en vez de una medida del precio como es ha-
bitual, en instantes de tiempo cualesquiera. Esta representaci¶on tiene la
ventaja de que se puede calcular exactamente el modelo estad¶istico que pre-
tende representar los datos, mientras que para la mayor¶ia de los modelos no
lineales el modelo exacto es desconocido y en la pr¶actica se trata el problema
de estimar una aproximaci¶on.
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Adem¶as, la representaci¶on que se propone en este trabajo, en lugar de la
de modelos no lineales m¶as complejos (vid. Nielsen y Vestergaard [2000]),
puede reportar ventajas adicionales en t¶erminos de precisi¶on de la estimaci¶on
y/o mayor simplicidad computacional del algoritmo matem¶atico de esti-
maci¶on. En particular, puede suceder que una representaci¶on no lineal no
sea escueta porque caracterizar un proceso que represente la serie observada
(una medida del precio de un activo) exija in¯nitos par¶ametros, mientras
que una transformaci¶on de la serie observada anterior (la rentabilidad del
activo) admita una representaci¶on lineal de¯nida por un conjunto ¯nito de
par¶ametros. Tambi¶en se argumenta que puede ser ventajoso representar
la heterocedasticidad condicional mediante una variable que pueda adop-
tar valores negativos, como se supone en esta tesis siguiendo el ejemplo de
SchÄobel y Zhu [1998], en la medida en que puede evitar una representaci¶on
no lineal.
Una vez de¯nido el modelo estad¶istico y el m¶etodo de estimaci¶on, con-
sideramos la estimaci¶on de dos series emp¶iricas de un ¶indice de bolsa S&P
500 norteamericano de la industria del autom¶ovil y del tipo de cambio
marco/d¶olar, respectivamente. La frecuencia de los datos es diaria, las ob-
servaciones son al cierre de las sesiones de cotizaci¶on, y por la construcci¶on
del modelo se pueden procesar las muestras completas. Adem¶as el hori-
zonte temporal (trece y treinta y tres a~nos, respectivamente) es bastante
mayor que en los trabajos habituales (Nielsen y Vestergaard [2000] usan dos
muestras de cinco a~nos, e igualan todos los intervalos muestrales a uno).
Tambi¶en se reparametriza el par¶ametro de la correlaci¶on instant¶anea entre
los movimientos brownianos de los ruidos del modelo para de¯nir bien el
problema de estimaci¶on. Nielsen y Vestergaard [2000] y Belledin y Schlag
[1999] no mencionan que se siga un procedimiento parecido con el ¯n de
evitar problemas num¶ericos en el algoritmo de estimaci¶on.
Se dise~nan experimentos de Monte Carlo para el modelo de volatilidad es-
toc¶astica y las estimaciones de los par¶ametros de las dos series, considerando
muestras de diferentes horizontes y distintas frecuencias muestrales. Observo
que para muestras de un horizonte temporal "lo bastante largo" y con ob-
servaciones de una frecuencia "lo bastante grande" las estimaciones de los
par¶ametros est¶an centradas alrededor del verdadero valor. Este resultado
puede interpretarse como consecuencia de que, bajo las condiciones ante-
riores, hay "su¯ciente" informaci¶on muestral y de que el procedimiento de
estimaci¶on "tiende a ser exacto". Por lo tanto, tambi¶en en este segundo
ejemplo, puede interpretarse que hay ganancias en t¶erminos de e¯ciencia y
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consistencia de la estimaci¶on aparejadas a una mayor frecuencia de muestreo
y/o la ampliaci¶on del horizonte temporal de la muestra ¯nita, aunque re-
sultan dif¶iciles de discernir del efecto que tiene sobre la estimaci¶on el que
una aproximaci¶on en el algoritmo de estimaci¶on es tanto m¶as precisa cuanto
mayor es la frecuencia de observaci¶on.
Adem¶as en Nielsen y Vestergaard [2000] se presentan ejercicios de Monte
Carlo con modelos din¶amicos en tiempo continuo de volatilidad estoc¶astica
no lineales, para la frecuencia "diaria", donde se evitan los valores del
par¶ametro de la correlaci¶on instant¶anea entre los movimientos brownianos
asociados al ruido cercanos a menos uno, coherentes con las estimaciones
emp¶iricas presentadas, que pueden conducir a problemas num¶ericos. En
particular, el valor absoluto del par¶ametro de la correlaci¶on instant¶anea en-
tre los ruidos no es necesariamente menor o igual que uno. Por el contrario,
en esta tesis, la reparametrizaci¶on que se formula es equivalente a una fac-
torizaci¶on de Cholesky, que por construcci¶on garantiza esta propiedad.
Por ¶ultimo, se presentan ap¶endices donde se construye una estimaci¶on de
la matriz de informaci¶on, que no es est¶andar puesto que se considera el caso
de que los estados aparecen en las matrices de covarianzas (en el modelo de
volatilidad estoc¶astica que sirve de ejemplo)
En los experimentos de Monte Carlo de estimaci¶on de los modelos de
espacio de los estados implicados por el modelo de Orstein-Uhlenbeck y el
modelo de volatidad estoc¶astica (variante del modelo de SchÄobel y Zhu),
comparamos los resultados con las estimaciones de dos modelos "bench-
mark" correspondientes en espacio de los estados, dados por una aproxi-
maci¶on discreta del modelo en tiempo continuo seg¶un el esquema de Euler
(para otros esquemas vid. BergstrÄom [1984]). El esquema de Euler consiste
b¶asicamente en aproximar la evoluci¶on de una variable por la "diferencial",
y es tanto m¶as correcto, cuanto mayor es la frecuencia de observaci¶on. Su
inter¶es consiste en que el problema de estimaci¶on del modelo aproximado es
m¶as simple, porque evita el c¶alculo de algunas expresiones complicadas que
contienen exponenciales de matrices, de forma que puede haber una relaci¶on
de intercambio entre la e¯ciencia de la estimaci¶on y la simplicidad computa-
cional. En efecto, se documenta en ambos casos la p¶erdida de e¯ciencia o
la inconsistencia en la que se incurre por usar una aproximaci¶on del modelo
exacto por el esquema de Euler, si bien, conforme aumenta la frecuencia de
observaci¶on, los resultados de estimaci¶on pueden ser pr¶acticamente id¶enticos
a los asociados al modelo exacto.
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Cap¶³tulo 2
Formulaci¶on del problema de
estimaci¶on
2.1 El problema de estimaci¶on
Supongamos que la ley de evoluci¶on instant¶anea de una variable yt viene
dada mediante la forma estructural:
dyt = Aytdt+Gutdt+¥d"t; t ¸ t0 (1)
que es una ecuaci¶on diferencial estoc¶astica de primer orden lineal donde yt es
un vector de l variables end¶ogenas, fut; t ¸ t0g es un proceso de un vector
de r variables ex¶ogenas, y f"t; t ¸ t0g es un movimiento browniano de l
variables aleatorias, tales que:
E [d"t] = 0; E
£
d"td"
0
s
¤
= (§"dt) ±ts
donde ±ts es la delta de Dirac:
±ts =
½
0; t 6= s
1; t = s
La forma estructural puede generalizarse para incluir como variables
end¶ogenas las variables ex¶ogenas de (1) si ¶estas siguen un proceso continuo
lineal an¶alogo.
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Adem¶as se supone inicialmente que A; G; § y §² son constantes. Sin
embargo, en la secci¶on del modelo de volatilidad estoc¶astica estudiado en
esta tesis, se muestra una extensi¶on de este modelo donde considero que §²
no es una matriz de constantes, sino que hay un subconjunto de variables de
dimensi¶on j, inferior a l , incluidas en algunas de las posiciones de §², que a
su vez tienen una din¶amica de la forma (1). Entonces, el modelo ampliado,
representar¶a la evoluci¶on de un total de j + l variables.
Se considera tambi¶en que el proceso de las variables ex¶ogenas pueda ser
estacionario, mientras que en Harvey [1989] s¶olo se permite que sea no esta-
cionario. Esta ¶ultima generalizaci¶on puede plantear problemas especiales
en el c¶alculo de algunas matrices de covarianzas del sistema que se estima,
como se ver¶a m¶as adelante. Se pueden encontrar diversos modelos que for-
mulan procesos (estacionarios o no) para las variables ex¶ogenas en la forma
estructural (1) en Lo y Wang, [1994].
Un modelo econom¶etrico completo exige de¯nir las observaciones. Se
supone que las observaciones vienen dadas por el proceso estoc¶astico fztkg ;
donde tk representa el instante de muestreo t de la k-¶esima observaci¶on, para
un total de N observaciones. Si represento como Y
tk+1
tk
el continuo fytgtk+1tk
de las variables de (1) en el intervalo [tk; tk+1], se de¯ne la observaci¶on
gen¶erica ztk como sigue:
ztk = V (Y
tk+1
tk
) + Tetk (2)
donde V (Y
tk+1
tk
) es una funci¶on lineal de las variables fytgtk+1tk , T es con-
stante y el proceso gaussiano discreto fetkg ;independiente de fytg, es tal
que:
E [etk ] = 0
E
h
etk1e
0
tk2
i
= §e±tk1 tk2
donde ±tk1 tk2
es la delta de Dirac.
Nos proponemos estimar los par¶ametros de la forma estructural (1) con-
tenidos en A; G; ¥; y §" m¶as los par¶ametros adicionales de V (Y
tk+1
tk
);
T y §e contenidos en (2), dados la muestra fz
¹
tkg ; las variables ex¶ogenas
observables futg y los intervalos de muestreo ftk+1 ¡ tkg (conocidos).
En adelante, se representa el conjunto de los par¶ametros por estimar de
A; G; ¥; §", V (Y
tk+1
tk
); T y §e por el vector µ:
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2.2 Una extensi¶on: un modelo lineal de Volatili-
dad Estoc¶astica (M.V.E.).
Para mostrar un ejemplo concreto, consideremos una primera variaci¶on sobre
el modelo de volatilidad estoc¶astica de SchÄobel y Zhu [1998], cuya forma
estructural puede escribirse:
d
·
ln (St)
vst
¸
=
·
0 0
0 ¡k
¸ ·
ln (St)
vst
¸
dt+
·
r
µ
¸
dt
+
·
vst 0
0 ¾
¸·
dW1t
dW2t
¸
donde St es el precio del activo S en el instante t; fW1tg y fW2tg son dos
movimientos brownianos correlacionados de forma que dW1tdW2s = (½dt) ±ts
y fvst g es el proceso de una variable vs que en cada instante t regula el tama~no
del ruido asociado a la rentabilidad instant¶anea de St:
En los cap¶itulos 3 y 4 estudio una extensi¶on inmediata de este modelo.
Entonces, representando por Y
tk+1
tk
= fd ln(St)gtk+1tk , las observaciones
se de¯nen:
ztk = ln(Stk+1=Stk) = V (Y
tk+1
tk
) =
Z tk+1
tk
d ln(St) (2')
es decir, el agregado temporal de la variable °ujo tasa de variaci¶on logar¶itmica
del precio del activo St en el tiempo continuo.
Por supuesto, en este caso µ = fk; r; µ; ¾; ½g :
20CAP¶ITULO 2. FORMULACI ¶ON DEL PROBLEMA DE ESTIMACI ¶ON
Cap¶³tulo 3
El problema de estimaci¶on
en espacio de estados.
Para tratar el problema de estimaci¶on con generalidad, de¯niremos una
formulaci¶on que comprenda todos los modelos lineales en el tiempo continuo
de forma estructural (1) y de observaciones (2). Puede verse que, por la
linealidad de V (Y
tk+1
tk
); esta formulaci¶on debe permitir modelar procesos de
fytg en (1) para los que no haya observaciones. ¶Este es el caso, por ejemplo,
de fvst g en el modelo de volatilidad estoc¶astica anterior. Por lo tanto, la
ecuaci¶on necesaria para representar la evoluci¶on de ciertos procesos, como
por ejemplo fytg ; debe ser distinta de la ecuaci¶on necesaria para representar
el proceso (discreto) de las observaciones fztkg :
Entonces, se formula el modelo en el espacio de los estados:
xtk+1 = ©tkxtk + ¡tku
s
tk
+Etkwtk (3)
ztk = Htkxtk +Dtku
o
tk
+Ctkvtk (4)
donde:
xtk es el vector de las variables de estado de dimensi¶on n;
ustk y u
o
tk
son los vectores de las variables ex¶ogenas de dimensiones rs y
ro;
ztk es el vector de variables observadas de dimensi¶on m, que en general
no coincide con el vector de variables end¶ogenas, y
fwtkg and fvtkg son procesos, de variables con los siguientes primeros
momentos centrales:
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E [wtk ] = 0; E [vtk ] = 0
E
½·
wtk1
vtk1
¸ h
w0tk2 v
0
tk2
i¾
=
·
Qtk Stk
S0tk Rtk
¸
±tk1 tk2
y el resto de momentos centrales impares iguales a cero.
Se supone que la matriz Qtk es semide¯nida positiva y que la matriz Rtk
es de¯nida positiva.
3.1 La forma reducida en el espacio de los estados.
Supuesto que las matrices A; G; ¥; §" son matrices de constantes (o fun-
ciones del tiempo exclusivamente) y que cada observaci¶on es simplemente
ztk = V (Y
tk+1
tk
) = ytk (las variables de la forma estructural se observan sin
error). Entonces, la soluci¶on particular de (1) es:
ytk+1 = e
A(tk+1¡tk)ytk +
Z tk+1
tk
eA(tk+1¡¿)Gu¿d¿ +
Z tk+1
tk
eA(tk+1¡¿)¥d"¿
que se conoce como forma reducida de (1), que puede representarse (vid.
Terceiro [1990] ) en el espacio de los estados (3)-(4) de forma que:
©tk = ¡tk = Etk = e
A(tk+1¡tk)
Htk = Dtk = Ctk = I
ustk = u
o
tk
=
Z tk+1
tk
eA(tk+1¡¿)Gu¿d¿
wtk = vtk = ²tk =
Z tk+1
tk
eA(t¡¿)¥d"¿
y dado que f"t; t ¸ t0g es un movimiento browniano implica que el proceso
f²tkg es de ruido blanco gaussiano tal que:
²tk »i:d: N
µ
0;
Z tk+1¡tk
0
eA¿¥§"¥
0eA
0¿d¿
¶
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Por lo tanto, en este caso, las observaciones pueden representarse en una
forma reducida VAR(1). En concreto, a partir de una forma estructural
como (1), si suponemos, por simplicidad, que G = 0 en (1), tenemos la
forma reducida :
¹©1tk (L) ytk = ²tk
¹©1tk (L) = I ¡ eA(tk¡tk¡1)L(tk¡tk¡1)
²tk =
Z tk
tk¡1
eA(tk+1¡¿)¥d"¿
E [²tk ] = 0; E
h
²tk1 ²
0
tk2
i
= Qtk1 ±tk1 tk2
Entonces
h
x0tk+1 z
0
tk
i0
del modelo (3)-(4) correspondiente a esta forma
reducida VAR(1), se distribuyen conjuntamente como una normal porque,
a partir de la representaci¶on en espacio de los estados, es f¶acil mostrar que
es una transformaci¶on af¶in de
£
w0tk v
0
tk
¤0
. Adem¶as, puesto que §" > 0, se
veri¯ca:
Qtk = Stk = Rtk =
Z tk+1¡tk
0
eA¿¥§"¥
0eA
0¿d¿ ¸ 0
Las expresiones anal¶iticas de las matrices de (3) y (4) son, en general,
distintas para cada modelo. Adem¶as, es conocido (vid. Terceiro [1990]) que
la formulaci¶on no es ¶unica.
3.2 El M.V.E. en el espacio de los estados.
Una formulaci¶on en el espacio de los estados de la variaci¶on del modelo de
SchÄobel y Zhu [1998] que hemos considerado, de dimensi¶on m¶inima es:
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xtk+1 = ©tkxtk + u
s
tk
+wtk
ztk = u
o
tk
+ vtk
xtk = v
s
tk
; ztk = ln(ytk+1=ytk)
©tk = e
¡k(tk+1¡tk)
ustk = µ
Z tk+1¡tk
0
e¡ktdt; uotk = (r + ¾½) (tk+1 ¡ tk)
wtk = ¾
Z tk+1
tk
e¡k(tk+1¡t)dW2t
vtk =
Z tk+1
tk
h
vstke
¡k(t¡tk) + µH(t; tk)
i
dW1t; H(t; tk) =
Z t
tk
e¡k(t¡s)ds
Qtk = ¾
2
Z tk+1¡tk
0
e¡2ktdt
Stk = ¾½
Z tk+1¡tk
0
³
vstke
¡k(tk+1¡tk) + µe¡k(tk+1¡tk¡t)H(t; 0)
´
dt
Rtk =
Z tk+1¡tk
0
h
vstke
¡kt + µH(t; 0)
i2
dt+ ¾2² (16)
La forma estructural de este modelo de volatilidad estoc¶astica es, quiz¶a,
el ejemplo m¶as simple en el que ¥ puede depender de un subconjunto de
variables end¶ogenas (la escalar vst ).
En el cap¶itulo 4, en una extensi¶on inmediata de este modelo, en la que se
supone que las rentabilidades del activo entre registros sucesivos se observan
con error, la linealidad de la forma estructural y la ecuaci¶on de observaci¶on,
la normalidad de fvst g y el proceso de los ruidos de observaci¶on fetkg (incor-
relado con los dem¶as) m¶as el supuesto de que f"t; t ¸ t0g es un movimiento
browniano, implica que las variables de fvtkg conforman un ruido blanco no
gaussiano, de momentos impares iguales a cero y momentos pares conocidos
(a trav¶es del lema de Ito^). En este caso,
h
x0tk+1 z
0
tk
i0
del modelo en espacio
de los estados no es gaussiano, pero su densidad es sim¶etrica respecto a la
media condicional, porque es una transformaci¶on af¶in de
£
w0tk v
0
tk
¤0
.
Puesto que en el modelo de volatilidad estoc¶astica se supone que tanto
¾ como ¾² son positivos, en (16) se veri¯ca que Qtk > 0; Rtk > 0:
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3.3 Algunas observaciones adicionales.
Observaci¶on 1. Conviene insistir en que es posible que la serie temporal
coherente con (2) expresada seg¶un (3)-(4) presente datos recogidos a inter-
valos irregulares de tiempo. Un ejemplo t¶ipico son los datos ¯nancieros de
alta frecuencia.
Adem¶as, la distribuci¶on de
h
x0tk+1 z
0
tk
i0
, como se ver¶a, tiene una im-
portancia central en la de¯nici¶on del m¶etodo de estimaci¶on, mediante la
construcci¶on de una funci¶on de verosimilitud.
Observaci¶on 2. Dos de las caracter¶isticas principales de la formulaci¶on
en el espacio de los estados (3)-(4) son la consideraci¶on del vector de estado,
que no se presenta en las formas reducidas de los modelos econom¶etricos
tradicionales como (observaci¶on1), y la presencia de dos t¶erminos de error
correspondientes a dos procesos fwtkg y fvtkg ; en vez de uno s¶olo f²tkg en
(observaci¶on1):
La secuencia del vector de estado de la formulaci¶on (3)-(4), fxtkg, puede
considerarse como la m¶inima informaci¶on necesaria para determinar un¶ivocamente
la evoluci¶on del sistema dados los valores futuros de las variables ex¶ogenas,©
ustk
ª
y
©
uotk
ª
; los t¶erminos de error, fwtkg y fvtkg ; y los intervalos de
tiempo entre las observaciones, ftk+1 ¡ tkg, a partir de un cierto valor ini-
cial conocido del vector de estado, xt0 .
Aunque no se escriba expresamente, se entiende que (vid. ejemplo S&Z),
en general, las variables ex¶ogenas de (3)-(4),
©
ustk
ª
y
©
uotk
ª
; son funciones
de las variables ex¶ogenas futg de (1), de los par¶ametros µ y de los intervalos
de muestreoftk+1 ¡ tkg. Los t¶erminos de error, a su vez, son funciones de
los procesos f"tg de (1) y fetkg de (2), caracterizados por sus funciones de
densidad, quiz¶a (vid. ejemplo S&Z) de un subconjunto de fxtkg, caracteri-
zado tambi¶en por su funci¶on de densidad gaussiana implicada por el modelo,
de los par¶ametros µ y de los intervalos de muestreo ftk+1 ¡ tkg. Entonces,
la formulaci¶on en el espacio de los estados de un modelo de forma estruc-
tural lineal en tiempo continuo permite la determinaci¶on de la funci¶on de
densidad del vector de estado para cualquier instante futuro de tiempo.
La formulaci¶on en el espacio de los estados resulta especialmente rel-
evante cuando el modelo que se estima incluye un proceso no observable,
que tiene cierta interpretaci¶on econ¶omica. Un ejemplo de esto es el modelo
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S&Z, donde se plantea el problema de estimar un proceso no observable,
fvst g ; asociado a la heterocedasticidad condicional de las observaciones del
precio de un activo. En este caso, no es posible estimar este modelo si no se
formula fvst g como el proceso de una variable de estado.
Cuando alguno de los par¶ametros ¯jos de (1) se remodela como un
proceso estoc¶astico de forma estructural (1) se tiene otro caso de modelo
con variables no observables. La extensi¶on del modelo de volatilidad es-
toc¶astica que se presenta m¶as adelante, donde rt sigue un proceso de Orstein-
Uhlenbeck (O-U), es un ejemplo de esto ¶ultimo.
Tambi¶en es conveniente una formulaci¶on como (3)-(4) si se desean in-
terpolar los valores de una variable medida con error. En la Observaci¶on
6 se muestra un ejemplo sencillo, en el que la forma reducida no permite
estimar el proceso de la variable medida con error, mientras que el modelo
en el espacio de los estados s¶i.
Observaci¶on 3. Esta formulaci¶on en el espacio de los estados no es la
habitual en econometr¶ia porque:
a) Los modelos est¶andar (vid. Harvey [1989]) suponen que Stk = 0:
Todos los modelos en el espacio de los estados pueden rescribirse suponiendo
Stk = 0 (vid. Harvey [1989]). Por ejemplo, si Stk = 0; se puede escribir otra
formulaci¶on en el espacio de los estados del modelo de SchÄobel y Zhu [1998]
si se de¯nen:
xatk+1 =
£
xtk+1 ztk
¤0
; zatk = ztk
donde xatk+1 y z
a
tk
son el vector de estado y la observaci¶on "aumentados",
respectivamente. Pero entonces, xatk no tiene dimensi¶on m
¶inima (xatk es 2x1,
mientras que xtk es 1x1) y el coste computacional de evaluar la verosimili-
tud gaussiana del modelo "aumentado" es mayor que la correspondiente al
modelo de este trabajo (que permite Stk 6= 0) porque su ¯ltro de Kalman
exige propagar cinco ecuaciones m¶as que aqu¶el, que es e¯ciente (una m¶as del
estado, tres m¶as de las covarianzas del estado y una m¶as de la covarianza
del estado y la observaci¶on).
b) El t¶ermino de error en la ecuaci¶on de observaci¶on (4) tiende a evitar
los problemas num¶ericos asociados a la posible singularidad de la matriz de
covarianzas que se propaga en el ¯ltro de Kalman cuando una combinaci¶on
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lineal de los estados se observa sin error. Por ejemplo, la formulaci¶on de
Harvey [1989] de (2) hace vtk = 0:
c) Aparecen los t¶erminos ustk y u
o
tk
: En general ustk 6= uotk ; pero a expensas
de un coste computacional siempre se puede rede¯nir el sistema haciendo
utk = [
¡
ustk
¢0 ¡
uotk
¢0
]0:
Es frecuente que los modelos an¶alogos a (3)-(4) de la literatura (Harvey
[1989], Jazwinski [1970]) no presenten expl¶icitamente las variables ex¶ogenas
ustk y u
o
tk
: Aunque siempre se puede escribir (1) rede¯niendo la variable
end¶ogena como y¤t = [(yt)
0 (ut)0]0; esto supone que:
c1) se eleva innecesariamente el coste computacional del ¯ltro de Kalman
por aumentar la dimensi¶on del vector de estado en r variables.
c2) no es posible calcular las matrices de (3)-(4) mediante el m¶etodo de
diagonalizaci¶on recomendado por Harvey [1989]. En efecto, en el cap¶itulo
3, secci¶on 5, se muestra un ejemplo presentado por Van Loan [1978] que
justi¯ca esta a¯rmaci¶on.
Observaci¶on 4. La especi¯caci¶on de dos t¶erminos de error en (3)-(4)
tambi¶en presenta ventajas respecto a la formulaci¶on de uno s¶olo en (Obser-
vaci¶on 1), desde el punto de vista de la formulaci¶on escueta de los modelos
econom¶etricos, incluso cuando es posible representar el modelo econom¶etrico
como (Observaci¶on 1).
Por ejemplo, si se considera el modelo (1) donde, por simplicidad, G = 0,
entoces ytk sigue un VARMA(1, 0) dado por
¹©1tk (L) ytk = wtk (5)
con
¹©1tk (L) = I ¡ eA(tk¡tk¡1)L(tk¡tk¡1)
wtk =
Z tk
tk¡1
eA(tk+1¡¿)¥d"¿
E [wtk ] = 0; E
h
wtk1w
0
tk2
i
= Qtk1 ±tk1 tk2
Qtk1 =
Z tk1¡tk1¡1
0
eA¿¥§"¥
0eA
0¿d¿
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y las observaciones fztkg con error de fytkg son tales que:
ztk = ytk + vtk ; vtk »i:i:d: N(0;§y); E
h
vtk1w
0
tk2
i
= 0 (6)
entonces se veri¯ca:
ztk+1 = e
A(tk+1¡tk)ztk + vtk+1 ¡ eA(tk+1¡tk)vtk +
Z tk+1
tk
eA(tk+1¡¿)¥d"¿
de modo que la variable observada ztk sigue un VARMA(1, 1) dado por:
¹©1tk (L) ztk =
¹£1tk (L) ²tk = ´tk (7)
con
¹£1tk (L) = I ¡ µtkL(tk¡tk¡1)
E [²tk ] = 0
E
h
²tk1 ²
0
tk2
i
= §²tk1
±tk1tk2
para el que se veri¯can las ecuaciones:
E
£
´tk´
0
tk
¤
=
³
§y + e
A(tk¡tk¡1)§yeA
0(tk¡tk¡1)
+
Z tk¡tk¡1
0
eA¿¥§"¥
0eA
0¿d¿
¶
E
h
´tk´
0
tk¡1
i
= ¡eA(tk¡tk¡1)§y
E
h
´tk´
0
tk¡l
i
= 0; l ¸ 2
de modo que para escribir el modelo en t¶erminos de los par¶ametros de (5)
se deber¶ian resolver las ecuaciones para µtk y §"tk :
§²tk + µtk§²tk¡1µ
0
tk
= E
£
´tk´
0
tk
¤
¡µtk§²tk¡1 = E
h
´tk´
0
tk¡1
i
; k = 1; :::;N
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de forma que:
§²tk + e
A(tk¡tk¡1)§y§¡1²tk¡1§ye
A0(tk¡tk¡1) =
³
§y + e
A(tk¡tk¡1)§yeA
0(tk¡tk¡1)
+
Z tk¡tk¡1
0
eA¿¥§"¥
0eA
0¿d¿
¶
(8)
µtk = e
A(tk¡tk¡1)§y§¡1²tk¡1 (9)
Entonces, la identi¯caci¶on del proceso fztkg seg¶un (7) requiere la esti-
maci¶on de las mismas matrices (A; ¥; §"; §y) que la identi¯caci¶on del
proceso original fytkg de (5) y la ecuaci¶on de observaci¶on (6), pero es com-
putacionalmente m¶as compleja porque debe resolverse, adem¶as, el sistema
de ecuaciones (8)-(9) para µtk y §²tk . La formulaci¶on (7) es, en este sentido,
menos escueta que (5)-(6). M¶as a¶un, en el caso vectorial, el coste computa-
cional de (7) respecto a (5)-(6) aumenta con la dimensi¶on del estado porque
se precisa calcular §¡1²tk .
Adem¶as, puede comprobarse que si se escribe (8) para hallar la soluci¶on
estacionaria, de la que depende todo el esquema iterativo, dado un intervalo
de muestreo (por ejemplo para la condici¶on inicial §²t0 ), resulta una ecuaci¶on
cuadr¶atica cuya soluci¶on (incluso en el caso univariante) no necesariamente
existe y/o es ¶unica, o supone (en el caso vectorial) un problema algebraico
costoso.
3.4 Estimaci¶on en el espacio de los estados
Una vez formulado el modelo econom¶etrico en el espacio de los estados de
la forma siguiente:
xtk+1 = ©tkxtk + ¡tku
s
tk
+Etkwtk (3)
ztk = Htkxtk +Dtku
o
tk
+Ctkvtk (4)
con
E fwtkg = 0; E fvtkg = 0
E
½·
wtk
vtk
¸ £
w0tk v
0
tk
¤¾
=
·
Qtk Stk
S0tk Rtk
¸
±tk1 tk2
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se procede a estimar el vector µ; que presenta p par¶ametros, en el que se
incluyen todos los elementos desconocidos necesarios para calcular las ma-
trices: ©tk ; ¡tk ; Etk ; Htk ; Dtk ; Ctk ; Qtk ; Rtk and Stk : Recu¶erdese que los
vectores xtk ; u
s
tk
; uotk y ztk tienen dimensiones n, r
s, ro ym, respectivamente.
Representaremos la informaci¶on muestral por
©
ZtN ; U tN ; T tN
ª
donde:
ZtN =
©
z0t1 ; :::; z
0
tN
ª0
U tN =
©
u0t; t0 · t · tN
ª0
T tN = ft1 ¡ t0; :::; tN ¡ tN¡1g0
El estimador de m¶axima verosimilitud µ^ de µ viene dado por:
µ^tN = argmax
µ
LtN (µ) = arg max
µ
p(ZtN ;U tN ; T tN ; µ) (4.3)
where p(ZtN ;U tN ; T tN ; µ) es la funci¶on de densidad conjunta de todas las
observaciones ZtN : Considerada como funci¶on de µ; ¶esta es la funci¶on de
verosimilitud LtN (µ):
Surgen dos problemas b¶asicos a la hora de calcular µ^N seg¶un este procedimiento:
El primero consiste en obtener una expresi¶on para p(ZtN ;U tN ; T tN ; µ); y el
segundo en maximizar esta expresi¶on con respecto a µ: Ambos se examinar¶an
seguidamente.
3.5 Evaluaci¶on de la funci¶on de verosimilitud gaus-
siana.
La di¯cultad b¶asica en el c¶alculo de la funci¶on de verosimilitud consiste en
que las observaciones no son independientes, esto es:
p(ZtN ;U tN ; T tN ; µ) 6= p(zt1 ;U t1; T t1 ; µ):::p(ztN ;U tN ; T tN ; µ)
La idea central para resolver este problema es escribir la expresi¶on p(ZtN ;U tN ; T tN ; µ)
como el producto de sucesivas funciones de densidad condicionales, de modo
que:
p(ZtN ;U tN ; T tN ; µ) = p(ztN j ZtN¡1 ;U tN ; T tN ; µ)
p(ztN¡1 j ZtN¡2 ;U tN¡1; T tN¡1; µ):::p(zt1 ;U t1; t1; µ)(4.4)
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donde p(ztk j Ztk¡1 ;U tk ; T tk ; µ) es la funci¶on de densidad condicional de las
observaciones en el instante tk, ztk ; dadas las observaciones y los intervalos
muestrales pasados, Ztk¡1 y T tk , respectivamente :
La factorizaci¶on que as¶i resulta puede calcularse dado que, bajo el supuesto
de normalidad de las perturbaciones wtk y vtk ; el t¶ermino general p(ztk j
Ztk¡1;U tk ; µ) se puede caracterizar completamente mediante el ¯ltro de
Kalman aplicado al sistema para cualquier valor de µ: En efecto, utilizando
la notaci¶on siguiente:
E
©
ztk j Ztk¡1 ;U tk ; T tk ; µ
ª
= z^tk j tk¡1
cov
©
ztk j Ztk¡1 ;U tk ; T tk ; µ
ª
= E
n£
ztk ¡ z^tkj tk¡1
¤ £
ztk ¡ z^tkj tk¡1
¤0 j Ztk¡1;U tk ; T tk ; µo
= Btk (4.5)
se obtiene:
p(ztk j Ztk¡1 ;U tk¡1 ; T tk ; µ) = (2¼)¡m=2 j Btk j¡1=2 exp
½
¡1
2
~z0tkB
¡1
tk
~ztk
¾
(4.6)
donde ~ztk se denomina la innovaci¶on, de¯nida como:
~ztk = ztk ¡ z^tkj tk¡1 (4.7)
Las expresiones de ~ztk y Btk se obtienen del siguiente ¯ltro de Kalman:
~ztk = ztk ¡Htk x^tkj tk¡1 ¡Dtkuotk (4.8)
x^tk+1j tk = ©tk x^tkj tk¡1 +¡tku
s
tk
+Ktk ~ztk (4.9)
Ktk =
£
©tkPtk j tk¡1H
0
tk
+EtkStkj tk¡1C
0
tk
¤
B¡1tk (4.10)
Ptk+1j tk = ©tkPtkj tk¡1©
0
tk
+EtkQtkE
0
tk
¡KtkBtkK 0tk (4.11)
Btk = HtkPtkj tk¡1H
0
tk
+CtkRtkj tk¡1C
0
tk
(4.12)
De la factorizaci¶on dada por (4.4) y la notaci¶on in (4.3) se puede escribir:
LtN (µ) = p(Z
tN ; U tN ; T tN ; µ) =
NY
k=1
p(ztk j Ztk¡1 ;U tk ; T tk ; µ) (4.13)
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Ahora se debe hacer m¶axima la expresi¶on anterior con respecto al vector
µ: Esto es equivalente a hacer m¶inimo el negativo del logaritmo de la funci¶on
de verosimilitud:
ltN (µ) = ¡ log p(ZtN ; U tN ; T tN ; µ) = ¡
NX
k=1
log p(ztk j Ztk¡1 ; U tk ; T tk ; µ)
=
NX
k=1
·
m
2
log (2¼) +
1
2
log j Btk j +
1
2
~z0tkB
¡1
tk
~ztk
¸
(4.14)
N¶otese que si se ignora la constante, la expresi¶on l (µ) consta de dos
t¶erminos: un t¶ermino determinista que depende deBtk y un t¶ermino cudr¶atico
en ~ztk ; que recuerda el principio de m
¶inimos cuadrados.
De ahora en adelante, con el ¯n de simpli¯car la notaci¶on, se eliminar¶a
el sub¶indice tN . As¶i, por ejemplo, ltN (µ) o µ^tN se escribir¶an l(µ) y µ^, respec-
tivamente.
Entonces el problema se reduce a hacer m¶inima la expresi¶on (4.14), sujeta
a las restricciones que introduce el ¯ltro de Kalman e incorporadas en las
ecuaciones de la (4.8) a la (4.12).
¶Este es formalmente un problema de programaci¶on matem¶atica con re-
stricciones, que sin embargo puede resolverse por sustituci¶on en la funci¶on
objectivo. Por esta raz¶on los procedimientos de optimaci¶on est¶andares (una
versi¶on del algoritmo de Newton-Raphson como la de E4, por ejemplo)
pueden aplicarse en este problema. Se busca una soluci¶on µ^ de la ecuaci¶on
@l(µ)
@µ
= 0 con
@2l(µ)
@µ@µ0
> 0:
N¶otese que el problema de estimar los par¶ametros del sistema (4.1)-(4.2)
requiere la estimaci¶on del vector de estado que da el ¯ltro de Kalman. En
este caso, y dado que no se conoce el verdadero valor de µ sino s¶olo una
estimaci¶on, las estimaciones derivadas del ¯ltro de Kalman y que se usan en
evaluaciones sucesivas del ¯ltro de Kalman son sub¶optimas. Sin embargo, si
el proceso de estimaci¶on es tal que µ^ ! µ entonces el valor de ztk ¡ z^tkjtk¡1
tiende a la verdadera innovaci¶on.
Un problema que se presenta en la evaluaci¶on de la funci¶on de verosimil-
itud es el c¶alculo de algunas matrices que contienen la exponencial de una
matriz. Por ejemplo, una vez escrita la forma reducida de (1) en el formato
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(3)-(4), tal como se expone en el cap¶itulo 3, para construir la verosimili-
tud es preciso calcular eA,
R tk+1
tk
eA(tk+1¡¿)Gu¿ y
R tk¡tk¡1
0 e
A¿¥§"¥
0eA0¿d¿ .
En general, no hay soluciones anal¶iticas directas (como por ejemplo con A
diagonal) y se recomiendan (Harvey [1989]) dos m¶etodos:
a) Diagonalizar A
b) M¶etodo de Van Loan. Este m¶etodo supone el c¶alculo de la exponencial
de una matriz triangular superior, de modo que mediante la multiplicaci¶on
de los elementos de las diferentes posiciones de la matriz resultante, pueden
obtenerse las matrices del modelo en el espacio de los estados.
Van Loan [1978] demuestra anal¶iticamente que:
-Ambos m¶etodos no son siempre equivalentes. Por ejemplo, Van Loan
[1978] discute el caso donde:
A =
·
¸ ®
0 ¸
¸
entonces, existe la soluci¶on anal¶itica de eA¢ :
eA¢ =
24 e¸¢ ®¡1¡ e¸¢¢¸
0 e¸¢
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pero si, por ejemplo, ¸ = 0; es decir si:
A =
·
0 ®
0 0
¸
y designamos ¤ y X a las matrices de autovectores y autovectores, respec-
tivamente, entonces los vectores de X son linealmente dependientes, y no
funciona el m¶etodo de diagonalizaci¶on que calcula:
eA¢ = Xe¤¢X¡1
aunque en este caso sencillo puede calcularse la soluci¶on anal¶itica del modelo
(l'Ho^pital):
lim
¸¡!0
eA¢ =
·
0 ®¢
0 0
¸
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mientras que s¶i puede aplicarse el de Van Loan [1978].
En Harvey [1989] se presentan ejemplos concretos parecidos para los que,
sin mencionar expresamente este problema, de hecho, se calculan las formas
anal¶iticas (por ejemplo, para el local linear trend model, donde ® = 1). Sin
embargo, no se menciona que este problema puede aparecer para algunas
formas estructurales vectoriales cualesquiera.
-Hay casos donde la matriz de autovectores (normalizada) de A est¶a
pr¶oxima a ser singular (seg¶un cierta norma) y (dependiendo de la precisi¶on
de la m¶aquina) puede incurrirse en sesgos de estimaci¶on si se aplica el m¶etodo
de diagonalizaci¶on, que est¶a mal condicionado, mientras que el m¶etodo de
Van Loan est¶a libre de este problema (vid. Van Loan)
-Cuando se generaliza la forma estructural, por ejemplo con modelos de
variables ex¶ogenas, en general, ninguno de los dos m¶etodos es su¯ciente para
calcular algunas matrices que son sumandos en las covarianzas de los ruidos,
y se hace necesario aproximar estas expresiones num¶ericamente.
Cap¶³tulo 4
Aplicaci¶on: estimaci¶on del
M.V.E..
Las propiedades estad¶isticas de las series emp¶iricas de los precios de activos
de bolsa, tipos de inter¶es y tipos de cambio han sugerido la formulaci¶on de
modelos econom¶etricos de volatilidad estoc¶astica. En particular, est¶a docu-
mentado que las series diarias de rendimientos de activos de bolsa presentan
leptocurtosis, asimetr¶ia y una fuerte heterocedasticidad condicional en la
forma de clusters de volatilidad. Otras series como las de tipos de cambio
muestran las mismas propiedades (vid. Shepard [1993]).
Entonces, la modelaci¶on de la volatilidad y la estimaci¶on de modelos de
volatilidad estoc¶astica tienen una importancia principal en la valoraci¶on de
derivados ¯nancieros y la aplicaci¶on de sistemas de gesti¶on de riesgos.
Como ya se ha mencionado en el cap¶itulo 2, los modelos habituales de
volatilidad estoc¶astica en tiempo continuo de la literatura, a diferencia del
que se presenta en esta tesis, son no lineales.
Por lo tanto, las f¶ormulas cerradas de valoraci¶on de opciones bajo volati-
dad estoc¶astica se re¯eren a estos modelos. La valoraci¶on de opciones con
modelos de volatilidad estoc¶astica en tiempo continuo, t¶ipicamente no lin-
eales, est¶a tratada en Amin y Ng [1993], Ball and Roma [1994], Heston
[1993], Hull y White [1987], Kellerhals [2001], Scott [1991] y Wiggings [987].
Como ya se ha mencionado en el cap¶itulo 2, los m¶etodos de ¯ltrado para
la estimaci¶on de los modelos en tiempo continuo de volatilidad estoc¶astica
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no lineales pueden consultarse en Nielsen y Vestergaard [2000] y Kellerhals
[2001].
Por otra parte, otra estrategia para la valoraci¶on de derivados ¯nancieros
consiste en la simulaci¶on de un cierto proceso estimado. Este m¶etodo, en
general m¶as costoso computacionalmente, est¶a sobre todo indicado si no
se conoce una f¶ormula cerrada de valoraci¶on del derivado en cuesti¶on (vid.
Campbell [1997]).
4.1 El M.V.E..
Comencemos estudiando ahora un modelo econom¶etrico bivariante en tiempo
continuo de volatilidad estoc¶astica, donde las observaciones se suponen me-
didas con error. Es una variaci¶on inmediata del modelo de SchÄobel y Zhu
[1998], donde se especi¯ca el proceso estoc¶astico:
d
·
ln (y¤t )
vst
¸
=
·
0 0
0 ¡k
¸·
ln (y¤t )
vst
¸
dt+
·
r
µ
¸
dt
+
·
vst 0
0 ¾
¸·
dW1t
dW2t
¸
(10)
y se de¯nen las observaciones:
ln(ytk+1=ytk) = ln(y
¤
tk+1
=y¤tk) + ²tk ; ²tk »i:i:d: N
¡
0; ¾2²
¢
(11)
En el modelo de SchÄobel y Zhu [1998], sin embargo, µ = kµ¤; donde µ¤ es la
media incondicional del proceso fvst g : El proceso f²tkg formaliza el error de
medida de las observaciones. Es habitual encontrar ejemplos en la literatura
de modelos modi¯cados por rede¯nir las observaciones como medidas con
error (vid. la de¯nici¶on de un modelo C.I.R. del precio de un activo medido
con error en Nielsen y Vestergaard [2000]).
En el modelo de SchÄobel y Zhu [1998], sin embargo, ytk = y
¤
tk
se observa
sin error (en los instantes de muestreo).
Estos autores derivaron entonces una expresi¶on exacta del precio de un
activo que sigue el proceso estoc¶astico con las modi¯caciones descritas. Si yt
representa el precio de un activo, este modelo es una extensi¶on del proceso
postulado por Black & Scholes para el precio de un activo e incorpora una
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forma param¶etrica de la heterocedasticidad condicional que se observa en
las rentabilidades reales. Por tanto, puede ser ¶util tanto en la valoraci¶on de
activos como en la modelaci¶on de series temporales.
A diferencia de la aproximaci¶on de SchÄobel & Zhu [1998], se ha derivado
el modelo en el espacio de los estados del proceso de las rentabilidades (me-
didas con error).
La soluci¶on de (10) entre dos observaciones consecutivas es:
"
ln
³
y¤tk+1
´
vstk+1
#
=
·
1 0
0 e¡k(tk+1¡tk)
¸ ·
ln
¡
y¤tk
¢
vstk
¸
+
·
(r + ¾½) (tk+1 ¡ tk)
µ
R tk+1¡tk
0 e
¡ktdt
¸
+
" R tk+1
tk
£
vstke
¡k(t¡tk) + µH(t; tk)
¤
dW1t
¾
R tk+1
tk
e¡k(tk+1¡t)dW2t
#
H(t; tk) =
Z t
tk
e¡k(t¡s)ds (11)
²¤tk =
" R tk+1
tk
£
vstke
¡k(t¡tk) + µH(t; tk)
¤
dW1t
¾
R tk+1
tk
e¡k(tk+1¡t)dW2t
#
(12)
donde el ruido ²¤tk se distribuye seg¶un la funci¶on de densidad f(:), no gaus-
siana, sim¶etrica, con los dos primeros momentos centrales conocidos.
Seguidamente, se justi¯ca esta a¯rmaci¶on.
Si dividimos ²¤tk de forma que:
²¤tk =
£ £
²¤tk
¤
1
£
²¤tk
¤
2
¤0
entonces
£
²¤tk
¤
1
es igual a la suma de dos ruidos, de forma que escribimos:
£
²¤tk
¤
1
=
£
²¤tk
¤
1A
+
£
²¤tk
¤
1B
El primero es un ruido gaussiano. En efecto:
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£
²¤tk
¤
1A
=
Z tk+1
tk
µH(t; tk)dW1t »i:i:d: N
µ
0; µ2
Z tk+1¡tk
0
[H(t; 0)]2 dt
¶
Es necesario ahora estudiar la distribuci¶on del segundo ruido, es decir de:
£
²¤tk
¤
1B
= vstk
Z tk+1
tk
e¡k(t¡tk)dW1t
que es el producto del estado vstk y
R tk+1
tk
e¡k(t¡tk)dW1t: La distribuci¶on
de vstk es gaussiana, y adem¶as es independiente fdW1tg ; para t > tk, y
E
£
vstkdW1tk
¤
= ½dt es in¯nitesimal. Por lo tanto, se veri¯ca:
E
£
²¤tk
¤
= 0
Ahora es necesario estudiar cu¶ales son el resto de los momentos de
£
²¤tk
¤
1B
:
Sea n ¸ 3; impar. Entonces:
E
h³£
²¤tk
¤
1B
´ni
= E
·¡
vstk
¢nµZ tk+1
tk
e¡k(t¡tk)dW1t
¶n¸
= E
£¡
vstk
¢n¤
E
·µZ tk+1
tk
e¡k(t¡tk)dW1t
¶n¸
= 0
donde se ha usado la independencia de las potencias n-¶esimas de los dos
ruidos (vstk depende de fdW2tg hasta tk), que E
£¡
vstk
¢n¤
est¶a acotado y el
resultado:
E [dW1rdW1s:::dW1v]| {z }
n t¶erminos
= 0dt; 8 r; s; ::; v| {z }
n t¶erminos
r; s; :::; v 2 [tk; tk+1]
derivado de las propiedades del proceso fdW1tg (vid. Jazwinski [1970]).
Por lo tanto, aunque se necesitar¶ian in¯nitos momentos para caracterizar
la distribuci¶on de
£
²¤tk
¤
1B
; se sabe que es sim¶etrica centrada en cero. En
consecuencia, puesto que
£
²¤tk
¤
1A
es gaussiano de media cero y
£
²¤tk
¤
1B
se
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distribuye sim¶etricamente alrededor de cero, su suma,
£
²¤tk
¤
1
; es tambi¶en
sim¶etrica alrededor de cero.
Por ¶ultimo, se veri¯ca que
£
²¤tk
¤
2
es gaussiano:
£
²¤tk
¤
2
= ¾
Z tk+1
tk
e¡k(tk+1¡t)dW2t »i:i:d: N
µ
0; ¾2
Z tk+1¡tk
0
e¡2k¿dt
¶
Por lo tanto, ²¤tk se distribuye sim¶etricamente alrededor de cero.
Queda entonces, calcular los momentos de segundo orden de ²¤tk , es decir:
E
£
²¤tk²
¤0
tk
¤
=
·
Qtk Stk
Stk R
¤
tk
¸
Qtk = ¾
2
Z tk+1¡tk
0
e¡2ktdt
Stk = ¾½
·
vstke
¡k(tk+1¡tk)(tk+1 ¡ tk) + µ
Z tk+1¡tk
0
e¡k(tk+1¡tk¡t)H(t; 0)dt
¸
R¤tk =
Z tk+1¡tk
0
h
vstke
¡kt + µH(t; 0)
i2
dt (14)
donde las observaciones se de¯nen como:
ln(ytk+1=ytk) = ln(y
¤
tk+1
=y¤tk) + ²tk ; ²tk »i:i:d: N
¡
0; ¾2²
¢
(15)
donde, por lo tanto, el ruido de las observaciones
£
²¤tk
¤
1
+ ²tk tambi¶en es
sim¶etrico alrededor de cero, y sus dos primeros momentos centrales son
conocidos.
En la siguiente secci¶on se explica la importancia de estos resultados sobre
la distribuci¶on de los ruidos en el problema de estimaci¶on.
4.1.1 Forma en el espacio de los estados del M.V.E..
Este modelo puede escribirse en el espacio de los estados (3)-(4) como:
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xtk+1 = ©tkxtk + u
s
tk
+wtk
ztk = u
o
tk
+ vtk
xtk = v
s
tk
; ztk = ln(ytk+1=ytk)
©tk = e
¡k(tk+1¡tk)
ustk = µ
Z tk+1¡tk
0
e¡ktdt; uotk = (r + ¾½) (tk+1 ¡ tk)
wtk = ¾
Z tk+1
tk
e¡k(tk+1¡t)dW2t
vtk =
Z tk+1
tk
h
vstke
¡k(t¡tk) + µH(t; tk)
i
dW1t; H(t; tk) =
Z t
tk
e¡k(t¡s)ds
Qtk = ¾
2
Z tk+1¡tk
0
e¡2ktdt
Stk = ¾½
Z tk+1¡tk
0
³
vstke
¡k(tk+1¡tk) + µe¡k(tk+1¡tk¡t)H(t; 0)
´
dt
Rtk =
Z tk+1¡tk
0
h
vstke
¡kt + µH(t; 0)
i2
dt+ ¾2² (16)
N¶otese que (16) puede calcularse exactamente, porque fvst g se postula
como un proceso lineal en tiempo continuo (en concreto como un proceso
de Orstein-Uhlenbeck), y entonces pueden sumarse exactamente los ruidos
instant¶aneos de d ln (y¤t ) de cada intervalo de muestreo, como una funci¶on
que depende de (tk+1 ¡ tk) y es lineal (estoc¶astica) en vstk .
Los modelos param¶etricos de volatilidad estoc¶astica en tiempo continuo
habituales, sin embargo, formalizar¶ian, para esta especi¯caci¶on, un ruido
instant¶aneo asociado a d ln (yt) (o quiz¶a d ln (y
¤
t )) que fuera una funci¶on
no lineal en vstk (donde quiz¶a fvst g siguiera un proceso continuo no lineal).
Entonces, en general, la integral de los ruidos instant¶aneos en el intervalo
de muestreo no podr¶ia sumarse exactamente como en este caso, como una
funci¶on de vstk y (tk+1¡ tk) exclusivamente. Un ejemplo t¶ipico de lo anterior
consistir¶ia en que, en la ecuacion de d ln (y¤t ) en (10), se sustituyera vst por
(vst )
2 o por exp(vst ). En casos como estos, se emplean, en general, aproxima-
ciones polin¶omicas en vst de las funciones no lineales (vid. Jazwinsky [1970],
Nielsen y Vestergaard [2000] y Kellerhals [2001]).
Se observa tambi¶en en (16) que el ruido de la ecuaci¶on de observaci¶on vtk
depende del estado vstk y, adem¶as, no es gaussiano. Sin embargo, todos sus
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momentos impares son cero, y todos sus momentos pares pueden calcularse
a trav¶es del lema de Ito^ (dado que vst es gaussiano). Por supuesto, las
expresiones de la covarianza del ruido de observaci¶on vtk y el ruido del
estado wtk tambi¶en contienen la variable de estado v
s
tk
y una funci¶on no
lineal del estado,
¡
vstk
¢2
.
Una vez escrito el modelo como (16), puede computarse la funci¶on de
verosimilitud gaussiana del modelo. Puesto que el ruido de observaci¶on no
es gaussiano, ¶esta no es la aut¶entica funci¶on de verosimilitud del proceso.
Sin embargo, como la distribuci¶on del ruido es sim¶etrica respecto a cero,
siempre que sea posible calcular todos los elementos del ¯ltro de Kalman,
la estimaci¶on por la m¶axima verosimilitud gaussianase tendr¶an estimaciones
consistentes de los par¶ametros, asint¶oticamente normales.
Surge el problema de que en el ¯ltro de Kalman de la verosimilitud gaus-
siana se hace necesario calcular las esperanzas condicionadas de la matriz
de covarianzas de los ruidos, que depende del estado vstk y una funci¶on no
lineal del estado,
¡
vstk
¢2
. En efecto, se precisa calcular las expresiones:
Stkj tk¡1 = E
£
Stk j Ztk¡1 ;T tk ; µ
¤
= ¾½
·
v^stkj tk¡1e
¡k(tk+1¡tk)(tk+1 ¡ tk) + kµ
Z tk+1¡tk
0
e¡k(tk+1¡tk¡t)H(t; 0)dt
¸
Rtkj tk¡1 = E
£
Rtk j Ztk¡1 ;T tk ; µ
¤
=
Z tk+1¡tk
0
E
½h
vstke
¡kt + kµH(t; 0)
i2 j Ztk¡1¾ dt+ ¾2²
De modo que se necesita calcular, adem¶as, la expresi¶on:
E
h
(vs)2tk j Ztk¡1 ;T tk ; µ
i
cuando el ¯ltro de Kalman determina:
E
£
vstk j Ztk¡1 ;T tk ; µ
¤
= v^stk jtk¡1
Si se expande (vs)2tk alrededor del valor v^
s
tkjtk¡1 se tiene:
(vs)2tk '
³
v^stkjtk¡1
´2
+ 2
³
v^stkjtk¡1
´³
vstk ¡ v^stkjtk¡1
´
+
³
vstk ¡ v^stkjtk¡1
´2
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donde, entonces:
E
h
(vs)2tk j Ztk¡1 ;T tk ; µ
i
'
³
v^stkjtk¡1
´2
+ Ptkj tk¡1
y la aproximaci¶on ser¶a cada vez mejor con intervalos de muestreo m¶as y
m¶as peque~nos. Entonces, este estimador de m¶axima verosimilitud gaus-
siana aproximado, calculado con esta aproximaci¶on del momento condi-
cional del estado (vs)2tk ; es consistente y asint¶oticamente normal cuando
max ftk+1 ¡ tkg ! 0.
4.2 Un modelo benchmark del M.V.E..
Con el prop¶osito de comparar los resultados de la estimaci¶on de m¶axima
verosimilitud gaussiana del modelo exacto anterior con los de una especi-
¯caci¶on m¶as sencilla, se considera cu¶al es el modelo en el espacio de los
estados que resulta de aproximar (10) mediante el esquema de Euler (vid.
BergstrÄom [1984] ), lo que supone:
dvst = v
s
tk+dt
¡ vstk ' ¡kvstkdt+ µdt+ ¾dW2t
y entonces:
vstk+dt ' [1¡ kdt] vstk + µdt+ ¾dW2t
e integrando (10) en el intervalo muestral:
Z tk+1
tk
d lnSt = r
Z tk+1
tk
dt+
Z tk+1
tk
vstdW1tZ tk+1
tk
dvst = v
s
tk+1
¡ vstk ' ¡kvstk
Z tk+1
tk
dt+ µ
Z tk+1
tk
dt+ ¾
Z tk+1
tk
dW2t
de forma que sustituyendo los valores aproximados de vst en la primera
ecuaci¶on (teniendo en cuenta que dW1tdW2s = (½dt) ±ts) se tiene:
ln
¡
Stk+1=Stk
¢
= (r + ¾½) (tk+1 ¡ tk) +
Z tk+1
tk
¡
vstk [1¡ k(t¡ tk)] + µ(t¡ tk)
¢
dW1t
vstk+1 = [1¡ k(tk+1 ¡ tk)] vstk + µ(tk+1 ¡ tk) + ¾
Z tk+1
tk
dW2t
que es el l¶imite del modelo exacto cuando max ftk+1 ¡ tkg ! 0:
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4.2.1 Forma en el espacio de los estados del modelo bench-
mark del M.V.E..
Entonces, se deriva el correspondiente modelo en el espacio de los estados,
que es:
xtk+1 = ©tkxtk + u
s
tk
+wtk
ztk = u
o
tk
+ vtk
xtk = v
s
tk
; ztk = ln
¡
Stk+1=Stk
¢
©tk = [1¡ k(tk+1 ¡ tk)]
ustk = µ(tk+1 ¡ tk); uotk = (r + ¾½) (tk+1 ¡ tk)
½ = b=
¡
a2 + b2
¢ 1
2 ; a2 =
q
(1¡ b2)2
wtk = ¾
Z tk+1
tk
dW2t
vtk =
Z tk+1
tk
¡
vstk [1¡ k(t¡ tk)] + µ(t¡ tk)
¢
dW1t
Qtk = ¾
2(tk+1 ¡ tk)
Stk = ¾½(tk+1 ¡ tk)
µ
(tk+1 ¡ tk)
2
£
µ ¡ kvstk
¤
+ vstk
¶
Rtk =
Z tk+1¡tk
0
£
vstk (1¡ kt) + µt
¤2
dt+ ¾2²
4.3 Factorizaci¶on de Cholesky de las covarianzas
de los ruidos.
En los experimentos num¶ericos se ha comprobado la importancia de asegurar
por de¯nici¶on el car¶acter semide¯nido positivo de las matrices de covarian-
zas instant¶aneas de los incrementos de los movimientos browniamos dW1t y
dW2t: La factorizaci¶on de Cholesky que se dise~na para este prop¶osito consiste
en parametrizar:
½ = b=
¡
a2 + b2
¢1
2 ; a2 =
q
(1¡ b2)2
equivale a garantizar que j½j · 1: Si no se impone esta restricci¶on, el algo-
ritmo del ¯ltro de Kalman para calcular la funci¶on de verosimilitud fracasa
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muchas veces, porque no se asegura que la matriz de covarianzas de los
ruidos de (3)-(4):
·
Qtk Stk
S0tk Rtk
¸
sea semide¯nida positiva. Este problema no se trata en Belledin y Schlag,
[1999] y Nielsen y Vestergaard [2000].
Se ha programado la aproximaci¶on de Engle y Watson de la matriz de
informaci¶on. En particular, todas las expresiones de las derivadas respecto
a los par¶ametros se obrtienen mediante cocientes de las variaciones respecto
a incrementos ¯nitos de los valores de los par¶ametros.
Se deriva la expresi¶on exacta de la matriz de informaci¶on de la funci¶on
de verosimilitud aproximada de este modelo seg¶un Terceiro [1990]. Para esto
se precisan las f¶ormulas exactas del gradiente y del hessiano de la funci¶on
de verosimilitud gaussiana.
En comparaci¶on con las f¶ormulas de Terceiro [1990], en la derivaci¶on
del gradiente se toma en cuenta que las variables ex¶ogenas son tambi¶en
funciones de los par¶ametros y que, en los modelos de volatilidad estoc¶astica,
la matriz aproximada de la varianza del ruido de observaci¶on y la matriz
de covarianza del ruido de observaci¶on y el ruido del estado, son funciones
tanto de la media condicional como de la varianza condicional del estado.
4.4 Resultados emp¶iricos de la estimaci¶on del M.V.E..
Los m¶etodos de estimaci¶on descritos se aplican a la estimaci¶on del modelo de
volatilidad estoc¶astica con dos series temporales de observaciones recogidas
a intervalos irregulares de tiempo.
La primera serie consiste en los datos diarios de cierre del USA S&P
500 Automobiles Industrial Index comprendidos entre 11 de septiembre de
1989 y el 14 de octubre de 2002. La segunda presenta los datos diarios de
cierre del tipo de cambio marco/d¶olar entre el 4 de enero de 1971 y el 22 de
octubre de 2002.
Los intervalos de muestreo son variables, m¶ultiplos enteros de (1/7)(1/52),
es decir, una diferencia de un d¶ia de cotizaciones. Entonces 1 representa un
a~no completo.
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Las dos series pueden obtenerse en http://www.ecowin.com.
4.4.1 Primer ejemplo: estimaci¶on del M.V.E. para el S&P
500 Automobiles Industrial Index.
La serie del USA S&P 500 Automobiles Industrial Index consta de un total
de 3303 observaciones y se muestra en la Figura 1. Sus tasas de variaci¶on
logar¶itmicas, entre observaciones consecutivas, aparecen en la Figura 2, el
gr¶a¯co de las longitudes temporales variantes en la Figura 3, as¶i como el
histograma de las tasas de variaci¶on logar¶itmicas en la Figura 4.
En la Figura 2 se advierte la acusada heterocedasticidad condicional, en
la forma de clusters de volatilidad, t¶ipica de los rendimientos del los activos
burs¶atiles. Adem¶as, la Tabla 2 muestra algunos estad¶isticos descriptivos
que informan de que la serie presenta un exceso de curtosis sobre la normal
y asimetr¶ia. Es importante observar que el valor m¶inimo de la Figura 2
corresponde al primer d¶ia de apertura despu¶es del once de septiembre de
2001.
En la Tabla 1 se muestran las estimaciones de los par¶ametros del mod-
elo de volatilidad estoc¶astica y entre par¶entesis se indican sus desviaciones
t¶ipicas estimadas. Todos los par¶ametros son signi¯cativamente distintos
de cero. La estimaci¶on puntual de la media anual de los rendimientos es
r^ + ¾^½^ = :0621 (:0636) : Tanto el par¶ametro µ; asociado a la media incondi-
cional de vst ; µ=k;como el correspondiente par¶ametro de la velocidad de
retorno a µ=k; k; est¶an muy probablemente sobreestimados (vid. la Tabla
10 con h = 13 y f = 7=5). La signi¯catividad individual de la estimaci¶on del
par¶ametro ¾ es coherente con el exceso de curtosis sobre la normal (2.39),
que se representa, caeteris paribus, por este par¶ametro. Adem¶as el coe¯-
ciente de correlaci¶on de los movimientos brownianos tiene signo negativo de
modo coherente con la asimetr¶ia negativa de los estad¶isticos descriptivos.
La correlaci¶on negativa entre los rendimientos burs¶atiles y las variaciones
de la volatilidad, leverage e®ect, se ha documentado tambi¶en en Black [1976],
Christie [1982], Schmalensee y Trippi [1978] y Nielsen y Vestergaard [2000], y
esta caracter¶istica por s¶i misma sugiere la conveniencia de modelar la volatil-
idad como un proceso estoc¶astico (una difusi¶on). En Nielsen y Vestergaard
[2000] se sugiere el inter¶es de modelar el leverage e®ect din¶amicamente, en
la medida en que este efecto sea s¶olo transitorio en el mercado de valores.
Esta cuesti¶on se aborda en el contexto de formas estructurales en tiempo
discreto en Le¶on, Rubio y Serna [2002].
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En la Figura 5 se muestran los valores estimados del estado. Es notable
que el valor m¶aximo del estado de la volatilidad se registra el primer d¶ia de
apertura despu¶es del once de septiembre de 2001.
Seguidamente se calcula la expresi¶on de la matriz de covarianzas robus-
ti¯cada de los par¶ametros seg¶un White [1980]. En los ap¶endices A-D se
muestran las expresiones anal¶iticas para derivar la matriz de informaci¶on
(necesaria para calcular la matriz de covarianzas robusti¯cada). Sin em-
bargo, el programa de la aproximaci¶on de Engle y Watson de la matriz
de informaci¶on no es todav¶ia satisfactorio, y para sustituir la inversa de la
matriz de informaci¶on se ha utilizado la matriz de covarianzas muestral del
Monte Carlo de muestras con los mismos valores param¶etricos, horizontes y
frecuencias muestrales.
En la literatura se emplea a menudo la inversa del hessiano num¶erico
de la menos log-verosimilitud (vid. Nielsen y Vestergaard [2000]) como una
aproximaci¶on asint¶otica v¶alida a la matriz de covarianzas de los par¶ametros
en la medida en que el estimador se distribuya normalmente alrededor del
verdadero valor.
En la Figura 6 y en la Figura 8 se muestran las series de las innovaciones
estimadas y las innovaciones estandarizadas estimadas, respectivamente.
En las Tablas 3 y 4 se muestran diversos estad¶isticos descriptivos de las
innovaciones y las innovaciones estandarizadas, respectivamente. El con-
traste de Jarque-Bera (JB=127.21) rechaza la hip¶otesis de normalidad de
los residuos estandarizados (el valor cr¶itico es Â295%(2) = 5:99): El contraste
de Ljung-Box no rechaza la hip¶otesis de no autocorrelaci¶on de los residuos
estandarizados (LB=31.31) (el valor cr¶itico es Â295%(30¡6) = 36:41): Sin em-
bargo, tanto las acf y pacf de las innovaciones estimadas y de las innovaciones
estandarizadas estimadas, en la Figura 7 y en la Figura 9, respectivamente,
adem¶as de la media de los residuos estandarizados, signi¯cativamente dis-
tinta de cero, sugieren que pudiera haber cierta estructura no modelada.
En particular, parece conveniente modelar un proceso (una difusi¶on) para
la tendencia. Los resultados de modelar un proceso Orstein-Uhlenbeck para
la tendencia se muestran en (tabla apropiada). La Figura 10 presenta la
evoluci¶on de los estados de la media y la volatilidad estimados.
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4.4.2 Segundo ejemplo: estimaci¶on del M.V.E. para el tipo
de cambio marco/d¶olar.
La serie del tipo de cambio marco/d¶olar consta de un total de 8070 observa-
ciones y se muestra en la Figura 11. Los intervalos temporales de muestreo
(variantes) de las (s¶olo) mil primeras observaciones (por claridad) se pre-
sentan en la Figura 12 mientras que las tasas de variaci¶on logar¶itmicas de
la serie aparecen en la Figuras 13, 14 y 15, y los que su correspondiente
histograma en la Figura 16.
En las Figuras 13, 14 y 15 se aprecia de nuevo una pauta de heterocedas-
ticidad condicional de las tasas de variaci¶on del tipo de cambio, en la forma
de clusters de volatilidad, si bien se aprecia que los rangos de variaci¶on son
heterog¶eneos en las diferentes submuestras, lo que es coherente con cambios
estructurales en diferentes reg¶imenes cambiarios. Adem¶as, la Tabla 4 mues-
tra algunos estad¶isticos descriptivos que informan de que la serie presenta
asimetr¶ia y un exceso de curtosis sobre la normal superior al de la primera
serie (4.69 frente a 2.39).
En la Tabla 5 se muestran las estimaciones del modelo de volatilidad
estoc¶astica y entre par¶entesis se indican sus desviaciones t¶ipicas estimadas
para la serie del tipo de cambio marco/d¶olar. Todos los par¶ametros son
signi¯cativamente distintos de cero. La estimaci¶on puntual de la media anual
de los rendimientos es r^ + ¾^½^ = :0010: Adem¶as el coe¯ciente de correlaci¶on
de los movimientos brownianos tiene signo negativo de modo coherente con
la asimetr¶ia negativa de los estad¶isticos descriptivos. El valor relativo ¾^
respecto de µ^=k^ (.1588/.0113) es bastante mayor que en el caso de los
rendimientos del ¶indice de bolsa (.2261/.0561), lo que es coherente con que
la segunda serie es m¶as leptoc¶urtica que la primera. Adem¶as el coe¯ciente
de correlaci¶on de los movimientos brownianos tiene signo negativo de modo
coherente con la asimetr¶ia negativa de los estad¶isticos descriptivos de la
Tabla 6.
En las Figuras 17, 18 y 19 se muestran los valores estimados del estado.
En comparaci¶on con la primera serie, la magnitud de los estados estimados es
bastante menor: en efecto la desviaci¶on est¶andar de la serie es m¶as reducida.
Tambi¶en la desviaci¶on est¶andar del ruido de observaci¶on es menor en el
modelo estimado de la segunda serie con respecto a la primera. Tambi¶en
se registran valores de los estados asociados a la volatilidad condicional
negativas (posibles por construcci¶on).
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Las Figuras 20, 21 y 22 presentan las innovaciones estimadas mientras
que las Figuras 24, 25 y 26 muestran las innovaciones estandarizadas esti-
madas. Especialmente en ¶estas ¶ultimas resalta que la primera submuestra
(cambios en el regimen de tipos de cambio) es m¶as leptoc¶urtica que las dos
restantes.
En las Tablas 7 y 8 se muestran diversos estad¶isticos descriptivos de las
innovaciones y las innovaciones estandarizadas, respectivamente. El con-
traste de Jarque-Bera (JB=3508.51) rechaza la hip¶otesis de normalidad de
los residuos estandarizados (el valor cr¶itico es Â295%(2) = 5:99): El contraste
de Ljung-Box no rechaza la hip¶otesis de no autocorrelaci¶on de los resid-
uos estandarizados (LB=35.77) (el valor cr¶itico es Â295%(30 ¡ 6) = 36:41):
Sin embargo, las acf y pacf tanto de los residuos como de los residuos es-
tandarizados, en las Figuras 23 y 27, respectivamente, sugieren que pudiera
haber cierta estructura no modelada. En particular, parece conveniente
modelar un proceso (una difusi¶on) para la tendencia.
4.5 Estudios Monte Carlo de los dos M.V.E. esti-
mados emp¶iricamente.
En esta secci¶on se eval¶ua el m¶etodo de estimaci¶on propuesto en el cap¶itulo 3
para el modelo de volatilidad estoc¶astica y el modelo aproximado benchmark
seg¶un el esquema de Euler, con los valores valores param¶etricos obtenidos
con las series temporales del USA S&P 500 Automobiles Industrial Index y
el tipo de cambio marco/d¶olar, respectivamente.
En las Tablas 10 y 11 se muestran los resultados de la estimaci¶on de
las simulaciones del modelo con los par¶ametros estimados a partir del USA
S&P 500 Automobiles Industrial Index, para un total de ocho tablas de 25
series independientes de datos generados a diferentes frecuencias y horizontes
temporales.
En la Tabla 10, el caso con h = 13 y f = (7=5) corresponde a los datos
generados con una frecuencia de observaci¶on aproximadamente igual a los de
la muestra emp¶irica para un total de 13 a~nos transcurridos desde el principio
hasta el ¯nal de la serie. Se observa que las medias de las estimaciones de
k y µ no est¶an centradas entorno a sus verdaderos valores. La di¯cultad de
distinguir entre k y µ en la estimaci¶on de esta forma param¶etrica de la media
del estado de la volatilidad (no observable) ya se ha destacado en Nielsen
y Vestergaard [2000] para modelos no lineales cuyo estado es la desviaci¶on
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t¶ipica, por ejemplo. La media de las estimaciones de la desviaci¶on est¶andar
del ruido de observaci¶on tambi¶en presenta un ligero sesgo. La media de las
estimaciones de ¾; sin embargo, est¶a muy centrada alrdededor del verdadero
valor, y el contraste de signi¯catividad es claramente distinto de cero.
Con el ¯n de comparar la in°uencia de aumentar h dada una frecuencia
f , tomemos h = 2 y f = (7=5)(1=2) con h = 3 y f = (7=5)(1=2) de la
Tabla 10 y adem¶as h = 13 y f = (7=5)(1=2) de la Tabla 10. Entonces,
disminuye mon¶otonamente la desviaci¶on est¶andar de los par¶ametros, y son
v¶alidos los comentarios a prop¶osito de la Tabla 10 anterior para el caso con
h = 13 y f = (7=5): Tambi¶en resalta que las estimaciones del Modelo Exacto
(M.E.) son m¶as precisas que las estimaciones con el modelo aproximado por
el esquema de Euler (M.A.) con h = 2 y h = 3 (muestras "muy cortas") y
se aproximan con h = 13.
Alternativamente, estudiaremos el efecto de aumentar la frecuencia f
dado un h. Por ejemplo, si comparamos los resultados de h = 5 y f =
(7=5)(1=4) en la Tabla 11 con los de h = 5 y f = (7=5)(1=6) en la Tabla
11 destaca la disminuci¶on de la desviaci¶on est¶andar de las medias de los
par¶ametros k y µ, que pasan a estar m¶as claramente no centradas en los
verdaderos valores. Sin embargo, recordaremos que el ¯ltro de Kalman del
M.E. es s¶olo aproximado (vid. Cap¶itulo 3) para los momentos de segundo
orden, pero tiende a ser exacto conforme aumenta la frecuencia (y h es lo
bastante grande) En efecto, con h = 7:5 y f = (7=5)(1=5) de la Tabla 11
(pr¶acticamente) todos los par¶ametros est¶an m¶as centrados que con h = 7:5
y f = (7=5)(1=4) alrededor de los verdaderos valores: Adem¶as, la frecuencia
de observaci¶on es lo bastante grande para que las estimaciones del M.E. sean
pr¶acticamente iguales a las del M.A..
En los diferentes casos de la Tabla 12 muestro los resultados de la es-
timaci¶on de las simulaciones del modelo de volatilidad estoc¶astica con los
par¶ametros estimados a partir del tipo de cambio marco/d¶olar, para un total
de cuatro tablas de 25 series independientes de datos generados a diferentes
frecuencias y horizontes temporales.
El ejemplo de la Tabla 12 con h = 32 y f = (7=5) corresponde a los
datos generados con una frecuencia de observaci¶on aproximadamente igual
a los de la muestra emp¶irica para un total de 32 a~nos transcurridos desde
el principio hasta el ¯nal de la serie. Se observa que, con esta frecuencia de
observaci¶on, es muy probable que se haya sobreestimado la media incondi-
cional del proceso de la volatilidad a trav¶es del par¶ametro µ, en detrimento
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de ¾: Tambi¶en parecen subestimarse los par¶ametros r y ¾²: Adem¶as, se apre-
cia que las estimaciones del M.E. son relativamente m¶as precisas que las del
M.A.
En vista de que la frecuencia de observaci¶on emp¶irica parece peque~na, se
experimenta con frecuencias mayores f = (7=5)(1=4); (7=5)(1=6); (7=5)(1=10),
y h = 2:5: Aunque, en general, se detecta mayor precisi¶on con el aumento
de la frecuencia, parece claro que subsiste el problema de identi¯caci¶on de
k y µ: Este an¶alisis resulta incompleto por lo que ser¶ia conveniente ensayar
frecuencias parecidas con un horizonte mayor h = 5. Tambi¶en se aprecia
que las estimaciones del M.E. y el M.A., dados h y f , son pr¶acticamente
iguales.
Cap¶³tulo 5
Conclusiones y l¶ineas futuras
de investigaci¶on
En este trabajo se ha desarrollado una nueva formulaci¶on de los modelos
econom¶etricos din¶amicos en tiempo continuo lineales de variables medidas
con error en instantes discretos. Se ha derivado adem¶as un algoritmo para
la estimaci¶on por m¶axima verosimilitud de todos los par¶ametros del modelo.
Los estimadores resultantes cuando la funci¶on de verosimilitud implicada
por el modelo es exactamente gaussiana son consistentes y asint¶oticamente
gaussianos y e¯cientes.
En el caso de los modelos de volatilidad estoc¶astica presentados, la
funci¶on de verosimilitud gaussiana es una aproximaci¶on a la verdadera, pero
conforme la frecuencia de observaci¶on aumenta, los estimadores son tambi¶en
consistentes y asint¶oticamente gaussianos y e¯cientes.
Las principales contribuciones de este trabajo son:
-Una formulaci¶on en el espacio de los estados de dimensi¶on m¶inima de los
modelos econom¶etricos din¶amicos en tiempo continuo lineales de variables
con errores de medida y observaciones en instantes discretos.
-Expresiones anal¶iticas para la maximizaci¶on de la funci¶on de verosimili-
tud del modelo. Nuestras estimaciones incluyen los componentes del estado
inicial que son identi¯cables. El tipo de condiciones iniciales es adecuado
tanto para el empleo de las ecuaciones de Riccati del ¯ltro del Kalman como
para las ecuaciones del tipo de Chandrasekhar o Casals-Sotoca-Jerez que,
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en el caso de formas estructurales de par¶ametros ¯jos y muestras de obser-
vaciones de frecuencia regular, a menudo ofrecen ventajas computacionales
evidentes.
-Una expresi¶on exacta de la matriz de informaci¶on de la funci¶on de
verosimilitud gaussiana (vid.Terceiro [1990]). Este resultado es particu-
larmente relevante tanto para el proceso iterativo de maximizaci¶on de la
funci¶on de verosimilitud como para la validez de los contrastes de validaci¶on
del modelo. Sin embargo, esta f¶ormula, en general, no puede calcularse
anal¶iticamente para los modelos econom¶etricos en tiempo continuo, en con-
tra de lo que se a¯rma en Harvey [1989], donde se ignora que algunas ma-
trices del modelo en el espacio de los estados tienen, una forma funcional
espec¶i¯ca, que incluye exponenciales de matrices, a diferencia de los modelos
habituales de forma estructural discreta : "It can also be done analitically,
using the results set out in subsections 3.4.5 and 3.4.6." (p. 491) . Se
presentan, no obstante, aproximaciones num¶ericas que pueden hacerse arbi-
trariamente precisas. Tambi¶en se indica la forma anal¶itica cuando es posible.
Las f¶ormulas que se muestran en la literatura para el c¶alculo de la matriz
de informaci¶on corresponden a la aproximaci¶on de Engle y Watson (vid.
Harvey [1989]) o casos particulares de la presentada en Terceiro [1990] (vid.
Terceiro [2000]).
Adem¶as, se ha calculado la matriz de informaci¶on apropiada de los mode-
los de volatilidad estoc¶astica tratados, para despu¶es computar una expresi¶on
robusti¯cada (aproximada) de la matriz de covarianzas seg¶un White [1980]
(puesto que la verosimilitud es s¶olo aproximada). Esta expresi¶on de la ma-
triz de informaci¶on tiene la peculiaridad de que las matrices de covarianzas
dependen de la magnitud del estado. Debe notarse que a menudo se presen-
tan estimaciones no robusti¯cadas de la matriz de covarianzas para mode-
los de volatilidad estoc¶astica no lineales, cuando algunos experimentos de
simulaci¶on muestran que los estimadores m¶aximo-veros¶imiles de una cierta
aproximaci¶on de la funci¶on de verosimilitud son sesgados (vid. Nielsen , J.
y M. Vestergaard, [2000]).
-Una consideraci¶on expl¶icita en todas las formulaciones del caso general
de observaciones de frecuencia irregular. Esto supone una generalizaci¶on del
caso de observaciones "missing", donde s¶olo se observan agregados contem-
por¶aneos o temporales de las variables.
Lo que se propone, y se ha contrastado num¶ericamente, es un proced-
imiento general para la estimaci¶on por m¶axima verosimilitud de modelos
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econom¶etricos din¶amicos en tiempo continuo lineales de variables medidas
con error en instantes discretos de tiempo.
En particular, se presentan ejemplos num¶ericos de estimaci¶on por m¶axima
verosimilitud de dos modelos. En ambos casos, se comparan las estima-
ciones del modelo exacto con las estimaciones de un modelo aproximado
benchmark constru¶ido mediante el esquema de Euler. El primero es un
Orstein-Uhlenbeck (BergstrÄom [1984]), cuya forma exacta se calcula con el
m¶etodo de Van Loan El segundo es una variaci¶on del modelo de volatili-
dad estoc¶astica de SchÄobel y Zhu [1998]. En ambos casos, se muestran las
ventajas de la estimaci¶on, en t¶erminos de consistencia y/o e¯ciencia, de los
modelos exactos frente a los aproximados. Adem¶as, en el caso del modelo de
volatilidad estoc¶astica, se ilustran las ventajas de la estimaci¶on, en t¶erminos
de consistencia y/o e¯ciencia de aumentar la frecuencia y/o horizonte de la
muestra.
El procedimiento de estimaci¶on que se describe aqu¶i es aplicable a di-
versos problemas de valoraci¶on de opciones ¯nancieras, bien sea mediante
f¶ormulas cerradas de los precios funciones de los par¶ametros o mediante
simulaciones de Monte Carlo del proceso estimado.
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Cap¶³tulo 6
Ap¶endices
6.1 Ap¶endice A. El ¯ltro de Kalman.
Supongamos el sistema que viene dado por:
xtk+1 = ©tkxtk + ¡tku
s
tk
+Etkwtk (A.1)
ztk = Htkxtk +Dtku
o
tk
+Ctkvtk (A.2)
tal que xt0 tiene un valor medio ¹xt0 y una matriz de covarianzas Pt0 y donde
fwtkg y fvtkg son procesos de ruido blanco de primeros momentos:
E [wtk ] = 0; E [vtk ] = 0
E
½·
wtk
vtk
¸ £
w0tk v
0
tk
¤¾
=
·
Qtk Stk
S0tk Rtk
¸
±tk1 tk2 (A.3)
donde Qtk ¸ 0 y Rtk > 0:
El estado inicial xt0 y las perturbaciones fwtkg y fvtkg son independen-
dientes y tienen distribuciones sim¶etricas alrededor de la media. N¶otese que
la normalidad de las distribuciones es un caso especial de este supuesto.
Si usamos la notaci¶on:
x^tijtj = E
£
xti j Ztj ;U ti ; µ
¤
(A.4)
Ptijtj = E
½h
xti ¡ x^tijtj
i h
xti ¡ x^tijtj
i0 j Ztj ;U ti ; µ¾ (A.5)
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donde Ztj =
n
z0t1 ; :::; z
0
tj
o0
y U tj = fu0t; t0 · t · tjg0 ; el ¯ltro de
Kalman viene dado por las siguientes expresiones:
x^tk+1j tk = ©tk x^tkj tk¡1 + ¡tku
s
tk
+Ktk [ztk ¡Htk x^tkj tk¡1 ¡Dtkuotk ] (A.6)
x^t0j t¡1 = E fxt0g = ¹xt0 (A.7)
Ktk =
£
©tkPtkj tk¡1H
0
tk
+EtkStkj tk¡1C
0
tk
¤ £
HtkPtkj tk¡1H
0
tk
+CtkRtk j tk¡1C
0
tk
¤¡1
(A.8)
Ptk+1j tk = ©tkPtkj tk¡1©
0
tk
+EtkQtkE
0
tk
¡Ktk
£
HtkPtkj tk¡1H
0
tk
+CtkRtk j tk¡1C
0
tk
¤
K 0tk
(A.9)
Pt0j t¡1 = Pt0 (A.10)
La formulaci¶on del ¯ltro de Kalman dado por (A:6)¡ (A:10) se obtiene
por la aplicaci¶on directa de los siguientes resultados.
Si X es una variable aleatoria tal que X » N(º;­); y de¯nimos Y =
AX + b; entonces:
Y » N(Aº + b;A­A0) (A.11)
Adem¶as, si suponemos que ¹ = Aº + b y § = A­A0; y que:
Y =
·
Y1
Y2
¸
; ¹ =
·
¹1
¹2
¸
; § =
·
§11 §12
§012 §22
¸
puede demostrarse que la distribuci¶on condicional de Y1 dado Y2 = y2 es:
N
£
¹1 +§12§
¡1
22 (y2 ¡ ¹2) ; §11 ¡§12§¡122 §012
¤
(A.12)
Por lo tanto, si reescribimos (A.1) y (A.2) en una forma de espacio de
los estados compacta:
·
xtk+1
ztk
¸
=
·
©tk Etk 0
Htk 0 Ctk
¸24 xtkwtk
vtk
35+ · ¡tk 0
0 Dtk
¸ ·
ustk
uotk
¸
(A.13)
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la distribuci¶on conjunta de
·
xtk+1
ztk
¸
, dado Ztk¡1 , es sim¶etrica alredededor
de la media:
·
©tk x^tkj tk¡1
Htk x^tkj tk¡1
¸
+
·
¡tk 0
0 Dtk
¸·
ustk
uotk
¸
(A.14)
y tiene por covarianza:
"
©tkPtkj tk¡1©
0
tk
+EtkQtkE
0
tk
©tkPtkj tk¡1H
0
tk
+EtkStkj tk¡1C
0
tk
HtkPtkj tk¡1©
0
tk
+CtkS
0
tkj tk¡1E
0
tk
HtkPtkj tk¡1H
0
tk
+CtkRtkj tk¡1C
0
tk
#
(A.15)
Este resultado es consecuencia de (A.11). Si las distribuciones de xt0 y
las perturbaciones fwtkg y fvtkg son normales, la distribuci¶on conjunta de£
x0tk+1 z
0
tk
¤0
es adem¶as normal.
Las expresiones (A.6), (A.8), y (A.9) del ¯ltro de Kalman se obtienen
directamente usando (A.14) y (A.15) en el resultado dado por (A.12).
De acuerdo con (A:1), (A:2), y (A:6) podemos escribir:
~xtk+1j tk =
¹©tk ~xtkj tk¡1 +Etkwtk ¡KtkCtkvtk
donde
~xtk+1j tk = xtk+1 ¡ x^tk+1j tk
¹©tk = ©tk ¡KtkHtk
Por lo tanto
Ptk+1j tk =
¹©tkPtkj tk¡1
¹©0tk +
£
Etk ¡KtkCtk
¤ " Qtk Stkj tk¡1
S0tkj tk¡1 Rtkj tk¡1
# ·
E0tk¡C0tkK0tk
¸
(A.13)
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Ptk+1j tk =
¹©tkPtkj tk¡1
¹©0tk +EtkQtkE
0
tk
+KtkCtkRtkj tk¡1C
0
tk
K0tk ¡KtkCtkS0tkj tk¡1E0tk
¡EtkStkj tk¡1C0tkK0tk (A.14)
La expresi¶on (A:13) pone de mani¯esto que Ptk+1j tk es el resultado de la
suma de dos matrices semide¯nidas positivas. No ocurre as¶i en (A:9). Por lo
tanto, los c¶alculos num¶ericos basados en (A:13) estar¶an mejor condicionados
que los basados en (A:9). Es importante observar que los posibles errores
num¶ericos en el c¶alculo deKtk por medio de (A:8) implican errores de primer
orden en Ptk+1j tk si se usa (A:9), mientras que hay errores de segundo orden
si se usa (A:13).
N¶otese que la expresi¶on que hemos obtenido en la derivaci¶on del ¯ltro de
Kalman di¯ere de la que normalmente se usa en la literatura econom¶etrica,
porque hemos tomado en cuenta la posibilidad de que los errores de las
ecuaciones de transici¶on y de observaci¶on puedan estar correlados. Tambi¶en
hemos inclu¶ido en esta formulaci¶on la matriz Ctk para de¯nir la distribuci¶on
del ruido de la ecuaci¶on de observaci¶on.
La posible existencia de correlaci¶on contempor¶anea entre wtk y vtk , car-
acterizada por la matriz Stk ; no es habitual en las formulaciones del ¯l-
tro de Kalman que se uan en la literatura econom¶etrica, y conduce a los
t¶erminos KtkCtkS
0
tkj tk¡1E
0
tk
y EtkStkj tk¡1C
0
tk
K 0tk en (A:14). La inclusi¶on de
este efecto podr¶ia tambi¶en tenerse en cuenta con una ligera rede¯nici¶on del
vector de estado, v¶ease Anderson and Moore [1979].
Para un tratamiento m¶as extenso del ¯ltro de Kalman pueden consultarse
Jazwinsky [1970] y Anderson y Moore [1979].
6.2 Ap¶endice B. C¶alculo del gradiente.
Si L(µ) es la funci¶on de verosimilitud, se quiere calcular el gradiente del
negativo del logaritmo de la funci¶on de verosimilitud, l(µ), tal que:
l(µ) = ¡ logL(µ) =
NX
k=1
·
m
2
log(2¼) +
1
2
log jBtk j+
1
2
~z0tkB
¡1
tk
~ztk
¸
(B.1)
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Si µi es el i-¶esimo elemento en el vector µ; se pretende calcular el t¶ermino
general
@l(µ)
@µi
.
Se har¶a uso de los siguientes resultados de la derivaci¶on de matrices:
@ log jA (®)j
@®
= tr
·
A (®)¡1
@A (®)
@®
¸
(B.2)
@A (®)¡1
@®
= ¡A (®)¡1 @A (®)
@®
A (®)¡1 (B.3)
Si se deriva (B.1) se obtiene:
@l(µ)
@µi
=
NX
k=1
½
1
2
tr
·
B¡1tk
@Btk
@µi
¸
+ ~z0tkB
¡1
tk
@~ztk
@µi
¡ 1
2
~z0tkB
¡1
tk
@Btk
@µi
B¡1tk ~ztk
¾
(B.4)
Es necesario calcular
@~ztk
@µi
y
@Btk
@µi
; y para hacer esto se procede como
sigue.
De (4.8) se tiene:
@~ztk
@µi
= ¡@Htk
@µi
x^tkj tk¡1 ¡Htk
@x^tkj tk¡1
@µi
¡ @Dtk
@µi
uotk ¡Dtk
@uotk
@µi
(B.5)
Si se sustituye (4.8) en (4.9), se obtiene:
x^tk+1j tk = ¹©tk x^tkj tk¡1 + ¡tku
s
tk
¡KtkDtkuotk +Ktkztk (B.6)
donde
¹©tk = ©tk ¡KtkHtk (B.7)
Si se deriva (B.6) resulta:
@x^tk+1j tk
@µi
=
@ ¹©tk
@µi
x^tkj tk¡1 + ¹©tk
@x^tk j tk¡1
@µi
+
@¡tk
@µi
ustk + ¡tk
@ustk
@µi
¡Ktk
µ
@Dtk
@µi
uotk +Dtk
@uotk
@µi
¶
+
@Ktk
@µi
¡
ztk ¡Dtkuotk
¢
(B.8)
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Conviene notar los problemas asociados al c¶alculo de algunos de estos t¶erminos
en esta f¶ormula. Por ejemplo, si se calcula (B.6) para la formulaci¶on exacta
en el espacio de los estados (2.21)-(2.25) de la forma estructural (2.2) se
necesita calcular:
¹©tk = e
A(tk+1¡tk) ¡Ktk ; ¡tk = eA(tk+1¡tk)
ustk = u
o
tk
=
Z tk+1
tk
eA(tk+1¡¿)Gu¿d¿
Supongamos en adelante, por simplicidad, que futg = f1g : Entonces,
para obtener las ecuaciones de sensibilidad del ¯ltro (B.8), es necesario cal-
cular expresiones como
@
¡
eA(tk+1¡tk)
¢
@µi
y
@
³R tk+1
tk
eA(tk+1¡ ¿)Gd¿
´
@µi
. Desgra-
ciadamente, no hay f¶ormulas anal¶iticas generales para estas derivadas dada
una matriz arbitraria A; as¶i que deben usarse las siguientes aproximaciones
num¶ericas:
@
¡
eA(tk+1¡tk)
¢
@Aij
'
³
eheie
0
j ¡ I
´
eA(tk+1¡tk)
h
@
³R tk+1
tk
eA(tk+1¡ ¿)Gd¿
´
@Aij
'
R tk+1
tk
e(A+heie
0
j)(tk+1¡ ¿)Gd¿ ¡ R tk+1tk eA(tk+1¡ ¿)Gd¿
h
No obstante, si la matriz A es diagonal, estas expresiones pueden calcu-
larse exactamente como sigue:
@
¡
eA(tk+1¡tk)
¢
@µi
= eA(tk+1¡tk)
@A
@µi
(tk+1 ¡ tk)
@
³R tk+1
tk
eA(tk+1¡ ¿)Gd¿
´
@µi
=
Z tk+1
tk
eA(tk+1¡ ¿)
@A
@µi
(tk+1 ¡ ¿)Gd¿
+
Z tk+1
tk
eA(tk+1¡ ¿)
@G
@µi
d¿
La expresi¶on
@Ktk
@µi
se obtiene de (4.10):
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@Ktk
@µi
=
·
@©tk
@µi
Ptk j tk¡1H
0
tk
+©tk
@Ptkj tk¡1
@µi
H 0tk +©tkPtk j tk¡1
@H 0tk
@µi
@Etk
@µi
StkC
0
tk
+Etk
@Stk
@µi
C0tk +EtkStk
@C 0tk
@µi
¸
B¡1tk
¡ £©tkPtkj tk¡1H 0tk +EtkStkC0tk¤B¡1tk @Btk@µi B¡1tk (B.9)
En cuanto a
@Btk
@µi
, si se deriva (4.12) se obtiene:
@Btk
@µi
=
@Htk
@µi
Ptkj tk¡1H
0
tk
+Htk
@Ptkj tk¡1
@µi
H 0tk +HtkPtkj tk¡1
@H 0tk
@µi
+
@Ctk
@µi
RtkC
0
tk
+Ctk
@Rtk
@µi
C0tk +CtkRtk
@C 0tk
@µi
(B.10)
Es preciso estudiar el caso especial del modelo de volatilidad estoc¶astica
univariante tratado en este trabajo. Se ve que las siguientes expresiones
pueden desarrollarse como:
@S^tkj tk¡1
@µi
=
@S^tkj tk¡1
@µi
+
@S^tkj tk¡1
@x^tkj tk¡1
@x^tkj tk¡1
@µi
@R^tkj tk¡1
@µi
=
@R^tkj tk¡1
@µi
+
@R^tkj tk¡1
@x^tkj tk¡1
@x^tkj tk¡1
@µi
+
@R^tkj tk¡1
@Ptkj tk¡1
@Ptk j tk¡1
@µi
Por ¶ultimo, se precisa calcular la expresi¶on
@Ptk+1j tk
@µi
. De (4.11) se
obtiene:
@Ptk+1j tk
@µi
=
@©tk
@µi
Ptkj tk¡1©
0
tk
+©tk
@Ptkj tk¡1
@µi
©0tk +©tkPtkj tk¡1
@©0tk
@µi
+
@
¡
EtkQtkE
0
tk
¢
@µi
¡ @Ktk
@µi
BtkK
0
tk
¡Ktk
@Btk
@µi
K 0tk ¡KtkBtk
@K 0tk
@µi
(B.11)
y de nuevo se presentan problemas computacionales. Si nos reducimos al
caso antes mencionado de la formulaci¶on exacta en el espacio de los estados
(2.21)-(2.25) de la forma estructural (2.2), entonces:
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Qtk = Stk = Rtk =
Z tk+1¡tk
0
eA¿¥§"¥
0eA
0¿d¿
Por tanto, de nuevo no hay una expresi¶on anal¶itica general para las derivadas
de estas expresiones con respecto a los elementos de la matriz A, de modo
que se usan las f¶ormulas aproximadas:
@Qtk
@Aij
=
@Stk
@Aij
=
@Rtk
@Aij
'
R tk+1¡tk
0 e
(A+heie0j)¿¥§"¥
0e(A+heie
0
j)
0
¿d¿ ¡ R tk+1¡tk0 eA¿¥§"¥0eA0¿d¿
h
No obstante, si A es diagonal, se puede escribir:
@Qtk
@µi
=
Z tk+1¡tk
0
eA¿
@A
@µi
¿¥§²¥
0eA
0¿d¿ +
Z tk+1¡tk
0
eA¿
@¥
@µi
§²¥
0eA
0¿d¿Z tk+1¡tk
0
eA¿¥
@§²
@µi
¥0eA
0¿d¿ +
Z tk+1¡tk
0
eA¿¥§²
@¥0
@µi
eA
0¿d¿Z tk+1¡tk
0
eA¿¥§²¥
0¿
@A0
@µi
eA
0¿d¿
Si en (B.11) se sustituye
@Ktk
@µi
por su expresi¶on (B.10), se puede simpli-
¯car la expresi¶on resultante, y si entonces se sustituye
@Btk
@µi
por la ecuaci¶on
(B.11), despu¶es de agrupar t¶erminos, se tiene:
@Ptk+1j tk
@µi
= ¹©tk
@Ptkj tk¡1
@µi
¹©0tk +Aitk +A
0
itk
(B.12)
donde:
Aitk =
@©tk
@µi
Ptkj tk¡1 ¹©
0
tk
¡Ktk
@Htk
@µi
Ptk j tk¡1 ¹©
0
tk
¡@Etk
@µi
StkC
0
tk
K 0tk ¡Etk
@Stk
@µi
C0tkK
0
tk
¡EtkStk
@C0tk
@µi
K0tk +
1
2
@
¡
EtkQtkE
0
tk
¢
@µi
+
1
2
Ktk
@
¡
CtkRtkC
0
tk
¢
@µi
K 0tk (B.13)
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6.3 Ap¶endice C. C¶alculo del hessiano.
El t¶ermino general del hessiano, Jij; viene dado por:
Jij =
@2l(µ)
@µi@µj
(C.1)
Si se deriva (B.4) se tiene:
Jij =
NX
k=1
½
¡1
2
tr
·
B¡1tk
@Btk
@µj
B¡1tk
@Btk
@µi
¸
+
1
2
tr
·
B¡1tk
@2Btk
@µi@µj
¸
+
@~z0tk
@µj
B¡1tk
@~ztk
@µi
¡ ~z0tkB¡1tk
@Btk
@µj
B¡1tk
@~ztk
@µi
+ ~z0tkB
¡1
tk
@2~ztk
@µi@µj
¡~z0tkB¡1tk
@Btk
@µi
B¡1tk
@~ztk
@µj
+ ~z0tkB
¡1
tk
@Btk
@µi
B¡1tk
@Btk
@µj
B¡1tk ~ztk
¡1
2
~z0tkB
¡1
tk
@2Btk
@µi@µj
B¡1tk ~ztk
¸
(C.2)
Las expresiones de
@2~ztk
@µi@µj
y
@2Btk
@µi@µj
se obtienen directamente si se
derivan las ecuaciones (B.5), (B.8), (B.9), (B.10 ) y (B.11). Si bien los resul-
tados son complejos anal¶iticamente, su programaci¶on es simple. No obstante
el coste computacional es considerable, y es aproximadamente equivalente a
la soluci¶on de
£
n(n+ 1)p2
¤
=2 ecuaciones.
Si los t¶erminos en segundas derivadas y el pen¶ultimo t¶ermino de la ex-
presi¶on (C.2) son despreciables, la expresi¶on siguiente ser¶ia una expresi¶on
v¶alida:
Jij =
NX
k=1
½
¡1
2
tr
·
B¡1tk
@Btk
@µj
B¡1tk
@Btk
@µi
¸
+
@~z0tk
@µj
B¡1tk
@~ztk
@µi
¡~z0tkB¡1tk
@Btk
@µj
B¡1tk
@~ztk
@µi
¡ ~z0tkB¡1tk
@Btk
@µi
B¡1tk
@~ztk
@µj
¾
(C.3)
El c¶alculo de esta expresi¶on emplea informaci¶on obtenida en el c¶alculo del
gradiente, y por esto no comporta ning¶un coste computacional extra. Esta
aproximaci¶on puede ser v¶alida en la pr¶actica dependiendo de la parametrizaci¶on
del problema.
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6.4 Ap¶endice D. C¶alculo de la matriz de infor-
maci¶on
El t¶ermino general de la matriz de informaci¶on es:
[M(µ)]ij = E
·
@2l(µ)
@µi@µj
¯¯¯¯
µ
¸
(D.1)
Se puede escribir la expresi¶on (C.2) que se obtiene en el Ap¶endice C de
@2l(µ)
@µi@µj
como:
Jij =
NX
k=1
½
¡1
2
tr
·
B¡1tk
@Btk
@µi
B¡1tk
@Btk
@µj
¸
+
1
2
tr
·
B¡1tk
@2Btk
@µi@µj
¸
+tr
·
B¡1tk
@~ztk
@µi
@~z0tk
@µj
¸
¡ tr
·
B¡1tk
@Btk
@µj
B¡1tk
@~ztk
@µi
~z0tk
¸
+ tr
·
B¡1tk
@2~ztk
@µi@µj
~z0tk
¸
¡tr
·
B¡1tk
@Btk
@µi
B¡1tk
@~ztk
@µj
~z0tk
¸
+ tr
·
B¡1tk
@Btk
@µi
B¡1tk
@Btk
@µj
B¡1tk ~ztk ~z
0
tk
¸
¡1
2
tr
·
B¡1tk
@2Btk
@µi@µj
B¡1tk ~ztk ~z
0
tk
¸¸
(D.2)
Si se usa que E [~ztk ] = 0 y que, de acuerdo con la ecuaci¶on (B.5),
@~ztk
@µi
no es una funci¶on de ~ztk ; entonces:
E
·
@~ztk
@µi
~z0tk
¸
= 0; E
·
@2~ztk
@µi@µj
~z0tk
¸
= 0
Si se toman valores esperados en (D.2), se tiene:
[M(µ)]ij =
NX
k=1
½
1
2
tr
·
B¡1tk
@Btk
@µi
B¡1tk
@Btk
@µj
¸
+ tr
½
B¡1tk E
·
@~ztk
@µi
@~z0tk
@µj
¸¾¾
(D.3)
Esta expresi¶on coincide con la usada enWatson y Engle (1983), y obtenida
en Engle y Watson (1981).
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Ahora se calcular¶a la expresi¶on correspondiente a E
·
@~ztk
@µi
@~z0tk
@µj
¸
: Para
hacer esto, primero se puede advertir que:
E
·
@~ztk
@µi
@~z0tk
@µj
¸
= Bijtk +
@~ztk
@µi
@~z0tk
@µj
(D.4)
donde
@~ztk
@µi
es la media de
@~ztk
@µi
y Bijtk es la matriz de covarianzas de
@~ztk
@µi
y
@~ztk
@µj
: Entonces:
[M(µ)]ij =
NX
k=1
(
1
2
tr
·
B¡1tk
@Btk
@µi
B¡1tk
@Btk
@µj
¸
+ tr
h
B¡1tk B
ij
tk
i
+ tr
"
B¡1tk
@~ztk
@µi
@~z0tk
@µj
#)
(D.5)
El problema se reduce entonces al c¶alculo de
@~ztk
@µi
,
@~ztk
@µj
y de Bijtk : Si se nota
que la expresi¶on (B.8) es equivalente a:
@x^tk+1j tk
@µi
= ¹©tk
@x^tkj tk¡1
@µi
+
·
@©tk
@µi
¡Ktk
@Htk
@µi
¸
x^tk j tk¡1
+
@¡tk
@µi
ustk + ¡tk
@ustk
@µi
¡Ktk
@Dtk
@µi
uotk ¡KtkDtk
@uotk
@µi
+
@Ktk
@µi
ztk
si se toman en cuenta las ecuaciones (B.6) y (B.8), se puede escribir el
siguiente sistema lineal de dimensi¶on 3n:
xctk+1 = ©
c
tk
xctk +
¡
¡stk
¢c ¡
ustk
¢c
+
¡
¡otk
¢c ¡
uotk
¢c
+Kctk ~ztk (D.6)
zctk = H
c
tk
xctk +D
c
tk
¡
uotk
¢c
(D.7)
donde:
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xctk =
"
x^0tkj tk¡1
@x^0tkjtk¡1
@µi
@x^0tkjtk¡1
@µj
#0
¡
ustk
¢c
=
" ¡
ustk
¢0 @ ¡ustk¢0
@µi
@
¡
ustk
¢0
@µj
#0
zctk =
·
@z0tk
@µi
@z0tk
@µj
¸0
¡
uotk
¢c
=
" ¡
uotk
¢0 @ ¡uotk¢0
@µi
@
¡
uotk
¢0
@µj
#0
y tal que:
©ctk =
26664
©tk 0 0
@©tk
@µi
¡Ktk
@Htk
@µi
¹©tk 0
@©tk
@µj
¡Ktk
@Htk
@µj
0 ¹©tk
37775
¡
¡ctk
¢s
=
26664
¡tk 0 0
@¡tk
@µi
¡tk 0
@¡tk
@µj
0 ¡tk
37775 ; ¡¡ctk¢o =
26664
0 0 0
¡Ktk
@Dtk
@µi
¡KtkDtk 0
¡Ktk
@Dtk
@µj
0 ¡KtkDtk
37775
Kctk =
26664
Ktk
@Ktk
@µi
@Ktk
@µj
37775 ; Hctk =
264 ¡
@Htk
@µi
¡Htk 0
¡@Htk
@µj
0 ¡Htk
375
Dtk =
264 ¡
@Dtk
@µi
Dtk 0
¡@Dtk
@µj
0 Dtk
375
Si se de¯ne
¹xctk = E
£
xctk
¤
; ¹zctk = E
£
zctk
¤
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y
P ctk = E
n£
xctk ¡ ¹xctk
¤ £
xctk ¡ ¹xctk
¤0o
; Bctk = E
n£
zctk ¡ ¹zctk
¤ £
zctk ¡ ¹zctk
¤0o
Las ecuaciones de la media y la covarianza del sistema se propagan como
sigue:
¹xctk+1 = ©
c
tk
¹xctk +
¡
¡stk
¢c ¡
ustk
¢c
+
¡
¡otk
¢c ¡
uotk
¢c
(D.8)
¹zctk = H
c
tk
¹xctk +D
c
tk
¡
uotk
¢c
(D.9)
P ctk+1 = ©
c
tk
P ctk
¡
©ctk
¢0
+KctkB
c
tk
¡
Kctk
¢0
(D.10)
Bctk = H
c
tk
P ctk
¡
Hctk
¢0
(D.11)
Entonces se dispone de valores de
@~ztk
@µi
y
@~ztk
@µj
de las ecuaciones (D.8) y
(D.9). El valor de Bijtk viene dado por (D.10) y (D.11) puesto que:
Bctk =
"
Biitk B
ij
tk
Bjitk B
jj
tk
#
Las condiciones iniciales de estas ecuaciones son:
xct0 =
£
¹x0t0 0 0
¤0
P ct0 =
24 P0 0 00 0 0
0 0 0
35
Como se indica en Terceiro [1990], si no hay un t¶ermino constante y el
sistema es estacionario ¹xt0 = 0 y P0 vendr¶a dado por la ecuaci¶on algebraica
de Lyapunov correspondiente. En las situaciones no estacionarias, el valor
de ¹xt0 est¶a dado por la soluci¶on estacionaria de (B.6) y P0 = 0:
Ap¶endice E. Estimaciones y Tablas.
k^ r^ ¾^ ½^ µ^ ¾^²
9:4498
(4:3300)
:2882
(:0480)
:2261
(:0417)
¡1:000
(:0000)
:5302
(:3136)
:0062
(:0002)
Log-verosimilitud: ¡11396:7379
Tabla 1: Las coe¯cientes que se muestran son las estimaciones m¶aximo-veros¶imiles
correspondientes a la funci¶on de verosimilitud gaussiana aproximada implicada por el
siguiente modelo de volatilidad estoc¶astica de las tasas de variaci¶on instant¶aneas en
tantos por uno del S&P 500 Automobil Industrial Index, de observaciones al cierre
diarias consecutivas, desde el 11 de septiembre de 1989 hasta el 14 de octubre de 2002:
d lnS¤t = rdt+ vst dW1t
dvst = (µ ¡ kvst )dt+ ¾dW2t
fW1t; t ¸ t0g y fW2t; t ¸ t0g son movimientos brownianos
E
£
dW 21t
¤
= E
£
dW 22t
¤
= dt; E [dW1tdW2s] = (½dt) ±ts
ln
¡
Stk+1=Stk
¢
= ln
³
S¤tk+1=S
¤
tk
´
+ ²tk
²tk »i:i:d: N
¡
0; ¾2²
¢
que se construye con el siguiente Modelo Exacto (M.E.) en el espacio de los estados:
xtk+1 = ©tkxtk + u
s
tk
+wtk
ztk = u
o
tk + vtk
xtk = v
s
tk
; ztk = ln
¡
Stk+1=Stk
¢
©tk = e
¡k(tk+1¡tk)
ustk = µ
R tk+1¡tk
0
e¡ktdt; uotk = (r + ¾½) (tk+1 ¡ tk)
½ = b=
¡
a2 + b2
¢ 1
2 ; a2 =
q
(1¡ b2)2
wtk = ¾
R tk+1
tk
e¡k(tk+1¡t)dW2t
vtk =
R tk+1
tk
£
vstke
¡k(t¡tk) + µH(t; tk)
¤
dW1t + ²tk ; H(t; tk) =
R t
tk
e¡k(t¡s)ds
Qtk = ¾
2
R tk+1¡tk
0
e¡2ktdt
Stk = ¾½
hR tk+1¡tk
0
¡
vstke
¡k(tk+1¡tk) + µe¡k(tk+1¡tk¡t)H(t; 0)
¢
dt
i
Rtk =
R tk+1¡tk
0
£
vstke
¡kt + µH(t; 0)
¤2
dt+ ¾2²
donde, adem¶as, el ¯ltro de Kalman se inicia con x^t0 = v^
s
t0 =
µ^
k^
y la soluci¶on de
la ecuaci¶on de Lyapunov implicada por la ecuaci¶on de transici¶on del estado P^t0 =
E
£
x2t0
¤
= E
h¡
vst0
¢2i
.
Entre par¶entesis se muestran los valores de las desviaciones t¶ipicas de los par¶ametros,
calculadas como desviaciones t¶ipicas muestrales a partir de un experimento Monte
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Carlo con 25 muestras del mismo horizonte temporal y la misma frecuencia media que
la serie emp¶irica.
El modelo aproximado (M.A.) seg¶un el esquema de Euler en el espacio de los
estados es:
Aproximaci¶on de Euler (M:A:)
xtk+1 = ©tkxtk + u
s
tk +wtk
ztk = u
o
tk
+ vtk
xtk = v
s
tk ; ztk = ln
¡
Stk+1=Stk
¢
©tk = [1¡ k(tk+1 ¡ tk)]
ustk = µ(tk+1 ¡ tk); uotk = (r + ¾½) (tk+1 ¡ tk)
½ = b=
¡
a2 + b2
¢ 1
2 ; a2 =
q
(1¡ b2)2
wtk = ¾
R tk+1
tk
dW2t
vtk =
R tk+1
tk
¡
vstk +
£
µ¡ kvstk
¤
(t¡ tk)
¢
dW1t
Qtk = ¾
2(tk+1 ¡ tk)
Stk = ¾½(tk+1 ¡ tk)
µ
(tk+1 ¡ tk)
2
£
µ ¡ kvstk
¤
+ vstk
¶
Rtk =
R tk+1¡tk
0
£
vstk +
£
µ ¡ kvstk
¤
t
¤2
dt+ ¾2²
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Tabla 2: Estad¶isticos descriptivos de las tasas de variaci¶on logar¶itmicas
del S&P 500 Automobiles Industrial Index de observaciones diarias
(de cierre) consecutivas:
11 de septiembre de 1989 - 14 de octubre de 2002
(Fuente: Ecowin)
Node observaciones 3302
Media: 0
Desviaci¶on est¶andar .0078
Asimetr¶ia -.0938
Exceso de curtosis sobre la normal 2.3860
Valor m¶inimo -.0636, # 3031
Valor m¶aximo .0355, #577
Jarque-Bera 788.10
Tabla 3: Estad¶isticos descriptivos de las innovaciones del M.V.E. para
las tasas de variaci¶on logar¶itmicas del S&P 500 Automobiles Industrial
Index de observaciones diarias (de cierre) consecutivas:
11 de septiembre de 1989 - 14 de octubre de 2002
(Fuente: Ecowin)
Node observaciones 3302
Media: -.0002 t =-1.61
Desviaci¶on est¶andar .0078
Asimetr¶ia -.1058
Exceso de curtosis sobre la normal 2.4791
Valor m¶inimo -.0648, # 3031
Valor m¶aximo .0350, #577
Jarque-Bera 851.7343
Tabla 4: Estad¶isticos descriptivos de las innovaciones estandarizadas del
M.V.E. para las tasas de variaci¶on logar¶itmicas del S&P 500 Automobiles
Industrial Index de observaciones diarias (de cierre) consecutivas:
11 de septiembre de 1989 - 14 de octubre de 2002
(Fuente: Ecowin)
Node observaciones 3302
Media: -.0342 t =-1.9651
Desviaci¶on est¶andar .9993
Asimetr¶ia .0123
Exceso de curtosis sobre la normal .9612
Valor m¶inimo -4.0852, # 2677
Valor m¶aximo 3.7774, #2678
Jarque-Bera 127.2053
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k^ r^ ¾^ ½^ µ^ ¾^²
16:2964
(1:6048)
:1598
(:0107)
:1588
(:0098)
¡1:000
(:0001)
:1840
(:0510)
:0021
(:0000)
Log-verosimilitud: ¡11396:7379
Tabla 5: Las coe¯cientes que se muestran son las estimaciones m¶aximo-veros¶imiles
correspondientes a la funci¶on de verosimilitud gaussiana aproximada implicada por el
siguiente modelo de volatilidad estoc¶astica de las tasas de variaci¶on instant¶aneas en
tantos por uno de los tipos de cambio marco/d¶olar al cierre diarios consecutivos, de
observaciones al cierre diarias consecutivas, desde el 4 de enero de 1971 hasta el 22 de
octubre de 2002:
d lnS¤t = rdt+ vst dW1t
dvst = (µ ¡ kvst )dt+ ¾dW2t
fW1t; t ¸ t0g y fW2t; t ¸ t0g son movimientos brownianos
E
£
dW 21t
¤
= E
£
dW 22t
¤
= dt; E [dW1tdW2s] = (½dt) ±ts
ln
¡
Stk+1=Stk
¢
= ln
³
S¤tk+1=S
¤
tk
´
+ ²tk
²tk »i:i:d: N
¡
0; ¾2²
¢
que se construye con el siguiente Modelo Exacto (M.E.) en el espacio de los estados:
xtk+1 = ©tkxtk + u
s
tk +wtk
ztk = u
o
tk + vtk
xtk = v
s
tk ; ztk = ln
¡
Stk+1=Stk
¢
©tk = e
¡k(tk+1¡tk)
ustk = µ
R tk+1¡tk
0 e
¡ktdt; uotk = (r + ¾½) (tk+1 ¡ tk)
½ = b=
¡
a2 + b2
¢ 1
2 ; a2 =
q
(1¡ b2)2
wtk = ¾
R tk+1
tk
e¡k(tk+1¡t)dW2t
vtk =
R tk+1
tk
£
vstke
¡k(t¡tk) + µH(t; tk)
¤
dW1t + ²tk ; H(t; tk) =
R t
tk
e¡k(t¡s)ds
Qtk = ¾
2
R tk+1¡tk
0 e
¡2ktdt
Stk = ¾½
hR tk+1¡tk
0
¡
vstke
¡k(tk+1¡tk) + µe¡k(tk+1¡tk¡t)H(t; 0)
¢
dt
i
Rtk =
R tk+1¡tk
0
£
vstke
¡kt + µH(t; 0)
¤2
dt+ ¾2²
donde, adem¶as, el ¯ltro de Kalman se inicia con x^t0 = v^
s
t0 =
µ^
k^
y la soluci¶on de
la ecuaci¶on de Lyapunov implicada por la ecuaci¶on de transici¶on del estado P^t0 =
E
£
x2t0
¤
= E
h¡
vst0
¢2i
.
Entre par¶entesis se muestran los valores de las desviaciones t¶ipicas de los par¶ametros,
calculadas como desviaciones t¶ipicas muestrales a partir de un experimento Monte
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Carlo con 25 muestras del mismo horizonte temporal y la misma frecuencia media que
la serie emp¶irica.
El modelo aproximado (M.A.) seg¶un el esquema de Euler en el espacio de los
estados es:
Aproximaci¶on de Euler (M:A:)
xtk+1 = ©tkxtk + u
s
tk +wtk
ztk = u
o
tk
+ vtk
xtk = v
s
tk ; ztk = ln
¡
Stk+1=Stk
¢
©tk = [1¡ k(tk+1 ¡ tk)]
ustk = µ(tk+1 ¡ tk); uotk = (r + ¾½) (tk+1 ¡ tk)
½ = b=
¡
a2 + b2
¢ 1
2 ; a2 =
q
(1¡ b2)2
wtk = ¾
R tk+1
tk
dW2t
vtk =
R tk+1
tk
¡
vstk +
£
µ¡ kvstk
¤
(t¡ tk)
¢
dW1t
Qtk = ¾
2(tk+1 ¡ tk)
Stk = ¾½(tk+1 ¡ tk)
µ
(tk+1 ¡ tk)
2
£
µ ¡ kvstk
¤
+ vstk
¶
Rtk =
R tk+1¡tk
0
£
vstk +
£
µ ¡ kvstk
¤
t
¤2
dt+ ¾2²
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Tabla 6: Estad¶isticos descriptivos de las tasas de variaci¶on logar¶itmicas
del tipo de cambio marco/d¶olar de observaciones diarias (de cierre)
consecutivas:
4 de enero de 1971-22 de octubre de 2002
(Fuente: Ecowin)
Node observaciones 8069
Media: 0
Desviaci¶on est¶andar .0029
Asimetr¶ia -.1164
Exceso de curtosis sobre la normal 4.6915
Valor m¶inimo -.0269, # 525
Valor m¶aximo .0255, #1958
Jarque-Bera 7418.35
Tabla 7: Estad¶isticos descriptivos de las innovaciones del M.V.E. para
las tasas de variaci¶on logar¶itmicas del tipo de cambio marco/d¶olar de
observaciones diarias (de cierre) consecutivas:
4 de enero de 1971-22 de octubre de 2002
(Fuente: Ecowin)
Node observaciones 8069
Media: .0000 t =-1.1404
Desviaci¶on est¶andar .0029
Asimetr¶ia -.1168
Exceso de curtosis sobre la normal 4.6931
Valor m¶inimo -.0269, # 525
Valor m¶aximo .0255, #1958
Jarque-Bera 7423.2848
Tabla 8: Estad¶isticos descriptivos de las innovaciones estandarizadas
del M.V.E. para las tasas de variaci¶on logar¶itmicas del tipo de cambio
marco/d¶olar de observaciones diarias (de cierre) consecutivas:
4 de enero de 1971-22 de octubre de 2002
(Fuente: Ecowin)
Node observaciones 8069
Media: -.0129 t =-1.1412
Desviaci¶on est¶andar 1.0139
Asimetr¶ia -.1474
Exceso de curtosis sobre la normal 3.2169
Valor m¶inimo -7.2567, # 525
Valor m¶aximo 6.7479, #1958
Jarque-Bera 3508.5108
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A^11 A^12 A^21 A^22 F^11 F^12 F^22
¡1:5 0 0 ¡1:5 1:5 :2 1:5
M:E: ¹µp ¡1:82 :03 ¡:06 ¡1:78 1:58 :30 1:52
sp (:50) (:64) (:70) (:67) (:20) (:19) (:17)
M:A: ¹µp ¡1:52 .03 ¡:05 ¡1:48 1:38 :19 1:37
sp (:38) (:45) (:52) (:47) (:16) (:14) (:12)
N = 100; a = d = :1
100 simulaciones
A^11 A^12 A^21 A^22 F^11 F^12 F^22
¡1:5 .0 0 ¡1:5 1:5 :2 1:5
M:E: ¹µp ¡1:95 :02 ¡:04 ¡1:80 1:63 :26 1:60
sp (:47) (:53) (:49) (:53) (:26) (:28) (:29)
M:A: ¹µp ¡1:25 ¡.02 ¡:03 ¡1:18 1:29 :14 1:30
sp (:25) (:25) (:26) (:25) (:20) (:16) (:21)
N = 100; a = :4; d = :1
100 simulaciones
A^11 A^12 A^21 A^22 F^11 F^12 F^22
¡1:5 .0 0 ¡1:5 1:5 :2 1:5
M:E: ¹µp ¡1:65 :02 ¡:00 ¡1:55 1:55 :25 1:53
sp (:24) (:20) (:23) (:28) (:14) (:09) (:14)
M:A: ¹µp ¡1:40 ¡:01 ¡:00 ¡1:32 1:38 :20 1:37
sp (:18) (:16) (:18) (:21) (:13) (:08) (:12)
N = 500; a = d = :1
100 simulaciones
A^11 A^12 A^21 A^22 F^11 F^12 F^22
¡1:5 .0 0 ¡1:5 1:5 :2 1:5
M:E: ¹µp ¡1:77 ¡:01 :01 ¡1:72 1:60 :27 1:57
sp (:23) (:18) (:23) (:26) (:24) (:12) (:24)
M:A: ¹µp ¡1:16 ¡:01 :02 ¡1:14 1:30 :19 1:29
sp (:12) (:10) (:12) (:12) (:20) (:09) (:19)
N = 500; a = :4; d = :1
100 simulaciones
Tabla 9: Las tablas que se muestran arriba son los resultados de las es-
timaciones m¶aximo-veros¶imiles correspondientes a la funci¶on de verosimilitud
gaussiana del Modelo Exacto de Orstein Uhlenbeck (M.E.) y del Modelo Aprox-
imado seg¶un el esquema de Euler (M.A.) para las diferentes frecuencias medias
de observaci¶on y n¶umero de observaciones que considero, representadas por f
y N , respectivamente, y los valores param¶etricos impuestos. Cada uno de los
resultados se obtiene a partir de 100 simulaciones independientes del M.E.
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El modelo de Orstein Uhlenbeck que examino viene dado por la ecuaci¶on
diferencial estoc¶astica de primer orden:
dyt = Aytdt+ d"t
dondef"t; t ¸ t0g es un movimiento browniano tal que:
E [d"t] = 0; E [d"td"
0
s] = (§"dt) ±ts
y se dispone de una muestra de las realizaciones de fytkg en un total de N
instantes discretos consecutivos, separados por N ¡ 1 intervalos de muestreo
sucesivos, ftk+1 ¡ tkg, conocidos. Entonces, su forma reducida puede escribirse:
ytk+1 = e
A(tk+1¡tk)ytk +
Z tk+1
tk
eA(tk+1¡¿)d"¿
De modo que, la forma en el espacio de los estados del Modelo Exacto de Orstein
Uhlenbeck (M.E.) es:
xtk+1 = ©tkxtk +Etkwtk
ytk = xtk + vtk
©tk = Etk = [e
A(tk+1¡tk)]
wtk = vtk =
Z tk+1
tk
eA(tk+1¡¿)d"¿
Qtk = Stk = Rtk =
Z tk+1¡tk
0
eA¿§"e
A0¿d¿
chol(§") = F
mintras que la forma en el espacio de los estados del Modelo Aproximado seg¶un
el esquema de Euler (M.A.) es:
xtk+1 = ©tkxtk +Etkwtk
ytk = xtk + vtk
©tk = Etk = [I +A(tk+1 ¡ tk)]
wtk = vtk =
Z tk+1
tk
d"¿
Qtk = Stk = Rtk = §"(tk+1 ¡ tk)
chol(§") = F
¹µp y sp denotan, respectivamente, la media y la desviaci¶on est¶andar de los
par¶ametros estimados a partir de 100 simulaciones independientes del M.E.,
para diferentes frecuencias medias de observaci¶on y n¶umero de observaciones,
representadas por f y N , respectivamente.
Los intervalos temporales entre las observaciones consecutivas se generan
mediante (tk+1 ¡ tk) »i:i:d: U(a; a+ d): Por lo tanto, f = (2a+ d)=2:
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k^ r^ ¾^ b^ µ^ ¾^²
9:4498 :2882 :2261 ¡1:0000 :5302 :0062
M:E: ¹µp 11:6856 :2929 :2230 ¡1:0000 :7660 :0060
sp (4:3300) (:0480) (:0417) (:0000) (:3136) (:0002)
M:A: ¹µp 11:3400 :2865 :2165 ¡1:0000 :7431 :0060
sp (4:0893) (:0460) (:0392) (:0000) (:2956) (:0002)
h = 13 (a~nos); f = (7=5) (d¶ias)
25 simulaciones
k^ r^ ¾^ b^ µ^ ¾^²
9:4498 :2882 :2261 ¡1:0000 :5302 :0062
M:E: ¹µp 11:4383 .2931 :2354 ¡1:0000 :7148 :0061
sp (3:8732) (:0647) (:0557) (:0000) (:2410) (:0001)
M:A: ¹µp 11:1735 .2880 :2306 ¡1:0000 :6981 :0061
sp (3:6716) (:0646) (:0555) (:0000) (:2219) (:0001)
h = 13 (a~nos); f = (7=5) (1=2) (d¶ias)
25 simulaciones
k^ r^ ¾^ b^ µ^ ¾^²
9:4498 :2882 :2261 ¡1:0000 :5302 :0062
M:E: ¹µp 11:0443 .2490 :2400 ¡:9311 :6677 :0061
sp (2:4829) (:0950) (:0794) (:3400) (:3097) (:0001)
M:A: ¹µp 11:1874 .2441 :2389 ¡:9297 :6785 :0061
sp (2:5448) (:0977) (:0807) (:3403) (:3031) (:0001)
h = 5 (a~nos); f = (7=5) (1=6) (d¶ias)
25 simulaciones
k^ r^ ¾^ b^ µ^ ¾^²
9:4498 :2882 :2261 ¡1:0000 :5302 :0062
M:E: ¹µp 9:9427 .2608 :2118 ¡1:0026 :5798 :0062
sp (4:0591) (:0970) (:0826) (:2255) (:2668) (:0001)
M:A: ¹µp 10:004 .2543 :2126 ¡1:0012 :5834 :0062
sp (4:0123) (:1126) (:0820) (:2251) (:2638) (:0001)
h = 7:5 (a~nos); f = (7=5) (1=5) (d¶ias)
25 simulaciones
Tabla 10: Resultados de las estimaciones del Modelo Exacto (M.E.) y del
Modelo Aproximado (M.A.), donde ¹µp y sp denotan, respectivamente, la media y
la desviaci¶on est¶andar de los par¶ametros estimados a partir de 25 simulaciones
independientes del M.E., para diferentes frecuencias medias de observaci¶on y
longitudes temporales de la muestra completa, representadas por f y h, respec-
tivamente.
Los valores param¶etricos que se emplean en las simulaciones son los estima-
dos para el M.E. con la muestra emp¶irica de las tasas de variaci¶on en tantos
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por uno del S&P 500 Automobil Industrial Index, de observaciones al cierre
consecutivas, desde el 11 de septiembre de 1989 hasta el 14 de octubre de 2002.
Los intervalos temporales entre las observaciones consecutivas se generan
mediante (tk+1 ¡ tk) »i:i:d: U(0; ±); donde ±=2 es el intervalo de muestreo medio.
N representa el n¶umero de observaciones. Por ejemplo, si se recoge un promedio
de una observaci¶on por d¶ia de apertura, durante un a~no, considero que ± =
(2) (7=5) (1=7)(1=52) y N = (5=7) (7) (52).
Entonces, h = N±2 representa el n¶umero (medio) de a~nos que abarca la mues-
tra simulada y f = ±2 (7) (52) es el tiempo medio en d
¶ias entre dos observaciones
consecutivas.
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k^ r^ ¾^ b^ µ^ ¾^²
9:4498 :2882 :2261 ¡1:0000 :5302 :0062
M:E: ¹µp 13:1711 :3120 :2587 ¡1:0296 :8159 :0060
sp (7:2712) (:1319) (:1180) (:2759) (:5860) (:0003)
M:A: ¹µp 13:7257 :3148 :2688 ¡1:0424 :8378 :0060
sp (7:8634) (:1451) (:1059) (:2677) (:6830) (:0003)
h = 2 (a~nos); f = (7=5) (1=2) (d¶ias)
25 simulaciones
k^ r^ ¾^ b^ µ^ ¾^²
9:4498 :2882 :2261 ¡1:0000 :5302 :0062
M:E: ¹µp 12:3904 .2933 :2437 ¡:9931 :7601 :0059
sp (6:7664) (:1258) (:1129) (:0537) (:4833) (:0003)
M:A: ¹µp 12:6398 .2954 :2443 ¡:9934 :7776 :0059
sp (7:1500) (:1225) (:1138) (:0523) (:5147) (:0003)
h = 3 (a~nos); f = (7=5) (1=2) (d¶ias)
25 simulaciones
k^ r^ ¾^ b^ µ^ ¾^²
9:4498 :2882 :2261 ¡1:0000 :5302 :0062
M:E: ¹µp 10:7197 .2665 :1982 ¡1:0335 :6215 :0061
sp (5:0808) (:0881) (:0902) (:1672) (:3710) (:0002)
M:A: ¹µp 10:7869 .2626 :1991 ¡1:0213 :6281 :0061
sp (5:1493) (:0942) (:0926) (:1797) (:3684) (:0002)
h = 5 (a~nos); f = (7=5) (1=4) (d¶ias)
25 simulaciones
k^ r^ ¾^ b^ µ^ ¾^²
9:4498 :2882 :2261 ¡1:0000 :5302 :0062
M:E: ¹µp 9:8138 .2589 :1937 ¡1:0223 :6104 :0061
sp (3:8697) (:0834) (:0571) (:1102) (:2324) (:0001)
M:A: ¹µp 9:8873 .2621 :1958 ¡1:0265 :6091 :0061
sp (3:9670) (:0846) (:0603) (:1096) (:2268) (:0001)
h = 7:5 (a~nos); f = (7=5) (1=4) (d¶ias)
25 simulaciones
Tabla 11: Resultados de las estimaciones del Modelo Exacto (M.E.) y del
Modelo Aproximado (M.A.), donde ¹µp y sp denotan, respectivamente, la media y
la desviaci¶on est¶andar de los par¶ametros estimados a partir de 25 simulaciones
independientes del M.E., para diferentes frecuencias medias de observaci¶on y
longitudes temporales de la muestra completa, representadas por f y h, respec-
tivamente.
Los valores param¶etricos que se emplean en las simulaciones son los estima-
dos para el M.E. con la muestra emp¶irica de las tasas de variaci¶on en tantos
78
por uno del S&P 500 Automobil Industrial Index, de observaciones al cierre
consecutivas, desde el 11 de septiembre de 1989 hasta el 14 de octubre de 2002.
Los intervalos temporales entre las observaciones consecutivas se generan
mediante (tk+1 ¡ tk) »i:i:d: U(0; ±); donde ±=2 es el intervalo de muestreo medio.
N representa el n¶umero de observaciones. Por ejemplo, si se recoge un promedio
de una observaci¶on por d¶ia de apertura, durante un a~no, considero que ± =
(2) (7=5) (1=7)(1=52) y N = (5=7) (7) (52).
Entonces, h = N±2 representa el n¶umero (medio) de a~nos que abarca la mues-
tra simulada y f = ±2 (7) (52) es el tiempo medio en d
¶ias entre dos observaciones
consecutivas.
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k^ r^ ¾^ b^ µ^ ¾^²
16:2964 :1598 :1588 ¡1:0000 :1840 :0021
M:E: ¹µp 16:8028 :1167 :1170 ¡1:0000 :3919 :0020
sp (1:6048) (:0107) (:0098) (:0001) (:0510) (:0000)
M:A: ¹µp 16:2445 :1124 :1127 ¡1:0000 :3787 :0020
sp (1:2561) (:0104) (:0089) (:0001) (:0397) (:0000)
h = 33 (a~nos); f = (7=5) (d¶ias)
25 simulaciones
k^ r^ ¾^ b^ µ^ ¾^²
16:2964 :1598 :1588 ¡1:0000 :1840 :0021
M:E: ¹µp 15:6623 :0958 :1165 ¡1:0524 :3235 :0021
sp (1:7764) (:0549) (:0401) (:2144) (:1338) (:0001)
M:A: ¹µp 15:9874 :0961 :1163 ¡1:0424 :3282 :0021
sp (2:3041) (:0552) (:0414) (:2137) (:1194) (:0001)
h = 2:5 (a~nos); f = (7=5) (1=4) (d¶ias)
25 simulaciones
k^ r^ ¾^ b^ µ^ ¾^²
16:2964 :1598 :1588 ¡1:0000 :1840 :0021
M:E: ¹µp 15:8858 .1096 :1220 ¡:9393 :3114 :0021
sp (1:7764) (:0716) (:0520) (:1890) (:1633) (:0001)
M:A: ¹µp 15:8524 :0961 :1219 ¡:9320 :3101 :0021
sp (3:6339) (:0689) (:0502) (:1815) (:1630) (:0001)
h = 2:5 (a~nos); f = (7=5) (1=6) (d¶ias)
25 simulaciones
k^ r^ ¾^ b^ µ^ ¾^²
16:2964 :1598 :1588 ¡1:0000 :1840 :0021
M:E: ¹µp 15:8193 .1148 :1252 ¡:9407 :3141 :0021
sp (1:5571) (:0673) (:0449) (:2336) (:1339) (:0000)
M:A: ¹µp 16:2276 .1175 :1282 ¡:9386 :3240 :0021
sp (1:4799) (:0642) (:0415) (:2382) (:1461) (:0000)
h = 2:5 (a~nos); f = (7=5) (1=10) (d¶ias)
25 simulaciones
Tabla 12: Resultados de las estimaciones del Modelo Exacto (M.E.) y del
Modelo Aproximado (M.A.), donde ¹µp y sp denotan, respectivamente, la media y
la desviaci¶on est¶andar de los par¶ametros estimados a partir de 25 simulaciones
independientes del M.E., para diferentes frecuencias medias de observaci¶on y
longitudes temporales de la muestra completa, representadas por f y h, respec-
tivamente.
Los valores param¶etricos que se emplean en las simulaciones son los estima-
dos para el M.E. con la muestra emp¶irica de las tasas de variaci¶on en tantos por
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uno del tipo de cambio marco/d¶olar, de observaciones al cierre consecutivas,
desde el 4 de enero de 1971 hasta el 22 de octubre de 2002.
Los intervalos temporales entre las observaciones consecutivas se generan
mediante (tk+1 ¡ tk) »i:i:d: U(0; ±); donde ±=2 es el intervalo de muestreo medio.
N representa el n¶umero de observaciones. Por ejemplo, si se recoge un promedio
de una observaci¶on por d¶ia de apertura, durante un a~no, considero que ± =
(2) (7=5) (1=7)(1=52) y N = (5=7) (7) (52).
Entonces, h = N±2 representa el n¶umero (medio) de a~nos que abarca la mues-
tra simulada y f = ±2 (7) (52) es el tiempo medio en d
¶ias entre dos observaciones
consecutivas.
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Ap¶endice F. Gr¶a¯cos.
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Figura 1: Serie del USA S&P 500 Automobiles Industrial Index (observaciones
diarias al cierre) entre el 11-9-89 y el 14-10-02.
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Figura 2: Tasas de variaci¶on logar¶itmicas del USA S&P 500 Automobiles
Industrial Index (observaciones diarias al cierre) entre 11-9-89 y 14-10-02.
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Figura 3: Serie de la longitud de los intervalos de muestreo entre las
observaciones consecutivas (un d¶ia=.0027) del USA S&P 500 Automobiles
Industrial Index entre el 11-9-89 y el 22-10-02.
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Figura 4: Histograma de las tasas de variaci¶on logar¶itmicas de la serie del
USA S&P 500 Automobiles Industrial Index (observaciones diarias al cierre)
entre el 11-9-89 y el 22-10-02.
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Figura 5: Estimaciones del estado de la volatilidad del modelo de volatilidad
estoc¶astica con las tasas de variaci¶on logar¶itmicas del USA S&P 500
Automobiles Industrial Index (observaciones diarias al cierre) entre el 11-9-89
y el 22-10-02.
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Figura 6: Innovaciones estimadas del modelo de volatilidad estoc¶astica con las
tasas de variaci¶on logar¶itmica del USA S&P 500 Automobiles Industrial Index
(diarias al cierre) entre el 11-9-89 y el 22-10-02.
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Figura 7: Funciones de autocorrelaci¶on simple y parcial de las innovaciones
estimadas en el modelo de volatilidad estoc¶astica con las tasas de variaci¶on
logar¶itmicas del USA S&P 500 Automobiles Industrial Index (observaciones
diarias al cierre) entre el 11-9-89 y el 22-10-02.
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Figura 8: Innovaciones estandarizadas estimadas del modelo de volatilidad
estoc¶astica con las tasas de variaci¶on logar¶itmicas del USA S&P 500
Automobiles Industrial Index (observaciones diarias al cierre) entre el 11-9-89
y el 22-10-02.
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Figura 9: Funciones de autocorrelaci¶on simple y parcial de las innovaciones
estandarizadas estimadas del modelo de volatilidad estoc¶astica con las tasas de
variaci¶on logar¶itmicas del USA S&P 500 Automobiles Industrial Index entre el
11-9-89 y el 22-10-02.
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Figura 10: Serie de los estados de la volatilidad y la tendencia estimados con
el modelo de dos factores con las tasas de variaci¶on logar¶itmicas del USA
Automobiles Industrial Index (observaciones diarias al cierre) entre el 11-9-89
y el 22-10-02.
86
0 2 0 0 0 4 0 0 0 6 0 0 0 8 0 0 0 1 0 0 0 0
1
1.5
2
2.5
3
3.5
4
n º  d e  l a  o b s e r v a c i ó n
ti
po
 d
e 
ca
m
bi
o 
m
ar
co
/d
ól
ar
Figura 11: Serie del tipo de cambio marco/d¶olar diario al cierre entre el 4-1-71
y el 22-10-02.
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Figura 12: Serie de las longitudes de los mil primeros intervalos de muestreo
(un d¶ia = .0027) entre las observaciones de la serie del tipo de cambio
marco/d¶olar diario al cierre entre el 4-1-71 y el 22-10-02.
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Figura 13: Serie de las tres mil primeras tasas de variaci¶on logar¶itmicas de las
observaciones diarias al cierre del tipo de cambio marco/d¶olar entre el 4-1-71 y
el 22-10-02
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Figura 14: Serie de las segundas tres mil tasas de variaci¶on logar¶itmicas de las
observaciones del tipo de cambio marco/d¶olar diarias al cierre entre el 4-1-71 y
el 22-10-02.
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Figura 15: Serie de las tasas de variaci¶on logar¶itmica desde la seis mil a la
¶ultima de las observaciones del tipo de cambio marco/d¶olar diario al cierre
entre el 4-1-71 y el 22-10-02.
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Figura 16: Histograma de las tasas de variaci¶on del tipo de cambio
marco/d¶olar diario al cierre entre el 4-1-71 y el 22-10-02.
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Figura 17: Serie de las estimaciones de los tres mil primeros valores del estado
del modelo de volatilidad estoc¶astica con las observaciones del tipo de cambio
marco/d¶olar diarias al cierre entre el 4-1-71 y el 22-10-02.
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Figura 19: Serie de las estimaciones de los valores del estado entre el seis mil y
el ¶ultimo del modelo de volatilidad estoc¶astica con las observaciones del tipo
de cambio marco/d¶olar diarias al cierre entre el 4-1-71 y el 22-10-02
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Figura 20: Serie de las estimaciones de las primeras tres mil innovaciones del
modelo de volatilidad estoc¶astica con las observaciones del tipo de cambio
marco/d¶olar diarias al cierre entre el 4-1-71 y el 22-10-02
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Figura 21: Serie de las estimaciones de las segundas tres mil innovaciones del
modelo de volatilidad estoc¶astica con las observaciones del tipo de cambio
marco/d¶olar diarias al cierre entre el 4-1-71 y el 22-10-02
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Figura 22: Serie de las estimaciones de las innovaciones entre la seis mil y la
¶ultima del modelo de volatilidad estoc¶astica con las observaciones del tipo de
cambio marco/d¶olar diarias al cierre entre el 4-1-71 y el 22-10-02
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Figura 23: Funciones de autocorrelaci¶on simple y parcial de las innovaciones
estimadas en el modelo de volatilidad estoc¶astica con las tasas de variaci¶on
logar¶itmicas del las observaciones del tipo de cambio marco/d¶olar diarias al
cierre entre el 4-1-71 y el 22-10-02.
0 5 0 0 1 0 0 0 1 5 0 0 2 0 0 0 2 5 0 0 3 0 0 0
-8
-6
-4
-2
0
2
4
6
8
n º  d e  l a  o b s e r v a c i ó n
in
no
va
ci
on
es
 e
st
im
ad
as
 e
st
an
da
ri
za
da
s
Figura 24: Serie de las estimaciones de las primeras tres mil innovaciones
estandarizadas del modelo de volatilidad estoc¶astica con las observaciones del
tipo de cambio marco/d¶olar diarias al cierre entre el 4-1-71 y el 22-10-02
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Figura 25: Serie de las estimaciones de las segundas tres mil innovaciones
estandarizadas del modelo de volatilidad estoc¶astica con las observaciones del
tipo de cambio marco/d¶olar diarias al cierre entre el 4-1-71 y el 22-10-02
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Figura 26: Serie de las estimaciones de las innovaciones estandarizadas entre la
seis mil y la ¶ultima del modelo de volatilidad estoc¶astica con las observaciones
del tipo de cambio marco/d¶olar diarias al cierre entre el 4-1-71 y el 22-10-02
94
5 1 0 1 5 2 0 2 5 3 0
-1
-0.5
0
0.5
1
A.C.F .  o f  i nnovac iones  en tandar i zadas  es t imadas ,  LBQ =   35 .77
5 1 0 1 5 2 0 2 5 3 0
-1
-0.5
0
0.5
1
P.A.C.F .  o f  innovac iones  en tandar izadas  es t imadas
Figura 27: Funciones de autocorrelaci¶on simple y parcial de las innovaciones
estimadas estandarizadas en el modelo de volatilidad estoc¶astica con las tasas
de variaci¶on logar¶itmicas del las observaciones del tipo de cambio marco/d¶olar
diarias al cierre entre el 4-1-71 y el 22-10-02.
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