Pairs of positive periodic solutions of second order nonlinear equations with indefinite weight  by Boscaggin, Alberto & Zanolin, Fabio
J. Differential Equations 252 (2012) 2900–2921Contents lists available at SciVerse ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Pairs of positive periodic solutions of second order
nonlinear equations with indeﬁnite weight
Alberto Boscaggin a,1, Fabio Zanolin b,∗,1
a SISSA – ISAS, International School for Advanced Studies, Via Bonomea 265, 34136 Trieste, Italy
b University of Udine, Department of Mathematics and Computer Science, Via delle Scienze 206, 33100 Udine, Italy
a r t i c l e i n f o a b s t r a c t
Article history:
Received 7 September 2011
Available online 1 October 2011
MSC:
34B15
34C25
47J30
58E05
Keywords:
Periodic solutions
Necessary conditions
Critical points
Pairs of positive solutions
We study the problem of the existence and multiplicity of positive
periodic solutions to the scalar ODE
u′′ + λa(t)g(u) = 0, λ > 0,
where g(x) is a positive function on R+, superlinear at zero and
sublinear at inﬁnity, and a(t) is a T -periodic and sign indeﬁnite
weight with negative mean value. We ﬁrst show the nonexistence
of solutions for some classes of nonlinearities g(x) when λ is small.
Then, using critical point theory, we prove the existence of at least
two positive T -periodic solutions for λ large. Some examples are
also provided.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we address our investigation to the existence and multiplicity of positive (i.e., u(t) > 0
for every t ∈ R) T -periodic solutions of the second order nonlinear scalar ODE
u′′ + f (t,u) = 0, (1.1)
where f = f (t, x) : R × R → R satisﬁes the Carathéodory assumptions [22], is T -periodic in the t-
variable and such that f (t,0) ≡ 0.
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A. Boscaggin, F. Zanolin / J. Differential Equations 252 (2012) 2900–2921 2901Just to start our discussion, assume for a moment that f (t, x) = f (x). In such a case, positive
periodic solutions exist if and only if f (x¯) = 0 for some x¯ > 0. Of course, any positive zero of f (x)
is a constant periodic solution and, in order to have the existence of nontrivial (i.e., non-constant)
positive solutions, one has to look for a closed orbit in the right half plane {(u,u′) | u > 0} of the
phase plane. This is possible only if f (x) changes its sign (passing from negative to positive values)
on R+0 := ]0,+∞[. Extending such elementary observations to the non-autonomous equation (1.1)
and using the fact that
∫ T
0 f (t,u(t))dt = 0 for every T -periodic solution u(t), one is led to assume
some sign conditions on f (t, x). For instance, splitting f (t, x) as
f (t, x) = −V (t)x+ h(t, x),
a possibility is that of assuming h(t, x)/x → 0 for x → 0+ (so that (1.1) linearizes at zero as
u′′ − V (t)u = 0) and imposing some suitable sign and asymptotic conditions on h(t, x)/x for x → +∞.
Symmetrically, one can also assume that h(t, x)/x → 0 for x → +∞ (so that (1.1) linearizes at
inﬁnity as u′′ − V (t)u = 0) and require suitable sign conditions for h(t, x) near zero. In this direc-
tion, results (at different levels of generality, that is, involving hypotheses on h(t, x) or its potential
H(t, x) := ∫ x0 h(t, ξ)dξ ) have been obtained by various authors (see, for instance, [29,35] and the ref-
erences therein).
In the present work we consider a case which appears rather new from the point of view of the
existing literature. Indeed, we suppose that
f (t, x) = q(t)g(x)
with g : R → R of constant (positive) sign on R+0 (and, of course, g(0) = 0). In such a situation and
for q ≡ 0, a necessary condition for the existence of positive periodic solutions is that the weight
function q(t) changes its sign on [0, T ]. Notice that any positive periodic solution (if it exists) will be
non-constant.
Nonlinear boundary value problems with sign indeﬁnite weights have been studied from different
points of view in the past ﬁfty years. In 1965 and 1967, Waltman [36] and Kiguradze [23] studied the
oscillatory behavior of the solutions to the superlinear equation u′′ + q(t)u2n−1 = 0 (see also [37] for
extensions to more general nonlinearities and a rather exhaustive list of references till to the 2000
year). The periodic problem for
u′′ + q(t)g(u) = 0 (1.2)
was considered by Butler in [14] and [15] for g(x) having superlinear growth at inﬁnity or sublinear
growth at zero, respectively. In [14], inﬁnitely many periodic oscillatory solutions are found. Further
results in this direction have been obtained by Terracini and Verzini in [34] and by Papini and Zanolin
in [30]. In these papers solutions with a large number of zeros in the intervals of positivity of the
weight are produced. This, in turn, led Capietto, Dambrosio and Papini in [16] to study the existence
of chaotic dynamics for (1.2) as well as for
u′′ + cu′ + q(t)g(u) = 0.
Both in [34] and in [16] the authors obtain solutions of (1.2) globally deﬁned on R and, again, with a
complex oscillatory behavior expressed in terms of their number of zeros.
On the other hand, starting with the nineties, many authors have investigated the existence and
multiplicity of positive solutions to boundary value problems (typically, the Dirichlet or the Neumann
one) associated to the nonlinear elliptic PDE
u − ku + q(x)g(u) = 0, x ∈ Ω ⊂ RN , (1.3)
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one-dimensional case of (1.3) for k = 0. Such kind of problems arise from the search of stationary
solutions to some reaction diffusion systems (see [6]); a large (although incomplete) list of refer-
ences on the subject is contained in [31]. Multiplicity results for positive solutions of Eq. (1.3), with
Dirichlet boundary conditions on a bounded domain Ω, have been obtained in [9,17,20,21,26] in the
superlinear case. Such results deal with the case in which q(x) splits as
q(x) = εa+(x) − μa−(x),
with a+(x), a−(x) the positive and the negative part of a sign-changing weight a(x), and hold for
ε > 0 small or μ > 0 large. When k = 0, however, the Neumann problem for (1.3), as well as the
periodic problem for (1.2), exhibit some peculiar diﬃculties due to the presence of some necessary
conditions for the existence of positive solutions (see [7] and the results in Section 2 below, particu-
larly Proposition 2.1 and Remark 2.1).
There are interesting connections between the periodic and the Neumann boundary value prob-
lems for Eq. (1.2), besides the obvious fact that, in both cases, k0 = 0 is the principal eigenvalue for the
operator −u′′ , with the corresponding eigenspace made up by the constant functions. For instance, if
the T -periodic weight function q(t) is even-symmetric with respect to some t0 ∈ [0, T [, in the sense
that
q(t0 + s) = q(t0 − s), ∀s ∈ R, (1.4)
then any (positive) solution u(t) of (1.2) satisfying the Neumann boundary conditions
u′
(
t0 − T
2
)
= u′(t0) = 0
can be extended, by symmetry with respect to t0 and by T -periodicity, to a (positive) T -periodic
solution of (1.2). Note also that a function q(t) satisfying the symmetry condition (1.4) changes its sign
on [0, T ] if and only if it is of non-constant sign on [t0, t0 + T2 ]. Using this remark, we can translate
some theorems for the existence of positive solutions for the Neumann BVP associated to (1.3) (with
k = 0) to corresponding periodicity results for (1.2). As an example in this direction, we can apply
a recent theorem in [10] (which extends the result of [20] to the Neumann problem) in order to
provide multiple positive T -periodic solutions to (1.2) when g(x) is superlinear at inﬁnity and q(t) =
a+(t) − μa−(t), with μ > 0 large.
In the present work we study the existence of multiple positive T -periodic solutions to (1.2) under
a different set of assumptions for g(x); indeed, we impose some hypotheses which imply that g(x) is
superlinear at zero and sublinear at inﬁnity, that is:
lim
x→0+
g(x)
x
= 0, lim
x→+∞
g(x)
x
= 0. (1.5)
The choice of this terminology is due to the fact that a possible function g(x) satisfying (1.5) is
one which behaves like xα with α > 1 near zero and like xβ with 0  β < 1 near inﬁnity. It is
also consistent with the analogous case for the Dirichlet problem where the term super-sublinear is
referred to a function having slope less than the ﬁrst eigenvalue at zero and at inﬁnity [18, p. 361]. For
the precise technical conditions on g(x) assumed in this paper, see Proposition 2.2 and Theorem 3.1.
For what concerns the weight function q(t), we write it as q(t) = λa(t), with λ > 0, so that we are
ﬁnally led to consider the equation
u′′ + λa(t)g(u) = 0, (1.6)
with λ > 0 playing the role of a parameter.
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u′′ + λa+(t)g(u) = 0
(a+ ≡ 0) and with a nonlinearity g(x) satisfying (1.5), or related conditions, has been widely investi-
gated in the literature mainly in the frame of the more general elliptic PDE
u + λ f (x,u) = 0, x ∈ Ω.
Starting with the classical papers of Amann [3] and Rabinowitz [32] (see also [4,19,25]), typical results
in this setting guarantee the existence of at least two positive solutions for λ > 0 large enough. Our
aim is to show that such a classical condition, paired with the hypothesis that a(t) has negative mean
value, i.e.,
T∫
0
a(t)dt < 0, (1.7)
ensures the multiplicity of positive periodic solutions to (1.6). More precisely, in Section 3 we prove
(see Theorem 3.1) the existence of at least two positive T -periodic solutions to (1.6) for every λ > λ∗
(with, of course, λ∗ depending on g(x) and a(t)). This goal is achieved using critical point techniques
in a variational setting. It is worth noticing that the result holds under mild regularity assumptions on
the weight (even continuity is not required provided that the solutions are meant in the generalized
sense). Moreover, we stress again that the role of λ∗ is similar to that played by the same coeﬃcient
in Rabinowitz’s paper [32] and the assumption λ > λ∗ is justiﬁed by a nonexistence result for λ small
(see Proposition 2.2). On the other hand, (1.7) is a sharp hypothesis since it is a necessary condition
for the existence of positive periodic solutions in the case of (1.6) with g′(x) > 0 (see Proposition 2.1).
As a possible corollary of Theorem 3.1 we have the following result (where, for simplicity, we
assume a(t) continuous).
Theorem 1.1. Let g : R+ → R+ := [0,+∞[ be a continuous function with g(0) = 0 and g(x) > 0 for x > 0,
such that
g(x) ∼ xα, for x → 0+ and g(x) ∼ xβ, for x → +∞,
for some 0  β < 1 < α. Let a : R → R be a continuous and T -periodic function with ∫ T0 a(t)dt < 0 and
a+ ≡ 0. Then there exists λ∗ > 0 such that, for each λ > λ∗ , Eq. (1.6) has at least two positive T -periodic
solutions.
Examples in which our result applies are the equations
u′′ + λ(ρ + cos t) u
α
1+ uγ = 0,
with −1 < ρ < 0 and 0 < α − 1 γ , or
u′′ + λ sin t
c + sin t arctan
(
uα + uγ )= 0,
with c > 1 and γ  α > 1. In both the cases the existence of at least two positive 2π -periodic solu-
tions is guaranteed for λ > 0 suﬃciently large. Estimates for λ∗ can be provided too (see Remark 3.3).
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a λ∗(m) > 0 such that no positive 2mπ -periodic solutions exist when 0 < λ < λ∗(m) (see Proposi-
tion 2.2).
We conclude this introduction with a list of notation and assumptions used throughout the paper.
We denote by R+ (resp., Z+) the set of nonnegative real (resp., integer) numbers and by R+0
(resp., Z+0 ) the set of positive real (resp., integer) numbers. The basic assumptions on the functions
involved in Eq. (1.6) are the following:
(g∗) g : R+ → R is continuous, with g(0) = 0 and g(x) > 0, ∀x > 0,
(a∗) a : R → R is L1loc and T -periodic, with
∫ T
0 a
+(t)dt ,
∫ T
0 a
−(t)dt > 0.
Here,
a+(t) := max(a(t),0), a−(t) := max(−a(t),0)
denote the positive and the negative part of a(t), respectively.
We use standard notation for the Sobolev spaces Wk,p (k ∈ Z+ , 1  p < ∞). As usual, we set
Hk := Wk,2, while, by convention, W 0,p = Lp . Moreover, for every m ∈ Z+0 , we set
Wk,pmT :=
{
u ∈ Wk,ploc (R)
∣∣ u ismT -periodic},
with norm
‖u‖
Wk,pmT
:=
(
k∑
j=0
mT∫
0
∣∣u( j)(t)∣∣p dt
) 1
p
.
We recall that, if k 1 and p > 1,
Wk,pmT ↪→ Ck−1mT :=
{
u ∈ Ck−1(R) ∣∣ u ismT -periodic}
with compact embedding. For u ∈ L1mT , we set
u¯ := 1
mT
mT∫
0
u(s)ds, u˜(t) := u(t) − u¯ (1.8)
and we recall that, if u ∈ H1mT , the Sobolev and Wirtinger inequalities hold true:
(
sup
t∈R
∣∣u˜(t)∣∣)2  mT
12
mT∫
0
u′(t)2 dt, (1.9)
mT∫
0
u˜(t)2 dt 
(
mT
2π
)2 mT∫
0
u′(t)2 dt. (1.10)
As a consequence, the quantity (u¯2 + ∫mT0 (u′)2 dt) 12 is an equivalent norm on H1mT .
Solutions to Eq. (1.6) will be considered in the generalized (Carathéodory) sense. Namely, by a
(globally deﬁned) solution of (1.6) (or of related equations) we mean a function in W 2,1loc (R) satisfying
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m ∈ Z+0 , is a solution which belongs to W 2,1mT . Of course, if a(t) ∈ LpT (for some p > 1) then every
solution is in W 2,ploc , while if a(t) is continuous then every solution is of class C
2 and solves the
equation for every t ∈ R (that is, it is a classical solution).
By a positive solution, we mean a solution u(t) such that u(t) > 0 for every t ∈ R.
2. Nonexistence results
In this section, we give two nonexistence results (Proposition 2.1 and Proposition 2.2) for positive
periodic solutions of equation
u′′ + λa(t)g(u) = 0. (2.1)
Our analysis for this section concerns both the harmonic solutions (i.e. T -periodic) as well as the
subharmonics. As anticipated in the Introduction, λ > 0 plays the role of a parameter, while g(x) and
a(t) satisfy the assumptions (g∗) and (a∗) listed above. Note that (g∗) and (a∗) imply that no positive
constant solutions exist for (2.1).
Our ﬁrst nonexistence result is an adaptation to the periodic case of similar results obtained in
[7,8] for the Neumann problem.
Proposition 2.1. Let us suppose g ∈ C1(R+0 ) with g′(x) > 0 for every x > 0.
If
∫ T
0 a(t)dt  0, then Eq. (2.1) has no positive mT -periodic solutions for every m ∈ Z+0 and every λ > 0.
Proof. If u(t) is a positive mT -periodic solution of (2.1), an integration by parts gives
mT∫
0
u′′(t)
g(u(t))
dt =
[
u′(t)
g(u(t))
]mT
0
+
mT∫
0
g′
(
u(t)
)( u′(t)
g(u(t))
)2
dt
=
mT∫
0
g′
(
u(t)
)( u′(t)
g(u(t))
)2
dt.
Being, for a.e. t ∈ [0,mT ],
u′′(t)
g(u(t))
= −λa(t)
and u′ ≡ 0, we obtain
mλ
T∫
0
a(t)dt = λ
mT∫
0
a(t)dt = −
mT∫
0
g′
(
u(t)
)( u′(t)
g(u(t))
)2
dt < 0,
a contradiction. 
Remark 2.1. The above result extends to a wider class of equations. In particular, we propose the
following general formulation which may have some independent interest.
Let J ⊂ R be an open interval and g ∈ C1( J ) with g(x) > 0 and g′(x) > 0 for every x ∈ J . Moreover, let
q ∈ L1([0, T ]). Then, the condition
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0
q(t)dt < 0 (2.2)
is necessary for the existence of a solution u(t) with u(t) ∈ J for every t ∈ [0, T ] for both the Neumann and
the periodic problems
{
u′′ + q(t)g(u) = 0,
u′(0) = u′(T ) = 0,
{
u′′ + q(t)g(u) = 0,
u(0) = u(T ), u′(0) = u′(T ).
Obviously, Proposition 2.1 is just a particular case, with J = R+0 . Observe however, that, in its general
formulation, the result allows also the case of singularities for g(x) like g(0+) = −∞. This suggests
the following question: when the condition (2.2) is a suﬃcient one? Positive answers have been given
(with different assumptions on g(x)) for the Neumann problem with J = R+0 in [7,8,13] and for the
Neumann and the periodic problems on J = R in [24]. Recently, in [12] for a stepwise weight q(t),
the necessary condition has been proved to be suﬃcient for the periodic problem with J = R+0 and
g(x) singular in 0.
Our second result shows that, in the super-sublinear case, nonexistence can occur also in the case∫ T
0 a(t)dt < 0. Indeed, in order to have positive periodic solutions, also λ must be not too small. This
gives a (negative) answer, for the problem considered in the paper, to the general question raised in
Remark 2.1. Of course, we cannot exclude that the mean value condition on the weight is a necessary
and suﬃcient one for different classes of increasing nonlinearities.
Proposition 2.2. Let us suppose g ∈ C1(R+0 );moreover assume that:
• there exist α > 1, K > 0 such that
lim
x→0+
g(x)
xα
= lα > 0 (2.3)
and
∣∣g′(x)∣∣ Kxα−1, for every x > 0; (2.4)
• there exists
lim
x→+∞ g(x) =: g
+ ∈ ]0,+∞[. (2.5)
Finally, let us assume a ∈ L2T with
∫ T
0 a(t)dt = 0.
Then for every m ∈ Z+0 there exists λ∗(m) > 0 such that, for every 0 < λ < λ∗(m), Eq. (2.1) has no positive
mT -periodic solutions.
Possible examples of a function g(x) satisfying the assumptions of Proposition 2.2 are given by
g(x) = x
α
xα + 1
or
g(x) = arctan xα,
with α > 1.
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periodic solutions of (2.1) with λk = 0 and λk → 0+ . Since a ∈ L2T , uk ∈ H2mT .
Step 1. We claim that ‖uk‖H2mT is bounded. In fact, multiplying
u′′k (t) + λka(t)g
(
uk(t)
)= 0
by u˜k(t) and integrating by parts we get
mT∫
0
u′k(t)
2 dt = λk
mT∫
0
a(t)g
(
uk(t)
)
u˜k(t)dt  C1λk‖a‖L1mT ‖u˜k‖L∞
 C2λk‖a‖L1mT
( mT∫
0
u′k(t)
2 dt
)1/2
,
where C1,C2 > 0 are suitable positive constants which do not depend on uk. The above inequality
implies that
∫mT
0 u
′
k(t)
2 dt is bounded (actually, it converges to 0).
Moreover, u¯k is bounded too. In fact, let us assume by contradiction that, up to subsequences,
u¯k → +∞; as ‖u˜k‖L∞ is bounded by Sobolev inequality (1.9), uk(t) → +∞ uniformly and the domi-
nated convergence theorem and (2.5) imply that
0 =
mT∫
0
a(t)g
(
u¯k + u˜k(t)
)
dt → g+
mT∫
0
a(t)dt = 0,
which is a contradiction. By the equivalence of (u¯2 + ∫mT0 (u′)2 dt) 12 with the standard norm of H1mT ,
we deduce that ‖uk‖H1mT is bounded. Moreover, directly from the equation we get that
mT∫
0
u′′k (t)
2 dt = λ2k
mT∫
0
a(t)2g
(
uk(t)
)2
dt  C3λ2k‖a‖2L2mT (2.6)
(for suitable C3 > 0), which implies the H2mT bound for (uk)k.
Step 2. We prove that uk → 0 in H2mT . In fact, by reﬂexivity, there exists u ∈ H2mT , u  0 such that, up
to subsequences, uk → u weakly in H2mT and strongly in C1mT . Moreover (2.6) implies that u′′(t) = 0,
that is u(t) ≡ c for some constant c  0. But
0 =
mT∫
0
a(t)g
(
uk(t)
)
dt → g(c)
mT∫
0
a(t)dt,
which implies g(c) = 0 and hence 0 = c = u. By compactness, uk → 0 in H1mT ; moreover (2.6) implies
that u′′k → 0 in L2mT . Hence, uk → 0 in H2mT as claimed.
Step 3. Set vk(t) := uk(t)‖uk‖H2 ; then ‖vk‖H2mT = 1 and vk satisﬁesmT
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g(uk)
‖uk‖H2mT
= 0. (2.7)
By reﬂexivity and up to subsequences, vk → v  0 weakly in H2mT and strongly in C1mT . Moreover,
(2.3) and (2.5) imply that, for some C4 > 0,
g(x) C4x, ∀x 0;
hence, for every t ∈ [0,mT ],
g(uk(t))
‖uk‖H2mT
 C4
uk(t)
‖uk‖H2mT
 C4
‖uk‖L∞
‖uk‖H2mT
 C5
(for a suitable constant C5 > 0), which implies that
λ2k
mT∫
0
a(t)2
(
g(uk(t))
‖uk‖H2mT
)2
dt  C25λ2k
mT∫
0
a(t)2 dt. (2.8)
Hence passing to the limit into (2.7) we get that v ′′(t) = 0, that is v(t) ≡ c for some constant c  0.
Moreover, we have
0 =
mT∫
0
a(t)
g(uk(t))
‖uk‖αH2mT
dt
=
mT∫
0
a(t)
( g(vk(t)‖uk‖H2mT ) − g(c‖uk‖H2mT )
‖uk‖αH2mT
)
dt +
mT∫
0
a(t)
g(c‖uk‖H2mT )
‖uk‖αH2mT
dt.
By the Lagrange theorem and in view of (2.4), for some 0 sk = s(k, t) 1,
∣∣∣∣ g(vk(t)‖uk‖H2mT ) − g(c‖uk‖H2mT )‖uk‖αH2mT
∣∣∣∣=
∣∣∣∣ g
′(‖uk‖H2mT (skvk(t) + (1− sk)c))‖uk‖H2mT |vk(t) − c|
‖uk‖αH2mT
∣∣∣∣
 K
‖uk‖αH2mT (skvk(t) + (1− sk)c)
α−1|vk(t) − c|
‖uk‖αH2mT
 C6
(∥∥vk(t)∥∥α−1L∞ + cα−1)∣∣vk(t) − c∣∣
 C7
(∥∥vk(t)∥∥α−1H2mT + cα−1)∣∣vk(t) − c∣∣
= C7
(
1+ cα−1)∣∣vk(t) − c∣∣
(with K coming from (2.4) and C6,C7 > 0 suitably chosen). Since vk(t) → c uniformly, the dominated
convergence theorem implies that
mT∫
a(t)
( g(vk(t)‖uk‖H2mT ) − g(c‖uk‖H2mT )
‖uk‖αH2
)
dt → 0.0 mT
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mT∫
0
a(t)
g(c‖uk‖H2mT )
‖uk‖αH2mT
dt → lαcα
mT∫
0
a(t)dt.
Hence we deduce that c = 0. By compactness vk → 0 strongly in H1mT , while (2.7) and (2.8) imply
that v ′′k → 0 strongly in L2mT . Hence vk → 0 strongly in H2mT , in contradiction with the fact that‖vk‖H2mT = 1. 
Remark 2.2. It is worth noticing that λ∗ cannot be taken independent of m. In fact, we will show
(see the last part of Remark 3.2 in the next section) that, whenever
∫ T
0 a(t)dt < 0 and g(x) satisﬁes
suitable assumptions at 0 and at inﬁnity (see (g0) and (g∞) of Theorem 3.1 below), compatible with
(2.3)–(2.5), Eq. (2.1) always has two positive mT -periodic solutions for every m large enough.
3. Two positive T -periodic solutions via critical point theory
In this section, using critical point theory, we prove our main multiplicity result for positive T -
periodic solutions to the equation
u′′ + λa(t)g(u) = 0, (3.1)
with λ > 0 a parameter and g(x), a(t) satisfying assumptions (g∗), (a∗) of the Introduction. More
precisely, we are going to show that, under suitable assumptions on g(x) at zero and at inﬁnity (see
conditions (g0) and (g∞) of Theorem 3.1 below) and under the mean value condition
∫ T
0 a(t)dt < 0,
the existence of a pair of positive T -periodic solutions to Eq. (3.1) is guaranteed for λ large enough.
Theorem 3.1. Let us suppose that:
(g0) there exists α > 1 such that
lim
x→0+
g(x)
xα
= lα > 0;
(g∞) there exists 0 β < 1 such that
limsup
x→+∞
g(x)
xβ
< +∞ and lim
x→+∞
G(x)
x2β
= +∞,
where we have set G(x) := ∫ x0 g(ξ)dξ.
Moreover, assume
T∫
0
a(t)dt < 0 (3.2)
and also suppose that there exists an open interval I ⊂ [0, T ] with
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∫
I
a(t)dt > 0. (3.3)
Then there exists λ∗ > 0 such that, for every λ > λ∗ , Eq. (3.1) has at least two positive T -periodic solutions.
Remark 3.1. As explained in the Introduction, conditions (g0) and (g∞) of Theorem 3.1 imply that
g(x) has a super-sublinear behavior, namely
lim
x→0+
g(x)
x
= 0, lim
x→+∞
g(x)
x
= 0.
Notice that, in such a case, both the linearization at zero and the linearization at inﬁnity of Eq. (3.1)
are resonant with respect to the principal eigenvalue of −u′′ with T -periodic boundary conditions.
With this interpretation, (g∞) may be seen as a generalized Ahmad–Lazer–Paul (nonresonance)
condition at inﬁnity for the potential F (t, x) := a(t)G(x), following Tang [33]. Recall that the classical
Ahmad–Lazer–Paul condition [1], read in our context, requires that
∫ T
0 F (t, x)dt → ±∞ for x → ∞
with f (t, x) := a(t)g(x) bounded, i.e., (g∞) with β = 0. See also Mawhin and Willem [28, Theo-
rems 1.5 and 4.8] for the periodic problem.
Observe also that (g∞) is satisﬁed when g(x) has a precise (sublinear) power-growth at inﬁnity,
namely if, for some 0 β < 1,
(
g′∞
)
lim
x→+∞
g(x)
xβ
= lβ > 0.
Indeed, in this case, l’Hopital rule implies that G(x)
xβ+1 →
lβ
β+1 for x → +∞.
We ﬁnally notice that if a(t) is piecewise continuous then (3.3) just follows from (a∗).
Remark 3.2. Since the assumptions (g0), (g∞) are compatible with the hypotheses of both Propo-
sitions 2.1 and 2.2, then the lower bound λ > λ∗ and the condition (3.2) are in some sense “un-
avoidable” for the existence of positive T -periodic solutions of (3.1). In particular, if g(x) satisﬁes the
assumptions of Proposition 2.2, then we enter in the setting of Theorem 3.1 with (g∞) satisﬁed with
β = 0. In this case, assuming further that a(t) is continuous with maxa(t) > 0 > ∫ T0 a(t)dt, our re-
sults provide the existence of two constants 0 < λ∗  λ∗ such that Eq. (3.1) has no positive T -periodic
solution for 0 < λ < λ∗ and at least two positive T -periodic solutions for λ > λ∗. More general conditions
on a(t) can be considered in view of Proposition 2.2 and Theorem 3.1.
We also point out that, via a time-dilatation, we can state the following.
Let g(x) and a(t) be as in Theorem 3.1. Then there exists an integer m∗ > 0 such that, for every m >m∗ ,
the equation
u′′ + a(t)g(u) = 0
has at least two positive mT -periodic solutions.
Of course, we have in general no information about the minimal period of such solutions; on the
other hand, we have suppressed the parameter λ in the equation. Such a consideration can be of some
interest in view of Proposition 2.2 and Remark 2.2. The existence of (positive) subharmonic solutions
to (3.1) will be discussed in a forthcoming paper [11].
For the proof of Theorem 3.1, we will use a variational approach on the Hilbert space H1T = W 1,2T .
To this aim, we ﬁrst extend g(x) to the whole real line and then deﬁne a corresponding action func-
tional. More precisely, let us introduce the null extension of g(x),
g0(x) := g(x+)= { g(x) for x 0,
0 for x < 0,
(3.4)
and observe that the following lemma holds (its standard proof is omitted).
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u′′ + λa(t)g0(u) = 0 (3.5)
such that u(t˜) 0 for some t˜ ∈ R. Then u(t) 0 for every t ∈ R.
Keeping in mind Lemma 3.1, from now on we identify g(x) with its extension g0(x) and deﬁne
also
G(x) :=
x∫
0
g(ξ)dξ, ∀x ∈ R.
Clearly, G(x) = 0 for x 0. Then we deﬁne the functional Iλ : H1T → R by
Iλ(u) := 1
2
T∫
0
u′(t)2 dt − λ
T∫
0
a(t)G
(
u(t)
)
dt.
It is well known (see for example [28, Corollary 1.1]) that Iλ is of class C1 on H1T and its critical
points correspond to W 2,1T solutions of Eq. (3.1). Roughly speaking, we are going to show that a ﬁrst
solution can be characterized as a global minimum point of Iλ on H1T , while a second one is provided
by a classical Mountain Pass procedure. By maximum-principle arguments (see Lemma 3.1 above and
Lemma 3.7 at the end of the proof), both these solutions will be shown to be nontrivial and positive.
For technical reasons (see Remark 3.4), a second functional has to be introduced. Denoting by
go(x) :=
{
g(x) for x 0,
−g(−x) for x < 0,
the odd extension of g , we deﬁne I oλ : H1T → R by setting
I oλ (u) :=
1
2
T∫
0
u′(t)2 dt − λ
T∫
0
a(t)Go
(
u(t)
)
dt,
where, as usual, Go(x) := ∫ x0 go(ξ)dξ . Again, I oλ turns out to be of class C1 on H1T and its critical
points correspond to W 2,1T solutions of the equation
u′′ + λa(t)go(u) = 0. (3.6)
To summarize, Iλ and I oλ refer to the null extension and to the odd extension of g, respectively.
The proof will follow from some lemmas. The ﬁrst one provides some useful estimates which will
be used throughout the proof. From now on, we use the standard decomposition
u(t) = u¯ + u˜(t), ∀u ∈ H1T
with u¯ and u˜(t) deﬁned as in (1.8) for m = 1; moreover, for simplicity of notation we will set
aλ(t) := λa(t).
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that, for every u ∈ H1T ,
∣∣∣∣∣
T∫
0
aλ(t)
(G(u(t))− G(u¯))dt
∣∣∣∣∣ |u¯|α+1 + C∥∥u′∥∥α+1L2T , (3.7)
∣∣∣∣∣
T∫
0
aλ(t)
(G(u(t))− G(u¯))dt
∣∣∣∣∣ ∥∥u′∥∥2L2T + C |u¯|2β + C∥∥u′∥∥β+1L2T . (3.8)
Proof. We prove the result for G = Go; the proof for G is analogous. We begin with relation (3.7).
Using assumptions (g0) and (g∞), it is easy to see that there exists a constant C1 > 0 such that
∣∣go(x)∣∣ C1|x|α, ∀x ∈ R.
Hence, if 0 s 1,
∣∣go(u¯ + su˜(t))u˜(t)∣∣ C1∣∣u¯ + su˜(t)∣∣α∣∣u˜(t)∣∣ C2(|u¯|α + ∣∣u˜(t)∣∣α)∣∣u˜(t)∣∣
= C2
(|u¯|α∣∣u˜(t)∣∣+ ∣∣u˜(t)∣∣α+1)
(for C2 > 0 another constant). By Young’s inequality, for every η > 0,
|u¯|α∣∣u˜(t)∣∣= (α + 1
α
η
C2
) α
α+1
|u¯|α
(
α + 1
α
η
C2
)− αα+1 ∣∣u˜(t)∣∣
 η
C2
|u¯|α+1 + 1
α + 1
(
α + 1
α
η
C2
)−α∣∣u˜(t)∣∣α+1;
hence we obtain
∣∣go(u¯ + su˜(t))u˜(t)∣∣ η|u¯|α+1 + Kη∣∣u˜(t)∣∣α+1  η|u¯|α+1 + Kη‖u˜‖α+1L∞
 η|u¯|α+1 + K ′η
∥∥u′∥∥α+1L2T ,
where Kη := (C2/(α + 1))(αC2/η(α + 1))α + C2 and K ′η := (T /12)(α+1)/2Kη (cf. (1.9)). In conclusion,
we ﬁnd
∣∣∣∣∣
T∫
0
aλ(t)
(
Go
(
u(t)
)− Go(u¯))dt
∣∣∣∣∣=
∣∣∣∣∣
T∫
0
1∫
0
aλ(t)g
o(u¯ + su˜(t))u˜(t)dsdt
∣∣∣∣∣

(
η|u¯|α+1 + K ′η
∥∥u′∥∥α+1L2T )‖aλ‖L1T .
Thus, taking C := K ′η‖aλ‖L1T for η =

‖aλ‖L1T
, we are done.
We pass to prove relation (3.8). Similarly as before, (g0) and (g∞) imply that there exists a con-
stant C3 > 0 such that
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Hence, if 0 s 1 and using Sobolev inequality (1.9),
∣∣go(u¯ + su˜(t))u˜(t)∣∣ C3∣∣u¯ + su˜(t)∣∣β ∣∣u˜(t)∣∣ C4(|u¯|β + ∣∣u˜(t)∣∣β)∣∣u˜(t)∣∣
= C4
(|u¯|β ∣∣u˜(t)∣∣+ ∣∣u˜(t)∣∣β+1) C4(|u¯|β‖u˜‖L∞ + ‖u˜‖β+1L∞ )
 C5
(|u¯|β∥∥u′∥∥L2T + ∥∥u′∥∥β+1L2T
)
(for C4, C5 further positive constants). By the elementary inequality 2ab  a2 + b2, we ﬁnd that for
every η > 0,
|u¯|β∥∥u′∥∥L2T =
(
2η
C5
)− 12
|u¯|β
(
2η
C5
) 1
2
‖u′‖L2T
 C5
4η
|u¯|2β + η
C5
∥∥u′∥∥2L2T .
Hence, we obtain
∣∣go(u¯ + su˜(t))u˜(t)∣∣ η∥∥u′∥∥2L2T + Dη|u¯|2β + C5∥∥u′∥∥β+1L2T ,
with Dη := C25/4η. In conclusion, we have
∣∣∣∣∣
T∫
0
aλ(t)
(
Go
(
u(t)
)− Go(u¯))dt
∣∣∣∣∣=
∣∣∣∣∣
T∫
0
1∫
0
aλ(t)g
o(u¯ + su˜(t))u˜(t)dsdt
∣∣∣∣∣

(
η
∥∥u′∥∥2L2T + Cη|u¯|2β + C∥∥u′∥∥β+1L2T
)‖aλ‖L1T
and, taking C := C5‖aλ‖L1T and C := Dη‖aλ‖L1T for η =

‖aλ‖L1T
, we are done. 
Notice that the constants C,C of (3.7), (3.8) surely depend on λ, which, however, does not play
any special role at this step.
The next lemma concerns the possibility of minimizing the functional Iλ . Indeed, as a conse-
quence of estimate (3.7) and of the mean value assumption (3.2), we can prove that Iλ is bounded
from below.
Lemma 3.3. For every λ > 0, the functionalIλ is bounded from below on H1T .
Proof. Let us suppose by contradiction that there exists (uk) ⊂ H1T such that Iλ(uk) → −∞. Since,
in view of relation (3.8), we have
Iλ(uk)
1
2
T∫
u′k(t)
2 dt −
T∫
aλ(t)G
(
uk(t)
)
dt0 0
2914 A. Boscaggin, F. Zanolin / J. Differential Equations 252 (2012) 2900–2921= 1
2
T∫
0
u′k(t)
2 dt −
T∫
0
aλ(t)
(
G
(
uk(t)
)− G(u¯k))dt − G(u¯k)
T∫
0
aλ(t)dt

(
1
2
− 
) T∫
0
u′k(t)
2 dt − C
( T∫
0
u′k(t)
2 dt
) β+1
2
− |u¯k|2β
(
G(u¯k)
|u¯k|2β
T∫
0
aλ(t)dt + C
)
,
and taking into account hypothesis (g∞), together with the fact that
∫ T
0 aλ(t)dt < 0, we have that u¯k
is not lower bounded. So, up to subsequences, we can suppose u¯k → −∞. We now distinguish two
cases. If ‖u˜k‖L∞|u¯k| → 0, then for every k large enough,
uk(t) = u¯k
(
1+ u˜k(t)
u¯k
)
 0, ∀t ∈ R,
and hence
Iλ(uk) = 12
T∫
0
u′k(t)
2 dt −
T∫
0
aλ(t)G
(
uk(t)
)
dt = 1
2
T∫
0
u′k(t)
2 dt  0,
in contradiction with the fact that Iλ(uk) → −∞. On the other hand, if, for a subsequence uk j ,
‖u˜k j‖L∞
|u¯k j |
 δ > 0,
then using Sobolev inequality (1.9) we get that
T∫
0
u′k j (t)
2 dt  (12/T )‖u˜k j‖2L∞  δ2(12/T )|u¯k j |2
and hence
Iλ(uk j )
(
1
2
− 
) T∫
0
u′k j (t)
2 dt − C
( T∫
0
u′k j (t)
2 dt
) β+1
2
− C |u¯k j |2β

(
1
4
− 
2
) T∫
0
u′k j (t)
2 dt − C
( T∫
0
u′k j (t)
2 dt
) β+1
2
+
(
1
4
− 
2
)
(12/T )δ2|u¯k j |2 − C |u¯k j |2β .
Since 2β < 2, we have lim inf j→+∞Iλ(uk j ) > −∞, a contradiction again. Thus the claim is
proved. 
Since Iλ(0) = 0, we have infH1T Iλ  0. The next lemma shows that the strict inequality actually
occurs if λ is large enough.
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Iλ(e) =I oλ (e) < 0.
Proof. We claim that there exists e ∈ H10(I), with e(t) 0 and such that∫
I
a(t)G
(
e(t)
)
dt =
∫
I
a+(t)G
(
e(t)
)
dt > 0.
In fact, deﬁning
ek(t) :=
⎧⎪⎪⎨
⎪⎪⎩
k(t − inf I) for inf I  t  inf I + 1k ,
1 for inf I + 1k  t  sup I − 1k ,
−k(t − sup I) for sup I − 1k  t  sup I,
we have that ek ∈ H10(I) and ek(t) → 1 almost everywhere; hence the dominated convergence theo-
rem implies that ∫
I
a(t)G
(
ek(t)
)
dt → G(1)
∫
I
a(t)dt = G(1)
∫
I
a+(t)dt > 0.
Hence we can choose e(t) := ek(t) for k large enough. Deﬁning e(t) to be 0 on [0, T ] \ I and extending
by T -periodicity, it is easily seen that e ∈ H1T and
Iλ(e) =I oλ (e) =
1
2
T∫
0
e′(t)2 dt − λ
T∫
0
a+(t)G
(
e(t)
)
dt < 0 (3.9)
for every λ large enough. 
As a consequence of Lemmas 3.3 and 3.4, there exists λ∗ > 0 such that
−∞ < inf
H1T
Iλ < 0, ∀λ > λ∗. (3.10)
Remark 3.3. Condition (3.10), together with a suitable Mountain Pass geometry that we study in a
subsequent lemma, is the key point to obtain our multiplicity result. The constant λ∗ can be found
as a value of λ for which (3.9) holds. For a given choice of a(t) and g(x) such a constant can be
computed explicitly, by choosing a suitable function e(t).
Now we prove that a Mountain Pass geometry occurs for the functional I oλ . Precisely, we have
the following result.
Lemma 3.5. For every λ > λ∗ , the functionalI oλ has the Mountain Pass geometry, namely:
(i) there exist r,ρ > 0 such that
I oλ (u) ρ, for every u ∈ H1T with ‖u‖H1T = r;
(ii) there exists e ∈ H1T , with ‖e‖H1 > r, such thatI oλ (e) < 0.T
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ρ > 0 and 0 < r < ‖e‖H1T such that, if u ∈ H
1
T with ‖u‖H1T = r, then
Iλ(u) ρ.
We follow an argument similar to that of [2, Lemma 1.4]. We set m = − ∫ T0 aλ(t)dt > 0; we have
I oλ (u) =
1
2
T∫
0
u′(t)2 dt −
T∫
0
aλ(t)G
o(u(t))dt
= 1
2
T∫
0
u′(t)2 dt + lα
α + 1m|u¯|
α+1
+
(
lα
α + 1 |u¯|
α+1 − Go(u¯)
) 1∫
0
aλ(t)dt +
T∫
0
aλ(t)
(
Go(u¯) − Go(u(t)))dt.
Being, by l’Hopital rule,
lim
x→0
Go(x)
|x|α+1 =
lα
α + 1 > 0,
it is easily seen that
(
lα
α + 1 |u¯|
α+1 − Go(u¯)
) 1∫
0
aλ(t)dt = o
(|u¯|α+1), |u¯| → 0.
Hence using relation (3.7), we obtain
I oλ (u)
1
2
1∫
0
u′(t)2 dt − C
( 1∫
0
u′(t)2 dt
) α+1
2
+
(
lα
α + 1m − 
)
|u¯|α+1 + o(|u¯|α+1).
Being α + 1 > 2 and recalling the equivalence of (u¯2 + ∫ T0 u′(t)2 dt) 12 with the standard norm of H1T ,
we achieve the conclusion for r,ρ > 0 small enough. 
Remark 3.4. It is worth noticing that the functional Iλ does not have a Mountain Pass geometry.
In fact, if u ∈ H1T is a negative constant, then Iλ(u) = 0; hence, condition (i) cannot be true. It is
necessary, indeed, to use the functional I oλ at this point.
Finally, we prove standard compactness properties for the functionals Iλ , I oλ . Being I =Iλ or
I =I oλ , we recall that:
• I is said to satisfy the (PS)c-condition if from I (uk) → c and I ′(uk) → 0, it follows that uk
has a convergent subsequence;
• I is said to satisfy the (PS)-condition if from supk |I (uk)| < +∞ and I ′(uk) → 0, it follows
that uk has a convergent subsequence.
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• the functionalIλ satisﬁes the (PS)c-condition for every c < 0;
• the functionalI oλ satisﬁes the (PS)-condition.
Proof. We ﬁrst deal with the functional Iλ .
Let (uk) ⊂ H1T be a (PS)c sequence for some c < 0; by standard arguments, it is enough to prove
that ‖uk‖H1T is bounded. Suppose by contradiction that, up to subsequences, ‖uk‖H1T → +∞.
Step 1. We claim that |u¯k| → +∞.
To this aim, we preliminarily verify that there exist A, B > 0 such that
T∫
0
u′k(t)
2 dt  A|u¯k|2β + B. (3.11)
In fact, arguing as in the proof of Lemma 3.2 we get that
∣∣∣∣∣
T∫
0
aλ(t)g
(
uk(t)
)
u˜k(t)dt
∣∣∣∣∣ ∥∥u′k∥∥2L2T + C |u¯k|2β + C∥∥u′k∥∥β+1L2T .
This estimate, together with the Wirtinger inequality (1.10), implies that for k large enough it holds
that
(
T 2
4π2
+ 1
) 1
2
( T∫
0
u′k(t)
2 dt
) 1
2
 ‖u˜k‖H1T I
′
λ(uk)[u˜k]
=
T∫
0
u′k(t)
2 dt −
T∫
0
aλ(t)g
(
uk(t)
)
u˜k(t)dt
 (1− )
T∫
0
u′k(t)
2 dt − C |u¯k|2β − C
( T∫
0
u′k(t)
2 dt
) β+1
2
,
that is, for  = 12 and a suitable C1
1
2
T∫
0
u′k(t)
2 dt  C1
(
|u¯k|2β +
( T∫
0
u′k(t)
2 dt
) 1
2
+
( T∫
0
u′k(t)
2 dt
) β+1
2
)
. (3.12)
On the other hand, for every δ > 0, there exists Dδ > 0 such that
C1
( T∫
u′k(t)
2 dt
) 1
2
 δ
T∫
u′k(t)
2 dt + Dδ,
0 0
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( T∫
0
u′k(t)
2 dt
) β+1
2
 δ
T∫
0
u′k(t)
2 dt + Dδ.
Combining these relations with (3.12), we immediately get (3.11), proving the claim.
Now we can show that |u¯k| → +∞. In fact, if a subsequence u¯k j is bounded, relation (3.11) implies
that
∫ T
0 u
′
k j
(t)2 dt is bounded too. This gives the boundedness of ‖uk j‖H1T , in contradiction with the
fact that ‖uk j‖H1T → +∞.
Step 2. We claim that u¯k → +∞.
In fact, let us suppose that, for some subsequences, u¯k j → −∞. By the Sobolev inequality (1.9) and
(3.11) again we deduce that
‖u˜k‖L∞
|u¯k|  (T /12)
1/2 (
∫ T
0 u
′
k(t)
2 dt)
1
2
|u¯k|  (T /12)
1/2 (A|u¯k|2β + B)
1
2
|u¯k| → 0.
Then, for every j large enough,
uk j (t) = u¯k j
(
1+ u˜k j (t)
u¯k j
)
 0, ∀t ∈ R.
We deduce that
Iλ(uk j ) =
1
2
T∫
0
u′k j (t)
2 dt −
T∫
0
aλ(t)G
(
uk j (t)
)
dt = 1
2
T∫
0
u′k j (t)
2 dt  0,
in contradiction with the fact that Iλ(uk) → c < 0.
Step 3. We are in position to conclude. Using relations (3.8) and (3.11), we obtain, for suitable con-
stants A′, B ′ > 0,
Iλ(uk) = 12
T∫
0
u′k(t)
2 dt −
T∫
0
aλ(t)G
(
uk(t)
)
dt
= 1
2
T∫
0
u′k(t)
2 dt −
T∫
0
aλ(t)
(
G
(
uk(t)
)− G(u¯k))dt − G(u¯k)
T∫
0
aλ(t)dt
−
T∫
0
aλ(t)
(
G
(
uk(t)
)− G(u¯k))dt − G(u¯k)
T∫
0
aλ(t)dt
−
T∫
0
u′k(t)
2 dt − C(u¯k)2β − C
( T∫
0
u′k(t)
2 dt
) β+1
2
− G(u¯k)
T∫
0
aλ(t)dt
−A(u¯k)2β − C(u¯k)2β − A′(u¯k)β(β+1) − G(u¯k)
1∫
0
aλ(t)dt − B − B ′
−(u¯k)2β
(
A + C + G(u¯k)
(u¯k)2β
T∫
aλ(t)dt
)
− A′(u¯k)β(β+1) − B − B ′.0
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lim
k→+∞
(
G(u¯k)
(u¯k)2β
T∫
0
aλ(t)dt
)
= −∞,
and β(β + 1) < 2β , we get a contradiction with the fact that Iλ(uk) is upper bounded.
For the veriﬁcation of the (PS)-property for the functional I oλ (see also [33]), it is suﬃcient to
argue as in Step 1, Step 3 and use the fact that, if |u¯k| → +∞, then
lim
k→+∞
(
Go(u¯k)
|u¯k|2β
T∫
0
aλ(t)dt
)
= −∞. 
Finally, we need a strong maximum principle for solutions to (3.1). It only relies on the behavior
of g(x) near the origin.
Lemma 3.7. Let u ∈ W 2,1T be a nontrivial solution of (3.1) with u(t)  0 for every t ∈ R. Then u(t) > 0 for
every t ∈ R.
Proof. Let us assume that for some t˜ ∈ R, u(t˜) = 0; then, necessarily, u′(t˜) = 0. Being limx→0+ g(x)x = 0,
[27, Lemma 2.1] implies that u(t) ≡ 0, a contradiction. 
We are now in a position to collect the previous results in order to prove Theorem 3.1.
Proof of Theorem 3.1. Fix λ > λ∗ . From Lemmas 3.3 and 3.4, we get that Iλ is bounded from below
with infH1T
Iλ < 0. Moreover, by Lemma 3.6, the Palais–Smale condition is satisﬁed at every strictly
negative level. Hence, from the minimization theorem [28, Theorem 4.4] we get that Iλ attains its
minimum at a point u1 ∈ H1T with
Iλ(u1) = inf
H1T
Iλ < 0.
Being G(x) = 0 for x  0, the function u1(t) is non-constant and, by Lemmas 3.1 and 3.7, it is a
positive T -periodic solution of (3.1).
On the other hand, in view of Lemmas 3.5 and 3.6, the Mountain Pass Theorem can be applied to
the functional I oλ , yielding the existence of a critical point u2 ∈ H1T of I oλ such that
I oλ (u2) = inf
γ∈Γ maxσ∈[0,1]I
o
λ
(
γ (σ )
)
> 0,
where Γ = {γ ∈ C([0,1], H1T ) | γ (0) = 0, γ (1) = e}. Such u2 is a nontrivial solution of (3.6). Moreover,
being I oλ (u) =I oλ (|u|) and e  0, it is a general fact (see [8, Theorem 10], or argue as in the proof
of [2, Theorem 1.6]) that u2(t)  0. Hence u2(t) is a solution of (3.1) and, being u2 ≡ 0, Lemma 3.7
implies that u2(t) > 0 for every t ∈ R.
The fact that u1 = u2 follows since Iλ(u1) < 0 <Iλ(u2) =I oλ (u2). 
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