The modernization of the distribution grid requires a huge amount of data to be transmitted and handled by the network. The deployment of Advanced Metering Infrastructure systems results in an increased traffic generated by smart meters. In this work, we examine the smart meter traffic that needs to be accommodated by a real distribution system. Parameters such as the message size and the message transmission frequency are examined and their effect on traffic is showed. Limitations of the system are presented, such as the buffer capacity needs and the maximum message size that can be communicated. For this scope, we have used the parameters of a real distribution network, based on a survey at which the European Distribution System Operators (DSOs) have participated. For the smart meter traffic, we have used two popular specifications, namely the G3-PLC-"G3 Power Line communication" and PRIME-acronym for "PoweRline Intelligent Metering Evolution", to simulate the characteristics of a system that is widely used in practice. The results can be an insight for further development of the Information and Communication Technology (ICT) systems that control and monitor the Low Voltage (LV) distribution grid. The paper presents an analysis towards identifying the needs of distribution networks with respect to telecommunication data as well as the main parameters that can affect the Inverse Fast Fourier Transform (IFFT) system performance. Identifying such parameters is consequently beneficial to designing more efficient ICT systems for Advanced Metering Infrastructure.
Introduction
The traditional electricity grid is undergoing significant changes and it is evolving to cope with the constantly growing technological demands. The necessity to reduce the CO 2 emissions and the need to accommodate an increasing number of RES (Renewable Energy Sources) implies that an effective energy management should take place. Therefore, the grid should be controlled and monitored through advanced ICT tools and it should be equipped with automatization devices. Apart from accommodating the energy from RES in the most effective way, the modern smart grid will be required to facilitate load-shifting on behalf of the utilities, to avoid load peaks, and to enable the recognition of faults or outages in an automatized way. In addition, a two-way communication between the utilities and the consumers is considered of vital importance, to achieve end-user awareness and an eventual consumption reduction [1] .
Smart meters play a key role in the smart grid, since they can provide useful information about the consumption and the consumer profile, which can lead to load prediction and load peak reduction. Moreover, the energy provider can use such information for possible consumption control through latency and data rates required by smart metering applications. The delay and packet loss ratio for smart grid control traffic are examined in [24] . Methods for reducing the volume of traffic are studied in [25, 26] through packet concatenation or aggregation methods at the data concentrator before the data is forwarded to the control center. In [27] the data traffic in selected system nodes, such as the smart meter or the data center firewall, is examined. In [28] scalability issues are examined with respect to the transmission time needed for several smart meters and several data concentrators that transmit data.
In this work we examine the smart meter data traffic that is communicated up to the data concentrator in a real distribution system and all the parameters of such a system are considered. A real distribution network and its characteristics have never been examined-to the best of our knowledge. In our analysis we considered the aforementioned literature for the smart meter message size and the message transmission frequency that can be found. Specifically, information about the message size is found in [20, 21, [23] [24] [25] [26] [27] [28] , whereas information about the message transmission frequency is found in [13, 23, [25] [26] [27] . It should be noted that when the PLC technology is implemented, the data concentrator is usually positioned within the substation. The data traffic is directly connected to the number of consumers that exist on the LV distribution system. In [29] a study has been performed with respect to the LV distribution grid in Europe. The work has been based on a survey at which the European DSOs (Distribution System Operators), which represent the 74.8% of the consumers in total, have participated. Based on this survey, the mean values for the characteristics of a representative network have been derived. In this work, the data traffic has been studied based on these values, i.e., the number of consumers, the distance of the consumers to the substation, for three representative LV networks, the urban, the semi-urban and the rural network.
In our analysis, we simulated the traffic arriving at the data concentrator if the G3-PLC or the PRIME solution is used as the telecommunication techniques. These technologies are used, since they are both the most popular methods used widely in practice. The physical layers have been simulated and all the parameters are considered to derive the number of G3-PLC or PRIME frames needed for a specific message size for transmission. Since there is a great diversity in the literature referring to the message size and the frequency under which these messages are sent by the smart meter, we have considered various values for these parameters. The diversity could be because the message size and the frequency of transmission depend highly on the way smart meter data are planned to be used by the energy provider, which is by definition a procedure that alters according to current needs. Further on, we have examined limitation factors of the system. To be more precise, we have studied the effect of the total transmission time on the maximum message size that can be sent by the smart meter, along with the effect of the total buffer size to this smart meter message size. For reasons of completeness, we also examined the maximum number of users that could be handled by the system for a specific message size and frequency, provided that the number of users is not given by the representative networks. This study could be useful, in case a distribution network needs to expand and accommodate more consumers.
In general, the contributions of this paper can be summarized as follows:
• Smart meter traffic is examined in a real distribution network; the parameters of such a network are considered.
• Two popular telecommunication techniques are considered for the traffic analysis, namely the PRIME and G3-PLC specifications.
• Variable values are considered for the message size and the transmission frequency, which respect the available literature review.
•
Limitations of the system are considered, such as a finite buffer size, a maximum message size that can be transmitted.
Possible expansion of the number of customers accommodated by a distribution network is examined, and its respective limitations. The rest of the paper is organized as follows. Section 2 gives the characteristics of the G3-PLC and PRIME technologies that are used. In Section 3 the traffic analysis is presented along with the parameters of a representative distribution network, whereas in Section 4 limitations are discussed with respect to the buffer capacity needs, the total transmission time needed, and the number of users supported (if the distribution networks need to be expanded). Section 5 concludes the paper.
NB-PLC Technologies

System Based on G3-PLC
As it has been mentioned in Section 1, to simulate the traffic arriving at the Data Concentrator from a real distribution network, the G3-PLC and PRIME technologies are used. These two solutions are selected because it has been proved that they are widely used in practice [3] . The G3-PLC characteristics presented here are described in [7] . G3-PLC specifies seven frame lengths. In this work, we use 3 of those frame lengths to test the system's performance. Table 1 shows the lengths of the frames used and their size at various stages of the encoding procedure. It is assumed that the data undergoes concatenated encoding with Reed Solomon codes to be applied to information data, where one symbol is formed out of 8 bits, and convolutional encoding to follow with a coding rate of 1 2 and a constraint length L c = 7. It should be noted that six zeros are added to terminate the convolution encoder state to all-zeros state. It is also assumed that the symbols are modulated with DBPSK modulation. Further on, the OFDM method is used for transmission, meaning that higher data rates can be achieved thanks to multicarrier transmission. The OFDM transmission is realized through a 256-point IFFT (N ifft = 256). However, only 36 carriers transmit useful information, whereas the rest are null carriers. The OFDM symbols to be transmitted are defined as follows:
The parameter N c is the number of carriers, b y is the y-th bit in the BPSK modulated symbol included in the q-th OFDM frame and x w is the w-th sample of the transmitted sequence. The frequencies of the first and last useful carrier are f u1 = 42 and f u2 = 88.848 kHz respectively and they belong to the CENELEC A band. The frequency spacing between carriers is ∆f = 1.5625 kHz, whereas the sampling frequency is F S = 400 kHz. A cyclic prefix of N CP = 30 samples is used to mitigate the effect of intersymbol interference, whereas the samples that undergo overlapping are N O = 8. The frame to be transmitted consists not only of the encoded information bits but also of a Frame Control Header (FCH), which includes information about the type of the frame, and the preamble part. The FCH bits are not subject to Reed Solomon encoding but only to convolutional code, robust mode 6, meaning that the encoding is repeated 6 times bit by bit. The total number of FCH bits is 33, which leads to several symbols being transmitted, N FCH = 13. The preamble consists of 8 identical P p symbols and 1.5 identical M p symbols, each of which contains 256 samples (N ifft ) that are transmitted right before the data symbols. Thus, the preamble symbols are N pre = 9.5. The duration of the frame is calculated through (2):
where N S is the number of OFDM symbols to be transmitted. From (2) it can be deduced that the number of samples to be transmitted is:
Since Differential Binary Phase Shift Keying (DBPSK) modulation is used in the system, one sample corresponds to one bit.
System Based on PRIME
For simulating the traffic arriving at the data concentrator provided that the PRIME technology is used, the characteristics described in [6] are used. It is assumed that a convolutional encoder is used with a coding ratio of 1 2 and a constraint length L c = 7. DBPSK modulation is used further on. In this work, three frame sizes are used to test the system's performance. Table 2 shows these frame sizes used along with the frame lengths at each stage of their processing. Again, six zeros are added to terminate the convolution encoder state to all-zeros state. The symbols are transmitted through the OFDM method. The OFDM symbols are defined as in (1) before they are transmitted through the NB-PLC channel. For the OFDM transmission a 512-point IFFT is used (N ifft = 512), but only 96 carriers are used for data transmission, plus one pilot carrier. The frequencies used are in the CENELEC A band and it is f u1 = 42 and f u2 = 88.848 kHz respectively. The frequency spacing between carriers is ∆f = 488 Hz and a cyclic prefix of 48 samples (N CP = 48) is used for dealing with intersymbol interference. The duration of the cyclic prefix is T CP = 192 µsec. Apart from data to be transmitted, the PRIME frame consists of a 2-symbol Header (N H = 2) and the preamble. Each symbol has a duration of T symbol = 2.24 msec, whereas the preamble has a duration of T preamble = 2.048 msec and the total number of OFDM symbols to be transmitted is N S . Thus, the total duration of the frame is given by (4):
Traffic Analysis-Results
Parameters of Representative Distribution Networks
In this work we describe the traffic produced by smart meters that can be experienced in reality. Therefore, the parameters that describe a real distribution network are considered. In [29] an extensive analysis has been carried out about the distribution networks in Europe and the main parameters describing them. Among others, it is defined, how many LV consumers exist per MV/LV substation, the average LV circuit length per consumer, the transformer capacity and the area that is covered by each substation. The distribution networks are categorized into urban, semi-urban and rural ones with respect to the area that they cover. Therefore, our analysis about the traffic arriving to a data concentrator follows this classification of urban, semi-urban and rural networks.
According to [29] , the average number of consumers per substation is N u = 101, N su = 87, N r = 51 for an urban, a semi-urban and a rural area respectively. Another interesting parameter is the average distance between the consumer and the substation, which serves for estimating the data transmission time to the substation. This parameter can be derived by the average area that is covered by each substation, if this area corresponds to a circular surface. We also assume the worst-case scenario, where the substation and consequently the data concentrator will be positioned at the far end of the considered area. Therefore, for an average area of E u = 0.5, E su = 1.5 and E r = 2.64 km 2 , for an urban, a semi-urban and a rural area respectively, we get for the average distance between the consumers and the data concentrator D u = 398, D su = 691 and D r = 917 m.
Parameters for Traffic Analysis
In this Section an analysis of the traffic that arrives at the data concentrator under realistic conditions is presented. For representing these realistic scenarios, the characteristics of the representative urban, semi-urban and rural distribution networks have been used.
First, we examine the total time that would be required so that all consumers transmit a data message to the data concentrator to which they are linked. The transmission time for each consumer calculated here is based on the payload to be transmitted and the time needed for the data to be transferred through the power line from the consumer to the data concentrator. The total transmission time is calculated by summing the transmission time for all customers that can be accommodated by one data concentrator:
where T frame is given by (2) , N frames is the number of frames required to transmit the message data in total, ε r is the dielectric constant of the power lines, c 0 is the speed of light and N c and D c can be equal to N u , N su , N r and D u , D su , D r respectively depending on the type of area under examination.
To calculate the total number of G3-PLC or PRIME frames that needs to be transmitted, the size of each message packet for transmission needs to be defined. There can be found several values in the literature for the message packet size sent by the smart meters to the data concentrator. For example, in [26] it is defined that a typical smart meter message size is around 150 bytes. In [25] it is mentioned that the message can be from 20 to 500 bytes and that a few kb of data is sent to the grid operator. According to [24] the message size can vary from 70 to 750 bytes, whereas the message size gets values from 25 to 2133 bytes in [21] . In [27] it is mentioned that the average traffic per day is 3185 bytes. The message size varies from 4 to 40,000 bytes in [20] , whereas according to [28] the maximum message size can be as high as 145,888 bytes. In [23] a typical smart meter message size is around 100 bytes and the traffic sent to the data concentrator can vary from 1600 to 2400 bytes per reading interval.
In general, the message packet size can vary a lot depending on the type and amount of data that the energy provider needs. For simple functions such as remote reading of consumption, a small message packet size could be sufficient, whereas for sophisticated functions, such as deriving consumption profiles and identifying the type of electrical devices that are switched on in a particular moment, more data is required. Therefore, the more automated and smart the grid becomes, the more the demand increases for providing detailed and accurate data. Consequently, the data traffic is expected to increase, with the employment of more smart meters and the grid development.
Another parameter that is of great importance is the frequency at which a smart meter transmits to the data concentrator. Similar to the message size, the frequency at which the messages are sent can vary a lot. For example, in [27] it is mentioned that the smart meters transmit 3 times per day. In [25, 26] it is defined that a small message is sent every 15-60 min to the data concentrator. In [13] high frequency rates are examined with messages being sent even every 5 or 10 min. In [23] it is defined Energies 2018, 11, 1156 7 of 27 that the reading messages are sent 4 or 6 times per day from every smart meter and they represent information recorded by the smart meter every 15 min.
The frequency at which the messages are sent to the data concentrator depends highly on the application planned from the energy provider. If close to real time information is needed, then short messages will be required very frequently. For more delay-tolerant applications, data can be transmitted a few times per day from each smart meter and the information included can represent more detailed or frequent recordings. As a first step, we examine the traffic arriving at the data concentrator if each smart meter transmits a fixed number of times per day, namely 4, 6, 8 and 24 times per day. A variable message size is used for the simulations. In the following sub-section, we examine the traffic in relation to the frequency at which the messages are sent, whereas certain fixed message sizes are used.
Traffic Analysis for G3-PLC Based on the Message Packet Size
The traffic that can reach the data concentrator is simulated by utilizing the characteristics of the G3-PLC technology. Several message sizes have been used. According to the values found in the literature, we firstly used a variable size from 4 to 145,888 bytes to cover the entire range of possible message sizes. As a next step, we examined the traffic created for a shorter range of message size, which represents a more common scenario. Figure 1 shows the time that would be required for all the data to be transmitted to the data concentrator, calculated according to (5) and by using a 112 OFDM symbol data frame. The variable defining the number of frames needs to be calculated for every different message size considering the G3-PLC characteristics. Different message sizes can result in the same number of frames to be transmitted, since the number of data bits for each frame is determined by the G3-PLC features. Therefore, although Equation (5) has a linear form, the transmission time curves show a quasi linear form, which becomes more obvious when the range is small. With a large range of message sizes, this non-linearity is not that obvious. However, the results for both ranges give a clear picture of the transmission time required for the data to be transmitted. The three curves represent the cases where an urban, a semi-urban and a rural area are taken into consideration. The transmission time assumes that each smart meter transmits after the other with perfect synchronization. Therefore, the transmission time depicted is the best-case scenario that could be encountered. In reality, this transmission time is greater due to gaps between transmission and non-perfectly synchronized clocks.
As it is expected, the time needed for transmission increases dramatically for very high message sizes. It can be observed that for a very small message size of 4 bytes, the time required can be as small as 9.4 s for the urban case scenario, whereas for a huge message of 145,888 bytes the necessary time equals to 1.62 h. In Table 3 the total transmission time is shown for some message packet sizes that have been found to be used in the literature. For example, a message of 258 bytes needs 18.8 sec to be transmitted from all smart meters in an urban area, while a message of 3200 bytes would need 2.19 min. for both ranges give a clear picture of the transmission time required for the data to be transmitted. The three curves represent the cases where an urban, a semi-urban and a rural area are taken into consideration. The transmission time assumes that each smart meter transmits after the other with perfect synchronization. Therefore, the transmission time depicted is the best-case scenario that could be encountered. In reality, this transmission time is greater due to gaps between transmission and non-perfectly synchronized clocks. As it is expected, the time needed for transmission increases dramatically for very high message sizes. It can be observed that for a very small message size of 4 bytes, the time required can be as small as 9.4 sec for the urban case scenario, whereas for a huge message of 145,888 bytes the necessary time equals to 1.62 h. In Table 3 the total transmission time is shown for some message packet sizes that have been found to be used in the literature. For example, a message of 258 bytes needs 18.8 sec to be transmitted from all smart meters in an urban area, while a message of 3200 bytes would need 2.19 min. Figure 2 shows the frames and the bits received at the data concentrator versus the message size which varies from 4 to 145,888 bytes for the urban, semi-urban and rural environment, when the messages are transmitted every 1, 4 or 6 h. It should be noted that not all points depicted in the figure represent realistic scenarios. For instance, it is rather unlikely that a smart meter will be required to transmit a large message of 145,888 bytes every hour or that a message of 4 bytes sent 4 times per day would be enough for the grid operator to perform all the desirable applications. However, the graph gives a good picture of the traffic that needs to be accommodated from a real distribution network. It should also be noted that for the urban and semi-urban scenario, certain amounts of traffic cannot be accommodated throughout a day, because their transmission time would exceed the duration of 24 h. This case is depicted in Figure 2 , namely traffic over 104,575 and 90,005 kbytes for the urban and semi-urban case respectively cannot be dealt with.
It can be noted that a very small message size of 4 bytes results in 25.8 kbits of data to be processed daily if the message is transmitted every 4 h for the urban scenario. This means that 808 frames arrive to the data concentrator per day, leading to 30 Mbits received per day according to (3) . The equivalent values are 943 Mbits of data, 501,768 frames and 18.66 Gbits received daily for a message of 145,888 bytes.
Figures 3 and 4 depict the frames and the data bits received by the data concentrator when a shorter range of message size is used. The message size varies from 258 to 12,000 bytes and the figures show in a more detailed way the traffic resulting from realistic message size scenarios. The figures show 4 different frequencies at which the data is sent to the data concentrator, namely 4, 6, 8 and 24 times per day. It can be observed, that for a message size of 2400 bytes for the urban scenario, 11.63 Mbits of data are needed to be processed, whereas the equivalent traffic arriving at the data concentrator is equal to 6666 frames and 247.86 Mbits. For a message size of 8256 bytes the respective values are 40.03 Mbits of data, 21,816 frames and 811.16 Mbits received daily.
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It can be noted that a very small message size of 4 bytes results in 25.8 kbits of data to be processed daily if the message is transmitted every 4 h for the urban scenario. This means that 808 frames arrive to the data concentrator per day, leading to 30 Mbits received per day according to (3) . The equivalent values are 943 Mbits of data, 501,768 frames and 18.66 Gbits received daily for a message of 145,888 bytes. Figures 3 and 4 depict the frames and the data bits received by the data concentrator when a shorter range of message size is used. The message size varies from 258 to 12,000 bytes and the figures show in a more detailed way the traffic resulting from realistic message size scenarios. The figures show 4 different frequencies at which the data is sent to the data concentrator, namely 4, 6, 8 and 24 times per day. It can be observed, that for a message size of 2400 bytes for the urban scenario, 11.63 Mbits of data are needed to be processed, whereas the equivalent traffic arriving at the data Figures 3 and 4 show that the curves are quasi linear, as explained before. The graphs allow the reader to have a clear picture of the traffic that needs to be handled at the data concentrator for different message sizes. Figures 1-4 refer to the traffic analysis when a 112 OFDM symbol frame is used for transmission. To complete the picture of a realistic distribution network and the smart meter traffic it creates, we examine the case where smaller frame sizes are used from the G3-PLC specification. For this reason, a medium and a small frame size of 40 and 12 OFDM symbols is used. This part of the analysis completes the picture of the traffic required to be handled, and it shows that the selection of the G3-PLC characteristics can have an impact on the overall resulting traffic. We present the case where the message size to be transmitted varies from 258 to 12,000 bytes. Figure 5 shows the transmission time that would be required for the data of all smart meters to be transmitted to the data concentrator, with the aforementioned message size range and provided that 40 and 12 OFDM symbols are used instead of 112. In this case, the big OFDM symbol size is replaced with a medium and small one and the transmission time required is illustrated. It is again examined the case of an urban, a semi-urban and a rural area. Transmission implies perfect synchronization among smart meters and thus no gaps between consecutive transmissions. In Tables 4 and 5 the total transmission time is showed for some message packet sizes that have been found to be used in the literature in case the 40 or the 12 OFDM symbol frame is used.
As it can be observed from Figure 5 and Tables 4 and 5 , the total transmission time is a bit inferior when 40 OFDM symbols are used with respect to the 112 OFDM symbol case for small message sizes. However, as the message size increases, the total transmission time increases a lot when fewer OFDM symbols are used. For example, with a message size of 6192 bytes, the total transmission time for the urban scenario is 4.23 min for the large OFDM frame, whereas this value is 6.1 min and 24.5 min for the 40 and 12 OFDM symbol frame. This is mainly because with the small symbol frame, more frames are required to transmit the same amount of information, thus resulting in greater transmission time. Figures 6-9 show the total number of frames and the bits that arrive at the data concentrator when the medium and small G3-PLC frame sizes are used, and the messages are transmitted every 1, 3, 4 and 6 h. It should be noted that the data bits that need to be processed are the same for all possible G3-PLC frame sizes since the message size to be transmitted remains unchanged. As it can be noticed from Figure 6 to Figure 9 , the general trend is that for a greater message size we get a bigger number of frames and bits received. For example, for a message size of 8256 bytes sent every 1 h with the 112 OFDM symbol frame, the bits and frames received at the data concentrator for the urban scenario are 3.24 Gbit and 87,264 respectively. The equivalent values for the 40 and 12 OFDM symbol frame are 4.74 Gbit, 276,336 frames and 18.8 Gbit, 2,002,224 frames. However, for small message sizes, this is not the case. For a message size of 100 bytes sent every hour, we get 90 Mbit, 83 Mbit, 227 Mbit and 2424, 4848, 24,240 frames for the 112, 40 and 12 OFDM symbol frame respectively. A reason behind this could be that with a small message size, the big OFDM frames are not utilized in the best possible way, meaning that many carriers could be null carriers. This leads in having more big frames and thus more bits received.
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Traffic Analysis for G3-PLC Based on the Message Transmission Frequency
In this subsection we examine the traffic arriving at the data concentrator when different message transmission frequencies are used. We simulate the frequency at which the smart meter messages are sent from 15 min to 8 h. The message size to be transmitted is fixed to 100, 258, 4200 and 10,000 bytes, while the urban, semi-urban and rural cases are examined. Figures 10 and 11 show the total number of frames and the bits received at the data concentrator when a 112 OFDM symbol frame is used. Figures 12 and 13 show the traffic in terms of frames and bits when a medium OFDM 
In this subsection we examine the traffic arriving at the data concentrator when different message transmission frequencies are used. We simulate the frequency at which the smart meter messages are sent from 15 min to 8 h. The message size to be transmitted is fixed to 100, 258, 4200 and 10,000 bytes, while the urban, semi-urban and rural cases are examined. Figures 10 and 11 show the total number of frames and the bits received at the data concentrator when a 112 OFDM symbol frame is used. Figures 12 and 13 show the traffic in terms of frames and bits when a medium OFDM frame size is used (40 symbols), whereas Figures 14 and 15 show the equivalent values with a small OFDM frame size (12 symbols).
As it is expected, when the messages are sent more frequently, the frames and the bits that the data concentrator receives increase exponentially. The data bits for all OFDM data frame sizes are the same, since the message size examined remains the same for the 3 frame sizes examined. As a general trend, it can be noticed that the bits arriving at the data concentrator are increased with a smaller OFDM symbol frame. However, the 40 OFDM symbol frame results in less traffic arriving at the data concentrator than the 112 OFDM symbol frame for a message size of 100 and 258 bytes. The reason for this could be that these small message sizes may not be accommodated in the best way in the large OFDM frame, leading to null carriers, whereas they can be better accommodated in the medium OFDM frame size. On the other hand, the smallest OFDM frame is very likely to introduce great overhead, thus increasing the total number of bits received. For example, for a message size of 258 bytes sent every 15 min from the smart meters, the traffic arriving at the data concentrator results in 721, 665.8 and 2365.2 Mbit for a 112, 40 and 12 OFDM symbol frame size. For a message of 4200 and 10,000 bytes sent every hour the traffic arriving at the data concentrator is 1.6 and 3.88 Gbit (112 OFDM symbol frame), 2.4 and 5.7 Gbit (40 OFDM symbol frame), 9.55 and 22.7 Gbit (12 OFDM symbol frame). 
Traffic Analysis for PRIME Based on the Message Packet Size
Apart from the traffic arriving at the data concentrator when the G3-PLC technology is used, the equivalent traffic is examined when PRIME is used. The rest of the simulation parameters with respect to the representative distribution networks are kept the same. A variable message size is also used, whereas the number of OFDM symbols that form a PRIME frame is according to Table 2 . These frame sizes result in similar frame sizes with the G3-PLC case; thus, a better comparison can take place. It should be noted that since the message size to be transmitted is kept the same as in the G3-PLC case, the information bits arriving at the data concentrator will be the same also for the PRIME case. However, the total traffic as well as the total transmission time can vary, since this information data is divided in a different way into the frames to be transmitted. Table 6 gives the values for the total transmission time (T total ) for the urban (T urban ), semi-urban (T semi ) and rural scenario (T rural ), as well as the amount of traffic arriving at the data concentrator in terms of Mbit or Gbit (N bits , N b-urban , N b-semi , N b-rural ) and frames (N frames , N f-urban , N f-semi , N f-rural ). It should be noted that the equivalent figures, representing the traffic if 39, 12 and 2 OFDM symbols are used to form the PRIME frame, are not presented here, because the curves follow similar trends with the G3-PLC case. Instead we present numerical values, making obvious the resulting traffic for specific message sizes. As it is expected, the traffic arriving at the data concentrator varies a lot depending on the message size, the frequency at which the messages are to be transmitted and the geographical area under study. Equivalently with the G3-PLC case, we simulated the case where the PRIME frame to be transmitted consists of fewer OFDM symbols, namely 12 and 2 symbols, as indicated in Table 2 . Tables 7 and 8 give the values for the total transmission time T total for the urban, semi-urban and rural scenario and the amount of traffic arriving at the data concentrator, with T urban , T semi , T rural , N bits , N b-urban , N b-semi , N b-rural and N frames , N f-urban , N f-semi , N f-rural , as defined for Table 6 . Likewise, in the G3-PLC case, when large messages are transmitted, a bigger number of bits arrive at the data concentrator if smaller frames are used. For example, for a message of 6192 bytes transmitted 8 times per day and for the semi-urban scenario, we get 431.5, 474.7 and 859.03 Mb for the 39, the 12 and the 2 OFDM symbol data frame. However, for small message sizes this is not the case, as larger data frames cannot accommodate them in the best possible way, resulting in having many null carriers in a frame.
Comparing the traffic and the transmission time required for the G3-PLC and the PRIME case, similarities and differences can be observed. In particular, for the transmission time, the general trend is that the total transmission time is a bit greater for the large PRIME data frame than the equivalent G3-PLC. However, for the medium and small data frames this is not the case. Especially for the small data frame, the transmission time noticed is almost doubled for the G3-PLC frame. For example, for an hourly message transmission and for the rural scenario, the transmission time for the G3-PLC big, medium, and small data frames is 2.13, 3.1 and 12.36 min respectively, whereas the equivalent values for the PRIME data frames are 2.15, 2.47 and 5.16 min. This can be explained by the fact that the G3-PLC frame implies a stronger coding scheme and an overall overhead that can add up for small data frames and lead to a greater transmission time. This issue also leads to an increased traffic arriving from G3-PLC smart meters with respect to the respective PRIME ones, which becomes more intense for smaller data frames. For example, for a message of 8256 bytes and for the semi-urban scenario the traffic for the G3-PLC big, medium, and small data frames is 698.7 Mb, 1.02 Gb and 4.05 Gb respectively, whereas the equivalent values for the PRIME big, medium, and small data frame are 575.28 Mb, 632.97 Mb and 1.14 Gb.
Traffic Analysis for PRIME Based on the Message Transmission Frequency
For reasons of completeness we also simulated the traffic arriving if PRIME data frames are transmitted for the three scenarios with different message transmission frequencies. Table 9 gives this traffic in Mbit or Gbit, with N b-urban , N b-semi , N b-rural , as defined for Table 6 . The frequency at which the messages are sent varies from 15 min to 8 h, whereas the message size to be transmitted is fixed to 258, 4200 and 10,000 bytes. Tables 10 and 11 show the traffic if different frame sizes are used for transmission, namely the 12 and the 2 OFDM symbol data frame (with N b-urban , N b-semi , N b-rural , as defined for Table 6 ). It can be observed that as a general trend, the bits arriving at the data concentrator are increased with a smaller OFDM data frame. For a small message, such as the 258 bytes message, the 12 OFDM data frame results in lower traffic than that of the 39 OFDM symbol data frame, similarly to the G3-PLC case, since small messages are not accommodated in the best way with the large OFDM frames. For larger messages, the small PRIME frames result in higher traffic, mainly due to the increased overhead that they introduce. For example, for a 30 min time interval between messages and a message of 4200 bytes for the rural scenario the traffic results in 579.7 Mbit (39 OFDM symbols), 615 Mbit (12 OFDM symbols) and 1.11 Gbit (2 OFDM symbols). Likewise, in Section 3.5 it is noticed that G3-PLC leads to higher traffic, since it can introduce a greater overhead, especially for smaller data frames. For instance, for a message transmission frequency of 2 h and the semi-urban scenario, the traffic introduced by PRIME smart meters is 560 Mbit (39 OFDM symbols), 626.5 Mbit (12 OFDM symbols) and 1.128 Gbit (2 OFDM symbols), whereas the equivalent values for the G3-PLC smart meters are 1.67 Gbit, 2.455 Gbit and 9.794 Gbit for the 112, the 40 and the 12 OFDM symbol data frames respectively.
Discussion-Limitations and Buffer Capacity Needs
In Sections 3.3-3.6 the resulting smart meter data traffic has been analyzed, which can be found in a real LV urban, semi-urban and rural distribution network. As it can be observed, the traffic can reach extremely high values, depending on the message packet size and on the frequency with which the messages are forwarded to the data concentrator. However, there are limitations with respect to the overall amount of data that can be handled by the system, due to limited storage capacity at the data concentrator or due to the total transmission time that is required for all smart meters to transmit data. In this section, we examine such limitations and their effect on the overall data that can be transmitted.
Limitations Based on the Buffer Capacity Needs
Even though the overall traffic can reach very high levels, the data concentrators do not have an unlimited amount of storage capacity. In this Section, we examine the effect on the smart meter data traffic that can be accommodated due to this limited storage capacity and we show the differences between the different types of network examined (urban, semi-urban and rural). In [13] it is stated that a usual buffer size for a data concentrator can be around 80 Mbytes, or else 640 Mbits. Taking this into consideration, we present the limit values for the three representative networks. Table 12 gives the maximum message size that can be supported, provided that all smart meters send their data as a first step and afterwards this information is forwarded to the control center. Values are given for all three G3-PLC frame sizes that we have examined. The total time needed for all the smart meters to transmit their data is also presented. Table 13 gives the equivalent values for the PRIME case. As we see, the maximum message size that can be transmitted by each end-user (smart meter) is lower for the G3-PLC case, which can be explained, since there is a higher overhead introduced. As it is anticipated, the limit increases for rural networks, due to the lower number of customers in this kind of network. It is also observed that the overall transmission time is more or less at the same level for all types of networks and OFDM frame size, which is logical since the limit of 80 MB for the buffer size is the same for all scenarios, meaning that approximately, 80 MB of data need to arrive, thus needing a similar amount of transmission time. It is noticeable that the overall transmission time is greater for the PRIME case because the message size is greater. Especially for the small PRIME frame size, the transmission time is even greater due to the overall overhead introduced. The results show that for the current urban, semi-urban and rural networks characteristics, if the message transmission frequency is kept higher than half an hour for the G3-PLC case, each smart meter can transmit up to at least 26.9 kB (40 OFDM symbol frame, urban scenario). The equivalent value for the PRIME case is much higher to 57.57 kB (40 OFDM symbol frame, urban scenario). However, if the small OFDM symbols frame is used, the maximum message size drops significantly, to 6.75 kB and 13.37 kB for urban and rural networks respectively (G3-PLC case), whereas the equivalent values for the PRIME case are 31.815 and 63.02 kB (urban and rural network).
Limitations Based on the Total TransmissionTime
The limitations due to the overall transmission time (T trans ) lie behind the fact that the minimum message transmission frequency for smart meter consecutive sent message packets (t mtf_min ) should satisfy Equation (6):
The equality shows the system's limit and can lead to a functioning case only when all smart meters are perfectly synchronized. If Equation (6) is not valid, then collisions between smart meters data should occur, meaning information is lost. In Sections 3.4 and 3.6 we studied the effect of the message transmission frequency, taking as a minimum value 15 min between messages. In this section, we show the effect on the maximum allowed message size if the messages are sent as frequently as every 5 or 10 min. Table 14 shows the equivalent values for all G3-PLC OFDM frame sizes, whereas Table 15 depicts the situation for PRIME. For reasons of completeness we also show the values if the message transmission frequency is set to 20. These maximum values would result in a total traffic from all smart meters, which is also illustrated in Tables 14 and 15 , meaning that an equivalent buffer capacity would be required to accommodate such traffic. 
Conclusions
In this paper, the smart meter traffic that needs to be handled in a real distribution network has been analyzed. The parameters of representative distribution networks have been used, based on a survey, at which European DSOs representing the 74.8% of the consumers have participated. The smart meter traffic has been simulated by using the parameters of two popular specifications, namely the G3-PLC and PRIME, which are widely used in practice. Three different frame sizes have been used, whereas all the physical layer parameters have been considered for the two specifications. The resulting traffic has been calculated as a function of two variables: the requested message size and the message transmission frequency. Several values have been considered for the smart meter message size to be transmitted, varying from as low as 4 bytes to as high as 145,888 bytes. The frequency at which the messages are sent also covers a wide range, from every 5 and 15 min to every 8 h. The paper also presents limitations of the system with respect to the maximum message size that can be transmitted due to the limited buffer capacity size at the data concentrator and due to the overall transmission time. Considering a possible expansion of the distribution network, we also present the limitations to the maximum users that can be supported using the parameters of the G3-PLC and PRIME specifications, thus exploring the limits of the system itself. The study presented here can contribute in identifying the growing needs of the distribution network in terms of telecommunication data traffic. Thus, it can help in designing more robust and resilient ICT systems that can support any future DSO requests in data for monitoring and controlling the LV distribution grid.
The most important parameters to consider in analyzing the smart meter traffic in LV distribution networks include total transmission time, number of users, message transmission frequency, message size and buffer capacity. Future work may be directed towards the design of an optimization problem trying to find the best solution (i.e., buffer size) from all feasible solutions. The above-mentioned factors could be utilized to formulate both the objective function and the constraints of the problem. For example, such an optimization problem could be formulated by minimizing the buffer capacity having the total transmission time, the number of users and message size constrained within given intervals. 
