In the 1980's, Belavin and Drinfeld classified non-unitary solutions of the classical Yang-Baxter equation (CYBE) for simple Lie algebras [1] . They proved that all such solutions fall into finitely many continuous families and introduced combinatorial objects to label these families, Belavin-Drinfeld triples. In 1993, Gerstenhaber, Giaquinto, and Schack attempted to quantize such solutions for Lie algebras sl(n). As a result, they formulated a conjecture stating that certain explicitly given elements R ∈ M at n (C) ⊗ M at n (C) satisfy the quantum Yang-Baxter equation (QYBE) and the Hecke condition [3] . Specifically, the conjecture assigns a family of such elements R to any Belavin-Drinfeld triple of type A n−1 . Following a suggestion from Gerstenhaber and Giaquinto, we propose an alternate form for R, given by R J =J −1 R sJ21 , whereJ is a particular upper-triangular matrix and R s the standard solution to the QYBE. We conjecture that R J = R GGS and that R J satisfies the QYBE. Since R J by construction satisfies the Hecke relation, this conjecture implies the GGS conjecture. Then, we prove this new conjecture in the simplest case-where Γ 1 ∩ Γ 2 = ∅, making use of the twist constructed by Hodges for this case [5] . Finally, we verify the conjecture by computer for n ≤ 12.
1 The GGS Conjecture
Belavin-Drinfeld triples
Let (e i ), 1 ≤ i ≤ n, be a basis for C n . Set Γ = {e i − e i+1 : 1 ≤ i ≤ n − 1}. We will use the notation α i ≡ e i − e i+1 . Let (, ) denote the inner product on C n having (e i ) as an orthonormal basis. Definition 1.1 A Belavin-Drinfeld triple of type A n−1 is a triple (τ, Γ 1 , Γ 2 ) where Γ 1 , Γ 2 ⊂ Γ and τ : Γ 1 → Γ 2 is a bijection, satisfying two conditions:
(a) ∀α, β ∈ Γ 1 , (τ α, τ β) = (α, β).
(b) τ is nilpotent: ∀α ∈ Γ 1 , ∃k ∈ N such that τ k α / ∈ Γ 1 .
Let g = sl(n) be the Lie algebra of n×n matrices of trace zero. Set h ⊂ g to be the subset of diagonal matrices. Elements of C n define linear functions on h by i λ i e i i a i e ii = i λ i a i . Set P = 1≤i≤n 1≤j≤n e ij ⊗ e ji , and let P ′ be the orthogonal projection of P to g ⊗ g with respect to the form (X, Y ) = T r(XY ) on Mat n (C). Then, set P 0 to be the projection of P ′ to h ⊗ h. Thus, P 0 = i n−1 n e ii ⊗ e ii − i =j We will also use the notationr 0 ≡ r 0 − 1 2 P 0 . Belavin and Drinfeld showed that nonunitary solutions of the CYBE correspond to solutions of these equations.
The GGS conjecture
The GGS conjecture gives an explicit form of a matrix R GGS ∈ Mat n (C) ⊗ Mat n (C) for any given triple and any given r 0 ∈ h ⊗ h satisfying (1.1), (1.2) as follows: For any α = e i − e j , i = j, set e α = e ij , and say α > 0 if i < j, otherwise α < 0. SetΓ 1 = {v ∈ Span(Γ 1 ) : v = e i − e j , 0 ≤ i < j ≤ n, i = j}, and defineΓ 2 similarly. Then, extend τ to a mapΓ 1 →Γ 2 so that τ is additive, i.e. τ (a + b) = τ (a) + τ (b) provided a, b, (a + b) ∈Γ 1 . Further, define α ≺ β if α ∈Γ 1 and τ k (α) = β, for some k ≥ 1. It is clear from the conditions on τ that this means, given α = α i + . . .
, that is, τ k sends the left endpoint of α to the right endpoint of β, then define sign(α, β) = (−1)
p . Otherwise, set sign(α, β) = 1. We will use the notation x ∧ y ≡ x ⊗ y − y ⊗ x. Note that this notation differs from that of [4] by a factor of 1 2 . Furthermore, for all matrices x ∈ Mat n (C) ⊗ Mat n (C) we will use the notation x = i,j,k,l x jl ik e ij ⊗ e kl . Let q be indeterminate. For diagonal matrices x, let q x = i,j,k,l q x jl ik e ij ⊗ e kl . Now we define the matrix R as follows:
4)
R GGS = R s + (q − q −1 )ã, R GGS = qr 0R GGS qr 0 . (1.5)
Conjecture 1.1 (GGS)
The matrix R = R GGS satisfies the quantum Yang-Baxter equation, R 12 R 13 R 23 = R 23 R 13 R 12 , and P R satisfies the Hecke relation, (P R −q)(P R + q −1 ) = 0.
Remark 1.1 Our formulation is from [4] , correcting misprints. The original formulation in [3] is somewhat different. We will write x q −1 to denote the matrix x with q −1 substituted for q. Define (x ⊗ y) T = x T ⊗ y T where x T is the transpose of x, for x, y ∈ Mat n (C). Then, the original form of R GGS can be written as follows:
Denoting R as this matrix and R GGS as given in (1.5), we have
Thus, P R GGS satisfies the Hecke relation iff P R satisfies the Hecke relation. In this case, we have P R
GGS ) 21 , and thus R satisfies the QYBE iff R GGS does. Thus, the two formulations are equivalent.
2 The J conjecture 2.1 Definition and properties of the twist J First, we will define some useful notation. Given a matrix
Given any total ordering < on a set Y , we will use < x∈Y to denote a product over all elements of Y , left to right, under the order <. Define the following matrices, products taken left to right, with K α,β ∈ C:
Proposition 2.1 There exists an ordering < on X, such that J and J −1 are given by the formulas
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Proof. Indeed, each X p may be ordered as follows: set β = e i − e j , β
Then, all that is needed is to extend < to an ordering on X given by X i < X j whenever i < j. Set q ≡ e . Then we have the following main result on K α,β :
(ii) There exist unique half-integer K α,β such that
They are given by the formula
(iii) For these K α,β , and no others, one has
Proof. We expandR J modulo 3 as follows:
(ii) If we skew-symmetrize the second order terms in (2.6) by the substitution x → x−x 21 , (2.5) is obtained directly as a necessary and sufficient condition for
Since a + , a − have integral entries and P + , P − half-integral entries, the K α,β are halfintegers.
(iii) We may expandR GGS modulo 3 as follows:
It is clear that for any K α,β , the first-order terms in (2.6) and (2.7) match. Also, it is easy to check that 8ǫ =
R GGS + (R GGS ) 21 α,β . Thus, (i) implies that the symmetric part of the second-order terms in (2.6) and (2.7) also match for any K α,β . Finally, since it is clear that It is clear from the form of R J that P R J satisfies the Hecke relation. Thus, this conjecture implies the GGS conjecture.
Using computer programs written in C as described in [7] , the GGS conjecture and Conjecture 2.1 have been verified for n ≤ 12. This relies on the following well-known fact: 
Simplification of the formula for K α,β
First, we define some notation specifying the position of positive roots α, β on the Dynkin diagram. For α = e i − e j , define |α| = j − i, or the number of simple roots which sum to α. Now, take positive roots α, β, |α| = |β|, α = β. Set α = e i − e j , β = e k − e l . Then, say that α < β if i < k, and in this case, α ⋖ β if j = k, α < β if j > k, and α ≪ β if j < k. We will use α > β if β < α, and similarly, ⋗, >, and ≫ are the reverse directions of ⋖, <, and ≪, respectively. With these definitions, we will take x < = α<β x α,β e β ⊗ e −α + x −β,−α e −α ⊗ e β and similarly for the other defined relations.
Further, we introduce notation concerning orientation. If τ k (α) = β and α = e i − e j , β = e k −e l , i < j, k < l then we say α, β have reversed orientation if τ k (α i ) = α l−1 ; otherwise, the orientation is preserved. We will use the notation α ≺ → β if α ≺ β preserving orientation, and α ≺ ← β if α ≺ β reversing orientation. We see that sign(α, β) = (−1)
Proposition 2.5 We may rewrite (2.5) as follows:
Proof. First, we expand a + P − + a − P + + P + a + :
Now we simplify i (a
sees that e β e β ′ = e β+β ′ and e −α e −α ′ = e −α−α ′ iff α + α ′ ∈Γ 1 and τ i (α + α ′ ) = β + β ′ , reversing order. Thus, since in this case sign(α, β)sign(α ′ , β
It is clear that (2.9) and (2.10) imply the proposition.
Remark 2.2
In the following section, we will see that (2.8) simplifies significantly when Γ 1 ∩ Γ 2 = ∅. In particular, in this case the products (2.3), (2.4) turn into sums of the same kind. It is worth noting, however, that in general there is no such sum formulation of J. Indeed, already in the simple triple n = 6, Γ 1 = {α 1 , α 2 , α 3 }, τ (α i ) = α i+2 , we obtain J α 1 +α 2 ,α 4 +α 5 = (q − q −1 ) 2 , while 1) α 1 + α 2 ⊀ α 4 + α 5 , and 2) (q − q −1 ) 2 is not of the form ±q k (q − q −1 ), k ∈ C. For n > 6, one obtains terms not even of the form mq
Note, however, that the product formulation for J is especially natural in light of the formula for the universal R-matrix given in [6] and the similar construction for J for the disjoint case found in [5] .
3 The J conjecture when Γ 1 ∩ Γ 2 = ∅ This section is devoted to proving the following theorem:
We will assume Γ 1 ∩ Γ 2 = ∅ throughout this section. The first observation to make in this case is that, since τ 2 = 0,
In addition, we may simplify K α,β considerably. Note that a < = a > = 0. Also, e −α e β = e β e −α = 0 whenever β ∈Γ 2 , α ∈Γ 1 , implying a + a − = a − a + = 0. Thus, (2.8) becomes
Using that α ⊥ β with the usual inner product iff α ≪ β or α ≫ β when Γ 1 ∩ Γ 2 = ∅, the form of K α,β is summarized in the following table:
− |α| Table 1 :
Set B = J −1 − 1. Then, the following lemma describesR J :
(ii)R J is given by the following equation:
, and e −α e −α ′ = e −α−α ′ , e β e β ′ = e β+β ′ , then α + α ′ ∈Γ 1 and it is clear that τ (α + α ′ ) = β + β ′ . Thus, when B is expanded, all terms will remain of this type.
(ii) It is clear thatR J = (1+B)R s (1+A 21 ) = R s +BR s +R s A 21 +BR s A 21 . Since e β e −α = e −α e β = 0 for all β ∈Γ 2 , α ∈Γ 1 , we see that BR s A 21 = (q − q −1 )B α>0 e −α ⊗ e α A 21 . Also, B α>0 e −α ⊗ e α = P B 
) − 1 = 0, we find:
. The lemma is proved. Now, we compute B using (2.4), in which (α, β) > (α ′ , β ′ ) whenever (e β ⊗ e −α )(e β ′ ⊗ e −α ′ ) = 0. Define L α,β as follows:
and in this case
We prove the lemma inductively. If |α| = 1, (ii) is clear. Otherwise, assume (ii) holds for |α| ≤ p. We will prove the result for |α| = p + 1.
Suppose α = e i − e i+p+1 , β = e j − e j+p+1 , and τ (α i+k ) = α j+p−k , 0 ≤ k ≤ p. Then, by (2.4), we may write
A e i −e i+l ,e j+p+1−l −e j+p+1 B e i+l −e i+p+1 ,e j −e j+p+1−l
As in [4] , define e −α ∧ c e β = q −c e −α ⊗ e β − q c e β ⊗ e −α . Then, (3.2) becomes
All that remains is to show equivalence of (3.4)R GGS . First we writeR GGS :
Here we have used ǫ α,β = ǫ jl ik where α = e j − e i , β = e k − e l . Now, we compute ǫ. We see that ǫ + = (a + c + + c + a + ) + (a − c + + c + a − ) + (a + ) 2 , since a − a + = a + a − = 0. Since ǫ is symmetric, it suffices to compute ǫ + . Well, we have already computed (a + ) 2 in (2.10), so it remains to compute the other terms. We see that a + c + + c + a + = − 
2 and we have the following formula:
Combining (3.5), (3.6), we exactly get (3.4) . This proves thatR GGS =R J and hence that R GGS = R J in the case Γ 1 ∩ Γ 2 = ∅. The proof is finished.
In the appendix we prove the J conjecture and hence the GGS conjecture by comparing the form of R J and a twist constructed by Hodges.
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A Appendix: Proof that R J satisfies the QYBE when
Etingof and T.Schedler
In this appendix we will prove the GGS conjecture for disjoint triples (i.e. Γ 1 ∩ Γ 2 = ∅) using the results of the main part of the paper. We note that in the case when Γ 1 is orthogonal to Γ 2 , this was done (using the same method) by T.Hodges. We will first recall the results of Hodges [5] using the notation of [2] . Fix a disjoint Belavin-Drinfeld triple (Γ 1 , Γ 2 , τ ). Let h i be the subpaces of h spanned by Γ i . Let Z = τ (x i ) ⊗ x i , where x i is an orthonormal basis of h 1 . Let T ∈ h ⊗ h be a solution of the following equations:
for any x ∈ h 1 . Define
where C α = 1 if α ≺ ← β and 0 if α ≺ → β. The following proposition can be deduced from the results of [5] . Proof. Define
where R is the universal R-matrix of the Hopf subalgebra U 1 of U q (sl n ) corresponding to the Dynkin subdiagram Γ 1 , evaluated in C n ⊗ C n (see [2] ,section 4). By Proposition 4.
satisfies the Hecke relation and the quantum Yang-Baxter equation, so it is enough to show that J coincides with J ′ . This can be deduced from an explicit formula for the universal R-matrix R as follows.
Let us apply the antipode to both components of the formula for R from [6] , then apply τ in the first component, and evaluate both components in the n-dimensional representation. This yields
(The additional powers of −q −1 in the reversing case appear from iterated q-commutators, which arise when one computes root elements of U q (sl n ) corresponding to nonsimple roots, see [6] ). Substituting (A.4) into (A.3), we get J = J ′ . Consider two bilinear forms of h 1 : the usual inner product, which we henceforth denote by I(x, y), and the form B(x, y) ≡ (x, τ (y)). The form B is not always symmetric, and we set B
T (x, y) ≡ B(y, x). Since h 1 + h 2 has a nondegenerate inner product, any element of (h 1 ⊕ h 2 )
⊗2 can be regarded as a bilinear form on h 1 ⊕ h 2 , by X → F X (a, b) = (a ⊗ b, X). Thus such an element can be written as a 2 by 2 matrix whose ij-th entry is a form on h i ⊗h j . We will use such notation below.
Lemma A.1 There exists a unique solution T of the equations (A.1) in (h
⊗2 . This solution has the form
Proof. The proof is by a direct computation. Now let us compute R J . We have
Using the fact that q X R s q −X = R s , X ∈ S 2 h (A. Let J be as defined in (2.1) and (2.2), using 
