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Abstract
In this paper, we deal with the solutions of systems of PDEs with bilateral inter-connected obstacles of min-
max and max-min types. These systems arise naturally in stochastic switching zero-sum game problems. We
show that when the switching costs of one side are regular, the solutions of the min-max and max-min systems
coincide. Then, this common viscosity solution is related to a multi-dimensional doubly reflected BSDE with
bilateral interconnected obstacles. Finally, its relationship with the the values of a zero-sum switching game is
studied.
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1. Introduction
Let us consider the following two systems of partial differential equations (PDEs) with bilateral inter-connected
obstacles (i.e., the obstacles depend on the solution) of min-max and max-min types: for any (i, j) ∈ Γ1 × Γ2,
(t, x) ∈ [0, T ]× Rk,

min
{
v¯ij(t, x)− Lij(~¯v)(t, x) ; max
{
v¯ij(t, x)− U ij(~¯v)(t, x);
−∂tv¯ij − LX(v¯ij)(t, x)− f ij(t, x, (v¯kl(t, x))(k,l)∈Γ1×Γ2 , σ(t, x)
⊤Dxv¯
ij(t, x))
}}
= 0 ;
v¯ij(T, x) = hij(x)
(1.1)
((.)⊤ is the transpose) and

max
{
vij(t, x)− U ij(~v)(t, x) ;min
{
vij(t, x) − Lij(~v)(t, x)
−∂tvij − LX(vij)(t, x)− f ij(t, x, (vkl(t, x))(k,l)∈Γ1×Γ2 , σ(t, x)
⊤Dxv
ij(t, x))
}}
= 0 ;
vij(T, x) = hij(x)
(1.2)
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where
(i) Γ1 and Γ2 are finite sets (possibly different);
(ii) For any (t, x) ∈ [0, T ]× Rk, ~v(t, x) = (vkl(t, x))(k,l)∈Γ1×Γ2 and for any (i, j) ∈ Γ
1 × Γ2,
Lij(~v)(t, x) = maxk∈Γ1,k 6=i{v
kj(t, x)− g
ik
(t, x)}, U ij(~v)(t, x) = minp∈Γ2,p6=j{v
ip(t, x) + g¯jp(t, x)}. (1.3)
(iii) LX is a second order generator associated with the following diffusion process Xt,x satisfying:
∀s ∈ [t, T ], Xt,xs = x+
∫ s
t
b(r,Xt,xr )dr +
∫ s
t
σ(r,Xt,xr )dBr ; X
t,x
s = x, s ∈ [0, t]. (1.4)
The required properties on b and σ will be precised later.
The systems (1.1) and (1.2) are of min-max and max-min types respectively. The barriers Lij(~¯v), U ij(~¯v) and
Lij(~v), U ij(~v) depend on the solution ~¯v = (v¯ij)(i,j)∈Γ1×Γ2 and ~v = (v
ij)(i,j)∈Γ1×Γ2 of (1.1) and (1.2) respectively.
They are related to zero-sum switching game problems since actually, specific cases of these systems, stand for
the Hamilton-Jacobi-Bellman-Isaacs equations associated with those games.
Switching problems have recently attracted a lot of research activities, especially in connection with mathe-
matical finance, commodities, and in particular energy markets, etc (see e.g. [3, 23, 4, 5, 11, 1, 9, 8, 10, 15, 16, 18,
20, 22, 24, 25, 26, 21, 30, 27, 28] and the references therein). Several points of view, mainly dealing with control
problems, have been considered (theoritical and practical [3, 23, 5, 9, 10, 15, 18, 26], numerics [4, 15], filtering
and partial information [22]). However, except [19, 20], problems related to switching games did not attract that
much interest in the literature.
In [8], by means of systems of reflected backward stochastic differential equations (BSDEs) with inter-
connected obstacles in combination with Perron’s method, Djehiche et al. have shown that each of the systems
(1.1) and (1.2) has a unique continuous solution with polynomial growth, under classical assumptions on the
data f ij , g¯ij , gij and h
ij . The question of whether or not these solutions coincide was conjectured as an open
problem, leaving a possible connection of the solution of system (1.1) and (1.2) with zero-sum switching games
unanswered. The main objective of this paper is three-fold: (i) to investigate under which additional assumptions
on the data of these problems, the unique solutions of systems (1.1) and (1.2) coincide; (ii) to make a connection
between this solution and the associated system of reflected BSDEs with bilateral inter-connected obstacles; (iii)
to study the relationship with the value function of the associated zero-sum switching game.
We show that if the switching costs of one side (or player), i.e. either (g¯ij)(i,j)∈Γ1×Γ2 or (gij)(i,j)∈Γ1×Γ2 , are
regular enough, then the solutions of the systems (1.1) and (1.2) coincide, i.e., v¯ij = vij , for any (i, j) ∈ Γ1 ×Γ2.
The strategy to obtain these results is to show that the barriers, which depend on the solution, are comparable
and then thanks to a result by Hamade`ne-Hassani [14] (see Theorem 6.3 in appendix (A2)) on viscosity solutions
of standard min-max and max-min PDE problems and uniqueness of the solutions of (1.1) and (1.2), we obtain
the equality of those latter.
Next, with the help of this common solution, we have proved existence and uniqueness of quadruples
(Y ij , Zij ,Kij,±)(i,j)∈Γ1×Γ2 solution of the following system of reflected BSDEs with inter-connected obstacles:
∀(i, j) ∈ Γ1 × Γ2, ∀s ∈ [t, T ],


Y ijs = h
ij(Xt,xT ) +
∫ T
s
f ij(r,Xt,xr , ~Yr, Z
ij
r )dr + (K
ij,+
T −K
ij,+
s )− (K
ij,−
T −K
ij,−
s )−
∫ T
s
Zijr dBr ;
Y ijs ≤ U
ij
s (~Y ) and Y
ij
s ≥ L
ij
s (~Y ) ;
∫ T
t
(Y ijs − U
ij
s (~Y ))dK
ij,−
s = 0 and
∫ T
t
(Lijs (~Y )− Y
ij
s )dK
ij,+
s = 0.
(1.5)
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The component (Y ij)(i,j)∈Γ1×Γ2 has the following Feynman-Kac representation:
∀(i, j) ∈ Γ1 × Γ2 and s ∈ [t, T ], Y ijs = v¯
ij(s,Xt,xs ). (1.6)
In this Markovian framework of randomness, this result improves substancially the one by Hu-Tang [19] on the
same subject. Uniqueness is even new.
Finally at the end of the paper, we deal with issues related to the link of the solution of systems (1.1) and
(1.2) and the value function of the zero-sum switching game. In some particular cases, we show that they are
equal and a saddle-point for the game is obtained.
To the best of our knowledge, these issues have not been addressed in the literature yet.
The paper is organized as follows. In Section 2, we fix some notations and, for sake of completeness, recall
accurately under which conditions each of the systems (1.1) and (1.2) has a unique solution. Note that these
results are already given in [8]. In Section 3, we show that if mainly the switching costs g¯ij , (i, j) ∈ Γ1 × Γ2, are
C1,2 then the unique solutions of (1.1) and (1.2) coincide. Next the link with the unique solution of system (1.5)
is stated. The proof of this result is postponed to Appendix, given in the end of the paper. In Section 4, we
first describe the zero-sum switching game problem. Then, under some additional conditions on the two families
(f ij)(i,j)∈Γ1×Γ2 and (h
ij)(i,j)∈Γ1×Γ2 , we show that this game has a value which is given by the unique solution
of (1.1) and (1.2) and thus in terms of the solution of (1.5) as well, due to relation (1.6). We also provide a
saddle-point of this game. The relationship of Y ij and the upper and lower values of the game are also studied.
2. Notations and first results
Let T (resp. k, d) be a fixed positive constant (resp. two integers) and Γ1 (resp. Γ2) denote the set of switching
modes for player 1 (resp. 2). For later use, we shall denote by Λ the cardinal of the product set Γ := Γ1 × Γ2
and for (i, j) ∈ Γ, (Γ1)
−i
:= Γ1 − {i} and (Γ2)
−j
:= Γ2 − {j}. For ~y = (ykl)(k,l)∈Γ1×Γ2 ∈ R
Λ, (i, j) ∈ Γ1 × Γ2,
and y ∈ R, we denote by [(ykl)(k,l)∈Γ1×Γ2−{i,j}, y] the matrix obtained from the matrix ~y = (y
kl)(k,l)∈Γ1×Γ2 by
replacing the element yij with y.
For any (i, j) ∈ Γ1 × Γ2, let
b : (t, x) ∈ [0, T ]× Rk 7→ b(t, x) ∈ Rk;
σ : (t, x) ∈ [0, T ]× Rk 7→ σ(t, x) ∈ Rk×d;
f ij : (t, x, ~y, z) ∈ [0, T ]× Rk+Λ+d 7→ f ij(t, x, ~y, z) ∈ R ;
g
ik
: (t, x) ∈ [0, T ]× Rk 7→ g
ik
(t, x) ∈ R ;
g¯jl : (t, x) ∈ [0, T ]× Rk 7→ g¯jl(t, x) ∈ R ;
hij : x ∈ Rk 7→ hij(x) ∈ R.
A function Φ : (t, x) ∈ [0, T ]× Rk 7→ Φ(t, x) ∈ R is called of polynomial growth if there exist two non-negative
real constants C and γ such that
|Φ(t, x)| ≤ C(1 + |x|γ), ∀(t, x) ∈ [0, T ]× Rk.
Hereafter, this class of functions is denoted by Πg. Let C1,2([0, T ]× Rk) (or simply C1,2) denote the set of real-
valued functions defined on [0, T ] × Rk, which are once (resp. twice) differentiable w.r.t. t (resp. x) and with
continuous derivatives.
The following assumptions (H0)-(H4) on the data of the systems (1.1) and (1.2) are in force throughout the
paper. They are the same as in [8].
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(H0) The functions b and σ are jointly continuous in (t, x) and Lipschitz continuous w.r.t. x uniformly in t,
meaning that there exists a non-negative constant C such that for any (t, x, x′) ∈ [0, T ]× Rk+k we have
|σ(t, x) − σ(t, x′)|+ |b(t, x)− b(t, x′)| ≤ C|x− x′|.
Thus they are also of linear growth w.r.t. x, i.e., there exists a constant C such that for any (t, x) ∈
[0, T ]× Rk,
|b(t, x)|+ |σ(t, x)| ≤ C(1 + |x|).
(H1) Each function f ij
(i) is continuous in (t, x) uniformly w.r.t. the other variables (~y, z) and, for any (t, x), the mapping
(t, x)→ f ij(t, x, 0, 0) is of polynomial growth.
(ii) is Lipschitz continuous with respect to the variables (~y := (yij)(i,j)∈Γ1×Γ2 , z) uniformly in (t, x), i.e.
∀ (t, x) ∈ [0, T ]× Rk, ∀ (~y1, ~y2) ∈ RΛ × RΛ, (z1, z2) ∈ Rd × Rd,
|f ij(t, x, ~y1, z1)− f
ij(t, x, ~y2, z2)| ≤ C (|~y1 − ~y2|+ |z1 − z2|) ,
where |~y| stands for the standard Euclidean norm of ~y in RΛ.
(H2) Monotonicity: Let ~y = (ykl)(k,l)∈Γ1×Γ2 . For any (i, j) ∈ Γ
1 × Γ2 and any (k, l) 6= (i, j) the mapping
ykl → f ij(s, ~y, z) is non-decreasing.
(H3) The functions hij , which are the terminal conditions in the systems (1.1) and (1.2), are continuous with
respect to x, belong to class Πg and satisfy the following consistency condition:
∀ (i, j) ∈ Γ1 × Γ2 and x ∈ Rk, maxk∈(Γ1)−i
(
hkj(x)− g
ik
(T, x)
)
≤ hij(x) ≤ minl∈(Γ2)−j
(
hil(x) + g¯jl(T, x)
)
.
(H4) The non free loop property: The switching costs g
ik
and g¯jl are non-negative, jointly continuous in (t, x),
belong to Πg and satisfy the following condition:
For any loop in Γ1×Γ2, i.e., any sequence of pairs (i1, j1), . . . , (iN , jN ) of Γ1×Γ2 such that (iN , jN ) = (i1, j1),
card{(i1, j1), . . . , (iN , jN )} = N − 1 and any q = 1, . . . , N − 1, either iq+1 = iq or jq+1 = jq, we have:
∀(t, x) ∈ [0, T ]× Rk, ∑
q=1,N−1
ϕiqjq (t, x) 6= 0, (2.1)
where, ∀ q = 1, . . . , N − 1, ϕiqjq (t, x) = −giqiq+1
(t, x)11iq 6=iq+1 + g¯jqjq+1 (t, x)11jq 6=jq+1 .
This assumption implies in particular that
∀ (i1, . . . , iN) ∈ (Γ
1)N such that iN = i1 and card{i1, . . . , iN} = N − 1,
N−1∑
p=1
g
ikik+1
> 0 (2.2)
and
∀ (j1, . . . , jN ) ∈ (Γ
2)N such that jN = j1 and card{j1, . . . , jN} = N − 1,
N−1∑
p=1
g¯jkjk+1 > 0. (2.3)
By convention we set g¯jj = gii = 0.
Conditions (2.2) and (2.3) are classical in the literature of switching problems and usually referred to as the non
free loop property.
We now introduce the probabilistic tools we need later. Let (Ω,F ,P) be a fixed probability space on which
is defined a standard d-dimensional Brownian motion B = (Bt)0≤t≤T whose natural filtration is
(F0t := σ{Bs, s ≤ t})0≤t≤T . Let F = (Ft)0≤t≤T be the completed filtration of (F
0
t )0≤t≤T with the P-null sets of
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F , hence (Ft)0≤t≤T satisfies the usual conditions, i.e., it is right continuous and complete. On the other hand,
we denote by P be the σ-algebra on [0, T ]× Ω of F-progressively measurable sets.
Next, let us fix t in [0, T ] and let us define
(i) H2,ℓt (ℓ ≥ 1) be the set of P-measurable and R
ℓ-valued processes w = (ws)s∈[0,T ] such that
E[
∫ T
t
|ws|2ds] <∞;
(ii) S2t (resp. S
2
t,d) be the set of P-measurable continuous (resp. RCLL) processes w = (ws)s∈[0,T ] such that
E[supt≤s≤T |ws|
2] <∞ ;
(iii) A2t,i be the subset of S
2
t of non-decreasing processes K = (Ks)s∈[0,T ] such that Kt = 0 (and then Ks = 0
for s ≤ t) ;
(iv) The sets H2,ℓ0 , S
2
0 , S
2
0,d and A
2
0,i will be simply denoted by H
2,ℓ, S2, S2d and A
2
i .
For (t, x) ∈ [0, T ]× Rk, let Xt,x be the diffusion process solution of the following standard SDE:
∀s ∈ [t, T ], Xt,xs = x+
∫ s
t
b(r,Xt,xr )dr +
∫ s
t
σ(r,Xt,xr )dBr; X
t,x
s = x for s ∈ [0, t]. (2.4)
Under Assumption (H0) on b and σ, the process Xt,x exists and is unique ([29], Theorem 2.1 pp.375). Moreover,
it satisfies the following estimates: For all p ≥ 1,
E[sup
s≤T
|Xt,xs |
p] ≤ C(1 + |x|p). (2.5)
Its infinitesimal generator LX is given, for every (t, x) ∈ [0, T ]× Rk and φ ∈ C1,2, by
LXφ(t, x) := 12
k∑
i,j=1
(σσ⊤(t, x))i,j∂
2
xixj
φ(t, x) +
∑
i=1,k bi(t, x)∂xiφ(t, x)
= 12Tr[σσ
⊤(t, x)D2xxφ(t, x)] + b(t, x)
⊤Dxφ(t, x).
(2.6)
Under Assumptions (H0)-(H4), we have
Theorem 2.1. ([8], Theorems 5.4 and 5.5) There exists a unique continuous viscosity solution in the class Πg
(v¯ij)(i,j)∈Γ1×Γ2 (resp. (v
ij)(i,j)∈Γ1×Γ2) of the following system: ∀(i, j) ∈ Γ
1 × Γ2,


min
{
(v¯ij − Lij(~¯v))(t, x);max
{
(v¯ij − U ij(~¯v))(t, x);
−∂tv¯ij(t, x) − LX(v¯ij)(t, x) − f ij(t, x, (v¯kl(t, x))(k,l)∈Γ1×Γ2 , σ
⊤(t, x)Dxv¯
ij(t, x))
}}
= 0,
v¯ij(T, x) = hij(x)
(2.7)
(resp.

max
{
(vij − U ij(~v))(t, x);min
{
(vij(t, x) − Lij(~v))(t, x);
−∂tvij(t, x) − LX(vij)(t, x) − f ij(t, x, (vkl(t, x))(k,l)∈Γ1×Γ2 , σ(t, x)
⊤Dxv
ij(t, x))
}}
= 0,
vij(T, x) = hij(x))
(2.8)
where the obstacles U ij and Lij are defined in (1.3).
In order to obtain the solutions of the systems (2.7) and (2.8) respectively, Djehiche et al. ([8]) introduced the
following sequences of backward reflected BSDEs with inter-connected obstacles: ∀m,n ≥ 0, ∀(i, j) ∈ Γ1 × Γ2,


Y¯ ij,m ∈ S2, Z¯ij,m ∈ H2,d and K¯ij,m ∈ A2i ;
Y¯ ij,ms = h
ij(Xt,xT ) +
∫ T
s
f¯ ij,m(r,Xt,xr , (Y¯
kl,m
r )(k,l)∈Γ1×Γ2 , Z¯
ij,m
r )dr +
∫ T
s
dK¯ij,mr −
∫ T
s
Z¯ij,mr dBr, s ≤ T ;
Y¯ ij,ms ≥ maxk∈(Γ1)−i{Y¯
kj,m
s − gik(s,X
t,x
s )}, s ≤ T ;∫ T
0 (Y¯
ij,m
s −maxk∈(Γ1)−i{Y¯
kj,m
s − gik(s,X
t,x
s )})dK¯
ij,m
s = 0
(2.9)
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and

Yij,n ∈ S2, Zij,n ∈ H2,d and Kij,n ∈ A2i ;
Yij,ns = h
ij(Xt,xT ) +
∫ T
s
fij,n(r,Xt,xr , (Y
kl,n
r )(k,l)∈Γ1×Γ2 ,Z
ij,n
r )dr −
∫ T
s
Zij,nr dBr −
∫ T
s
dKij,nr , s ≤ T ;
Yij,ns ≤ minl∈(Γ2)−j
(
Yil,ns + g¯jl(s,X
t,x
s )
)
, s ≤ T ;∫ T
0
(Yij,ns −minl∈(Γ2)−j{Y
il,n
s + g¯jl(s,X
t,x
s )})dK
ij,n
s = 0
(2.10)
where, for any (i, j) ∈ Γ1 × Γ2, n,m ≥ 0 and (s, x, ~y, zij),
f¯ ij,m(s, x, ~y, zij) := f ij(s, x, (ykl)(k,l)∈Γ1×Γ2 , z
ij)−m
(
yij −minl∈(Γ2)−j (y
il + g¯jl(s, x))
)+
(2.11)
and
fij,n(s, x, ~y, zij) := f ij(s, x, (ykl)(k,l)∈Γ1×Γ2 , z
ij) + n
(
yij −maxk∈(Γ1)−i(y
kj − g
ik
(s, x))
)−
. (2.12)
Under Assumptions (H0)-(H4), it is shown in [16] (see also [5] or [17]) that each one of the systems (2.9) and
(2.10) has a unique solution (Y¯ ij,m, Z¯ij,m, K¯ij,m) and (Yij,m,Zij,m,Kij,m) respectively. In addition, they enjoy
the following properties:
(i) For any m,n ≥ 0 and (i, j) ∈ Γ1 × Γ2
Y¯ ij,m ≥ Y¯ ij,m+1 ≥ Yij,n+1 ≥ Yij,n. (2.13)
(ii) For any n,m ≥ 0 and (i, j) ∈ Γ1 × Γ2, there exist deterministic continuous functions v¯ij,m and vij,n such
that, for any (t, x) ∈ [0, T ]× Rk and s ∈ [t, T ], we have
Y¯ ij,ms = v¯
ij,m(s,Xt,xs ) and Y
ij,n
s = v
ij,n(s,Xt,xs ).
Moreover, from (2.13) we easily deduce that, for any n,m ≥ 0 and (i, j) ∈ Γ1 × Γ2,
v¯ij,m ≥ v¯ij,m+1 ≥ vij,n+1 ≥ vij,n. (2.14)
Finally, for any m ≥ 0 (resp. n ≥ 0), v¯m := (v¯ij,m)(i,j)∈Γ1×Γ2 (resp. vn := (v
ij,n)(i,j)∈Γ1×Γ2) is the unique
continuous viscosity solution, in the class Πg, of the following system of PDEs with inter-connected obstacles:
∀(i, j) ∈ Γ1 × Γ2, ∀(t, x) ∈ [0, T ]× Rk,

min
{
(v¯ij,m − Lij(~¯vm)(t, x);
−∂tv¯ij,m(t, x)− LX(v¯ij,m)(t, x)− f¯ ij,m(t, x, (v¯kl,m(t, x))(k,l)∈Γ1×Γ2 , σ(t, x)
⊤Dxv¯
ij,m(t, x))
}
= 0,
v¯ij,m(T, x) = hij(x)
(resp.

max
{
(vij,n − U ij(~vn))(t, x);
−∂tvij,n(t, x)− LX(vij,n)(t, x)− f
ij,n(t, x, (vkl,n(t, x))(k,l)∈Γ1×Γ2 , σ
⊤(t, x)Dxv
ij,n(t, x))
}
= 0,
vij,n(T, x) = hij(x)).
(iii) For (i, j) ∈ Γ1 × Γ2 and (t, x) ∈ [0, T ]× Rk, let us set
v¯ij(t, x) := lim
m→∞
ց v¯ij,m(t, x) and vij(t, x) := lim
n→∞
ր vij,n(t, x).
Then, using Perron’s method, it is shown that (v¯ij)(i,j)∈Γ1×Γ2 (resp. (v
ij)(i,j)∈Γ1×Γ2) is continuous, belongs to
Πg and is the unique viscosity solution, in class Πg, of system (2.7) (resp. (2.8)). Finally, by construction and in
view of (2.14), it holds that, for any (i, j) ∈ Γ1 × Γ2,
vij ≤ v¯ij . (2.15)
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3. Equality of the solutions of min-max and max-min systems. Related system of reflected BSDEs.
In [8], the question whether or not for any (i, j) ∈ Γ1 × Γ2, vij ≡ v¯ij was left open. This was mainly due to
the fact we have not been able to compare the inter-connected obstacles neither in (2.7) nor in (2.8).
Actually, had we known that
(i) ∀(i, j) ∈ Γ1 × Γ2, Lij(~¯v) ≤ U ij(~¯v)
or
(ii) ∀(i, j) ∈ Γ1 × Γ2, Lij(~v) ≤ U ij(~v)
(3.1)
then we would have deduced, from the general existence result obtained in Hamade`ne-Hassani [14] (see Theorem
6.3 in appendix (A2)) and the uniqueness of the solution of (2.7) or (2.8), that for any (i, j) ∈ Γ1×Γ2, v¯ij = vij .
In this section, we are going to investigate under which additional regularity assumptions on the data of the
problem, one of the inequalities in (3.1) is satisfied to be able to conclude that v¯ij = vij , for any (i, j) ∈ Γ1×Γ2,
i.e., the solutions of (2.7) and (2.8) are the same.
For this objective, let us introduce the following additional assumption.
(H5):
(i) For any (i, j) ∈ Γ1 × Γ2, the functions g¯ij are C1,2 and, Dxg¯ij , D2xxg¯ij belong to Πg. Furthermore, for any
j1, j2, j3 ∈ Γ2 such that |{j1, j2, j3}| = 3,
g¯j1j3(s, x) < g¯j1j2(s, x) + g¯j2j3(s, x), ∀(s, x) ∈ [0, T ]× R
k.
(ii) For any (i, j) ∈ Γ1 × Γ2, the function f ij verifies the following estimate:
|f ij(s, x, ~y, zij)| ≤ C(1 + |x|p), ∀(s, x, ~y, zij) ∈ [0, T ]× Rk+Λ+d,
for some real constants C and p.
Remark 3.1. Note that by Itoˆ’s formula, for any (i, j) ∈ Γ1 × Γ2,

g¯ij(s,X
t,x
s ) = g¯ij(t, x) +
∫ s
t
LX(g¯ij)(r,Xt,xr )dr +
∫ s
t
Dxg¯ij(r,X
t,x
r )σ(r,X
t,x
r )dBr, s ∈ [t, T ]
and
g¯ij(s,X
t,x
s ) = g¯ij(s, x), s ≤ t.
Hereafter and to ease the reading of the Itoˆ-Tanaka formula in Step 2 below (proof of Theorem 3.2), we denote
by αij and βij , (i, j) ∈ Γ1 × Γ2, the following processes:
αij(s) := LX(g¯ij)(s,X
t,x
s ), β
ij(s) := Dxg¯ij(s,X
t,x
s )σ(s,X
t,x
s ), s ≤ T.
We now provide the main result of this section.
Theorem 3.2. Under Assumptions (H0)-(H5), for any (i, j) ∈ Γ1 × Γ2, it holds that
v¯ij = vij .
We derive this last equality after the following four steps.
Step 1: Another approximating scheme for system (2.7).
For any m ≥ 0, (i, j) ∈ Γ1 × Γ2 and (t, x) ∈ [0, T ]× Rk, let us consider the system of reflected BSDEs with
one interconnected obstacle:

Y ij,m ∈ S2, Zij,m ∈ H2,d and Kij,m ∈ A2i ;
Y ij,ms = h
ij(Xt,xT ) +
∫ T
s
f ij,m(r,Xt,xr , (Y
kl,m
r )(k,l)∈Γ1×Γ2 , Z
ij,m
r )dr +
∫ T
s
dKij,mr −
∫ T
s
Zij,mr dBr, s ≤ T ;
Y ij,ms ≥ maxk∈(Γ1)−i{Y
kj,m
s − gik(s,X
t,x
s )}, s ≤ T ;∫ T
0 (Y
ij,m
s −maxk∈(Γ1)−i{Y
kj,m
s − gik(s,X
t,x
s )})dK
ij,m
s = 0,
(3.2)
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where,
f ij,m(s, x, ~y, zij) := f ij(s, x, ~y, zij)−m
∑
l∈(Γ2)−j
(yij − yil − g¯jl(s, x))
+. (3.3)
This generator is (slightly) different from f¯ ij,m given by (2.11) in Section 2. We mention that this new penalized
generator is more convenient both for the application of the Itoˆ-Tanaka formula and obtention of the estimate
(3.5) (in Step 2). On the other hand, note that for any (i, j) ∈ Γ1 × Γ2 and (k, l) 6= (i, j) the mapping
y˜ ∈ R 7→ f ij,m(s, x, [(yrq)(r,q)∈Γ1×Γ2−(k,l), y˜], z
ij) is non-decreasing.
By Corollary 2, in [16], the solution of this system exists and is unique and there exist deterministic continuous
functions (vij,m)(i,j)∈Γ1×Γ2 , which belong also to Πg such that, for any i, j and m ≥ 0, it holds that
∀s ∈ [t, T ], Y ij,ms = v
ij,m(s,Xt,xs ). (3.4)
Moreover, the family of functions ~vm := (v
ij,m)(i,j)∈Γ1×Γ2 is the unique continuous solution in viscosity sense in
Πg of the following system of PDEs with obstacles:


min
{
(vij,m − Lij(~vm))(t, x);
−∂tvij,m(t, x)− LX(vij,m)(t, x)− f ij,m(t, x, (vkl,m(t, x))(k,l)∈Γ1×Γ2 , σ(t, x)
⊤Dxv
ij,m(t, x))
}
= 0,
vij,m(T, x) = hij(x).
Finally, by the Comparison Theorem (see [16], Remark 1) and using that f ij,m+1 ≤ f ij,m and f¯ ij,|Γ2|m ≤ f ij,m ≤
f¯ ij,m, we deduce: ∀(i, j) ∈ Γ1 × Γ2 and m ≥ 0,
Y ij,m+1 ≤ Y ij,m and Y¯ ij,|Γ2|m ≤ Y ij,m ≤ Y¯ ij,m,
which implies that, for any (i, j) ∈ Γ1 × Γ2 and m ≥ 0,
vij,m+1 ≤ vij,m and v¯ij,|Γ2|m ≤ vij,m ≤ v¯ij,m.
Then, for any (i, j) ∈ Γ1×Γ2, the sequence (vij,m)m≥0 is decreasing and converges, by Dini’s theorem, uniformly
on compact subsets of [0, T ]× Rk, to v¯ij since limm→∞ v¯ij,m(t, x) = v¯ij(t, x), for any (t, x) ∈ [0, T ]× Rk.
Step 2: The following estimate holds true: For any t ≤ T , (i, j) ∈ Γ1 × Γ2 and m ≥ 0,
E
{
m
∫ T
t
∑
l∈(Γ2)−j{Y
ij,m
s − Y
il,m
s − g¯jl(s,X
t,x
s )}
+ds
}
≤ C(1 + |x|p), (3.5)
and
E
{
m2
∫ T
t
∑
l∈(Γ2)−j ({Y
ij,m
s − Y
il,m
s − g¯jl(s,X
t,x
s )}
+)2ds
}
≤ C(1 + |x|2p), (3.6)
where p and the generic constant C are independent of m and x.
For later use, we first give a representation of Y ij,m as the optimal payoff of a switching problem. Indeed, let
δ := (τn, ζn)n≥0 be an admissible strategy of switching, i.e.,
(a) (τn)n≥0 is an increasing sequence of stopping times such that P[τn < T, ∀n ≥ 0] = 0;
(b) ∀n ≥ 0, ζn is a random variable with values in Γ1 and Fτn-measurable;
(c) If (Aδs)s≤T is the non-decreasing, F-adapted and RCLL process defined by
∀s ∈ [0, T ), Aδs =
∑
n≥1
g
ζn−1ζn
(τn, X
t,x
τn
)11{τn≤s} and A
δ
T = lim
s→T
Aδs,
then E[(AδT )
2] < ∞. The quantity AδT stands for the switching cost at terminal time T when the strategy δ is
implemented.
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Next, with an admissible strategy δ := (τn, ζn)n≥0 we associate a piecewise constant process a = (as)s∈[0,T ]
defined by
as := ζ01{τ0}(s) +
∞∑
j=1
ζj−11]τj−1,τj ](s), s ≤ T. (3.7)
For any s ≥ τ0, as is the mode indicator at time s of the system which is subject to control strategy δ. Note that
there is a bijection between the processes a and the admissible strategies δ, therefore hereafter we indifferently
write Aa or Aδ. This notation a for the indicator process shall be used in Section 4 to deal with the zero-sum
switching game (see Theorem 4.1).
Finally, for any fixed i ∈ Γ1 and a real constant θ ∈ [t, T ], we denote by Aiθ the following set:
Aiθ :=
{
δ = (τn, ζn)n≥0 admissible strategy such that τ0 = θ and ζ0 = i
}
.
Now, for any δ = (τn, αn)n≥0 (or equivalently a) which belongs to Aiθ, let us define the pair of processes
(Uaj,m, V aj,m) which belongs to S2d ×H
2,d and which solves the following BSDE (which is of non standard form):
Uaj,ms = h
aT j(XT ) +
∫ T
s
1{r≥τ0}f
aj,m(r,Xt,xr , U
aj,m
r , V
aj,m
r )dr −
∫ T
s
V aj,mr dBr −
(
AaT −A
a
s
)
, s ≤ T, (3.8)
where, for any s ≥ τ0 and (y¯, z¯) ∈ R1+d, faj,m(s,Xt,xs , y¯, z¯) (resp. f
aj(s,Xt,xs , y¯, z¯)) is equal to
f ℓj,m(s,Xt,xs , [(v
kl,m(s,Xt,xs ))(k,l)∈Γ1×Γ2−{(ℓ,j)}, y¯], z¯)
(resp.
f ℓj(s,Xt,xs , [(v
kl,m(s,Xt,xs ))(k,l)∈Γ1×Γ2−{(ℓ,j)}, y¯], z¯))
if at time s, a(s) = ℓ. Let us point out that since a is admissible and then E[(AδT )
2] <∞, the solution of equation
(3.8) exists and is unique by an immediate change of variables. Furthermore, we have the following representation
of Y ij,m (see e.g. [16, 18] for more details on this representation):
Y
ij,m
θ = ess supa∈Aiθ{U
a,j,m
θ −A
a
θ}, t ≤ θ ≤ T. (3.9)
The equality (3.9) differs from the one given in [18] and some other papers including [16]. However there is
a lack in the previous papers which we correct here. Note that this is a minor point which does not affect the
results in those papers ([5, 16, 18] etc.). The accurate relation is given in ([9], equation (9), pp. 2757) in the
particular case when the generators do not depend on the components (~y, z) but this fact is irrelevant.
Finally note that the function f ℓj,m depends only on (y¯, z¯). However the representation (3.9) for Y ij,m still
holds since the solution of system of reflected BSDEs (3.2) is unique and by (3.4). It follows that, for any j, l ∈ Γ2
and θ ≤ T ,
(Y ij,mθ − Y
il,m
θ − g¯jl(θ,X
t,x
θ ))
+ ≤ ess supa∈Ai
θ
(Uaj,mθ − U
al,m
θ − g¯jl(θ,X
t,x
θ ))
+. (3.10)
We now examine the quantity (Uaj,mθ − U
al,m
θ − g¯jl(θ,X
t,x
θ ))
+. Define the set Bjl as follows:
Bjl = {(s, ω) ∈ [0, T ]× Ω, such that U
aj,m
s − U
al,m
s − g¯jl(s,X
t,x
s ) > 0}
and, for any s ∈ [0, T ],
W a,jl,ms := U
aj,m
s − U
al,m
s − g¯jl(s,X
t,x
s ). (3.11)
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Then, by Itoˆ-Tanaka’s formula, we have, for every s ∈ [θ, T ],
(W a,jl,ms )
+ + 12
∫ T
s
dLa,jl,mr +m
∫ T
s
dr{
∑
j′′ 6=j 1Bjl(r)(W
a,jj′′ ,m
r )
+ −
∑
j′′ 6=l 1Bjl(r)(W
a,lj′′ ,m
r )
+}
=
∫ T
s
1Bjl(r){f
aj(r,Xt,xr , U
aj,m
r )− f
al(r,Xt,xr , U
al,m
r )− α
jl(r)}dr
−
∫ T
s
1Bjl(r)
(
V aj,mr − V
al,m
r − β
jl(r)
)
dBr
where, the process La,jl,m is the local time at 0 of the semimartingale W a,jl,m. Splitting the difference
∆a,jl,m(r) := m
∑
j′′ 6=j
1Bjl(r)(W
a,jj′′ ,m
r )
+ −m
∑
j′′ 6=l
1Bjl(r)(W
a,lj′′ ,m
r )
+
as
∆a,jl,m(r) = m1Bjl(r)(W
a,jl,m
r )
+ − 1Bjl(r)(W
a,lj,m
r )
+ +m
∑
j” 6=j,l
1Bjl(r){(W
a,jj′′ ,m
r )
+ − (W a,lj
′′,m
r )
+},
the previous formula can be rewritten as follows: ∀s ∈ [θ, T ],
(W a,jl,ms )
+ + 12
∫ T
s
dLa,jl,mr +m
∫ T
s
1Bjl(r)(W
a,jl,m
r )
+dr
=
∫ T
s
1Bjl(r)(f
aj(r,Xt,xr , U
aj,m
r , V
aj,m
r )− f
al(r,Xt,xr , U
al,m
r , V
al,m
r )− α
jl(r))dr +m
∫ T
s
1Bjl(r)(W
a,lj,m
r )
+dr
−
∫ T
s
1Bjl(r)
(
V aj,mr − V
al,m
r − β
jl(r)
)
dBr −m
∫ T
s
dr{
∑
j′′ 6=j,l 1Bjl(r)[(W
a,j′′,m
r )
+ − (W a,lj”,mr )
+]}.
(3.12)
But by (H5)-(i), one has g¯jl(t, x) + g¯lj(t, x) > g¯jj(t, x) = 0. Thus, we obtain that, for every (t, x) ∈ [0, T ]× Rk,
{y ∈ Rm, yj − yl − g¯jl(t, x) ≥ 0} ∩ {y ∈ R
m, yl − yj − g¯lj(t, x) ≥ 0} = ∅,
from which we deduce that
1Bjl(r)(W
a,lj,m
r )
+ = 0, ∀r ∈ [θ, T ]. (3.13)
Relying next on the elementary inequality a+ − b+ ≤ (a− b)+ (a, b ∈ R), it holds
1Bjl(r)[(W
a,jj”,m
r )
+ − (W a,lj”,mr )
+] ≤ 1Bjl(r)
(
Ual,mr − U
aj,m
r − g¯lj′′ (r,X
t,x
r ) + g¯jj′′ (r,X
t,x
r )
)+
. (3.14)
Using here that the family of penalty costs satisfies: g¯jj” < g¯jl + g¯lj” we deduce that
{y ∈ Rm, yj − yl − g¯jl(t, x) ≥ 0} ∩ {y ∈ R
m, yl − yj − g¯lj′′ (t, x) + g¯jj′′ (t, x) ≥ 0} = ∅
which therefore yields
∀r ∈ [θ, T ], 1Bjl(r)
(
Ual,mr − U
aj,m
r − g¯lj′′ (r,X
t,x
r ) + g¯jj′′ (r,X
t,x
r )
)+
= 0. (3.15)
Going back now to (3.12), applying Itoˆ’s formula to e−ms(W a,jl,ms )
+ and taking into account of (3.13), (3.14)
and (3.15) to obtain: ∀s ∈ [θ, T ],
(W a,jl,ms )
+ ≤
∫ T
s
1Bjl(r)e
−m(r−s)(faj(r,Xt,xr , U
aj,m
r , V
aj,m
r )− f
al(r,Xt,xr , U
al,m
r , V
al,m
r )− α
jl(r))dr
−
∫ T
s
1Bjl(r)e
−m(r−s)
(
V aj,mr − V
al,m
r − β
jl(r)
)
dBr.
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Making now use of the estimates given in Assumptions (H0)-(H5) (namely the polynomial growth of both the
drivers f ij and of the penalty costs g¯ij) and taking the conditional expectation, we obtain: ∀s ∈ [θ, T ],
(W a,jl,ms )
+ ≤ CE[
∫ T
s
1Bjl(r)e
−m(r−s)(1 + |Xt,xr |
p)dr|Fs]
≤ C
m
E[(1 + supr≤T |X
t,x
r |
p)|Fs].
Recall now (3.10) and (3.11) to obtain
m(Y ij,mθ − Y
il,m
θ − g¯jl(θ,X
t,x
θ ))
+ ≤ CE[(1 + sup
r≤T
|Xt,xr |
p)|Fθ]. (3.16)
Taking expectation in both hand-sides and integrating in θ ∈ [t, T ] to obtain (3.5). Next by squaring each side
of the previous inequality, taking expectation and finally using Doob’s inequality ([29], pp.54) we obtain:
m2E
{∑
l 6=j
((Y ij,mθ − Y
il,m
θ − g¯jl(θ,X
t,x
θ ))
+)2
}
≤ C(1 + |x|2p), ∀θ ≤ T (3.17)
since Xt,x has moments of any order by (2.5). Now as θ is arbitrary in [t, T ] then, once more by integration with
respect to θ in the previous inequality, we obtain (3.6).
Step 3: We now prove that for any (t0, x0) ∈ [0, T ]× Rk and (i, j) ∈ Γ1 × Γ2,
Lij(~¯v)(t0, x0) ≤ v¯
ij(t0, x0) ≤ U
ij(~¯v)(t0, x0). (3.18)
We just need to check the property for t0 < T since by the consistency condition (see (H3)), those inequalities
hold true for t0 = T .
We first claim that v¯ij(t0, x0) ≥ Lij(~¯v)(t0, x0) holds. Indeed, by construction of the sequence ~¯vm := (v¯ij,m)(i,j)∈Γ1×Γ2
(proof of Theorem 2.1, Section 2), one has v¯ij,m(t0, x0) ≥ Lij(~¯vm)(t0, x0). Therefore, taking the limit w.r.t. m,
we obtain v¯ij(t0, x0) ≥ Lij(~¯v)(t0, x0).
We now show that v¯ij(t0, x0) ≤ U ij(~¯v)(t0, x0). First, assume that v¯ij(t0, x0) > Lij(~¯v)(t0, x0). Then, relying on
the viscosity subsolution property of v¯ij yields
min
{
(v¯ij − Lij(~¯v))(t0, x0);max
{
(v¯ij − U ij(~¯v))(t0, x0);
−∂tv¯ij(t0, x0)− LX(v¯ij)(t0, x0)− f ij(t0, x0, (v¯kl(t0, x0))(k,l)∈Γ1×Γ2 , σ(t0, x0)
⊤Dxv¯
ij(t0, x0))
}}
≤ 0,
which implies that
max
{
(v¯ij − U ij(~¯v))(t0, x0);−∂tv¯
ij(t0, x0)− L
X(v¯ij)(t0, x0)− f
ij(t0, x0, (v¯
kl(t0, x0))(k,l)∈Γ1×Γ2))
}
≤ 0.
Hence, (v¯ij − U ij(~¯v))(t0, x0) ≤ 0.
Suppose now that, at (t0, x0), we have: v¯
ij(t0, x0) = L
ij(~¯v)(t0, x0). Proceeding by contradiction we suppose in
addition that
∃ ǫ > 0, (v¯ij − U ij(~¯v))(t0, x0) > ǫ. (3.19)
Using both the continuity of (t, x) 7→ v¯ij(t, x) and (t, x) 7→ U ij(~¯v)(t, x) as well as the uniform convergence on
compact subsets of (vij,m)m≥0 to v¯
ij , we claim that for some strictly positive ρ and for m0 large enough it holds
that
∀m ≥ m0, ∀(t, x) ∈ B((t0, x0), ρ), (v
ij,m − U ij(~vm))(t, x) ≥
ǫ
2
,
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with B((t0, x0), ρ) = {(t, x) ∈ [0, T ]× Rk s.t. |t− t0| ≤ ρ, |x− x0| ≤ ρ}.
Without loss of generality we can now assume [t0, t0 + ρ] ⊂ [t0, T ]. Let (t, x) ∈ B((t0, x0), ρ). By the definition
of U ij(~vm) and as Γ
2 is finite, there exists one index l0 6= j (which may depend on (t, x)) such that
vij,m(t, x)− (vil0,m(t, x) + g¯jl0(t, x)) ≥
ǫ
2
.
By summing over l ∈ (Γ1)
−i
, we deduce that for any (t, x) ∈ B((t0, x0), ρ),
∑
l∈(Γ2)−j
(
vij,m − vil,m − g¯jl
)+
(t, x) ≥ {vij,m − (vil0,m + g¯jl0)}
+(t, x) ≥
ǫ
2
. (3.20)
Let us now introduce the following stopping time τX :
τX = inf{s ≥ t0, X
t0,x0
s 6∈ B((t0, x0), ρ)} ∧
(
t0 + ρ
)
.
We then have, for all m ≥ m0,
mE
{∫ τX
t0
∑
l 6=j
{vij,m(s,Xt0,x0s )−
(
vil,m(s,Xt0,x0s ) + g¯jl(s,X
t0,x0
s ))}
+ds
}
≥ m
ǫ
2
E(τX − t0)→∞, (3.21)
as m → ∞. But, this is contradictory to (3.5). Then v¯ij(t0, x0) ≤ U ij(~¯v))(t0, x0) and the proof of the claim is
complete.
Step 4: Finally, using inequality (3.18) and Theorem 6.2 in [14] (Theorem 6.3 in appendix (A2)), we deduce
that for any fixed (i, j) ∈ Γ1 × Γ2, v¯ij is continuous and of polynomial growth and also a viscosity solution of


max
{
(v¯ij − U ij(~¯v))(t, x);min
{
(v¯ij − Lij(~¯v))(t, x);
−∂tv¯ij(t, x)− LX(v¯ij)(t, x) − f ij(t, x, (v¯kl(t, x))(k,l)∈Γ1×Γ2 , σ(t, x)
⊤Dxv¯
ij(t, x))
}}
= 0,
v¯ij(T, x) = hij(x)).
(3.22)
Thus (v¯ij)(i,j)∈Γ1×Γ2 is also a solution for the multi-dimensional system (2.8) and then, by uniqueness of the
solution of (2.8) in Πg, we have v¯
ij = vij for any (i, j) ∈ Γ1 × Γ2, which completes the proof.
Remark 3.3. The result of Theorem 3.2 is still valid if (H0)-(H4) are in force and the functions (g
ij
)(i,j)∈Γ1×Γ2
verify (H5) since, by symmetry, one can go through the decreasing scheme (2.9) to the increasing one (2.10) and
conversely.
Next, let us introduce the following family of processes (Y ij)(i,j)∈Γ1×Γ2 defined through the common solution
(vij)(i,j)∈Γ1×Γ2 of the min-max and max-min systems as follows: ∀s ≤ T and (i, j) ∈ Γ
1 × Γ2,
Y ijs = v
ij(s ∨ t,Xt,xs∨t). (3.23)
We are going to show that the backward SDE counterpart of system (2.7) (or (2.8)) has a unique global solution.
Actually, we have:
Theorem 3.4. Assume that Assumptions (H0)-(H5) are fulfilled. Then there exist processes (Zij)(i,j)∈Γ1×Γ2 ,
(Kij,+)(i,j)∈Γ1×Γ2 and (K
ij,−)(i,j)∈Γ1×Γ2 which belong respectively to H
2,d
t , A
2
t and A
2
t (which depend on (t, x) and
which we omit to precise) such that the family (Y ij , Zij , Kij,+, Kij,−)(i,j)∈Γ1×Γ2 is a solution of the following
doubly reflected BSDEs (DRBSDE in short) with bilateral interconnected obstacles: For any (i, j) ∈ Γ1 × Γ2 and
s ∈ [t, T ], 

dY ijs = −f
ij(s,Xt,xs ,
~Ys, Z
ij
s )ds+ dK
ij,−
s − dK
ij,+
s − Z
ij
s dBs ; Y
ij
T = h
ij(Xt,xT );
Y ijs ≤ U
ij
s (
~Y ) and Y ijs ≥ L
ij
s (
~Y ) ;
∫ T
t
(Y ijs − U
ij
s (~Y ))dK
ij,−
s = 0 and
∫ T
t
(Lijs (~Y )− Y
ij
s )dK
ij,+
s = 0
(3.24)
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where, for each (i, j) ∈ Γ1 × Γ2, the lower (resp. upper) interconnected obstacle Lij(~Y ) (resp. U ij(~Y )) is defined
by: ∀s ∈ [t, T ],
Lijs (
~Y ) = maxk∈(Γ1)−i{Y
kj
s − gik(s,X
t,x
s )} (resp. U
ij
s (
~Y ) = minl∈(Γ2)−j{Y
il
s + g¯jl(s,X
t,x
s )}).
This solution is unique in the following sense: If (Y¯ ij , Z¯ij , K¯ij,+, K¯ij,−)(i,j)∈Γ1×Γ2 is another solution of
(3.24) then for any (i, j) ∈ Γ, Y ij = Y¯ ij, Zij = Z¯ij and Kij,+ −Kij,− = K¯ij,+ − K¯ij,−.
Proof: It is postponed to Appendix (A1) relegated to the end of this paper.
4. The min-max (or max-min) solution as the value of the zero-sum switching game
In this section, our objective is to study the link of the solution (vij)(i,j)∈Γ1×Γ2 of both the min-max and max-
min system with the values of an explicit switching game. To do this, we shall deeply rely on the representation
(3.23) in terms of the solution (Y ij)(i,j)∈Γ1×Γ2 of the general DRBSDE given in Theorem 3.4.
So once for all in this section, we suppose that Assumptions (H0)-(H5) hold. On the other hand we assume
that:
(H6):
For any (i, j) ∈ Γ1 × Γ2, the function f ij does not depend on (~y, zij).
4.1. Description of the zero-sum switching game
Assume we have two players π1 and π2 who intervene on a system (e.g. the production of energy from several
sources such as oil, cole, hydro-electric, etc.) with the help of switching strategies. An admissible switching
strategy for π1 (resp. π2) is a sequence δ := (σn, ξn)n≥0 (resp. ν := (τn, ζn)n≥0) where for any n ≥ 0,
(i) σn (resp. τn) is an F-stopping times such that P-a.s., σn ≤ σn+1 ≤ T (resp. τn ≤ τn+1 ≤ T ) ;
(ii) ξn (resp. ζn) is a random variable with values in Γ
1 (resp. Γ2) which is Fσn (resp. Fτn)-measurable ;
(iii) P[σn < T, ∀n ≥ 0] = P[τn < T, ∀n ≥ 0] = 0 ;
(iv) If (Aδs)s≤T and (B
ν
s )s≤T are the F-adapted RCLL processes defined by:
∀ s ∈ [t, T ), Aδs =
∑
n≥1
g
ξn−1ξn
(σn, X
t,x
σn
)1[σn≤s] and A
δ
T = lim
s→T
Aδs,
and
∀ s ∈ [t, T ), Bνs =
∑
n≥1
g¯ζn−1ζn(τn, X
t,x
τn
)1[τn≤s] and B
ν
T = lim
s→T
Bνs
then E[(AδT )
2 + (BνT )
2] < ∞. For any s ≤ T , Aδs (resp. B
ν
s ) is the cumulative switching cost at time s for π1
(resp. π2) when she implements the strategy δ (resp. ν).
Next let (i, j) ∈ Γ and t ∈ [0, T ] be fixed. We say that the admissible switching strategy δ := (σn, ξn)n≥0
(resp. ν := (τn, ζn)n≥0) of π1 (resp. π2) belongs to Aiπ1(t) (resp. A
j
π2
(t)) if σ0 = t, ξ0 = i (resp. τ0 = t, ζ0 = j).
Given an admissible strategy δ (resp. ν) of π1 (resp. π2), one associates a stochastic process (as)s≤T (resp.
(bs)s≤T ) which indicates along with time the current mode of π1 (resp. π2) and which is defined by:
∀s ≤ T, as = ξ01{σ0}(s) +
∑
n≥1
ξn−11]σn−1,σn](s) (resp. bs = ζ01{τ0}(s) +
∑
n≥1
ζn−11]τn−1,τn](s)). (4.1)
Let now δ = (σn, ξn)n≥0 (resp. ν = (τn, ζn)n≥0) be an admissible strategy for π1 (resp. π2) which belongs
to Aiπ1(t) (resp. A
j
π2
(t)). The interventions of the players are not free and generate a payoff which is a reward
(resp. cost) for π1 (resp. π2) and whose expression is given by
Jt(δ, ν) := E[h
aT bT (Xt,xT ) +
∫ T
t
farbr (r,Xt,xr )dr −A
δ
T +B
ν
T |Ft]. (4.2)
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When the system is in (i, j) at the initial time t ∈ [0, T ], we define the upper (resp. lower) value of the game by
V¯
ij
t := ess infν∈Ajpi2(t)
ess supδ∈Aipi1(t)
Jt(δ, ν) (resp.V
ij
t = ess supδ∈Aipi1(t)
ess inf
ν∈Ajpi2(t)
Jt(δ, ν)).
The game has a value if V¯ ijt = V
ij
t and finally, we say that the game has a saddle-point if there exists a pair of
admissible strategies (δ∗, ν∗) ∈ Aiπ1(t)×A
j
π2
(t) such that for any δ and ν, it holds
Jt(δ, ν
∗) ≤ Jt(δ
∗, ν∗) ≤ Jt(δ
∗, ν). (4.3)
As previously mentionned, we are going to study the link between the solution (vij)(i,j)∈Γ1×Γ2 of (2.7) and
the upper and lower values V¯ ijt , V
ij
t of the zero-sum switching game.
Theorem 4.1. Suppose that Assumptions (H0)-(H6) are in force. Then the processes (Y ij)(i,j)∈Γ1×Γ2 of the
unique solution of the doubly reflected BSDE (3.24) satisfy
Vijt ≤ Y
ij
t = v
ij(t, x) ≤ V¯ ijt . (4.4)
Proof: Let us consider two families of auxiliary processes (Uˆ δj)j∈Γ2 and (Uˆ
iν)i∈Γ1 associated with admissible
strategy δ ∈ Aiπ1(t) and ν ∈ A
j
π2
(t) and defined by: ∀j ∈ Γ2,


Uˆ δj ∈ S2t,d, Zˆ
δj ∈ H2,dt , Kˆ
δj,− ∈ A2t,i;
Uˆ δjs = h
aT j(Xt,xT ) +
∫ T
s
farj(r,Xt,xr )dr −
∫ T
s
Zˆδjr dBr − (A
δ
T −A
δ
r)− (Kˆ
δj,−
T − Kˆ
δj,−
s ), s ∈ [t, T ];
∀s ∈ [t, T ], Uˆ δjs ≤ minl 6=j
(
Uˆ δls + g¯jl(s,X
t,x
s )
)
and
∫ T
t
{Uˆ δjr −minl 6=j{Uˆ
δl
r + g¯jl(r,X
t,x
r )}}dKˆ
δj,−
r = 0.
(4.5)
and for any i ∈ Γ1

U iν ∈ S2t,d, Z
iν ∈ H2,dt , K
iν,+ ∈ A2t,i;
U iνs = h
ibT (Xt,xT ) +
∫ T
s
f ibr(r,Xt,xr )dr −
∫ T
s
Ziνr dBr + (B
ν
T −B
ν
s ) + (K
iν,+
T −K
iν,,+
s ), s ∈ [t, T ] ;
∀s ∈ [t, T ], U iνs ≥ maxk 6=i{U
kν
s − gik(s,X
t,x
s )} and
∫ T
t
(
Uˆ δjr −maxk 6=i{U
kν
r − gik(r,X
t,x
r )}
)
dKiν,+r = 0.
(4.6)
These equations are actually not of standard form, but once more by a change of variables, one verifies that
both (Uˆ δj −Aδ)j∈Γ2 and (U
iν +Bν)i∈Γ1 solve standard multi-dimensional RBSDEs system which have a unique
solution. On the other hand, let us point out that thanks to the connection between the standard switching
problem and multi-dimensional RBSDE with upper (resp. lower) interconnected obstacles (see e.g. [9] or [18])
the family (Uˆ δj −Aδ)j∈Γ2 (resp. (U
iν +Bν)i∈Γ1 ) of processes verifies:
Uˆ
δj
t −A
δ
t = ess infν∈Ajpi2 (t)
Jt(δ, ν) (resp. U
iν
t +B
ν
t = ess supδ∈Aipi1(t)
Jt(δ, ν))
and then
Uˆ
δj
t = ess infν∈Ajpi2(t)
{Jt(δ, ν) +A
δ
t} (resp. U
iν
t = ess supδ∈Aipi1 (t)
{Jt(δ, ν)−B
ν
t }). (4.7)
In order to prove (4.4), it is enough to establish the following:
∀ δ ∈ Aiπ1(t), ν ∈ A
j
π2
(t) Uˆ δjt −A
δ
t ≤ Y
ij
t ≤ U
iν
t +B
ν
t , (4.8)
which equivalently means that
ess sup{δ∈Aipi1(t)}
{Uˆ δjt −A
δ
t} ≤ Y
ij
t ≤ ess inf{ν∈Ajpi2(t)}
{U iνt +B
ν
t },
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and the result follows by (4.7).
In the sequel, we only prove the first inequality in (4.8) since the second one can be obtained by symmetry
comparing Y ijt to U
iν
t +B
ν
t for an arbitrary ν.
So let us consider, on the time interval [t, T ], the penalized decreasing scheme introduced in (3.2). The
processes
(Y ij,m, Zij,m,Kij,m)(i,j)∈Γ1×Γ2 , m ≥ 0, verify: ∀(i, j) ∈ Γ
1 × Γ2,


Y ij,m ∈ S2t , Z
ij,m ∈ H2,dt and K
ij,m ∈ A2t,i ;
Y ij,ms = h
ij(Xt,xT ) +
∫ T
s
f ij,m(r,Xt,xr , (Y
kl,m
r )(k,l)∈Γ1×Γ2)dr + (K
ij,m
T −K
ij,m
s )−
∫ T
s
Zij,mr dBr, ∀s ∈ [t, T ];
Y ij,ms ≥ maxk∈(Γ2)−i{Y
kj,m
s − gik(s,X
t,x
s )}, ∀s ∈ [t, T ];∫ T
t
(Y ij,ms −maxk∈(Γ1)−i{Y
kj,m
s − gik(s,X
t,x
s )})dK
ij,m
s = 0
(4.9)
where, we recall that
f ij,m(s,Xt,xs , ~y) = f
ij(s,Xt,xs )−m
∑
l∈(Γ2)−j
(
yij − (yil + g¯jl(s,X
t,x
s ))
)+
.
As already mentioned, we know that, for any (i, j) ∈ Γ1 × Γ2, Y ij,m →m Y ij in S2t .
Next fix (i0, j0) ∈ Γ1 × Γ2 and let us show that Y
i0j0
t ≥ Uˆ
δj0
t −A
δ
t for any δ = (σl, ξl)l≥0 in A
i0
π1
(t). So let us
define the processes (Y δj,m)j∈Γ2 and (Uˆ
δj,m)j∈Γ2 as follows:
(i) ∀j ∈ Γ2,
∀s ∈ [t, T ), Y δj,ms =
∑
l≥0
Y ξlj,ms 11[σl≤s<σl+1] and Y
δj,m
T = h
aT j(Xt,xT ),
where,
∀s ∈ [t, T ], Y ξlj,ms =
∑
q∈Γ1
Y qj,ms 11[ξl=q]. (4.10)
The process Y δj,m is well defined since the sum contains only finitely many terms as the strategy δ is admissible
and then P[σl < T, ∀l ≥ 0] = 0. On the other hand, at time 0 < σl < T , Y δj,m has a jump which is equal to
Y ξlj,mσl − Y
ξl−1j,m
σl .
(ii) The processes (Uˆ δj,m)j∈Γ2 are defined as the solution in S
2
t,d of the following non standard multi-dimensional
BSDE: ∀j ∈ Γ2,
Uˆ δj,ms = h
aT j(Xt,xT ) +
∫ T
s
{
f(r,Xt,xr , ar, j)−m
∑
l 6=j(Uˆ
δj,m
r − Uˆ
δl,m
r − g¯jl)
+
}
dr
−(AδT −A
δ
s)−
∫ T
s
Vˆ δj,mu dBu, s ∈ [t, T ].
(4.11)
Note that (Uˆ δj,m + Aδ)j∈Γ2 is a solution of a standard multi-dimensional BSDE whose coefficient is Lipschitz.
As those latter processes exist, then so are (Uˆ δ,j,m)j∈Γ2 . On the other hand, as for the system given in (4.9), the
sequence of processes ((Uˆ δj,m)j∈Γ2 )m≥0 converges in S
2
t,d toward (Uˆ
δj)j∈Γ2 .
We now prove the following: for any m ≥ 0 and j ∈ Γ2,
Y
δj,m
t ≥ Uˆ
δj,m
t . (4.12)
For any j ∈ Γ2, let us define Kδj,m and Zδj,m as follows: ∀s ∈ [t, T ],
Zδj,ms :=
∑
l≥0
Zξlj,ms 11[σl≤s<σl+1[ and K
δj,m
s =
∑
l≥0
∫ s∧σl+1
s∧σl
dKξlj,ms ,
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where, Zξlj,ms and K
ξlj,m
s are defined in the same way as in (4.10). Once more, there is no definition issue of those
processes since δ is admissible. Therefore the triple of processes (Y δj,m, Zδj,m,Kδj,m)j∈Γ2 verifies: ∀s ∈ [t, T ),
Y δj,ms = Y
δj,m
t −
∫ s
t
{
farj(r,Xt,xr )dr +m
∑
l 6=j
(
Y δj,mr − Y
δl,m
r − g¯jl(r,X
t,x
r )
)+
dr + Zδj,mr dBr − dK
δj,m
r
}
+
∑
l≥1(Y
ξlj,m
σl
− Y
ξl−1j,m
σl )11[σl≤s]
= Y δj,mt −
∫ s
t
{
farj(r,Xt,xr )dr +m
∑
l 6=j
(
Y δ,j,mr − Y
δl,m
r − g¯jl(r,X
t,x
r )
)+
dr + Zδj,mr dBr − dK
δj,m
r
}
−
∑
l≥1(Y
ξl−1j,m
σl − Y
ξlj,m
σl
+ g
ξl−1ξl
(σl, X
t,x
σl
))11[σl≤s] +A
δ
s.
Next, let us define A˜δj,m by:
A˜δj,ms :=
∑
l≥1
(Y ξl−1j,mσl − Y
ξlj,m
σl
+ g
ξl−1ξl
(σl, X
t,x
σl
))11[σl≤s] for s ∈ [t, T ) and A˜
δj
T = lim
s→T
A˜δjs , (4.13)
which is an adapted non-decreasing process. As the strategy δ is admissible, then writing backwardly between s
and T the equation for the process Y δj,m we obtain: ∀j ∈ Γ2,
Y δj,ms = h
aT j(Xt,xT ) +
∫ T
s
{
farj(r,Xt,xr )dr −m
∑
l 6=j
(
Y δj,mr − Y
δl,m
r − g¯jl(r,X
t,x
r )
)+
dr
−Zδj,mr dBr + dK
δj,m
r
}
− (AδT −A
δ
s) + (A˜
δj,m
T − A˜
δj,m
s ), ∀s ∈ [t, T ].
(4.14)
This equation implies also that E[(A˜δj,mT )
2] <∞.
Let us now introduce the sequence of processes ((Y δj,m,k, Zδj,m,k)j∈Γ2)k≥0 (m is fixed) defined by Picard type
iterations as follows:
(a) For any j ∈ Γ2 and s ∈ [t, T ], (Y δj,m,0s , Z
δj,m,0
s ) = (Uˆ
δj,m
s , Vˆ
δj,m
s ) ;
(b) For k ≥ 1, (Y δj,m,k, Zδj,m,k)j∈Γ2 is the solution in S
2
t,d × H
2,d
t of the following multidimensional BSDE:
∀j ∈ Γ2
Y δj,m,ks = h
aT j(Xt,xT ) +
∫ T
s
{
farj(r,Xt,xr )dr −m
∑
l 6=j
(
Y δj,m,kr − Y
δl,m,k−1
r − g¯jl(r,X
t,x
r )
)+
dr
−Zδj,m,kr dBr
}
− (AδT −A
δ
s) + (K
δj,m
T −K
δj,m
s ) + (A˜
δj,m
T − A˜
δj,m
s ), ∀s ∈ [t, T ]
(4.15)
First note that those backward equations are decoupled and the processes (Y δj,m,k, Zδj,m,k) are well defined by
an obvious change of variables. Next by the one dimensional comparison theorem [13] one has Y δj,m,1 ≥ Uˆ δj,m
and Y δj,m,k ≥ Y δj,m,k−1, k ≥ 1 and j ∈ Γ2. This last inequality is obtained by induction since for any q 6= j, the
mapping yq ∈ R 7→ −m
∑
l 6=j
(
yj−yl− g¯jl(r,Xt,xr )
)+
is non-decreasing when the other variable are fixed. Finally
since the coefficients of the BSDEs of (4.15) are Lipschitz then for any j ∈ Γ2, the sequence (Y δj,m,k, Zδj,m,k)k≥0
converges in S2t,d ×H
2,d
t to a limit (Y¯
δj,m, Z¯δj,m) which satisfies: ∀j ∈ Γ2,
Y¯ δj,ms = h
aT j(Xt,xT ) +
∫ T
s
{
farj(r,Xt,xr )dr −m
∑
l 6=j
(
Y¯ δj,mr − Y¯
δl,m
r − g¯jl(r,X
t,x
r )
)+
dr
−Z¯δj,mr dBr
}
− (AδT −A
δ
s) + (K
δj,m
T −K
δj,m
s ) + (A˜
δj,m
T − A˜
δj,m
s ), ∀s ∈ [t, T ]
(4.16)
But the solution of (4.14) is unique then for any j ∈ Γ2,
Y δj,m = Y¯ δj,m = lim
k→∞
Y δj,m,k ≥ Uˆ δj,m
which ends the proof of the claim.
Taking now the limit w.r.t. m, we obtain that
Y
ij
t = lim
m→∞
Y
ij,m
t = lim
m→∞
{Y δj,mt −A
δ
t} ≥ lim
m→∞
{Uˆ δj,mt −A
δ
t} = Uˆ
δj
t −A
δ
t , ∀j ∈ Γ
2.
which therefore yields
Y
ij
t ≥ ess supδ∈Aipi1(t)
(Uˆ δjt −A
δ
t ) = ess supδess infνJt(δ, ν)︸ ︷︷ ︸
:=Vt
. (4.17)
16
Similarly as above and introducing first the sequence (U iν,n)n≥0 such that, for any n, U
iν,n is obtained from U iν
(defined in (4.6)) by penalization of the lower barrier, one can prove that
Y iν,ns ≤ U
iν,n
s ∀s ∈ [t, T ],
by comparing the two penalized equations solved by Y ij,n and U iν,n. Next, relying on the fact that (Y ij,n) is
related to the increasing penalized scheme (converging to Y ij) one gets
Y
ij
t = lim
n
Y
ij,n
t = lim
n
{Y iν,nt +B
ν
t } ≤ lim
n
{U iν,nt +B
ν
t } := U
iν
t +B
ν
t .
Taking the infimum over all admissible strategies ν and reminding the interpretation of U iν +Bν , one obtains
Y
ij
t ≤ ess infν∈Ajpi2(t)
(U iνt +B
ν
t ) = ess infν∈Ajpi2 (t)
ess supδ∈Aipi1(t)
Jt(δ, ν)︸ ︷︷ ︸
:=V t
. (4.18)
which achieves the proof.
The point now is which kind of additional assumptions should we add in order to have equalities in (4.4) and
then the game has a value. The response to this question is affirmative if we moreover assume that the utilities
fij and hij are separated with respect to i and j, i.e., if they satisfy the following assumption:
(H7): the two families (f ij)(i,j)∈Γ1×Γ2 and (h
ij)(i,j)∈Γ1×Γ2 of functions satisfy, for any (i, j) ∈ Γ
1 × Γ2,
f ij := f i1 + f
j
2 and h
ij := hi1 + h
j
2.
Once more we recall that we work under the assumptions (H0)-(H7). So let us consider the following system
of reflected BSDEs with one interconnected lower (resp. upper) obstacles associated with
((f i1)i∈Γ1 , (h
i
1)i∈Γ1 , (gik)i,k∈Γ1) (resp. ((f
j
2 )i∈Γ2 , (h
j
2)j∈Γ2 , (g¯jl)j,l∈Γ2)): ∀i ∈ Γ1 (resp. j ∈ Γ2)

dY 1,is = −f
i
1(s,X
t,x
s )ds− dK
1,i
s − Z
1,i
s dBs, s ∈ [t, T ] and Y
1,i
T = h
i
1(XT );
Y 1,is ≥ L
1,i
s (
~Y ) := maxk∈(Γ1)−i(Y
1,k
s − gik(s,X
t,x
s )), s ∈ [t, T ] and
∫ T
t
(L1,is (
~Y )− Y ijs )dK
1,i
s = 0
(4.19)
(resp.

dY 2,js = −f
j
2 (s,X
t,x
s )ds+ dK
2,j
s − Z
2,j
s dBs, s ∈ [t, T ] and Y
2,j
T = h
j
2(XT );
Y 2,js ≤ U
2,j
s (~Y ) := minl∈(Γ2)−j
(
Y 2,ks + g¯jl(s,X
t,x
s )
)
, s ∈ [t, T ] and
∫ T
t
(Y 2,js − U
2,j
s (~Y ))dK
2,j
s = 0).
(4.20)
Under assumptions (H3)-(H4), equations (4.19) and (4.20) have unique solutions (see e.g. [16], Prop. 5.1, pp.188).
We then have:
Proposition 4.2. Suppose Assumptions (H0)-(H7) are satisfied. Then for any (i, j) ∈ Γ1 × Γ2,
(i) Y ij = Y 1,i + Y 2,j ;
(ii) Vijt = V¯
ij
t = v
ij(t, x) and the game has a saddle-point (δ∗, ν∗).
Proof: Let us first deal with the first point. For (i, j) ∈ Γ1 × Γ2, let Yij = Y 1,i + Y 2,j , Zij = Z1,i + Z2,j ,
Kij,+ = K1,i and Kij,− = K2,j. Then by (4.19) and (4.20) it is easily seen that (Yij ,Zij ,Kij,+,Kij,−) is also a
solution for the DRBSE (3.24). As the solution of this latter is unique then Y ij = Yij = Y 1,i + Y 2,j .
We now focus on the second point. First note that under the condition of separation of the utilities f ij and
hij , for any δ ∈ Aiπ1(t) and ν ∈ A
j
π2
(t) we have
Jt(δ, ν) = J
1
t (δ) + J
2
t (ν) (4.21)
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where
J1t (δ) := E[h
aT
1 (X
t,x
T ) +
∫ T
t
far1 (r,X
t,x
r )dr −A
δ
T |Ft] and J
2
t (ν) := E[h
bT
2 (X
t,x
T ) +
∫ T
t
f br2 (r,X
t,x
r )dr +B
ν
T |Ft].
(4.22)
Therefore we obviously have
Vijt = V¯
ij
t = supδ∈Aipi1(t)
J1t (δ) + inf
ν∈Ajpi2(t)
J2t (ν).
and by (4.4) we obtain Vijt = V¯
ij
t = Y
ij
t = v
ij(t, x).
Next the link between the solution of the BSDE (4.19) (resp. (4.20)) and the standard switching problem
implies that (one can see [16] or Step 2 of the proof of Theorem 3.2 for more details):
Y
1,i
t = sup
δ∈Aipi1(t)
J1t (δ) and Y
2,j
t = inf
ν∈Ajpi2 (t)
J2t (ν).
Finally let us define the strategies δ∗ = (σ∗l , ξ
∗
l )l≥0 (resp. ν
∗ = (τ∗l , ζ
∗
l )l≥0) as follows:
σ∗0 = t, ξ
∗
0 = i (resp. τ
∗
0 = t, ζ
∗
0 = j)
and for any l ≥ 1, 

σ∗l := inf{s ≥ σ
∗
l−1, Y
1,ξ∗l−1
s = maxk 6=ξ∗
l−1
{Y 1,ks − gξ∗
l−1,k
(s,Xt,xs )}} ∧ T
and
ξ∗l = argmax{k 6= ξ
∗
l−1, Y
1,k
σ∗
l
− g
ξ∗
l−1,k
(σ∗l , X
t,x
σ∗
l
)}
(4.23)
(resp. 

τ∗l := inf{s ≥ τ
∗
l−1, Y
2,ζ∗l−1
s = minq 6=ζ∗
l−1
{Y 2,qs + g¯ζ∗l−1,q(s,X
t,x
s )}} ∧ T
and
ζ∗l = argmin{q 6= ζ
∗
l−1, Y
2,q
τ∗
l
+ g¯ζ∗
l−1,q
(τ∗l , X
t,x
τ∗
l
)}.
(4.24)
Then δ∗ (resp. ν∗) is admissible and optimal i.e., belongs to Aiπ1(t) (resp. A
j
π2
(t)) and verifies
Y
1,i
t = sup
δ∈Aipi1(t)
J1t (δ) = J
1
t (δ
∗) and Y 2,jt = inf
ν∈Ajpi2(t)
J2t (ν) = J
2
t (ν
∗)
(see [16] for more details). Therefore
Jt(δ, ν
∗) = J1t (δ) + J
2
t (ν
∗) ≤ J1t (δ
∗) + J2t (ν
∗) = Jt(δ
∗, ν∗) ≤ J1t (δ
∗) + J2t (ν
∗) = Jt(δ
∗, ν)
for any δ ∈ Aiπ1(t) and ν ∈ A
j
π2
(t), which means that (δ∗, ν∗) is a saddle-point for the zero-sum switching game.
Remark 4.3. Under (H0)-(H7), we also have the following relation: ∀(i, j) ∈ Γ1 × Γ2,
vij(t, x) = supδ∈Aipi1(t)
inf
ν∈Ajpi2 (t)
E[J¯t(δ, ν)] = infν∈Aj0pi2 (t)
sup
δ∈A
i0
pi1
(t)
E[J¯t(δ, ν)]. (4.25)
5. Conclusion
In this paper, we have given appropriate conditions on the data of both the min-max and max-min systems
so that their respective unique viscosity solutions coincide. These unique continuous viscosity solution have
been constructed by means of a penalization procedure in the recent paper [8]. The main difficulty faced in
that paper is that the two obstacles are interconnected and therefore not comparable. For this reason and
without the comparison of the two barriers, we cannot apply the classical relationship between doubly reflected
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BSDEs, system of PDEs with lower and upper obstacles and the underlying game (see e.g. [14]). By providing
appropriate regularity conditions so that comparison holds, the viscosity solutions of the min-max and max-nin
systems coincide. Finally, under further conditions on the drivers, this unique solution of the doubly reflected
BSDE (3.24) is related and interpreted as the value function of a switching game.
Since we also make use of the uniqueness of the viscosity solution of both the max-min and min-max systems
to justify the uniqueness for the doubly reflected BSDE (3.24), our analysis deeply relies on the Markovian setting,
therefore it seems quite natural to ask whether one can study the switching game in the general non-Markovian
case. We leave this question for future research.
6. Appendix
(A1): Proof of Theorem 3.4
Let us recall that for any m ≥ 0, the quadruple (Y ij,m, Zij,m,Kij,m,+,Kij,m,−)(i,j)∈Γ1×Γ2 of (3.2) verifies the
following system of reflected BSDEs with one interconnected obstacle: ∀s ∈ [0, T ],


Y ij,m ∈ S2, Zij,m ∈ H2,d and Kij,m,± ∈ A2i ;
Y ij,ms = h
ij(Xt,xT ) +
∫ T
s
f ij(r,Xt,xr , (Y
kl,m
r )(k,l)∈Γ1×Γ2 , Z
ij,m
r )dr +
∫ T
s
dKij,m,+r −
∫ T
s
dKij,m,−r −
∫ T
s
Zij,mr dBr ;
Y ij,ms ≥ maxk∈(Γ1)−i{Y
kj,m
s − gik(s,X
t,x
s )} ;∫ T
0 (Y
ij,m
s −maxk∈(Γ1)−i{Y
kj,m
s − gik(s,X
t,x
s )})dK
ij,m
s = 0
(6.1)
where for any s ∈ [0, T ], Kij,m,−s = m
∫ s
0 {
∑
l∈(Γ2)−j (Y
ij,m − Y il,mr − g¯jl(r,X
t,x
r ))
+}dr.
Let (i, j) in Γ1×Γ2 be fixed. For m ≥ 0 and s ∈ [0, T ], let us set αij,ms :=
dKij,m−s
ds
1[t,T ](s). Then by estimate
(3.6) we have
E[
∫ T
t
|αij,ms |
2ds] ≤ Ctx, (6.2)
where Ctx is a constant which may depend on t and x. Therefore there exists a subsequence which we still denote
by {m} such that the sequence (αij,m)m≥0 converges weakly to αij in H2,1. Also for s ≤ T let us set
kij,−s =
∫ s∨t
t
αijr dr.
Therefore the process kij,− is continuous non-decreasing F-adapted and E[(kij,−T )
2] < ∞. But by the represen-
tation property for any stopping time τ ∈ [t, T ], the sequence (
∫ τ
t
αij,ms ds)m≥0 converges weakly in L
2(Ω, dP ).
Next, the sequence (Y ij,m)m≥0 converges in S
2
t to Y
ij . Actually, this stems from the uniform convergence
of (vij,m)m≥0 to v
ij in compact sets of [0, T ] × Rk, the definition (3.23) of Y ij , estimate (2.5) and finally the
polynomial growth of vij,m and v¯ij which comes from inequalities (2.14).
Now and using a classical method (see e.g. [12], proof of Theorem 5.2 in Section 6) and since (αij,m)m≥0 is
uniformly bounded in H2t then using Itoˆ’s formula twice, respectively with (Y
ij,m)2 and (Y ij,m − Y ij,n)2, we
deduce that:
(i)
E[
∫ T
t
|Zij,ms |
2ds+ (Kij,m,+T )
2] ≤ Ct,x and
(ii)
E[
∫ T
t
|Zij,ms − Z
ij,n
s |
2ds]→n,m→∞ 0.
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Thus, the sequence (Zij,m1[t,T ](.))m≥0 converges in H
2,d
t to a limit which we denote by Z
ij . Finally and for any
s ∈ [t, T ], let us set
kij,+s = −Y
ij
s + Y
ij
t −
∫ s
t
f ij(r,Xt,xr , (Y
kl
r )(k,l)∈Γ, Z
ij
r )dr + (k
ij,−
s − k
ij,−
t )−
∫ s
t
Zijr dBr (note that k
ij,+
t = 0).
Therefore, for any stopping time τ , the subsequence (Kij,mτ −K
ij,m
t )m≥0 converges weakly in L
2(dP ) to kij,+τ .
Thus, the process kij,+ is non-decreasing and belongs to S2t . It follows that for any s ∈ [t, T ],
Y ijs = h
ij(Xt,xT ) +
∫ T
s
f ij(r,Xt,xr , (Y
kl
r )(k,l)∈Γ, Z
ij
r )dr + (k
ij,+
T − k
ij,+
s )− (k
ij,−
T − k
ij,−
s )−
∫ T
s
Zijr dBr. (6.3)
Henceforth the barriers (maxk 6=i(Y
kj
s − gik(s,X
t,x
s )))s∈[t,T ] and (minl 6=j(Y
il
s + g¯jl(s,X
t,x
s )))s∈[t,T ] verify the so-
called Mokobodski assumption (see e.g. [7]), since Y ij is in between, which is well-known in the two reflecting
barriers BSDEs framework. Consequently, the double barrier reflected BSDE associated with
{f ij(s,Xt,xs , (Y
kl
s )(k,l)∈Γ, z), h
ij(Xt,xT ), (maxk 6=i(Y
kj
s − gik(s,X
t,x
s )))s∈[t,T ], (minl 6=j(Y
il
s + g¯jl(s,X
t,x
s )))s∈[t,T ]} has
a solution, i.e., there exist a quadruple of processes (Y˜ ijs , Z˜
ij
s ,K
ij,±
s )s∈[t,T ] such that : ∀s ∈ [t, T ],

dY˜ ijs = −f
ij(s,Xt,xs , (Y
kl
s )(k,l)∈Γ, Z˜
ij
s )ds+ dK˜
ij,−
s − dK˜
ij,+
s − Z˜
ij
s dBs ; Y˜
ij
T = h
ij(Xt,xT );
Y˜ ijs ≤ U
ij
s (~Y ) and Y˜
ij
s ≥ L
ij
s (~Y ) ;∫ T
t
(Y˜ ijs − U
ij
s (
~Y ))dK˜ij,−s = 0 and
∫ T
t
(Lijs (
~Y )− Y˜ ijs )dK
ij,+
s = 0
(6.4)
(see [7] for more details). On the other hand, since we are in the Markovian framework of randomness (recall the
representation (3.23) for (Y kl)(k,l)∈Γ), there exists a continuous deterministic function with polynomial growth
such that
∀s ∈ [t, T ], Y˜ ijs = v˜
ij(s,Xt,xs ).
Moreover the function v˜ij is the unique viscosity solution in Πg of the following PDE with two obstacles:


min
{
(v˜ij − Lij(~v))(t, x),max
{
(v˜ij − U ij(~v))(t, x),
−∂tv˜ij(t, x)− LX(v˜ij)(t, x) − f ij(t, x, (vkl(t, x))(k,l)∈Γ1×Γ2 , σ
⊤(t, x)Dxv˜
ij(t, x))
}}
= 0,
v˜ij(T, x) = hij(x)
(6.5)
(see [14], pp. 261-262 or appendix (A2)). But vij is also a solution of this latter, thus vij = v˜ij since the
continuous solution with polynomial growth of (6.5) is unique. This uniqueness is due to polynomial growth of
f ij(t, x, 0, 0) and (vij)(i,j)∈Γ1×Γ2 , and the continuity of (t, x) 7→ f
ij(t, x, y, z) unifromly w.r.t. (y, z). Then and
for any s ∈ [t, T ], Y ijs = Y˜
ij
s . Comparing now equations (6.3) and (6.4), we deduce that Z˜
ij
s = Z
ij
s for any
s ∈ [t, T ] which means that the quadruple (Y ijs , Z
ij
s , k
ij,±
s )s∈[t,T ] verifies: ∀s ∈ [t, T ],

dY ijs = −f
ij(s,Xt,xs , (Y
kl
s )(k,l)∈Γ, Z
ij
s )ds+ dk
ij,−
s − dk
ij,+
s − Z
ij
s dBs ; Y
ij
T = h
ij(Xt,xT );
Y ijs ≤ U
ij
s (
~Y ) and Y ijs ≥ L
ij
s (
~Y ) ;∫ T
t
(Y ijs − U
ij
s (~Y ))dK˜
ij,−
s = 0 and
∫ T
t
(Lijs (~Y )− Y
ij
s )dK
ij,+
s = 0.
(6.6)
But we can do the same for the other indices (i1, j1) ∈ Γ. Therefore, the processes ((Y ijs , Z
ij
s , k
ij,±
s )s∈[t,T ])(i,j)∈Γ
is a solution of system (6.4).
We now deal with the issue of uniqueness of the solution of (6.4). So let ((Y¯ ijs , Z¯
ij
s , K¯
ij,±
s )s∈[t,T ])(i,j)∈Γ be another
solution of (3.4). We are going to show that for any (i, j) ∈ Γ and m,n ≥ 0 we have, Yij,ns ≤ Y¯
ij
s ≤ Y¯
ij,m
s ,
s ∈ [t, T ], where Y¯ ij,m (resp. Yij,n) are defined in (2.9) (resp. (2.10)).
20
So let p ≥ 1 and (Y ij,m,p, Zij,m,p,Kij,m,p) be the processes defined recursively by: ∀(i, j) ∈ Γ and m, p ≥ 0,


Y ij,m,p+1 ∈ S2t , Z
ij,m,p+1 ∈ H2,dt and K
ij,m,p+1 ∈ A2t,i ;
Y ij,m,p+1s = h
ij(Xt,xT ) +
∫ T
s
f ij(r,Xt,xr , [(Y
kl,m,p
r )(k,l)∈Γ−(i,j) , Y
ij,m,p+1
r ], Z
ij,m,p+1
r )dr +
∫ T
s
dKij,m,p+1r
−m
∫ T
s
(Y ij,m,p+1r −minl∈(Γ2)−j{Y
il,m,p
r + g¯jl(r,X
t,x
r )})
+dr −
∫ T
s
Zij,m,p+1r dBr, t ≤ s ≤ T ;
Y ij,m,p+1s ≥ maxk∈(Γ1)−i{Y
kj,m,p
s − gik(s,X
t,x
s )}, t ≤ s ≤ T ;
∫ T
t
(Y ij,m,p+1s −maxk∈(Γ1)−i{Y
kj,m,p
s − gik(s,X
t,x
s )})dK
ij,m,p+1
s = 0
(6.7)
where for any (i, j) ∈ Γ, we initialize the scheme as follows: Y ij,m,0 = Y¯ ij . First note that for any fixed
(i, j) ∈ Γ and p ≥ 0, (Y ij,m,p+1, Zij,m,p+1,Kij,m,p+1) exists since it solves a standard reflected BSDE. Next
and by comparison of solutions of reflected BSDEs [12], we have for any (i, j) ∈ Γ, Y ij,m,1 ≥ Y¯ ij . Indeed,
this holds true since (Y¯ ij , Z¯ij , K¯ij,±)(i,j)∈Γ verifies (3.24) and m(Y¯
ij
s −minl∈(Γ2)−j{Y¯
il
s + g¯jl(s,X
t,x
s )})
+ = 0 for
any s ∈ [t, T ]. Thus, to conclude, it is enough to apply Itoˆ-Meyer’s formula with ((Y¯ ij − Y ij,m,1)+)2 to get
((Y¯ ijs − Y
ij,m,1
s )
+)2 ≡ 0, s ∈ [t, T ], which implies the desired result.
Next, since for any (q, r) ∈ Γ−(i,j), the mapping
yqr ∈ R 7→ f ij(t, x, [(ykl)((k,l)∈Γ−(i,j) , y], z)−m(y−minq∈(Γ2)−j (y
iq+ g¯jq(t, x)))
+ is non-decreasing when the other
variables are frozen, then one can show by induction that for any (i, j) ∈ Γ, Y ij,m,p ≤ Y ij,m,p+1 (for p = 0 this
inequality holds true). Referring then to equality (19), Section 4 in [9], the family (Y ij,m,p)i∈Γ1 is identified with
the value of a standard switching problem with triple of data (f ij,m, hij , (g
ik
)k 6=i) when only p switchings at most
are permitted, i.e.,
Y
ij,m,p
t = ess sup{δ=(σk, ξk)k≥0∈Aipi1(t),σp+1=T}
E[
∫ σp∧T
t
∑
k=1,p
f ξk−1j,m(s,Xs)1σk−1≤s<σkds
−
∑
k=1,p
g
ξk−1,ξk
(σk, Xσk)1{σk<T}+Y¯
ξp−1j
σp
1{σp<T} + h
aT j(XT )1{σp=T}|Ft].
(6.8)
Taking now into account both the representation (6.8), Assumption (H5)-(ii) satisfied by f ij and the fact that
the penalty costs are non negative, one obtains the existence of a stochastic processW ij such that for any (m, p)
it holds
Y ij,m,p ≤ Y¯ ij,m ≤W ij .
Actually, it is enough to take
W ijs = E[
∫ T
s
C(1 + |Xt,xr |
p)dr +
∑
(k,l)∈Γ sups∈[t,T ] |Y¯
kl
s ||Fs], s ∈ [t, T ]
where C is a constant appropriately choosen. Next in the same way as in ([18], Theorem 2.1), one can show that
the sequence of processes ((Y ij,m,p, Zij,m,p,Kij,m,p)(i,j)∈Γ1×Γ2)p≥0 converges to (Y
ij,m, Zij,m,Kij,m)(i,j)∈Γ1×Γ2
which implies that Y¯ ij,m ≥ Y¯ ij for any (i, j) ∈ Γ1×Γ2. But, in a symmetric way, one can show that Y¯ ij ≥ Yij,n
for any (i, j) ∈ Γ. Take now the limit w.r.t to m and n in the previous inequalities to obtain Y ij ≥ Y¯ ij ≥ Y ij
since Y ij = limm Y¯
ij,m = limnY
ij,n. Thus for any (i, j) ∈ Γ, Y ij = Y¯ ij . Next, comparing the martingale parts
in the equation (6.6) solved by Y ij and Y¯ ij , we deduce that Zij = Z¯ij and finally Kij,+−Kij,− = K¯ij,+− K¯ij,−
for any (i, j) ∈ Γ. Thus the solution of (6.6) is unique.
Remark 1. Since the interconnected barriers U ijs (
~Y ) := minl 6=j{Y ils + g¯jl(s,X
t,x
s )} and
Lijs (
~Y ) := maxk 6=i{Y kjs +gkj(s,X
t,x
s )} are not completely separated, then one cannot infer that the processes K
ij,+
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and Kij,− of (6.6) are unique. But if we moreover require that dKij,+ and dKij,− are singular then they are
actually unique. Indeed, dKij,+−dKij,− is a signed measure which has a unique decomposition into dλij,+−dλij,−,
i.e., dKij,+ − dKij,− = dλij,+ − dλij,− where dλij,+ and dλij,− are non-negative singular measures. Therefore
dKij,+ + dλij,− = dλij,+ + dKij,−. Then dλij,+ << dKij,+ and dλij,− << dKij,− which implies that dλij,+s =
aij,+s dK
ij,+
s and dλ
ij,−
s = a
ij,−
s dK
ij,−
s . It follows that (Y
ij,+
s − L
ij
s (~Y ))dλ
ij,+
s = (Y
ij
s − L
ij
s (~Y ))a
ij,+
s dK
ij,+
s = 0
and similarly (Y ij,−s − U
ij
s (
~Y ))dλij,−s = (Y
ij
s − U
ij
s (
~Y ))aij,−s dK
ij,−
s = 0.
(A2): PDEs with bilateral obstacles
Let (t, x) ∈ [t, T ]×Rk and (Xt,xs )s≤T be the solution of the standard SDE given in (2.4) where the functions
b and σ satisfy Assumption (H0). Let us now consider the following functions:
g : x ∈ Rk 7−→ g(x)R
f : (t, x, y, z) ∈ [0, T ]× Rk+1+d 7−→ f(t, x, y, z) ∈ R
H : (t, x) ∈ [0, T ]× Rk 7−→ H(t, x) ∈ R
L : (t, x) ∈ [0, T ]× Rk 7−→ L(t, x) ∈ R
We assume that all those functions are continuous and satisfy the following assumptions (A1)-(A2).
(A1): ∀ t ∈ [0, T ], x ∈ Rk, y, y′ ∈ R, z, z′ ∈ Rd,


(i) |g(x)|+ |f(t, x, 0, 0)|+ |H(t, x)| + |L(t, x)| ≤ C(1 + |x|p),
(ii) |f(t, x, y, z)− f(t, x, y′, z′)| ≤ C(|y − y′|+ |z − z′|),
(iii) L(t, x) ≤ H(t, x) and L(T, x) ≤ g(x) ≤ H(T, x),
where C and p are some positive constants.
(A2): For each R > 0, there is a function ΦR from R
+ to R+ satisfying ΦR(s)→ 0 as s→ 0 and such that
|f(t, x, y, z)− f(t, x′, y, z)| ≤ ΦR((1 + |z|)|x− x
′|) (6.9)
for all t ∈ (0, T ), |x|, |x′|, |y| ≤ R and z ∈ Rd.
The follownig lemma gives a link between Assumptions (A2) and (H1)-(i).
Lemma 6.1. If the function (t, x) ∈ [0, T ] × Rk 7→ f(t, x, y, z) ∈ R is continuous, uniformly w.r.t. (y, z), i.e.,
for any (t, x) ∈ [0, T ] × Rk, for any ε > 0 there exists ηt,x,ε > 0 such that if |(t
′, x′) − (t, x)| < ηt,x,ε then
|f(t′, x′, y, z)− f(t, x, y, z)| < ε, then assumption (A2) is satisfied with ΦR, for any R ≥ 0, given by
∀γ ≥ 0,ΦR(γ) := sup
|t−t′|+|x−x′|≤γ,t,t′∈[0,T ],x,x′∈B′(0,R),|y|≤R,z∈Rd
|f(t, x, y, z)− f(t′, x′, y, z)|
where B′(0, R) := {x ∈ Rk, |x| ≤ R}.
Proof : Let R > 0 and (t, x) ∈ [0, T ] × B′(0, R). Let ε > 0. By definition, there exists ηt,x,ε > 0 such that if
(t′, x′) ∈ B((t, x), ηt,x,ε) (the open ball in [0, T ]× R
k with center (t, x) and radius ηt,x,ε) then
|f(t′, x′, y, z)− f(t, x, y, z)| < ε.
As
[0, T ]×B′(0, R) ⊂
⋃
(t,x)∈[0,T ]×B′(0,R)
B((t, x),
ηt,x,ε
2
)
then by compacity one can find finitely many points (t1, x1), ...., (tm, xm) such that
[0, T ]×B′(0, R) ⊂
⋃
i=1,m
B((ti, xi),
ηti,xi,ε
2
).
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(i) First note that the function γ ∈ R+ 7→ ΦR(γ) is non-decreasing and ΦR(0) = 0. Next let us set η =
mini=1,m
ηti,xi,ε
3 . Then η > 0 and we claim that ΦR(η) ∈ R
+.
Indeed let z ∈ Rd, |y| ≤ R and (t, x), (t′, x′) elements of [0, T ] × B′(0, R) such that |t − t′| + |x − x′| ≤ η.
Then there exists i ∈ {1, ...,m} such that (t, x) ∈ B((ti, xi),
ηti,xi,ε
2 ). It follows that
|(t′, x′)− (ti, xi)| ≤ |(t
′, x′)− (t, x)| + |(t, x)− (ti, xi)| ≤ η +
ηti,xi,ε
2
< ηti,xi,ε
which implies that (t′, x′) belongs also to B((ti, xi), ηti,xi,ε). Then by continuity we have
|f(t, x, y, z)− f(t′, x′, y, z)| ≤ |f(t, x, y, z)− f(ti, xi, y, z)|+ |f(ti, xi, y, z)− f(t
′, x′, y, z)| ≤ 2ε.
Taking the supremum to obtain that ΦR(η) ≤ 2ε.
(ii) As ΦR is non-decreasing then ΦR(γ) ≤ 2ε for any γ ≤ η. Note that this property implies also that ΦR(γ)→
0 = ΦR(0) as γ → 0.
(iii) For any γ1 and γ2 in R
+, ΦR(γ1 + γ2) ≤ ΦR(γ1) + ΦR(γ2).
Indeed let z ∈ Rd, |y| ≤ R and (t, x), (t′, x′) elements of [0, T ]×B′(0, R) such that |t− t′|+ |x−x′| ≤ γ1+ γ2.
Then there exists (t¯, x¯) ∈ [0, T ]×B′(0, R) such that |(t, x)− (t¯, x¯)| ≤ γ1 and |(t¯, x¯)− (t′, x′)| ≤ γ2. Therefore
|f(t, x, y, z)− f(t′, x′, y, z)| ≤ |f(t, x, y, z)− f(t¯, x¯, y, z)|+ |f(t¯, x¯, y, z)− f(t′, x′, y, z)| ≤ ΦR(γ1) + ΦR(γ2)
which implies that ΦR(γ1 + γ2) ≤ ΦR(γ1) + ΦR(γ2).
(iv) For any γ ∈ R+, ΦR(γ) ∈ R+ and ΦR(.) verifies (6.9).
Indeed by induction and (iii), for any γ ∈ R+ and n ≥ 1, ΦR(nγ) ≤ nΦR(γ). On the other hand, by (ii) and
(iii), for any γ ∈ R+ one can find an integer n such that ΦR(γ) ≤ nΦR(η) which implies that ΦR(γ) ∈ R. Finally
(6.9) is obviously satisfied since ΦR(.) is non-decreasing and
|f(t, x, y, z)− f(t, x′, y, z)| ≤ ΦR(|x − x
′|)
for all t ∈ (0, T ), |x|, |x′|, |y| ≤ R and z ∈ Rd.
Remark 6.2. This property of continuity of the function (t, x) ∈ [0, T ]×Rk 7→ f(t, x, y, z) ∈ R, uniformly w.r.t.
(y, z), is needed to get uniqueness of the viscosity solution of the PDE (6.11). However one can obtain uniqueness
of (6.11) with a substantially weaker condition than the previous one.
Now for (t, x) ∈ [t, T ] × Rk, let Y t,x := (Y t,xs )s∈[0,T ] be the local solution of the BSDE associated with the
quadruple (f(s,Xt,xs , y, z), g(X
t,x
T ), L(s,X
t,x
s ), H(s,X
t,x
s )) (see [14] for more details) and let us set u(t, x) = Y
t,x
t .
Then u(t, x) is an R-valued deterministic function of (t, x) which is morever of polynomial growth and continuous.
Furthermore it satisfies:
∀ (t, x) ∈ [0, T ]× Rk, ∀s ∈ [t, T ], Y t,xs = u(s,X
t,x
s ). (6.10)
Let us now consider the following PDE with two obstacles of min-max type whose solutions will be considered
in viscosity sense:

min
{
v(t, x) − L(t, x) ; max
[
v(t, x) −H(t, x);
−∂tv(t, x) − LXv(t, x) − f(t, x, v(t, x), σ(t, x)⊤Dxv(t, x))
]}
= 0 ;
v(T, x) = g(x).
(6.11)
For the definition of the viscosity solution of equation (6.11), which is standard, we refer the reader to [14].
The link between PDE (6.11) and the process Y t,x through the function u defined in (6.10) is:
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Theorem 6.3. [14]: Under (H0),(A1) and (A2) we have:
(i) The function u is the unique continuous viscosity solution of (6.11) with polynomial growth ;
(ii) The function u is also a unique continuous viscosity solution, in the class Πg, of the following max-min
problem: 

max
{
v(t, x) −H(t, x) ; min
[
v(t, x)− L(t, x);
−∂tv(t, x)− LXv(t, x)− f(t, x, v(t, x), σ(t, x)⊤Dxv(t, x))
]}
= 0;
v(T, x) = g(x).
(6.12)
The proof of (i) is similar to the one given in [14]. However, we should point out that in [14], the barriers L
and H are assumed to be completely separated (i.e. L < H) while in our framework they only satisfy L ≤ U .
This fact is irrelevant and does not rise a major issue. As for (ii), the construction of the function u (see [14])
implies that w = −u is the unique viscosity solution in the class Πg of the following system:


min
{
w(t, x) +H(t, x),max
[
w(t, x) + L(t, x),
−∂tw(t, x) − Lw(t, x) + f(t, x,−w(t, x),−σ(t, x)⊤Dxw(t, x))
]}
= 0;
w(T, x) = −g(x).
(6.13)
Thus −w = u is the unique solution in the class Πg of system (6.12) (see e.g. [2], pp.18).
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