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Abstract. Automatic video captioning aims to train models to generate
text descriptions for all segments in a video, however, the most effective
approaches require large amounts of manual annotation which is slow and
expensive. Active learning is a promising way to efficiently build a train-
ing set for video captioning tasks while reducing the need to manually
label uninformative examples. In this work we both explore various ac-
tive learning approaches for automatic video captioning and show that
a cluster-regularized ensemble strategy provides the best active learn-
ing approach to efficiently gather training sets for video captioning. We
evaluate our approaches on the MSR-VTT and LSMDC datasets using
both transformer and LSTM based captioning models and show that our
novel strategy can achieve high performance while using up to 60% fewer
training data than the strong state of the art baselines.
Keywords: Active Learning, Video Captioning
1 Introduction
Automatic video captioning is an emerging area in computer vision research that
aims to generate textual descriptions of the visual components of a video. This
has various applications including improving video accessibility for the blind
and visually impaired [1], summarizing video [2], searching and indexing. Un-
fortunately, training models to do video captioning requires manual descriptions
of every second of the video from a large corpus of representative videos. The
largest current video captioning dataset, MSR-VTT, has only tens of thousands
of videos whereas solving video captioning will likely require several orders of
magnitude more to express the wide diversity of subjects, situations, and rela-
tionships possible in video data.
Active learning is a valuable approach in domains where unlabeled and par-
tially labeled examples are readily available but obtaining manual annotations is
expensive, such as is the case with automatic video captioning. However, while
there has been significant investigation of active learning for computer vision
tasks such as object recognition [3], object detection [4], video classification [5]
and video segmentation [6], video captioning has received comparatively little
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attention. The reason for this is likely rooted in the complexity of the label
space. Video captioning requires both sequential input and output, dramati-
cally increasing the complexity of traditional active learning frameworks. To our
knowledge, this is one of the first works to define active learning strategies for
efficiently collecting training sets for automatic video captioning.
In this paper we explore several active learning strategies for sequence to se-
quence active learning in video captioning, including uncertainty sampling based
on label confidence, sequence entropy and query by committee methods. There
are several unique challenges to active learning for deep sequence to sequence
models: While traditional active learning methods [7] select one example at a
time to label, retraining the model in its entirety after each new example se-
lection, this strategy is impractical for training models such as transformer net-
works and LSTMs [8,9], due to increased training time (hours vs. minutes) and
increased inference time (seconds vs. milliseconds). Thus, it is far more efficient
to select a large batch of examples at a time to label when using a crowd-
sourced collection process [10,11]. Traditional batch-active learning often uses
ranking functions which are intractable in deep sequence to sequence learning
[12,13,14], making active learning for video description a challenging problem,
with no tractable solutions for deep neural networks.
In this work we conduct a thorough empirical analysis of various active learn-
ing strategies on two recent and standard video captioning datasets, MSR-VTT
and LSMDC, using both transformer based and LSTM based captioning mod-
els, and describe a novel cluster-regularized method which is both tractable to
compute, and provides strong performance in our test scenario. Our key contri-
butions are:
1. Demonstrating that traditional uncertainty sampling techniques do not sig-
nificantly outperform random sampling, likely because of the difficulty of
estimating the sequence entropy.
2. A novel ensemble based ranking method (Cluster-Regularized Ensemble Di-
vergence Active Learning, Section 3.1) specifically designed for video de-
scription active learning which outperform random sampling by a significant
margin.
3. A clustering-based active learning regularization method which can help to
increase sample diversity, and when combined with our query-by-committee
methods can save as much as 60% of the manual annotation effort while
maintaining high performance (Section 3.2).
2 Related Work
In order to reduce human effort when constructing training sets, various active
learning strategies have been proposed for computer vision tasks such as object
recognition [3,15], detection [4], video classification [5] and video segmentation
[6]. These methods typically select the next example to query for a label based on
uncertainty sampling, entropy, or predicting reductions in risk to the underlying
Cluster-Regularized Active Learning 3
model (see [7] for a comprehensive review). However, active learning for sequence
labeling tasks such as automatic video captioning has received litle attention.
In the natural language processing literature, active learning methods have
been proposed for actively selecting examples based on uncertainty sampling
[16,17] or query by committee approaches [18]. In [19], the authors provide a
thorough analysis of various active learning methods for sequence labeling tasks
using conditional random field (CRF) models. Current state-of-the-art video
captioning models, however, typically utilize neural network based architectures
such as transformer networks [8] or LSTMs [9] and very little research exists
on how to successfully apply active learning for complex models — Transformer
networks and LSTMs are expensive to train, taking hours to days to converge,
compared to shallow linear models or CRFs employed in previous active learning
studies (taking only minutes). Therefore querying a single example at a time is
inefficient. It is far more efficient to select a large batch of examples at a time to
label when using a crowd-sourced collection process as is typically the case [4].
Batch-mode active learning methods have been proposed for vision and other
tasks in [12,13,14]. Batch selection requires more than selecting the N -best
queries at a given iteration because such a strategy does not account for possible
overlap in information. Therefore, the selection functions typically try to balance
informativeness with a diversity term to avoid querying overlapping examples
[13]. In this work, we take cues from [13], and develop a batch active-learning
method for sequence learning, that is regularized using a measure of informa-
tion diversity (an idea from [13]), but is tuned to be computed efficiently over
sequence learning tasks, such as those in [7].
In addition to moving to batch sampling, automated video description is
unique in that it has multiple possible correct sequence labels. Recent methods
are usually based on expected gradient updates [20] or the entropy of a sample
distribution [19], and are unable to account for scenarios where there are multiple
correct labels, or there is dynamic underlying label entropy. In addition, these
methods often require computing an estimate of expected model updates over the
space of possible labels. This estimate can be extremely expensive for sequence
learning (which has exponential label space growth), and there’s no clear way of
sampling from caption spaces without learning a complex language model.
Among recent methods, Coreset active learning [21], uses an integer linear
program (or a greedy optimization) to find a lambda-cover over the feature
set. By operating at a feature level, Coreset takes advantage of the semantic
compression of the model to find sets of unlabeled samples that are useful to the
model’s prediction. We discuss our method compared to Coreset in Section 3.3.
Some recent methods including VAAL [22] and ALISE [23] have approached
active learning from an adversarial perspective. These methods train a discrim-
inator which attempts to determine which samples are labeled and unlabeled,
then select the likely unlabeled samples for training. However, they typically
require large number of samples to reliably train the discriminator which is un-
available in the beginning of the active learning process. Nonetheless, it would
be an interesting future direction to explore adversarial models for active learn-
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ing on complex latent spaces. Deep Bayesian active learning [24] shows some
promise, however strong Bayesian networks for multi-modal vision and language
problems are still out out of reach for large scale complex datasets.
3 Methods
In this work we introduce a new method for sequence active learning for video
description, and compare against several baseline algorithms (Those listed be-
low, along with Coreset [21] active learning and ALISE [23]). Throughout this
section, we refer to a video vi, and its associated set of descriptions D =
{c1(vi) . . . cn(vi)}. A set of descriptions generated by a model mj is referred
to by {cmj ,1(vi) . . . cmj ,n(vi)}. Videos may have multiple descriptions either
through multiple-sampling of the model generative distribution, or through mul-
tiple ground-truth labels of the same video. The probability distribution Pmj (ci)
is the likelihood of a description ci under the model mj , and the distribution
Pcond(mj , cki ) = Pmj (cki (vi)|ck−1i (vi), . . . , c0i (vi)) is the conditional distribution
of the next word k under the model given the previous words in the description.
3.1 Active Learning Methods
Random Selection Baseline: Our baseline method is to sample new data
points from the training set uniformly at random. Random selection is a strong
baseline. It directly models the data distribution through sampling, placing em-
phasis on representative data, but not ”novel” data. Trying to sample outside
the random distribution is more likely to cause over-sampling of parts of the data
(demonstrated in Figures 3), leading to poorer overall validation performance.
Maximum Entropy Active Learning: Traditional methods for active learn-
ing [7] are often entropy based. As a second strong baseline, we present a max-
imum entropy active learning method in which we rank samples based on a
sample of the entropy of the dataset. Unfortunately, given the exponential num-
ber of computations that have to be made in the sequence length, the entropy
of the entire output distribution is intractable to compute directly. Thus, to
approximate the entropy of the distribution of the description distribution, we
compute the mean entropy of the word output distributions at each new word
along the generation process of a new description of a sample using our current
model. Thus, using a candidate model m, we sample K candidate sentences for
each video, and we select samples which maximize the ranking function:
R(vi) =
1
K
K∑
k=1
|cm,k(vi)|∑
w=1
−Pm(cwm,k(i)) logPm(cwm,k(vi)) (1)
where R(vi) is our approximate estimate of the entropy of any given sample’s
distribution.
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Minimum Likelihood Active Learning: In the minimum likelihood active
learning scenario, we select samples where the descriptions that the model gen-
erates have the lowest log likelihood under the model distribution. Thus, using a
candidate model m, we sample K candidate sentences for each video, and then
choose samples which minimize the ranking function:
R(vi) =
1
K
K∑
k=1
|cm,k(vi)|∑
w=1
logPm(c
w
m,k(vi)|cw−1m,k (vi) . . . c0m,k(vi)) (2)
Empirically, we find that the minimum likelihood active learning method is a
stronger method than the entropy for use in video captioning (See Figure 2),
however this measure of uncertainty suffers from the fact that the model may be
very confident about its wrong answers, and will be unable to learn effectively
when this is the case. Because these very confident wrong answers are never
sampled (or are sampled later in the training process), the model is unable to
correct for the initially introduced bias.
Query By Committee Ensemble Agreement Active Learning: To help
alleviate the issues with single model uncertainty, we introduce the notion of
an ensemble agreement active learning ranking based on query by committee
methods for traditional active learning [18]. With this method, we sample a
set of likely captions from each member of an ensemble of models (using beam
search), and compute the mean pairwise likelihood. For an ensemble of L models
{m1, . . . ,mL}, from each model ml we sample captions {cmi,1...cmi,K} for each
available unlabeled video. Our ranking criterion is then to minimize:
R(vi) =
1
L(L− 1)
L∑
p=1
L∑
q=1
q 6=p
K∑
k=1
|cmp,k(vi)|∑
w=1
logPcond(m1, cwmp,k(i))
K|cmp,k(vi)|
The idea here is to select samples for labeling which have low agreement, as these
are the samples have higher uncertainty under our model/training process. In
this scenario, we alleviate many of the concerns with models having high con-
fidence in wrong answers, as this phenomenon tends to be local to particular
models, and these highly incorrect answers will have low likelihood under the
learned distributions of the other members of the ensemble.
Query By Committee Ensemble Divergence Active Learning (Pro-
posed Method): While entropy/perplexity measures for active learning has
been well explored in the literature [7], it is unclear if these measures are cor-
rect for the captioning task. Even if the caption distribution for a video has
high entropy, meaning there are many possible likely captions (or even many
possible correct captions), this high entropy does not mean that the model is
unsure of the outcome. Samples that have many possible captions will thus be
over-sampled, since any of the generated captions will have fundamentally lower
likelihood than a sample with fewer possible captions. In order to avoid this, we
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present a method, which computes the KL-divergence between the conditional
distributions of the ensemble members. Thus, if the models would choose similar
words, given similar inputs - we consider the models to be in agreement. Simi-
larly to the above, for an ensemble of L models {m1...mL}, from each model ml
we sample captions {cmi,1...cmi,K} for each available unlabeled video. We then
choose samples which maximize:
R(vi) =
1
L(L− 1)
L∑
p=1
L∑
q=1
q 6=p
K∑
k=1
DKL
(
Pmp(cmp,k(vi))||Pmq (cmp,k(vi))
)
K
(3)
Unfortunately, computing the full joint distribution is prohibitively expensive.
Thus, instead we restrict the computation of the divergence to the sum of per-
word divergences:
R(vi) =
1
L(L− 1)
L∑
p=1
L∑
q=1
q 6=p
K∑
k=1
D(mp,mq, cmp,k(vi))
K
(4)
where
D(mp,mq, cmp,k(vi)) =
|cmp,k(i)|∑
w=1
DKL
(
Pcond(mp, cwmp,k(vi))||Pcond(mq, cwmp,k(vi)
)
|cmp,k(vi)|
(5)
is the per-word KL-divergence along the generation of the description cmp,k(vi)
in each of the models. Compared to the likelihood method, this model gives
a better estimate of the divergence of the distributions learned by the models
of the ensemble. This measure is also independent of the sample length, and
distribution perplexity, confounding factors when looking only at the likelihood
of the samples.
3.2 Improving Diversity With Clustering
During the training of the initial active learning models, we noticed through a
qualitative investigation that models seemed to be over-sampling parts of the
training feature space. This was confirmed by running the experiments shown in
Figure 3. To help combat this, we enforced a clustering-based diversity criterion.
We first performed a k-means clustering of the training data using the mean
(across the temporal dimension) of our visual features. We chose K = N/20
clusters, where N is the number of training samples in the dataset. See section 4
for a justification for this number of clusters. We then force the active learning
algorithm to select at most φ samples from each cluster, which notably increases
diversity. For the experiments in this paper, we found φ = 3 to be the best
hyper-parameter value, out of φ = 1, 2, 3, . . . 10.
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3.3 Comparison with Coreset Active Learning
While our method shares some significant similarities at a glance to Coreset [21]
(i.e. we both use delta-covers of a space to regularize the sampling), they have
some notable differences. The Coreset method uses the distribution of the feature
space, combined with k-centers over the unlabeled data to select a set of samples
which should be annotated. This is equivalent to finding a delta cover over the
distribution of the data in the unlabeled space. Our proposed method (Ensemble
Divergence + Cluster Regularization) uses the uncertainty of the underlying
model to compute a score, and then attempts to regularize this score across
the data space by enforcing that no two samples are too close together. Our
method not only achieves better performance on our sequence learning tasks,
but also runs notably quicker than Coreset, which can fail to solve the Integer
Linear Program efficiently. It is interesting future work, however outside the
scope of this exploratory paper, to explore selecting among Coresets using our
uncertainty metric. Figure 1 directly compares Coreset and Greedy Coreset with
our proposed model on the video description problem.
3.4 Models
The goal of this paper is to explore active learning methods across multiple
different model structures. In our experiments we use both a transformer-based
model based on Zhou et. al. [25], and the popular S2VT RNN architecture
[9] (See supplementary materials for details). Our models are able to achieve
performance comparable to state-of-the-art models using vision-only features
and without using policy gradients to optimize a downstream metric [9,26]. By
adding multi-modal features, and direct REINFORCE optimization, you can
gain 7-10 CIDEr points over our implementations [26]. However, while there
are more complex model pipelines, we chose two very simple architectures to
demonstrate the efficacy of active learning, improve iteration time, and decrease
the chance of confounding visual effects. We expect the presented methods to
transfer to more complex optimization schemes, and powerful architectures given
the flexibility of the formulation and our ablation results.
3.5 Datasets
We demonstrate the performance of our model on two common video description
datasets, MSR-VTT [10] and the LSMDC [27]. While these methods may apply
to video datasets generated using Automated Speech Recognition (HowTo-100M
[28]) or dense captioning tasks (ActivityNet Captions [29]), we focus on pre-
clipped videos with high quality descriptive annotations.
MSR-VTT: The MSR Video to Text Dataset (MSR-VTT) [10] is a large-
scale benchmark for video description generation. The dataset was generated
by collecting a set of 257 popular video queries, selecting 118 videos for each
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query. These videos were then annotated using Mechanical Turk with 20 natural
language sentences. This provides 10K web video clips, with 41.2 hours of video,
and 200K clip-description pairs. The clips are an average of 3-10 seconds each.
LSMDC: The Large Scale Movie Description Challenge (LSMDC) [27] com-
bines two common bench-mark datasets: M-VAD [30] and MPII-MD [31]. The
dataset consists of video descriptions extracted from professionally generated De-
scriptive Video Services tracks on popular movies. The dataset contains 118,081
clips from 202 unique films. Each clip has approximately one sentence of de-
scription, are 2-5 seconds each, and the names of most characters are replaced
with a signifying ”SOMEONE” tag. The LSMDC dataset has a very wide text
coverage, with almost 23,000 unique vocabulary tokens.
3.6 Experimental Setup
Feature Extraction and Pre-processing: To avoid conflating the visual
representations of the data with the performance of the captioning model, we
follow video-captioning convention and pre-extract features from the videos using
a Distill-3D (D3D) [32] model pre-trained on the Kinetics-600 dataset for activity
recognition. The videos are resized on the short-edge to 256px, then center-
cropped to 256x256. They are down-sampled to 64 frames at 3 frames per second
(with cyclic repetition for videos that are too short), and then passed through
the D3D model to generate a 7x1024 representational tensor for the video which
is used in the captioning process. The text data is tokenized using a sub-word
encoding [33] with a vocabulary size of 8192.
Training: Each model is trained in PyTorch [34] with a batch-size of 512 for 80
epochs. We use the ADAM [35] optimizer with a warm-up learning rate schedule
with 1000 steps of warm-up, ranging from 1e−6 to 1e−3, then decaying over
250,000 steps to 0. We run our experiments using 8 Tesla T4 accelerators on
Google Cloud Platform, making use of NVIDIA Apex1 for mixed-precision fp-16
training.
3.7 Evaluation:
In all active learning methods, we begin by seeding the method with 5% of the
data, chosen randomly. For a fair comparison, this random slice is shared across
each of the active learning methods. We then train an initial classifier for use
with our active learning method. When the classifier has converged (achieved
minimum loss on a validation dataset, or trained for 80 epochs, whichever comes
first), we use the classifier, and the proposed ranking methods (Using a cluster-
limit φ = 3, and a set of 8 sampled captions) to select an additional 5% of the
training data. This happens 19 additional times (20 total evaluation points),
1 https://github.com/NVIDIA/apex
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Fig. 1: Validation performance of active learning methods on the MSR-VTT dataset
using the CIDEr metric [37]. Each run represents the mean of a bootstrap sample of
ten runs. Our proposed method significantly outperforms all other methods, achieving
95% of the max performance while using only 25% of the data. This figure is measured
10 intervals instead of 20, due to the cost of Coreset’s ILP solver.
until all of the training data has been selected. At each step, we run an evalu-
ation of the model to determine the performance. Exploring the active learning
process when using larger and smaller batches is interesting future work — when
selecting very few examples, there is more potential benefit, but more compu-
tation required, selecting more samples requires less computation, but can be a
more difficult task.
During evaluation, we sample 8 candidate sentences with a temperature of
0.8, which are then evaluated using the COCO Captions Evaluation Tools [36].
For tuning, we use a validation dataset sub-sampled from the training dataset,
and we report the results on the official validation dataset (unseen during train-
ing/tuning) below. For ensemble-based metrics, we use the mean performance
of the ensemble members. For non-ensemble based metrics, we perform multiple
runs of active learning, and report the error as a 95% bootstrapped confidence
interval. While the 95% is somewhat arbitrary, we present the full trajectories,
for readers to explore.
4 Results & Discussion
Our key results using the transformer architecture on the MSR-VTT dataset are
presented in Figure 1. Clearly, we can see that the clustered-divergence outper-
forms the benchmark models by a wide margin, using about 25% of the data to
achieve a CIDEr score of 0.38 (95% of max). A full set of results is shown in
Figure 2 for the methods from Section 3.1.
Our method is highly prone to over-sampling parts of the distribution. To
demonstrate over-sampling by examining the performance of our models across
multiple clusters. Figure 3 shows that enforcing diversity is key to our approach:
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Fig. 2: Validation performance across many potential active learning methods on the
MSR-VTT dataset using the transformer model structure with respect to CIDEr Score
[37], METEOR Score [38], BLEU Score [39] and ROUGE-L Score [40]. The curves
presented are the means of 3 individual experiments using each method. Error bars
are omitted for clarity. ALISE and Coreset are omitted due to computation time costs
(However see Figure 1 for a comparison on CIDEr).
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Fig. 3: (Left) Average distance of validation samples to the nearest training sample over
the active learning process. Models with improved diversity improve the distance to
the training set more rapidly. We believe that this is a major cause for the performance
of the random data selection method, which works extremely well vs. non-diversity en-
forced methods due to it’s built-in coverage of the dataset. (Right) Performance of the
cluster-divergence active learning method across different numbers of clusters. Perfor-
mance is greater with greater numbers of clusters, until saturation, where performance
regresses to random.
If we use no clustering, we actually fail to outperform random performance
while adding a few clusters allows us to mitigate this effect and adding sufficient
clustering allows for significant performance benefits. We can also see the effect
of clustering by examining the mean distance to the validation set over the active
learning iterations. We can also see from Figure 3 that the agreement method
alone is unable to efficiently distribute across the validation set, however random
and clustered methods achieve similar distribution effects. It’s interesting to
note, however, that even without the cluster enforcement the agreement metrics
select from more visual diversity than the entropy/likelihood methods - leading
to better performance (Table 1). The results for a cluster-regularized random
selection method are given in Figure 2, however it is not significantly different
from random alone, since the random method already samples uniformly from
the set of input samples.
Method Mean Number of Clusters Selected/Iteration
Random Selection 195.47± 21.2
Cluster-Regularized Divergence 212.5± 14.4
Cluster-Regularized Agreement 202.3± 17.6
Cluster-Regularized Entropy 215.7± 12.8
Agreement Only 181.00± 16.9
Entropy 160.31± 16.4
Likelihood 169.25± 13.7
Table 1: Average number of clusters selected per iteration. The random and cluster-
normalized methods select from a wider visual variety of samples, while the non-
normalized samples select very few clusters on average.
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Fig. 4: Validation performance with differing numbers of ensemble members on the
MSR-VTT dataset using the CIDEr metric. We can see that as we increase the number
of ensemble members, we are getting increased performance, however we see diminish-
ing returns, as the model begins to capture the same information.
Figure 4 shows that as we increase the number of ensemble members, the
performance increased, however there are diminishing returns, as the models
begin to capture the same data.
While we have made the case that a strong diversity of samples is required,
it is also interesting to look at exactly which samples were selected. Figure
5 demonstrates some of the diversity of samples selected by our methods in
comparison to the samples selected by the random method. We can see that
the active learning method is sampling from a diverse set of elements from each
cluster, while the random method is sampling a representative sample, but not
necessarily the most relevant or useful videos.
One important thing to note is that because we are sampling from data
that is in the initial training data for the two datasets, the results presented
in this paper may be an optimistic upper bound for the performance of an
active learning tool. There is a significant amount of cleaning and curating that
goes into these datasets which may or may not impact the final results of the
classification, and the effort may be higher when annotating video in the wild.
Future techniques may need to be developed for efficiently cleaning data, or
curating samples that are relevant to captioning as a whole.
One downside to our experimental method is that our models do not achieve
optimal performance in each training step, as the optimal hyper-parameters of
the model change as more data is added. To ease this issue we use an adaptive
training scheme which trains for more iterations than necessary with early stop-
ping, however it is an interesting direction of future work to explore auto-tuning
during the learning process to improve performance.
Our proposed method is not limited to the dataset or model. Figure 7 demon-
strates the performance of our best method, clustered divergence, on the LSMDC
dataset. We can see here that we achieve a CIDEr score of 0.121 (95% of max)
with only 50% of data required by random sampling. Thus, we can see that the
performance of the active learning method is not just limited to the MSR-VTT
dataset. In addition, Figure 6 demonstrates that the performance is not limited
only to our transformer based model. The S2VT model also improves, achieving
a CIDEr score of 0.3219 with only 60% of data required by random selection.
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Fig. 5: Visualization of four clusters of videos from the training dataset. Highlighted
elements were selected by the cluster-divergence learning method (red), or the random
method (yellow) in the first two iterations. In clusters with low visual diversity active
learning selects fewer samples (top-left, bottom-left, bottom-right), while selecting more
samples in clusters with high visual diversity (top-right), suggesting that the active
method is choosing more informative samples.
0 0.2 0.4 0.6 0.8 1
0.2
0.25
0.3
0.35
95% of Max
% of Data Used
C
ID
E
r
S
co
re
Clustered-Divergence
Random
Fig. 6: Performance using the LSTM model. While overall performance is lower, the
clustered-divergence learning method can save more than 20% percent of the data.
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Fig. 7: Validation performance for the LSMDC dataset. While LSMDC is a hard
dataset, we can still achieve strong performance using almost 35% less data.
5 Conclusion & Future Work
In this paper, we have presented an initial set of methods aiming to tackle
the active learning problem for video description, a challenging task requiring
complex modeling where due to the complexity of the output distribution, many
active learning methods are unable to function efficiently, or at all. We have
shown that we can achieve 95% of the full performance of a trained model with
between 25% and 60% of the training data (and thus, manual labeling effort),
across varying models and datasets.
While pairwise measures among ensemble members may be a good model of
uncertainty, there are many such measures. Expected gradient variance methods
such as [20,19] are good candidates for future exploration. While such methods
now do not account for the complexity of multiple correct labels, and dynamic
entropy distributions, we may be able to compute high quality estimates. Such
gradient methods may work in scenarios where the KL divergence between the
final distributions of the models may be relatively low, but the evaluated sample
has useful second-order gradient information.
It is also interesting, and likely fruitful, future work to explore different meth-
ods for clustering the elements of the training dataset. In many cases, we would
like to enforce a subject-level diversity among the different inputs (as show by
Figure 5), however visual similarity may not necessarily be the best metric to
use for clustering. Using additional features to rank the diversity of the samples
may provide better results, by increasing the individual diversity of each cohort
more than k-means clustering in the visual space.
By exploring the applications of our work in practice, we can build robust
active learning methods and collect large and effective datasets for video de-
scription. We hope these datasets will be used to improve the performance of
downstream description tools in this complex and challenging labeling domain.
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Appendix / Supplementary Materials
A Models
We use two models in the paper, specified by Figure 8 below. These models are
relatively standard in the Video Description literature. Reference numbers refer
to references from the main paper.
(a) Model architecture of our transformer-based model based on [8]. The only difference
in this model and that from [8] is we drop the computation of the video masking which
is unnecessary in our task. We use self-attention over spatially pooled input vectors to
produce a context for a Transformer Decoder [41], which is a conditional cross-attention
used to produce the output with a language modeling loss. The best-case performance
of this model is similar to the stat-of-the-art method for vision only features presented
in [26].
(b) Model architecture of the S2VT model [9]. An LSTM encoder is used to encode the
spatially pooled video features. The hidden state of the encoder is used to initialize the
hidden state of a decoder, which produces the output tokens. The final performance is
slightly better than the performance reported in [9].
Fig. 8: Model diagrams for the two models used in this paper. (a), the transformer-
based architecture. (b), the S2VT based architecture.
