An edge-colored graph G is conflict-free connected if any two of its vertices are connected by a path which contains a color used on exactly one of its edges. The conflict-free connection number of a connected graph G, denoted by cf c(G), is the smallest number of colors needed in order to make G conflict-free connected. In this paper, we show that almost all graphs have the conflict-free connection number 2. More precisely, let G(n, p) denote the Erdős-Rényi random graph model, in which each of the n 2 pairs of vertices appears as an edge with probability p independent from other pairs. We prove that for sufficiently large n, cf c(G(n, p)) ≤ 2 if p ≥ log n+α(n) n , where α(n) → ∞. This means that as soon as G(n, p) becomes connected with high probability, cf c(G(n, p)) ≤ 2.
Introduction
All graphs in this paper are finite, simple and undirected. We follow [5] for graph theoretical notation and terminology not defined here. Let G be a nontrivial connected graph with an edge-coloring c : E(G) → {1, 2, . . . , t}, t ∈ N, where adjacent edges may have the same color. If adjacent edges of G are assigned different colors by c, then c is a proper (edge-)coloring. For a graph G, the minimum number of colors needed in a proper coloring of G is referred to as the edge-chromatic number of G and denoted by χ ′ (G). A path of G is said to be a rainbow path if no two edges on the path have the same color. The graph G is called rainbow connected if for any two vertices of G there is a rainbow path of G connecting them. An edge-coloring of a connected graph is a rainbow connecting coloring if it makes the graph rainbow connected. This concept of rainbow connection of graphs was introduced by Chartrand et al. [11] in 2008. The rainbow connection number rc(G) of a connected graph G, is the smallest number of colors that are needed in order to make G rainbow connected.
The interested readers can see [23, 24, 25] for surveys on this topic.
Motivated by rainbow coloring and proper coloring in graphs, Andrews et al. [1] and Borozan et al. [3] independently introduced the concept of proper-path coloring. Let G be a nontrivial connected graph with an edge-coloring. A path in G is called a proper path if no two adjacent edges of the path are colored the same. An edgecoloring of a connected graph G is a proper-path coloring if every pair of distinct vertices of G are connected by a proper path in G. The minimum number of colors that are needed to produce a proper-path coloring of G is called the proper connection number of G, denoted by pc(G). From the definition, it follows that 1
is the chromatic index of G and m is the number of edges of G. For more details we refer to [21, 22] .
A coloring of the vertices of a hypergraph H is called conflicted-free if each hyperedge F of H has a vertex of unique color that is not repeated in F . The smallest number of colors required for such a coloring is called the conflict-free chromatic number of H. This parameter was first introduced by Even et al. [15] in a geometric setting, in connection with frequency assignment problems for cellular networks. There are many results on the conflict-free coloring, see [10, 13, 28] .
Motivated by the conflict-free colorings of hypergraphs and the rainbow and proper connections of graphs, Czap et al. [12] introduced the concept of conflictfree connection for graphs. An edge-colored graph G is called conflict-free connected if each pair of distinct vertices is connected by a path which contains at least one color used on exactly one of its edges. This path is called a conflict-free path, and this coloring is called a conflict-free connection coloring of G. The conflict-free connection number of a connected graph G, denoted by cf c(G), is the smallest number of colors needed to color the edges of G so that G is conflict-free connected. It is easy to see that the parameter cf c(G) has monotone property, i.e., for any connected spanning subgraph G ′ of a graph G, one has cf c(G) ≤ cf c(G ′ ). There are quite many results in the study of conflict-free connection of graphs, see [7, 8, 12, 14, 26] .
The study on rainbow connectivity of random graphs has attracted the interest of many researchers, see [9, 18, 20] . In [19] , Gu at el. determined the proper connection number of random graphs. In this paper, we will focus on the parameter cf c(G) for random graphs. The most frequently occurring probability model of random graphs is the Erdős-Rényi random graph model G(n, p) [16] . The model G(n, p) consists of all graphs with n vertices in which the edges are chosen independently and with probability p. We say an event A happens with high probability if the probability that it happens approaches 1 as n → ∞, i.e., P r[A] = 1 − o n (1). Sometimes, we say w.h.p. for short. We will always assume that n is the variable that tends to infinity.
Let G and H be two graphs on n vertices. A property P is said to be monotone if whenever G ⊆ H and G satisfies P , then H also satisfies P . For any property P of graphs and any positive integer n, define P rob(P, n) to be the ratio of the number of graphs with n labeled vertices having the property P divided by the total number of graphs with these vertices. If P rob(P, n) approaches 1 as n tends to infinity, then we say that almost all graphs have the property P . Similarly, for a fixed integer r, we say that almost all r-regular graphs have the property P if the ratio of the number of r-regular graphs with n labeled vertices having property P divided by the total number of r-regular graphs with these vertices approaches 1 as n tends to infinity.
There are many results in the literature asserting that almost all graphs have some property. Here we list some of them, which are related to our study on the conflict-free connection number of random graphs. In [8] , the authors weaken the condition of the above theorem and got the following result. Even if we concentrate on regular graphs, from Theorems 1.2 and 1.3 or 1.4, and the monotone property of cf c(G), we also have the following result. Theorem 1.6 For fixed r ≥ 3, almost all r-regular graphs have the conflict-free connection number 2.
Let C(G) denote the subgraph of a graph G induced on the set of cut-edges of G. Recall that a linear forest is a forest where each of its components is a path. The following Theorem will be used in the sequel. Theorem 1.7 [12] If G is a connected graph, and C(G) is a linear forest in which each component is of order 2, then cf c(G) = 2.
In this paper, we mainly study the value of conflict-free connection number of random graph G(n, p), when p belongs to different ranges. The following theorem is a classical result on the connectedness of a random graph.
Since the concept of conflict-free connection coloring only makes sense when the graph is connected, we only study on the conflict-free connection coloring of G(n, p) which is w.h.p. connected. Our main result is as follows.
, where α(n) → ∞.
Recall that, for a graph property P , a function p(n) is called a threshold function of P if:
• for every r(n) = Ω(p(n)), G(n, r(n)) w.h.p. satisfies P ; and
From Theorem 1.8 and Theorem 1.9, we can obtain that the threshold for cf c(G(n, p)) = 2 is equal to the threshold for G(n, p) to be connected. The proof of Theorem 1.9 is given in Section 2.
2 Proof of Theorem 1.9
For a vertex subset S of a graph G, we use e(S) to denote the number of edges of the subgraph G[S] induced by S of G. For two disjoint vertex subsets X and Y of G, let E(X, Y ) be the set of edges with one endpoint in X and the other in Y , and e(X, Y ) = |E(X, Y )|. For vertex subsets U ⊂ S, N(U, S) is the disjoint neighbor set of U in G[S], i.e. N(U, S) = {w ∈ S − U : ∃u ∈ S and {uw} ∈ G[S]} and d S (v) = |N(v) ∩ S| is the degree of v in S.
From Theorem 1.4, we know that if the random graph is 2-connected, then the conflict-free connection number is at most 2. In fact, it is known that [2] if p = 1 n {log n + log log n + ω(n)}, then w.h.p. G(n, p) is Hamiltonian, where ω(n) → ∞. Since Hamiltonian is a monotone property, we obtain that w.h.p. cf c(G(n, p)) = 2 if 1 n {log n+log log n+ω(n)} ≤ p < 1. Thus in the sequel, we assume that p = log n+α(n) n , where α(n) = o(log n), and α(n) → ∞.
For ease of notation, let G ∈ G(n, p) and denote by V the vertex set of G(n, p). We call a vertex u large if its degree d(u) ≥ log n 10
and small otherwise. Let V 1 denote the vertex-subset consisting of all the small vertices, and V 2 be the vertex-subset consisting of all the large vertices. Namely, V = V 1 ∪ V 2 . We first present some structure properties of G(n, p), then we will give a conflict-free coloring of G(n, p), which uses exactly 2 colors. 
, we obtain that which implies that the statement of (1) w.h.p. holds.
(2) Let A denote the event that there exist two subsets U, W ⊆ V , U ∩ W = ∅, |U|, |W | ≥ n log log n and e(U, W ) = 0. Then
s+t log log n n s log log n n t e − n log n (log log n) 2 = s≥ n log log n t≥ n log log n e (s+t)(1+log log log n) e − n log n (log log n) 2 ≤ s≥ n log log n t≥ n log log n e n(1+log log log n) e − n log n (log log n) 2 ≤ n 2 e n(1+log log log n) e − n log n (log log n) 2 ≤ o(n −1 ).
The following result focuses on the properties of small vertices in G.
Proposition 2.2
The followings hold w.h.p. in G.
(
(2) No pair of small vertices are adjacent or share a common neighbor.
(3) There are at most n 0.5 edges incident with vertices in V 1 .
Proof.
(1) Let s = ⌈n 0.4 ⌉. Denote by A the event that there exists a vertex-subset S with order s such that every vertex v ∈ S is small. Then A happens with probability
s log n 10 10ne log n log n 10 log n + α(n) n log n 10 e − log n+α(n) n
log n 10 e −(log n+α(n))+ log n+α(n) n + log n 10
That implies that w.h.p.
(2) Let B denote the event that there exist two small vertices x, y and the distance between x and y is at most 2. We have
log n 10 log n n log n 10
So w.h.p. no pair of small vertices are adjacent or share a common neighbor.
(3) From (2), we get that V 1 is w.h.p. an independent set, i.e., there is no edge in the induced subgraph G[V 1 ]. Since the degree of a small vertex is less than log n 10
, we have that the number of edges incident to V 1 is w.h.p. no more than
Let H = {G ∈ G(n, p): the conditions of Propositions 2.1 and 2.2 hold}. From Proposition 2.1 (2), we know that V 1 is an independent set in G ∈ H . However, we claim that G[V 2 ] is connected, in fact, G[V 2 ] is Hamiltonian. To prove this, we use the arguments similar to those of Cooper et al. [6] and Frieze et al. [17] . We regard the edges in G as initially colored blue, but with the option of recoloring a set R of the edges red. We require that the set R of red edges is "removable", which is defined as follows.
(ii) no edge of R is incident with a small vertex, and
The following definitions and results are taken from Pósa [27] and Frieze et al. [17] . Definition 2.2 Let Γ = (V, E) be a non-Hamiltonian graph with a longest path of length ℓ. A pair {u, v} / ∈ E is called a hole if adding {u, v} to Γ creates a graph Γ ′ which is Hamiltonian or contains a path longer than ℓ. holes.
Now we prove the following lemma, which is important to our proof of Theorem 1.9.
Lemma 2.2 The induced subgraph
Proof. Let G ∈ H , for any sets U and S, such that U ⊆ S ⊂ V and |U| ≤ n 150
. Let F ⊂ E(G[S]) and consider the graph H = (S, F ). If U satisfies that the degree of w in H is at least log n 11
for all w ∈ U, then, by Proposition 2.1 (1), |N(U, S)| ≥ 3|U| in H. Moreover, by Proposition 2.2 (2), each vertex w ∈ U has at most one neighbor in V 1 . We have d V 2 (w) ≥ log n 10
. Hence, we obtain that there are at least 3|U| neighbors of U in V 2 . Thus the removal of min{|R|, |U|} removable edges makes 
To prove equation (1), let R be a set of red edges of G and satisfying the property P such that (i) R is removable, and
where ℓ(H) is the length of a longest path in the graph H.
Let C be the set of all red-blue colorings of B which satisfy P . Let ℓ = ℓ(G[V 2 ]), we have ℓ < |V 2 |. Recall that by Proposition 2.2 (3), there are at most µ = ⌈n 0.5 ⌉ edges incident with small vertices. Let m be the number of edges in G, and ∆ be the maximum degree of G. It is known that ∆ is w.h.p. at most 3np (see e.g. [2] ). Set r = |R|. Since R is a matching, we can choose it in at least
ways. Hence,
Consider that we fix the blue subgraph. Then, by the definition of holes, we have to avoid replacing at least
2 edges when adding back the red edges in order to construct a red-blue coloring satisfying property P . Thus
It follows that 
The proof is thus complete.
Color the edges of G(n, p)
From Proposition 2.2, we can obtain that every small vertex is adjacent to a large vertex, and there is at most one small vertex among the neighbors of a large vertex. Thus, we can find a matching M consisting of |V 1 | edges in G such that for every edge e in M, one endpoint of e is small and the other endpoint is large. Let s = |M| = |V 1 |. Denote the large vertices in M by u 1 , u 2 , . . . , u s and denote the small vertices in M by v 1 , v 2 , . . . , v s . Without loss of generality, we assume that for every i ∈ {1, 2, · · · , s}, {u i v i } is an edge in M. Denote the Hamiltonian cycle of G[V 2 ] by C. Then the edge set E(C) E(M) induces a connected spanning subgraph G ′ of G, and C(G ′ ) satisfies the condition of Theorem 1.7. Therefore, by the monotone property one has that cf c(G) ≤ cf c(G ′ ) = 2.
To prove cf c(G) ≤ 2, one can also easily give G an edge-coloring with 2 colors and verify that edge-coloring is conflict-free. Denote the Hamiltonian cycle of G[V 2 ] by C. Let e be an edge of C, we color e with color 2, and the other edges in C and M with color 1. It is easy to get that under this partial coloring, for every two distinct large vertices x and y, there is a x − y path in C containing the edge e. So this x − y path is conflict-free. For any small vertex v i and large vertex z, combining the edge v i u i with the conflict-free u i − z path, we obtain a conflict-free path connecting v i and z. Similarly, by using the edges in M and the conflict-free path along C, we can find a conflict-free path connecting every pair of small vertices. Hence, we can obtain that cf c(G(n, p)) ≤ 2. Thus Theorem 1.9 follows.
