In the present work we study the deterministic spin dynamics of two interacting anisotropic magnetic particles in the presence of an external magnetic field using the Landau-Lifshitz equation. The interaction between particles is through the exchange energy. We study both conservative and dissipative cases. In the first one, we characterize the dynamical behavior of the system by monitoring the Lyapunov exponents and bifurcation diagrams. In particular, we explore the dependence of the largest Lyapunov exponent respect to the magnitude of applied magnetic field and exchange constant. We find that the system presents multiple transitions between regular and chaotic behaviors. We show that the dynamical phases display a very complicated topology of intricately intermingled chaotic and regular regions. In the dissipative case, we calculate the final saturation states as a function of the magnitude of the applied magnetic field, exchange constant as well as the anisotropy constants. 75.10.Hk, 75.90.+w, 05.45.Ac, 05.45.Pq 
Introduction
Molecular magnetism is becoming increasingly accessible due to the remarkable development of experimental techniques and have found technological applications diverse areas such as quantum computing [1, 2] , high-density information storage [3, 4] or magnetic refrigeration [5, 6] , systems becomes important for applications.
Standard approaches to study the dynamics of the magnetization reversal are based either on the Landau-Lifshitz [14] or Landau-Lifshitz-Gilbert equations [15] , being their time scales the main difference between both approaches for simple systems [15] . Nonlinear problems in magnetism have already been studied in several cases. Recent developments in this field can be found in Refs. [16, 17] . These models have been used in discrete [17] [18] [19] [20] [21] [22] and continuous magnetic systems [17, [23] [24] [25] [26] [27] [28] [29] [30] . The dynamical behavior of a few magnetic particles interacting through an exchange interaction were studied in Refs. [31] [32] [33] [34] . The authors focus on the equilibrium spin-correlation function for different geometrical configurations. The problem of interacting magnetic particles coupled by both short and longrange interaction was analyzed in Refs. [35, 36] , concluding that, due to the dipolar interaction, the total magnetization modulus is not a constant, but a fluctuating time dependent function. Recently, a magnetic dimer has been analyzed in a statistical mechanics context, taking into account exchange, dipolar as well as the DzyaloshinskiiMoriya interactions [37] . Nevertheless, to our knowledge, a parametric study on the dynamical behavior and the corresponding characterization of the chaotic states of two magnetic particles never has been done.
Frequently, maps have been used to describe discretetime chaotic systems and phase diagrams for these models [38] [39] [40] , but the problem of building detailed phase diagrams for models ruled by a set of nonlinear differential equations is computationally much harder and has been much less investigated so far. However, diagrams recording complex bifurcations and providing valuable insight for a few of the lowest periods have been obtained in a number of in-depth bifurcation studies using powerful continuation techniques [41] [42] [43] [44] [45] [46] . Diagrams recording physically stable phases and discriminating simultaneously regions of arbitrarily high periods and regions with chaotic phases, remain essentially unexplored for continuous-time autonomous and non-autonomous dynamical models. Recently, complete phase diagrams have been published for different continuous dynamical models of optically injected semiconductor lasers [47] , biophysical [48] , and magnetism [49] [50] [51] . A review of some of these results can be found in literature Ref. [46] , and an standard book of chaos can be found in Ref. [52] .
The aim of this paper is to analyze the influence of a constant external magnetic field on a system of two interacting anisotropic magnetic particles. The interaction between the particles is through exchange energy. In particular, we study an applied field in the direction perpendicular to the main anisotropy direction, which is called the easy axis. Also, we focus on the effect of the relative strength interaction between particles. We study both the conservative and dissipative case. Here, we characterize the dynamical behavior by calculating numerically the Lyapunov exponents and bifurcation diagrams. In the dissipative case we calculate the final saturation states as a function of the magnitude of applied magnetic field, the exchange constant, and anisotropy constants. The paper is organized in the following way. In Section 2, the theoretical model is briefly described. In Section 3, the numerical results are provided and discussed. Finally, some conclusions are drawn in Section 4
Theoretical model
Considering two magnetic particles and assuming that each one can be represented by a magnetic monodomain of magnetization M with = (1 2), the temporal evolution of the system can be modeled by the Landau-Lifshitz equation
where, γ is the gyromagnetic factor, which is associated with the electron spin and whose numerical value is approximately given by |γ| = |γ | µ 0 ≈ 2 21×10 5 m A or larger in cobalt, in nickel or in permalloy [17] , and 10
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in single magnetic molecules [53] . The effective magnetic fields, Γ , are given by
with ( ) = 1 2 such that = , where H is the external magnetic field, β measures the anisotropy along the n axis and J is the exchange coupling constant. Notice that this for this special type of anisotropy, called uniaxial anisotropy, the constants β can be positive or negative depending on the specific substance and sample shape in use [54] . The exchange constant measures the strength of the interaction between the two particles. Also, J can take positive or negative values depending on the type of interaction; for instance, for J < 0(J > 0) the coupling will be antiferromagnetic (ferromagnetic). Let us assume that the particles have same magnitude M 1 = M 2 = M S and the same anisotropy axis n 1 = n 2 = n, such that n = z. The external magnetic field H is assumed to be timeindependent and perpendicular to n; hence, without loss of generality, it is fixed along the x-axis:
For zero damping, i.e. η = 0, Eq. (1) is conservative. In fact, the conservative case has an intrinsic relationship with the Nambu equation [55] governing the dynamics for a triplet of canonical variables with two motion constants.
In the case of a single magnetic moment, the triplet of canonical variables are given by M and the two motion constants are the energy associated to Γ and the normalization stationary condition. It is worth mentioning that in standard materials the macrospin approximation (monodomain particles) is only valid when surface anisotropy effects are not relevant [56] . For larger sizes of particles, non-uniform magnetic states appear, like vortices in cobalt nanodots. In addition, the shape of the nanoparticle plays an important role in the macrospin approximation [57] . In the case of magnetic molecules, this model is only valid in the semiclassical approximation [12, 13] , otherwise quantum effects should be considered [58] . Finally, let us remark that due to the nonlinear nature of the problem, analytical solutions can be found only in particular cases; therefore, only numerical studies are possible.
Numerical results
In order to simplify and speed-up the integration of the equations of motion we use dimensionless units, rewritting Eq. (1) [60] were the first to observe the spin dynamics at a time-scale below the picosecond scale in nickel [60] . More recently phenomena at a time-scale less than 100 fs has been observed [61, 62] .
To avoid numerical artifacts, it is suitable to solve the corresponding dimensionless Eq. (1) using a Cartesian representation:
where = H /M S . We note that the second rows of Eqs. (3)- (5) are a consequence of the dissipative term which contain quadratic and cubic nonlinearities. The quadratic terms are produced by the external field, while the cubic coefficients are proportional to the exchange and the anisotropy constants. The conservative part, in each equation, contains quadratic nonlinearities, and linear terms which are generated by the external field. Let us remark that the system has at least two constants of motion (the two individual modulus |m |), and when η = 0, the magnetic energy is also conserved. In the dissipative case, the magnetic energy is not conserved, but it reaches a stationary value after a transient. Given these constrains our systems effective phase space dimension is four. Moreover, we point out that this system has simple homogeneous solutions: their stability depends on the control parameters [37] .
From the numerical point of view, the integration of Eqs. (3)- (5) has been performed using a standard fourth order Runge-Kutta integration scheme with a fixed time step τ = 0 01 that ensures a precision of 10 
Conservative regime
In this subsection we first analyze the dynamics of Eqs. (3)- (5) when the dissipation is zero, η = 0. These equations can have different types of behaviors, from regular to chaotic. One interesting case, in which the system has an analytical solution, is when the anisotropies are null, this means β 1 = β 2 = 0. Indeed, the total magneti-
which is the equation of a single magnetic moment in the presence of an applied field and its solutions is
where S (0) are the initial conditions throughout individual modulus constrains. Also, when the system is anisotropic (β = 0) the only possible analytical solutions are when the particles are decoupled J = 0. In such case solutions are in the form of Elliptic functions [17] . To characterize the dynamics of Eqs. (3)- (5) we first evaluate the Lyapunov exponents (LEs) [63] . This method consists of quantifying the divergence between two initially close trajectories. The measure of the exponential divergence in phase space is given by the LEs. They are denoted by {λ }. Let us recall that one has as many LEs as phase space dimensions within the dynamical system [63] . They can be ordered in descending form, from the largest to the smallest: λ 1 λ 2 λ N . The first exponent is the largest Lyapunov exponent (LLE). Here we deal with the non-dissipative regime, and for these types of systems the LEs come in pairs (λ λ N− +1 ) such that their sum is equal to zero and at least two LEs are equal to zero. Here, we explore the dependence of the LLE on the different control parameters of the system. One can, e.g., draw two dimensional maps illustrating the magnitude of the LLE as a function of two parameters. This permits to determine the parameter ranges that lead to chaotic dynamics, i.e. LLE positive, and those showing regular (periodic or quasi-periodic) dynamics, LLE zero or negative. In addition, following a technique explained in Ref. [46] , we use an iterative zoom resolution process to investigate further the dependence of the dynamics upon very small variations of the system parameters. This technique is generally used for studying dynamical systems that contain chaotic phases with highly complicated and interesting boundary topologies, e.g., curves where networks of stable islands of regular oscillations with ever-increasing periodicity accumulate systematically. The LEs are calculated for a time span of τ = 32768 after an initial transient time of τ = 1024. The Gram-Schmidt orthogonalization process is performed after every δτ = 1. The error E in the evaluation of the LEs has been checked by using E = σ (λ 1 ) / max (λ 1 ), where σ (λ 1 ) is the standard deviation of the maximum positive LE. In all cases studied here E is of the order of 1%, which is sufficiently small for the purpose of the present analysis. We note that, there are other methods of quantifying the non-periodic behavior of a dynamical system such as the Fourier spectrum, Poincaré sections, and correlation functions [16, 17, 21] . Also, bifurcation diagrams of magnetization components have been employed in several articles [18, 19, 22] . Figures 1 and 2 show colored code phase diagrams of the LLE as a function of J and for different and equal values of the anisotropy constants, respectively. In both cases their absolute values are the same, such that β 1 = β 2 = 0 1. The left frames show a wide range of the parameters, whereas the right frames show a specific zoom of the corresponding left frame. The zone of the zoom is denoted by a black box. We can observe that the anisotropy energy plays an important role since the diagrams are completely different. For different anisotropies (Fig. 1) when the exchange coupling constant is positive (J > 0) the system is always in chaotic regimes, while for negative values of J, multiple transitions between regular and chaotic regimes appear. These transitions can be observed with a best resolution in the right frame of Fig. 1 , in which complex patterns in the LLE diagram appear. Figure 2 shows the LLE as a function of and J at equal anisotropies constants. We can observe that when J is negative the system behaves almost regular except by four plumes located symmetrically respect to . For positive values of J the system is in chaotic regimes except for small region when the values of . To quantify the dynamics in this region a zoom is shown in the right frame. In order to investigate in more detail different types of transitions between regular to chaotic behavior we analyze a vertical cross section of Fig. 2 in the range −0 4 0 4 at J = −0 2. The LLE and the bifurcation diagrams of 1 and 2 as a function of are presented in Fig. 3(a), Fig. 3(b) and Fig. 3(c) . We observe that the system starts in a q-periodic state and makes an abrupt transition to a chaotic behavior. Above that, alternating regular and chaotic behaviors are found while increasing the parameter . For large values of the system becomes regular. Finally, we observe that there is a correspondence between both x-components as shown in our bifurcation diagrams.
Dissipative regime
In this subsection we analyze the case of a dissipative system, η = 0. The values of the damping coefficient in molecular magnetism are small, hence we fix it to η = 5 × 10 . In this case, the common solutions are the stationary ones and reach a constant value after a transient, as shown in Figure 4 . This final stationary state is strongly dependent on the parameter values. Indeed, the magnetization of both particles can go to the same value or not, as it is displayed in the left frame of Fig.  4 . The type of transient can be regular (like the classical damped harmonic oscillations) or chaotic, depending of the corresponding state of the non-dissipative case. The characteristic decay rate can be elucidated from linear analysis. To estimate the decay rate, we start with an homogenous solution of the system m 1 = m 2 =ˆ when > 0. According to the magnetization conservation condition, we have = 1 − 2 + 2 . Then for the small deviations the component along theˆ axis can be expressed as:
Hence, using the standard linear analysis [64] the system reads:
where all the Θ terms of order > 2 have been dismissed. Therefore, the linear system is characterized by the matrix
The eigenvalues of the last matrix, σ , are obtained by the roots of the secular equation:
where , in weakly dissipative regimes, are approximately given by 3 = η(4( In general, the eigenvalues are complex functions, σ = σ R + σ I = −µ + Ω, such that µ is the growth factor of the perturbation and Ω its frequency. Using the inverse of the growth factor one can calculate the characteristic rate decay, denoted here by τ . Since, the equation for σ is a fourth order one a close form of τ is difficult to obtain analytically and it must be computed numerically. Nevertheless, as a first approximation the characteristic rate de-
, which has the same structure that was previously obtained in Ref. [24] [25] [26] [27] [28] [29] . In the decoupled system, when β is positive σ R becomes positive for β > 2 producing a linear instability. In our case with J = 0, when one of the anisotropy constant has different sign the solution always decays if J > 0 and if they have the same sign the condition > −J + Σ/4 guarantees that system does not suffer a linear instability. Let us now to describe how the dynamic-saturation-value of the magnetization,˜ = (τ → ∞), changes with the control parameters. Figure 5 shows two diagrams of˜ 1 and˜ 2 as a function of the external field, , and the exchange constant, J. Each point in this diagram has been numerically calculated with sufficient integration time to avoid transients (τ 10 8 ) and with random initial conditions (ICs) on the spheres |m| 1 = 1 and |m 2 | = 1 in order to obtain results irrespective of the ICs. We observe that when the coupling constant is positive (J > 0), the magnetization of both particles tends to (±)ˆ , depending on the direction of the magnetic field . Only in the interface close to ∼ 0 the magnetization suffers perturbations respect to the x-axis. On the other hand, for J < 0, only when is larger than the unity (| | > 1), the magnetizations m 1 and 2 are oriented along the external field; otherwise, they are oriented in other axes which depend on the value of J and are not correlated. Furthermore, we analyze the anisotropy effects on dynamic-saturation-values. Figure 6 shows two diagrams of˜ 1 and˜ 2 as a function of the anisotropy constants β 1 and β 2 at negative values of J and small fields, = 0 1. This is the zone of the previous figure when the magnetization of particle one is not correlated with the magnetization of particle two. We observe that in the intermediate region the values of˜ 1 and˜ 2 are in antiphase, such that the anti-symmetry line is the diagonal β 1 = β 2 . Moreover, below the curve 
Final remarks
In this work we studied a classical magnetic dimer in the presence of an external applied field, taking into account anisotropy self-energy and exchange interaction in the Landau-Lifshitz approach. This model can be an interesting tool to describe magnetic molecules in the semiclassical approximation [12, 13] , or two interacting magnetic particles in the macrospin approximation when surface energies can be neglected [56] . We have analyzed both, conservative and dissipative regimes. In the conservative case, the system has been mainly characterized through Lyapunov exponents as a function of the parameters and intensive numerical simulations, computing 10 6 LLE in each two-dimension diagram, have been performed with iterative zooms in the relevant regions. We found that for positive couplings, the system is chaotic in a wide range of magnetic field if the anisotropy constants are equal. This issue is not the same when these constants have the same magnitude but differ in signs, where regular regimes appear for small fields. When the exchange constant is negative, the scenario is completely different. For equal anisotropies the system exhibit regular behaviors for almost all range of magnetic fields, except in four chaotic plume-like regions located in a symmetric way respect to the field. Meanwhile, for different sign of the anisotropy constant multiple transitions between regular to chaotic states are found. These Lyapunov diagrams reveal complex patterns. In the case of dissipative dynamics we have numerically calculated the final stationary solution after a transient. At fixed anisotropy, we have observed that the magnetization of both is oriented along the field when the exchange constant is positive. For negative couplings other orientations are finally reached when | | < 1. In this range of fields, for negative exchange when the the anisotropies are varied, there is a region were the magnetic moment of the particles are in anti-phase. Finally, we remark that due to the interaction between particles, different types of synchronizations can be observed. Further research in this direction will be presented in future works.
