Let G be a finitely generated group equipped with a symmetric generating k-tuple S. Let | · | and V be the associated word length and volume growth function. Let ν be a probability measure such that ν(g)
Introduction
This work is concerned with questions related to a number of recent studies where "stable-like" processes and random walks are considered. We focus on random walks on groups, mostly nilpotent groups and groups of polynomial volume growth, associated with various type of spread-out probability measures. Here, spread-out is used in a non-technical sense to convey the idea that these measures do not have finite support.
Given a probability measure ν on a (finitely generated) group G, we consider the discrete time random walk (X n ) ∞ 0 driven by ν and started at X 0 = e. This means that X n = ξ 1 . . . ξ n , n ≥ 1, where (ξ) ∞ 1 is a i.i.d. sequence of G-random variables with common law ν. The distribution of X n is the convolution power ν (n) . We also consider the associated continuous time random walk X t whose distribution is given by
This continuous time process will serve as a tool in the study of the discrete random walk driven by ν, a technique that has been used by many authors before.
The question addressed in the present work is the following. Assuming good upper bounds on µ (n) (e), under which circumstances can one prove matching lower bounds? Further, can one describe (in a certain sense) the region where, for a given n, ν (n) (g) ≃ ν (n) (e)? We provide answers for measures ν that are quite natural and for which well understood existing techniques are insufficient and/or need to be modified.
Main definitions
Definition 1.1. We say that · : G → [0, ∞) is a norm on G if g = 0 if and only if g = e and, for all g, h ∈ G, gh ≤ g + h . Given a norm · , we say that V (r) = #{g ∈ G : g ≤ r} is the associated volume function.
The simplest and most common example is of a norm is provided by the word-length associated to a given finite symmetric set of generators. We will encounter other norms as well.
The properties studied in this work are the following. Definition 1.2. Let µ be a symmetric probability measure on a group G. Let · be a norm with volume function V . Let r : (0, ∞) → (0, ∞), t → r(t), be a non-decreasing function. Let (X n ) ∞ 0 be the random walk on G driven by µ. We say that µ is ( · , r)-controlled if the following properties are satisfied:
1. For all n, µ (2n) (e) ≃ V (r(n)) −1 .
2. For all ǫ > 0 there exists γ ∈ (0, ∞) such that
The first of these two properties is rather straightforward and self-explanatory. It provides a two-sided estimate for the probability of return of the random walk. In more general contexts, this property is also known as a two-sided "on-diagonal" bound. The second property is related to the first in so far as it actually easily implies the lower bound µ (2n) (e) ≥ V (cr(n)) −1 . It also provides a weak control of the behavior of µ (n) (g) away from the neutral element e. Definition 1.3. Let µ be a symmetric probability measure on a group G. Let · be a norm with volume function V . Let r : (0, ∞) → (0, ∞), t → r(t), be an increasing continuous function with inverse ρ. Let (X n ) ∞ 0 denote the random walk on G driven by µ. We say that µ is strongly ( · , r)-controlled if the following properties are satisfied:
1. There exists C ∈ (0, ∞) and, for any κ > 0, there exists c(κ) > 0 such that, for all n ≥ 1 and g with g ≤ κr(n), c(κ)V (r(n))) −1 ≤ µ (2n) (g) ≤ CV (r(n)) −1 .
2. There exists ǫ, γ 1 , γ 2 ∈ (0, ∞), γ 2 ≥ 1, such that, for all n, τ such that 1 2 ρ(τ /γ 1 ) ≤ n ≤ ρ(τ /γ 1 ) inf
x: x ≤τ P x sup 0≤k≤n { X k } ≤ γ 2 τ ; X n ≤ τ ≥ ǫ.
(1.1)
Strong control implies the following useful estimate. The last section of this paper gives an application of this estimate to random walks on wreath products. Proposition 1.4. Assume that r is continuous increasing with inverse ρ and that the symmetric probability measure µ is strongly ( · , r)-controlled. Then, for any n and τ such that γ 1 r(2n) ≥ τ , we have
Proof. By induction on ℓ ≥ 1 such that 1 ≤ 2n/ρ(τ /γ 1 ) < (ℓ + 1), we are going to prove that inf
x: x ≤τ
This easily yields the desired result. For ℓ = 1, the inequality follows from the strong control assumption. Assume the property holds for some ℓ ≥ 1. Let n, τ be such that (ℓ + 1) ≤ 2n/ρ(τ /γ 1 ) < (ℓ + 2). Choose n ′ such that n − n ′ = ⌈ρ(τ /γ 1 )/2⌉ and note that 2n ′ ∈ [1, (ℓ + 1)ρ(τ /γ 1 )). Write Z n = sup k≤n { X k } and, for any x such that x ≤ τ ,
This gives the desired property for ℓ + 1.
Word-length radial measures
Let the group G be equipped with a generating k-tuple S = (s 1 , . . . , s k ) and the associated finite symmetric set of generators S = {s ±1 1 , . . . , s
±1
k }. Let |g| be the associated word length, that is, the minimal k such that g = u 1 . . . u k with u i ∈ S, 1 ≤ i ≤ k. By definition, the identity element e has length 0.
Hence, | · | is a norm and (x, y) → |x −1 y| is a left-invariant distance function on G. Let V S (r) = #{G : |g| ≤ r} be the volume of the ball of radius r. We say that G has polynomial volume growth of degree D if V S (r) ≃ r D in the sense that the ratio V S (r)/r D is bounded away from 0 and ∞ for r ≥ 1. Finitely generated nilpotent groups have polynomial volume growth and, by Gromov's theorem, any finitely generated group with polynomial volume growth contains a nilpotent subgroup of finite index. More precisely, any finitely generated group G such that there exist constant s C, A and a sequence n k with V (n k ) ≤ Cn A k contains a nilpotent subgroup of finite index and thus has polynomial volume growth of degree D for some integer D. See, e.g., [8] .
Example 1.1. Let G be equipped with a word-length function | · | associated with a symmetric finite generating subset. Assume that G has polynomial volume growth. The main results of [10] imply that, for any symmetric probability measure µ with finite generating support, µ is strongly (| · |, t → √ t)-controlled. The main results of [1, 2] show that, if ν β is symmetric and satisfies [3, 14] .
One example that motivates the present work is the case of the measure
.
Can one provides good estimates for ν (n)
2 (e) on groups of polynomial volume growth? The following theorem gives a very satisfactory answer to this question and covers not only this particular example but the full range of cases passing through the classical threshold corresponding to the second moment condition. 
Let ν φ be a symmetric probability measure such that
Example 1.2. Assume that φ(t) = (1 + t) β ℓ(t) with ℓ positive continuous and slowly varying (we refer the reader to [4, Chap. I] for the definition and basic properties of slowly and regularly varying functions. The scaling function r of Theorem 1.5 can be described more explicitly as follows.
• If β > 2, r(t) ≃ t 1/2 .
• If β < 2, we have t 2 / t 0 sds φ(s) ≃ c φ φ(t) and r is essentially the inverse of φ, namely,
where ℓ # is the de Bruijn conjugate of ℓ. See [4, Prop. 1.5.15]. For example, if ℓ has the property that ℓ(t a ) ≃ ℓ(t) for all a > 0 then ℓ # ≃ 1/ℓ.
• The case β = 2 is more subtle and the proof is more difficult. The function ψ : t → t 0 sds φ(s) is slowly varying and satisfies ψ(t) ≥ c1 ℓ(t) . For example, if ℓ ≡ 1, we have ψ(t) ≃ log t and r(t) ≃ (t log t) 1/2 . When ℓ(t) = (log t)
-If γ = 1, ψ(t) ≃ log log t and r(t) ≃ (t log log t) 1/2 ;
Measures supported by the powers of the generators
In the critical case when φ is regularly varying of index 2 and ν φ has infinite second moment (i.e., |g| 2 ν φ (g) = ∞), the proof of Theorem 1.5 makes essential use of some of the results from [18] which are related to variations on the following class of examples. Recall that G is equipped with the generating k-tuple S = (s 1 , . . . , s k ). For any k-tuple a = (α 1 , . . . , α k ) ∈ (0, ∞) k , and consider the probability measure µ S,a supported on the powers of the generators s 1 , . . . , s k and defined by
with β ∈ (0, 2).
Under the assumption that G is nilpotent and {s i : α i ∈ (0, 2)} generates a subgroup of finite index in G, it is proved in [18] that there exists a positive real D S,a such that
Here we prove the following complementary result. Theorem 1.6. Let G be a finitely generated nilpotent group equipped with a generating k-tuple S = (s 1 , . . . , s k ). Referring to the notation introduced above, fix a ∈ (0, ∞) k and assume that {s i : α i ∈ (0, 2)} generates a subgroup of finite index in G.
• The probability measure µ S,a is strongly ( · S,a , t → t 1/α * )-controlled.
• For any β ∈ (0, 2), ν S,a,β is strongly
Remark 1.7. In [18] , a detailed analysis of the sub-additive function · S,a and the associated geometry is given. This analysis is key to the above result and to its proper understanding. For instance, it is important to understand that the parameter α * is not necessarily a significant parameter. It is the quantity · α * S,a that is the important expression. Indeed, for any given nilpotent group G, [18] describes conditions on two pairs of tuples (S, a), (S ′ , a ′ ),
Since the geometry g S,a is studied and described rather explicitly in [18] , the above results give rather concrete controls of the random walks driven with µ S,a or ν S,a,β .
On the one hand, in the case of the measures ν S,a,β and with much more work, it is possible to improve upon the statement of Theorem 1.6 and obtain two side pointiwse bound on ν S,a,β . Indeed, based on the results of [18] , it is proved in [14] that, for all g ∈ G and n ≥ 1,
On the other hand, in the case of the measures µ S,a , Theorem 1.6 provides the most detailed result available at this time. Indeed, available techniques do not seem to be adequate to provide a sharp two-sided bound for µ (n) S,a (g).
A short guide
Section 2 is based on well-known variations of the celebrated Davies off-diagonal upper bound technique. Our key observation is that, even in cases where we do not expect to obtain full off-diagonal upper bounds, Davies technique provides enough information to prove control in the sense of Definition 1.2.
Section 3 describes the notion of pointwise pseudo-Poincaré inequality (a variation on the idea introduced in [6] ) and shows how, with the help of the underlying group structure, a pseudo-Poincaré inequality allow us to upgrade control to strong control.
Section 4 applies the earlier results to a family of probability measures and random walks introduced in [18] . These measures are supported on the powers of the given generators. They provide examples for which no good off-diagonal upper bounds are known at this time. Nevertheless, the results developed here apply and capture useful properties of the associated random walks.
Section 5 is concerned with radial type measures where radial refers to a given norm on the group G. The simplest and most interesting case is when this norm is taken to be the usual word-length associated with a finite symmetric set of generators and, in this case, we prove Theorem 1.5.
Section 6 describes the applications to a class of random walks on wreath products. The notion of strong control (on the base group of the wreath product) leads to lower bounds on the probability of return on the wreath product.
Davies method, tightness and control

Davies method for the truncated process
In this section, we review how Davies' method applies to the continuous time process associated with truncated jumping kernels. We follow [13, Section 5] rather closely even so our setup is somewhat different. The first paper treating jump kernels by Davies method is [5] .
Throughout this section G is a discrete group equipped with its counting measure. Fix a norm g → g with volume function V and set d(x, y) = x −1 y . Note that d is a distance function on G. Consider the left-invariant symmetric jumping kernel
associated to a given symmetric probability measure ν on G. For R > 0, define
and
Denote by p(t, x, y) and p R (t, x, y) the transition densities of the continuous time processes associated to J and J R , respectively. In particular,
be the corresponding Dirichlet form and set also
Note that
Consider the on-diagonal upper bound given by
where m : [0, ∞) → [0, ∞) is continuous regularly varying function of negative index at infinity and m(0) < ∞. Since the function t → m(t) may present a slowly varying factor, we follow [13] . The starting point is the log-Sobolev inequality
with ǫ > 0 which follows from (2.3) by [7 
. Remark 2.2. The bound in this proposition is better than the uniform bound p R (t, e, x) ≤ Ce 4δRt m(t) only when t < R 2 /G(R).
Proof. It suffices to consider the case t < R 2 /G(R). Starting with (2.4), we apply Davies method, as described in [13, Section 5.1] to estimate p R (t, e, x).
then by [13, Corollary 5.3] ,
Consider the case x = x 0 and y = e. For λ > 0, set ψ(z) = λ( x 0 − z ) + and write
Since ψ(e) = λ x 0 , we obtain
Since t < R 2 /G(R), we can set
so that the second term 72tR −2 e 3λR G(R) is a constant. This yields the stated upper bound.
Control
Meyer's construction is a useful technique to construct the process X s by adding big jumps to X R s . See, e.g., [12] and [2, Lemma 3.1]. In this section, we combine the off-diagonal upper bound in Proposition 2.1 with Meyer's construction to derive control type results for the process with jumping kernel J. Our goal is to show that there is a certain choice of continuous increasing function r(t), for any ε > 0, there exists constant γ > 1 such that
Let X R s denote the process with truncated kernel J R . It follows from Meyer's construction that (see [12] and [2, Lemma 3.1])
For any r > 0, γ > 1, both to be specified later, we have
This will be helpful in deriving the following result.
3) holds where m is regularly varying of negative index.
Let r(t) ≥ R(t) be a positive continuous increasing function such that
Then, for any ǫ > 0 there exists a constant γ ≥ 1 such that
In particular, we have
Proof. Proposition 2.1 implies that for s ≤ t,
i γr} and write
Recall that m(t) is a regularly varying function with negative index. Hence, for γ large enough, we have
s t
Therefore
By assumption, r = r(t) and R = R(t) satisfy sup t>0 m(t)V (r(t))e −r(t)/3R(t) < ∞.
It follows that for γ sufficiently large, we have
Plugging this estimate into (2.5), we obtain P e sup s≤t { X s } ≥ γr(t) < ε.
Corollary 2.4. Under the hypotheses of Proposition 2.3, for any ǫ > 0 there exists γ > 0 such that
Proof. Write
Note that we have used the fact that, because of space homogeneity (i.e., group invariance), X t cannot escape to infinity in finite time.
Remark 2.5. The conclusions of Proposition 2.3 and Corollary 2.4 apply to the associated discrete time random walk. To see this, fix a regularly varying function m and note that (up to changing m to cm for some constant c), (2.3) is equivalent to ν (2n) (e) ≤ m(n). Further, it is easy to control the difference between P e ( X t ≥ r) and P e ( X n ≥ r) with n = ⌊t⌋ as long as n is large enough. It follows that the proof above applies the discrete random walk result as well.
3 Pseudo-Poincaré inequality and strong control
Pseudo-Poincaré inequality
With some work, the results of the previous section can be extended to the more general context of graphs and discrete spaces. The results presented below make a more significant use of the underlying group structure.
Definition 3.1. Let G be discrete group equipped with a symmetric probability measure ν, a sub-additive function · and a positive continuous increasing function r with inverse ρ. We say that ν satisfies a pointwise ( · , r)-pseudoPoincaré inequality if, for any f with finite support on G,
Here E ν is the Dirichlet form of ν defined at (2.2).
Theorem 3.2. Assume that (G, · ) is such that V is doubling. Let ν be a symmetric probability measure such that ν(e) > 0. Assume that r is a positive doubling continuous increasing function such that
Assume further that ν satisfies the ( · , r)-pseudo-Poincaré inequality. Then there exists η > 0 such that for all n and g with g ≤ ηr(n) we have
Proof. The hypothesis (3.1) and the argument of [10, Theorem 4.2] gives
Fix x and n such that ρ( x ) ≤ ηn and use the above inequality with N = 2n to obtain
Hence, we can choose η > 0 such that
Since ν(e) > 0, this also holds for 4n + i, i = 1, 2, 3, at the cost of changing the value of the positive constant c. 
Strong control
Proposition 3.5. Assume that the norm · is such that V is doubling and · is well-connected. Let r be a positive continuous increasing doubling function. Let ν be a symmetric probability measure that is ( · , r)-controlled and satisfies ν(e) > 0 and a pointwise ( · , r)-pseudo-Poincaré inequality. Then ν is also strongly ( · , r)-controlled.
Proof. First, we show that for any κ > 0 there exists
Since ν(e) > 0, this shows that
Set γ 2 = γ/γ 1 +1 and, for any x, n, τ with x ≤ τ and
This proves that ν is strongly ( · , r)-controlled.
As a simple illustration of these techniques, consider the case of of an arbitrary symmetric measure ν with generating support and finite second moment (with respect to the word-length |·|) on a group with polynomial volume growth of degree D(G). It follows from [16] that ν (n) (e) ≃ n −D(G)/2 and satisfies a pointwise classical pseudo-Poincaré inequality (with ρ(t) = t 2 ). Proposition 3.5 yields the following result. Theorem 3.6. Let G be a finitely generated group with polynomial volume growth with word-length | · |. Assume that ν is symmetric, satisfies µ(e) > 0, has generating support and satisfies |g| 2 ν(g) < ∞. Then ν is strongly (|·|, t → t 1/2 )-controlled.
Measures supported on powers of generators 4.1 The measure µ S,a
In this subsection we consider the special case when G is a nilpotent group equipped with a generating k-tuple S = (s 1 , . . . , s k ) and
with µ S,a given by (1.4). Our aim is to prove the first statement in Theorem 1.6. The study of the random walks driven by this class of measure was initiated by the authors in [18] and we will refer to and use some of the main results of [18] . Following [18, Definition 1.3], let w be the power weight system on the formal commutators on the alphabet S associated with setting w i = 1/ α i , α i = min{α i , 2}. Namely, The weight of any commutator c using the sequence of letters (s i1 , . . . , s im ) from S (or their formal inverse) is w(c) = m 1 w ij . In [18] , the authors proved the following result. 
In addition, µ S,a satisfies a pointwise ( · S,a , t → t 1/α * )-pseudo-Poincaré inequality. S,a (e) ≤ Cn −DS,a implies that the continuous time process with jump kernel J defined above satisfies
Note that · is clearly well-connected (Definition 3.3). In order to apply Propositions 2.3 and 3.5 to the present case and prove Theorem 1.6, it clearly suffices to prove the following lemma which provides estimates for δ R and G(R). 
Proof. The volume estimate follows immediately from Theorem 4.1. Let v be the power weight system associated with b (in particular, v i = 1/β i > 1/2). By [18, Proposition 2.17], for each i there exists 0 < β
In the notation of [18] , β i = v jv(si) .We have
The last estimate use that fact that there must be some i ∈ {1, . . . , k} such that α i = β 
This proves Lemma 4.2.
Some regular variation variants of µ S,a
Consider the class of measure µ of the form
where each ℓ i is a positive slowly varying function satisfying ℓ i (t b ) ≃ ℓ i (t) for all b > 0 and α i ∈ (0, 2). For each i, let F i be the inverse function of r → r αi /ℓ i (r). Note that F i is regularly varying of order 1/α i and that
1/αi , r ≥ 1, i = 1, . . . , k. We make the fundamental assumption that the functions F i have the property that for any 1 ≤ i, j ≤ k, either F i (r) ≤ CF j (r) of F j (r) ≤ CF i (r). For instance, this is clearly the case if all α i are distinct. Set a = (α 1 , . . . , α k ) ∈ (0, 2) k and consider also the power weight system v generated by
Observe that there are convex functions K i ≥ 0, i = 0, . . . , k, such that K i (0) = 0 and 
Because of the convexity property of the K i , · is a norm. Note also that it is well-connected. The following theorem is proved in [18] . 
• The measure µ satisfies a pointwise ( · , t → t 1/α0 )-pseudo-Poincaré inequality.
Here, we prove the following result.
Theorem 4.4. Let G be a finitely generated nilpotent group equipped with a generating k-tuple (s 1 , . . . , s k ). Assume that µ is a probability measure on G of the form (4.2). Let ℓ i , F i , L, D = D S,a , α 0 ∈ (0, 2) and · be as described above. Then µ is strongly ( · , t → t 1/α0 )-controlled.
Proof. It suffices to estimate the quantities δ R and G(R) in the present context. For δ R , we have
A similar computation gives
The critical case when
, that is, α i = 2 for all 1 ≤ i ≤ k, we work with the usual word-length function |g| associated with the generating set S = {s 
Applying Proposition 3.5 with r(t) = (t log t) 1/2 yields the following theorem.
Theorem 4.5. Let G be a finitely generated nilpotent group equipped with a generating k-tuple (s 1 , . . . , s k ). Let D(G) be the volume growth degree of G. Then µ S,2 is strongly (| · |, t → (t log t) 1/2 )-controlled.
Norm-radial measures
In this section we assume that G is a finitely generated group with polynomial volume growth of degree D(G) and we consider norm-radial symmetric probability measures.
Radial measures with stable-like exponent α ∈ (0, 2)
This subsection treats probability measures of the form
where α ∈ (0, 2], · is a norm on G and V (r) = #{g : g ≤ r}. The case when α ∈ (0, 2) and V (r) ≃ r d for some d is treated in [1, 2, 14] where global matching upper and lower bounds are obtained. We note that [1, 2, 14] are set in more general contexts where the group structure play no role. We start with the following easy observation.
Lemma 5.1. Referring the situation described above, assume that V satisfies
Proof. This follows by inspection.
The next lemma follows by application of Proposition 2.3. However, in this lemma, we make a significant hypothesis on ν (n) α (e).
Lemma 5.2. Set r α (t) = t 1/α if α ∈ (0, 2), r 2 (t) = (t log t) 1/2 . Referring the situation described above, assume that V is regularly varying of positive index and ν
The next theorem provides a basic class of examples when the hypothesis (5.2) regarding ν α can indeed be verified. Note that the result is restricted to the case α ∈ (0, 2). Theorem 5.3. Referring the situation described above, assume that V is regularly varying of positive index and α ∈ (0, 2). Then
Proof. It suffices to prove the upper bound ν
where B(m) = {x ∈ G : x ≤ m}. Then apply the elementary technique of [3, Section 4.2] to derive the desired upper bound on ν
Remark 5.4. In the context of Theorem 5.3, we do not know if · is wellconnected and we also do not know if ν α satisfies a pointwise ( · , r α )-pseudoPoincaré inequality. Hence, the techniques used in this paper do not suffice to obtain strong control. However, if · is well-connected and ν α satisfies a pointwise ( · , r α )-pseudo-Poincaré inequality then the strong ( · , r α )-control follows by Proposition 3.5. This proves the second statement in Theorem 1.6.
Word-length radial measures
As noticed above, the study of ν α in the case α = 2 is significantly more difficult than in the case α ∈ (0, 2). In fact, we do not know how to treat this case in the generality described in the previous subsection. The following theorem treats the case when · is the usual word-length function · = | · | on G. Let ν 2 be a symmetric probability measure such that
Then the have ν
Proof. We apply Lemma 5.2 and Proposition 3.5. When G is nilpotent, the upper bound ν (n)
2 (e) ≤ (n log n) −D(G)/2 follows from Theorems 4.8 and 5.7 of [18] . Namely, [18, Theorem 5.7] shows that 3) , that is, assume that ν φ is symmetric and satisfies ν(g) ≃ [φ(|g|)V (|g|)] −1 . First, assume that G is nilpotent and let µ S,φ be the measure given by
Let r be the inverse function of t → t 2 / Now, if G has polynomial volume growth then it contains a nilpotent subgroup with finite index, G 0 . By inspection, quasi-isometry and comparison of Dirichlet forms (see [16] ), it is easy to transfer both the pointwise (| · |, r)-pseudo-Poincaré inequality and the decay ν 
Assorted further applications
The approach presented here is applicable even in cases were we are not able to obtain sharp results and we illustrate this by an example. Le G be a nilpotent group equipped with a generating k-tuple S = (s 1 , . . . , s k ). Fix a ∈ (0, 2] k and set α * = max{α i , 1 ≤ i ≤ k} ≤ 2. Consider the norm · S,a defined at (1.5). Let ν * be any symmetric probability measure such that
, V (r) = #{g : g S,a ≤ r}. 
Theorem 5.6. For the probability measure ν * on a finitely generated nilpotent group as described above, we have
Proof. The volume estimate (5.4) and Lemma 5.1 gives δ R ≃ R −2 and G(R) ≃ log R. In order to apply Proposition 2.3, we set R(t) ≃ (t log t) 1/2 . Further, we use (5.3)-(5.4) to verify that the choice r(t) = 6AR(t) log log t with A large enough satisfies the condition of Proposition 2.3. Indeed, we have
Clearly, for A large enough, the right-hand side is bounded above by a constant as required by Proposition 2.3 which now gives the stated lower bound on ν (n) * (e).
Complementary off-diagonal upper bounds
In contrast with the case (1.4) of measures supported on powers of generators, for norm-radial kernels of type (5.1), we can use Meyer's construction to derive good off-diagonal bounds for p(t, e, x).
Proposition 5.7. Let G be a finitely generated group equipped with a norm · . For α ∈ (0, 2), let ν α be a symmetric probability measure on G satisfying (5.1).
Assume that there exist a positive slowly varying function ℓ and a real D > 0 such that:
Then there exists C such that, for all t > 1 and x ∈ G, we have
Remark 5.8. This proposition is stated here mostly for comparison with the next proposition. In fact, for the measure ν α with α ∈ (0, 2), the hypothesis (1) implies automatically that (2) is satisfied as well. See [1, 2, 11, 14] . See [14] for a complete study of this case including two-sided discrete time estimates.
Proposition 5.9. Let G be a finitely generated group equipped with a norm · with volume V . Let ν 2 be a symmetric probability measure on G satisfying (5.1) with α = 2. Assume that:
Further, for any γ ∈ (0, 2), there exist
Proof of Proposition 5.7.
Under the stated hypothesis, we have δ R ≃ R −α and G(R) ≃ R 2−α and, for 1 ≤ t ≤ ηR α (with η to be fixed later, small enough), Proposition2.1 gives
. By Meyer's construction, we have
Choose R = R(x, t) such that the two terms of the sum on the left-hand side are essentially equal, namely, set
As long as η is small enough, this choice of R gives x ≃ R and
For any t (in particular, t ≥ ηR α ) we can also use m(t) for an easy upper bound. This gives
Proof of Proposition 5.9. In the context of proposition 5.9, we have δ R ≃ R 2 and G(R) ≃ log R. For 1 ≤ t ≤ ηR 2 , η > 0 small enough, Proposition 2.1 and Meyer's decomposition gives
If R 2 / log R ≤ t ≤ R 2 then this bound is not better than the easy bound p(t, x, y) ≤ m(t). By taking R such that x = 3R(1 + D/2), we obtain
However, if 1 ≤ t ≤ η x γ with γ ∈ (0, 2) and η small enough, then we can choose R ≃ x so that (t log t)
In the region t ≤ x γ , this yields
Random walks on wreath products
In this subsection, we illustrate how to use Proposition 1.4 to derive a lower bound for return probability of certain classes of random walks on wreath products.
First we briefly review the definition of wreath products and a special type of random walks on them. Our notation follows [15] . Let H, K be two finitely generated groups. Denote the identity element of K by e K and identity element of H by e H Let K H denote the direct sum:
The elements of K H are functions f : H → K, h → f (h) = k h , which have finite support in the sense that {h ∈ H : f (h) = k h = e K } is finite. Multiplication on K H is simply coordinate-wise multiplication. The identity element of K H is the constant function e K : h → e K which, abusing notation, we denote by e K . The group H acts on K H by translation:
The wreath product K ≀ H is defined to be semidirect product
In the lamplighter interpretation of wreath products, H corresponds to the base on which the lamplighter lives and K corresponds to the lamp. We embed K and H naturally in K ≀ H via the injective homomorphisms
Let µ and η be probability measures on H and K respectively. Through the embedding, µ and η can be viewed as probability measures on K ≀ H. Consider the measure q = η * µ * η on K ≀ H. This is called the switch-walk-switch measure on K ≀ H with switchmeasure η and walk-measure µ. Let (X i ) be the random walk on H driven by µ, and let l(n, h) denote the number of visits to h in the first n steps:
From [15] , probability that the random walk on K ≀ H driven by q is at (h, g) ∈ K ≀ H at time n is given by
Note that E stands for expectation with respect to the random walk (X i )
From now on we assume that η satisfies η(e K ) = ǫ > 0 so that
Under these circumstances, we have
so that we can essentially ignore the difference between l and l * . Set
so that, for any g ∈ H, Proof. Let m be the spectral measure of η (2) in the sense that Observe that F K (n) = F (n) and that F is a concave function. For τ > 0, let B(τ ) = {h ∈ H : h ≤ τ }. Since q (2n) (e) ≥ q (2n) (x) for any x ∈ K ≀ H, (6.5) yields q (n) (e) ≥ 1 #B(τ ) E e − H FK (l(n,h)) 1 { Xn ≤τ } ≥ 1 #B(τ ) E e − H FK (l(n,h)) 1 {max 1≤k≤n { X k }≤τ } .
Using the concavity of F and the confinement of the walk (X n ) on H in the ball B(τ ) in the last expression, this yields
Let τ n be such that V (τ n )F (n/V (τ n )) = n/ρ(τ n )
where ρ is the inverse of r. By our various assumption, this means
Hence n → τ n is a regularly varying function of order (1 − γ)/(β + D(1 − γ)) < 1/β. This shows that r(n) ≫ τ n and, since µ is strongly ( · , r)-controlled, Proposition 1.4 yields This gives the stated lower bound on q (n) (e).
Remark 6.2. The case γ = 1 is excluded from this computations. It can be treated by the same method but τ n become a slowly varying function of n.
Remark 6.3. In the setting of Proposition 6.1, suppose in addition we have H = Z d and µ is in the domain of attraction of an operator-stable law ν on R d , that is there exists a normalizing sequence B n ∈ GL d (R) such that B −1 n µ * n ⇒ ν. Then the lower bound in Proposition 6.1 is sharp and agrees with [17, Theorem 4.2] . Note that in this case, det B n ≃ V (r(n)), the scaling relation in [17, Theorem 4 .2] reads a n det B an n F K n det B an ≃ 1 and it agrees with V (τ n )F (n/V (τ n )) = n/ρ(τ n ),
with a n ≃ ρ(τ n ).
Example 6.1. Consider the symmetric probability measure µ on Z of the form µ(n) = m∈Z κℓ 1 (|n|) (1 + |n|) 1+α where and α ∈ (0, 2) and ℓ 1 is a positive continuous slowly varying function satisfying ℓ 1 (t b ) ≃ ℓ 1 (t) for all b > 0. We have
Therefore R 2 δ R /G(R) → (2 − α)/α. By a classical result (see [9] ), µ is in the domain of attraction of an α-stable law on R. The normalizing sequence b n can be chosen as the solution to the equation nb . Let K be a finitely generated group equipped with a symmetric measure η with η(e K ) > 0 . Suppose that the function F K (n) = − log η (2n) (e K ) ≃ n γ ℓ 2 (n) where γ ∈ [0, 1) and ℓ 2 is a positive continuous slowly varying function. Assume also that ℓ 2 (t a ) ≃ ℓ 2 (t) for all a > 0. Then [17, Theorem 4.2] (and the remark following that statement in [17] ) implies that the switch-walk-switch measure q on K ≀ H associated with the pair η, µ satisfies − log q (n) (e) ≃ n/a n ≃ n (1−γ)+γβ (1−γ)+β ℓ 1 (n)
(1−γ)
(1−γ)+β ℓ 2 (n)
where a n is computed from the scaling relation a n b an n F K n b an ≃ 1.
This agrees with the lower bound in Proposition 6.1. Note that, by Proposition 3.5, the measure µ is strongly (|·| , r)-controlled where r(n) = (nℓ 1 (n)) 1/α .
