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Abstract
Reliable in-silico design of synthetic gene networks necessitates novel approaches to model the process of protein synthesis
under the influence of limited resources. We present such a novel protein synthesis model which originates from the
Ribosome Flow Model and among other things describes the movement of RNA-polymerase and Ribosomes on mRNA and
DNA templates respectively. By analyzing the convergence properties of this model based upon geometric considerations
we present additional insights into the dynamic mechanisms of the process of protein synthesis. Further, we exemplarily
show how this model can be used to evaluate the performance of synthetic gene circuits under different loading scenarios.
Keywords: Synthetic biology, host-circuit interactions, resource dependence, genetic regulatory networks, normally
hyperbolic manifolds
1. Introduction
One of the major issues in the field of synthetic biology
is the gap between the computationally predicted perfor-
mance of a synthetic circuit and the performance observed
in its implementation in-vitro. This problem mainly stems
from the fact that assumptions made during the modeling
process are oversimplifying the dynamics of the biologi-
cal processes under study. Genetic regulatory networks
usually have been described focusing on the direct inter-
actions between genes and their products, neglecting the
fact that there exist significant indirect couplings between
all genes, including the ones not modeled. Some of these
couplings originate from the usage of shared resources of
the transcriptional and translational machinery. The in-
fluence of such limited pools of resources has been ad-
dressed just recently by Gyorgy et al. (2015); Weiße et al.
(2015); Gorochowski et al. (2016), where both experimen-
tal and computational approaches are being discussed. For
the purpose of describing interactions of several genes and
their products, the stated works mainly use Hill-kinetics to
phenomenologically describe protein production depend-
ing on the concentration of certain transcription factors.
The process of protein synthesis however can be described
and modeled on various levels of detail and a more mecha-
nistic approach would be beneficial in order to understand
the system on a microscopic level and better evaluate the
degrees of freedom for possible modifications in terms of
the design of synthetic gene circuits. Particularly, con-
sidering translational control as an additional mechanism
for genetic interactions may yield one possible strategy to
avoid negative effects of limited pool resources. A suit-
able protein synthesis model should therefore allow for the
1Corresponding author.
implementation of different genetic control mechanisms
such as transcriptional and translational control but also
incorporate limitations of available resources within the
cell. Therefore, the process of protein synthesis can be de-
scribed as a sequence of several steps, which in turn are
described on a low level of detail: transcription initiation,
mRNA elongation, translation initiation and protein elon-
gation. Post-translational modification will be neglected
for simplicity. This way the resulting model satisfies the
just stated requirements while remaining computationally
tractable. It is also in accordance with the results of
Ben-Tabou de Leon & Davidson (2009), in which the au-
thors claim that there are only two factors limiting the
transcription rate: transcription initiation rate and RNA
polymerase (RNAP) translocation rate. This is due to the
fact that RNAP needs to proceed a certain length before
the next RNAP can bind. The length of a gene then deter-
mines the dead time and transcription rate for one bound
RNAP. The initiation rate on the other hand mainly de-
pends on the strength of promoter as well as the presence
of certain transcription factors. In case of translation, the
physical mechanisms are assumed to be similar. Instead
of RNAP, the translocation of Ribosomes and initiation of
translation, which is now dependent on the strength of the
Ribosome Binding Site, are the rate limiting factors. Par-
ticularly, Raveh et al. (2016) offer an approach to model
the process of translation on this desired level of mechanis-
tic detail. While they consider the flow of Ribosomes on a
single mRNA template however, an extension to capturing
both transcription and translation is desired and will be
presented in the remainder of this work.
After introducing this novel model we study its conver-
gence properties based on geometric considerations in or-
der to shed some light on the system theoretic properties
of the model. The presented analysis therefore not only
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characterizes limiting sets, but further provides insights
into the dependencies of the dynamics and steady states
on certain parameters of the model. Subsequently, two
application examples are provided which show that the
new protein synthesis model based on the Ribosome Flow
Model can be used to describe the basal transcriptional
and translational load of a desired host organism. There-
fore, the interaction between the basal activity and newly
introduced synthetic circuits can be evaluated, which is
shown in the second application example.
2. Protein synthesis model
To describe the movement of Ribosomes and RNAP
along a template of mRNA and DNA respectively, usually
the totally asymmetric exclusion process (TASEP) is ap-
plied (Shaw et al., 2003). As this is a stochastic model of
infinite dimension and therefore does not satisfy our de-
mands for computational tractability, one usually employs
a simplified deterministic version of the TASEP, obtained
by a mean field approximation now also known as Ribo-
some FlowModel (RFM) (Reuveni et al., 2011; Edri et al.,
2014; Raveh et al., 2016). So far, a combined model of
transcription and translation using such probabilistic flow
models does not exist. We first extend the RFM from
Raveh et al. (2016) where only single mRNA templates are
considered to the case where several mRNAs of the same
kind are present. Subsequently, the processes of transcrip-
tion and translation are coupled such that the product
of transcription, mRNA, is the template for translation,
therefore making the number of mRNA templates a state
of our dynamical system instead of a static variable.
2.1. Translation model
The original RFM, introduced by Reuveni et al. (2011)
was extended by Raveh et al. (2016) to also consider a fi-
nite pool of Ribosomes which partly may be bound to the
mRNA template. In greater detail, translation is initiated
by the Ribosome binding to the mRNA, subsequently it
moves along the mRNA until it reaches the end and un-
binds again. The movement is unidirectional, meaning no
backward flow of Ribosomes is possible. Further, several
Ribosomes may be bound to one template as long as the
mRNA is long enough. In general, the speed of forward
motion is not constant but dependent on the codon which
is translated, or to be more precise, the available amount of
tRNAs for the necessary amino acid. For the sake of sim-
plicity however, a constant elongation speed is assumed in
the remainder.
The process of translation including the dynamics of the
Ribosomes can be modeled as the set of differential equa-
tions 

z˙1
z˙2
...
z˙m

 =


ηRrib(1 − z1)− ηcz1(1− z2)
ηcz1(1− z2)− ηcz2(1 − z3)
...
ηczm−1(1− zm)− ηczm

 (1)
P˙ = ηczm − δP, (2)
with the variable
Rrib = Rrib,tot −
m∑
i=1
zi (3)
and all initial conditions set to zero. The model states and
parameters are defined in Table 1.
For a specific mRNA template, the number of discretiza-
tion pointsm is determined such that each state represents
the length on the mRNA lattice which is occupied by one
Ribosome, therefore
m =
LM
Lrib
(4)
with LM the total length of the mRNA template and
Lrib the specific length a single Ribosome occupies on the
mRNA template. Typically, the elongation rate ηc, the
total amount of available Ribosomes Rrib,tot and the spe-
cific size of Ribosomes Lrib are either constant or depen-
dent on systemic parameters such as the availability of
tRNA, temperature or growth conditions and therefore,
these parameters might be determined for a specific cell
type through biological experiments. The remaining pa-
rameters, namely the length of mRNA template LM , the
initiation rate η as well as the protein degradation rate δ
are all depending on the specific mRNA template (gene)
and can thus also be considered as design parameters for
the synthesis of genetic circuits.
2.2. Multiple templates
In the original works on the RFM with pool (Raveh et al.,
2016), several mRNA templates are considered to interact
with the pool of Ribosomes and each template is mod-
eled as one individual RFM. This means, the dynamics of
several templates can be observed also in cases where the
initiation of translation on two identical templates is hap-
pens at different points in time. In the following, we will
omit this case in order to describe identical templates with
a single RFM and thus reduce the computational burden
and complexity of the model. The following assumption is
therefore imposed:
Given several identical mRNA templates which interact
with a pool of Ribosomes, the dynamic behavior of the
movement of Ribosomes on the templates is identical for
all templates. In other words this means that, given two
mRNA templates and the dynamics of Ribosomes flowing
on these templates is described by zA(t) and zB(t), we
assume that their initial conditions satisfy
zA(0) = zB(0). (5)
2
Rrib,tot ∈ [0,∞) total molecular amount of Ribosomes
Rrib ∈ [0,∞) molecular amount of free Ribosomes
zi ∈ [0, 1] avg. Ribosome density at mRNA location i = 1, . . . ,m
P ∈ [0,∞) molecular amount of protein
η ∈ R+ translation initiation rate
ηc ∈ R
+ translation elongation rate
δ ∈ R+ protein degradation rate
m ∈ N number of discretization points on mRNA template
Table 1: States and parameters of the process of translation.
If this is the case, the model equations for a single RFM
with pool (1)-(3) can be extended to the case of a RFM
with pool withM identical templates by adapting the pro-
tein production rate (2) and the amount of available re-
sources (3), yielding
P˙ =Mηczm − δP, (6)
Rrib = Rrib,tot −M
m∑
i=1
zi. (7)
2.3. Transcription model
In order to arrive at a combined model of transcrip-
tion and translation, it is left to define the transcriptional
model and establish the connections to the translational
part. Edri et al. (2014) introduced a transcription model
of the RFM where the main difference lies in the fact that
the RNAP is allowed to flow in both directions on the gene
template and therefore different RNAP density profiles at
steady state are obtained. However, as experimental evi-
dence for this bidirectional movement is lacking, this ad-
ditional mechanism will be neglected and we assume that
both processes of transcription and translation can be de-
scribed by the same mechanisms, only differing in the na-
ture of the template and the pool of resources. The number
of discretization points n of the transcription model is ob-
tained similarly as before, namely as the fraction of total
length of the gene LG and the specific length of a RNAP
Lrnap, i.e.,
n =
LG
Lrnap
. (8)
It is noted that a gene and the respective mRNA template
do not need to be of the same length in this framework
(and in nature as well), however, for the sake of simplicity
we will assume that these templates have the same amount
of codons in the remainder.
For the combined model, it is therefore only necessary to
extend the model states and parameters from Table 1 with
the ones in Table 2. The product of the transcription
model is the molecular amount of mRNA,M , which serves
as template for the translation model and thus the tem-
plate numbers are a state of our dynamical system instead
of a static variable. Further, there are now two laws of
mass conservation for the total amount of Ribosomes and
RNAP repectively, viz.
Rrnap = Rrnap,tot −G
n∑
i=1
xi (9)
Rrib = Rrib,tot −M
m∑
i=1
zi. (10)
These equations can also be expressed as differential equa-
tions which is more compliant with the overall notation.
With these states and parameters defined, the equations
for the combined transcription and translation model are
expressed as
R˙rnap = −GλRrnap(1− x1) +Gλcxn (11)

x˙1
x˙2
...
x˙n

 =


λRrnap(1− x1)− λcx1(1 − x2)
λcx1(1− x2)− λcx2(1− x3)
...
λcxn−1(1− xn)− λcxn

 (12)
M˙ = Gλcxn − νM (13)
R˙rib = −M˙
m∑
i=1
zi −MηRrib(1− z1) +Mηczm (14)


z˙1
z˙2
...
z˙m

 =


ηRrib(1 − z1)− ηcz1(1− z2)
ηcz1(1− z2)− ηcz2(1 − z3)
...
ηczm−1(1− zm)− ηczm

 (15)
P˙ =Mηczm − δP, (16)
with initial conditions of all states equal to zero except
Rrnap(t = 0) = Rrnap,tot (17)
Rrib(t = 0) = Rrib,tot. (18)
For simplicity of notation, we will group the variables such
that
x =
[
Rrnap x1 x2 . . . xn M
]⊤
(19)
z =
[
Rrib z1 z2 . . . zm P
]⊤
(20)
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Rrnap,tot ∈ [0,∞) total molecular amount of RNAP
Rrnap ∈ [0,∞) molecular amount of free RNAP
xi ∈ [0, 1] avg. RNAP density at DNA location i = 1, . . . , n
G ∈ [0,∞) Gene copy number
M ∈ [0,∞) molecular amount of mRNA
λ ∈ R+ transcription initiation rate
λc ∈ R
+ transcription elongation rate
ν ∈ R+ mRNA degradation rate
n ∈ N number of discretization points on DNA template
Table 2: States and parameters of the process of transcription.
and
x˙ = f1(x) (21)
z˙ = f2(x, z). (22)
As the states x1, . . . , xn and z1, . . . , zm are probability den-
sities, it only makes sense to consider solutions
t 7→
[
x(t)
z(t)
]
(23)
for which for all times
x(t) ∈ Ωx := [0, Rrnap,tot]× [0, 1]
n × [0,∞), (24)
z(t) ∈ Ωz := [0, Rrib,tot]× [0, 1]
m × [0,∞). (25)
This concludes the definition of our novel protein synthesis
model which not only describes the production of protein
dependent on the transcription initiation rate, but also
considers further physiological parameters and gives in-
sights into the amount and dynamics of Ribosomes and
RNAP bound to mRNA and DNA respectively.
Further, when considering interactions between genes and
their products, different control mechanisms such as tran-
scription factor control, Riboswitches and silencing RNAs
are possible. These control mechanisms manipulate the
transcription initiation parameter λ, translation initiation
parameter η and the degradation rate ν of available mRNA,
respectively. Therefore these variables are considered as
inputs to the protein synthesis model, while the amount of
protein is considered as output of the system. All remain-
ing parameters, such as the number of gene templates G or
translation and transcription elongation rates are design
variables and assumed to be constant over time. Figure
1 depicts a block representation of the protein synthesis
model with the said inputs and outputs. Therein, f1 is
defined by (21) and f2 by (22).
3. Equilibria and their stability properties
With the combined model for transcription and trans-
lation at hand, it is now possible to study system the-
oretic properties of this model. In order to do so, one
x˙ = f1(x, λ, ν)
y1 =M
z˙ = f2(z, η,M)
y2 = P
λ, ν M P
η
Subsystem A Subsystem B
Figure 1: Block representation of the proposed protein synthesis
model.
might be tempted to build on existing results on the sin-
gle RFM (Margaliot & Tuller, 2012) or the RFM with pool
(Raveh et al., 2016), which both are based on monotone
systems theory. However, these approaches are not appli-
cable to the combined model as the monotonicity property
is not preserved. This is found by noticing that (21)-(22)
is not cooperative (cf. Hirsch (1982)).
Proposition 1. The combined protein synthesis model
given by equations (21)-(22) is neither cooperative nor com-
petitive.
Proof. It suffices to examine two off-diagonal elements
of the Jacobian of (21)-(22) and show that they can have
different signs. For instance
∂
∂xn
M˙ = Gλc > 0 (26)
∂
∂xn
R˙rib = −Gλc
m∑
i=1
zi < 0 (27)
for at least one zi not being zero are a suitable choice and
thus conclude the proof. 
This further means that the flow of our system is not
monotone though monotonicity is usually observed in RFM
models (cf. Margaliot & Tuller (2012)). Rather than us-
ing monotone systems theory, we introduced a geometric
approach to study the convergence properties of the RFM
with pool in Halter et al. (2016) and the ideas established
there will be extended in the remainder of this section.
After briefly reviewing our results from Halter et al. (2016)
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we show that these results also hold for multiple templates
and the additional output M in order to investigate the
stability properties of equilibria of system (21) (Subsystem
A of Figure 1). Subsequently we extend this approach to
the combined model.
3.1. Flow models with multiple templates
In Halter et al. (2016), we showed that the equilibria of
the RFM with pool, given a single mRNA template, consti-
tute a normally hyperbolic invariant submanifold γ((0, s¯)),
with γ being some curve, which is asymptotically stable.
In order to prove normal hyperbolicity, it was first shown
that the Jacobian matrix of the vector field under study
evaluated at γ(s) has exactly one eigenvalue equal to zero
and all remaining eigenvalues strictly smaller than zero.
The eigenvector which is associated with the zero eigen-
value further is lineraly dependent on d
ds
γ(s) or in other
words lies in the tangent space of γ((0, s¯)). Thus, γ((0, s¯))
is a submanifold of equilibria. Additional invariant affine
subspaces Sp are constituted due to the mass conservation
of the Ribosomes and it can be shown that these Sp in-
tersect γ uniquely and transversely. This reveals normal
hyperbolicity as the whole state space can be continuously
split up into the tangent space Tγ(s)γ((0, s¯)) and the stable
normal space Ns which is spanned by the remaining eigen-
vectors of the Jacobian. Asymptotic stability then follows
directly. For further details on this proof, the reader is
referred to Halter et al. (2016).
The differences between the system studied in Halter et al.
(2016) and Subsystem A of Figure 1 are that the number
of templates G is now allowed to take any other value in
N and that we further have an additional state M as an
output of the system. Therefore we first show that the re-
sults of Halter et al. (2016) still hold for these extensions.
Similar to Halter et al. (2016) we first bring (21) into the
form
x˙ = A(x)x (28)
with
A(x) =

−Gλ(1 − x1) 0 · · · 0 Gλc 0
λ(1 − x1) −λc(1− x2) 0 · · · 0 0
0 λc(1− x2) −λc(1− x3) 0
...
...
... 0
. . .
. . . 0 0
0 · · · 0 λc(1 − xn) −λc 0
0 · · · 0 0 Gλc −ν


(29)
in order to find a parameterization γ : s 7→ γ(s) of the
equilibria. Thus we define γ such that
∀x ∈ int Ωx ∩ kerA(x) ∃s ∈ (0, s¯) x = γ(s) (30)
and find that
γ : s 7→
[
γ0(s) . . . γn+1(s)
]⊤
(31)
with the components γi(s) given recursively as a series of
continued fractions with
γi(s) =


λcs
λ(1−γ1(s))
i = 0
s
1−γi+1(s)
i = 1 . . . (n− 1)
s i = n
Gλc
ν
s i = n+ 1.
(32)
We note that the restriction to x ∈ int Ωx and therefore
also the upper bound s¯ in s ∈ (0, s¯) is rather technical and
has sufficiently been discussed in Halter et al. (2016).
With this representation of the equilibria at hand we can
now study the Jacobian of f1 evaluated at γ(s), i.e.
Jf1(γ) =

−Gλ(1 − γ1) Gλγ0 0 · · · Gλc 0
λ(1 − γ1) −λc(1− γ2)− λγ0 λcγ1 0 0
0 λc(1− γ2) −λc(1− γ3 + γ1)
...
...
... 0 λc(1− γ3)
. . . λcγn−1 0
0 · · · 0 λc(1 − γn) −λc(1 + γn−1) 0
0 · · · 0 0 Gλc −ν


(33)
where we omitted the argument s for the sake of readabil-
ity. We refer to Jf1(γ) as Jf1 in the remainder.
Theorem 1. For all s ∈ (0, s¯) the Jacobian matrix of
f1 evaluated at γ(s), has exactly one eigenvalue equal to
zero and all remaining eigenvalues have real parts strictly
smaller than zero.
Proof. First, we note that by applying the Laplace ex-
pansion for calculating the determinant of (Jf1 − βI) to
obtain the characteristic polynomial, it becomes apparent
that one eigenvalue β is exactly equal to −ν and thus it
remains to only study the eigenvalues of the matrix given
by the first n + 1 rows and columns of Jf1 which we will
call J redf1 .
Next, we decompose J redf1 into the lower and upper trian-
gular forms J redf1 = LU with
L =


1 0 · · · 0
− 1
G
1
0 −1 1
...
. . .
. . .
...
−1 1 0
0 · · · 0 −1 1


(34)
U =

−Gλ(1 − γ1) Gλγ0 0 · · · 0 Gλc
0 −λc(1 − γ2) λcγ1 λc
... −λc(1− γ3)
. . .
...
. . .
. . . λcγn−2 λc
−λc(1 − γn) λc(1 + γn−1)
0 · · · 0 0


.
(35)
As γi ∈ (0, 1) for i = 1, . . . n by definition, we realize that
all but the last diagonal entries of U are strictly smaller
than zero, whence the rank of U is n. This proves that
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J redf1 has exactly one zero eigenvalue.
We further find that D = (L−1)⊤L−1 is positive definite
and
J red⊤f1 D = U
⊤L−1. (36)
Now that U⊤ and L−1 are lower triangular matrices and
L−1 has only ones on its diagonal, we conclude that U⊤L−1
is also a lower triangular matrix and has the same diagonal
entries as U⊤, therefore U⊤L−1 ≤ 0. As this also holds for
its transpose and it further holds that the sum of two nega-
tive semi-definite matrices remains negative semi-definite.
Therefore D solves the Lyapunov equation
J red⊤f1 D +DJ
red
f1
= U⊤L−1 + (L−1)⊤U = Q ≤ 0. (37)
Now, by applying Lyapunov’s direct method (Hahn, 1967),
we find that ǫ˙ = J redf1 ǫ has a Lyapunov stable origin and
therefore J redf1 cannot have any eigenvalues with positive
real part, completing the proof. 
Similar to Halter et al. (2016), we note that due to the
zero eigenvalue of the Jacobian linearization the equilibria
on the manifold γ((0, s¯)) are non-hyperbolic. Therefore it
is not possible to directly study the stability of the equi-
libria of the nonlinear system using its linearization as one
would do by applying Lyapunov’s indirect method (Hahn,
1967) or more general the theorem of Hartman-Grobman
(Hartman, 1960), that a vector field and its linearization
are conjugate in a neighborhood of a hyperbolic equilib-
rium.
We are thus left with studying non-hyperbolic fixpoints,
e.g. by separately studying the restriction of our vector
field to normal and tangent spaces of the submanifold of
equilibria γ((0, s¯)).
As mentioned earlier, f1 is normally hyperbolic at γ((0, s¯))
if the Jacobian of f1 evaluated at γ(s) leaves the continu-
ous splitting
R
n+1 = Nu ⊕ Tγ(s)γ((0, s¯))⊕N
s (38)
invariant and if the normal behavior dominates the tan-
gent one. Therein, Nu and Ns denotes the unstable and
stable normal spaces of γ((0, s¯)), i.e., the subspaces of the
normal space spanned by the eigenvectors with positive
and negative eigenvalues and Tγ(s)γ((0, s¯)) for its tangent
space.
Lemma 1. The eigenvector associated with the zero eigen-
value of Jf1 is linearly dependent on γ˙(s) =
d
ds
γ(s).
Proof. It suffices to show that
Jf1 γ˙ = 0 (39)
holds for all s ∈ (0, s¯). Therefore, we study each row of
(39) separately, namely
J0f1 γ˙ = 0 (40)
J if1 γ˙ = 0 i = 1, . . . , n− 1 (41)
Jnf1 γ˙ = 0 (42)
Jn+1f1 γ˙ = 0 (43)
with J if1 the (i+1)-th row of the Jacobian Jf1 . The latter
two equations can be verified right away as the last three
entries of γ˙ are known explicitly. It remains to show the
equality for an arbitrary row i = 1, . . . , n − 1, which is
given by
J if1 γ˙ =λc(1 − γi)γ˙i−1
−λc(1 − γi+1 + γi−1)γ˙i
+λcγiγ˙i+1.
(44)
We rearrange the last equation to arrive at
J if1 γ˙ =λc (γ˙i−1 − γiγ˙i−1 − γi−1γ˙i)
− λc (γ˙i − γi+1γ˙i − γiγ˙i+1)
(45)
=λc
(
γ˙i−1 −
˙
(γi−1γi)
)
− λc
(
γ˙i −
˙
(γiγi+1)
)
.
(46)
By studying the derivative of (32), we further realize that
γ˙i −
˙
(γiγi+1) =
{
λc
λ
i = 0
1 i = 1, . . . , n− 1
(47)
and using (47) for i = 1, . . . , n− 1 we obtain
J if1 γ˙ = 0 i = 1, . . . , n− 1. (48)
Finally, we merely need to verify whether this is also true
for the first row, i.e.
J0f1 γ˙ = −Gλ(1 − γ1)γ˙0 +Gλγ0γ˙1 +Gλcγ˙n (49)
= Gλ(−γ˙0 + γ˙0γ1 + γ˙1γ0) +Gλcγ˙n. (50)
Now with γ˙n = 1, and using equation (47) for i = 0,
J0f1 γ˙ = Gλ
(
−
λc
λ
)
+Gλc = 0. (51)
This concludes the proof. 
We showed that the dynamics of f1 on Tγ(s)γ((0, s¯)) is de-
termined by the zero eigenvalue and it remains to study
the eigenvectors associated with the remaining eingeval-
ues, showing that they span the normal space of γ((0, s¯))
at any γ(s).
In Halter et al. (2016) we therefore introduced the affine
subspaces Sp, which stemmed from the mass conservation
of Ribosomes, showed that these subspaces are invariant
under the flow of f1 and further intersect transversely with
γ((0, s¯)). Accordingly we use the mass conservation law
given by equation (15) to find the n-dimensional subspaces
Sp(G). Due to the additional state M , we extend these
subspaces by an additional basis vector to arrive at the
n+ 1-dimensional subspaces
Sextp (G) = {e1p}+ Im µ(G) (52)
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Figure 2: Three affine subspaces S3(0), S3(1) and S3(2) and the
equilibria of (11)-(12) given by γ(s) depicted for the first three di-
mensions. Arrows visualize the linearized dynamics on the normal
and tangent space of γ((0, s¯).
with e1 the first vector of the standard basis of R
n+2 and
Im µ(G) the image of the matrix µ(G) ∈ R(n+2)×(n+1)
given by
µ(G) =


−G −G · · · −G 0
1 0 · · · 0 0
0 1
...
...
... 0 0
0 0 · · · 1 0
0 0 · · · 0 1


. (53)
Figure 2 depicts the first three components of such dif-
ferent Sextp (G) for p = 3 as well as γ(s), the curve which
represents all equilibria of (21). In order to follow the
same argumentation as in Halter et al. (2016), we next
show that any solution of (21) initialized on Sextp (G) will
also remain on Sextp (G) and subsequently state that γ(s)
intersects Sextp (G) uniquely and transversely for all p > 0
and G ∈ N. With these statements at hand, we then re-
alize that the continuous splitting given in equation (38)
exists, which is also depicted in Figure 2 by the linearized
dynamics on the normal and tangent space of γ((0, s¯)).
Lemma 2. All Sextp (G) with p > 0 and G ∈ N are invari-
ant sets of (21).
Proof. For any values of p and G the vector
g =
[
1 G G . . . G 0
]⊤
(54)
is perpendicular to Sextp (G). Further, we note that
〈f1,g〉 = 0 (55)
which means that the vector field of the system given
by (21) always points in a perpendicular direction of g.
Therefore, the solutions of (21) initialized in a certain
Sextp (G) cannot leave this subspace which concludes the
proof. 
Lemma 3. For all p > 0 and G ∈ N the curve γ intersects
Sextp (G) transversely.
Proof. Using the same perpendicular vector g as above
it suffices to show that the velocity vector of γ is never
perpendicular to g in order to conclude transversality of
the intersection. As shown in Halter et al. (2016), it holds
that
γ˙i > 0 ∀i ∈ [0, n+ 1] (56)
and therefore
〈γ˙,g〉 = γ˙0 +G
n∑
i=1
γ˙i > 0, (57)
which concludes the proof. 
With these lemmata at hand, we finally state our first re-
sult on the stability of the transcription model with mul-
tiple templates.
Theorem 2. The invariant set γ((0, s¯)) of (21) is asymp-
totically stable.
Proof. With Lemmata 1, 2 and 3 we conclude that f1
is normally hyperbolic at γ((0, s¯)) and therefore according
to Pugh & Shub (1970), f1 and the restriction of its lin-
earization to the normal spaces of γ((0, s¯)) are conjugate
in a neighborhood of γ((0, s¯)). In Lemma 1 we showed
that the dynamics of f1 restricted to the tangent space
Tγ(s)γ((0, s¯)) is determined by the zero eigenvalue of the
Jacobian of f1 while Theorem 1 shows that the remaining
eigenvalues are strictly smaller than zero. This reveals that
the restriction of the linearization to the normal spaces of
γ((0, s¯)) has eigenvectors associated with eigenvalues with
strictly negative real parts. Thus γ((0, s¯)) is an asymptot-
ically stable invariant set. 
3.2. Analysis of the complete model
Above we found that Subsystem A of Figure 1, gov-
erned by equation (21), has a set of equilibria which is
asymptotically stable. The output of this system is M ,
the amount of mRNA templates, simultaneously serving
as input to Subsystem B of Figure 1. In general, this
means that while the template number of the just studied
system is chosen to be static, the template number for Sub-
system B varies with time. Now as M is time dependent,
the formerly used affine subspaces are not invariant under
(21) - (22) anymore and it is thus not straight forward to
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Figure 3: Set of equilibria Ψ as fiber bundle
study the convergence properties of Subsystem B indepen-
dently of Subsystem A. For the overall protein synthesis
model however, we are able to use the same argumentation
as for the transcription part with the only difference that
we now have to deal with a two dimensional manifold Ψ
representing the equilibria of the system. Let
Γ =
{[
x
z
]
∈ Ωx × Ωz
∣∣∣∣
[
f1(x)
f2(x, z)
]
= 0
}
(58)
be the set of equilibria of system (21) - (22). We define
the two dimensional parameterization of these equilbria as
∀
[
x
z
]
∈ int (Ωx × Ωz) ∩ Γ
∃s ∈ (0, s¯), l ∈ (0, l¯)
[
x
z
]
= Ψ(s, l)
(59)
and find
Ψ : (s, l) 7→
[
γ0(s) . . . γn+1(s) ξ0(s, l) . . . ξm+1(s, l)
]⊤
(60)
with the components γi(s) given like in equation (32) and
ξi(s, l) similarly as
ξi(s, l) =


ηcl
η(1−ξ1(s,l))
i = 0
l
1−ξi+1(s,l)
i = 1 . . . (m− 1)
l i = m
Gλcηc
νδ
sl i = m+ 1.
(61)
Geometrically, this is understood as follows: the manifold
of equilibria, Γ, of (21) - (22) is two-dimensional, with s
and l being local coordinates. But due to the cascaded
structure depicted in Figure 1, our equilibria Γ are “cas-
caded” as well. In particular, Γ cannot only be seen as a
submanifold of Rn+m+4, but also as a submanifold of the
product state space Rn+2 × Rm+2. Taking this point of
view we indeed find that Γ is represented by the smooth
fiber bundle
⊔
γ(s) ξ({(s, l)|l ∈ (0, l¯)}) as it is illustrated in
Figure 3. In other words, it is legitimate to think of Γ as a
one-dimensional submanifold, viz. the image of γ, with yet
another one-dimensional submanifold ξ({(s, l)|l ∈ (0, l¯)})
(the fibre, in the language of geometry), attached at every
γ(s).
The Jacobian of the overall system evaluated at Ψ(s, l) can
now be found to be
J(Ψ) =

∂f1∂x
∣∣
Ψ
0
∂f2
∂x
∣∣
Ψ
∂f2
∂z
∣∣
Ψ

 (62)
where ∂f1
∂x
∣∣
Ψ
= Jf1 is known from equation (33), the off-
diagonal block is given by
∂f2
∂x
∣∣
Ψ
= Jxf2 =


0 · · · 0 −Gλc
∑m
i=1 ξi ν
∑m
i=1 ξi
0 0
...
...
...
...
0 0
0 · · · 0 0 ηcξm

 (63)
and the lower diagonal block by
∂f2
∂z
∣∣
Ψ
= Jzf2 =

−M¯η(1− ξ1) M¯ηξ0 0 · · · M¯ηc 0
η(1 − ξ1) −ηc(1 − ξ2)− ηξ0 ηcξ1 0 0
0 ηc(1− ξ2) −ηc(1 − ξ3 + ξ1)
...
...
... 0 ηc(1− ξ3)
. . . ηcξm−1 0
0 · · · 0 ηc(1− ξm) −ηc(1 + ξm−1) 0
0 · · · 0 0 M¯ηc −δ


(64)
with M¯ = Gλc
ν
s. Let f :=
[
f1 f2
]⊤
.
Theorem 3. For all s ∈ (0, s¯) and l ∈ (0, l¯), J(Ψ), the
Jacobian matrix of f evaluated at Ψ(s, l), has exactly two
eigenvalues equal to zero and all remaining eigenvalues
have real parts strictly smaller than zero.
Proof. Due to the block form of J(Ψ), the eigenvalues
of J(Ψ) are given by the collection of the eigenvalues of
Jf1 and J
z
f2
. In Theorem 1 it was shown that Jf1 has one
eigenvalue equal to zero and all remaining ones have a real
part strictly smaller than zero. We now note that Jzf2 has
exactly the same structure as Jf1 and one can follow the
same approach as in the proof of Theorem 1 to show that
the same statement holds for Jzf2 , therefore concluding the
proof. 
We now use the same approach as we took in Halter et al.
(2016) and for the transcription model, namely that we
first show that the overall protein synthesis model is nor-
mally hyperbolic at the manifold Γ and subsequently re-
strict our attention to the dynamics on the normal spaces
of Γ in order to prove asymptotic stability of this manifold.
While for the transcription model, Tγ(s)γ((0, s¯)), the tan-
gent space of the manifold of equilibria at a certain point
γ(s), was given by the span of d
ds
γ(s), the velocity vector
of γ(s), we are now facing a two dimensional tangent space
given as
TΨ(s,l)Γ = span {Ψs(s, l),Ψl(s, l)} (65)
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where
Ψs =
∂
∂s
Ψ(s, l)
=
[
γ˙0 . . . γ˙n+1 0 . . . 0
∂
∂s
ξm+1
]⊤ (66)
Ψl =
∂
∂l
Ψ(s, l)
=
[
0 . . . 0 ∂
∂l
ξ0 . . .
∂
∂l
ξm+1
]⊤
.
(67)
Lemma 4. The two eigenvectors associated with the zero
eigenvalues of J(Ψ) are linearly dependent on Ψs and Ψl
respectively.
Proof. In order to prove this Lemma, recalling Theorem
3, it suffices to show that J(Ψ)Ψs = J(Ψ)Ψl = 0. Lets
consider the first expression
J(Ψ)Ψs =
[
Jf1 γ˙
Jxf2 γ˙ + J
z
f2
∂
∂s
ξ
]
. (68)
As shown in the proof of Lemma 1, we know that this first
n + 2 rows are all equal to zero and due to the structure
of Jxf2 and Ψs it remains to study the first and last row of
Jxf2 γ˙ + J
z
f2
∂
∂s
ξ. For the first row Jn+2, we find that
Jn+2(Ψ)Ψs = −Gλc
m∑
i=1
ξiγ˙n + ν
m∑
i=1
ξiγ˙n+1 (69)
= −Gλc
m∑
i=1
ξi +
Gλc
ν
ν
m∑
i=1
ξi = 0 (70)
and similarly for the last row Jn+m+3 that
Jn+m+3(Ψ)Ψs = ηcξmγ˙n+1 − δ
∂
∂s
ξm+1 (71)
=
Gλcηc
ν
l − δ
Gλcηc
νδ
l = 0, (72)
revealing that J(Ψ)Ψs = 0. Turning our attention to the
second expression,
J(Ψ)Ψl =
[
0
Jzf2 ξ˙
]
(73)
where we note that Jzf2 ξ˙ is of the same structure as Jf1 γ˙
and thus equality with zero can be shown in the same fash-
ion as it was done in the proof of Lemma 1. This reveals
linear dependence of the two eigenvectors associated with
zero eigenvalues on the vectors which span the tangent
space of Γ at Ψ(s, l). 
Now that we characterized the tangent space TΨ(s,l)Γ it
remains to show that the remaining eigenvectors span a
space transversal to Γ in order to conclude normal hyper-
bolicity of Γ. While for Theorem 2 this was achieved by
introducing the invariant affine subspaces Sextp (G) explic-
itly, finding similar subspaces with the same properties
for the whole model is not trivial. However, as we show
briefly, an explicit characterization of the normal spaces is
not needed to formulate our main result.
Theorem 4. The manifold of equilibria Γ which is invari-
ant of (21)-(22) is asymptotically stable.
Proof. For the system being governed by equations (21)-
(22) to be normally hyperbolic at Γ, we need to find a con-
tinuous splitting of the state space into the tangent and
normal spaces of Γ. With Lemma 4 we showed that the
eigenvectors associated with the zero eigenvalues span the
tangent space of Γ at any Ψ(s, l). Due to Theorem 3, we
also know that all other eigenvalues are different from zero
and as eigenvectors belonging to pairwise distinct eigenval-
ues are always linearly independent (Gantmacher, 1959),
we conclude that the remaining eigenvectors span a sub-
space which is transversal to Γ and those two subspaces
together span the entire state space. Therefore, we again
restrict our attention to the eigenvectors associated with
the non-zero eigenvalues, which, as we showed in Theorem
3, have negative real parts, revealing that Γ is asymptoti-
cally stable. 
3.3. Consequences for the biological system
One may ask why the convergence properties of our
model are of interest and some may even argue that a
mathematical model as presented in Section 2 has its only
purpose in generating predictions based on numerical sim-
ulations. While the property of asymptotic stability and
the number of equilibria is indeed critical for evaluating the
predictive power and the dynamic behavior of a mathemat-
ical model, the presented approach to study these proper-
ties additionally gives interesting insights from a system
and control theoretic point of view. From this viewpoint,
the major strength of mathematical models lies in their
amenability to analytic methods with which one may as-
sess different modes of manipulation, sensitivities of inputs
and parameters or robustness of certain system outputs to-
wards uncertain or disturbed parameters. In the present
case where we found an asymptotically stable manifold of
equilibria we infer that small disturbances in the system
states and parameters do not affect the convergence to-
wards this manifold of equilibria. However, the location
of this manifold changes with variations in the parameters
and the total amount of available resources and it is pos-
sible to use our model to analyze these changes.
In particular, for the system at hand, we made the fol-
lowing system theoretic observations. Under the assump-
tion of constant initiation of translation and transcrip-
tion, the RNAP and Ribosome densities on the DNA and
mRNA templates (locally) converge to certain fixed val-
ues which lie on a known and explicitly characterized two-
dimensional submanifold, Γ. This convergence is exponen-
tially stable, i.e. invariant under perturbations and the
convergence rates can be approximated by the eigenvalues
of the Jacobian. Therefore, given these rates, it is possi-
ble to characterize the different time scales of the protein
synthesis model which may become crucial in the design
process of synthetic gene networks. Specifically, Γ can be
efficiently computed as the nullspaces of A(x) and A(z),
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e.g. via the Gauss-Jordan-Algorithm.
Further interpreting the fiber bundle structure of Γ as
depicted in Figure 3, we arrive at the following observa-
tions: If we hold the RNAP densities as well as amounts
of mRNA and free RNAP fixed, then the Ribosome densi-
ties on the mRNA templates as well as amounts of protein
and free Ribosomes may vary, namely along the fibers ξ,
while leaving the overall system at rest. For a fixed ini-
tial amount of RNAP we can explicitly compute the even-
tual RNAP densities, amounts of mRNA and free RNAP,
namely by intersecting the planes Sextp with our curve γ.
Thereafter, having that eventual values of RNAP densi-
ties, amounts of mRNA and free RNAP at hand, we can
therefrom explicitly characterize the eventual Ribosome
densities, amounts of protein and free Ribosomes in terms
of the fibers ξ.
4. Applications of the model
Following the system theoretic analysis of the protein
synthesis model we now focus on its predictive capabilities.
In the remainder, we not only introduce a numerical ex-
ample but further point out that this model can be used to
capture the basal transcriptional and translational activ-
ity of an organism of interest. It may therefore be used to
evaluate the (possibly limiting) effects of the finite pools of
RNAP and Ribosomes on the performance of a synthetic
genetic circuit, taking into account the housekeeping ac-
tivity of a cellular system. We will refer to this approach
as the background gene approach. In the following, we
first introduce the relevant model parameters for simulat-
ing the basal protein production in E. Coli before we an-
alyze the connection between transcription initiation and
production rate and ultimately show how the performance
of a synthetic gene networks depends on the background
gene activity.
4.1. Parameters for the basal activity in E. Coli
In order to simulate the basal protein production in E.
Coli we use the model (11)-(16), choose the parameters
such that they represent an average gene of E.Coli and set
the gene copy number of our model to the average amount
of simultaneously expressed genes. As this resembles a re-
duction of all housekeeping genes to many copies of one
single average gene, we termed this approach the back-
ground gene approach.
The necessary parameters for this task were collected from
the BioNumbers database (Milo et al., 2010) and converted
into appropriate units (Table 3). We impose the simpli-
fying assumption, that the gene length LG equals LM ,
the length of the mRNA. Some of the parameters found
in the BioNumbers database need to be further processed
for compliance with our protein synthesis model. These
calculated parameters are collected in the bottom part of
Table 3, including the formulae for how they are obtained.
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Figure 4: Amounts of unbound RNAP, Rrnap (solid, blue, left scale),
Ribosomes, Rribo (dashed, blue, left scale) and mRNA,M (solid, red,
right scale).
The initiation rates for both transcription and translation
are the only parameters which were chosen freely in order
to fit the model to average occupation values of RNAP
(ρrnap) and Ribosomes (ρrib).
Given these parameters, Figure 4 depicts the simulated
amounts of unbound RNAP and Ribosomes (in blue) as
well as the amount of mRNA (in red). The system states
of unbound RNAP and Ribosomes approach their steady-
states (cf. plots of Rrnap and Rrib at ∼ 1 and ∼ 3 minutes
respectively) and as pointed out before, the values of these
steady states correspond to the values ρrnap and ρrib which
were assessed from literature (see Table 3). This agree-
ment was achieved by choosing the translation and tran-
scription initiation rates appropriately. For the amounts
of mRNA, we note that due to the fact that the RNAP
has to travel through the DNA template first, a time de-
lay becomes apparent at the beginning of the simulation.
Further, the rate at which solutions approach their steady
state is strongly dependent on the ratio of the initiation
rate and mRNA degradation rate.
With the steady state densities of RNAP and Ribosomes
on the DNA and mRNA templates at hand, we also cal-
culate the average amounts of RNAP and Ribosome units
on a whole DNA and mRNA template respectively, viz.
ΦDNA =
n∑
i=1
xi(t≫ 0) = 0.7733 (74)
ΦmRNA =
m∑
i=1
zi(t≫ 0) = 3.4166. (75)
These values are again in accordance with statements from
literature (McAdams & Arkin, 1997), namely that in av-
erage there are usually several Ribosomes translating a
single mRNA template at the same time, while only few
RNAP are involved in the transcription of DNA.
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Parameter Property Value BioNum. ID Publication
LG and LM Avg. gene length 1064 nt 105751 Rogozin et al. (2002)
G Expressed genes 3000 110942 Tao et al. (1999)
vtx RNAP speed of transcription 3300 nt/min 111871 Wang et al. (1998)
Rrnap,tot RNAP amount 4600 cell
−1 108601 Bakshi et al. (2012)
Lrnap RNAP size 40 nt 107873 Selby et al. (1997)
vtl Ribosome speed of translation 2970 nt/min 100059 Bremer & Dennis (2008)
Rrib,tot Ribosome amount 39400 cell
−1 101441 Bremer & Dennis (2008)
Lnt Length of one nucleotide 0.34 nm/nt 100667 Langridge et al. (1960)
Lrib,nm Ribosome size 26 nm 100121 Zhu et al. (1997)
ν mRNA degradation rate 0.69 min−1 111998 Kennell & Riezman (1977)
δ Protein degradation rate 5.77e−4 min−1 111930 Moran et al. (2013)
ρrnap RNAP engaged in transcription 50 % 110044 Bakshi et al. (2013)
ρrib Ribosomes engaged in translation 80 % 102344 Bremer & Dennis (2008)
Parameter Property Value Formula
Lrib Ribosome size 76 nt Lrib,nm · Lnt
−1
n DNA discretization points 27 LG · Lrnap
−1
m mRNA discretization points 14 LM · Lrib
−1
λc Transcription elongation rate 82.5 min
−1 vtx · Lrnap
−1
ηc Translation elongation rate 39.08 min
−1 vtl · Lrib
−1
λ Transcription initiation rate 1e−3 min−1 chosen
η Translation initiation rate 1e−3 min−1 chosen
Table 3: Top: Average and typical values for parameters relevant for protein production in E. Coli obtained from the BioNumbers database
Milo et al. (2010). Bottom: Calculation of remaining parameters for E. Coli protein synthesis model.
4.2. Nonlinear input-output behavior
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Figure 5: RNAP density on one DNA template for different tran-
scription initiation rates λ.
The main difference between our presented protein syn-
thesis model and classic Hill-Kinetic or Mass-Action ap-
proaches is that besides the amounts of mRNA and pro-
tein, it is possible to observe the densities of RNAP and
Ribosomes on the DNA and mRNA templates respectively.
Therefore we obtain more accurate numbers on the den-
sity of the very last slot on a template. This slot in fact
determines the real mRNA and protein production rates,
thus our new model should yield more accurate results
than classic approaches where this density is not consid-
ered at all. For the design of genetic interaction networks,
it is important to characterize the input-output behavior
of the parts of the network, where we consider e.g. tran-
scription initiation rates as inputs and mRNA or protein
amounts as output. We therefore study the relationships
between the transcription initiation rate λ of a gene (in-
put) and the densities on the corresponding DNA template
(output) and show the results of this numerical study in
Figure 5. We find two interesting connections: While the
density on the first slot (DNA location zero) for small λ
rises linearly with λ, it grows sub-linearly for larger val-
ues of λ due to a limitation of the available amounts of
RNAP. In contrast, the density on the last slot (DNA lo-
cation 27) shows a nonlinear behavior, very similar to a
Michaelis-Menten kinetic, for the entire range of λ. This
is a direct consequence of the transportation dynamics of
RNAP and suggests that even in regimes where resources
are available in abundance, one has to take the nonlinear
input-output behavior between initiation and production
rate for the design of networks into account.
4.3. Load dependence of the repressilator
We motivated the presented model in order to more
realistically simulate cellular environments and therefore
evaluate the performance of a synthetic circuit with re-
spect to changes in this environment. The repressilator,
first introduced by Elowitz & Leibler (2000), is a genetic
circuit consisting of three genes repressing each other and
quite popular in the field of synthetic biology. If the pa-
rameters of this circuit are chosen appropriately, one ob-
tains oscillating behavior in the concentration of the gene
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Figure 6: Background gene and repressilator interacting with the
same pool of RNAP and Ribosomes.
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Figure 7: Unbound ressources RNAP and Ribosomes over basal tran-
scription initiation rate λBG
products. The question how to choose these parameters to
obtain this behavior in an isolated setting was mainly an-
swered by Elowitz & Leibler (2000). In Weiße et al. (2015)
the same circuit was studied in terms of its performance
with respect to the energy consumption in the host cell.
With our presented model, we now can also study the ef-
fects of the limited pools of RNAP and Ribosomes on the
performance of this specific circuit. In order to do so,
we implemented the repressilator together with the back-
ground gene presented in Section 4.1 as depicted in Figure
6. The interactions between the genes G1, G2 and G3 are
modeled such that the transcription initiation rate of a
gene i depends on the protein amount of the jth gene via
the Hill kinetic
λi = λ
basal
i − V
P hj
Kh + P hj
. (76)
The choice for this kinetic is rather arbitrary and one can
achieve similar results by using e.g. a linear function for
the interaction between the genes. After finding some suit-
able parameters for the repressilator to ensure oscillating
behavior, we modified the basal activity by changing the
transcription initiation rate of the background gene. An
increase in the basal transcription initiation rate λBG re-
sults in more RNAP bound to the DNA, therefore produc-
ing more mRNA and thus also binding more Ribosomes,
leaving less of the pool resources for the synthetic cir-
cuit. Figure 7 depicts the unbound amounts of RNAP
and Ribosomes for three different values of λBG. Therein,
it becomes apparent how the amount of unbound RNAP
and Ribosomes decreases with increasing basal transcrip-
tion initiation and, in particular, that unbound RNAP de-
creases at a faster rate than unbound Ribosomes.
For these different environmental conditions we implement
the identical repressilator model and evaluate the amount
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Figure 8: Trajectories of the amounts of one gene product of the
repressilator, given three different environmental conditions.
of one gene product P1. The simulation is initialized with
the same initial conditions and Figure 8 depicts the time
evolution of P1 for the different environmental conditions.
While for the nominal system (blue) we obtained the de-
sired oscillatory behavior, the amplitude is not sustained
when the transcriptional burden of the host cell is in-
creased as is depicted for the red line. If it is increased
even further (orange line), oscillations do no longer occur.
This exemplifies the dependence of a synthetic circuit on
the amount of available pool resources and the need for
appropriate circuit designs which are robust with respect
to such possible disturbances. The presented simulation
framework may therefore be used as an in-silico test-bed
or, using analytic and numeric methods, directly for the
design of such robust circuits.
5. Conclusion
In order to better predict the performance of synthetic
gene circuits we introduced a novel protein synthesis model
based on the previously published RFM. In contrast to
the typical approaches which are usually based on purely
phenomenological observations, our model provides insight
into the binding and movement of Ribosomes and RNAP
on mRNA and DNA templates. Consequently, it is possi-
ble to evaluate the load of the transcriptional and transla-
tional processes on the limited pools of RNAP and Ribo-
somes in a cellular environment. Further, our model can
be employed to also simulate networks of genes, specifi-
cally those interacting through both transcriptional and
translational control mechanisms, and therefore providing
a modeling framework for the design of mixed control net-
works.
From a system theoretic point of view we showed that
in order to analyze the convergence properties of the sys-
tem, a geometric approach can be applied which is in-
different of the non-monotonic flow of the system. This
proof further provides new insights into the dynamical
properties and possible modes of manipulation. We found
that the equilibria of the system can be characterized by
a two-dimensional manifold which is asymptotically sta-
ble. Given a set of parameters and a fixed total amount
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of RNAP and Ribosomes, the system converges to a single
equilibrium point. With the mathematical description of
the manifold of equilibria at hand, we further know ex-
actly how this steady state changes with respect to chang-
ing amounts of total RNAP and Ribosomes or different
initiation rates of the gene.
We showed that the presented model can be used to simu-
late the basal load of the transcriptional and translational
machinery of e.g. E. Coli and that the obtained simula-
tions are in accordance with data found in literature. We
termed this approach the background gene approach and
used this to study the input-output characteristics of a
certain gene and further to evaluate the performance of
the repressilator under different basal load scenarios. This
revealed that the functionality of such a synthetic gene cir-
cuit is highly dependent on the basal load of the cell and
we suggest to employ this framework to conduct a more
detailed analysis of this resource dependence and eventu-
ally design more robust synthetic gene circuits.
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