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Abstract Many existing recommendation methods such as Matrix Factorization (MF)
mainly rely on user-item rating matrix, which sometimes is not informative enough,
often suffering from the cold start problem. To solve this challenge, complementary
textual relations between items are incorporated into Recommender Systems (RS) in
this paper. Specifically, we first apply a novel Weighted Textual Matrix Factorization
(WTMF) approach to compute the semantic similarities between items, then integrate
the inferred item semantic relations into MF and propose a Two-level Matrix Factor-
ization (TLMF) model for RS. Experimental results on two open data sets not only
demonstrate the superiority of TLMF model over benchmark methods, but also show
the effectiveness of TLMF for solving the cold start problem.
Keywords Recommender System · Matrix Factorization · Latent Factor Model ·
Textual Semantic Relation
1 Introduction
Recommender Systems (RS) become increasingly important as they deeply involve
our daily living, online, social, mobile and business activities. Typically, a set of users
and items are involved, where each user u rates various items according to his/her
respective preferences (embodied by preference rates) [17]. A new rate or item is
then recommended to a user based on the rating behaviors of similar users on existing
items.
As one of Collaborative Filtering (CF) models, matrix factorization (MF) is a la-
tent factor model [11] which predicts users’ and items’ overall structures in the form
of latent factors. The preference of the active user to a specific item can be easily es-
timated by the multiplication of the decomposed user and item latent factors. How to
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correctly predict the latent factors of users and items is the key step of MF. Many re-
searchers tried to incorporate side-information such as social relationships [16] [30],
item relations [21] [6] [18] [1], topic distribution [2] [24] for more precisely predict-
ing the latent factors of users and items. However, the existing MF algorithms have
still not fully captured the intrinsic relations between items and users, especially the
semantic relations. Therefore, we integrate the semantic relations between items into
MF in this paper to improve the performance of RS. Specifically, we first deeply anal-
yse items’ semantic relations based on textual matrix factorization, then incorporate
the semantic interactions into the upper level of MF on rating matrix.
Table 1: A Toy Example
i1 i2 i3 i4
u1 1 3 5 4
u2 4 2 1 5
u3 - 2 - 4
Item Title Introduction
i1 The Godfather The aging patriarch of an organized crime dynasty ...
i2 Goodfellas Henry Hill and his friends work their way up through ...
i3 Vertigo A retired San Francisco detective investigates ...
i4 N or NW Correspondence between young lovers nearly ...
To illustrate the semantic relationships between items in RS, we give a toy ex-
ample in Table 1. There is a rating matrix consisting of three users and four movies
with textual information. Most existing CF methods utilize the rating matrix for rec-
ommendation but ignore the textual information of items. However, when the rating
matrix is very sparse, the textual titles and introductions of items may also contribute
to improve recommendation quality. Specifically, we can infer the movies’ seman-
tic relationships based on their textual introductions by text mining techniques. Intu-
itively, the existing text mining technique such as TF*IDF [28] can be applied to infer
the relationships between items. However this method ignores the semantic relations
between items. As we know that latent factor models such as Latent Semantic Analy-
sis (LSA) [12], Probabilistic Latent Semantic Analysis (PLSA) [10], Latent Dirichlet
Allocation (LDA) [4] are beneficial for identifying textual semantic relations. How-
ever, a fact that missing words of a sentence are irrelevant to the sentence was not
considered in these latent factor models. Recently, a novel Weighted Textual Matrix
Factorization (WTMF) method [8] was proposed to compute the semantic similarities
between sentences and achieved better performance. However, this valuable semantic
analysis had not been applied in RS, which greatly motivates us to model the textual
semantic relations into MF approach of RS.
The contributions of the paper are summarized as follows:
– We apply the novel WTMF model to infer the semantic relations between items
based on the textual information.
– We propose a Two-l
evel Matrix Factorization (TLMF) recommendation model by accommodating
item textual semantic relations and users’ subjective rating preferences together.
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– We conduct experiments to evaluate the superiority of the proposed TLMF model.
The rest of the paper is organized as follows. Section 2 presents the related work.
In Section 3, we first state the notations in the paper, then give preliminary knowl-
edge regarding matrix factorization in RS and text analysis. Section 4 analyses the
semantic relations between items, which are then integrated into the proposed two-
level matrix factorization model. Experimental results and analysis are presented in
Section 5. The paper is concluded in the last Section.
2 Related Work
2.1 Recommendation Methods
Collaborative filtering (CF) is one of the most successful approaches taking advantage
of user rating history to predict users’ interests [23]. CF method mainly involves user-
based CF and item-based CF. The basic idea of user-based CF is to recommend the
interesting items to the active user according to the interests of the other users who
have close relationships. Similarly, item-based CF tries to recommend the active user
the potentially interested items having close similarities with the historical items that
the active user likes. Although the wide adoption in many real applications, e.g.,
Amazon, the effect of CF is sharply decreased for new users and items. This is partly
because when the rating matrix is very sparse, for new users and items, it is extremely
difficult to get the relationships between users and between items. This limitation
partly motivates us to consider other relations between users and between items, if
we can get the users’ or items’ relationships no matter whether we have ample rating
data, it may greatly enhance the effectiveness of recommendations. Actually, to some
extent the semantic relations between items discussed in this paper can overcome the
limitation.
As one of the most accurate single models for collaborative filtering, matrix fac-
torization (MF) is a latent factor model [11] which effectively estimate latent factor
vectors of users and items. Specifically, MF approach tries to decompose the rat-
ing matrix to user latent matrix and item latent matrix. Then the estimated rating is
predicted by the multiplication of the two decomposed matrices. With the advent of
social network, many researchers started to analyse social recommender systems and
proposed various models integrating social networks [16] [30]. Social friendship is an
outstanding explicit factor to improve the effectiveness of recommendation, however,
not every web site has social or trust mechanisms. This explicit social gap strongly
motivates us to explore other valuable relations between items and between users to
improve recommendation qualities. Indeed, the discussed semantic relations between
items in this paper are helpful for making reasonable recommendations over sparse
rating matrix.
Content-based techniques [20] are another successful methods which recommend
relevant items to users according to users’ personal interests. Generally, attributes and
free texts are two kinds of content in RS. Content-based methods often assume item’s
attributes are independent which is not always held in reality. Actually, several re-
search outcomes such as [25] [26] [27] have been proposed to handle the challenging
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issues. Yu. [31] applied a coupled clustering method to group the items then exploited
CF to make recommendations. Li. [13] [14] also applied item attributes to improve
recommendation qualities. However, theses papers still did not consider the text in-
formation as complementary content, which greatly motivates us to consider textual
semantic relations between items to enhance recommendation algorithms.
2.2 Textual Semantic Similarity
When textual information is considered in RS, text similarity is always a fundamen-
tal and important research. To date, many text similarity approaches are based on
word similarity. However, most word similarity methods did not consider the seman-
tic interaction between the word and its sentential context, which negatively impact
the performance. It is well known that semantic analysis can help solve the issue
of traditional word similarity. For example, latent factor models, such as Latent Se-
mantic Analysis (LSA) [12], Probabilistic Latent Semantic Analysis (PLSA) [10],
Latent Dirichlet Allocation (LDA) [4] can model the semantics of words and sen-
tences simultaneously in the low-dimensional latent space. However, these methods
did not model the missing words of a sentence which are helpful for restricting the
relations between words and sentence. Recently, a Weighted Textual Matrix Factor-
ization (WTMF) approach [8] was proposed to address this issue by modelling miss-
ing words and achieved better performance of semantic analysis. To the best of our
knowledge, this valuable semantic analysis has not been applied in RS, which moti-
vates us to model and incorporate the textual semantic relations into RS.
3 Preliminaries
3.1 Notations
A large number of user and item sets with textual information can be organized by
a quadruple S =< U,O,X, f >, where U = {u1, u2, ..., un} is a nonempty finite
set of users, O = {o1, o2, ..., om} is a nonempty finite set of items, X is the term
document matrix for item’s textual information with M terms and N sentences. In
the quadruple S =< U,O,X, f >, f(ui, oj) = rij expresses the subjective rating
preference on item oj for user ui. Through the mapping function f , user rating pref-
erences on items are then converted into a user-item matrix R, with n rows and m
columns. Each element rij of R represents the rating given by user ui on item oj .
And the term document matrix X derived from textual information of items can be
decomposed into two latent factor matrices AM×K and BN×K which respectively
represent word and sentence, whereK is the dimension of the latent factors for words
and sentences, M is the number of terms, and N is the number of sentences in the
textual corpus. Then the semantic similarities between items can be computed from
the decomposed latent factor vectors of sentences, which are further incorporated into
MF model of RS.
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3.2 Matrix Factorization
Matrix factorization technique is widely employed in recommender systems. The
goal of matrix factorization is to learn the latent preferences of users and the latent
characteristics of items from all known ratings, then predict the unknown ratings
through the inner products of user latent feature vectors and item latent feature vec-
tors. Formally, matrix factorization based methods decompose the user-item rating
matrix R into two low rank latent feature matrices P and Q. Then the matrix of pre-
dicted ratings Rˆ ∈ Rn×m, where n, m respectively denote the number of users and
the number of items, can be modeled as:






 [q1 q2 ... qm] (1)
where, matrices P ∈ Rn×d and Q ∈ Rm×d, d is the rank (or dimension of the latent
space) with d ≤ n,m. The column vectors pu and qi represent the d-dimensional
user-specific latent feature vector and item specific latent feature vector, respectively.
Through this modelling, the prediction task of matrix Rˆ is transferred to compute
the mapping of users and items to factor matrices P and Q. Once this mapping is
completed, the inner product of pu and qi can be easily utilized to predict the rating
given by the active user u for target item oi.
In order to learn the optimum latent factor vectors of users and items, one way is






where ‖.‖2F is the Frobenius norm. But this optimization method cannot effectively
determine the latent semantic factors for a very sparse rating matrix. Hence, another














(‖P‖2F + ‖Q‖2F ) (3)
where C indicates the set of the (u; oi) pairs for known ratings. To avoid over-fitting,
two regularization terms on the sizes of P and Q are added in Eqn. 3 as constraints,
and λ represents the regularization parameters impacting on latent semantic vectors.
To learn the latent factor matrices P and Q, an efficient stochastic gradient de-
scent algorithm is often applied to optimize the objective function given in Equation 3














T −Ru,oi)pu + λqi (5)
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X ≈ A B
T
×
Fig. 1: Weighted Textual Matrix Factorization
Furthermore, the updating rules for iteration are derived to learn the latent vectors
pu and qi:
pu ← pu + η((Rui − puqiT )qi − λpu) (6)
qi ← qi + η((Rui − puqiT )pu − λqi) (7)
3.3 Weighted Textual Matrix Factorization
The Weighted Textual Matrix Factorization (WTMF) [8] has been successfully ap-
plied in many natural language processing tasks such as sentence similarity computa-
tion [7] and linkage analysis between tweets and news [9], achieving state-of-the-art
unsupervised performance. A big contribution of WTMF is that the missing words
are modelled to greatly enrich the features of sentences and short text. According to
Guo and Diab, the missing words of a sentence are defined as all the vocabulary of
the training corpus minus the observed words in a sentence. Intuitively, we know that
a sentence should not be related to the missing words of the sentence (we call it miss-
ing words principle), which is often ignored by most sentence similarity measures.
WTMF thus models sentences by textual MF method which considers missing words
as additional constraints for the semantics of sentences.
Similar to the above traditional MF based on rating matrix in RS, textual MF is
applied on the term document matrix. Specifically, the textual corpus is first repre-
sented by a term document matrix X with the TF*IDF values of words in each cell,
where the rows of X are words and columns are sentences. Matrix X is then simi-
larly approximated by the product of a M × K matrix A and a N × K matrix B.
Accordingly, each sentence sj is represented by a K dimensional latent factor vector
Bj , and each word wi is generalized by latent factor vector Ai. Therefore, the inner
product of a word vector Ai and a sentence vector Bj is to approximate the cell Xij
(shaded part in Fig. 1). Thereby, the constraint of the inner product of Ai and Bj to
be close to 0 ensures the missing words are modelled in line with the above principle.
To overcome the over influence of missing words, a small weight wm is assigned
for 0 cells in matrix X , since 99% of the cells are 0 values, possibly diminishing the
effect of observed words. The model parameters (vectors in A and B) are optimized
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Wij =
{
1, if Xij 6= 0
wm, if Xij = 0
(8)






































Fig. 2: Two-level Matrix Factorization Model
where γ is a free regularization factor, and the weight matrix W defines a weight for
each cell in X .
4 Two-level Matrix Factorization
In this section, we mainly introduce the two-level MF method as shown in Fig. 2.
TLMF first computes the semantic relations between items according to textual ma-
trix factorization. Then items’ semantic relations and users’ rating preferences are
incorporated together into TLMF model. The TLMF model is advantageous in the
following aspects: (1) the semantic relations between items are analysed by the lower
level MF, which are able to remedy the problem of lacking informative rating knowl-
edge, further to improve the quality of recommendation, (2) user’s subjective rating
preference is also incorporated in the learning model by the upper level MF. To help
understand the proposed model, we below respectively introduce items’ semantic re-
lations and how to integrate them to form TLMF model.
4.1 Semantic Analysis for Items
The semantic relations between items are derived from their textual information by
the mentioned WTMF approach. According to Eqn. 8, the best latent factor matrices
A andB need to be optimized first. Then the semantic relations between items oi and
oj can be computed from that between sentences si and sj by cosine similarity of
vectors Bi and Bj , which is given in Eqn. 9.
S(oi, oj) = S(si, sj) = cos < Bi, Bj >=
Bi.Bj
‖Bi‖‖Bj‖ (9)
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To optimize the latent vectors, A and B are first randomly initialized, then can be
computed iteratively by the following equations [19]:
Ai = (BW˜
(i)BT + λI)−1BW˜ (i)XTi,. (10)
Bj = (AW˜
(j)AT + λI)−1AW˜ (i)XT.,j (11)
where Ai is a K-dimension latent semantic vector profile for word wi; similarly, Bj
is the K-dimension vector profile for sentence sj .
4.2 Two-level MF Model
MF approaches have been recognized as the main stream in RS through a latent topic
projection learning model. In this work, we attempt to incorporate the discussed se-
mantic relations between items into a MF scheme.
As shown in Fig. 2, TLMF not only takes the rating matrix, but also the relations
between items into account. All these aspects should be accommodated into a unified
learning model. The learning procedure is constrained by three-fold: the learned rat-
ing values should be as close as possible to the observed rating values, the predicted
item profiles should be similar to their neighbourhoods as well, which are derived
from their semantic relations. Besides, the lower level textual MF models relations
between words and sentences by accommodating the impact of missing words, which
improves the performance of semantic analysis. Specifically, in order to incorporate
the relations between items, we add two additional regularization factors in the opti-
mization step. Then the computation of the mapping can be similarly optimized by
























In the objective function, the semantic relations between items and users’ rat-
ing preferences are integrated together. This means the users’ rating preferences and
items’ semantic relations act together to make recommendations. In addition, another
distinct advantage is that, when we do not have ample rating data, it is still possible
to make satisfactory recommendations via leveraging the semantic relations between
items. Similar to Eqn.4 and 5, we optimize the above objective function by minimiz-
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where Iu,oi is an logical function indicating whether the user has rated item oi or
not. S(oi, oj) is the semantic similarity between items oi and oj . N(oi) represents the
item neighborhood.
Furthermore, the updating rules for iteration are derived to learn the latent vectors
pu and qi:
pu ← pu + η((Rui − puqiT )qi − λpu) (15)













The optimum matrices P and Q can be computed by the above gradient descent
approach. Generally, the TLMF model starts by computing item relations based on
the textual content by the lower level TMF method, then commences an iteration
process for optimizing P andQ until convergence, according to Eqn. 15 and 16. Once
P and Q are learned, the ratings for user-item pairs (u, oi) can be easily predicted by
Eqn. 1. Overall, the TLMF computation process can be described by algorithm 1.
4.3 Complexity Analysis
The main computation cost of the TLMF mainly involves learning the latent factor
vectors and computing the similarity between items with the textual MF method.
For learning the latent factor vectors, the main time cost is to evaluate the objective
function Lu and the corresponding gradients for users and items. The computational
complexity of evaluating objective function isO(mr¯d+mt¯d), where r¯ is the average
number of ratings per item and t¯ is the average number of most similar neighbors per
item. The time complexities of evaluating the latent factor vectors for users and items
are O(nx¯d) and O(mx¯d + mt¯2d), respectively, where x¯ is the average number of
ratings per user. We know that the value of r¯ and t¯ are usually small because the
user-item rating matrix R is sparse, and only the most similar neighbors are selected
for the target item. Therefore, the computation of Lu and latent factor vectors are fast
and linear with respect to the number of items m and users n in the user-item rating
matrix R.
For computing the textual similarity by the textual MF, the main time cost is
to learn the latent factor vectors A and B for textual terms and sentences. Similar
to the complexity analysis for the upper level MF, the computation complexity for
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Algorithm 1: Two-level Matrix Factorization Algorithm
Input: R: the user-item rating matrix.
d: the dimension of latent feature vector on upper level.
K: the dimension of latent feature vector on lower level.
T : the textual corpus of items.
Z: the number of iterations.
λ: the regularization parameter for upper level MF.
γ: the regularization parameter for lower level MF.
η: the learning rate.
wm: the parameter of missing words.
Output: P: the user latent feature matrix.
Q: the item latent feature matrix.
1 Build term document matrix with TF*IDF values based on textual corpus of items T
2 Initiate A0 and B0 with random decimals and j=0
3 while j < Z or (Ljl − Lj+1l ≤ ) do
4 for all words and sentences




9 Compute similarity matrix S by Eqn. 9
10 Initiate P 0 and Q0 with random decimals and j=0
11 while j < Z or (Lju − Lj+1u ≤ ) do
12 for all users and items




17 return P and Q
computing objective function Ll is O(NaK), where N is the number of sentences in
the textual corpus, K is the dimension of the latent vectors, a is the average number
of terms per sentence. The time complexity for evaluating the latent factor vectors
A and B are respectively O(MaK) and O(NaK). Therefore, the evaluation of the
lower level MF is dependent on the number of terms for sentences which is impacted
by the sentence length. That means the longer of the textual sentences the more time
consuming for inferring the similarities between items. Fortunately, the computation
process of textual similarity between items can be offline, which can also be very
beneficial for the recommendation community. Online recommendation strategy can
be possibly implemented on big data platforms such as Hadoop or Spark.
5 Experiments and Results
In this section, we evaluate our proposed model and compare it with the existing
approaches respectively using MovieLens1 and BookCrossing2 data sets.
1 www.movielens.org
2 www.bookcrossing.com
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Table 2: Basic Statistics for Data Sets
Statistics MovieLens1m BookCrossing
Num. of Ratings 1,000,209 1,149,780
Num. of Users 6040 278,858
Num. of Items 3076 271,379
Sparsity 94.62% 99.99%
5.1 Data Sets
The MovieLens data set has been widely explored in RS research in the last decade.
The MovieLens 1M data set consists of 1,000,209 anonymous ratings of approx-
imately 3,076 movies made by 6,040 MovieLens users who joined MovieLens in
2000. The ratings are made on a 5-star scale and each user has at least 20 ratings. The
movies have titles provided by the IMDB (including year of release), we also extract
relevant descriptions about the movies from wikipedia.
Similarly, collected by Cai-Nicolas Ziegler from the Book-Crossing community,
the Book-Crossing data set involves 278,858 users with demographic information
providing 1,149,780 ratings on 271,379 books. The ratings range from 1 to 10 and
the books’ titles are used to form the item semantic relations. The basic statistics of
MovieLens and BookCrossing data sets are shown in Table 2.
5.2 Experimental Settings
We perform 5-fold cross validation in our experiments for both MovieLens 1M and
Book-Crossing data sets. We first split the original data into five equal sized samples,
then we respectively keep a single sample of the five samples as the testing set, and
the remaining four samples are used as training set. In this way, the original data is
converted to a 5-fold data set with each fold 80% as the training set and 20% as the
test set. Then the cross-validation process is repeated five times on the sampled data
for each fold. Finally, the estimation on the whole data can be averaged from the
five results for each fold. Here we use Root Mean Square Error (RMSE) and Mean
Absolute Error (MAE) as evaluation metrics, which are defined as follow:
RMSE =
√∑





(u,i)|Rtest |ru,i − rˆu,i|
|Rtest| (18)
where Rtest is the set of all pairs (u, oi) in the test set.
To evaluate the performance of our proposed TLMF we consider eight baseline
approaches:
– The basic probabilistic matrix factorization (PMF) approach [22];
– Singular value decomposition (RSVD) [3] is a factorization method to decompose
the rating matrix;
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– Implicit social matrix factorization (ISMF) [15] is an unified model which incor-
porates implicit social relationships between users and between items computed
by Pearson similarity based on the user-item rating matrix;
– User-based CF (UBCF) [23] first computes users’ similarity by Pearson Corre-
lation on the rating matrix, then recommends relevant items to the given user
according to the users who have strong relationships;
– Item-based CF (IBCF) [5] first considers items’ similarity by Pearson Correlation
on the rating matrix, then recommends relevant items which have strong relation-
ships with the given user’s interested items
– MF model with edit distance (EDMF) applies edit distance measure to compute
the similarities between items based on textual information, with the incorpora-
tion of item relations into MF as objective function shown in Enq. 12
– MF model with term frequency (TFMF) first directly computes the similarities
between items using term frequency vectors after transforming items’ textual in-
formation into a term-document matrix with the value of term frequency, then
integrates the item relations into MF as Enq. 12;
– MF model with TFIDF (TIMF) directly calculates the similarities between items
using term TFIDF vectors, followed by the same integration approach with TFMF.
5.3 Experiments and Discussions
We respectively evaluate the effectiveness of our TLMF model in comparison with
the above baselines on MovieLens and Bookcrossing data sets.
5.3.1 Superiority over MF Methods
We first evaluate our proposed two-level MF model comparing to the above MF
series, with the results shown in Table 3, which clearly demonstrate our proposed
TLMF outperforms other MF methods which only utilize user item rating matrix
such as PMF, RSVD and ISMF. Specifically, TLMF respectively improves PMF by
1.7% and 5.89% on MovieLens and BookCrossing data sets with MAE metric and
latent dimension as 50. With the same setting, the MAE performance of ISMF can
be improved by 1.1% and 5.61% respectively on MovieLens and BookCrossing data.
TLMF achieves better than RSVD as well, which is improved by 1.0% and 5.92%,
respectively for MovieLens and BookCrossing data.
We then compare the proposed TLMF model with other three MF models EDMF,
TFMF and TIMF which also consider item relations based on their textual informa-
tion. From Table 3, we can clearly see that TLMF achieves better performance than
the three models. In detail, TLMF respectively improves EDMF by 1.5% and 7%
regarding MAE evaluation metric on MovieLens and BookCrossing data sets when
latent dimension is 50. In the same setting, TFMF can also be improved by 0.9%,
6.44%, as well for TIMF by 0.7%, 2.34%.
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Table 3: MF Comparisons on MovieLens and BookCrossing
Data Set Dim Metrics PMF ISMF RSVD EDMF TFMF TIMF TLMF
MovieLens
50D MAE 0.685 0.679 0.678 0.683 0.677 0.675 0.668RMSE 0.865 0.859 0.862 0.863 0.861 0.864 0.853
10D MAE 0.688 0.685 0.683 0.697 0.689 0.684 0.676RMSE 0.871 0.864 0.867 0.869 0.863 0.862 0.859
Bookcrossing
50D MAE 1.5128 1.5100 1.5131 1.5239 1.5183 1.4773 1.4539RMSE 3.7452 3.7415 3.7648 3.7894 3.7850 3.7426 3.7262
10D MAE 1.5135 1.5107 1.5134 1.5164 1.5128 1.5085 1.4836RMSE 3.7483 3.7440 3.7659 3.7591 3.7483 3.7426 3.7425
Table 4: CF Comparisons on MovieLens and BookCrossing
Data Set Metrics UBCF (Improve) IBCF (Improve) TLMF
MovieLens MAE 0.9027 (23.47%) 0.9220 (25.4%) 0.668RMSE 1.0022 (14.92%) 1.1958 (34.28%) 0.853
Bookcrossing MAE 1.8064 (35.25%) 1.7865 (33.26%) 1.4539RMSE 3.9847 (25.82%) 3.9283 (20.21%) 3.7262
5.3.2 Superiority over CF Methods
In addition to the MF methods, we also compare our proposed TLMF model with two
different CF methods UBCF and IBCF. In this experiment, we fix the latent dimension
to 50 for TLMF model. On MovieLens, the results in Table 4 indicate that TLMF can
respectively improve 23.47% and 25.4% regarding MAE, and 14.92% and 34.28%
in terms of RMSE. Similarly compared to UBCF and IBCF, on Bookcrossing data
set, the results show that the TLMF can reach improvements respectively 35.25%
and 33.26% regarding MAE, and 25.82% and 20.21% regarding RMSE. Therefore,
this experiment clearly demonstrates that our proposed TLMF performs better than
UBCF and IBCF methods on both data sets. The improvements are contributed by
the consideration of item semantic relations in RS.
5.3.3 Impact of Parameter α
Parameter α controls the influence of semantic relations between items in TLMF
model. A bigger value of α in the objective function of Eqn. 12 indicates a higher
impact of the items’ relations. To select the optimum parameter α, we depict the
MAE and RMSE changing trends of TLMF model when α ranges in [0,1]. Fig. 3
shows the impacts of parameter α with latent dimension d=50 on MovieLens and
BookCrossing data sets. Experimental results show that the proper values of α for
MovieLens and BookCrossing are respectively 0.3 and 0.6.
5.3.4 Impact of Dimension of Latent Vectors
Parameters d andK control the dimension of latent vectors respectively for the upper
and lower level MF. In this paper, we also investigate the impact of the dimension
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Fig. 3: Impact of Parameter α on MovieLens and BookCrossing
parameters by fixing parameter α to 0.3 and 0.6 for MovieLens and BookCross-
ing. Fig. 4 clearly shows the impact of parameter d, indicating that the performance
regarding MAE and RMSE would be decreased after the parameter d reaching 50
and 60 for MovieLens and BookCrossing, respectively. Similarly, Fig. 5 shows the
MAE and RMSE changing trends for different parameter K of lower level MF with
wm=0.01, indicating that optimum values are 175 and 150 respectively for Movie-
Lens and BookCrossing data. It is also noticed that the optimum parameter value of
K is bigger than parameter d, which is possibly caused by big textual corpus having
much more implicit features to depict.
5.3.5 Impact of Neighborhood Size
In addition to the above parameters, the neighborhood size of items also influence the
optimization process of the objective function. Fig. 6 shows the effect of the neigh-
borhood size of items for MovieLens and BookCrossing data sets. The experimental
results indicate that the MAE and RMSE decrease sharply with the increase of the
neighborhood size of items until reaching a steady point. Continually increasing the
neighborhood size would not improve the performance after the steady point. From
the experiments, we can see that the best neighborhood size of items for MovieLens
and BookCrossing is respectively 60 and 300.
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Fig. 4: Impact of Parameter d on MovieLens and BookCrossing
Table 5: MF Comparisons on Cold Start Items
Data Set Metrics PMF ISMF RSVD EDMF TFMF TIMF TLMF
MovieLens MAE 0.697 0.693 0.692 0.694 0.687 0.689 0.671RMSE 0.878 0.874 0.876 0.878 0.875 0.872 0.868
Bookcrossing MAE 1.5332 1.5318 1.5338 1.5445 1.5385 1.4978 1.4751RMSE 3.7655 3.7618 3.7852 3.8098 3.8055 3.7632 3.7470
5.3.6 Cold Start Recommendation
Besides the above experiments, we also compared the effectiveness of solving the
problem of cold start items. To select the cold start items, we filter the data sets by se-
lecting the items which are rated less than 50 times as cold start items. To evaluate the
effectiveness of our proposed approach on cold start items, we compare the RMSE
and MAE results with other benchmark methods as showed in Table 5. The param-
eters are respectively fixed as α=0.3, d=50, K=175, N=60 for MovieLens data, and
α=0.6, d=60, K=150, N=300 for BookCrossing data. The comparison results clearly
demonstrate that the proposed TLMF method outperforms other benchmark methods,
which is resulted from considering the textual semantic relations between items.
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Fig. 5: Impact of Parameter K on MovieLens and BookCrossing
5.3.7 Discussion
From the above experiments, we demonstrate the effectiveness of our proposed TLMF
model and the superiority over MF and CF methods. Generally, we can conclude that
TLMF is more effective than the benchmark MF and CF approaches regarding MAE
and RMSE for different latent dimensions, due to the strength of semantic relations
between items. Besides, the comparisons with EDMF, TFMF and TIMF show that the
consideration of missing words in lower level MF is beneficial for computing item
semantic relations and further helpful for improving recommendation qualities.
6 Conclusion
In this paper, we first studied semantic relations between items based on textual in-
formation to improve recommendation quality. Actually, the semantic relations were
captured by modelling the term document matrix with TF*IDF values by textual
MF approach which considered missing words to enhance the capability of semantic
analysis. A two-level matrix factorization model was then proposed to incorporate the
semantic relations between items and the rating matrix. The proposed two-level MF
model, on one hand, took the advantage of latent semantic analysis of textual MF.
On the other hand, it also balanced the traditional rating matrix based MF model.
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Fig. 6: Impact of Neighborhood Size of Items on MovieLens and BookCrossing
The experiments conducted on the real data sets demonstrated the superiority of the
proposed TLMF model and suggested that semantic relations could be effectively ap-
plied in RS. To further enhance the performance of the proposed model, other deeper
semantic computation methods for items such as ontologies can be explored in the
future. To make the proposed model more beneficial for the recommendation com-
munity, it would be awesome to implement the TLMF model on the big data platform
such as Apache Hadoop in future work.
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