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Summary. Recent advances in molecular biology allow the quantification of the transcrip-
tome and scoring transcripts as differentially or equally expressed between two biological
conditions. Although these two tasks are closely linked, the available inference methods
treat them separately: a primary model is used to estimate expression and its output is
post-processed using a differential expression model. In this paper, both issues are simul-
taneously addressed by proposing the joint estimation of expression levels and differential
expression: the unknown relative abundance of each transcript can either be equal or not
between two conditions. A hierarchical Bayesian model builds upon the BitSeq framework
and the posterior distribution of transcript expression and differential expression is inferred
using Markov Chain Monte Carlo (MCMC). It is shown that the proposed model enjoys con-
jugacy for fixed dimension variables, thus the full conditional distributions are analytically
derived. Two samplers are constructed, a reversible jump MCMC sampler and a collapsed
Gibbs sampler, and the latter is found to perform best. A cluster representation of the aligned
reads to the transcriptome is introduced, allowing parallel estimation of the marginal poste-
rior distribution of subsets of transcripts under reasonable computing time. The proposed
algorithm is benchmarked against alternative methods using synthetic datasets and applied
to real RNA-sequencing data. Source code is available online †.
Keywords: RNA-sequencing, mixture models, collapsed Gibbs, reversible jump MCMC
1. Introduction
Quantifying the transcriptome of a given organism or cell is a fundamental task in molec-
ular biology. RNA-sequencing (RNA-Seq) technology produces transcriptomic data in the
†https://github.com/mqbssppe/cjBitSeq
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form of short reads (Mortazavi et al., 2008). These reads can be used either in order
to reconstruct the transcriptome using de novo or guided assembly, or to estimate the
abundance of known transcripts given a reference annotation. Here, we consider the latter
scenario in which transcripts are defined by annotation. In such a case, millions of short
reads are aligned to the reference transcriptome (or genome) using mapping tools such as
Bowtie (Langmead et al., 2009) (or Tophat (Trapnell et al., 2009)). Of particular inter-
est is the identification of differentially expressed transcripts (or isoforms) across different
samples. Throughout this paper the term transcript refers to isoforms, so differential
transcript detection has the same meaning as differential isoform detection. Most genes
in higher eukaryotes can be spliced into alternative transcripts that share specific parts
of their nucleotide sequence. Thus, a short read is not uniquely aligned to the transcrip-
tome and its origin remains uncertain, making transcript expression estimation non-trivial.
Probabilistic models provide a powerful means to estimate transcript abundances as they
are able to take this ambiguous read assignment into consideration in a principled manner.
There are numerous methods that estimate transcript expression from RNA-Seq data,
including RSEM (Li and Dewey, 2011), IsoEM (Nicolae et al., 2011), Cufflinks (Trapnell
et al., 2010, 2013), BitSeq (Stage 1)(Glaus et al., 2012), TIGAR (Nariai et al., 2013)
and Casper (Rossell et al., 2014). Some of these methods also include a second stage
for performing DE analysis at the transcript level (e.g. Cuffdiff and BitSeq Stage 2) and
stand-alone methods for transcript-level DE calling have also been developed such as EB-
Seq (Leng et al., 2013) and MetaDiff (Jia et al., 2015). Cuffdiff uses an asymptotically
normal test statistic by applying the delta method to the log-ratio of transcript abun-
dances between two samples, given the estimated expression levels using Cufflinks. EBSeq
estimates the Bayes factor of a model under DE or nonDE for each transcript, building
a Negative Binomial model upon the estimated read counts from any method. BitSeq
Stage 2 ranks transcripts as differentially expressed by the probability of positive log-ratio
(PPLR) based on the MCMC output from BitSeq Stage 1, which estimates the expression
levels assuming a mixture model. Gene-level DE analysis is also available using count-
based methods such as edgeR (Robinson et al., 2010) and DESeq (Anders and Huber,
2010) but here we limit our attention to methods designed for transcript-level DE calling.
All existing methods for transcript-level DE calling apply a two-step procedure. The
mapped RNA-Seq data is used as input of a first stage analysis to estimate transcript
expression. The output of this stage is then post-processed at a second stage in order
to classify transcripts as DE or non-DE. The bridge between the two stages is based
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upon certain parametric assumptions for the distribution of the estimates of the first stage
and/or the use of asymptotic results (as previously described above). Also, transcript-level
expression estimates are correlated through sharing of reads and this correlation is typically
ignored in the second stage. Such two-stage approaches are quite useful in practice since
the differential expression question is not always the main aim of the analysis; therefore
estimating expression is useful in itself. However, when the main purpose of an experiment
is DE calling then the two-stage procedure increases the modelling complexity and may
result in overfitting, since there is no guarantee that the underlying assumptions are valid.
Note that a recent method (Gu et al., 2014) addresses the joint estimation of expression
and differential expression modelling of exon counts under a Bayesian approach but at the
gene level rather than the transcript level considered here.
The contribution of this paper is to develop a method for the joint estimation of ex-
pression and differential expression at the transcript level. The method builds upon the
Bayesian framework of the BitSeq (Stage 1) model where transcript expression estima-
tion reduces to estimating the posterior distribution of the weights of a mixture model
using MCMC Glaus et al. (2012). The novelty in the present study is that differential
expression is addressed by inferring which weights differ between two mixture models.
This is achieved by using two samplers. A reversible jump MCMC (rjMCMC) algorithm
(Green, 1995) updates both transcript expression and differential expression parameters,
while a collapsed Gibbs algorithm is developed which avoids transdimensional transitions.
The high-dimensional setting of RNA-seq data studies makes the convergence to the joint
posterior distribution computationally challenging. To alleviate this computational bur-
den and allow easier parallelization, a new cluster representation of the transcriptome is
introduced which collapses the problem to subsets of transcripts sharing aligned reads.
The rest of the paper is organized as follows. The mixture model used in the original
BitSeq setup is reviewed in Section 2.1. The prior assumptions of the new cjBitSeq (clus-
terwise joint BitSeq) model is introduced in Section 2.2. The full conditional distributions
are given in Section 2.3 and two MCMC samplers are described in Section 2.4. A cluster
representation of aligned reads and transcripts is discussed in Section 2.5 and details over
False Discovery Rate (FDR) estimation are given in Section 2.6. Large scale simulation
studies are presented in Section 3.2 and the proposed method is illustrated to a real human
dataset in Section 3.3. The paper concludes in Section 4 with a synopsis and discussion.
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2. Methods
In the BitSeq model, the mixture components correspond to annotated transcript se-
quences and the mixture weights correspond to their relative expression levels. The data
likelihood is then computed by considering the alignment of reads (or read-pairs) against
each mixture component. Essentially, this model is modified here in order to construct a
well-defined probability of DE or non-DE when two samples are available.
We induce a set of free parameters of varying dimension, depending on the number
of different weights between two mixture models. Assuming two independent Dirichlet
prior distributions, the Gibbs sampler (Geman and Geman, 1984; Gelfand and Smith,
1990) draws samples from the full conditionals, which are independent Dirichlet and Gen-
eralized Dirichlet (Connor and Mosimann, 1969; Wong, 1998, 2010) distributions. This
representation allows the integration of the corresponding parameters as stated at Theorem
2. Therefore, we provide two MCMC samplers depending on whether transcript expression
levels are integrated out or not. These samplers converge to the same target distribution
but using different steps in order to update the state of each transcript: the first one
uses a birth-death move type (Richardson and Green, 1997; Papastamoulis and Iliopoulos,
2009) and the second one is a block update from the full conditional distribution. After
detecting clusters of transcripts and reads, it is shown that the parallel application of the
algorithm to each cluster converges to proper marginals of the full posterior distribution.
2.1. BitSeq
Let x = (x1, . . . , xr), xi ∈ X , i = 1, . . . , r, denote a sample of r short reads aligned to a
given set of K transcripts. The sample space X consists of all sequences of letters A, C,
G, T. Assuming that reads are independent, the joint probability density function of the
data is written as
x|θ ∼
r∏
i=1
K∑
k=1
θkfk(xi). (1)
The number of components (K) is equal to the number of transcripts and it is considered
as known since the transcriptome is given. The parameter vector θ = (θ1, . . . , θK) ∈ PK−1
denotes relative abundances, where
PK−1 := {pk > 0, k = 1, . . . ,K − 1 :
K−1∑
k=1
pk 6 1; pK := 1−
K−1∑
k=1
pk}.
The component specific density fk(·) corresponds to the probability of a read aligning
at some position of transcript k, k = 1, . . . ,K. Since we assume a known transcriptome,
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{fk}Kk=1 are known as well and they are computed according to the methodology described
in Glaus et al. (2012) (see also Appendix A in supplementary material), taking into account
position and sequence-specific bias correction methods.
A priori it is assumed that θ ∼ DK−1(α1, . . . , αK), with Dj denoting the Dirichlet
distribution defined over Pj . Furthermore, it is assumed that α1 = . . . = αK = 1, which is
equivalent to the uniform distribution in PK−1. In the original implementation of BitSeq
(Glaus et al., 2012), MCMC samples are drawn from the posterior distribution of θ|x
using the Gibbs sampler while more recently variational Bayes approximations have also
been included for faster inference (Papastamoulis et al., 2014; Hensman et al., 2015).
Given the output of BitSeq stage 1 for two different samples, BitSeq stage 2 imple-
ments a one-sided test (PPLR) for DE analysis. However, this approach does not define
transcripts as DE or non-DE and is therefore not directly comparable to standard 2-sided
tests available in most other packages (Trapnell et al., 2013; Leng et al., 2013). Also, cor-
relations between transcripts in the posterior distribution for each sample are discarded
during the DE stage, leading to potential loss of accuracy when making inferences. In or-
der to deal with these limitations, a new method for performing DE analysis is presented
next.
2.2. cjBitSeq
Assume that we have at hand two samples x := (x1, . . . , xr) and y := (y1, . . . , ys) denoting
the number of (mapped) reads for sample x and y, respectively. Now, let θk and wk denote
the unknown relative abundance of transcript k = 1, . . . ,K in sample x and y, respectively.
Define the parameter vector of relative abundances as θ = (θ1, . . . , θK−1; θK) ∈ PK−1 and
w = (w1, . . . , wK−1;wK) ∈ PK−1. Under the standard BitSeq model the prior on the
parameters θ and w would be a product of independent Dirichlet distributions. In this
case the probability θk = wk under the prior is zero and it is not straightforward to define
non-DE transcripts. To model differential expression we would instead like to identify
instances where transcript expression has not changed between samples. Therefore, we
introduce a non-zero probability for the event θk = wk. This leads us to define a new
model with a non-independent prior for the parameters θ and w.
Definition 1 (State vector). Let c := (c1, . . . , cK) ∈ C, where C is the set defined
by:
(a) ck ∈ {0, 1}, k = 1, . . . ,K
(b) c+ :=
∑K
k=1 ck 6= 1.
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Then, for k = 1, . . . ,K let:
θk = wk, if ck = 0θk 6= wk, if ck = 1.
We will refer to vector c as the state vector of the model.
For example, assume that K = 6 and c = (1, 0, 0, 1, 0, 1). According to Definition 1,
θk = wk for k = 2, 3, 5 and θk 6= wk for k = 1, 4, 6. From Definition 1 it is obvious that the
sum of the elements in c cannot be equal to 1 because either all θ’s have to be equal to
w’s, or at least two of them have to be different. The introduction of such dependencies
between the elements of θ and w has non-trivial effects on the prior assumptions of course.
It is clear that with this approach we should define a valid conditional prior distribution
for θ,w|c.
At first we impose a prior assumption on c. We will consider the Jeffreys’ (Jeffreys,
1946) prior distribution for a Bernoulli trial, that is P (ck = 1|pi) = pi with pi following a
Beta distribution. Since c+ 6= 1, the prior distribution of the state vector c is expressed as
pi ∼ Beta(1/2, 1/2) (2)
P (c|pi) = P (c|c+ 6= 1, pi) = pi
c+(1− pi)K−c+
1−Kpi(1− pi)K−1 , c ∈ C. (3)
Next we proceed to the definition of a proper prior structure for the weights of the
mixture. At this step extra care should be taken for everything to make sense as a prob-
abilistic space. It is obvious that (θ,w) should be defined conditional to the state vector
c. What it is less obvious, is that (θ,w) should be defined conditional on a parameter of
varying dimension. At this point, we introduce some extra notation.
Definition 2 (Dead and alive subsets and permutation of the labels). For
a given state vector c, define the order-specific subsets
C0(c) := {τ1 < . . . < τK−c+ ∈ {1, . . . ,K} : cτk = 0 ∀k = 1, . . . ,K − c+}
and
C1(c) := {τK−c++1 < . . . < τK ∈ {1, . . . ,K} : cτk = 1 ∀k = K − c+ + 1, . . . ,K}.
These sets will be called dead and alive subsets of the transcriptome index, respectively.
Moreover, τ = (τ1, . . . , τK) denotes the unique permutation of {1, . . . ,K} obeying the
ordering within the dead and alive subsets.
As it will be made clear later, it is convenient to define a unique labelling within the dead
and alive subsets so we also explicitly defined the corresponding permutation (τ) of the
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labels. In order to clarify Definition 2, assume that c = (1, 0, 0, 1, 0, 1). Then Definition 2
implies that C0(c) = {2, 3, 5}, C1(c) = {1, 4, 6} and τ = (2, 3, 5, 1, 4, 6). The order-specific
definition of these subsets excludes {3, 2, 5} (for example) from the definition of a dead
subset.
It is clear that if C0(c) = ∅, then both θ and w have K−1 free parameters each. How-
ever, if C0(c) 6= ∅, the free parameters are lying in a lower dimensional space. This means
that (θ,w) should be defined given c by taking into account the set of free parameters
that are actually allowed by the state vector. In particular, (θ,w) are pseudo-parameters.
The actual parameters of our problem are defined in Lemma 1.
In what follows, the notation τσ should be interpreted as the reordering of vector
σ = (σ1, . . . , σK) under permutation τ . E.g: assume that τ = (3, 1, 2) and σ = (σ1, σ2, σ3),
then: τσ = (σ3, σ1, σ2). Let also τ
−1 denote the inverse permutation of τ .
Lemma 1 (Existence and uniqueness of free parameters). For every (c, τ,θ,w)
respecting Definitions 1 and 2 there exists a unique set of free parameters:
(u,v) ∈ PK−1 × Pc+−1, (4)
such that:
θ = τ−1u (5)
w = τ−1$, (6)
where $ =
(
{uτ−1k : k ∈ C0(c)},v
∑
k∈C1(c) uτ−1k
)
under the conventions P−1 := ∅ and
∅∑k∈∅ uk := ∅.
Proof. It is trivial to show that (c, τ,u,v) → (θ,w) is an “one to one” and “onto”
mapping (bijective function).
Example: Assume that c = (1, 0, 0, 1, 0, 1), where C0(c) = {2, 3, 5} and C1(c) = {1, 4, 6}.
Then, τ = (2, 3, 5, 1, 4, 6) and τ−1 = (4, 1, 2, 5, 3, 6). According to state c we should
have that θ2 = w2, θ3 = w3 and θ5 = w5, while θk 6= wk for k ∈ C1(c). Lemma 1
states that θ and w can be expressed as a transformation of two independent parameters:
u = (u1, u2, u3, u4, u5, u6) ∈ P5 and v = (v1, v2, v3) ∈ P2,. According to Equation (5), θ is
a permutation of the vector u:
θ|(c,u) = (u4, u1, u2, u5, u3, u6).
Next, w is obtained by a permutation of $, which is a linear transformation of u and v,
that is, $ = (u1, u2, u3, v1(u4 + u5 + u6), v2(u4 + u5 + u6), v3(u4 + u5 + u6)). According
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to Equation (6):
w|(c,u,v) = (v1(u4 + u5 + u6), u1, u2, v2(u4 + u5 + u6), u3, v3(u4 + u5 + u6)) .
Comparing the last two expressions for θ and w, it is obvious that θ2 = w2, θ3 = w3
and θ5 = w5, while θk 6= wk for all remaining entries, which is the configuration implied
by the state vector c. Note also that {uτ−1k ; k ∈ C0(c)} = (u1, . . . , uK−c+) and {uτ−1k ; k ∈
C1(c)} = (uK−c++1, . . . , uK) and
∑
k∈C1(c)wk =
∑
k∈C1(c) θk =
∑
k∈C1(c) uτ−1k .
Now, it should be clear that given a state vector c, as well as the independent free
parameters u and v, the pseudo-parameters θ andw are deterministically defined. In other
words, the conditional distributions of θ and w are Dirac, gathering all their probability
mass into the single points defined by Equations (5) and (6). Hence, the conditional prior
distribution for transcript expression is written as:
f(θ,w|c, τ,u,v) = 1θ,w({θ(c, τ,u),w(c, τ,u,v)}), (7)
with θ(c, τ,u) and w(c, τ,u,v) as in Equations (5) and (6), respectively.
Moreover, we stress that if the permutation τ was not uniquely defined according to
Definition 2, then we would have had to take into account all the possible permutations
within the dead and alive subsets. However, such an approach would lead to an increased
modelling complexity without making any difference at the inference. That said, the
conditional prior distribution of τ given c is Dirac:
f(τ |c) = 1τ (τ(c)), (8)
where τ(c) denotes the unique permutation (given c) in Definition 2.
At this point we state our prior assumptions for the free parameters, given a state
vector c. We assume that a priori u and v are independent random variables distributed
according to Dirichlet distribution, that is:
u|c ∼ DK−1(α1, . . . , αK) (9)
v|c ∼ Dc+−1(γ1, . . . , γc+). (10)
In the applications, we will furthermore assume that αk = 1 for all k = 1, . . . ,K and γ` = 1
for all ` = 1, . . . , c+, in order to assign a uniform prior distributions over PK−1 × Pc+−1.
Now, the following Theorem holds.
Theorem 1. Assume that (9) and (10) hold true and furthermore: αk = γk = α for
all k = 1, . . . ,K. Then, θ and w are marginally identical random variables following the
DK−1(α, . . . , α) distribution.
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Fig. 1. Simulation from the prior distribution (7) of (θ,w) for K = 3, αk = γk = 1 for k = 1, 2, 3,
and also assuming the Jeffreys’ prior for c. Theorem 1 states that marginally: θ ∼ D(1, 1, 1) and
w ∼ D(1, 1, 1).
Proof. See Appendix C in supplementary material.
Note here that Theorem 1 does not imply that θ and w are a priori independent. As
shown in Figure 1, θk is exactly equal to wk with probability P (ck = 0) > 0, k = 1, . . . ,K.
The model definition is completed by considering the latent allocation variables of the
mixture model. Let ξ = {ξ1, . . . , ξr} and z = {z1, . . . , zs} with
P (ξi = k|θ) = θk, independent for i = 1, . . . , r
P (zj = k|w) = wk, independent for j = 1, . . . , s,
for k = 1, . . . ,K. Moreover, ξ, z are assumed conditionally independent given θ and w,
that is, P (ξ, z|θ,w) = P (ξ|θ)P (z|w). Now, the joint distribution of the complete data
(x,y, ξ, z) factorizes as follows:
f(x,y, ξ, z|θ,w) =
r∏
i=1
θξifξi(xi)
s∏
j=1
wzjfzj (yj). (11)
Let g = (x,y, ξ, z,θ,w,u,v, c, τ, pi). From Equations (2), (3) and (7)-(11), the joint
distribution of g is defined as
f(g|α,γ,K) = f(x,y, ξ, z|θ,w)f(u|α,K)f(v|c,γ)f(θ|τ,u)
× f(w|c, τ,u,v)f(τ |c)f(c|K,pi)f(pi). (12)
Equation (12) defines a hierarchical model whose graphical representation is given in Figure
2 with circles (squares) denoting unobserved (observed/known) variables.
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K
pi c
τ
u
v
θ
w
ξ
z
x
y
α
γ
Fig. 2. Directed Acyclic Graph representation of the hierarchical model (12).
2.3. Full conditional distributions for the Gibbs updates
In this section, the full conditional distributions are derived. Let h| · · · denote the con-
ditional distribution of a random variable h given the values of the rest of the variables.
We also denote by x[−i] all remaining members of a generic vector after excluding its i-th
item.
It is straightforward to show that pi| · · · ∼ Beta(c+ + 1/2,K − c+ + 1/2). For the
allocation variables it follows that:
P (ξi = k| · · · ) ∝ θkfk(xi) k = 1, . . . ,K (13)
P (zj = k| · · · ) ∝ wkfk(yi) k = 1, . . . ,K (14)
independent for i = 1, . . . , r and j = 1, . . . , s. Now, given (u,v, c, τ), it is again trivial to
see that the full conditional distributions of θ,w| · · · is the same as in (7). Let GD(·, ·)
denotes the Generalized Dirichlet distribution (see Appendix B in supplementary material)
and also define
sk(ξ) :=
r∑
i=1
I(ξi = k), sk(z) :=
s∑
j=1
I(zj = k)
for k = 1, . . . ,K. Regarding the full conditional distribution of the free parameters, we
have the following result.
Lemma 2. The full conditional distribution of (u,v| · · · ) is
u| · · · ∼ GD(λ1, . . . , λK−1;β1, . . . , βK−1) (15)
v| · · · ∼ Dc+−1({γ` + sτ`+k∗ (z); ` = 1, . . . , c+}), (16)
with k∗ := K − c+, conditionally independent (given all other variables), where
λk :=
αk + sτk(ξ) + sτk(z), k = 1, . . . , k
∗
αk + sτk(ξ), k = k
∗ + 1, . . . ,K − 1
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and
βk :=

∑K
j=k+1(αj + sτj (ξ) + sτj (z)), k = 1, . . . , k
∗∑K
j=k+1(αj + sτk(ξ)), k = k
∗ + 1, . . . ,K − 1.
Proof. See Appendix D in the supplementary material.
Here, we underline that we essentially derived an alternative construction of the Gen-
eralized Dirichlet distribution. Assuming that two vectors of weights share some common
elements, and independent Dirichlet prior distributions are assigned to the free parameters
of these weights, the posterior distribution of the first free parameter vector is a Gener-
alized Dirichlet. Finally, notice that if v = ∅ (this is the case when the corresponding
elements of the weights of the two mixtures are all equal to each other), the Generalized
distribution (15) reduces to the distribution DK−1({αk + sk(ξ) + sk(z); k = 1, . . . ,K}), as
expected, since in such a case (x,y) forms a random sample of size r + s from the same
population. On the other hand, if all weights are different, the full conditional distribution
of u,v becomes a product of two independent Dirichlet distributions, as expected. Next
we show that we can integrate out the parameters related to transcript expression and
directly sample from the marginal posterior distribution of ξ, z, c|x,y.
Theorem 2. Integrating out the transcript expression parameters u,v, the full condi-
tional distributions of allocation variables are written as:
f(ξ, z|x,y, c) ∝
Γ
( ∑
k∈C1
α˜k + sk(ξ) + sk(z)
)
Γ
( ∑
k∈C1
α˜k + sk(ξ)
)
Γ
( ∑
k∈C1
γ`(k) + sk(z)
) (17)
×
∏
k∈C1
Γ(α˜k + sk(ξ))Γ(γ`(k) + sk(z))
×
∏
k∈C0
Γ(α˜k + sk(ξ) + sk(z))
r∏
i=1
fξi(xi)
s∏
j=1
fzj (yj)
P (ξi = k|ξ[−i], z, c,x) ∝

(α˜k + s
(i)
k (ξ) + sk(z))fk(xi), k ∈ C0∑
t∈C1
α˜k+s
(i)
t (ξ)+st(z)∑
t∈C1
α˜t+s
(i)
t (ξ)
(α˜k + s
(i)
k (ξ))fk(xi), k ∈ C1
(18)
P (zj = k|z[−j], ξ, c,y) ∝

(α˜k + sk(ξ) + s
(j)
k (z))fk(yj), k ∈ C0∑
t∈C1
α˜t+st(ξ)+s
(j)
t (z)∑
t∈C1
γ`(t)+s
(j)
t (z)
(γ`(k) + s
(j)
k (z))fk(yj), k ∈ C1
(19)
where α˜k = ατ−1k , `(k) = τ
−1
k − k∗, s(i)k (ξ) =
∑
t6=i I(ξi = k), s
(j)
k (z) =
∑
t6=j I(zi = k) for
k = 1, . . . ,K, i = 1, . . . , r, j = 1, . . . , s.
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Proof. See Appendix E in supplementary material.
Once again, note the intuitive interpretation of our model in the special cases where
C0 = ∅ or C1 = ∅. If C0 = ∅ (all transcripts are DE) then the nominator at the first line
of Equation (17) becomes equal to Γ(
∑
k αk + r + s), that is, independent of ξ, z. Hence,
(17) reduces to the conditional distribution of the allocation variables when independent
Dirichlet prior distributions are imposed to the mixture weights. On the contrary, when
C1 = ∅ (all transcripts are EE), the distribution reduces to the product appearing in
the last row of Equation (17). This is the marginal distribution of the allocations when
considering that (x,y) arise from the same population and after imposing a Dirichlet prior
on the weights, as expected.
2.4. MCMC samplers
In this section we consider the problem of sampling from the posterior distribution of the
model in (12). We propose two (alternative) MCMC sampling schemes, depending on
whether the transdimensional random variable v is updated before or after c.
Note that given c everything has fixed dimension. However, as c varies on the set of its
possible values, then v ∈ ∪k∈{0,2,......,K}Pk−1. This means that whenever c is updated, v
should change dimension. In order to construct a sampler that switches between different
dimensions, a Reversible Jump MCMC method (Green, 1995) can be implemented (see also
Richardson and Green (1997) and Papastamoulis and Iliopoulos (2009)). However, this
step can be avoided since we have already shown that the transcript expression parameters
can be integrated out. Thus, a collapsed sampler is also available. Given an initial state,
the general work flow for the proposed samplers is the following (we avoid to explicitly
state that all distributions appearing next are conditionally defined on the observed data
x, y, although they should be understood as such).
rjMCMC Sampler
(a) Update (ξ, z)|θ,w.
(b) Update (u,v)|c, ξ, z.
(c) Update (θ,w)|c, τ,u,v.
(d) Propose update of (c, τ,v)| . . ..
(e) Update pi|c.
Collapsed Sampler
(a) Update ξi|ξ[−i], z, c, i = 1, . . . , r.
(b) Update zj |ξ, z[−j], c, j = 1, . . . , s.
(c) Update a block of c|ξ, z.
(d) Update pi|c.
(e) Update (θ,w, τ,u,v)|c, ξ, z (optional).
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Note that step (e) is optional for the collapsed sampler. It is implemented only to
derive the estimates of transcript expression but it is not necessary for the previous steps.
The next paragraphs outline the workflow for step (d) of rjMCMC sampler and step (c)
of the collapsed sampler. For full details the reader is referred to Appendices F and G in
the Supplementary material.
Reversible Jump sampler Models of different dimensions are bridged using two move
types, namely: “birth” and “death” of an index. The effect of a birth (death) move is
to increase (decrease) the number of differentially expressed transcripts. These moves are
complementary in the sense that the one is the reverse of the other. Note that this step
proposes a candidate state which is accepted according to the acceptance probability.
Collapsed sampler In this case we randomly choose two transcripts (j1 and j2) and
perform an update from the conditional distribution cj1,j2 |c−[j1,j2]ξ, z,x,y, pi, which is
detailed in Equations (G.1)–(G.4) in Section G of supplementary material. The random
selection of the block {j1, j2} ⊆ {1, . . . ,K} and the corresponding update of cj1,j2 from its
full conditional distribution is a valid MCMC step because it corresponds to a Metropolis-
Hastings step in which the acceptance probability equals 1 (see Lemma 2 in Appendix G
of the supplementary material).
2.5. Clustering of reads and transcripts
In real RNA-seq datasets the number of transcripts could be very large. This imposes
a great obstacle for the practical implementation of the proposed approach: the search
space of the MCMC sampler consists of 2K elements (state vectors) and convergence of the
sampler may be very slow. This problem can be alleviated by a cluster representation of
aligned reads to the transcriptome. High quality mapped reads exhibit a sparse behaviour
in terms of their mapping places: each read aligns to a small number of transcripts and
there are groups of reads mapping to specific groups of transcripts. Hence, we can take
advantage of this sparse representation of alignments and break the initial problem into
simpler ones, by performing MCMC per cluster.
This clustering representation introduces an efficient way to perform parallel MCMC
sampling by using multiple threads for transcript expression estimation. For this purpose
we used the GNU parallel (Tange, 2011) tool, which effectively handles the problem of
splitting a series of jobs (MCMC per cluster) into the available threads. The jobs are
ordered according to the number of reads per cluster and the ones containing more reads
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are queued first. GNU parallel efficiently spawns a new process when one finishes and
keeps all available CPUs active, thus saving time compared to an arbitrary assignment of
the same amount of jobs to the same number of available threads. For further details see
Appendix H.
2.6. False Discovery Rate
Controlling the False Discovery Rate (FDR) (Benjamini and Hochberg, 1995; Storey, 2003)
is a crucial issue in multiple comparisons problems. Under a Bayesian perspective, any
probabilistic model that defines a positive prior probability for DE and EE yields that
E(FDR|data) = ∑(1− Pˆ (ck = 1|x,y))dk/D (see for example Mu¨ller et al. (2004, 2006)),
where dk ∈ {0, 1} and D =
∑
dk denote the decision for transcript k, k = 1, . . . ,K and
the total number of rejections, respectively. Consequently, FDR can be controlled at a
desired level α by choosing the transcripts that Pˆ (ck = 1|x,y) > 1− α, which is also the
approach proposed by Leng et al. (2013). We have found that this rule achieves small
false discovery rates compared to the desired level α, but sometimes results to small true
positive rate.
A less conservative choice is the following. Let q1 > . . . > qK denote the ordered values
of Pˆ (ck = 1|x,y), k = 1, . . . ,K and define Gk :=
∑k
j=1(1−qk)
k , k = 1, . . . ,K. For any given
0 < α < 1, consider the decision rule:
dk =
1, 1 6 k 6 g0, g + 1 6 k 6 K (20)
where g := max{k = 1 . . . ,K : Gk 6 α}. It is quite straightforward to see that (20) con-
trols the Expected False Discovery Rate at the desired level α, since by direct substitution
we have that
E(FDR|data) =
∑K
k=1(1− Pˆ (ck = 1|x,y))dk
D
=
∑g
k=1(1− qk)
g
6 α.
An alternative is to use a rule optimizing the posterior expected loss of a predefined
loss function. For example, the threshold c/(c + 1) is the optimal cutoff under the loss
function L = cF¯D + F¯N, where F¯D and F¯N denote the posterior expected counts of false
discoveries and false negatives, respectively. Note that L is an extension of the (0, 1, c) loss
functions for traditional hypothesis testing (Lindley, 1971), while a variety of alternative
loss functions can be devised as discussed in Mu¨ller et al. (2004).
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Fig. 3. Convergence of the ergodic means of posterior probabilities of DE for a toy example
of K = 630 transcripts. The “ground truth” for the posterior mean estimates (P̂g(ck = 1); k =
1, . . . ,K) of these probabilities was inferred by running each sampler for 500000 iterations. Then,
each sampler ran for a smaller number of m iterations resulting to the posterior mean estimates
P̂m(ck = 1); k = 1, . . . ,K, for m = 1000, 2000, . . . , 30000. Finally, the averaged Mean Absolute
Error of the posterior mean estimates was computed as: 1K
∑K
k=1 |P̂m(ck = 1)− P̂g(ck = 1)|. The
boxplots correspond to five replications of the previous procedure.
3. Results
A set of simulation studies is used to benchmark the proposed methodology using synthetic
RNA-seq reads from the Drosophila melanogaster transcriptome. The Spanki software
(Sturgill et al., 2013) is used for this purpose. In addition to the simulated data study
we also perform a comparison for two real datasets: a low and high coverage sequencing
experiment using human data and a dataset from drosophila. In all cases, the reads are
mapped to the reference transcriptome using Bowtie (version 2.0.6), allowing up to 100
alignments per read. Tophat (version 2.0.9) is also used for Cufflinks.
3.1. Evaluation of samplers
We used a simulated dataset from K = 630 transcripts (more details are described in
Appendix H) and compare the posterior mean estimates between short and long runs. As
shown in Figure 3, the collapsed sampler exhibits faster convergence than the rjMCMC
sampler, hence in what follows we will only present results corresponding to the collapsed
sampler. The reader is referred to the supplementary material (Appendices J and K) for
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Fig. 4. Receiver Operating Characteristic (a), SAR measure (b) and Power-to-achieved-FDR (c)
curves for scenario 1-7 (1st-7th row). The blue dashed lines correspond to the filtered cjBitSeq
output by discarding transcripts with absolute log2 fold change less than 1.
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further comparisons (including autocorrelation function estimation and prior sensitivity)
between our two MCMC schemes.
3.2. Simulated data
The input of the Spanki simulator is a set of reads per kilobase (rpk) values per sample.
This file is provided under a variety of different generative scenarios. Given the input
files, Spanki simulates RNA-seq reads (in fastq format) according to the specified rpk
values. Seven scenarios are used to generate the data: two Poisson replicates per condition
(scenario 1), three Negative Binomial replicates per condition (scenario 2), 9 Negative
Binomial replicates (scenario 3), three Negative Binomial replicates per condition with
five times higher variability among replicates compared to scenario 2 (scenario 4), same
variability with scenario 4 but a smaller range for the mean rpk values (scenario 5). The
last two scenarios are revisions of the first scenario with smaller fold changes (scenario
6) and large differences in the number of reads between conditions (scenario 7). See
supplementary Figure 9 and Appendix K for the details of the ground truth used in our
simulations.
Next, we applied the proposed method and compared our results against Bitseq, Cuffdiff
and EBSeq, using (a) ROC, (b) SAR-measure (Sing et al., 2005) and (c) Power-to-achieved-
FDR curves, as shown in Figure 4. For the comparison in (c) the FDR decision of our
model is based on the rule (20). Moreover, only methods that control the FDR are taken
into account in (c), hence BitSeq Stage 2 is excluded. In addition to this FDR control
procedure, we also provide adjusted rates after imposing a threshold to the log-fold change
of the cjBitSeq sampler: all transcripts with estimated absolute log2 fold change less than
1 are filtered out (results correspond to the blue dashed line). A typical behaviour of
the compared methods is illustrated in Figure 5, displaying true expression values used in
Scenario 3. We conclude that our method infers an almost ideal classification, something
that is not the case for the other methods despite the large number of replicates used.
In order to summarize our findings, Figure 6 displays the complementary area under
the curve for each scenario. Averaging across all simulation scenarios, we conclude that
our method is almost 2 times better than BitSeq Stage 2, 3 times better than EBSeq and
3.2 times better than Cuffdif. Finally, we compare the estimated relative abundance of
transcripts against the true values used to generate the data, using the average across
all replicates of a given condition. Figure 6 (bottom) displays the Mean Absolute Error
between the logarithm of true transcript expression and the corresponding estimates ac-
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Fig. 5. True log-relative expression values for Scenario 3 (average of nine replicates per condition,
≈ 24 million reads in total). The color corresponds to the evidence of differential expression
according to each method and the legend shows the relative frequency of colors.
cording to each method. We see that cjBitSeq, BitSeq stage 1 and RSEM exhibit a similar
behaviour, while all performing significantly better than Cufflinks. Although there is no
consistent ordering among the first three methods, averaging across all experiments we
conclude that cjBitSeq is ranked first.
We have also tested the sensitivity of our method with respect to the prior distributions
of differential expression (3) by setting pi = 0.5 (see supplementary Figure 11 and the
corresponding discussion in Appendix K). We conclude that the prior distribution does
not affect the ranking of methods both for differential and expression estimation.
3.3. Human data
This example demonstrates the proposed algorithm to differential analysis of lung fibrob-
lasts in response to loss of the developmental transcription factor HOXA1, see Trapnell
et al. (2013) for full details. There are three biological replicates in the two conditions.
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Fig. 6. Simulated data: Ranking of methods with respect to estimation of differential expression
(top) and the log of relative expression (bottom). The methods are ordered according to the
averaged complementary Area Under the Curve and Mean Absolute Error (shown in parenthesis).
The experiment is carried out using two sequencing platforms: HiSeq and MiSeq, where
MiSeq produced only 23% of the number of reads in the HiSeq data. Here, these reads are
mapped to hg19 (UCSC annotation) using Bowtie 2, consisting of K = 48009 transcripts.
In total, there are 96969106 and 21271542 mapped reads for HiSeq and MiSeq sequencers,
respectively. Trapnell et al. (2013) demonstrated the ability of Cuffdiff2 to recover the
transcript dynamics from the HOXA1 knockdown when using the significantly smaller
amount of data generated by MiSeq compared to HiSeq.
Applying cjBitSeq to the MiSeq data recovers 50.2% of the DE transcripts from HiSeq.
On the other hand, there are 183 transcripts reported as DE with the MiSeq data but not
the HiSeq data (Figures 8(a) and 8(b)). The corresponding percentages for BitSeq stage 2,
EBSeq and Cuffdiff are 43.3%, 40.6% and 15.7%, respectively (see Figures 8(b), 8(c) and
8(d)). We conclude that the proposed model returns the largest proportion of consistently
DE transcripts between platforms. The number of transcripts which are simultaneously
reported as DE is equal to 2173 and 390 for HiSeq and MiSeq data, respectively (see
Figures 7.a and 7.b). Finally, cjBitSeq and EBSeq provide the most highly correlated
classifications (see Table 1 of supplementary material).
4. Discussion
We have proposed a probabilistic model for the simultaneous estimation of transcript ex-
pression and differential expression between conditions. Building upon the BitSeq frame-
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Fig. 7. HOXA1 knockdown dataset: Significant transcript list returned by cjBitSeq (a), BitSeq (b),
EBSeq (c) and CuffDiff (d) when using HiSeq (blue) and MiSeq (red) data. FDR for cjBitSeq,
EBSeq and CuffDiff set to 0.05, while for BitSeq: PPLR < 0.025 or PPLR > 0.975
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Fig. 8. HOXA1 knockdown dataset: Contiguity of methods when using HiSeq (a) and MiSeq
(b) data. FDR for cjBitSeq, EBSeq and CuffDiff set to 0.05, while for BitSeq: PPLR < 0.025 or
PPLR > 0.975
work, the new Bayesian hierarchical model is conjugate for fixed dimension variables. A
by-product is a new interpretation of the Generalized Dirichlet distribution, which natu-
rally appears in (15) as the full conditional distribution of a random variable describing
one of the free parameters corresponding to two proportion vectors under the constraint
that some of the weights are equal to each other. We implemented two MCMC sam-
plers, a reversible-jump and collapsed Gibbs sampler, and we found the collapsed Gibbs
sampler to converge faster. To greatly reduce the dimensionality of the parameter space
for inference we developed a transcript clustering approach which allows inference to be
carried out independently on subsets of transcripts that share aligned reads. According
to Lemma 3 in the supplementary material (Appendix H), this clustered version of the
cjBitSeq 21
vanilla algorithm converges to the proper marginal distribution for each cluster. Thus, the
algorithm has the nice property that it can be run in parallel for each cluster, while the
memory requirements are quite low, providing a simple parallelisation option.
The applications to simulated and real RNA-seq data reveals that the proposed method
is highly competitive with the current state of the art software dealing with DE analysis
at the transcript level. Note that the simulated data was generated under a variety of
different scenarios and including different levels of replication and biological variation.
We simulated transcript RPK values with variability following either the Poisson or the
Negative Binomial distribution with various levels for the dispersion around the mean.
We conclude that our method is quite robust in expression estimation and in classifying
transcripts as DE or not. Compared to standard two-stage pipelines it is ranked as the
best method under a wide range of generative scenarios.
RNA-seq data are usually replicated such that there is more than one datasets available
for each condition. In such a way, biological variability between repetitions of the same
experiment can be taken into account. The amount of variability between replicates can be
quite high depending on the experimental conditions. Two-stage approaches for estimat-
ing differential expression are strongly focused on modelling this inter-replicate variability.
This is not the case for our method at present and all replicates of a given condition are
effectively pooled together prior to inference. Modelling the variability between replicates
would significantly increase the complexity of our approach as it is technically challenging
to retain conjugacy. However, according to our simulation studies, we have found that
pooling replicates together and jointly estimating expression and differential expression
balances the loss through ignoring variability between replicates in many cases. Neverthe-
less, an extension to also model inter-replicate variability would be very interesting and
could be expected to improve performance when there is high inter-replicate dispersion.
The proposed method was developed focusing to the comparison of two conditions and
its extension to more general settings is another interesting area for future research. A
remarkable property of the parameterization introduced in Equations (5) and (6) is that
its extension is straightforward when J > 2: it can be shown that in this case there is one
parameter of constant dimension and J−1 parameters of varying dimension. Let u = u(1)
be the vector of relative abundances for condition 1. For a given condition j = 2, . . . , J
define a vector vj containing the expression of transcripts not being equal to any of the
previous conditions 1, . . . , j − 1. Note that vj is a random variable with varying length
(between 0 and K). Furthermore, for j > 2 define the vectors u(j)k , k = 1, . . . , j − 1,
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containing the expression of transcripts shared with condition k but not with 1, . . . , k− 1.
It follows that u
(j)
k can be written as a function of u
(1) and vk, k = 1, . . . , j − 1. Hence,
the relative transcript expression vector for condition j can be expressed as a suitable
permutation of (u
(j)
1 , . . . ,u
(j)
j−1,vj). However, the question of whether the proposed model
stays conjugate for fixed dimension updates remains an open problem. If yes, the design
of more sophisticated move-types between different models would be also crucial to the
convergence of the algorithm since the search space is increased.
The source code of the proposed algorithm is compiled for LINUX distributions and it is
available at https://github.com/mqbssppe/cjBitSeq. The simulation pipeline is avail-
able at https://github.com/ManchesterBioinference/cjBitSeq benchmarking. Clus-
ter discovery and MCMC sampling is coded in R and C++, respectively. Parallel runs
of the MCMC scheme are implemented using the GNU parallel (Tange, 2011) shell tool.
The computing times needed for our datasets are reported in supplementary Table 2.
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Appendices
A. Alignment probability
In this section the component specific density (1) is defined. For single-end reads, let
`i > 0 denotes the length of read xi, i = 1, . . . , n. Assume that xi aligns at some position
p of a given transcript k, k = 1, . . . ,K and that the corresponding transcript length equals
to Lk > 0. Note that both Lk, `i are known quantities. The general form of observing
this alignment equals to
fk(xi) = P (xi = p|k) = bk(p)∑Lk−`i+1
j=1 bk(j)
, (A.1)
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where bk(j) denotes the bias for a particular position p on transcript k. In case of a
Uniform read distribution, the previous equation reduces to:
fk(xi) =
1
Lk − `i + 1 . (A.2)
More complex choices are also available. In particular, a separate variable length Markov
is used to capture the position and sequence specific biases for the 5′ and 3′ ends of the
fragment. For more details the reader is referred to Glaus et al. (2012).
In case of paired-end reads, the fragment length ` is also taken into account. The
fragment length distribution f(`|k) is assumed to be log-normal with parameters given by
the user or estimated from read pairs with only a single transcript alignment. In this case
the alignment probability of a read pair is given as
fk(xi) = fk(xi = p, `) = f(`|k) bk(p)∑Lk−`i+1
j=1 bk(j)
. (A.3)
Finally, the alignment probabilities also take into account base-calling errors using the
Phred score. For full details see Glaus et al. (2012). In our presented examples we assumed
the Uniform read distribution.
The sampling scheme of the RNA-seq procedure for single-end reads is displayed in
Figure 9. The four long sequences of letters correspond to transcripts which share specific
parts of their sequence. The gray coloured regions are skipped, so each transcript is
consisting only from the remaining region (coloured in red, blue, green and purple). The
short reads are randomly generated sequences from each transcript. Note that most reads
align to more than one transcript.
B. The Generalized Dirichlet distribution
This generalization of the Dirichlet distribution was originally introduced by Connor and
Mossiman (1969). The most prominent difference with a typical Dirichlet is that the
Generalized Dirichlet family has a richer covariance structure. For example, only nega-
tive correlation between any pairs of variables is allowed under the Dirichlet distribution,
while the Generalized Dirichlet can also allow positive correlation. Another difference is
that any permutation of a vector of proportions which follows a Dirichlet distribution is
also distributed as a Dirichlet distribution. However, this is not necessarily true for the
Generalized Dirichlet distribution.
In this paper we follow the parameterization of the Generalized Dirichlet distribution
introduced by Wong (1998). Let X = (X1, . . . , Xk;Xk+1), with
∑k
j=1Xj 6 1, Xj > 0
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AGGA T T A T CGGA T AC T T ACAGC T ACCAC T A A A T TGGT CGA T CA A T T T CGT A AGT C T T TGG
AGGA T T A T CGGA T AC T T ACAGC T ACCAC T A A A T TGGT CGA T CA A T T T CGT A AGT C T T TGG
AGGA T T A T CGGA T AC T T ACAGC T ACCAC T A A A T TGGT CGA T CA A T T T CGT A AGT C T T TGG
AGGA T T A T CGGA T AC T T ACAGC T ACCAC T A A A T TGGT CGA T CA A T T T CGT A AGT C T T TGG
G A T C A A T T T C
T T T C G T A A G T
A T T G G T C G A T
G A T T A T C G − − − − − − − − − − G C
A A T T T C G T A A
C T A C C A C T A A
C G A T C A A T T T
A C C A C T A A A T
A T T T C G T A A G
A T T A T C G − − − − − − − − − − G C T
T C G A T C A A T T
A C A − − − − − − − − − − A A T T G G T
A C A − − − − − − − − − − A A T T G G T
T G G T C G A T C A
G G A T T A T C G G
G T A A G T C T T T
G G A T A C T T A C
A A T T T C G T A A
G T A A G T C T T T
T A C A − − − − − − − − − − A A T T G G
A G C T A C C A C T
C A G C T A C C A C
T A − − − − − − − − − − T C A A T T T C
A C C A C T A − − − − − − − − − − T C A
G G A T A C T T A C
C T A C C A C T A − − − − − − − − − − T
T T A T C G G A T A
T A T C G G A T A C
T A C C A C T A − − − − − − − − − − T C
G A T A C T T A C A
C T A C C A C T A A
T C G A − − − − − − − − − − A A G T C T
C A G C T A C C A C
C T T A C A G C T A
A A A T T G G T C G
T A A A T T G G T C
T A C C A C T A A A
T C G G A T A C T T
A T C G G A T A C T
G G A T T A T C G G
Fig. 9. Illustration of the RNA-seq sampling scheme using single reads and a small set of four
transcripts (red, blue, green and purple). Gray color corresponds to skipped regions (exons). From
each transcript we simulated 10 reads each one consisting of 10 base pairs, displayed under each
transcript.
for j = 1, . . . , k and Xk+1 = 1 −X1 − . . . −Xk. Assume that αj > 0, βj > 0 be a set of
parameters, j = 1, . . . , k. Then, X ∼ GD(α1, . . . , αk;β1, . . . , βk) if the probability density
function is written as
fX(x) =

∏k
j=1
x
αj−1
j (1−x1−...−xj)γj
B(αj ,βj)
,
∑k
j=1 xj 6 1, xj > 0, j = 1, . . . , k
0, otherwise
(B.1)
where γj = βj − αj+1 − βj+1 for j = 1, . . . , k − 1, and γk = βk − 1 and B(·, ·) denotes the
Beta function. Note that when
βj = αj+1 + βj+1, j = 1, . . . , k − 1, (B.2)
a Generalized Distribution reduces to a standard Dirichlet distribution.
An important property of both Dirichlet and Generalized Dirichlet is that they can
be constructed using a stick breaking process. The following result is from Connor and
Mossiman (1969): Define ζ1 = X1 and ζj = Xj/Vj−1 for j = 2, 3, . . . , k, where Vj =
1 − X1 − . . . − Xj−1. If ζj ∼ Beta(αj , βj), independent for j = 1, . . . , k. Hence we can
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construct X as follows:
X1 = ζ1
Xj = ζj(1−X1 − . . .−Xj−1) = ζj
j−1∏
i=1
(1− ζi), j = 2, 3, . . . , k
Xk+1 = 1−
k∏
i=1
(1− ζi).
In this case: X = (X1, . . . , Xk;Xk+1) ∼ GD(α1, . . . , αk;β1, . . . , βk) (Connor and Mossi-
man, 1969). Notice that if βj =
∑k+1
k=j+1 αk and also define βk+1 = αk+1 for a given
αk+1 > 0, then X ∼ D(α1, . . . , αk, αk+1).
The previously described construction is closely related to the notion of neutrality which
was also introduced by Connor and Mossiman (1969): “a neutral vector of proportions
do not influence the proportional division of the remaining interval among the remaining
variables”. In particular: a vector of proportions is completely neutral if and only if ζi’s are
mutually independent (Theorem 2, Connor and Mossiman, 1969). The concept of complete
neutrality as well as the representation through the ζ random variables characterize both
the Dirichlet and Generalized Dirichlet distributions and it will be useful for the proof of
Theorem 1.
C. Proof of Theorem 1
We start with the derivation of the marginal distribution of θ. According to (5), for any
given state vector c, θ can be expressed as a suitable permutation of a random variable
u ∼ D(α1, . . . , αK). Thus, we can write that:
f(θ) =
∑
c∈C
P (c)f(τ−1c u). (C.1)
Now recall that any permutation of u is also distributed according to a Dirichlet distribu-
tion and its parameters are just the corresponding permutation of the initial parameters.
This means that τ−1c u ∼ DK−1(τ−1c α), where α = (α1, . . . , αK). Hence, in the general case
where α is an arbitrary vector of strictly positive numbers, (C.1) is a mixture of Dirichlet
distributions. Now notice that if αk = α > 0, for all k = 1, . . . ,K, then τ
−1
c α = α for
c ∈ C and (C.1) reduces to DK−1(α).
The analogous result for w demands a little bit more effort. At first notice that for any
given c, w can be expressed according to Equation (6) as a suitable permutation of
ρ = (u1, . . . , uk∗ , v1Dc, . . . , vc+Dc),
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where Dc =
∑K
k=k∗+1 uk. Following the similar argument with θ, it will be sufficient
to prove that ρ follows a Dirichlet distribution. From the discussion in Appendix B,
it is equivalent to establish that ρ is completely neutral with ζk ∼ Beta(δj ,
∑K
k=j+1 δk)
independent for k = 1, . . . ,K − 1 for some δk > 0, k = 1, . . . ,K.
Let us define now the following variables:
ζ1 = u1
ζ2 =
u2
1− u1
...
ζk∗ =
uk∗
1− u1 − . . .− uk∗−1
ζk∗+1 = v1
ζk∗+2 =
v2
1− v1
...
ζK−1 =
vK−1
1− v1 − . . .− vK−2 .
Since u and v are independent and distributed according to (9) and (10) it follows that
ζk ∼ Beta(αk,
∑K
j=k+1 αj) for k = 1, . . . , k
∗ and ζk∗+` ∼ Beta(γ`,
∑c+
j=`+1 γj) for ` =
1, . . . , c+. Furthermore, ζk are mutually independent for k = 1, . . . ,K − 1.
Now, observe that ρ1 = ζ1, ρk =
ζk
1−ρ1−...−ρk−1 , k = 2, . . . ,K − 1 and ρK = 1 −∑K−1
j=1 ρj . But ζ’s are mutually independent and Beta distributed, consequently ρ follows
a Generalized Dirichlet distribution:
ρ ∼ GD
α1, . . . , αk∗ , γ1, . . . , γc+ ; K∑
j=2
αj , . . . ,
K∑
j=k∗+1
αj ,
c+∑
j=2
γj , . . . , γc+
 . (C.2)
Since w = τ−1c ρ for any given c, in general, the marginal prior distribution of w is a
mixture of permutations of Generalized Dirichlet distributions (as previously discussed,
the Generalized Dirichlet distribution is not permutation invariant). In the special case
that αk = γk = α > 0 for all k = 1, . . . ,K, the property (B.2) implies that the distribution
(C.2) reduces to D(α). The result follows using the same argument as the one used for θ.
D. Proof of Lemma 2
From (12) we have that:
u,v| · · · ∝
r∏
i=1
θ(τ,u)ξi
s∏
j=1
w(τ,u,v)zj
K∏
k=1
uαk−1k
c+∏
`=1
vγ`−1`
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∝
K∏
k=1
θ(τ,u)
sk(ξ)
k
K∏
k=1
w(τ,u,v)
sk(z)
k
K∏
k=1
uαk−1k
c+∏
`=1
vγ`−1`
∝
K∏
k=1
τ−1usk(ξ)k
∏
k∈C0(c)
w(τ,u)
sk(z)
k
∏
k∈C1(c)
w(τ,u,v)
sk(z)
k
×
K∏
k=1
uαk−1k
c+∏
`=1
vγ`−1`
∝
K∏
k=1
u
sτk (ξ)
k
k∗∏
k=1
u
sτk (z)
k
K∏
k=k∗+1
vk−k∗ K∑
j=k∗+1
uj
sτk (z)
×
K∏
k=1
uαk−1k
c+∏
`=1
vγ`−1`
∝
k∗∏
k=1
u
αk+sτk (ξ)+sτk (z)−1
k
K∏
k=k∗+1
u
αk+sτk (ξ)−1
k
 K∑
j=k∗+1
uj

K∑
j=k∗+1
sτj (z)
(D.1)
×
c+∏
`=1
v
γ`+sτ`+k∗ (z)−1
`
The last expression yields to conditional independence of u and v. Moreover, it is straight-
forward to see that the full conditional distribution of v is the one defined in expression
(16). The easiest way to see that the conditional distribution of u is the one defined in
(15) is to evaluate the density function (B.1) with the parameters given in (15), make all
simplifications and then end up to the first row of last equation.
Finally, it is important to stress here the convenience of defining u in a way that the
set of Equally Expressed transcripts (C0) is followed by the set of Differentially Expressed
transcripts (C1), as well as the permutation of the indices as in Definition 2. Note that
the term corresponding to
∑K
j=k∗+1 uj in expression D.1 refers to the sum of weights of
the Differentially Expressed transcripts. If C1 would be a random subset of indices and
not the one corresponding to the last c+ = K − k∗ ones, then it would not be possible to
directly express the first line of D.1 as a member of the Generalized Dirichlet family, but
rather as a permutation of a Generalized Dirichlet distributed random variable.
E. Proof of Theorem 2
Let Ac = PK−1 ×Pc+−1 and also note that when c+ = 0 then Ac reduces to PK−1. From
Equation (12) and Lemma 2 we have that:
f(ξ, z|x,y, c) ∝
∫
Ac
H(u,v, ξ, z, c)dudv
r∏
i=1
fξi(xi)
s∏
j=1
fzj (yj), (E.1)
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where H(u,v, ξ, z, c) denotes the expression (D.1). Now recall that according to Lemma 2,
the full conditional distribution of u,v| . . . becomes a product of independent Generalized
Dirichlet and Dirichlet distributions. This means that
∫
Ac
H(u,v, ξ, z, c)dudv =
K−1∏
k=1
B(λk, βk)
c+∏
`=1
Γ(γ` + sτ`+k∗ (z))
Γ(
∑c+
`=1 γ` + sτ`+k∗ (z))
=
K−1∏
k=1
B(λk, βk)
∏
k∈C1
Γ(γτ−1k −k∗ + sk(z))
Γ(
∑
k∈C1 γτ−1k −k∗ + sk(z))
. (E.2)
Define β0 =
∑K
j=1 αj +r+s. Observe that βk+λk = βk−1 for all k 6= k∗+1. Now simplify
the product of Beta functions as follows:
K−1∏
k=1
B(λk, βk) =
K−1∏
k=1
Γ(λk)Γ(βk)
Γ(λk + βk)
=
(∏k∗
k=1 Γ(λk)
)
Γ(βk∗)
Γ(β0)
(∏K−1
k=k∗+1 Γ(λk)
)
Γ(βK−1)
Γ(βk∗+1 + λk∗+1)
=
Γ(βk∗)Γ(βK−1)
Γ(β0)Γ(βk∗+1 + λk∗+1)
K−1∏
k=1
Γ(λk).
Substituting λk and βk, k = 1, . . . ,K − 1, the last expression yields:
K−1∏
k=1
B(λk, βk) =
Γ
( ∑
k∈C1
ατ−1k + sk(ξ) + sk(z)
)
Γ(β0)Γ
( ∑
k∈C1
ατ−1k + sk(ξ)
)
×
∏
k∈C0
Γ(ατ−1k + sk(ξ) + sk(z))
∏
k∈C1
Γ(ατ−1k + sk(ξ)). (E.3)
Note here that Γ(β0) does not depend on ξ or z, hence substituting Equations (E.2), (E.3)
into (E.1) we obtain (17), as stated.
Next we proceed to deriving the distributions of ξi|ξ[−i], z,y, c and zj |z[−j], z,y, c, for
i = 1, . . . , r; j = 1, . . . , s. Let us focus first at the probability a specific read i = 1, . . . , r of
the first condition being assigned to a specific transcript k = 1, . . . ,K, given the allocations
of all remaining reads (ξ[−i], z) and the state vector (c). After discarding all irrelevant
terms from Equation (17) we obtain that:
f(ξi|ξ[−i], z, c,x) ∝
Γ
( ∑
t∈C1
ατ−1t + st(ξ) + st(z)
)
Γ
( ∑
t∈C1
ατ−1t + st(ξ)
) ∏
t∈C1
Γ(ατ−1t + st(ξ))
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×
∏
t∈C0
Γ(ατ−1t + st(ξ) + st(z))fξi(xi).
Now, notice that: st(ξ) = s
(i)
t (ξ) for t 6= k while sk(ξ) = s(i)k (ξ) + 1 and recall that
Γ(x+ 1) = xΓ(x). Hence, the last equation simplifies to:
P (ξi = k|ξ[−i], z, c,x) ∝

(ατ−1k + s
(i)
k (ξ) + sk(z))fk(xi), k ∈ C0∑
t∈C1
α
τ
−1
t
+s
(i)
t (ξ)+st(z)∑
t∈C1
α
τ
−1
t
+s
(i)
t (ξ)
(ατ−1k + s
(i)
k (ξ))fk(xi), k ∈ C1
which is Equation (18), as stated. Equation (19) is derived after following the similar
arguments for zj |z[−j], ξ,y.
F. Update of state vector in the rjMCMC sampler
In this section we introduce the reversible jump proposal for updating the state vector c
and v.
Birth move: Assume that the current state of the chain is
g := (c, τ,u,v,θ,w, ξ, z).
We propose to obtain a new state for the chain
g = (c, τ,u,v,θ,w, ξ, z)→ g′ = (c′, τ ′,u′,v′,θ′,w′, ξ′, z′),
by a birth type move. This will increase the number of differentially expressed transcripts:
either by one (if c+ > 2) or by two (if c+ = 0). At first, we choose a move of this specific
type with probability proportional to the number of elements in C0(c), that is, K − c+.
Then, if c+ > 2 we select at random an index k0 ∈ C0(c) which we propose to add to
C1(c). If c+ = 0 we select at random two indexes {k1, k2} ∈ C0(c) which we propose to
move to (the previously empty) C1(c). The probability of selecting such a move type is,
Pbirth(c→ c′) =

K−c+
K
1
K−c+ =
1
K , if 2 6 c+ 6 K − 1
K−0
K
1
(K2 )
= 2K(K−1) , if c+ = 0.
(F.1)
Moreover, define the corresponding death probability
Pdeath(c→ c′) =

c+
K
1
c+
= 1K , if 3 6 c+ 6 K
2
K , if c+ = 2.
(F.2)
If c+ = 0, assume without loss of generality that k1 < k2. Then, C1(c
′) = {k1, k2} and
C0(c
′) = {1, . . . ,K} − C1(c′). Now assume that c+ > 2. It is obvious that in this case
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c′k = ck for all k 6= k0 and c′k0 = 1. Moreover, the dead and alive subsets of the new state
is obtained by deleting k0 from C0(c) and adding it to C1(c). Let
j :=
∑
k∈C1(c)
I(k < k0) + 1 =
k0∑
k=1
ck + 1.
Then, the alive subset of the new state is
C1(c
′) =

{C1(c)}k, k < j
k0, k = j
{C1(c)}k−1, j < k 6 c+ + 1
(F.3)
and the dead subset will simply be C0(c
′) = {1, . . . ,K} −C1(c′). Finally, the new permu-
tation is defined as τ ′ = (C0(c′), C1(c′)).
Now, we have to propose the values of u′,v′. Recall that the dimension of u is always
constant, but the dimension of v′ will be increased by one. We consider them separately
in order to keep it as simple as possible. For u we propose to jump to a new state u′ which
arises deterministically as the corresponding permutation of its previous values. In order
to do this we just have to match the position of each element of τ ′ in τ . This means that
u′ = (τ−1τ ′)u = τ ′[(τ−1u)]. (F.4)
In order to construct a valid Metropolis-Hastings acceptance probability for the dimen-
sion changing move from v to v′, we should take into account the dimension matching
assumption of Green (1995). In our set up, this assumption states that the jump from
v → v′ should be done by producing one random variable that will bridge the dimensions,
that is:
v′ = h(v, δ),
where δ denotes a (univariate) random variable and h(·, ·) an invertible transformation. We
design this transformation following similar ideas from the standard birth and death moves
of Richardson and Green (1997), Papastamoulis and Iliopoulos (2009). Let δ ∼ fprop,
where fprop denotes the density function of a distribution with support (0, 1). Then, the
new parameter is obtained as
v′ = h(v, δ) :=

(
v1(1− δ), . . . , vj−1(1− δ), δ, vj+1(1− δ), . . . , vc+(1− δ)
)
, c+ > 2
(δ, 1− δ), c+ = 0
(F.5)
Finally, we have to compute the absolute value of the Jacobian of the transformation in
(F.5). Now, recall that v consists of c+− 1 independent elements, so the dimension of the
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Jacobian is c+ × c+ (and not (c+ + 1)× (c+ + 1)). Then, a routine calculation leads to:
|J(δ, c)| =
(1− δ)
c+−1, c+ > 2
1, c+ = 0
(F.6)
The new values of transcript expression θ′,w′ are as follows. By Equations (5) and
(F.4)
θ′ = τ ′−1u′ = τ ′−1τ ′[(τ−1u)]⇒ θ′ = θ, (F.7)
and applying Equation (6):
w′ = τ ′−1
{u′
τ ′−1k
: k ∈ C0(c′)},v′
∑
k∈C1(c′)
u′
τ ′−1k
 . (F.8)
Finally, we propose to reallocate all observations according to the new values θ′ and w′.
This is simply done by using the full conditional distributions of ξ′, z′. Let P (ξ′, z′|θ′,w′)
denote the probability of the allocations, according to the general form given in Equations
(13) and (14). Note here that such a reallocation it is not necessary, however it is suggested
because improves the acceptance rate of the proposed move.
Supplementary Lemma 1. The acceptance probability of the birth move is min{1, A(g, δ, g′)},
where
A(g, δ, g′) =
f(x,y, z′, ξ′|θ′,w′)P (ξ, z|θ,w)
f(x,y, z, ξ|θ,w)P (ξ′, z′|θ′,w′) (F.9)
× Pdeath(c
′ → c)P (c′)f(u′,v′|α,γ)|J(δ, c)|
Pbirth(c→ c′)fprop(δ)P (c)f(u,v|α,γ) .
Proof. See the acceptance probability in Green (1995).
Note that for the Jeffeys prior (2), (3) it holds that:
P (c′)
P (c)
=

pi
1−pi , c+ > 2
pi2
(1−pi)2 , c+ = 0.
Death move: A death proposal is the reverse move of a birth. Suppose that we
propose a transition
g = (c, τ,u,v,θ,w, ξ, z)→ g′ = (c′, τ ′,u′,v′,θ′,w′, ξ′, z′),
via a death move. At first we choose at random an element of the alive subset and propose
to move and paste it to the dead subset (in the case that the alive subset consists of only
two transcripts, then we essentially setting the alive subset to the empty set). This reduces
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the number of differentially expressed transcripts either by one (if c+ > 2) or by two (if
c+ = 2).
If c+ = 2 let C1(c) = {k1, k2} and v = (v1, v2), with v2 = 1 − v1. Then the random
variable that we have to produce during the reverse move is deterministically set to δ = v1,
and v′ = ∅. In any other case, assume that the chosen alive transcript index is k1, then
define
j :=
∑
k∈C0(c)
I(k < k1) + 1 =
k1∑
k=1
ck.
Then, the reverse transformation of (F.5) implies that
(v′, δ) = h−1(v) :=

{(
v1
1−vj , . . . ,
vj−1
1−vj ,
vj+1
1−vj , . . . ,
vc+
1−vj
)
, vj
}
, c+ > 2
vj , c+ = 0
(F.10)
Everything works in a reverse way compared to the birth move, so the acceptance proba-
bility of a death move is then simply given by min{1, A−1(g′, vj , g)}.
G. Update of state vector in the collapsed sampler
According to Equation (12), the conditional distribution of c is written as:
f(c|ξ, z, pi,x,y) ∝ f(ξ, z|c,x,y)f(c|pi)hc,
where f(c|pi) denotes the prior distribution of c defined in Equation (3), f(ξ, z|c,x,y) is
defined in Equation (17) of Theorem 2 and hc =
Γ(
∑c+
`=1 γ`)∏c+
`=1 Γ(γ`)
corresponds to the constant
term of the prior distribution for v. However, in order to fully update the state vector we
would have to compute this quantity for all c ∈ C, and this would be time consuming.
An alternative is to update two randomly selected indices, given the configuration of
remaining ones. Hence, if j1 and j2 denote two distinct transcript indices, then we perform
a Gibbs update to cj1,j2 |c−[j1,j2], ξ, z, pi,x,y. Let d =
∑
k 6=j1,j2 ck. Since c+ =
∑
k ck 6= 1,
we have to differentiate the subsequent procedure between the following cases: d = 0,
d = 1 and d > 1. If d = 0 then cj1,j2 ∈ {(1, 1), (0, 0)}. In case that d = 1 then cj1,j2 ∈
{(1, 1), (1, 0), (0, 1)}. Finally, if d > 1 then cj1,j2 ∈ {(1, 1), (0, 0), (1, 0), (0, 1)}. Hence, the
following full conditional distribution is derived:
P (cj1 = 1, cj2 = 1|c−[j1,j2], ξ, z, pi,x,y) ∝ f(ξ, z|c,x,y)pi2hc (G.1)
P (cj1 = 0, cj2 = 0|c−[j1,j2], ξ, z, pi,x,y) ∝
f(ξ, z|c,x,y)(1− pi)
2hc, d 6= 1
0, d = 1
(G.2)
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P (cj1 = 1, cj2 = 0|c−[j1,j2], ξ, z, pi,x,y) ∝
f(ξ, z|c,x,y)pi(1− pi)hc, d 6= 00, d = 0 (G.3)
P (cj1 = 0, cj2 = 1|c−[j1,j2], ξ, z, pi,x,y) ∝
f(ξ, z|c,x,y)(1− pi)pihc, d 6= 00, d = 0. (G.4)
Supplementary Lemma 2. The update of a randomly selected block of c in the col-
lapsed sampler:
(a) Select randomly two distinct indices {j1, j2} from the set {1, . . . ,K}
(b) Update cj1,j2 |c−[j1,j2], ξ, z, pi,x,y as detailed in Equations (G.1)–(G.4)
corresponds to a Metropolis-Hastings step in which the proposed state is always accepted.
Proof. Assume that the current state of the chain is g = (c, ξ, z, pi) and we propose
to move to state g′ = (c′, ξ, z, pi), where c′k = ck if k 6= j1, j2 and cj1,j2 is drawn from the
full conditional distribution. The proposal density in this case can be expressed as
P (g → g′) = 1(
K
2
)f(c′j1,j2 |c−[j1,j2], ξ, z, pi,x,y) ∝ 1(K
2
)f(c′, ξ, z, pi|x,y) = 1(
K
2
)f(g′|x,y).
The probability of proposing the reverse move (from g′ to g) equals to
P (g′ → g) = 1(
K
2
)f(cj1,j2 |c−[j1,j2], ξ, z, pi,x,y) ∝ 1(K
2
)f(c, ξ, z, pi|x,y) = 1(
K
2
)f(g|x,y).
Thus, the Metropolis-Hastings ratio for the transition g → g′ is expressed as
f(g′|x,y)P (g′ → g)
f(g|x,y)P (g → g′) =
f(g′|x,y) 1
(K2 )
f(g|x,y)
f(g|x,y) 1
(K2 )
f(g′|x,y) = 1.
H. Clustering of reads and transcripts
Let Q = (q)ij be a K ×K symmetric matrix. For i = 1, 2, . . . ,K and j = 1, . . . ,K let Nij
denotes the number of reads that map to both transcripts i and j. Define:
qij :=
1 if Nij > 00 otherwise.
Clearly, Q would be a diagonal matrix if all reads were uniquely mapped, but for real
datasets Q is a sparse and almost diagonal matrix. A typical graphic representation of Q
is illustrated in Figure 10 using a set of simulated reads from the Drosophila Melanogaster
transcriptome. Each pixel corresponds to a pair of transcripts that contain at least one
cjBitSeq 37
3440 3460 3480 3500 3520
34
40
34
60
34
80
35
00
35
20
transcript ID
tra
n
sc
rip
t I
D
Cluster 3461 (12 transcripts)
Cluster 3513 (3 transcripts)
Cluster 3479 (6 transcripts)
Cluster 3473 (1 transcript)
Fig. 10. Clusters of transcripts for a simulated set of 75 bp paired reads from the Drosophila tran-
scriptome, containing K = 28763 transcripts. For illustration purposes, only a subset consisting of
281 transcripts is shown and four clusters are emphasized using different colours. White colour
corresponds to Nij = 0 aligned reads to both transcripts i, j.
read aligned to both transcripts of the pair. If all reads were uniquely aligned, this figure
would consist only of the diagonal line and in this case each expressed transcript would
form its own cluster. Note that the white gaps on the diagonal line indicate non-expressed
transcripts. Many reads, however, map to more than one transcript resulting in clusters of
transcripts, as the red, cyan, blue and green ones in Figure ??. The number of transcripts
per cluster can have a wide range of values as displayed in Figure 11, but the majority
of clusters consist of a very small number of transcripts compared to their total number.
Next we formally define the notion of a cluster of transcripts.
Definition 3 (Associated transcripts). Transcript k1 is associated to transcript
k2 (k1 ↔ k2) if qk1k2 = 1 or if exists a subset of indices {i1, i2, . . . , im} ⊆ K := {1, . . . ,K},
m > 1, such that qk1i1 + qi1i2 + . . .+ qim−1im + qimk2 = m+ 1.
Definition 4 (Cluster of transcripts). The set of all associated transcripts of a
given transcript k ∈ K : ∑Ki=1Nik > 0: Ck := {j ∈ K : j ↔ k}, denotes the cluster of k.
Note that according to definition 4: k1 ↔ k2 ⇔ Ck1 = Ck2 . We uniquely label each cluster
by referring to its minimum index, as follows:
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Fig. 11. Frequencies (in log-scale) of the number of transcripts per cluster using paired-end reads
from the Drosophila Melanogaster transcriptome. Top and middle: (4489712) simulated reads,
bottom: (22571142) reads from real data.
Definition 5 (Cluster labels). The label of cluster Ck is defined as L`, with ` =
min{j ∈ Ck}. Conventionally, we set L0 := {k ∈ K : Ck = ∅}.
Let nc be the total number of clusters and assume that Kj is the number of transcripts
associated with cluster Lj . It holds that ∪j=1,...,ncLj = K and Li ∩ Lj = ∅ for i 6= j, that
is, {L0,L1, . . . ,Lnc} is a partition of K. Finally, let r(Lk) and s(Lk) be the number of
reads assigned to cluster Lk from the first and second condition, respectively.
Next, assume that the proposed method is applied separately to each cluster. This
would not lead to the same answer as the one with the full set of reads due to the fact
that now each transcript weight corresponds to the relative expression inside each cluster.
In order to ensure that the analysis will result to the same answer we should artificially
augment each cluster with an extra pseudo-transcript that will contain information of the
relative weight of each cluster. There are r(Lj) and s(Lj) reads from the first and second
condition, respectively, exclusively aligned to cluster Lj , j = 1, . . . , nc. Equivalently, there
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are r− r(Lj) and s− s(Lj) reads from the first and second condition, exclusively aligning
to the remaining clusters. Assume now that each cluster is augmented with an additional
pseudo-transcript containing all remaining reads from both conditions. We conventionally
set the label of the pseudo-transcript to Kj + 1. Given a set of reads from two biological
conditions aligned to the reference transcriptome, the pipeline of the algorithm is the
following.
• Partition the reference transcriptome and aligned reads into clusters.
• For each cluster j = 1, . . . , nc, containing Kj > 1 transcripts:
– augment the cluster by the remaining pseudo-transcript containing r−r(Lj) and
s− s(Lj) reads from the first and second condition, respectively.
– Run the rjMCMC or the collapsed sampler.
The following Lemma ensures that it is valid to apply this sampling scheme per clus-
ter in order to estimate the marginal posterior distribution of expression and differential
expression for the set of transcripts assigned to each cluster. Apparently, this is not equiv-
alent to simultaneously sampling from the joint posterior distribution of the whole tran-
scriptome, which is computationally prohibitive, however the estimation of the marginal
behaviour of each cluster is feasible and computationally efficient due to the dimension
reduction.
Supplementary Lemma 3. Let θ˜j := ({θj ; j ∈ Lj},
∑
k 6=Lj θk), w˜j := ({wj ; j ∈
Lj},
∑
k 6=Lj wk) denote the augmented transcript expressions for the first and second con-
dition respectively and c˜j := ({cj ; j ∈ Lj}, cKj+1), at cluster j = 1, . . . , nc. A priori
assume:
u˜j ∼ DKj
{αj ; j ∈ Lj},∑
k/∈Lj
αk
 (H.1)
v˜j |c˜j ∼ Dc˜+
(
γ1, . . . , γKj+1
)
. (H.2)
Then for each cluster j = 1, . . . , nc, the parallel rjMCMC or collapsed algorithm converge
to f(θ˜j , w˜j , c˜j |x,y) and f(c˜j |x,y), respectively.
Proof. The distribution (H.1) is derived by (9) by applying the aggregation property
of Dirichlet distribution, while distribution (H.2) is the same as (10) given c = c˜. Recall
that according to Definition 4 there are
∑r
i=1 I(zi = Kj + 1) = r− r(Lj) and
∑s
i=1 I(ξi =
Kj +1) = s−s(Lj) reads allocated to the component labelled as Kj +1 for cluster j. This
means that the update scheme:
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(a) Update allocation variables ξ˜j and z˜j and set sKj+1(ξ˜j) := r − r(Lj), sKj+1(z˜j) :=
s− s(Lj).
(b) Update free parameters u˜j and v˜j
(c) Update expression parameters θ˜j and w˜j
(d) Update state vector c˜j
updates the collapsed parameter vector:{θj ; j ∈ Lj}, ∑
k 6=Lj
θk
 ,
{wj ; j ∈ Lj}, ∑
k 6=Lj
wk
 , ({cj ; j ∈ Lj}, cKj+1)
using the full conditional distributions for steps 1, 2, 3 and the reversible jump acceptance
ratio in step 4 (in the case of rjMCMC sampler) or the random scan Gibbs step (in case
of collapsed Gibbs). Hence it converges to f(θ˜j , w˜j , c˜j |x,y).
Note that the previous result assumes a fixed prior probability of DE. In practice, the
prior probability of DE is a random variable, following the Jeffreys’ prior distribution.
Hence, the clustered sampling is equivalent to joint sampling only in case of fixed prior
probability of DE. But we have found that this has not any impact in practice since
according to our simulations the Jeffreys’ prior outperforms the fixed prior probability of
DE.
If the reads are sufficiently large, the clusters of transcripts are essentially genes (or
groups of genes). It should be clear that the number of clusters as well as the cluster with
the largest number of transcripts depends on the read length: if the read length is small,
there will be many reads that map to multiple genes and in such a case all of these reads
will form a very large cluster, as the one displayed in Figure 11 (middle) containing 1291
transcripts. The convergence of the MCMC algorithm for such clusters is questionable.
However, even in such cases the majority of transcripts and reads are still forming a large
number of small clusters. It is worth mentioning here that the large cluster is created by
a very small number of reads: in total there are 417709 reads belonging to this cluster.
However, the number of reads that actually map to more than ones genes is equal to 1474.
Hence, we could break the bonds of this large number of transcripts by simply discarding
or filtering out this small portion of reads.
I. Initialization, burn-in and number of MCMC iterations per cluster
After partitioning the reads and transcripts into clusters, the rjMCMC or collapsed sampler
is applied as previously discussed. For each run (MCMC per cluster), mcmcn independent
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chains are obtained using randomly selected initial values for parameters u and v, drawn
from (9) and (10). The first half of the chains is initialized from c+ = 0 (all transcripts are
equally expressed), while the reverse (all transcripts are differentially expressed) holds for
the initial state of the second half. The pseudo-transcript of each cluster (i.e. the mixture
component labelled as Kj + 1) is always initialized as differentially expressed. Given
c,u,v, the initial relative transcript expressions are computed according to (7) and (8).
Each chain runs for a fixed number of mcmcm iterations, following a pre-specified number
mcmcb of burn-in draws. The posterior means are estimated by averaging the ergodic
means across all chains, using a thinning of mcmct steps. The proposal distribution in the
reversible jump step is an equally weighted finite mixture of Beta distributions: fprop =
1
J
∑J
j=1 B(1, βj). All results reported are obtained using: mcmcn = 6, mcmcm = 5000,
mcmcb = 1000, mcmct = 5, J = 5 and {βj ; j = 1, . . . , 5} = {1, 10, 100, 250, 500}.
J. Comparison of samplers
In this section we compare the Reversible Jump and the Collapsed version of our method
as well we test the sensitivity of these samplers with respect to the prior probability of
Differential Expression. In particular, we compare the Jeffreys’ prior with a fixed prior
probability of DE at 0.05, 0.50 and 0.95. We also examine the acceptance rates of the
reversible jump proposal for updating the state vector c. Finally, a comparison between
the clusterwise and raw sampler is made. For this purpose we used a toy example with
relatively small number of reads and transcripts.
We simulated approximately 300000 reads per sample, which arise from a set ofK = 630
transcripts. The true values of the mixture weights used for the simulation are shown in
Figure 12. Almost half of transcripts are Differentially Expressed and they correspond
to the points that diverge from the identity line. The colour of each point corresponds
to the posterior probability of differential expression for each sampler using the Jeffreys’
prior distribution. The corresponding ROC curves for each sampler are shown in Figure
13, using also different prior distributions on the probability of differential expression. We
conclude that the rjMCMC sampler tends to achieve higher true positive rate and a larger
area under the curve. The achieved false discovery rates are shown at the second of 12.
Compared to their expected values (eFDR) we conclude that both samplers achieve to
control the False Discovery Rate at the desired levels, even when the prior favours DE
transcripts (0.95 prior).
We also examine the acceptance rate of the reversible jump proposal, shown in Figure
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Fig. 12. True log-relative expression values for the toy example. The colour corresponds to the
posterior probability of differential expression according to each sampler under the Jeffreys’ prior
(blue, green and red colors denote values close to 0, 0.5 and 1 respectively).
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Fig. 13. ROC curves (up) and power-to-achieved FDR (down) for the toy example using different
prior distribution on the probability of differential expression.
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Fig. 14. Reversible Jump proposal acceptance rates per cluster (after discarding the MCMC
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Fig. 15. Prior sensitivity of the rjMCMC (blue) and collapsed (orange) sampler. The main diagonal
contains scatterplots of the posterior probability of DE between the rjMCMC and collapsed sam-
plers for each prior distribution. The scatterplots of the same posterior probabilities for all possible
prior combinations per sampler is shown at the upper (rjMCMC) and lower (collapsed) diagonal.
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Fig. 16. Top: estimated autocorrelation function of the collapsed and rjMCMC algorithm for the
sampled values of log θ100. Bottom: Median of absolute autocorrelations for log θk; k = 1, . . . , 630.
14. Overall, there is a small acceptance rate of proposed moves and there is a notable
increase when the prior favours DE transcripts (0.95 or 0.99 prior). This mainly affects
clusters consisting exclusively of EE transcripts. This conservative behaviour of rjMCMC
sampler may indicates that the mixing of the algorithm is poor for the case of EE tran-
scripts.
Next, we compare the autocorrelation function between the two samplers when using
the Jeffrey’s prior distribution for the probability of DE. A typical behaviour is shown in
Figure 16 (top), displaying the autocorrelation function of log θk for a single transcript
(k = 100). In order to summarize the behaviour of autocorrelations across all K = 630
transcripts we have computed the median of absolute autocorrelations for all θk; k =
1, . . . ,K, as shown at the bottom of Figure 16. We conclude that the mixing of the
collapsed sampler is notably better.
Finally we perform a comparison between the raw sampler (that is, taking into account
the whole set of reads and transcripts) and the clusterwise one. For this reason we have
run the raw collapsed MCMC sampler with a fixed prior of DE (equal to 0.5) as well as the
Jeffrey’s prior. As shown in Figure 17 (first two rows), the raw MCMC sampler exhibits
very large autocorrelations compared to the clusterwise sampler (the autocorrelation func-
tion is nearly identical for both prior choices). The resulting estimates of DE and posterior
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Fig. 17. Comparison of the clusterwise and raw MCMC algorithm. First row: estimated autocorre-
lation function for the sampled values of log θ100. Second row: Median of absolute autocorrelations
for log θk; k = 1, . . . , 630. Third row: Comparison of estimated posterior means.
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Fig. 18. Logarithm of true relative expression levels for seven simulation scenarios, averaged
across the corresponding number of replicates.
means of transcript expression are shown in the third and fourth row of 17. Note that the
estimates of posterior probability of DE exhibit larger variability under the Jeffrey’s prior.
In both cases, the transcript expression estimates exhibit strong agreement. The number
of iterations of the raw sampler was set to 2000000, following a burn-in period of 200000
iterations. Such a large number of iterations in general will not be sufficient in cases that
the number of transcripts grows to typical values of RNA-seq datasets, hence running the
raw MCMC sampler becomes prohibitive in general cases.
K. Simulation study details
In the sequel, P and NB(µ, φ) denote the Poisson and Negative Binomial distributions
respectively, where for the latter the parameterization with mean equal to µ and variance
equal to µ+ µ2/φ is used, µ > 0, φ > 0. Finally, let RPK(A)jk and RPK
(B)
jk denote the rpk
values for transcript k at replicate j of condition A and B, respectively.
cjBitSeq 47
Scenario 1 (2 Poisson replicates per condition) Reads are simulated according to the
following generative process.
µk = 65, k = 1, . . . ,K, nd = 2g, g = 1000
{k1, . . . , k2g} : random sample of indices (without replacement) ⊆ {1, . . . ,K}
δ
(1)
k = 0.65, k = k1, . . . , kg
δ
(2)
k = 3.25, k = kg+1, . . . , k2g
(µ
(A)
k , µ
(B)
k ) =

(1, 1)µk, k 6= k1, . . . , knd(
1
δ
(1)
k
, 1
δ
(2)
k
)
µk k = k1, . . . , kg(
1
δ
(2)
k
, 1
δ
(1)
k
)
µk, k = kg+1, . . . , k2g
RPK
(A)
jk ∼ P(µ(A)k ), RPK(B)jk ∼ P(µ(B)k ), k = 1, . . . ,K, j = 1, 2.
The rpk values determined by this scenario used as input in Spanki and ≈ 2400000 reads
per replicate are simulated (≈ 9600000 reads in total). For non-differentially expressed
transcripts, rpk values are simulated from a Poisson distribution with mean equal to 65
for both replicates of each condition. Next, nd = 2000 differentially expressed transcripts
simulated with mean fold changes equal to µ
(A)
k /µ
(B)
k = 1/5, k = 1, . . . , g and µ
(A)
k /µ
(B)
k =
5, k = g + 1, . . . , 2g. More specifically, rpk values generated either from the P(20) or
P(100) distribution. The averaged relative log-expression based on the true values are
shown in Figure 18 and the points close to the identity line correspond to 26763 no-DE
transcripts. The rest 2000 points that are far away from the identity line correspond to
the DE transcripts. Apparently, this scenario corresponds to a clear cut case of separation
between DE and non-DE transcripts at the two conditions.
Scenario 2 (3 Negative Binomial replicates per condition) Reads are simulated according
to the following generative process.
µk ∼ U(0, 70), k = 1, . . . ,K, nd = 2g, g = 1000
{k1, . . . , k2g} : random sample of indices (without replacement) ⊆ {1, . . . ,K}
δk ∼ U(
√
3,
√
5), k = k1, . . . , kg
(µ
(A)
k , µ
(B)
k ) =

(1, 1)µk, k 6= k1, . . . , knd
(δk, 1/δk)µk, k = k1, . . . , kg
(1/δk, δk)µk, k = kg+1, . . . , k2g
RPK
(A)
jk ∼ NB(µ(A)k , 50), RPK(B)jk ∼ NB(µ(B)k , 50), k = 1, . . . ,K, j = 1, 2, 3.
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The rpk values determined by this scenario used as input in Spanki and ≈ 1335000 reads
per replicate are simulated (≈ 8010000 reads in total). For non-differentially expressed
transcripts, rpk values are simulated from the NB(65, 50) for all three replicates of each
condition. Next, nd = 2000 differentially expressed transcripts simulated with mean fold
changes varying in the µ
(A)
k /µ
(B)
k ∈ (3, 5), k = 1, . . . , g and µ(A)k /µ(B)k ∈ (1/5, 1/3), k =
g + 1, . . . , 2g. The averaged relative log-expression based on the true values are shown in
Figure 18 and the points close to the identity line correspond to 26763 no-DE transcripts.
The rest 2000 points correspond to the DE transcripts. Compared to Scenario 1, this case
exhibits less separation between DE and non-DE transcripts at the two conditions due to
(a) smaller fold changes, (b) increased replicate variability due to the Negative Binomial
distribution and (c) larger range of transcript expression values.
Scenario 3 (9 Negative Binomial replicates per condition) The generative process is the
same as Scenario 2 but with three times larger number of replicates per condition. In
total ≈ 24030000 reads simulated. The averaged relative log-expression based on the true
values are shown in Figure 18. Compared to Scenario 2, there should be more signal in the
data in order to detect changes in expression due to the increased number of replicates.
Scenario 4 (3 Negative Binomial replicates per condition, enhanced inter-replicate vari-
ance) The generative process and the number of simulated reads is the same as Scenario
2 but with larger levels of variability among replicates. In particular we set φ = 10, cor-
responding to five times larger variability compared to Scenario 2. The averaged relative
log-expression based on the true values are shown in Figure 18. Compared to Scenario 2,
there should be more uncertainty in the data in order to detect changes in expression due
to the increased number of replicates.
Scenario 5 (3 Negative Binomial replicates per condition, enhanced inter-replicate vari-
ance, smaller range for the mean) The generative process and the number of simulated
reads is the same as Scenario 4 but with more concentrated levels for the mean of true rpk
values among replicates. In particular, we set
µk = 60, k = 1, . . . ,K, nd = 2g, g = 1000
{k1, . . . , k2g} : random sample of indices (without replacement) ⊆ {1, . . . ,K}
δk ∼ U(
√
3,
√
5), k = k1, . . . , kg
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Note that the difference with Scenario 2 is that now µk has a constant value for all
k = 1, . . . ,K and that the selected value of φ results to five times higher dispersion. The
averaged relative log-expression based on the true values are shown in Figure 18. It is
obvious that now the range of relative expression values is smaller compared to Scenarios
2,3 and 4.
Scenario 6 (2 Poisson replicates per condition, small fold change) This is a revision of
Scenario 1 under a smaller fold change between DE and EE transcripts. In this case we
set δ
(
k1) = 65/80 and δ
(
k2) = 65/50, resulting to a fold change of 1.6 for DE transcripts
(instead of 5 as used at Scenario 1). As shown in Figure 18, the classification of DE and
EE transcripts is not obvious.
Scenario 7 (2 Poisson replicates per condition, unequal total number of reads) This is a
revised version of Scenario 1 under different sample sizes between the two conditions. Now
the first condition contains approximately 46% larger amount of data than the second one.
In particular, we simulated 2.81 and 1.93 million reads per replicate of the first and second
condition, respectively. However, the relative expression levels are the same as in Scenario
1, as shown at the first plot of Figure 18.
Figure 19 displays the correlation between the true configuration of DE and EE tran-
scripts and the estimated classification per method at the 0.05 level. Note that our col-
lapsed sampler is ranked as the best method on every scenario. Moreover, our rjMCMC
sampler is marginally the second best method. An interesting remark is that methods
that control the false discovery rate exhibit a similar pattern across different scenarios,
something that it is not the case for the standard BitSeq implementation. However note
the improvement of standard BitSeq performance when the number of replicates is larger
than two.
Figure 20 displays the ROC curves (left) and the true positive rate versus the achieved
false discovery rate for the rjMCMC and collapsed samplers. The continuous lines cor-
respond to the Jeffreys prior while the dashed lines correspond to a fixed probability of
DE (equal to 0.5). The results are essentially the same for most scenarios. A notable
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Fig. 19. φ-coefficient between ground truth of DE and EE transcripts and the inferred classifica-
tions per method at the 0.05 level, for each simulation scenario.
difference is observed at Scenario 6 where we conclude the superior performance of our
method under the Jeffreys prior.
L. Implementation of the algorithm
At first, the short reads (.fastq files) for each condition (A and B) are mapped to the refer-
ence transcriptome using Bowtie. The alignments (.sam files) are pre-processed using the
parseAlignment command of BitSeq in order to compute the alignment probabilities for
each read (.prob files). These files are used as the input of the proposed algorithm in order
to (a) compute the clusters of reads and transcripts and (b) run the MCMC algorithm for
each cluster. The output is a file containing the estimates of relative transcript expression
for each condition and the posterior probability of differential expression.
Assume that there are two replicates per sample consisting of paired-end reads: A1 1.fastq,
A1 2.fastq, A2 1.fastq and A2 2.fastq for sample A and B1 1.fastq, B1 2.fastq,
B2 1.fastq and B2 2.fastq for sample B. Denote by reference.fa the fasta file with
the transcriptome annotation. Let outputRJ and outputCollapsed denote the output di-
rectory of the rjMCMC and collapsed samplers, respectively. The following code describes
a typical implementation of the whole pipeline, assuming that all input files are in the
working directory (replace by the full paths otherwise).
# build bowtie2 indices and align reads
bowtie2-build -f reference.fa reference
bowtie2 -q -k 100 --no-mixed --no-discordant -x reference
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Fig. 20. ROC curves (left) and power - to achieved plots (right) per simulation scenario, using
different prior distribution on the probability of differential expression.
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Fig. 21. General work-flow of the algorithm.
-1 A1_1.fastq -2 A1_2.fastq -S A1.sam
bowtie2 -q -k 100 --no-mixed --no-discordant -x reference
-1 A2_1.fastq -2 A2_2.fastq -S A2.sam
bowtie2 -q -k 100 --no-mixed --no-discordant -x reference
-1 B1_1.fastq -2 B1_2.fastq -S B1.sam
bowtie2 -q -k 100 --no-mixed --no-discordant -x reference
-1 B2_1.fastq -2 B2_2.fastq -S B2.sam
# compute alignment probabilities with BitSeq
parseAlignment A1.sam -o A1.prob --trSeqFile reference.fa
--uniform
parseAlignment A2.sam -o A2.prob --trSeqFile reference.fa
--uniform
parseAlignment B1.sam -o B1.prob --trSeqFile reference.fa
--uniform
parseAlignment B2.sam -o B2.prob --trSeqFile reference.fa
--uniform
# compute clusters and apply the rjMCMC sampler
rjBitSeq outputRJ A1.prob A2.prob C B1.prob B2.prob
# compute clusters and apply the collapsed sampler
cjBitSeq outputCollapsed A1.prob A2.prob C B1.prob B2.prob
The output of the rjMCMC and collapsed samplers is written to outputRJ/estimates.txt
and outputCollapsed/estimates.txt, respectively. The overall work-flow is summarized
in Figure 21.
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Table 1. φ-coefficient between the resulting classi-
fications at the 0.05 level for HiSeq (lower diagonal)
and MiSeq (upper) data.
Method cuffdiff BitSeq EBSeq cjBitSeq
cuffdiff 1 0.43 0.32 0.32
BitSeq 0.64 1 0.58 0.59
EBSeq 0.52 0.61 1 0.70
cjBitSeq 0.56 0.63 0.75 1
Table 2. Approximate total number of reads (in millions) and run-time in hours for
each example.
dataset reads cufflinks BitSeq rsem/EBSeq rjMCMC collapsed
scenario 1 9.4 0.9 4.4 2.2 4.8 2.7
scenario 2 8.0 0.8 3.3 1.8 4.5 3.4
scenario 3 24.0 2.1 9.1 6.2 9.8 8.4
scenario 4 8.0 0.9 3.4 2.5 4.4 3.2
scenario 5 14.0 1.1 9.7 3.7 6.6 5.1
scenario 6 9.4 0.8 4.5 1.9 4.3 2.6
scenario 7 9.5 0.7 5.8 1.7 4.1 2.5
MiSeq 21.3 1.0 4.8 2.4 6.8 3.9
HiSeq 97.0 2.4 22.3 11.1 26.1 19.8
M. Additional tables and figures
Table 1 illustrates the correlation between the resulting classifications for the two real
datasets in Section 3.3. Table 2 reports the running time needed for our experiments
using 8 threads. The run-times reported for our method contains both cluster discovery
and MCMC sampling. It should be mentioned that a significant portion of the reported
run-times is allocated to the clustering part which is not optimized for speed (20%− 35%
and 40% − 45% for the rjMCMC and collapsed samplers, respectively). More details
regarding the computing time and memory usage demanded by our method are shown in
Figure 22.
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Fig. 22. Run time of the algorithm (left) and maximum virtual memory used (right) versus total
number of (mapped) reads corresponding to the collapsed algorithm using 12 cores.
