Abstract. In this paper, we are concerned with the nonrelativistic limit of the following pseudo-relativistic equation with Hartree nonlinearity or power type nonlinearity
The equation (1.1) is referred as the pseudo-relativistic nonlinear Schrödinger equation (NLS) (or nonlinear Hartree equation (NLH), respectively) when the nonlinearity is of the power-type (or the Hartree-type, respectively). Throughout the paper, we always assume that n ≥ 1 and 2 < p < 2n n−1
(we set 2n n−1 = ∞ when n = 1) for the power-type nonlinearity, which makes N (u) be H 1/2 (R n ) subcritical, while we assume that n = 3 when we refer N (u) to the Hartree nonlinearity.
This model is considered as a relativistic correction to the nonrelativistic counterpart, because by the Taylor series expansion of the symbol ∆ψ − N (ψ) (1.2) formally approximates the equation (1.1) in the nonrelativistic regime |p| = |ξ| ≪ mc.
Physically, the equation (1.1) is derived as a mean-field limit of a system of identical relativistic spin-0 bosons. It also provides a good approximation to the Bethe-Salpeter formalism [4, 33] . In particular, the dynamics of boson stars is described by the threedimensional pseudo-relativistic NLH, namely the boson star equation. We refer [8, 21, 22] for rigorous derivation and [14, 16] for the rate of convergence toward the mean-field limit.
Because of the theoretical and experimental importance of the object, the dynamical study on the boson star equation also has been received a great attention past years [10, 11, 12, 13, 17, 19, 32] . For consistency of the theory, an important question is whether the limit of a sequence of solutions to (1.1) as mc → ∞, called the nonrelativistic limit if it exists, indeed solves the nonrelativistic equation. This kind of problem has been investigated in various physical settings [1, 2, 9, 24, 25, 26, 27, 28, 29, 31, 35] . A particular interest is on the limit along special solutions such as ground state solutions [5, 9, 18] and scattering solutions [31] .
In this paper, we are concerned with the limiting procedure of ground states for the pseudo-relativistic equation (1.1) . To introduce the ground states, we insert a standing wave ansatz ψ(t, x) = e i µ t u(x) in (1.1) and (1.2) to have the time-independent pseudorelativistic NLS (or NLH)
and the time-independent nonrelativistic NLS (or NLH)
From here, we normalize the equations and assume that m = 1 2 , µ = 1 and c → ∞ for simplicity of the exposition. That is, we proceed with the pseudo-relativistic NLS (or NLH) of the form,
Indeed, the pseudo-relativistic equation is not scaling-invariant, so normalization may change the parameter c. However, since we take the nonrelativistic limit ( mc → ∞), it will not affect our main result. Now we state the notion of ground states and relevant results. In the nonrelativistic case, we associate the equation (1.7) with the functional 8) where p = 4 for the Hartree nonlinearity. Then, we say that a critical point u ∞ ∈ H 1 (R n ) of the functional I ∞ is a ground state to (1.4) if
where I ′ ∞ denotes the Fréchet derivative of I ∞ . Existence of such a ground state is a classical result, see Berestycki-Lions [3] for NLS, and Lieb [20] for NLH for instance. Its uniqueness and nondegeneracy are established by Kwong [15] for NLS, and Lenzmann [18] for NLH in three dimensions (n = 3). Similarly, in the pseudo-relativistic case, we define the functional by 9) whereû denotes the Fourier transform of u and p is again chosen to be 4 for the Hartree nonlinearity. Note that I c is continuously differentiable on H 1/2 (R n ) and its critical points are weak solutions of (1.3) and vice versa. We again say a critical point u c ∈ H 1/2 (R n ) of the functional I c is a ground state to (1.3) if it satisfies
Such a ground state is known to exist in [22] for NLH and Choi-Seok [5] for NLS. See also [7, 34, 30] . The uniqueness of a ground state for NLH is shown by Lenzmann in [18] when the parameter c is sufficiently large by taking advantage of the nondegeneracy of the ground state of the nonrelativistic NLH, which is proved by himself in [18] as mentioned earlier.
One also can deduce the uniqueness of a ground state for NLS at least for large c from the nondegeneracy of a ground state of nonrelativistic NLS. By using the strong maximum principle, it can be shown that both pseudo-relativistic and nonrelativistic ground states have only one sign so we may assume they are strictly positive. Therefore, with abuse of notation, we omit the absolute value sign in the nonlinear term:
(power-type nonlinearity).
(1.10)
Concerning the nonrelativistic limit, by Lenzmann [18] for NLH and by Choi-Seok [5] for NLS, it is proved that a family of ground states of (1.3) converges to the ground state of (1.4). The exact statement is as the following. Theorem 1.1 (H 1 convergence [5, 18] ). Suppose that n = 3 for NLH and 2 < p < 2n n−1 , n ≥ 1 for NLS. Then, for each c ≥ 1, a positive radially symmetric ground state solution u c of (1.5) belongs to H 1 (R n ). Moreover, the sequence {u c } c≥1 converges to the unique positive radially symmetric ground state solution u ∞ of (1.7) as c → ∞ in the sense that
Remark 1.2. In fact, the existence of a ground state and its H 1 convergence for NLS are proved in [5] only when n ≥ 2. One can however obtain ground states for n = 1 by arguing similarly to [5] but adopting the concentration compactness argument [23] instead of using compact embedding H
, which is not true when n = 1. Here, H 1/2 r (R n ) denotes the set of all radial functions in H 1/2 (R n ).
1.2. Statement of the main result. In this paper, we further exploit the nonrelativistic limit of a pseudo-relativistic ground state in the earlier works by Lenzmann [18] and Choi and Seok [5] . Precisely, we find the explicit convergence rate of ground states, in terms of c > 1, in an arbitrarily high order Sobolev norm. In addition, we show that this rate is optimal.
Namely, the main result of this paper is as follows. Theorem 1.3 (Nonrelativistic limit for NLS/NLH). Suppose that n = 3 for NLH and n ≥ 1, p ∈ (2, 2n n−1 ) ∩ N for NLS. Let u c be a positive radially symmetric ground state of (1.5), and let u ∞ be the unique positive radially symmetric ground state of (1.7). Then u c belongs to H s (R n ) for every s ≥ 1, and moreover there exist positive constants A and
where A and B depend only on s for the Hartree nonlinearity and s, n, p for the power-type nonlinearity.
Remark 1.4.
(1) Scaling back to the original equations (1.3) and (1.4), we obtain the optimal O(( mc ) −2 ) rate of convergence to the non-relativistic ground state.
(2) The power-type nonlinearity u p−1 admits integer powers in the following cases: n = 1 and p ≥ 3 is integer, n = 2 and p = 3.
(1.12) (3) In the statement of our main theorem, the NLS with fractional power nonlinearity is excluded, because in this case, even the limit u ∞ is not known to be contained in a higher order Sobolev space H s due to the lack of differentiability of u p−1 .
We report without a proof that when p is fractional, it is possible to obtain the H 2 (R n ) convergence with a weaker O(1/c) rate by a simple modification of the proof of Theorem 1.3.
To the best of authors' knowledge, Theorem 1.3 seems the first result showing the explicit convergence rates in a high Sobolev norm for the nonrelativistic limit of ground states. For achieving this, more refined information on the ground state of the limit equation (1.7) is required. Namely, we exploit carefully the non-degeneracy of the limit solution u ∞ of problem (1.7). We recall that a solution u ∞ ∈ H 1 r (R n ) of (1.4) is said to be non-degenerate in radial class if the linearized equation of (1.4) at u ∞ ,
only admits the trivial solution φ = 0 on the class H 1 r (R n ). This says that the second eigenvalue of the linearized operator L u∞ is strictly positive so there exists a small constant c > 0 satisfying
We will see that this inequality provides with a crucial estimate for proving our main theorem.
Our proof is rather systematic, and it does not depend highly on the structure of the equation (1.5). Instead, it relies only on sub-criticality of the equations (for a high Sobolev norm convergence) and non-degeneracy of the ground state solution to the limiting equation (for the rate of convergence). We believe that it can be easily adapted to other physical models.
1.3. Organization of the paper. In Section 2, as a preliminary, we prove the iterated nonlinear estimates (Proposition 2.1 and 2.3) to handle the H 1/2 -subcritical nonlinearities. In Section 3, we apply the iterated estimates to obtain a high Sobolev norm uniform bound on the pseudo-relativistic ground state u c (Proposition 3.2). In Section 4, we prove the sharp upper and lower estimates for the nonrelativistic limit in the space H 1 (R n ). The convergence norm is improved in Section 5 to the Sobolev space of any order. In the appendices, for the reader's convenience, we summarize the basic properties of the Lorentz spaces and the fractional Leibniz rule.
Notation. We shall use the notation A B (resp., A B) when A ≤ CB (resp., A ≥ CB) holds with a constant C > 1 not depending on the parameter c > 1. Also, we shall denote A ∼ B if both A B and A B hold. 
Iterated nonlinear estimates
We prove the iterated multi-linear estimates in the Sobolev space H s , where H s is the Sobolev space with the norm
For the Hartree nonlinearity, we show the following iterated trilinear estimates.
Proposition 2.1 (Iterated estimate for the Hartree nonlinearity). There exists a strictly increasing sequence {s 0 } ∞ k=1 , with s 0 = 1 2 and s k → ∞, such that
The proposition is immediately deduced from the elementary trilinear estimate with
Lemma 2.2 (Trilinear estimate for the Hartree nonlinearity).
Proof. By the fractional Leibniz rule, we get
By the Hölder and Sobolev inequalities in the Lorentz spaces,
and
where in the first inequality, we used the Hardy-Littlewood-Sobolev inequality. Therefore, we obtain the trilinear estimate in the lemma.
We prove an analogous iterated estimate for the integer-power nonlinearity.
Proposition 2.3 (Iterated estimate for the integer-power nonlinearity).
Suppose that p ∈ (2, 2n n−1 ) is an integer. Then, there exists a strictly increasing sequence {s 0 } ∞ k=1 , with
As in the proof of Proposition 2.1, we show the proposition using the multi-linear estimates.
Lemma 2.4 (Multi-linear estimates for the power-type nonlinearity). Suppose that p ∈ (2,
(ii) For any small ǫ > 0,
Proof. We prove the lemma using the Sobolev and Hölder inequalities and the fractional Leibniz rule as in the proof of Lemma 2.2.
≤ 0, by fractional Leibniz rule,
Here, we used that
For (ii), by the fractional Leibniz rule and the Sobolev embedding
Proof of Proposition 2.3. We define s 1 , · · · , s K by the recursive formula
A uniform higher Sobolev norm bound on the ground state
We denote by u c a ground state solution to the pseudo-relativistic NLS (or NLH),
where P c (D) = −c 2 ∆ + 2 + 1 and the nonlinearity is given by (1.10). We recall that the ground state u c is uniformly bounded in H 1/2 . See Lemma 3 in Lenzmann [18] for NLH and Lemma 5.2 in Choi-Seok [5] for NLS with n ≥ 2. Arguing similarly to [5] , this still holds for NLS with n = 1.
The purpose of this section is to show that the low Sobolev norm uniform bound in Lemma 3.1 can be upgraded to a higher Sobolev norm uniform bound. Proposition 3.2 improves the H 1 -uniform bound for NLH in [18] and that for NLS in [5] . Although we believe that this can be obtained by further developing the method employed in [18, 5] , we shall not follow this approach. Instead, we pay attention to a key observation that the symbol of the linear part of the equation has a uniform lower bound (Lemma 3.3), and therefore we may apply a rather general elliptic regularity theorem (Theorem 3.5) for the desired high Sobolev norm bound. We found that this approach is algebraically simpler in particular when s is large. This symbol obeys a uniform lower bound of order 1. Lemma 3.3 (Uniform lower bound on the symbol P c ). There exists a constant K > 0 such that
Proof. Factoring out c 4
4 from the square root term in the symbol, we write
where
By the first degree Taylor expansion, if 0 ≤ t ≤ 4, then
Hence, if |ξ| ≤ c, then
On the other hand, if |ξ| ≥ c, then we have 1. However, rigorously, these formal inequalities make sense only as an operator on the L 2 -based Sobolev space H s . Indeed, the symbol ξ Pc(ξ) is not a Mikhlin multiplier, because the derivative of the symbol ξ Pc(ξ) is not bounded uniformly in c ≥ 1. Thus, it is not necessary that
3.2. Elliptic regularity. Now we consider a general class of nonlinear elliptic equations of the form
where u : R n → R, the differential operator P (D) is the multiplier operator with the symbol P : R n → R, i.e.,
and the nonlinear term is given by (1.10).
The following theorem asserts that an H 1/2 -solution to (3.1) can be upgraded to an H s -solution for any s ≥ 1 2 , and moreover its higher Sobolev norm bound depends only on the order and the H 1/2 Sobolev norm bound.
Theorem 3.5 (Elliptic regularity). Suppose that
Let u be a solution of (3.1) satisfying
Then,
where the constant C s depend only on s, n, B, K (and p).
Proof. By interpolation, it suffices to show that there exists a sequence {s k } ∞ k=0 , with s 0 = 1 2 and s k → ∞, such that (3.3) holds for s = s k . Indeed, if the sequence {s k } ∞ k=0 is taken from Proposition 2.1 (resp., 2.3) for the Hartree nonlinearity (resp., the integerpower nonlinearity), then
(by Proposition 2.3), depending on the nonlinearity. Iterating this inequality from s 0 = 1 2 , we complete the proof.
Proof of Proposition 3.2.
Since the set of symbols {P c } c≥1 enjoys the uniform lower bound as in Lemma 3.3, we may apply Theorem 3.5 to obtain the desired uniform high Sobolev norm bound.
The sharp convergence rate
We denote by u ∞ ∈ H 1 (R n ) the positive radial ground state solution to
and let u c ∈ H 1 (R n ) be a family of positive radial ground state solutions to
In this section, we obtain the optimal O( 1 c 2 )-rate convergence of u c to the nonrelativistic limit u ∞ in the H 1 (R n ) space.
Proposition 4.1 (Rate of convergence).
Assume that the nonlinearity N (u) is either of the Hartree-type or of the power-type |u| p−2 u with p ∈ (2,
The key ingredient of the proof of Proposition 4.1 is the non-degeneracy of the linearized operator
for radial functions. Here the mapping N ′ (u ∞ ) :
Lemma 4.2 (Non-degeneracy [15, 18] ). There exists a small d > 0 such that
Proof of Proposition 4.1. For the difference w := u c − u ∞ , we do algebraic manipulations with the equations for u c and u ∞ ,
Taking out the first degree Taylor approximation from
Then, moving the second integral to the left,
is the linearized operator around the ground state u ∞ . For both nonlinearities,
where p = 4 for the Hartree nonlinearity. For the first integral on the right hand side of (4.4), by Cauchy-Schwartz,
We claim that
Indeed, by the Plancherel theorem and the high Sobolev norm uniform bound (Proposition 3.2),
Thus, by the claim (4.6), we prove that
For the second integral on the right hand side of (4.4), by the Hölder and Sobolev inequalities,
where p = 4 for the Hartree nonlinearity. We claim that
Indeed, for the polynomial nonlinearity, by the Hölder and Sobolev inequalities,
. On the other hand, for the Hartree nonlinearity, we have
To estimate this, we use the Hardy-Littlewood-Sobolev inequality with the Sobolev embedding to find the following estimate
By applying this inequality to (4.9), we prove the claim for the Hartree nonlinearity,
. Therefore, by the claim (4.8), we obtain
In order to get rid of −∆v + v, we take the L 2 (R n )-inner product of the equation against u ∞ , then
where in the last identity, we used the equation for u ∞ . Hence, 13) where in the third identity, we used the equation for u c . For the first integral in (4.13), we apply (4.6) to get
For the second integral, we use (4.5) and orthogonality of u ∞ and v,
By Hölder inequality and (4.8), the last integral in (4.13) is bounded by
Collecting all, we prove that
Finally, going back to (4.12), we conclude that 
for any c > 1 large enough.
Proof. Let w = u c − u ∞ and we write (4.2) as
Rearranging this with (4.1), we find that
Multiplying both sides by u ∞ and integrating over R n , we get
We now proceed to obtain upper and lower bounds in the above for the proof. First, we shall find a lower bound of A. By the Plancherel theorem,
Notice that for ξ ∈ R n ,
In addition, a Taylor expansion shows that for |ξ| ≤ 1,
provided c > 1 is large enough. Therefore, we have
On the other hand, using the estimates in the proof of Proposition 4.1 and (4.15), we deduce
Combining this estimate with (4.16), we finally get
with a constant D > 0 independent of large c > 1. The proof is finished.
High Sobolev norm convergence from a low Sobolev norm convergence
We prove that the convergence of the pseudo-relativistic ground state in a low Sobolev norm implies that in a high Sobolev norm.
Proposition 5.1 (High Sobolev norm convergence from a low Sobolev norm convergence).
Proof.
Step 1. (Setup of the proof ) Using the equations for u c and u ∞ , we decompose the difference u c − u ∞ into the two parts:
Note that the first term P c (D) −1 (N (u c )−N (u ∞ )), which is the main term, has lower order (in differentiability) than u c − u ∞ . We will use this fact to upgrade the regularity. The remainder ( =: I + II.
Step 2. (Estimate on I) For the Hartree nonlinearity, we write
Then, by Proposition 2.1 and 3.2,
For the integer-power nonlinearity, we write Then, by Proposition 2.3 and 3.2,
Step Thus,
Step 4. (Conclusion) In summary, we proved that
Hence, iterating from s 0 = 1 2 , we obtain (5.1) for all s = s k . Therefore, by interpolation, we conclude that (5.1) holds for all s ≥ (ii) (Endpoint cases)
Proof. By the Hölder inequality, we prove the second inequality in the endpoint cases,
(A.9) Then, the first endpoint case inequality follows from the dual characterization and (i) follows from the interpolation theorem.
Appendix B. Fractional Leibniz rule
The fractional Leibniz rule is a useful tool in estimating nonlinear terms.
Theorem B.1 (Fractional Leibniz rule [6] ). Suppose that s > 0, 1 < r, q 1 , p 2 < ∞, 1 < p 1 , q 2 ≤ ∞ and
. Then,
Remark B.2. Theorem B.1 is a simple extension of the original version in Chirst-Weinstein [6, Proposition 3.3] , where it is assumed that n = 1, 0 < s < 1 and 1 < p 1 , q 1 , p 2 , q 2 < ∞. Indeed, their proof works for all n ≥ 1 and s > 0 with no change. Furthermore, one can include the case p 1 = q 2 = ∞ using the boundedness of the maximal function, M f L ∞ f L ∞ , in the very last step of the proof.
