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a b s t r a c t
Some explicit closed-form solutions of homogeneous and nonhomogeneous Sylvester-
conjugate matrix equations are provided in this paper. One of the solutions is expressed
in terms of controllability matrices and observability matrices. The proposed approach
does not require all the coefficient matrices to be in any canonical forms and the
solutions provide a significant degree of freedom which is represented by an arbitrarily
chosen parameter matrix. By specifying the solutions of the homogeneous Sylvester-
conjugate equation, some new expressions of the solutions of the normal Sylvester, normal
Sylvester-conjugate and Sylvester equations are given. This fact reveals that the Sylveter-
conjugatematrix equations are amore general class of somepreviously investigatedmatrix
equations.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The normal Sylvestermatrix equation XF−AX = C is often encountered in the fields of control theory and linear algebra,
for instance, in the solution of certain ordinary differential equations [1] and in the construction of Luenberger observers [2].
A special case of the normal Sylvestermatrix equation is thewell-known Lyapunovmatrix equation XAT+AX = Q . It plays a
very important role in the stability analysis of continuous time linear systems [3], in the design of optimal control systems [4],
in the evaluation of the steady-state covariance of stochastic linear systems [5], in the sign definiteness analysis of forms [6],
and so on. Due to their wide applications, these two classes of equations have attracted much attention, and there have
been many results on the existence, uniqueness and properties of solutions to those equations. A very direct approach to
investigating existence and uniqueness of solutions is to formulate them into an equivalent matrix-vector equation via
Kronecker product. In 1952, Roth proposed [7] the well-known Roth’s removal rule on existence of a solution to the normal
Sylvester equation XF−AX = C . This rule says that thismatrix equation has a solution if and only if two partitionedmatrices
associated with A, F and C are similar, or equivalently, two polynomial matrices related to A, F and C are equivalent. Roth’s
rule represented by equivalence of polynomial matrices was later extended to a very general case in [8]. In addition, it was
shown in [9] that the normal Sylvester equation has a unique solution if and only if matrices A and F have no common
eigenvalues.
On the numerical solutions to the normal Sylvester and Lyapunov matrix equations, there have been a number of results
reported in the literature over the past 30 years. The Bartels–Stewart method [10] may be the first numerically stable
approach to systematically solving small-to-medium scale Sylvester and Lyapunov equations. The basic idea of this method
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is to apply the Schur decomposition to transform the equation into a triangular system which can be solved efficiently
by forward or backward substitutions. To save computation time, Bartels–Stewart method was extended in [11] to treat
the adjoint equations. In [12,13], the backward stability analysis and backward error analysis of Bartels–Stewart algorithm
were given. In [14], three columnwise direct solver schemes were proposed by modifying the Bartels–Stewart algorithm.
Considering that the solution of the Lyapunov equation is at least semidefinite, Hammarling [15] found an ingenuous way
to compute the Cholesky factor of X directly. The basic idea is to apply triangular structure to solve the equation iteratively.
By constructing a new rank-1 updating scheme, an improved Hammarling method was proposed in [14] to accommodate a
more general case of Lyapunov equations. In [16], the so-called Hessenberg–Schur algorithm was proposed for the normal
Sylvester matrix equation. Like the Bertels–Stewart and Hammarling algorithms, the Hessenberg–Schur method is also
an example of a transformation method. Different from the Bertels–Stewart algorithm, the Hessenberg–Schur algorithm
only requires the matrix A to be reduced to Hessenberg form. In [17], by using a dimension-reduced method an algorithm
was proposed to solve the Lyapunov equation in controllable canonical forms. Very recently, a gradient based and a least-
squares based iterative algorithmswere presented in [18] to solve the normal Sylvester equation by applying the hierarchical
identification principle. Differently from the above-mentionedmethods, this method does not need to transform the known
matrices into any special forms.
For explicit solutions to the normal Sylvester matrix equation, perhaps the earliest result may be the one in the form of
finite double matrix series for the case of both A and F being of Jordan forms in [19]. In [20], two explicit solutions were
established in terms of principle idempotents and nilpotence of the coefficient matrices. In [21], explicit general solutions
were given by using the notations of eigenprojections. In [22], an infinite series representation of the unique solution
was established by converting it into a discrete-time Lyapunov-like matrix equation. When the coefficient matrices are
not in any canonical forms, explicit solutions in the form of X = MN−1 were established in the literature, for example,
[9,23–25]. In [9,23,25], thematrixN is the value of the eigenpolynomial ofA at F , while in [24] it is the value of an annihilating
polynomial of A at F . In [9], the solution was obtained by applying Cayley–Hamilton theorem and M is expressed as the
sum of a group of matrices which can be iteratively derived in terms of the coefficient matrices. In [23], the solution was
derived based on a Bezout identity related to themutual primeness of two polynomials, and theM was given in terms of the
coefficient matrices of adj(sI − A). In [25], the solution was established with the help of Kronecker maps [26], and M was
represented by the controllability and observability matrices. In [24], the solution was constructed based on the similarity
of two partitioned matrices, and M was provided by a finite double series form associated with the coefficient matrices.
In addition, by applying the Faddeev iterative sequence a finite double series solution was also derived in [27]. In [28], a
closed-form finite series representation of the unique solution was developed. In this solution, some coefficients are closely
related to the companionmatrices of the characteristic polynomials of matrices A and F . By applying spectral theory, in [22]
the unique solution was also expressed by a contour integration on resolvents of A and F .
For explicit solutions to the Lyapunov equation, an infinite series representations of the unique solution was also given
in [29] by converting it into a Stein equation. In [30,31], simple algorithms were proposed for a closed-form solution to the
Lyapunov equation in controllable canonical forms by using the Roth array and Routh table, respectively. In [32], a solution
was provided for A being a companion matrix. In [33], an explicit formula for the solution to the Lyapunov equation was
given by using the finite sum representation of the matrix exponential function.
In matrix algebra, the matrix equation XF − AX = C , where X denotes the matrix obtained by taking the complex
conjugate of each element of X , has also attracted considerable efforts. For convenience, this equation will be referred to
as the normal Sylvester-conjugate matrix equation. In [34,35], a necessary and sufficient condition for the existence of a
solution to the normal Sylvester-conjugate equation was established by the consimilarity [36] of two partitioned matrices
related to A, F and C . The general solution to the corresponding homogeneous equation XF − AX = 0 was given in [35],
where it was noted that any solution to the normal Sylvester-conjugate equation can be written as a particular solution plus
a complementary solution to the homogeneous equation. In [37], the solution was obtained in the case where the matrices
A and F are both in consimilarity Jordan form. Very recently, in [25] explicit solutions expressed by original coefficient
matrices were established with the help of a real representation [38] of a complex matrix based on the proposed solution
to the normal Sylvester equation.
The Sylvester matrix equation AX + BY = XF with X and Y being the undetermined matrices plays a very vital role
in control systems design, such as eigenstructure assignment [39,40], pole assignment [41,42] and observer design [43].
There have been many numerical algorithms to solve the Sylvester equation. In [44], an iterative method was proposed
based on Hessenberg decomposition. A parallel/high performance algorithm was given in [45]. In [46], a new algorithm
was established by generalizing Arnoldi algorithm. In [47], a block algorithm was established based on the solution to
the normal Sylvester equation and the orthogonal reduction to the matrices with lower dimensions. However, for several
applications it is important to obtain symbolic solutions of such equations. For example, in robust pole assignment problem
one encounters optimization problems in which the criterion function can be expressed in terms of the solutions to a
Sylvestermatrix equation [48].When F is in Jordan form, an attractive analytical and restriction-free solutionwas presented
in [49]. Reference [50] proposes two solutions to the Sylvestermatrix equation for the case that thematrix F is in Jordan form.
To obtain the explicit solution given in [50], one needs to carry out a right coprime factorization or a series of singular value
decompositions. When the matrix F is in companion form, an explicit solution expressed by a Hankel matrix, a symmetric
operator and a controllability matrix was established in [51]. In many applications, for example, model reference control,
the matrix F in the Sylvester equation is in an arbitrary form. Therefore, it is useful and interesting to give complete and
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explicit solutions by using the generalmatrix F itself directly. For such a case, a finite series solution to the Sylvester equation
was proposed in [52]. Some equivalent forms of such a solution were also provided in this paper. Recently, a more general
matrix equation—the so-called Sylvester-polynomialmatrix equationwas investigated in [53]. This class ofmatrix equations
include the Sylvester matrix equation as its special case. In [53], a complete parametric solution was given with the aid of
the so-called Kroneckermaps. It should be pointed out that, many othermatrix equations have also receivedmuch attention
since they play vital roles in many fields, such as the problems of boundary values, neutral difference equations. Interested
readers can further refer to [54–57].
In this paper, we consider the equation AX + BY = XF with X and Y being unknown. Similarly, it will be referred to as
the Sylvester-conjugate matrix equation for the sake of convenience. Obviously, if the known matrices and the unknown
matrices are all real, the Sylvester-conjugate equation becomes the Sylvester one. If the matrix B is chosen to be the identity
matrix, and the unknown matrix Y is fixed to be −C , the Sylvester and Sylvester-conjugate matrix equations become the
normal Sylvester and normal Sylvester-conjugate equations, respectively. Due to these reasons, one aim of this paper is
to show that the above-mentioned normal Sylvester, normal Sylvester-conjugate and Sylveter matrix equations can be all
solved in the unified framework of Sylvester-conjugate matrix equations. We firstly give some explicit general solutions to
the Sylvester-conjugatematrix equation. One of these solutions is expressed in terms of the controllability and observability
matrices. The established solutions offer a significant degree of freedomwhich is represented by a free parameter matrix Z .
Another feature of the approach is that thematrix F appears explicitly in the solution, and this feature allows thematrix F to
be undetermined. By specifying the obtained solutions to the Sylvester-conjugatematrix equation, some new expressions of
the solutions to the normal Sylvester, normal Sylvester-conjugate and Sylvester matrix equations are obtained. Finally, the
nonhomogeneous Sylvester-conjugatematrix equation AX+BY = XF+R is also investigated, and some explicit expressions
of the general solutions are also provided.
Throughout this paper, Cm×n[s] (Rm×n[s], respectively) is used to represent the set of allm× n dimensional polynomial
matrices with respect to the symbol swith complex (real, respectively) coefficient matrices. For two integersm ≤ n, I[m, n]
represents the set {m,m+ 1, . . . , n}. We use det(A), AT, A, trace(A), adj(A) and fA(s) to denote the determinant, the
transpose, the conjugate, the trace, the adjoint and the characteristic polynomial of the matrix A, respectively, and use λ(A)
to denote the set of eigenvalues of A. For A ∈ Cn×n, B ∈ Cn×r , and C ∈ Cm×n, we have the following notations associated
with these matrices:
Ctrk(A, B) =
[
B AB · · · Ak−1B] ,
Ctr(A, B) = Ctrn(A, B),
Obsk(A, C) =
 CCA· · ·
CAk−1
 .
Obviously, Ctr(A, B) is the controllabilitymatrix associatedwith thematrix pair (A, B) ,Obsn(A, C) is the observabilitymatrix
associated with the matrix pair (A, C). For a polynomial matrix T (s) =∑ϕi=0 Tisi, we denote
St(T (s)) =

T1 T2 T3 · · · Tt
T2 T3 . .
.
Tt
T3 . .
.
. .
.
· · · . ..
Tt
 ,
where Ti = 0 for any i > ϕ.
2. Homogeneous Sylvester-conjugate matrix equations
In this section, we consider the solutions to the following homogeneous Sylvester-conjugate matrix equation
AX + BY = XF (2.1)
with A ∈ Cn×n, B ∈ Cn×r and F ∈ Cp×p being known matrices. Firstly, we give a result on the degrees of freedom in the
solution (X, Y ) to this matrix equation. In order to obtain the result, we need the following lemma.
Lemma 1 ([35,37]). Given matrices A ∈ Cn×n and F ∈ Cp×p, the matrix equation
XF − AX = C (2.2)
has a unique solution for any C ∈ Cn×p if and only if λ(AA) ∩ λ(FF) = ∅.
Based on this lemma, it is known that the matrix equation (2.1) has a unique solution X with respect to an arbitrary fixed
matrix Y if the matrices AA and FF have no common eigenvalues. Therefore, when λ(AA) ∩ λ(FF) = ∅, the degrees of
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freedom in the solution (X, Y ) to the matrix equation (2.1) are equal to the number of elements in the matrix Y , that is, rp.
Such a fact can be expressed as the following lemma.
Lemma 2. Given matrices A ∈ Cn×n, B ∈ Cn×r and F ∈ Cp×p, if λ(AA)∩λ(FF) = ∅, then the degrees of freedom in the solution
(X, Y ) to the homogeneous Sylvester-conjugate matrix equation (2.1) are rp.
Now we are in a position to give a basic solution to the homogeneous Sylvester-conjugate matrix equation (2.1).
Theorem 1. Given matrices A ∈ Cn×n, B ∈ Cn×r and F ∈ Cp×p, suppose that λ(AA) ∩ λ(FF) = ∅. Let
det(sI − AA) = fAA(s) =
n∑
i=0
αisi, αn = 1,
adj(sI − AA) =
n−1∑
i=0
Risi.
Then all the solutions to the homogeneous Sylvester-conjugate matrix equation (2.1) can be characterized byX =
n−1∑
i=0
RiBZF(FF)i + A
n−1∑
i=0
RiBZ(FF)i
Y = ZfAA(FF),
(2.3)
where Z ∈ Cr×p is an arbitrarily chosen free parameter matrix.
Proof. We first show that the matrices X and Y given in (2.3) are solutions to the Sylvester-conjugate matrix equation (2.1).
A direct calculation gives
AX − XF = A
n−1∑
i=0
RiBZF(FF)i + AA
n−1∑
i=0
RiBZ(FF)i −
n−1∑
i=0
RiBZF(FF)iF − A
n−1∑
i=0
RiBZ(FF)iF
= AA
n−1∑
i=0
RiBZ(FF)i −
n−1∑
i=0
RiBZ(FF)i+1
= AAR0BZ +
n−1∑
i=1
(AARi − Ri−1)BZ(FF)i − Rn−1BZ(FF)n. (2.4)
By the relation (sI − AA)adj(sI − AA) = I det(sI − AA), it is easily derived that−AAR0 = α0I,−AARi + Ri−1 = αiI, i ∈ I[1, n− 1],Rn−1 = αnI. (2.5)
By applying these relations to (2.4) one has
AX − XF = −α0BZ −
n−1∑
i=1
αiBZ(FF)i − αnBZ(FF)n
= −BZ
n∑
i=0
αi(FF)i = −BZfAA(FF). (2.6)
Therefore, the matrices X and Y given in (2.3) satisfy the matrix equation (2.1).
Secondly, we show the completeness of solution (2.3). Since λ(AA) ∩ λ(FF) = ∅ and λ(FF) = λ(FF), the matrix fAA(FF)
is nonsingular, and hence the mapping Z −→ Y given in (2.3) is injective. This implies that the mapping Z −→ (X, Y )
given in (2.3) is also injective. So all the rp elements in Z have contribution to the solution (2.3). In addition, it follows from
Lemma 2 that there are exactly rp degrees of freedom in the solution to the matrix equation (2.1). These two facts imply
that the solution given in (2.3) is complete. 
This theorem provides a very neat closed-form solution to the homogeneous Sylvester-conjugate matrix equation (2.1).
In order to obtain this solution, one needs the coefficients αi, i ∈ I[1, n] of the polynomial fAA(s) and the coefficient matrices
Ri, i ∈ I[0, n− 1], of adj(I − sAA). They can be obtained by the following well-known Faddeev–Leverrier algorithm [58]:Rn−i = Rn−i+1AA+ αn−i+1I, Rn = 0αn−i = − trace(Rn−iAA)i , αn = 1, i ∈ I[1, n]. (2.7)
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This iterative expression can be expanded as
R0 = α1In + α2AA+ · · · + αn−1
(
AA
)n−2 + (AA)n−1
R1 = α2In + α3AA+ · · · +
(
AA
)n−2
· · ·
Rn−2 = αn−1In + AA
Rn−1 = In.
(2.8)
From these relations it is easily known that[
R0B R1B · · · Rn−1B] = Ctr(AA, B)Sn(fAA(s)Ir).
According to this relation, one has
n−1∑
i=0
RiBZF(FF)i =
[
R0B R1B · · · Rn−1B]Obsn(FF , ZF)
= Ctr(AA, B)Sn(fAA(s)Ir)Obsn(FF , ZF).
Similarly, one can also obtain
n−1∑
i=0
RiBZ(FF)i = Ctr(AA, B)Sn(fAA(s)Ir)Obsn(FF , Z).
With the above discussion, one can obtain an equivalent form of the solution provided in Theorem 1.
Theorem 2. Given matrices A ∈ Cn×n, B ∈ Cn×r and F ∈ Cp×p, suppose that λ(AA) ∩ λ(FF) = ∅. Then all the solutions to the
matrix equation (2.1) can be characterized by{
X = Ctr(AA, B)Sn(fAA(s)Ir)Obsn(FF , ZF)+ A Ctr(AA, B)Sn(fAA(s)Ir)Obsn(FF , Z)
Y = ZfAA(FF),
(2.9)
with Z being an arbitrarily chosen parameter matrix.
Remark 1. When Theorems 1 and 2 are applied to solve the homogeneous Sylvester-conjugate matrix equation (2.1), all
the coefficient matrices are not required to be in any canonical forms. In addition, the matrices F together with the free
parameter matrix Z explicitly appears in the solutions. Such a feature allows the matrix F to be undetermined.
Remark 2. If Theorem 2 is applied to obtain the general solutions to the homogeneous Sylvester-conjugate matrix
equation (2.1), one needs only the coefficients αi, i ∈ I[0, n] of the characteristic polynomial of AA. Some proper numerically
reliable algorithms (e.g. [59]) can be applied apart from the Leverrier algorithm (2.7).
Remark 3. In Theorem 2, the solution to the homogeneous Sylvester-conjugate matrix equation (2.1) is expressed in terms
of the controllability matrix associated with the matrix AA, B, and the observability matrix associated with the coefficient
matrix F and the free parameter matrix Z . This property may bring convenience and advantages to the further analysis of
the matrix equation (2.1).
By applying the results in Theorems 1 and 2, explicit solutions to the normal Sylvester-conjugate matrix equation (2.2)
can be easily obtained.
Corollary 1. Given matrices A ∈ Cn×n, C ∈ Cn×p and F ∈ Cp×p, suppose that λ(AA) ∩ λ(FF) = ∅. Let
det(sI − AA) = fAA(s) =
n∑
i=0
αisi, αn = 1,
adj(sI − AA) =
n−1∑
i=0
Risi.
Then the unique solution to the normal Sylvester-conjugate matrix equation (2.2) is given by
X =
n−1∑
i=0
RiC
[
fAA(FF)
]−1
F(FF)i + A
n−1∑
i=0
RiC
[
fAA(FF)
]−1
(FF)i (2.10)
or equivalently
X = Ctr(AA, C)Sn(fAA(s)Ir)Obsn
(
FF ,
[
fAA(FF)
]−1
F
)
+ A Ctr(AA, C)Sn(fAA(s)Ir)Obsn
(
FF ,
[
fAA(FF)
]−1)
. (2.11)
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It is easily checked that
F(FF)ifAA(FF) = fAA(FF)F(FF)i
which, under the condition λ(AA) ∩ λ(FF) = ∅, is equivalent to[
fAA(FF)
]−1
F(FF)i = F(FF)i [fAA(FF)]−1 . (2.12)
From [25] it is known that fAA(s) ∈ R[s]. Combining this fact with (2.8) gives
ARi = RiA. (2.13)
In addition, due to fAA(s) ∈ R[s] it is easily derived that[
fAA(FF)
]−1 = [fAA(FF)]−1 = [fAA(FF)]−1 .
With this relation one can also obtain that[
fAA(FF)
]−1
(FF)i = (FF)i [fAA(FF)]−1 . (2.14)
By the three relations (2.12)–(2.14) it is known that the expression (2.10) of the unique solution to thematrix equation (2.2)
can be equivalently rewritten as
X =
(
n−1∑
i=0
RiCF(FF)i +
n−1∑
i=0
RiAC(FF)i
) [
fAA(FF)
]−1
.
This is exactly the result given in the Theorem 7 of [25]. Different from the approach in the present paper, this solution was
derived in [25] by combining a solution to the normal Sylvestermatrix equation and some properties of a real representation
of a complex matrix [38].
At the end of this section, we discuss the solution to the Sylvester matrix equation
AX + BY = XF (2.15)
with A ∈ Cn×n, B ∈ Cn×r and F ∈ Cp×p being known matrices, by applying the proposed results on the Sylvester-conjugate
matrix equation. If the knownmatrices A, B and F , and the unknownmatrices X and Y are all real, then the matrix equation
(2.1) becomes the matrix equation (2.15) with A ∈ Rn×n, B ∈ Rn×r and F ∈ Rp×p being known matrices, and X ∈ Rn×p and
Y ∈ Rr×p. By applying Theorem 1, under the condition of λ(A) ∩ λ(F) = ∅ all the real solutions to the Sylvester matrix
equation (2.15) can be parameterized asX =
n−1∑
i=0
RiBZF 2i+1 + A
n−1∑
i=0
RiBZF 2i
Y = ZfA2(F 2),
(2.16)
where
∑n−1
i=0 Risi = adj(sI−A2) and Z ∈ Rr×p is an arbitrarily chosen parameter representing the degrees of freedom in the
solution. In view that the set of complex numberswith addition andmultiplication is a field, this result holds for the Sylveter
matrix equation (2.15) with complex known and unknown matrices. This can be summarized as the following corollary.
Corollary 2. Given matrices A ∈ Cn×n, B ∈ Cn×r and F ∈ Cp×p, suppose that λ(A) ∩ λ(F) = ∅. Let
adj(sI − A2) =
n−1∑
i=0
Risi. (2.17)
Then all the solutions (X, Y ) to the Sylvester matrix equation (2.15) can be parameterized asX =
n−1∑
i=0
(RiBZF + ARiBZ) F 2i
Y = ZfA2(F 2),
or equivalently{
X = Ctr(A2, B)Sn(fA2(s)Ir)Obsn(F 2, ZF)+ A Ctr(A2, B)Sn(fA2(s)Ir)Obsn(F 2, Z)
Y = ZfA2(F 2),
where Z ∈ Cr×p is an arbitrarily chosen free parameter matrix.
Similar to the idea of Corollary 1, from Corollary 2 one can also obtain explicit expressions of the unique solution to the
normal Sylvester matrix equation
XF − AX = C (2.18)
with A ∈ Cn×n, C ∈ Cn×p and F ∈ Cp×p being known matrices.
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Corollary 3. Given matrices A ∈ Cn×n, C ∈ Cn×p and F ∈ Cp×p, suppose that λ(A) ∩ λ(F) = ∅, and (2.17) holds. Then the
unique solution to normal Sylvester matrix equation (2.18) can be expressed by one of the following
X =
n−1∑
i=0
(
RiC
[
fA2(F
2)
]−1
F + ARiC
[
fA2(F
2)
]−1)
F 2i,
X =
[
n−1∑
i=0
(RiCF + ARiC) F 2i
] [
fA2(F
2)
]−1
,
X = Ctr(A2, C)Sn(fA2(s)Ir)Obsn
(
F 2,
[
fA2(F
2)
]−1
F
)
+ A Ctr(A2, C)Sn(fA2(s)Ir)Obsn
(
F 2,
[
fA2(F
2)
]−1)
,
X =
[
Ctr(A2, C)Sn(fA2(s)Ir)Obsn(F
2, F)+ A Ctr(A2, C)Sn(fA2(s)Ir)Obsn(F 2, Ip)
] [
fA2(F
2)
]−1
.
In [52], for the Sylvester matrix equation (2.15) with A ∈ Cn×n, B ∈ Cn×r and F ∈ Cp×p being known matrices the
following two explicit expressions of general solutions were given when λ(A) ∩ λ(F) = ∅X =
n−1∑
i=0
R˜iBZF
Y = ZfA(F),
and {
X = Ctr(A, B)Sn(fA(s)Ir)Obsn(F , Z)
Y = ZfA(F),
where
∑n−1
i=0 R˜isi = adj(sI − A) and Z ∈ Cr×p is an arbitrarily chosen parameter representing the degrees of freedom in the
solution. In addition, in [25] the following two expressions for the unique solution to the normal Sylvester matrix equation
(2.18) with λ(A) ∩ λ(F) = ∅were also provided
X =
(
n−1∑
i=0
R˜iCF
)
[fA(F)]−1 (2.19)
and
X = Ctr(A, C)Sn(fA(s)Ir)Obsn(F , I) [fA(F)]−1 ,
where
∑n−1
i=0 R˜isi = adj(sI − A). Clearly, the expressions proposed in Corollaries 2 and 3 are more complicated than those
in [52,25], respectively. Moreover, the solutions in Corollaries 2 and 3 are dependent on the information ofmatrix A2 instead
ofA. Nevertheless, the approach in the current papermay provide new ideas on investigating thematrix equations (2.15) and
(2.18). It is expected that the proposed results in this section can provide some direction to further exploit some properties
of these matrix equations. In addition, it is very interesting to show the equivalence of the expressions in Corollary 3 and
in (2.19) by a direct computation.
3. Nonhomogeneous Sylvester-conjugate matrix equations
In this section, we focus on the solution to the nonhomogeneous Sylvester-conjugate matrix equation
AX + BY = XF + R (3.1)
with A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p and R ∈ Cn×p being known matrices.
3.1. The first approach
Firstly, we give a very simple fact.
Lemma 3. If (X0, Y0) is a special solution to the nonhomogeneous Sylvester-conjugate matrix equation (3.1), and (X˜, Y˜ ) is the
general solution to the homogeneous Sylvester-conjugate matrix equation (2.1), then the general solution of (3.1) can be given by{
X = X˜ + X0
Y = Y˜ + Y0.
According to Lemma3,with the results in the previous sectionwe focus on giving someexpressions of a special solution to
the nonhomogeneous Sylvester-conjugate matrix equation (3.1). In order to obtain the first expression of a special solution,
we need the following lemma.
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Lemma 4. Given matrices A ∈ Cn×n, B ∈ Cn×r and F ∈ Cp×p, suppose that λ(AA) ∩ λ(FF) = ∅. Then there exist polynomial
matrices L(s) ∈ Cn×n [s] and H(s) ∈ Cr×n [s], and polynomial∆(s) =∑ti=0∆isi ∈ C [s] satisfying
(AA− sI)L(s)+ BH(s) = ∆(s)In, (3.2)
with∆(γ ) 6= 0 for any γ ∈ λ(FF).
Proof. Let P(s) ∈ Cn×n [s] and Q (s) ∈ C(n+r)×(n+r) [s] be two unimodular polynomial matrices that transform [AA− sI B]
into its Smith normal form, that is,
P(s)
[
AA− sI B]Q (s) = [diagni=1di(s) 0] (3.3)
with di(s) ∈ C [s] , i ∈ I[1, n] and di(s)|di+1(s), i ∈ I[1, n− 1]. Since λ(AA)∩ λ(FF) = ∅, then di(γ ) 6= 0, i ∈ I[1, n], for any
γ ∈ λ(FF). It follows from (3.3) that
P(s)
[
AA− sI B]Q1(s) = diagni=1di(s)
H⇒ P(s) [AA− sI B]Q1(s)diagni=1 dn(s)di(s) = Indn(s)
H⇒ [AA− sI B] (Q1(s)diagni=1 dn(s)di(s)
)
P(s) = Indn(s),
where Q (s) = [Q2 (s) Q1 (s)]with Q1(s) ∈ C(n+r)×n [s]. Thus, one can choose∆(s) = dn(s) and[
L(s)
H(s)
]
=
(
Q1(s)diagni=1
dn(s)
di(s)
)
P(s)
to satisfy the relation (3.2). 
With this lemma as preliminary, one has the following results on a special solution to the nonhomogeneous Sylvester-
conjugate matrix equation (3.1).
Theorem 3. Given matrices A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p and R ∈ Cn×p, suppose that λ(AA) ∩ λ(FF) = ∅, and polynomial
matrices L(s) = ∑t−1i=0 Lisi ∈ Cn×n [s] and H(s) = ∑ti=0 Hisi ∈ Cr×n [s], and polynomial ∆(s) = ∑ti=0∆isi ∈ C [s]
satisfy (3.2) with ∆(γ ) 6= 0 for any γ ∈ λ(FF). Then a special solution (X0, Y0) of the nonhomogeneous Sylvester-conjugate
matrix equation (3.1) is given by
X0 =
t−1∑
i=0
LiR
[
∆(FF)
]−1
F(FF)i + A
t−1∑
i=0
LiR
[
∆(FF)
]−1
(FF)i
Y0 =
t∑
i=0
HiR
[
∆(FF)
]−1
(FF)i.
(3.4)
Proof. By comparing the power of s in (3.2) it is derived thatAAL0 + BH0 = ∆0I,AALi − Li−1 + BHi = ∆iI, i ∈ I[1, t − 1],−Lt−1 + BHt = ∆t I. (3.5)
Combining these relations with the expression of X0 in (3.4) we have
AX0 − X0F = A
t−1∑
i=0
LiR
[
∆(FF)
]−1
F(FF)i + AA
t−1∑
i=0
LiR
[
∆(FF)
]−1
(FF)i
−
t−1∑
i=0
LiR
[
∆(FF)
]−1
F(FF)iF − A
t−1∑
i=0
LiR
[
∆(FF)
]−1
(FF)iF
= AA
t−1∑
i=0
LiR
[
∆(FF)
]−1
(FF)i −
t−1∑
i=0
LiR
[
∆(FF)
]−1
(FF)i+1
= AAL0R
[
∆(FF)
]−1 + t−1∑
i=1
(AALi − Li−1)R
[
∆(FF)
]−1
(FF)i − Lt−1R
[
∆(FF)
]−1 (
FF
)t
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= (−BH0 +∆0I) R
[
∆(FF)
]−1 + t−1∑
i=1
(−BHi +∆iI) R
[
∆(FF)
]−1
(FF)i
+ (−BHt +∆t I) R
[
∆(FF)
]−1 (
FF
)t
= −
t∑
i=0
BHiR
[
∆(FF)
]−1
(FF)i +
t∑
i=1
∆iR
[
∆(FF)
]−1
(FF)i. (3.6)
According to the definition of the polynomial∆(s), it is obvious that
t∑
i=1
∆iR
[
∆(FF)
]−1
(FF)i = R.
Then one has
AX0 − X0F = −
t∑
i=0
BHiR
[
∆(FF)
]−1
(FF)i + R.
This implies that the matrix pair (X0, Y0) in (3.4) is a special solution to the matrix equation (3.1). 
In the next theorem we will give another expression of a special solution to the matrix equation (3.1). We need the
following preliminary lemma.
Lemma 5. Let L(s) = ∑t−1i=0 Lisi ∈ Cn×n[s],H(s) = ∑ti=0 Hisi ∈ Cr×n[s] and ∆(s) = ∑ti=0∆isi ∈ Cr×n[s]. Then polynomial
matrices L(s) and H(s) and polynomial∆(s) satisfy (3.2) if and only if Hi,∆i, i ∈ I[0, t], satisfy
t∑
i=0
(
AA
)i
BHi =
t∑
i=0
∆i
(
AA
)i
, (3.7)
and Li, i ∈ I[0, t − 1], satisfy[
L0 L1 · · · Lt−1] = Ctrt(AA, B)St(H(s))− Ctrt(AA, In)St(∆(s)In). (3.8)
Proof. From the proof of Theorem 3 it is known that Li, i ∈ I[0, t − 1], and Hi,∆i, i ∈ I[0, t] satisfy (3.2) if and only if they
satisfy (3.5). So it suffices to show that the relation (3.5) is equivalent to the relations (3.7) and (3.8).
From the recursive relation (3.5), a direct calculation gives
Lt−1 = BHt −∆t I,
Lt−2 = BHt−1 + AABHt −∆t−1I −∆tAA,
· · ·
L0 = BH1 + AABH2 + · · · +
(
AA
)t−1
BHt −∆1I −∆2AA− · · · −∆t
(
AA
)t−1
,
(3.9)
and
0 = BH0 + AABH1 + · · · +
(
AA
)t
BHt −∆0I −∆1AA− · · · −∆t
(
AA
)t
. (3.10)
The relation (3.10) is exactly (3.7). Rewriting (3.9) in a matrix form gives (3.8). So it is shown that (3.5) implies (3.7) and
(3.8).
On the other hand, it follows from (3.8) that
AAL0 = AABH1 +
(
AA
)2
BH2 + · · · +
(
AA
)t
BHt −∆1AA−∆2
(
AA
)2 − · · · −∆t (AA)t .
Combining this relation with (3.7) gives the first expression of (3.5). For i ∈ I[1, t − 1], from (3.8) one has
AALi + BHi −∆iI = AA
(
t∑
j=i+1
[(
AA
)j−(i+1)
BHj −∆j
(
AA
)j−(i+1)])+ BHi −∆iI
=
t∑
j=i+1
[(
AA
)j−i
BHj −∆j
(
AA
)j−i]+ BHi −∆iI
=
t∑
j=i
[(
AA
)j−i
BHj −∆j
(
AA
)j−i] = Li−1.
This is the second express of (3.5). The last expression of (3.5) is obvious. Thus the relations (3.7) and (3.8) imply the relation
(3.5). The proof is thus completed. 
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With this lemma it is easily known that
t−1∑
i=0
LiR
[
∆(FF)
]−1
F(FF)i = [L0 L1 · · · Lt−1]Obst (FF , R [∆(FF)]−1 F)
= [Ctrt(AA, B)St(H(s))− Ctrt(AA, In)St(∆(s)In)]Obst (FF , R [∆(FF)]−1 F) , (3.11)
and
t−1∑
i=0
LiR
[
∆(FF)
]−1
(FF)i =
t−1∑
i=0
LiR
[
∆(FF)
]−1
(FF)i
= [Ctrt(AA, B)St(H(s))− Ctrt(AA, In)St(∆(s)In)]Obst (FF , R [∆(FF)]−1). (3.12)
With these two relations one can give an equivalent form of the special solution given in Theorem 3.
Theorem 4. Given matrices A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p, R ∈ Cn×p, suppose that λ (AA) ∩ λ(FF) = ∅. Let polynomial
matrix H(s) =∑ti=0 Hisi ∈ Cr×n [s] and polynomial∆(s) =∑ti=0∆isi ∈ C [s] satisfy (3.7) and
∆(γ ) 6= 0, for any γ ∈ λ(FF).
Then a special solution (X0, Y0) to the nonhomogeneous Sylvester-conjugate matrix equation (3.1) can be given by
X = [Ctrt(AA, B)St(H(s))− Ctrt(AA, In)St(∆(s)In)]Obst(FF , R [∆(FF)]−1 F)
+ A[Ctrt(AA, B)St(H(s))− Ctrt(AA, In)St(∆(s)In)]Obst (FF , R [∆(FF)]−1)
Y =
t∑
i=0
HiR
[
∆(FF)
]−1
(FF)i.
With the results of Theorems 1–4, one can obtain the next two theorems on general solutions to the nonhomogeneous
Sylvester-conjugate matrix equation (3.1) by applying Lemma 3.
Theorem 5. Given matrices A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p and R ∈ Cn×p, suppose that λ(AA) ∩ λ(FF) = ∅, and polynomial
matrices L(s) = ∑t−1i=0 Lisi ∈ Cn×n [s] and H(s) = ∑ti=0 Hisi ∈ Cr×n [s], and polynomial ∆(s) = ∑ti=0∆isi ∈ C [s]
satisfy (3.2) with∆(γ ) 6= 0 for any γ ∈ λ(FF). Further, let
det(sI − AA) = fAA(s) =
n∑
i=0
αisi, αn = 1,
adj(sI − AA) =
n−1∑
i=0
Risi.
Then all the solutions to the nonhomogeneous Sylvester-conjugate matrix equation (3.1) can be characterized by
X =
n−1∑
i=0
RiBZF(FF)i + A
n−1∑
i=0
RiBZ(FF)i +
t−1∑
i=0
LiR
[
∆(FF)
]−1
F(FF)i + A
t−1∑
i=0
LiR
[
∆(FF)
]−1
(FF)i
Y = ZfAA(FF)+
t∑
i=0
HiR
[
∆(FF)
]−1
(FF)i,
(3.13)
where Z ∈ Cr×p is an arbitrarily chosen free parameter matrix.
Theorem 6. Given matrices A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p and R ∈ Cn×p, suppose that λ(AA) ∩ λ(FF) = ∅. Let polynomial
matrix H(s) =∑ti=0 Hisi ∈ Cr×n [s] and polynomial∆(s) =∑ti=0∆isi ∈ C [s] satisfy (3.7) and
∆(γ ) 6= 0, for any γ ∈ λ(FF).
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Then all the solutions to the nonhomogeneous Sylvester-conjugate matrix equation (3.1) can be characterized by
X = Ctr(AA, B)Sn(fAA(s)Ir)Obsn(FF , ZF)+ A Ctr(AA, B)Sn(fAA(s)Ir)Obsn(FF , Z)
+ [Ctrt(AA, B)St(H(s))− Ctrt(AA, In)St(∆(s)In)]Obst (FF , R [∆(FF)]−1 F)
+ A[Ctrt(AA, B)St(H(s))− Ctrt(AA, In)St(∆(s)In)]Obst (FF , R [∆(FF)]−1)
Y = ZfAA(FF)+
t∑
i=0
HiR
[
∆(FF)
]−1
(FF)i,
(3.14)
where Z ∈ Cr×p is an arbitrarily chosen free parameter matrix.
Remark 4. In Theorems 5 and 6, the coefficient matrices F , R together with the free parameter matrix Z explicitly appear in
the solution. This allows the matrices F and R to be undetermined. These properties may bring convenience and advantages
to the further analysis of the matrix equation (3.1).
If Theorem 6 is adopted to solve the matrix equation (3.1), only the polynomial matrix H(s), polynomial ∆(s) and the
coefficients αi, i ∈ I[0, n], of fAA(s) are required. To avoid the operation on polynomial matrices, one can find H(s) and∆(s)
by solving the Eq. (3.7). However, it is a bit involved to solve the Eq. (3.7) since ∆i, i ∈ I[0, t], are scalars. However, if the
(AA, B) is controllable, that is,
rank
[
sI − AA B] = n, for any s ∈ C,
the approach of Theorem 6 can be readily employed to solve the matrix equation (3.1). In this case, the polynomial ∆(s)
can be chosen to be 1. Thus
[
∆(FF)
]−1 = In, St(∆(s)In) = 0, and the matrix equation (3.7) becomes∑ti=0 (AA)t−i BHi = I .
Denote H[t] =
[
HT0 H
T
1 · · · HTt
]T, this equation can be rewritten as
Ctrt+1(AA, B)H[t] = I. (3.15)
When the number t is sufficiently large, there holds
rank
[
Ctrt+1(AA, B)
] = rank [Ctrt+1(AA, B) I] .
Under this condition, thematricesHi, i ∈ I[0, t], can be obtained from (3.15) by using some numerically reliable approaches
such as QR decomposition approach and singular value decomposition approach. For clearness, this fact is summarized as
the following corollary.
Corollary 4. Given matrices A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p and R ∈ Cn×p, suppose that λ(AA) ∩ λ(FF) = ∅ and (AA, B) is
controllable. Let polynomial matrix H(s) =∑ti=0 Hisi ∈ Cr×n [s] satisfy
t∑
i=0
(
AA
)i
BHi = I.
Then all the solutions to the nonhomogeneous Sylvester-conjugate matrix equation (3.1) can be characterized by
X = Ctr(AA, B)Sn(fAA(s)Ir)Obsn(FF , ZF)+ A Ctr(AA, B)Sn(fAA(s)Ir)Obsn(FF , Z)
+ Ctrt(AA, B)St(H(s))Obst(FF , RF)+ ACtrt(AA, B)St(H(s))Obst(FF , R)
Y = ZfAA(FF)+
t∑
i=0
HiR(FF)i,
where Z ∈ Cr×p is an arbitrarily chosen free parameter matrix.
At the end of this subsection, we discuss the solution to the Sylvester matrix equation
AX + BY = XF + R (3.16)
with A ∈ Cn×n, B ∈ Cn×r , R ∈ Cn×p and F ∈ Cp×p being known matrices, by applying the proposed results on the
nonhomogeneous Sylvester-conjugate matrix equation. If the known matrices A, B, F and R and the unknown matrices X
and Y are all real, then the nonhomogeneous Sylvester-conjugate matrix equation (3.1) becomes the nonhomogeneous
Sylvester matrix equation (3.16) with A ∈ Rn×n, B ∈ Rn×r , R ∈ Rn×p and F ∈ Rp×p being known matrices, and X ∈ Rn×p
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and Y ∈ Rr×p. By applying Theorem 5, under the condition of λ(A) ∩ λ(F) = ∅ all the real solutions of the Sylvester matrix
equation (3.16) can be parameterized as
X =
n−1∑
i=0
RiBZF 2i+1 + A
n−1∑
i=0
RiBZF 2i +
t−1∑
i=0
LiR
[
∆(F 2)
]−1
F 2i+1 + A
t−1∑
i=0
LiR
[
∆(F 2)
]−1
F 2i
Y = ZfA2(F 2)+
t∑
i=0
HiR
[
∆(F 2)
]−1
F 2i,
(3.17)
where
∑n−1
i=0 Risi = adj(sI − A2),H(s) =
∑t
i=0 Hisi, L(s) =
∑t−1
i=0 Lisi and∆(s) satisfies
(A2 − sI)L(s)+ BH(s) = ∆(s)In, (3.18)
and Z ∈ Rr×p is an arbitrarily chosen parameter representing the degrees of freedom in the solution. In view that the set
of complex numbers with addition and multiplication is a field, this result holds for the nonhomogeneous Sylvester matrix
equation (3.16) with complex known and unknown matrices. This can be summarized as the following corollary.
Corollary 5. Given matrices A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p and R ∈ Cn×p, suppose that λ(A) ∩ λ(F) = ∅. Let
adj(sI − A2) =
n−1∑
i=0
Risi. (3.19)
Further, let polynomial matrices H(s) = ∑ti=0 Hisi ∈ Cr×n[s], L(s) = ∑t−1i=0 Lisi ∈ Cn×n[s] and polynomial ∆(s) ∈ C[s]
satisfy (3.18). Then all the solutions (X, Y ) to the nonhomogeneous Sylvester matrix equation (3.16) can be characterized as
X =
n−1∑
i=0
(RiBZF + ARiBZ) F 2i +
t−1∑
i=0
[
LiR
[
∆(F 2)
]−1
F + ALiR
[
∆(F 2)
]−1]
F 2i
Y = ZfA2(F 2)+
t∑
i=0
HiR
[
∆(F 2)
]−1
F 2i,
where Z ∈ Cr×p is an arbitrarily chosen free parameter matrix.
When specifying the results of Theorem 6 and Corollary 4, one can obtain the following corollaries on the solutions to
the nonhomogeneous matrix equation (3.16).
Corollary 6. Given matrices A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p and R ∈ Cn×p, suppose that λ(A) ∩ λ(F) = ∅. Let polynomial
matrix H(s) =∑ti=0 Hisi ∈ Cr×n [s] and polynomial∆(s) =∑ti=0∆isi ∈ C [s] satisfy
t∑
i=0
A2iBHi =
t∑
i=0
∆iA2i,
and
∆(γ ) 6= 0, for any γ ∈ λ(F 2).
Then all the solutions to the nonhomogeneous Sylvester matrix equation (3.16) can be given by
X = Ctr(A2, B)Sn(fA2(s)Ir)Obsn(F 2, ZF)+ A Ctr(A2, B)Sn
(
fA2(s)Ir
)
Obsn(F 2, Z)
+ [Ctrt(A2, B)St(H(s))− Ctrt(A2, In)St(∆(s)In)]Obst (F 2, R [∆(F 2)]−1 F)
+ A [Ctrt(A2, B)St(H(s))− Ctrt(A2, In)St(∆(s)In)]Obst (F 2, R [∆(F 2)]−1 F)
Y = ZfA2(F 2)+
t∑
i=0
HiR
[
∆(F 2)
]−1
F 2i,
where Z ∈ Cr×p is an arbitrarily chosen free parameter matrix.
Corollary 7. Given matrices A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p and R ∈ Cn×p, suppose that λ(A) ∩ λ(F) = ∅ and (A2, B) is
controllable. Let polynomial matrix H(s) =∑ti=0 Hisi ∈ Cr×n [s] satisfy
t∑
i=0
A2iBHi = I.
A.-G. Wu et al. / Computers and Mathematics with Applications 60 (2010) 95–111 107
Then all the solutions to the nonhomogeneous Sylvester matrix equation (3.16) can be characterized by
X = Ctr(A2, B)Sn(fA2(s)Ir)Obsn(F 2, ZF)+ A Ctr(A2, B)Sn(fA2(s)Ir)Obsn(F 2, Z)
+ Ctrt(A2, B)St(H(s))Obst(F 2, RF)+ A Ctrt(A2, B)St(H(s))Obst(F 2, R)
Y = ZfA2(F 2)+
t∑
i=0
HiR
[
∆(F 2)
]−1
F 2i,
where Z ∈ Cr×p is an arbitrarily chosen free parameter matrix.
3.2. The second approach
In this subsection we give an alternative approach to solving the nonhomogeneous Sylvester-conjugate matrix
equation (3.16). Before proceeding, we need the following lemma on the matrix equation
AX0 − X0F = R (3.20)
where A ∈ Cn×n, F ∈ Cp×p and R ∈ Cn×p are known matrices, and X0 ∈ Cn×p is the matrix to be determined.
Lemma 6 ([25]). Given matrices A ∈ Cn×n, R ∈ Cn×p and F ∈ Cp×p, suppose that λ(AA) ∩ λ(FF) = ∅, and let
adj(sI − AA) =
n−1∑
i=0
Risi. (3.21)
Then the unique solution to the matrix equation (3.20) can be expressed as
X = −
[
n−1∑
i=0
RiRF(FF)i +
n−1∑
i=0
RiAR(FF)i
] [
fAA(FF)
]−1
.
Suppose that a solution to the nonhomogeneous Sylvester-conjugate matrix equation (3.1) can be expressed as X =
T + X˜, Y = Y˜ with (X˜, Y˜ ) being a solution to the homogeneous Sylvester-conjugate matrix equation (2.1). Then one has
A
(
T + X˜
)
+ BY˜ −
(
T + X˜
)
F − R = AX˜ + BY˜ − X˜F + AT − TF − R
= AT − TF − R.
It follows from this relation that X = T + X˜, Y = Y˜ is a solution if X0 = T is a solution to (3.20). Combining this fact with the
solution (2.3) to the matrix equation (2.1), now we have the following conclusion on the solution to the nonhomogeneous
Sylvester-conjugate matrix equation (3.1).
Theorem 7. Given matrices A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p and R ∈ Cn×p, suppose that λ(AA) ∩ λ(FF) = ∅, and (3.21) holds.
Then all the solutions to the nonhomogeneous Sylvester-conjugate matrix equation (3.1) can be characterized byX =
n−1∑
i=0
RiBZF(FF)i + A
n−1∑
i=0
RiBZ(FF)i −
[
n−1∑
i=0
RiRF(FF)i +
n−1∑
i=0
RiAR(FF)i
] [
fAA(FF)
]−1
Y = ZfAA(FF),
where Z ∈ Cr×p is an arbitrarily chosen free parameter matrix.
Remark 5. Different from Theorems 5 and 6, one does not need to solve the polynomial matrices H(s) and L(s), and
polynomial∆(s)when applying Theorem 7 to obtain general solutions to the nonhomogeneous Sylvester-conjugate matrix
equation (3.1). In addition, it is easily known from Theorem 7 thatX = −
[
n−1∑
i=0
RiRF(FF)i +
n−1∑
i=0
RiAR(FF)i
] [
fAA(FF)
]−1
Y = 0
is also a special solution to the nonhomogeneous Sylvester-conjugate matrix equation (3.1).
Similar to derivation in Section 2, one can also obtain some equivalent forms of the solution in Theorem 7.
Corollary 8. Given matrices A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p and F ∈ Cn×p, suppose that λ(AA) ∩ λ(FF) = ∅, and (3.21) holds.
Then all the solutions to the nonhomogeneous Sylvester-conjugate matrix equation (3.1) can be characterized by
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n−1∑
i=0
Ri
[
BZ − R [fAA(FF)]−1] F(FF)i + A n−1∑
i=0
Ri
[
BZ − R [fAA(FF)]−1](FF)i
Y = ZfAA(FF),
where Z ∈ Cr×p is an arbitrarily chosen free parameter matrix.
Corollary 9. Given matrices A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p and F ∈ Cn×p, suppose that λ(AA) ∩ λ(FF) = ∅. Then all the
solutions to the nonhomogeneous Sylvester-conjugate matrix equation (3.1) can be characterized by
X = A
[
Ctr
(
AA,
[
B R
])
Sn
(
fAA(s)Ir+p
)
Obsn
(
FF ,
[
Z
− [fAA(FF)]−1
])]
+ Ctr (AA, [B R]) Sn(fAA(s)Ir+p)Obsn (FF , [ ZF− [fAA(FF)]−1 F
])
Y = Zf(I,AA)(FF)
,
where Z ∈ Cr×p is an arbitrarily chosen free parameter matrix.
By specifying the results in Theorem 7 and Corollaries 8 and 9, one can obtain the following results on the
nonhomogeneous Sylvester matrix equation (3.16).
Corollary 10. Given matrices A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p and F ∈ Cn×p, suppose that λ(A) ∩ λ(F) = ∅, and (3.19) holds.
Then all the solutions to the nonhomogeneous Sylvester matrix equation (3.16) can be characterized by one of the following
expressionsX =
n−1∑
i=0
(RiBZF + ARiBZ) F 2i −
[
n−1∑
i=0
Ri (RF + AR) F 2i
] [
fA2(F
2)
]−1
Y = ZfA2(F 2),X =
n−1∑
i=0
Ri
[
BZ − R [fA2(F 2)]−1] F 2i+1 + A n−1∑
i=0
Ri
[
BZ − R [fA2(F 2)]−1] F 2i
Y = ZfA2(F 2),
and 
X = A
[
Ctr
(
A2,
[
B R
])
Sn
(
fA2(s)Ir+p
)
Obsn
(
F 2,
[
Z
− [fA2(F 2)]−1
])]
+ Ctr (A2, [B R]) Sn (fA2(s)Ir+p)Obsn (F 2, [ ZF− [fA2(F 2)]−1 F
])
Y = ZfA2(F 2),
where Z ∈ Cr×p is an arbitrarily chosen free parameter matrix.
In addition, following the derivation of the result of Theorem 7 and some results on the Sylvester matrix equation (2.15)
and the normal Sylvester matrix equation, one can obtain the following result on the nonhomogeneous Sylvester matrix
equation (3.16).
Theorem 8. Given matrices A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p and R ∈ Cp×p, suppose that λ(A) ∩ λ(F) = ∅, and
adj(sI − A) =∑n−1i=0 Ri× si. Then all the solutions to the nonhomogeneous Sylvester matrix equation (3.16) can be characterized
by X =
n−1∑
i=0
RiBZF i −
[
n−1∑
i=0
RiRF i
]
[fA(F)]−1
Y = ZfA(F),
where Z ∈ Cr×p is an arbitrarily chosen free parameter matrix.
Similarly, some equivalent forms of the solutions in Theorem 8 can also be obtained.
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Corollary 11. Given matrices A ∈ Cn×n, B ∈ Cn×r , F ∈ Cp×p and R ∈ Cn×p, suppose that λ(A) ∩ λ(F) = ∅, and
adj(sI − A) =∑n−1i=0 Ri× si. Then all the solutions to the nonhomogeneous Sylvester matrix equation (3.16) can be characterized
by one of the following expressionsX =
n−1∑
i=0
Ri
[
BZ − R [fA(F)]−1
]
F i
Y = ZfA(F),
and X = Ctr
(
A,
[
B R
])
Sn
(
fA(s)Ir+p
)
Obsn
(
F ,
[
Z
− [fA(F)]−1
])
Y = ZfA(F),
where Z ∈ Cr×p is an arbitrarily chosen free parameter matrix.
4. Illustrative examples
Example 1. Consider a matrix equation in the form of (2.1) with the following parameters
A =
[1 −2− i −1+ i
0 i 0
0 −1 1− i
]
, F =
[
2i i
1 −1+ i
]
, B =
[−1+ i 1
0 i
−i 1− 2i
]
.
By simple calculations, one has
fAA¯(s) = fA¯A(s) = s3 − 4s2 + 5s− 2,
S1(fAA (s)) =
[5 −4 1
−4 1 0
1 0 0
]
,
and
Ctr(AA, B) =
[−1+ i 1 −2+ 4i −6+ 3i −4+ 10i −13+ 16i
0 i 0 i 0 i
−i 1− 2i −2i −5i −4i −2− 11i
]
.
Choosing
Z =
[
2+ i −1+ 2i
−1+ 3i 1− i
]
, (4.1)
one can obtain a special solution as
X =
[−186+ 142i 18+ 262i
−8− 8i 32i
120− 64i 8− 352i
]
Y =
[−24− 32i 32− 24i
24− 24i −40+ 56i
]
.
Example 2. Consider a Sylvester-conjugate matrix equation in the form of (3.1) with A, B, F given in Example 1 and
R =
[3+ 2i −2i
2 1− i
1− i 0
]
.
By computations, one can obtain a group of Hi, i ∈ I[0, 3] satisfying (3.15) as
H0 =
[
0 0 0
0.0311− 0.0255i 0.2864− 0.9356i 0.1110− 0.0389i
]
,
H1 = H2 = 02×3,
H3 =
[
0.0594− 0.0941i 0.6832+ 0.1683i 0.2574− 0.0743i
−0.0311+ 0.0255i −0.2864− 0.0644i −0.1110+ 0.0389i
]
.
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By applying Corollary 4, when Z = 0 one can obtain a special solution to this equation
X =
[ 61.413− 21.939i 105.57− 81.758i
−30.499− 17.407i −57.401+ 21.413i
−22.219+ 5.5392i −6.3605+ 43.569i
]
Y =
[
22.494− 16.455i 129.19+ 68.657i
−9.0866+ 3.1798i −52.912− 32.983i
]
.
If the free parameter Z is chosen as in (4.1), by applying Corollary 4, one can obtain another special solution
X =
[−124.59+ 120.06i 123.57+ 180.24i
−38.499− 25.407i −57.401+ 53.413i
97.781− 58.461i 1.6395− 308.43i
]
Y =
[−1.506− 48.455i 161.19+ 44.657i
14.913− 20.82i −92.912+ 23.017i
]
.
5. Conclusions
In this paper we have given complete explicit solutions to the homogeneous and nonhomogeneous Sylvester-conjugate
matrix equations. Compared with other approaches to solving matrix equations, the approach in this paper has many
distinctive features.
(1) Different from the approaches in [35,37], the approaches in the current paper do not require transformation of the
coefficient matrices into any canonical forms. The solutions in the present paper can be obtained by using the original
coefficient matrices.
(2) When an iterative algorithm is applied to solve a matrix equation, only one solution can be obtained each time.
Differently from such an approach, the proposed approach in this paper can provide all the solutions.
(3)When transformation based approaches and iterative algorithms are utilized to solve amatrix equation, all the known
matrices must be prescribed. However, in the present approach the matrices F and R can be allowed to be undetermined.
Such a feature implies that these two matrices can be explicitly viewed as some extra degrees of freedom.
(4) The degrees of the freedom existing in the solutions have been represented by a free parameter matrix Z .
(5) An equivalent form of the solutions to the Sylvester-conjugate matrix equations have been expressed in terms of
controllability matrix associated with A and B, and observability matrices associated with F and the free parameter matrix
Z . Such a feature may bring greater convenience and advantages to some problems related to Sylvester-conjugate matrix
equations.
In addition, by specifying the obtained solutions, someexpressions are also given for the solutions to the normal Sylvester,
Sylvester and normal Sylvester-conjugate matrix equations.
Acknowledgements
This work was partially supported by a grant from the Research Grants Council of The Hong Kong Special Administrative
Region under project 113708, theNational Natural Science Foundation of China under Grant No. 60974044, the Fundamental
Research Funds for the Central Universities under Grant No. HIT.NSRIF.2009137, and the Major Program of National Natural
Science Foundation of China under Grant No. 60710002.
The authors are very grateful to the anonymous reviewers and the editor for their constructive comments and suggestions
which have helped in improving the quality of this paper.
References
[1] A. Dou,Method of undetermined coefficients in linear differential systems and thematrix equation YA−AY = F , SIAM Journal onAppliedMathematics
14 (1966) 691–696.
[2] D.Z. Zheng, Linear Systems Theory, Tsinghua University Press, Beijing, 1990.
[3] K. Zhou, J.C. Doyle, K. Glover, Robust and Optimal Control, Prentice Hall, 1996.
[4] W.S. Levine, M. Athans, On the determination of the optimal constant output feedback gains for linear multivariable systems, IEEE Transactions on
Automatic Control AC-15 (1) (1970) 44–48.
[5] Dynamics Systems Control: Linear Systems Analysis and Synthesis, Wiley, New York, 1988.
[6] S.K. Persidskii, One application of Lyapunov’s matrix equation, Journal of Mathematical Sciences 90 (6) (1998) 2510–2520.
[7] W.E. Roth, The equations AX − YB = C and AX − XB = C in matrices, Proceedings of the American Mathematical Society 3 (1952) 392–396.
[8] L. Huang, J. Liu, The extension of Roth’s theorem for matrix equations over a ring, Linear Algebra and its Applications 259 (1997) 229–235.
[9] A. Jameson, Solutions of the equation AX − XB = C by inversion of an M × M or N × N matrix, SIAM Journal on Applied Mathematics 16 (1968)
1020–1023.
[10] R.H. Bartels, C.W. Stewart, Solution of the matrix equation AX + XB = C , Communications of the ACM 15 (9) (1972) 820–826.
[11] D.L. Kleinman, P.K. Rao, Extensions to the Bartels–Stewart algorithm for linear matrix equations, IEEE Transactions on Automatic Control AC-23 (1)
(1978) 85–87.
[12] N.J. Higham, Perturbation theory and backward error for AX − XB = C , BIT 33 (1) (1993) 124–136.
A.-G. Wu et al. / Computers and Mathematics with Applications 60 (2010) 95–111 111
[13] A.R. Ghavimi, A.J. Laub, Backward error, sensitivity, and refinement of computed solutions of algebraic Riccati equations, Numerical Linear Algebra
with Applications 2 (1) (1995) 29–49.
[14] D.C. Sorensen, Y. Zhou, Direct methods for matrix Sylvester and Lyapunov equations, Journal of Applied Mathematics 6 (2003) 277–303.
[15] S.J. Hammarling, Numerical solution of the stable, nonnegative definite Lyapunov equation, IMA Journal of Numerical Analysis 2 (3) (1982) 303–323.
[16] G.H. Golub, S. Nash, C.V. Loan, A Hessenberg–Schur method for the problem AX + XB = C , IEEE Transactions on Automatic Control AC-24 (6) (1979)
909–913.
[17] C.S. Xiao, Z.M. Feng, X.M. Shan, On the solution of the continuous-time Lyapunov matrix equation in two canonical forms, IEE Proceedings-D 139 (3)
(1992) 286–290.
[18] F. Ding, P.X. Liu, J. Ding, Iterative solutions of the generalized Sylvester matrix equations by using the hierarchical identification principle, Applied
Mathematics and Computation 197 (2008) 41–50.
[19] E.C. Ma, A finite series solution of the matrix equation AX − XB = C , SIAM Journal on Applied Mathematics 14 (3) (1966) 490–495.
[20] J. Jones Jr., C. Lew, Solutions of the Lyapunov matrix equation BX − AX = C , IEEE Transactions on Automatic Control AC-27 (2) (1982) 464–466.
[21] Y. Chen, H. Xiao, The explicit solution of the matrix equation AX − XB = C—to the memory of Prof. Guo Zhongheng, Applied Mathematics and
Mechanics 16 (12) (1995) 1133–1141.
[22] P. Lancaster, Explicit solutions of linear matrix equations, SIAM Review 12 (4) (1970) 544–566.
[23] T. Lu, Solution of the matrix equation AX − XB = C , Computing 37 (1986) 351–355.
[24] E. Navarro, R. Company, L. Jodar, Bessel matrix differential equations: explicit solutions of initial and two-point boundary value problems,
Applicationes Mathematicae 22 (1) (1993) 11–23.
[25] A.G. Wu, G.R. Duan, H.H. Yu, On solutions of XF − AX = C and XF − AX = C , Applied Mathematics and Computation 182 (2) (2006) 932–941.
[26] A.G. Wu, G.R. Duan, Solution to the generalised Sylvester matrix equation AV + BW = EVF , IET Control Theory & Applications 1 (1) (2007) 402–408.
[27] B. Hanzon, A Faddeev sequence method for solving Lyapunov and Sylvester equations, Linear Algebra and its Applications 241–243 (1996) 401–430.
[28] E. de Souza, S.P. Bhattacharyya, Controllability, observability and the solution of AX −XB = C , Linear Algebra and its Applications 39 (1981) 167–188.
[29] P.G. Smith, Numerical solution of the matrix equation AX + XAT + B = 0, IEEE Transactions on Automatic Control AC-16 (3) (1971) 278–279.
[30] H.C. Kim, C.H. Choi, Closed-form solution of the continuous-time Lyapunov matrix equation, IEE Proceedings—Control Theory and Applications 141
(5) (1994) 350–356.
[31] V. Sreeram, P. Agathoklis, Solution of Lyapunov equation with system matrix in companian form, IEE Proceedings-D 138 (6) (1992) 529–534.
[32] A. Betser, N. Cohen, E. Zeheb, On solving the Lyapunov and Stein equations for a comapanian matrix, Systems and Control Letters 25 (1995) 211–218.
[33] T. Mori, N. Fukuma, M. Kuwahara, Explicit solution and eigenvalue bounds in Lyapunov matrix equation, IEEE Transactions on Automatic Control
AC-31 (7) (1986) 656–658.
[34] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, Cambridge, 1990.
[35] J.H. Bevis, F.J. Hall, R.E. Hartwing, Consimilarity and the matrix equation AX−XB = C , in: Current Trends in Matrix Theory, Auburn, Ala., 1986, North-
Holland, New York, 1987, pp. 51–64.
[36] Y.P. Hong, R.A. Horn, A canonical form for matrices under consimilarity, Linear Algebra and its Applications 102 (1988) 143–168.
[37] J.H. Bevis, F.J. Hall, R.E. Hartwig, The matrix equation AX−XB = C and its special cases, SIAM Journal on Matrix Analysis and Applications 9 (3) (1988)
348–359.
[38] T. Jiang, M. Wei, On solutions of the matrix equations X − AXB = C and X − AXB = C , Linear Algebra and its Applications 367 (2003) 225–233.
[39] K.R. Gavin, S.P. Bhattacharyya, Robust and well-conditioned eigenstructure assignment via Sylvester’s equation, Optimal Control Application and
Methods 4 (1983) 205–212.
[40] B.H. Kwon, M.J. Youn, Eigenvalue-generalized eigenvector assignment by output feedback, IEEE Transactions on Automatic Control 32 (5) (1987)
417–421.
[41] B. Shafai, S.P. Bhattacharyya, An algorithm for pole assignment in high order multivariable systems, IEEE Transactions on Automatic Control 33 (9)
(1988) 870–876.
[42] A. Varga, Robust pole assignment via Sylvester equation based state feedback parametrization, in: Proceedings of the 2000 IEEE International
Symposium on Computer-Aided Control System Design, Alsaka, USA, 2000, pp. 13–18.
[43] C.T. Chen, Linear System and Design, Holt, Rinehart and Winstion, NY, 1984.
[44] P. Van Dooren, Reduced order observers: a new algorithm and proof, Systems and Control Letters 4 (1984) 243–251.
[45] C. Bischof, B.N. Datta, A. Purkyastha, A parallel algorithm for the Sylvester observer matrix equation, SIAM Journal on Scientific Computing (1996)
686–698.
[46] B.N. Datta, C. Hetti, Generalized Arnoldi methods for the Sylvester-observer equation and the multi-input pole placement problem, in: Proceedings
of the 36th Conference on Decision & Control, San Diego, CA, USA, 1997.
[47] J. Carvalho, K. Datta, Y. Hong, A new block algorithm for full-rank solution of the Sylvester-observer equation, IEEE Transactions on Automatic Control
48 (12) (2003) 2223–2228.
[48] J. Kautsky, N.K. Nichols, P. Van Dooren, Robust pole assignment in linear state feedback, International Journal of Control 41 (5) (1985) 1129–1155.
[49] C.C. Tsui, A complete analytical solution to the equation TA − FT = LC and its applications, IEEE Transactions on Automatic Control (32) (1987)
742–744.
[50] G.R. Duan, Solutions of Sylvester matrix equation AV + BW = VF and their application to eigenstrucuture assignment in linear systems, IEEE
Transactions on Automatic Control 38 (2) (1993) 276–280.
[51] B. Zhou, G.R. Duan, An explicit solution to the matrix equation AX − XF = BY , Linear Algebra and its Applications 402 (2005) 345–366.
[52] B. Zhou, G.R. Duan, Parametric solutions to the generalized Sylvester matrix equation AX − XF = BY and the regulator equation AX − XF = BY + R,
Asian Journal of Control 9 (4) (2007) 478–483.
[53] A.G. Wu, G.R. Duan, Y. Xue, Kronecker maps and Sylvester-polynomial matrix equations, IEEE Transactions on Automatic Control 52 (5) (2007)
905–910.
[54] J. Qiu, W. Jiang, Y. Shi, D. Xi, Positive solutions for nonlinear nth-orderm-point boundary value problemwith the first derivative, International Journal
of Innovative Computing, Information and Control 5 (8) (2009) 2405–2414.
[55] X. Zhong, T. Zhang, Y. Shi, Oscillation and nonoscillation of neutral difference equation with positive and negative coefficients, International Journal
of Innovative Computing, Information and Control 5 (5) (2009) 1329–1342.
[56] C. Yu, Existence and uniqueness of the solution for FM-BEM based on GMRES(m) algorithm, ICIC Express Letters 2 (1) (2008) 89–93.
[57] J. Liu, C. Yu, Y. Chen, Xia Li, Computational formulations for the fundamental solution and kernel functions of elasto-plastic FM-BEM in spherical
coordinate system, ICIC Express Letters 2 (2) (2008) 207–212.
[58] S.H. Hou, A simple proof of the Leverrier–Faddeev characteristical polynomial algorithm, SIAM Review 40 (3) (1998) 706–709.
[59] P. Misra, E. Quintana, P.M. Van Dooren, Numerically reliable computation of characteristic polynomials, in: Proceedings of 2005 American Control
Conference, vol. 6, 1995, pp. 4025–4029.
