Abstract-Cyclic codes are widely employed in communication systems, storage devices, and consumer electronics, as they have efficient encoding and decoding algorithms. BCH codes, as a special subclass of cyclic codes, are in most cases among the best cyclic codes. A subclass of good BCH codes are the narrowsense BCH codes over GF(q) with length n = (q m − 1)/(q − 1). Little is known about this class of BCH codes when q > 2. The objective of this paper is to study some of the codes within this class. In particular, the dimension, the minimum distance, and the weight distribution of some ternary BCH codes with length n = (3 m − 1)/2 are determined in this paper. A class of ternary BCH codes meeting the Griesmer bound is identified. An application of some of the BCH codes in secret sharing is also investigated.
Note that every ideal of R is principal. Let C ⊂ R be a cyclic code of length n over GF(q), then C = g(x) where g(x) ∈ GF(q) [x] may be chosen to be monic and to have the smallest degree among all the generators of C. This g(x) is unique and satisfies g(x)|(x n − 1) and is called the generator polynomial, and h(x) := (x n − 1)/g(x) is called the parity-check polynomial of C. If the generator polynomial g(x) (resp. the parity-check polynomial h(x)) can be factored into a product of s irreducible polynomials over GF(q), then C is called a cyclic code with s zeroes (resp. s nonzeroes). In this paper, we consider only cyclic codes of length n over GF(q) with gcd(n, q) = 1, which implies that the generator polynomial of the code does not have repeated roots.
Let n be a positive integer. Let m = ord n (q), that is, m is the smallest positive integer such that n|q m − 1. Let α be a generator of GF(q m ) * := GF(q m )\{0}, and put β = α (q m −1)/n . Then β is a primitive n-th root of unity in GF(q m ). where lcm denotes the least common multiple of the polynomials. We also definẽ it is useful to determine the Bose distance of the BCH code, if the minimum distance cannot be obtained.
The cyclic codes C (n,q,m,δ) are treated in almost every book on coding theory. When n = q m − 1, the codes C (n,q,m,δ) are called narrow-sense primitive BCH codes and have been extensively studied in the literature [2] [3] [4] [5] , [8] [9] [10] , [12] , [17] , [19] [20] [21] , [26] , [27] , [29] , [31] , [32] . The reader is referred to [17] for a recent summary of various results on narrow-sense primitive BCH codes. When n = q m −1 q−1 , the codes C (n,q,m,δ) andC (n,q,m,δ) are also interesting, however, very little is known about them when q > 2.
The objective of this paper is to study some special classes of the narrow-sense BCH codes of length q m −1 q−1 for q > 2. We employ various tools, including cyclotomic cosets, locator polynomials, nondecreasing sequence decompositions, exponential sums and the theory of quadratic forms over finite fields to study important parameters such as dimensions, Bose distances, minimum distances and weight distributions of these codes. A class of ternary BCH codes meeting the Griesmer bound is presented. Moreover, an application of some of the BCH codes presented in this paper is also investigated.
As will be shown, some narrow-sense BCH codes of length q m −1 q−1 have optimal parameters. To investigate the optimality of some of the codes studied in this paper, we compare them with the tables of the best known linear codes maintained by Markus Grassl at http://www.codetables.de, which are called the Database later in this paper. In some cases, we also use the tables of the best cyclic codes given in the monograph [13] as benchmarks.
II. PRELIMINARIES
In this section, we present some necessary background concerning cyclotomic cosets, coset leaders, nondecreasing sequence decompositions, quadratic forms over finite fields and exponential sums. Some known results about BCH codes are also recalled.
A. Cyclotomic Cosets
Let n be a positive integer such that gcd(n, q) = 1. Let Z n denote the ring of integers modulo n. Let s be an integer with 0 ≤ s < n. The q-cyclotomic coset of s modulo n is defined by C s = {s, sq, sq 2 , ··· , sq s −1 } mod n ⊆ Z n , where s is the smallest positive integer such that q s s ≡ s (mod n). s is also the size of the q-cyclotomic coset C s . The smallest nonnegative integer in C s is called the coset leader of C s . Let (n,q) be the set of all the coset leaders. Then we have C s ∩ C t = ∅ for any distinct elements s and t in (n,q) , and
Namely, the q-cyclotomic cosets modulo n form a partition of Z n .
Suppose m = ord n (q) and β is a primitive n-th root of unity in GF(q m ). Then, the minimal polynomial m s (x) of β s over GF(q) is the monic polynomial of the smallest degree over GF(q) with β s as a zero. By Galois theory, this polynomial is irreducible over GF(q) and is given by
It follows from (1) that
which is the factorization of x n − 1 into irreducible factors over GF(q). Thus, for a cyclic code
the generator polynomial g(x) is a product of some m s (x)'s. Hence, the degree of g(x) and the dimension of C can be determined by the size of cyclotomic cosets associated with g (x) .
Regarding the size of q-cyclotomic cosets modulo n, we have the following lemma.
Lemma 1 ([18, Th. 4 
.1.4]):
The size s of each q-cyclotomic coset C s is a divisor of ord n (q), which is the size 1 of C 1 .
The following lemma says when s is small, the size of the q-cyclotomic coset C s ⊂ Z n is always equal to ord n (q). As a direct consequence, the dimension of some BCH codes can be easily obtained. 
The following proposition illustrates the close relation between coset leaders and the Bose distance of the narrowsense BCH code C (n,q,m,δ) .
This contradicts to the definition of the Bose distance.
Moreover, if δ is a coset leader, then,
By the definition of g (n,q,m,δ) (x), β δ is not a root of g (n,q,m,δ) (x) . Hence, δ is the largest designed distance of C (n,q,m,δ) and we have d B = δ.
B. Nondecreasing Sequence Decompositions and Coset Leaders
There have been some interesting results on coset leaders of q-cyclotomic cosets when n = q m − 1 ( [17] , [26] , [31] ). Particularly, in [31] , the concept of nondecreasing sequence decompositions was proposed and its close relation with coset leaders modulo q m − 1 was discussed. In this subsection, we show that this concept is also helpful in determining some special q-cyclotomic coset leaders modulo q m −1 q−1 . Here we always assume that q > 2 is a prime power.
Suppose 
The coset leader of C s modulo n is denoted by s * . When n = q m − 1 and
, it is clear that the sequence q i s corresponding to q i s mod n is
That is, when n = q m − 1, multiplying a power of q simply corresponds to a cyclic shift of the original sequence s. This key fact is fundamental for the important results presented in [31] . When n = q m −1 q−1 , the situation is more complicated: while (2) is still true, however, when q i s > n, noting that n = (1, 1,. .. ,1), we need to subtract q i s by some multiple of (1, 1,... ,1) so that the resulting sequence lies in between 0 and n. With this observation, we can translate easily some results of [31] into the new context, where the modulus is n = 
Then we have the following.
Proof: Since n = (1, 1, ··· , 1) and the components of s are either 0 or 1, the components of q i s are also either 0 or 1. Thus 0 < q i s < n for all i . Therefore the process of subtracting q i s by multiples of n is not involved. The proof is exactly the same as that of [31, Th. 2.2] for n = q m − 1.
Let
We now define the successor operator S in the way that S(v) is the smallest NDS that is larger than v. In particular, if v 0 < q − 1, we have
which corresponds to the successor of the integer
The following Lemma provides information about the coset leaders modulo 
In particular, if the last component of S(T b (V 1 )) is 1, then the equality holds. Proof: The proof is the same as that of [31, Th. 2.5] for n = q m − 1, because in (2) no subtracting of (1, 1,...,1) from q i s is involved.
C. Gauss and Exponential Sums Related to Quadratic Forms
In this subsection, we list two results on Gauss sums and exponential sums related to quadratic forms over finite fields. Interested readers may refer to [22, Ch. 5] for other properties of Gauss sums and to [22, Ch. 6] and [23] for the general theory of quadratic forms over finite fields.
From what follows, we assume that p is an odd prime and q = p s . Denote by Tr the standard trace map from GF(q) to GF( p).
Definition 7: Let χ be a multiplicative character over GF(q). The Gauss sum G(χ) is defined to be
is a p-th complex root of unity. Let η be the quadratic character of GF(q).
Lemma 8 ([22, Th. 5.15] ): The quadratic Gauss sum G(η) satisfies
The following identity also holds (see [22, Theorem 5.33] ): Moreover, for a ∈ GF(q) * , we have
D. Some Known Results Concerning BCH Codes
Locator polynomials are very useful in the study of BCH codes [3] , [4] . We first review the definition. 
are called the locators of c, where β is a primitive n-th root of unity in GF(q m ). The locator polynomial of c is
where σ 0 = 1. The coefficients σ i are the elementary symmetric functions of X i :
The following lemma suggests a method to find a codeword of prescribed weight in the BCH code C (n,q,m,δ) by using locator polynomials.
Lemma 11 ([25, Ch. 9 
III. THE NARROW-SENSE BCH CODES WITH LARGE DIMENSIONS
For the rest of this paper, unless otherwise stated, we will always assume that n = q m −1 q−1 . Therefore ord n (q) = m. We use α to denote a primitive element of GF(q m ) and β = α q−1 . In this section, we consider the narrow-sense BCH codes C (n,q,m,δ) andC (n,q,m,δ) with few zeroes, and thus they have large dimensions. The narrow-sense BCH code with designed distance 2 has only one zero. The parameters of these codes are known.
Theorem 13: The code C (n,q,m,2) has parameters
The dimension follows from the fact that |C 1 | = m. Since C (n,q,m,2) has only one zero β, its parity-check matrix is
where the i -th column is a vector in GF(q) m corresponding to
If gcd(m, q − 1) = 1, then gcd(n, q − 1) = 1. Suppose H contains two columns which are linearly dependent over GF(q). Let these two columns be the i -th column and the j -th column where 1 ≤ i < j ≤ n. Then we have β j −1 = θβ i−1 for some θ ∈ GF(q) * . Thus β j −i = θ ∈ GF(q) * , which implies that β ( j −i)(q−1) = 1. Since β is a primitive n-th root of unity and gcd(n, q − 1) = 1, we have n|( j − i ). This is impossible since 1 ≤ j − i ≤ n − 1. Therefore every two distinct columns of H are linearly independent over GF(q) if gcd(m, q −1) = 1. In this case the code C (n,q,m,2) is the Hamming code and we have d = 3 [18, pp. 29-30] . If gcd(m, q − 1) = l > 1, from the above argument it is easy to see that the first column and the ( n l + 1)-th column of H are linearly dependent over GF(q). That is, the code C (n,q,m,2) has minimum distance d = 2.
Theorem 14: The codeC (n,q,m,2) has parameters
, where the lower bound follows from the BCH bound and the upper bound follows from the sphere packing bound. Note that the parity-check matrix is
where H = (1,β,...,β n−1 ) is the parity-check matrix of the code C (n,q,m,2) in Theorem 13. We claim that every two columns of H are linearly independent over GF(q). For any 1 ≤ i < j ≤ n, assume that the i -th and j -th columns are linearly dependent over GF(q). Then we must have β i−1 = β j −1 , that is, β j −i = 1. This is impossible since β is a primitive n-th root of unity and 1 ≤ j − i ≤ n − 1. Hence the claim is proved. Therefore the minimum distance d ofC (n,q,m,2) is strictly larger than two and we have
For the narrow-sense BCH codes with designed distance 3, the parameters can be determined in some cases and are described as follows. 
The dimension of C (n,q,m,3) follows from the fact that |C 1 | = |C 2 | = m. By the BCH bound, the minimum distance d is at least three.
We first prove d = 3 when i) or ii) holds. Since δ = 3, by Lemma 11, it suffices to find a polynomial of the form σ (z) = 3 i=0 σ i z i such that all roots of σ (z) belong to the cyclic group β and σ 1 = σ 2 = 0. Notice that both i) and
3(q−1) , we find that X 1 , X 2 , X 3 ∈ β are distinct and satisfy
Thus the desired polynomial can be chosen as
Hence, there exists a codeword of weight three and we have d = 3.
Next, we prove 3 ≤ d ≤ 4 when iii) or iv) holds. By Lemma 11, it suffices to find a polynomial of the form σ (z) = 
, we find that X 1 , X 2 , X 3 , X 4 ∈ β are distinct and satisfy
Thus the desired polynomial can be chosen as σ (z) = We make a remark here. Theoretically, the sphere packing bound gives the following restriction on the parameters of
Suppose m ≥ 2 and d ≥ 7, then the above inequality leads to
After a direct simplification, we have
When m ≥ 2, this inequality does not hold, except for (q, m) = (3, 2). In addition, by Theorem 15, the code has minimum distance four when (q, m) = (3, 2). Hence, for q ≥ 3 and m ≥ 2, we have shown C (n,q,m,3) has minimum distance d ≤ 6. Together with the BCH bound, we obtain the following restriction on the minimum distance d of C (n,q,m,3) , where m ≥ 2:
On [13, p. 313] .
IV. THE NARROW-SENSE BCH CODES WITH SMALL DIMENSIONS
In this section, we study narrow-sense BCH codes with small dimensions. Our task is to find the first few largest coset leaders modulo n = (q m − 1)/(q − 1). By Proposition 4, the Bose distance of a narrow-sense BCH code must be a coset leader. The knowledge of these coset leaders provides information on the Bose distance and dimension of narrowsense BCH codes whose zeroes include all roots of x n − 1 except those corresponding to the first few largest coset leaders. We denote the first and the second largest coset leader modulo n by δ 1 and δ 2 , respectively. It seems a hard problem to determine δ 1 and δ 2 for all q > 2. For the rest of this section, we only deal with the case q = 3. 
A. The Two Coset Leaders
δ 1 = q m−1 − 1 − q (m−1)/2 − 1 q − 1 and |C δ 1 | = m if m is odd, m 2 if m
is even. The second largest coset leader modulo n is
When 2 ≤ m ≤ 3, the desired conclusions can be verified directly. Below, we consider the case that m ≥ 4. Suppose 0 < δ < n is a coset leader of the form
We first observe that a m−1 = 0. Otherwise, assume a m−1 = 1. Then, there is a component a i such that a i = 0. We can take a cyclic shift q j δ for some j (see (2) ) so that a i = 0 becomes the first component. This implies q j δ < δ, which is a contradiction to the assumption that δ is a coset leader.
Next we assume that the coset leader δ is of the form δ = (0, 2, a m−3 ,... ,a 0 ). By the same argument as before, 00 and 01 cannot appear in the sequence δ. Moreover, if 12 appears, by taking a suitable cyclic shift we have q j δ = (1, 2,... ,0, 2,...) for some j . It is easy to see that
where 0 ≤ b m−1 ≤ 1, hence v < δ, a contradiction to the assumption that δ is a coset leader. So 12 does not appear in δ.
Thirdly, let
where u,v ≥ 1 and u + v + 1 = m. We can check that the sequences corresponding to q i δ mod n are given by
Therefore, the δ of the form (4) is a coset leader modulo n if and only if u ≤ v + 1, that is, u ≤ m 2 . Finally, let δ be a coset leader of the form δ = (0, 2, a m−3 ,... ,a 0 ) but not of the form (4) . From what we have proved, δ must be of the form
where t ≥ 2, u i ≥ 1,v i ≥ 0 for each i and u 1 ≤ u i for each 2 ≤ i ≤ t. In particular, we have u 1 ≤ u 2 and
From the argument above, we conclude that the largest two coset leaders δ 1 and δ 2 are given as below:
if m ≥ 5 is odd;
Consequently, noting q = 3, we have
when m is even, we have
if m is even.
As for δ 2 we have
It can also be shown that |C δ 2 | = m. This completes the proof of Lemma 17.
B. Some Other Coset Leaders δ i
Let δ i denote the i -th largest coset leader modulo n = (q m − 1)/(q − 1). In this subsection, we point out that some of the coset leaders δ i can also be determined in the case q = 3. Let δ be a coset leader, then according to the proof of Lemma 17, δ must have the form (4) or (5) . Suppose δ has the form (5), namely,
By the last equation, δ is a coset leader only if , define δ i to be the following coset leaders of the form (4):
. 
We can see the condition q = 3 plays an essential role in the proof. For the case q > 3, we do not have a similar result.
C. The Ternary Codes
In this subsection, we study the ternary codes C (n,3,m,δ 1 ) andC (n,3,m,δ 1 ) . We recall the following trace representations of cyclic codes, which is a direct consequence of Delsarte's Theorem [11] . Note that the length n in the following Proposition is not necessarily of the form 
Given a codeword c, we use w(c) to denote the Hamming weight of c. For the ternary code C (n,3,m,δ 1 ) , we have the following theorem.
Theorem 19: Let m ≥ 3. Then the ternary code C (n,3,m,δ 1 ) has parameters
if m is even. Table I and Table II . Proof: The conclusion on the dimension of the code follows from Lemma 17. As for the weight distribution, we consider only the case that m ≥ 3 is odd. The case that m ≥ 4 is even can be treated in the same way and we omit the details.
Note that C (n,3,m,δ 1 ) has two nonzeroes. More precisely, 1 and β δ 1 are two non-conjugate roots of its parity-check polynomial. Since
by Proposition 18, we have
where
Here
Thus the code C (n,3,m,δ 1 ) is permutation equivalent to the following code
Because of the simple expression of the code (6) and because the weight distribution problem has been studied extensively for many families of cyclic codes in recent years (see for example [16] for a recent update and references therein), the weight distribution of the code in (6) may be known, but we have not found it in the literature. For the sake of completeness and the illustration of ideas and methods which will be used later, we include a detailed computation below. First, if a = 0 and 0 = b ∈ GF(3), it is easy to see that the Hamming weight w (c 2 (a, b) ) of the codeword c 2 (a, b) takes the value
twice. Second, if 0 = a ∈ GF(3 m ) and b ∈ GF(3), we have
where η is the quadratic character of GF(3 m ) and G(η) is the quadratic Gauss sum over GF(3 m ). for 3 m −1 times. Therefore, we obtain the weight distribution for the case that m ≥ 3 is odd, which is recorded in Table II Let (q, m) = (3, 5). Then the code C (n,q,m,δ 1 In addition,C (n,3,m,δ 1 ) has only one nonzero weight.
Proof: The conclusion on the dimension of the code follows from Lemma 17. Note thatC (n,3,m,δ 1 ) has one nonzero and β δ 1 is a root of its parity-check polynomial. By Proposition 18, we havẽ
where , a ∈ GF(3 m ) .
Again the weight distribution of the code of (7) may be known, but we have not found it in the literature. We provide details of the computation as below. Clearly, c 2 (0) is the zero codeword. If 0 = a ∈ GF(3 m ), using (3), we have
where η is the quadratic character of GF(3 m ) and G(η) is the quadratic Gauss sum over GF(3 m ). Since η(1) = 1 and η(−1) = −1, we have x∈GF(3) * η(ax) = 0 for each a = 0. Therefore, w(c 2 (a)) = 3 m−1 for each a = 0. Namely, C (n,3,m,δ 1 ) has only one nonzero weight 3 m−1 .
We remark that, as it could be easily verified, the codẽ C (n,3,m,δ 1 ) of Theorem 22 meets the Griesmer bound for linear codes, and hence is optimal. C (n,3,m,δ 2 ) andC (n,3,m,δ 2 ) The determination of the weight distributions of the ternary codes C (n,3,m,δ 2 ) andC (n,3,m,δ 2 ) is more complicated and depends heavily on the theory of quadratic forms over finite fields (see [22] ). We first do some preparations.
D. The Ternary Codes
For reasons which will be explained later, let m ≥ 3 be an odd integer. For a, b ∈ GF(3 m ), define the quadratic form Recall that the equation 
This has at most 27 solutions, thus r ≤ 3 and r a,
Denote by η 0 the quadratic character over GF (3) . Then, by Lemma 9, we have
We will need the following lemma concerning power moment identities. 
Lemma 24: For the S(a, b) defined above, we have the following
Raising to the 3 m+3 2 -th power both sides of (9) and (10), we obtain
Taking the difference between (11) and (12), we have
2 +1 on both sides of the above equation, we can easily obtain
Raising to the third power both sides of (10), we obtain
Taking the difference between (14) and (9), we have
By (13) and (15), we have ( iv) The proof is very similar to that of ii), and thus omitted here.
For j ∈ {0, 2}, define
For j ∈ {1, 3} and ∈ {1, −1}, define
Under the assumption n 1,3 = 0, which will be verified later (see the proof of Theorem 26 below), we obtain the value distribution of T (a, b) and S(a, b) . 
Simplifying the above four equations leads to
Moreover, by definition, we have
Together with n 1,3 = 0, we already have six linear equations with respect to n 0 , n 2 , n 1,1 , n −1,1 , n 1,3 and n −1,3 , from which the value distribution of T (a, b) easily follows. . Moreover, the weight distribution is presented in Table III when m is even and in Table IV when m is odd.
Proof: The conclusion on the dimension of the code follows from Lemma 17.C (n,3,m,δ 2 ) has two nonzeroes and β δ 1 , β δ 2 are two non-conjugate roots of its parity-check polynomial. Note that 
when m is odd and
When m is even, we have
is a permutation of GF(3 m ),C (n,3,m,δ 2 ) has the same weight distribution with the following code: 
Note that there is a one-to-one correspondence between the codewords of (16) and (17) . Indeed, given a codeword of (16), the concatenation with its copy produces a codeword of (17) . Hence, the weight of a codeword in code (16) is half of its corresponding codeword in code (17) . Therefore, the weight distribution of code (16) 
are both permutations of GF (3 m ),C (n,3,m,δ 2 ) has the same weight distribution with the following code
Hence, we obtain the weight distribution ofC (n,3,m,δ 2 ) (see Table IV ) directly from the value distribution of S(a, b) in Lemma 25, provided that n 1,3 = 0. We finally prove that n 1,3 = 0. By (18) and Lemma 25, n 1,3 is the frequency of codewords ofC (n,q,m,δ 2 ) which have the weight [40, 6, 24] , and weight enumerator 1 + 300z 24 + 240z 27 + 168z 30 + 20z 36 . This is the best cyclic code and optimal according to [13, p. 305 
where where
In addition, the weight distribution is presented in Table V when m is even and in Table VI when m is odd. Proof: The conclusion on the dimension of the code follows from Lemma 17. Note that C (n,3,m,δ 2 ) has three nonzeroes and 1, β δ 1 , β δ 2 are three roots of its parity-check polynomial, such that every two of them are non-conjugate. Define 
when m is even. When m is even, with the same argument as in the proof of Theorem 26, we know that C (n,q,m,δ 2 ) has the same weight distribution with the following code Recall that η 0 is the quadratic character of GF (3) . With the help of Lemma 9, we can compute w (c 2 (a, b, c) ) (see the equation on the top of the previous page).
Thanks to [24, Th. 1], the value distribution of U (a, b) in (19) is already known which is presented in the following table:
It is easy to see that the weight distribution of C (n,q,m,δ 2 ) (see Table V) 
Employing the value distribution of T (a, b) in Lemma 25, we obtain the weight distribution of C (n,3,m,δ 2 ) (see Table VI According to [13, p. 305 
V. SOME NARROW-SENSE BCH CODES WITH SPECIAL DESIGNED DISTANCES
In this section, for general prime power q, we focus on narrow-sense BCH codes of length n = The theorem above is very powerful in determining the Bose distance of C (n,q,m,δ) for some special δ. In the following, we give several examples.
In particular, if the last component of S(T b (V
Example 33: For q = 3, m = 6 and δ = 110, consider the code C (364, 3, 6, 110) . Note that
where V 1 = (0, 1, 1) and V 2 = (0, 0, 2). Since V 1 > V 2 , by ii) of Theorem 32, the Bose distance
Indeed, the smallest coset leader no less than δ = 110 is just 112, where C 112 = {112, 280, 336}.
Example 34: For q = 3, m = 5 and δ = 29, consider the code C (121, 3, 5, 29) . Note that
Indeed, the smallest coset leader no less than δ = 29 is just 31, where C 31 = {31, 37, 91, 93, 111}.
Example 35: For q = 7, m = 5 and δ = 393, consider the code C (2801, 7, 5, 393) . Note that
where V 1 = (0, 1, 1) and V 2 = (0, 1) . Since V 1 > V 2 , by ii) of Theorem 32, the Bose distance 
Theorem 36:
has Bose 
,l).
We are going to show that δ is a coset leader by analyzing δ. Direct computation shows that for 1
which implies that q m−1 δ > δ. Consequently, δ is a coset leader modulo n. In addition, if 
VI. OPEN PROBLEMS AND CONCLUDING REMARKS
Although BCH codes are introduced in almost every book on coding theory, a very small number of results about them are available in the literature (see [3] , [4] , [9] , [10] , [17] for information). In general, it is a hard problem to determine the dimension of a BCH code, and it is much harder to find its minimum distance.
The known results on BCH codes are almost entirely for the primitive length n = q m − 1. To our knowledge, there are only a few papers on BCH codes with non-primitive lengths in the literature. This is because it is harder to deal with BCH codes with non-primitive lengths. This paper initializes the study of narrow-sense BCH codes of length n = (q m − 1)/(q − 1), and has the following contributions:
• The parameters of some narrow-sense BCH codes with large dimensions were determined in Section III.
• The parameters of some narrow-sense BCH ternary codes with small dimensions were settled in Section IV. Specifically, we determined the weight distributions of the ternary BCH codes C (n,q,m,δ 1 ) ,C (n,q,m,δ 1 ) , C (n,q,m,δ 2 ) and C (n,q,m,δ 2 ) in Theorems 19, 22, 29 and 26, respectively. A class of optimal BCH ternary codes were identified.
• The parameters of some narrow-sense BCH codes with designed distances of special forms were settled in Section V. This paper only initialized the investigation of narrow-sense BCH codes of length where q = p s and p is a prime. In general, the dimension of this code is much larger than the lower bound above. The reader is very welcome to settle the open problems in this paper. While primitive narrow-sense BCH codes contain many good linear codes [13] , [17] , as shown by many examples in this paper, narrow-sense BCH codes of length n = (q m − 1)/(q − 1) also include many optimal linear codes. Very recently, new infinite families of 2-designs and 3-designs from linear codes are presented in [14] and [15] . The ternary narrow-sense BCH codes studied in Section IV can be employed for constructing 2-designs and some Steiner systems [15] . These nice applications are some of the motivations for studying narrow-sense BCH codes of length n = (q m − 1)/(q − 1).
Finally, we point out an application of some of the ternary codes of this paper in secret sharing. Every linear code over GF(q) can be employed to construct secret sharing schemes [1] , [7] , [28] , [30] . In order to make such secret sharing scheme to have interesting access structures, we need a linear code C over GF(q) such that
where w max and w min denote the maximum and minimum nonzero weight in C, respectively. The ternary codes of Theorems 19 and 26 satisfy the inequality in (20) when m ≥ 5, and the codes of Theorem 22 have only one nonzero weight and obviously satisfy the inequality in (20) . Therefore, all the codes in Theorems 19, 22, and 26 can be employed to obtain secret sharing schemes with interesting access structures using the framework documented in [1] , [7] , [28] , and [30] . 
