Abstract -Data analysis and processing of manufacturing process is significant to ensure the stable production safety, maintain quality stabilization, and optimize production profit. Practical manufacturing process often has complex characteristics, such as multimode, nonlinearity, etc. Mode division can divide manufacturing process into multiple modes and is useful for subsequent process monitoring and scheduling optimizing. In this paper, density peaks clustering (DPC) based on multiple distance measures is used for mode division in manufacturing process. Multiple distance measures for computing the local density and minimum distance between the point and any other point with higher density in DPC are compared and analyzed. To illustrate the effectiveness of the clustering method for mode division in manufacturing process, experiments are developed based on penicillin fermentation process and practical foods industrial production process. Experimental results verify the feasibility and efficiency of the clustering method for mode division in manufacturing process.
I. INTRODUCTION
Data analysis and processing is one of the most important tasks for practical manufacturing process as it is essential to ensure the stable production safety, maintain quality stabilization, and optimize production profit [1] [2] [3] [4] [5] . In practical manufacturing process, the operating conditions frequently change due to various factors, such as different parameter settings, manufacturing strategies, production specifications, etc, which causes multiple modes [1] . Different modes have their similar, respective specific characteristics and duration time in which mode is defined as the long duration process with the similar statistical characteristics [1, 6, 7] . In order to perform subsequent effective process modeling, monitoring, fault diagnosis and scheduling optimizing, it is significant to develop effective mode division methods for manufacturing process.
Clustering as a fundamental task in pattern recognition, which is to divide various data points into different groups by some clustering criteria, has been widely studied in various fields. Normally, clustering methods contain mainly hierarchical clustering, partitioning clustering, density-based clustering, grid-based clustering, neural network-based clustering and model-based clustering [8] . Nowadays, applications of density-based clustering methods become more and more popular because of the trend that the data is stored in various shapes. Recently, the density peaks clustering (DPC) method has been proposed in the journal Science, which is based on the assumptions that cluster centers are surrounded by neighborhoods with lower local density and that they are at a relatively large distance from any points with a higher local density. This idea forms the basis of clustering procedures in which the number of clusters arises intuitively, outliers are automatically spotted and excluded from the analysis, and clusters are recognized regardless of their shapes [9] . The DPC method has extensive application prospect in various fields, such as mode division in manufacturing process. Various modes with arbitrary shapes can be divided by the DPC methods. However, the original DPC method has some disadvantages. For example, appropriate distance measure in not given. In clustering research, choosing a suitable distance measure is one of the most difficult tasks. Therefore, to obtain better clustering performance by using DPC, density peaks clustering (DPC) based on multiple distance measures should be well researched.
In this paper, DPC based on multiple distance measures is researched and used for mode division in manufacturing process. Firstly, the DPC method is illustrated in detail for understanding the superior characteristics. Then, to understand in depth the influences of distance measures including Manhattan, Euclidean, Mahalanobis and geodesic on DPC, multiple distance measures for computing the local density and minimum distance between the point and any other point with higher density are analyzed and compared. It is shown that the geodesic distance measure is more effective for mode division by using DPC. Finally, the penicillin 978-1-5090-4102-2/16/$31.00 ©2016 IEEE Proceedings of the IEEE International Conference on Information and Automation Ningbo, China, August 2016 fermentation process and practical foods industrial production process are used to validate the feasibility and efficiency of DPC for mode division. The rest of this paper is organized as follows. In Section II, the DPC method is presented in detail. In Section III, multiple distance measures for computing the local density and minimum distance for DPC are analyzed and discussed. Section IV illustrates the experiments of mode division for the penicillin fermentation process and practical foods industrial production process. Conclusions are presented in the Section V.
II. DENSITY PEAKS CLUSTERING
The density peaks clustering (DPC) method was proposed in the Journal Science in 2014 [9] . The method is very attractive because it is simple and effective. It is mainly based on only the distance between data points. Moreover, it is able to detect non-spherical clusters and to recognize the correct number of clusters by artificial observation. The DPC method has its basis assumptions that cluster centers are surrounded by neighbors with lower local density and that they are at a relatively large distance from any points with a higher local density. Next, we present the detailed procedures of DPC for understanding the superior characteristics. Firstly, for each data point i , the DPC method computes two quantities: its local density i ρ and minimum distance i δ from points of higher density. Both these quantities depend mainly only on the distances ij d between data points. The local density i ρ of data point i is defined as:
where ( ) 1 (1) might be affected by large statistical errors. In these cases, it might be useful to estimate the density by more accurate measures [10, 11] . For computing density for cases with few points, local density based on the exponential kernel was described in [11] :
The minimum distance i δ from points of higher density is measured by computing the minimum distance between point i and any other points with higher density in equation (1) . For the point with highest density, the DPC method conventionally takes ( )
Note that i δ is much greater than the typical nearest neighbor distances only for points that are local or global maxima in local density. Thus, cluster centers can be recognized as points for which the value of i δ is anomalously large.
The artificial observation of the cluster centers is the core of the DPC method. The points with high δ and relatively high ρ are recognized as the cluster centers. After the cluster centers are obtained, each remaining data point is assigned to the same cluster as its nearest neighbor of higher density. The cluster assignment is performed in a single step. Moreover, the clustering results of a clustering method might not accurately describe the cluster structures in the data or is hard to interpret because outliers may mask the structures [12] . In the DPC method, to distinguish normal data and outliers, a discrimination function is used as follows:
where i l T is the threshold of data point i for the recognition of outliers. i l T can be calculated as follows:
where i l is the clustering label of data point i . For data point i , when equation (4) holds, the data point i is identified as a outlier. Therefore, DPC can be suitable for datasets with outliers, which is attractive for practical applications.
Using the DPC method [9] , clusters with outliers can be recognized regardless of their shape. It is mainly based on the distance of data points, artificial observation of cluster centers and recognition of outliers. However, in the original DPC approach, appropriate distance measure is not given. Selecting an appropriate distance measure is essential and significant for clustering tasks. In the following section, for this problem, multiple distance measures for computing the local density and minimum distance in DPC is presented
III. MULTIPLE DISTANCE MEASURES FOR DPC
It is assumed that a reasonable clustering method is selected. Meanwhile, one may note that selecting an appropriate distance measure has major impact on clustering results [13] . In literature [14] , the prior cluster assumption of local and global consistency has been proposed. Local consistency means that nearby data points are likely to have a high similarity. Global consistency means that data points on the same structure (typically referred to as a cluster or a manifold) are likely to have a high similarity. However, traditional Euclidian distance measure, widely used in various methods, in general depends only on the assumption of local consistency and fails to characterize the global consistency.
In real world problems, the datasets we face maybe have various complicated characteristics. Therefore, simply using Euclidean distance measure cannot fully characterize the structures of data clustering. It is essential and significant for us to use other distance measures for the clustering problem [15] . For datasets { } 1 2 , , ,
, multiple distance measures including Manhattan, Euclidean, Mahalanobis and geodesic for computing the local density and minimum distance in DPC are presented as follows.
Minkowski: Distance measures known as Manhattan (MAN), Supreme (SUP) and, Euclidean (EUC) are particular cases of the more general Minkowski family of metric distances [16] , defined in equation (6) 
( )
Mahalanobis: Mahalanobis distance (MD) is a distance measure introduced by Mahalanobis [17] in 1936. The MD measure distinguishes multivariable data sets by a univariate distance measure that is calculated from the measurements of multiple parameters [18] .The definition of MD measure is as follows:
where S is the covariance matrix of X . The MD measure can provide a number for gauging similarity of an unknown sample set to a known one. Generally, the two samples are more similar, and more possible to belong to the same cluster if their MD value is smaller [19] . Geodesic: These Euclidean-based distances without considering of the data manifold may provide false assignments of data samples into clusters other than their own. When the data manifold is known it is straightforward to find the path between the two samples. For general geodesic distance calculations, however, a neighborhood graph showing the connections between the data points is crucial to faithfully determine the data topology [20] . A naive way is to consider any pair of points if they are in the neighborhood set of each other. Namely, i x and j x are neighbors (one can reach i x from j x vice versa) only if j x is among the neighbors of i x and i x is among the closest neighbors of j x .
After constructing this graph, the geodesic distance between any two points i x and j x is the sum of Euclidean distances of their shortest path: [20] .
By selecting appropriate distance measure of DPC to conduct mode division for different manufacturing process data with complex characteristics, more meaningful clustering results could be obtained.
IV. EXPERIMENTS
To evaluate the DPC method based on multiple distance measures for mode division in manufacturing process, we investigate the clustering performance for penicillin fermentation process and practical foods industrial production process. The clustering methods were implemented in a MATLAB environment. Different distance measures for computing the local density and minimum distance are compared and analyzed. The penicillin fermentation process has the characteristics including multimode and nonlinearity. Most of the necessary cell mass is generated in the initial pre-culture mode. Cells continue to grow to be penicillin in the fed-batch mode [18] . The mode division results can be used for subsequent process monitoring. The data can be obtained using PenSimv2.0 simulation software, which provides a standard platform for penicillin fermentation process monitoring and fault identification. The reaction time of each penicillin fermentation process is 400 h, which contains a pre-culture mode of about 45 h and a fed-batch mode of about 355 h. The sampling interval is 1 h [21] . Flow chart of the penicillin fermentation process is shown in Fig. 1 and nine process variables are shown in Table I . The clustering results based on DPC of the penicillin fermentation process are shown in Fig. 2 , which utilized different distance measures including Manhattan, Euclidean, Mahalanobis and geodesic. Based on priori knowledge, correct mode division results are pre-culture mode 1 including from 1th to 45th sample points and fed-batch mode 2 including other sample points. Clustering accuracy (ACC) of DPC based on multiple distance measures are demonstrated in Table II . It is obvious that different modes could be divided from the clustering results based on Euclidean, Mahalanobis and geodesic distance measures. However, accurate mode division cannot be obtained by Manhattan distance. Moreover, the selection of cluster centers based on geodesic distance measure is more reliable. If the number of cluster centers based on Euclidean and Mahalanobis distance measures is selected as more than 2 or the cluster centers are selected as other 2 data points, mode division will be incorrect, which will influence subsequent process monitoring.
One real-life dataset of foods industrial production process was used to validate the efficiency and feasibility of DPC for mode division. The products with various specifications are manufactured continuously in practical manufacturing process. Flow chart of the foods industrial production process is shown in Fig. 3 and each process variable is shown in Table III . All variables are measured at practical foods production process, providing abundant information for clustering. We study mode division of the products with two specifications according to 16 process variables as shown in Table III , which is significant for subsequent process monitoring and scheduling optimizing in practical industrial process. The clustering results based on multiple distance measures of practical foods industrial production process are shown in Fig. 4 . Based on priori knowledge, correct mode division results are mode 1 that produces product 1 including from 1th to 45th sample points and mode 2 that produces product 2 including other sample points. Clustering accuracy (ACC) of DPC based on multiple distance measures are demonstrated in Table IV . Clustering results show that accurate mode division results could only be obtained from DPC based on geodesic distance measure. The clustering result based on Mahalanobis distance measure is insignificant and the ones based on Manhattan and Euclidean distances are inconsistent with the correct mode division because of the increasing number of cluster centers.
According to the results of our experiments, we conclude that DPC based on multiple distance measures is effective and feasible for mode division in manufacturing process. The results can support the selection of appropriate distance measures for mode division by using the DPC method. It is shown that geodesic distance measure can obtain better performance than other three distance measures. Therefore, the DPC method can be applied for mode division in manufacturing process.
V. CONCLUSIONS
The main goal of density peaks clustering (DPC) for mode division in manufacturing process is to divide the complex process into multiple modes for subsequent effective process monitoring and scheduling optimizing. DPC based on multiple distance measures including Manhattan, Euclidean, Mahalanobis and geodesic has been validated on penicillin fermentation process and practical foods industrial production process. We compare multiple distance measures for computing the local density and minimum distance between the point and any other point with higher density in DPC. The experimental results show that DPC is effective and feasible for mode division in manufacturing process. Moreover, it is shown that the geodesic distance is a more effective measure for mode division by using DPC. Furthermore, we will study more effective selection method of cluster centers for DPC and use it in different contexts.
