A semiempirical calculation is outlined that allows analysis of experimental results for the apparent surface concentration of binary alloys, obtained by x-ray photoelectron spectroscopy, (XPS). A segregation profile giving the enrichment of the segregating element at and near the surface is obtained from the analysis. Using previously published data for Cu,, Ni,,( 100) and Cu,, Ni8,( 11 1 ), it is shown that copper segregation is not restricted to the first few layers, but instead extends significantly into the selvedge (near-surface) region. This occurrence is not explainable by the use of present ideal solution models. An extended ideal solution model is presented, in which the bond strengths vary gradually from top-layer values to bulk values. This model is consistent with the observed penetration of copper enrichment into the selvedge. The parameters describing the gradual change of bond strengths are determined via comparison of the results of the model with XPS data.
I. INTRODUCTION
bond strength between unlike atoms is greater than the mean Several semiempirical calculations'~' have been used recently to analyze x-ray photoelectron spectroscopy (XPS) data to ascertain the preferential segregation at the surface of one constituent of a binary alloy., Electron spectroscopy signals and mean free paths have been analyzed to construct the profile of concentrations of the constituents from the surface to the selvedge to the For the purpose of determining these profiles from XPS data, semiempirical methods have been developed for the cases in which the emission is from different core levels, ' or from differing emission angles. ' These semiempirical calculations have proven to be in good agreement with more direct measurements that combine XPS and Ar+ ion bombardment of the surface, for the case of an Fe7, Cr,, alloy.' For this case, the methods suggest that the segregation concentration profile as a function of depth from the surface is similar to a Gaussian or exponential curve for equilibrium segregation.' They also indicate that segregation may occur not merely for the topmost layer of a surface, but for many atomic layers away from the surface as well.
Previous theoretical calculations imply that in most cases, significant segregation does not occur beyond a few layers below the surface. Kumar7 and Donnelly and Kinggs9 have performed these calculations for alloys of Ni-Cu, Ag-Au and Au-Pt, covering a wide range of values of bulk concentrations. In all cases, the concentration at the third layer (the top layer is defined as the first layer) differed from that of the bulk by a few percent or less.
In this communication, we shall summarize the results of the semiempirical calculations based on the XPS data, which have been reported el~ewhere.~ We shall also develop a model to explain the profiles. The analysis will be applied to previously published results on Cu,, Ni,,( 100) and Cu,, Ni8,( l 11 ) surface ~egregation.'.~.~
II. CALCULATION OF PROFILE PARAMETERS
of the bond strengths of like atoms (averaged over the two components). For such alloys, the number of like-atom nearest neighbor bonds exceeds the number occurring for random location of the constituents. Kumar7 and Donnelly and King8 have provided evidence that Cu-Ni alloys fall into this category.
For such alloys, it is reasonable to expect that the profile will be monotonic. Any chosen profile shape (e.g., an exponentially decaying form) requires at least two characteristic parameters to be determined from XPS data: the top layer segregation 6, and the segregation depth G (in units of the layer separation d ) .
Let A and B denote the two elements of the binary alloy, with A being the element that segregates to the surface. (Thus, A is copper for Cu-Ni alloys.) The fraction f;, of element A for the i * atomic layer is given by
for the exponential profile. r is the bulk fraction for A; the top surface layer is i = 0. From a knowledge off;,, the relative XPS intensity C of component A can be calculated (fixed core level and emission angle). C is the emission intensity (normalized by the differential cross sections for emission) of element A divided by the sum of the normalized intensities of A and B. The expression for C can then be shown4 to reduce to the result In Eq. (2), A is the effective average mean free path (in units of d ) for photoelectrons emitted from the particular core level, from the two constituents. The relation A = A, cos 0 yields A, where A, is the actual average mean free path and 0 is the emission angle, relative to the surface normal.
A more accurate expression for Ccan be obtained by using the individual mean free paths for the two elements instead We restrict our discussion to miscible, substitutional alof the a~e r a g e .~ However, for Cu,, Ni,,, the analysis showed loys of the clustering type, i.e., those alloys for which the that the approximate formula gives results that are very (3a) and (3b), a computation of 6 and G was performed4 for the Cu,, Ni,, ( 100) and Cu,, Ni,, ( 1 1 1 ) data for samples that were annealed at 800 K to achieve equilibrium segregation and then quenched to room temperat~re."~ The results are presented in Table I and Fig. 1 , and show that segregation is not restricted to the surface, but extends into the selvedge as well. The effect of typical experimental errors was analy~ed,~ and shows that such errors do not significantly change the calculated values of G and 6.
The methods outlined so far, however, do not provide any criteria to select one particular profile shape over any other. This is because when the experiment is such as to provide only two values of C, then Eq. (3) can be solved exactly to give values of G and 6 to fit the data perfectly. This suggests that XPS experiments should be performed which yield more than two data points, each corresponding to a different mean free path. Then there will be no value of G and 6 which will give a perfect fit, and hence different profile shapes can be compared by the error between the calculated and experimentally observed values of C. (Table I ) .
Ill. THE MODIFIED IDEAL SOLUTION MODEL
In the theoretical work of Kumar7 and Williams and Nason, ' ' the alloy energy is taken to be the sum of the energy of the bonds between nearby atoms (generally first nearest neighbors only). The total free energy is written as the sum of the free energies over the bonds; minimizing this sum with respect to the concentration ratio in each layer, they obtain a set of equations which determine the concentration profile. Kumar, l7 and Tomanek et a1. l8 In experimental studies on tin-lead alloys, Frankenthal and Siconolfi19 have shown the importance of elastic strain effects in this alloy.
For alloys of nickel+opper, a rough estimatez0 shows that the free energy of adsorption AQ, due to elastic strains is about 10% of the free energy of adsorption AQ, due to bond breaking at the surface. Hence, we will ignore elastic strains in the subsequent discussion.
In the simple bond-breaking theories, Williams and Nason1' have done a comprehensive study of the "ideal" and "regular" solution models. They assume that bond strengths remain the same everywhere in the crystal, except at the first layer, where they differ from the bulk values (surface relaxation). Donnelly and King8 have assumed that the bond strengths are related to the number of nearest neighbors of an atom, and hence, the strengths differ at the surface from that in the bulk. Clustering effects (within a single layer) are accounted for by the Monte Carlo procedure. Kumar7 has included in his analysis the tendency of like atoms to cluster together, by introducing "short range order parameters." All these approaches, however, retain the implicit assumption that the bond strengths have one value at the surface, another in the bulk, and the transition between these two is sudden and not gradual. Hence, it is not surprising that the models predict segregation only in the top few layers.
We now present a model to attempt an explanation of the gradual change in the segregation profile from the surface to the bulk. The following notation will be used: L = number of nearest neighbors of an atom, located in the same layer; V = number of nearest neighbors of an atom in layer i, located in the layer i + 1; a i (bi ) = enthalpy of the A-A, (B-B) bond when both atoms are in the Ph layer; xi = enthalpy of the A-B bond when both atoms are in the i'h layer; H = total enthalpy of mixing for the alloy.
We make the following assumptions:
( 1 ) The two constituents occupy the lattice sites randomly. This assumption does introduce some small errors, as nickel-copper alloys are found to be weakly cl~stering. ' .~ However, the analysis that follows could easily be generalized to include clustering.
(2) The enthalpy of a bond between an atom in the th layer and one is the ( i + l)'h layer is the same as that between two atoms in the Ch layer. This assumption does simplify the analysis considerably and the error introduced is small. Only nearest neighbor bonds are considered.
(3) The alloy is an "ideal solution", which means that
(4) We estimate the error in this assumption as less than 15% for the Cu-Ni alloy under c~nsideration.~' (4) The surface relaxation described by Williams and Nason1' is not abrupt, but rather the bond strengths change slowly from the surface to the bulk. In view of the expectation that the resulting profiles may be close to that of an exponential or Gaussian, we may assume a similar functional form for the bond strengths. For an exponential form choice,
Here, a and b are the bulk values for the bond enthalpies, a andB are the surface relaxation parameters determining the change in the enthalpy between top layer and bulk. Also, g is the decay constant. We have assumed that the value of g is the same for both types of bonds.
The following analysis resembles that of Williams and Nason. lo The total enthalpy is The total entropy is given by where k is Boltzmann's constant and # is a constant independent off;. The free energy F is given by F = H -TS. This can be minimized with respect to the concentrations f;. to Thus, the concentration profile is given by with the Yils computable from Eq.
( 1 1 ). This yields expressions for thex's in terms of three parameters-0, y, and g, for each of the chosen profile shapes (exponential, Gaussian, etc. ). In terms of thesef; 's, we can calculate the values of C from Eq. (2). As in the previous work,4 we introduce the error parameter where the sum is over the four different values of C corresponding to the two different surfaces and the two emission angles, from the data of Refs. 5 and 6. Then, E can be minimized with respect toy, 8, andg to yield the best fit values for these parameters. The minimum value of E thus obtained is an indication of the degree of fit, and different profile shapes can be compared to each other on basis of the value of emin. This calculation was performed for Cu,, Ni,, and the results are presented in Table 11 .
IV. DERIVATION OF 0, y, AND g FROM EMPIRICAL

DATA
It is possible to get expressions for 8, y, and g from data other than that of XPS. This gives us independent estimates of these parameters which can be compared with those obtained by the preceding approach.
The heats of vaporization of the individual pure elements give a direct measure of 0. This can be seen by noting that 8 is half the difference in the bulk values of the A-A and B-B bond enthalpies in units of kT. Let us assume that the enthalpy in the alloy has the same value as in the pure crystal. Letting Z be the total number of nearest neighbors of a bulk atom, we obtain the result (AH,), = (Z/2)a for the heat of vaporization per atom (AH,), of pure solid A, and an analogous equation for (AH,), . Thus, from its definition, A second empirical relation is obtained from the energy required to cleave the crystal along a particular plane. Let T, , T, be defined by letting T, d : and T, d denote the cleaving energy per atom for pure crystals of A and B, re- The values for AH,, T and d for the two elements were obtained from references listed in Donnelly and King.' 8 was calculated from Eq. ( 14). Eqs. ( 16) contain both y and g, but it can be seen from inspection of Eq. ( 16a), for example, that for values of g of the order of those in Table 11 , the results are not sensitive to g. Hence, we solved Eqs. ( 16) using the values ofg from Table I1 (a), and obtained a result for y, choosing the exponential profile relation Eq. ( 16a). These results are presented in Table I1 (b). Figure 1 shows the profiles resulting from the semiempirical calculation, using Eq. ( 1 ) and values for S and G obtained from the analysis of the XPS data. We see that segregation is not restricted to the top layer, but that the concentration profile varies gradually from the surface through the selvedge to the bulk. This implies the need of a model that predicts a gradual segregation, so that models which begin by restricting the surface relaxation to the topmost layer are inadequate for this purpose.
V. DISCUSSION
In Table I1 (a), we have calculated the parameters of our extended ideal solution model, by minimizing the error parameter E defined by Eq. ( 13). The employed energy profile, i.e., the variation of the bond strength with depth from the surface, is plotted in Fig. 2 for both exponential and Gaussian forms. Using these forms, and Eqs.
( 1 1 ) and ( 12), we can compute the segregation concentration profiles predicted by the model. The results are presented in Fig. 3 , using the results for B and y computed in Table IIb . It is seen that the segregation profiles are similar in shape to the energy profiles, in that (except for the topmost layer), they have the exponential or Gaussian shape assumed for the energy profiles. The substantial difference at the top layer is due to the different form for the expression for the first layer concentration Yo [Eq.
( 1 1 ) ] as compared to the form for for i > 0.
In the form for Yo (i = 0) the term Bi -, must be set to zero.
Yi directly determinesh via Eq. ( 12). In physical terms, this variation occurs due to the absence of a layer above the topmost layer.
This large segregation at the topmost layer is seen to occur even in absence of surface bond relaxation ( y = O), as has been discussed by Williams and Nason. lo The segregation in the lower layers is caused in our model solely by the gradual Enthalpy Profile for Cul,Niag ( 1 1 ) . The shape of the concentration for the energy profile is similar to that assumed for the energy profiles (exponential or Gaussian) except for the significantly increased segregation at the first layer (i = 0). This derives from the absence of a layer above the top layer.
change in the surface bond relaxation. Despite the fact that the ideal solution model we have developed gives values for the parameters that are independent of the surface chosen [ ( 100) or ( 1 1 1 ) 1, the resulting profiles are different for the two surfaces, as seen in Fig. 3 . This is due to the fact that the values of L and Vare not the same, for the two surfaces.
As can be seen from Fig. 3 , the top layer segregation S for Cu,, Ni,, obtained from this model is greater for the (100) surface than for the ( 11 1 ) surface. This differs from the results of the semiempirical calculation (Table I and Fig. 1 ), which yield S larger for the ( 1 1 1 ) surface. The ideal solution results, however, are compatible with our expectations. Since the (100) surface is loosely packed, relative to the ( 1 11 ) surface, it is reasonable that the segregation is greater for the ( 100) surface." Thus the present model (which does not impose a particular analytic form for the concentration profile) does appear to be an improvement over the semiempirical calculation, as the latter yielded counter-intuitive results when 6 for the ( 100) surface is compared with S for the ble in a first analysis that employs a gradual decay of the bond strengths from surface to bulk. We have tried to show that better theoretical models of segregation are possible and that more work in this area is indicated.
Note added in proof: Forward scattering of the type described by W. EgelhoP3 may affect semiempirical determinations of surface segregation of the type described here. The results reported here are not, however, believed to be significantly affected by forward scattering due to the large acceptance angle of the electron energy analyzer with which the original data were acquired (See Refs. 5 and 6 ) .
