We discuss the structure of radial solutions of some superlinear elliptic equations which model diffusion phenomena when both absorption and production are present. We focus our attention on solutions defined in R (regular) or in R \ {0} (singular) which are infinitesimal at infinity, discussing also their asymptotic behavior. The phenomena we find are present only if absorption and production coexist, i.e., if the reaction term changes sign. Our results are then generalized to include the case where Hardy potentials are considered.
Introduction
In this paper we are interested in structure results for radial solutions for a family of equations whose prototype has the following form ∆u(x) + k(|x|)u|u| q−2 = 0 ,
where x ∈ R n , with n > 2, q > 2, K 1 K 2 < 0; we assume either K 1 < 0 < K 2 and q > 2 * , or K 2 < 0 < K 1 and 2 * < q < 2 * , where 2 * := 2 n−1 n−2 and 2 * := 2n n−2 are respectively the Serrin and the Sobolev critical exponent.
Since we just deal with radial solutions we will indeed consider the following singular ordinary differential equation
where, abusing the notation, we have set u(r) = u(x) for |x| = r, and denotes differentiation with respect to r.
The interest in equations of the family (L) started long ago from nonlinearities where k is a constant, either negative or positive, and then it was generalized to include the case where k varies with r, thus finding several different possible structures for the solutions, see e.g. [1, 4, 6, 14, 20, 21, 23, 24, 26, 29, 39] for a far from being exhaustive bibliography. Nowadays it has become a broadly studied topic and the discussion now includes a wide family of non-linearities see e.g. [12, 25, 27, 28] and references therein. Radial solutions play a key role for (L), since in many cases, e.g. k(r) ≡ K > 0, positive solutions have to be radial (but also in many situations in which k is allowed to vary, see e.g. [6, 25, 30] ). They are also crucial to determine the threshold between fading and blowing initial data in the associated parabolic problem, see e.g. [13, 38] .
It can be shown that, when q > 2, positive solutions exhibit two behaviors as r → 0 and as r → ∞. In particular, u(r) may be a regular solution, i.e. u(0) = d > 0 and u (0) = 0, or a singular solution, i.e. lim r→0 u(r) = +∞, a fast decay (f.d.) solution, i.e. lim r→∞ u(r)r n−2 = L, or a slow decay (s.d.) solution, i.e. lim r→∞ u(r)r n−2 = +∞. Moreover, a regular, respectively singular, positive solution u(r) defined for any r > 0 such that lim r→∞ u(r) = 0 is usually called ground states (G.S.), resp. singular ground states (S.G.S.). In the whole paper we use the following notation: we denote by u(r, d) the regular solution of (Lr) such that u(0, d) = d, and by v(r, L) the fast decay solution such that lim r→∞ r n−2 v(r, L) = L. Equation (L) is a widely studied topic and find many applications in different contexts. E.g., it can model the equilibria for a nonlinear heat equation. In this case u is the temperature and ku|u| q−2 represents a termo-regulated reaction which produces heat when k > 0, or absorbs heat when k < 0.
It can also model the equilibria reached by a series of chemical reactions, see e.g. [35] for a derivation of the model (in particular Chapter 7, and especially 7.4), see also [34, §1] . In this case u represents the density of a substance A reacting with substrates B and D according to the following scheme:
In the first reaction c 1 we have (q−1) particles A which react with some substrate B to produce C and a larger number of particles of A (say q in this case). In the second, c 2 , we have (q − 1) particles A which react with some substrate D to produce E (in fact we obtain an equation of the same type also when the substrates B, D and the substance C are not present). The two reactions can be modeled respectively by
where ν 1 and ν 2 are the velocities of the reactions, and µ B , µ D are the density of the substrates which are assumed to be constant (and they can be chosen to be 1). Here we are interested in the equilibria reached by u, assuming that we have diffusion (∆u), production inside a ball (e.g., when K 1 = ν 1 µ B > 0) and absorption outside (when
, or the symmetric situation. Equation 1.2 can model also a series of unknown reactions starting from the substances on the left of the arrow in (1.1) and ending with the ones on the right of the arrow: Usually in chemistry and especially in biochemistry we do not know all the intermediate steps which are actually taking place, so the models are constructed using just the starting reagents and the final products we find. A further simple case (from the modeling viewpoint) we are able to deal with is the following type of reaction together with its inverse.
In this case the corresponding model will be given by the following equations:
where again ν 1 and ν 2 are the velocities of the reactions, µ B , is the density of the substrate which is assumed to be constant. Again we are interested in the equilibria reached by u, assuming that we have, production inside a ball (e.g., when K 1 = ν 1 µ B > 0) and absorption outside (when K 2 = −ν 2 < 0), or the symmetric situation.
As it is to be expected, solutions of (Lr) undergo to several bifurcations as k changes sign and as q passes through some critical values, such as 2 * < 2 * . In particular all positive regular solutions are increasing and exist just in a ball of variable size if k ≡ K < 0, while they are decreasing if k ≡ K > 0; further G.S. with f.d. exist just for q = 2 * . As a first consequence of our main results we get the following. 
. solution with exactly k non-degenerate zeroes for any k ≥ 0.
1.3 Remark. Besides the fact that the nonlinearity in (L) has a very special form, we believe that it can be regarded as the prototype for a much wider class of equations, including smooth nonlinearities: this will be the object of a forecoming paper. However the presence of negative k(r) causes severe technical difficulties, due to the lack of continuability of solutions u(r) (in general they might be defined just in an annulus). In this simple model, i.e. for (L) and for (H) below, we are able to solve completely all the main questions: Corollaries 1.1 and 1.2, and the more general results Theorems 3.2 and 3.4, give the exact structure for all the radial solutions of (Lr), classifying them according to their sign properties, and also precise asymptotic estimates of their asymptotic behavior, see Definition 2.3, Remarks 2.6, 2.9, 2.10. Further we easily obtain precise results concerning the relation between the values K i (which represents the ratio between the velocity of the diffusion and the strength of the reaction), and the values and the positions of the maxima of positive solutions, see Section 4.2: this information might be of use in applications.
It is worthwhile to quote that in literature there are many results on the structure of radial solutions for Laplace equations with indefinite weights k, even for more general potential, see e.g. [2, 4, 8] . However, these papers are concerned with phenomena which are found when k is a positive function, and which persist even if k becomes negative in some regions. The structure results we find can just take place if we have a change in the sign of k: if q is either smaller or larger than 2 * there are no G.S. with fast decay, neither if k(r) ≡ K > 0, nor if k(r) ≡ K < 0. In fact, the structure of the solutions of (Lr) described in Corollaries 1.1 and 1.2, reminds of the situation in which q = 2 * and we have a positive k which behaves like a positive power for r small and a negative power for r large see e.g. [12, 39] . In fact structure results which are typical of non-linearities with sign-changing weights have been found in [7] , but for bounded domains and just in the subcritical case (using a variational approach). Further in [15, 31, 32] and in references therein the reader can find several nice and sharp structure results for sign-changing non-linearities, even for more general operators (p-Laplace, relativistic and mean curvature), in the framework of oscillation (and non-oscillation) theory, but for exterior domains, i.e. for solutions defined, say for r > 1.
In fact, our analysis is directly developed for a more general class of equations, including the singular term ηu/r 2 , which usually takes the name of Hardy potential, and a slightly larger class of nonlinearities. More precisely we consider the following problem ∆u + η r 2 u + f (u, r) = 0 (H) or more precisely its radial counterpart
where, in the whole paper we assume η < (n−2) 2 
4
, and we set
We recall that
is the best constant for Hardy inequality, and no positive solutions for (Hr) may exist close to r = 0 for η >
, see e.g. [10] : this fact is reflected in a change of the stability properties of the origin of the dynamical system of Fowler type we are going to introduce in Section 2.1. It is well known that the changes in the structure of positive solutions depend on the interaction between the exponents q i , and the spatial inhomogeneities r δi which determine a shift in the critical values for the exponents. For this purpose, following e.g. [20] , we introduce the parameters
Note that l i gives back q i if δ i = 0, and that (H) with f (u, r) = Kr δ1 u|u| q1−2 is subcritical, critical and supercritical iff l 1 is smaller, equal or larger than 2 * , cf. [20] . Equation (H) has been subject to deep investigation for different type of f , see e.g. [3, 16, 17, 18, 37] . The introduction of the singular Hardy terms affects deeply the asymptotic behaviour of the solutions, and the values of some critical exponents. Therefore we need to relax the notion of regular and fast decay solutions: see Remark 2.2 below. Notice in particular that no solutions bounded for r > 0 can exist when η > 0. However, using generalized notion of regular and fast decay solutions (see Definition 2.3) we are able to prove Theorems 3.2 and 3.4 which extends Corollaries 1.1 and 1.2, and the more general, but less precise Theorems 3.1 and 3.3.
We emphasize that we have assumed that k(r) in (Lr) and f (u, r) in (1.4) changes discontinuously sign at r = 1, just for simplicity: all the discussion can be repeated in the case where k(r) changes sign at r = r 0 > 0. In fact, changing the spatial coordinate by setting r = r 0r , we can pass to an equation like (L) withK i = r 2 0 K i andr as independent variable. A similar reasoning holds also for (Hr).
The proofs are based on the introduction of Fowler transformation [19] . This way the radial problems are reduced to two different 2-dimensional autonomous systems: one corresponding to r ≤ 1, and the other to r > 1. These problems are studied via invariant manifold theory, following the way paved by [26, 27, 28, 29] , and the structure results for the original equations are found by a simple superposition of the two phase portraits.
We expect to find results analogous to Corollaries 1.1 and 1.2 also in the p-Laplace context, i.e. for radial solutions of
where f is as in (1.4), ∆ p u = div(∇u|∇u| p−2 ) and n > p, making use of the generalized Fowler transformation found in [5] . In order to avoid cumbersome technicalities we leave open this part suggesting an approach similar to the one adopted by the first author in [21] (see also [5, 20, 22] ).
The paper is divided as follows: in Section 2.1 we introduce Fowler transformation, underlining the property of the corresponding dynamical system in presence of Hardy potentials. Then, in Sections 2.2 and 2.3 we present the phase portrait analysis in the case of equation (L) with k(|x|) = K > 0 and k(|x|) = K < 0. Section 3 is devoted to the statement of the main results and their proofs. Finally, a slight generalization to other kind of nonlinearities will be presented in Section 4.1. In Section 4.2, the dependence of the maxima of the solutions u(r, D 0 ) described in Theorem 3.1, on the paprameters K i and r 0 of the problem is explored.
2 Preliminaries: the autonomous case
Fowler transformation and invariant manifolds
In this section we introduce a Fowler-type transformation (cf. [19] ), which permits us to pass from equation (Hr) to a planar system. In the whole section we assume
We set α l = 2 l−2 and γ l = α l + 2 − n, and
where r = e t , (2.2) so that we pass from (Hr) to the following autonomous system
We will draw the phase portraits of (S l ), as l varies and K changes sign, see Figures 1 and 2. Notice that many of the results contained in these sections are well known in literature, but we collect them here for completeness. Let us set
If we linearize system (S l ) at the origin, we find two real distinct eigenvalues thanks to the assumption η <
The origin is a saddle if and only if −α l γ l > η which corresponds to 2 * (η) < l < I(η), where
(which gives back 2 * if η = 0), and
are the corresponding eigenvectors. Hence the origin is a saddle which admits a 1-dimensional unstable manifold M u which is tangent at the origin to the line T u : y = −κ(η)x and a 1-dimensional stable manifold M s which is tangent at the origin to the line
Let φ(t, Q) be the solution of (S l ) such that φ(0, Q) = Q, then we have the following basic correspondence between (S l ) and (Hr).
2.1 Lemma. Assume 2 * (η) < l < I(η), and consider the trajectory φ(t, Q) of (S l ), and the corresponding solution u(r) of (Hr).
Then there are
So we denote by u(r, d) and v(r, L) respectively the solutions in (2.3), and (2.4).
Then we have
Proof. The existence of the unstable manifold follows from standard facts in invariant manifold theory, cf. [11,
and the first equality in (2.5) follows. Analogously we find
and the second equality in (2.5) follows, too. It is well known that D ∞ < ∞ and L ∞ < ∞ if K < 0 due to the lack of continuability of solutions of (Lr), and (Hr): it can be shown by some Gronwalltype arguments. The fact that D ∞ = +∞ = L ∞ if K > 0 is again well established, see e.g. [9] . Remark 2.1 provides a smooth parametrization and d > 0 then κ(η) > 0, thus u(r, d) is in fact singular, i.e. lim r→0 u(r) = +∞, and accordingly u (r) is negative and lim r→0 u (r) = −∞ as r → 0. However if η < 0 and d > 0 then κ(η) < 0, so that u(r, d) → 0 like a power as r → 0, and it is monotone increasing for r small.
As a consequence we need to introduce the next terminology. We can recognize, if η = 0, the usual notion of regular/singular and fast/slow decay solutions.
Definition.
•
is both a R-solution and a fd-solution having k nondegenerate zeros. Similarly we will treat
When we do not indicate the value k, e.g. S fd, we mean any solution with these asymptotic properties disregarding its number of zeroes.
When 2 < l < 2 * (η) the origin is an unstable node for (S l ), i.e., Λ(l) > λ(l) > 0. In this case we denote by M u the 1-dimensional strongly unstable manifold, see [11, § 13] , which can be characterized as follows:
We emphasize that we have the same characterization for M u when 2 * (η) < l < I(η). In fact the part of Remark 2.1 concerning M u continues to hold in this case too. When l = 2 * (η) then Λ(l) > λ(l) = 0, so we have a central manifold: so M u is a classical unstable manifold and satisfies Remark 2.1 and (2.6). Analogously, when l > I(η) then λ(l) < Λ(l) < 0, and when l = I(η) λ(l) < Λ(l) = 0, so the origin is respectively a stable node for (S l ) or it has a central and a stable direction. So we denote by M s the 1-dimensional stable (l = I(η)) or strongly stable (l > I(η)) manifold, see [11, § 13] ,
We emphasize that this last possibility does not take place when η ≤ 0, since I(η) = +∞ in this case. If η > 0, the part concerning M s in Lemma 2.1 holds too.
Summing up we have the following.
2.4 Lemma. Assume that 2 < l ≤ 2 * (η), and f is as in (2.1). Then there is a strongly unstable manifold M u (and no stable manifold), and Lemma 2.1 and Remark 2.2 continue to hold.
Analogously assume that l ≥ I(η), and f is as in (2.1). Then there is a strongly stable manifold M s (and no unstable manifold), and Lemma 2.1 and Remark 2.2 continue to hold.
2.5 Remark. We think it is worthwhile to notice that the behavior of R-solutions and fd-solutions is the one ruled by the linear operator ∆u + η r 2 u, while the behavior of S-solutions and sd-solutions depends mainly on the nonlinear term u|u| q−2 , at least if the nonlinearity is "strong enough". See Lemma 2.6 below.
In the whole paper we denote by M s,+ , respectively by M s,− , the branch of M s departing from the origin towards x > 0, resp. x < 0. Similarly we denote by M u,+ , resp. M u,− , the branch of M u departing from the origin towards x > 0, resp. x < 0. 
, it is tangent to T u and T s respectively iff l = I(η) and l = 2 * (η).
In the next subsections we turn to consider S-solutions and sd-solutions: for this purpose we need to distinguish among the cases K > 0 and K < 0.
2.2 Phase portraits of (S l ) for K > 0 When K > 0 and 2 * (η) < l < I(η), (S l ) admits two further nontrivial critical points P + = (P x , P y ) and
q−2 > 0 and P y = −α l P x . They are unstable for 2 * (η) < l < 2 * , centers if l = 2 * , and stable for 2 * < l < I(η). These critical points correspond to S 0 sd V (r) = P x r −α l , and −V (r). By symmetry, in what follows, we will focus our attention only on P + .
From standard phase plane arguments we get the following.
2.6 Remark. Assume f is as in (2.1) and K > 0.
1. If 2 * (η) < l < I(η), there is at least a positive to S 0 sd, V (r) = P x r −α l .
Further if 2 * (η) < l < 2 * then the critical point P + is unstable, so there is a two parameters family of trajectories φ(t, Q) such that φ(t, Q) → P + as t → −∞. Therefore there is a two parameters family of S-solutions of (Hr), say v(r), such that v(r)r α l → P x as r → 0.
Dually if 2 * < l < I(η) then the critical point P + is stable, so there is a two parameters family of trajectories φ(t, Q) such that φ(t, Q) → P + as t → +∞, and correspondingly a two parameters family of sd-solutions of (Hr), say v(r), such that v(r)r α l → P x as r → +∞.
2. If 2 < l < 2 * (η), then the origin is the unique critical point and it is repulsive. However if φ(t, Q) → (0, 0) as t → −∞ but Q ∈ M u then φ(t, Q)e −λ(l)t → c(Q)v λ(l) as t → −∞, see [11] . So there is a two parameters family of S-solutions v(r) of (Hr) which satisfies v(r)r n−2−κ(η) → c(Q) ∈ R\{0} as r → 0. [11] . So there is a two parameters family of sd-solutions v(r) of (Hr) which satisfies v(r)r n−2−κ(η) → c(Q) ∈ R\{0} as r → +∞.
If l > I(η)
The critical cases l = 2 * (η), 2 * , I(η) will be considered in Proposition 2.8 and Remark 2.9 below.
The structure of radial solutions of (L) is generally obtained using some Pohozaev type identity, see [36] . In this context we locate M u and M s through a Lijapunov function, which is the transposition in this context of the Pohozaev function, see [33] . In fact, it is possible to obtain from (S l ) a second order differential equation
which suggests the introduction of the energy function
From a straightforward computation, we find
Notice that α l + γ l is positive, null, or negative, respectively when l < 2 * , l = 2 * , l > 2 * . Further the Poincaré-Bendixson criterion forbids the presence of periodic trajectories for l = 2 * . Using this information it is possible to prove the following.
2.7 Lemma. The phase portraits for (S l ) are as in Figure 1 when K > 0. The bifurcation diagram is sketched in Figure 3 .
Proof. We sketch the argument for convenience of the reader.
• Assume K > 0 and l ∈ (2 * (η), I(η)) (i.e. α l γ l + η < 0). In this case the level sets of E are bounded, and the 0-set is a 8 shaped curve and the origin is the "junction of the 8": E is negative inside and positive outside. There are two critical points P + and P − with E(P + ) = E(P − ) < 0. Observe Figure 1 : The phase portrait of system (S l ), for K > 0, when l > 2 varies. Some level curves of the energy E defined in (2.9) are drawn. The energy E is increasing for l < 2 * and decreasing for l > 2 * . The origin is a global repeller for 2 < l ≤ 2 * (η) and we can identify the strongly unstable manifold M u . If 2 * (η) < l < I(η) the origin is a saddle and we can recognize an unstable manifold M u and a stable manifold M s . The nontrivial equilibria P ± have negative energy and are points of minimum. If l = 2 * the system is Hamiltonian and presents periodic orbits and two homoclinic trajectories, while if l = 2 * there exists two heteroclinic trajectories. Finally, if l ≥ I(η) the origin is a global attractor and we can identify the strongly stable manifold M s .
further that if a trajectory is unbounded, either in the past or in the future, then it has to cross the coordinate axis indefinitely: it simply depends on the fact that the nonlinear term Kx|x| q−2 is ruling for x large enough. By the way this can be proved adapting the argument of [24] , i.e., introducing polar coordinates and studying the angular velocity of "large" solutions.
Using this information we see that 
If l = 2
* then E is a first integral so M u = M s and they are the union of two homoclinic, one contained in x > 0 one in x < 0. Inside and outside there are periodic trajectories. • Assume K > 0 and l ∈ (2, 2 * (η)] ∪ [I(η), +∞)) (i.e. α l γ l + η > 0). Then the level sets of E are bounded concentric curves, centered in the origin. The origin is the unique critical point and it is an unstable node if 2 < l < 2 * (η) (and a stable node if l > I(η)), and it has a center manifold for l = 2 * (η), I(η). Therefore, if 2 < l ≤ 2 * (η) (respectively if l ≥ I(η)), all the trajectories are unbounded spiral crossing indefinitely the coordinate axes, converging to the origin as t → −∞ (resp. as t → +∞) and unbounded as t → +∞ (resp. as t → −∞). In particular this holds for trajectories of the strongly unstable manifold M u (resp. the strongly stable manifold M s ).
Now we go back to consider the asymptotic behavior of S-solutions and sdsolutions in the critical cases l = 2 * (η), I(η), and then l = 2 * . The proof of the following Lemma is an adaption of the proof of Corollary 2.5, developed in [22, Appendix] , where it is worked out in the p-Laplace context.
Lemma.
Assume K > 0 and l = 2 * (η), let Q ∈ M u . Consider the trajectory φ l (t, Q) of (S l ) and the corresponding solution v(r) of (Hr). Then v(r)r n−2−κ(η) | ln(r)| 1 (q−2) is bounded between two positive constants as r → 0. Assume K > 0 and l = I(η), let R ∈ M s . Consider the trajectory φ l (t, R) of (S l ) and the corresponding solution v(r) of (Hr). Then v(r)r n−2−κ(η) [ln(r)]
is bounded between two positive constants as r → ∞. with A = n−2. Let Q ∈ M u , then by Lemma 2.7 we see that lim t→−∞ φ l (t, Q) = (0, 0) (this depends on the fact that E is increasing along the trajectories). Let φ l (t, Q) = (X(t), Y (t)), and assume to fix the ideas that X(t) > 0 for t 0. From standard tools in invariant manifold theory, see e.g. [11] , we see that φ l (t, Q) approaches the line T (A) = T (n − 2) as t → −∞ (i.e. the central direction) and that it converges to (0, 0) polinomially.
We claim that there is T ∈ R such that φ l (t, Q) ∈ T + (A) for t < T . In fact the flow of (S l ) on T (A) points towards T − (A), therefore we assume there is τ ∈ R such that φ l (t, Q) ∈ T − (A) for any t < τ and X(τ ) ≥ 0 (otherwise the claim is proved). ThenẊ(t) < 0 < X(t) for t < τ , but X(t) = t −∞Ẋ (s)ds < 0 which gives a contradiction and proves the claim .
It follows that there is t 0 < T such thatẊ(t) > 0 and Y (t) = −AX(t) + h(X(t)), where h(x) = o(x) as x → 0 and it is positive. In particular for any ε > 0 we can choose t 0 = t 0 (ε) such that
for t < t 0 . Further we see that Y < 0,Ẏ < 0 for t < t 0 . So setting Z(t) = −Y (t), we getŻ = KX q−1 , and from (2.12) we find 0 < M 1 < Z 1−q (t)Ż(t) < M 2 for some suitable constants M i . So, integrating and using (2.12), we can find some positive constants C i such that
(2.13) for t < t 0 , and part of the lemma concerning the case l = 2 * (0) follows. Observe now that we have proved the result for an equation of the form
where, in this case, K > 0 and A = α l = n − 2. Notice that we can let A be any positive constant and the proof still goes through. Now assume η < (n−2)
and l = 2 * (η); then α l = n − 2 − κ(η). Consider the trajectory φ l (t, Q) = (X(t), Y (t)) of (S l ) with Q ∈ M u , and the corresponding solution v(r) of (Hr). Now, we have A = α l + γ l = n − 2 − 2κ(η) = (n − 2) 2 − 4η and α l γ l + η = 0 in (2.8), thus giving a differential equation as in (2.14) . Introducing the variables X (t) = X(t) and Y(t) = Y (t) − γ l X(t) we obtain a system as in (2.11). Hence, arguing as above, φ l (t, Q) converges to the origin polynomially; repeating the previous argument we find again estimates as in (2.13), and consequently for r < e t0 we get
When l = I(η), we find that the origin is stable even in its central direction, and the Lemma can be obtained reasoning as above but reversing time.
Using the fact that for l = 2 * the bounded set enclosed by the homoclinic trajectory is filled by periodic solutions we get the following.
2.9 Remark. Assume l = 2 * , then there is a positive S 0 sd V (r) = P x r −α l and a two parameter family of S-solutions W (r) such that W (r)r α l is uniformly positive and bounded for any r > 0. All these solutions are in fact positive S 0 sd.
2.3
Phase portraits of (S l ) for K < 0 Also in this case, for some values of the parameters, (S l ) admits the critical points P ± = (±P x , ∓α l P x ) where
2.10 Remark. Assume f is as in (2.1) and K < 0.
1. If 2 * (η) ≤ l ≤ I(η), then system (S l ) admits no critical points.
2. If either 2 < l < 2 * (η) or l > I(η), then there is a critical point P ± and correspondingly a positive S 0 sd V (r) = P x r −α l . Further P ± is a saddle, so there are two 1-parameter families respectively of S-solutions v(r), and of sd-solutions w(r) such that v(r)r α l → P x as r → 0 and w(r)r α l → P x as r → +∞.
A simple computation gives the following.
Lemma. For any
Proof. From a straightforward computation we see that if Q = (X, −mX) ∈ T (m), and φ(t, Q) = (x(t), y(t)) is the corresponding trajectory of (S l ), theṅ
, and q > 2 the thesis follows.
We can now draw the phase portrait.
2.12 Lemma. The phase portraits for (S l ) are as in Figure 2 when K < 0. The bifurcation diagram is sketched in Figure 3 .
The level sets of E are unbounded curves (hyperbola like), and the origin is the unique critical point. The origin is a saddle if 2 * (η) < l < I(η). If l = 2 * (η) there is a 1-dimensional unstable manifold M u and a 1-dimensional center manifold, say M s , which is in fact asymptotically stable: this fact can be easily obtained observing thatẏ > 0 in M s ∩ {x > 0}. Notice however that for M s (2.7) does not hold, and trajectories in M s behave polynomially. Dually if l = I(η) there is a 1-dimensional stable manifold M s and a 1-dimensional center manifold, say M u , which is in fact asymptotically unstable (for which however (2.6) does not hold, and we have a polynomial behavior).
Figure 2:
The phase portrait of (S l ), for K < 0, when l > 2 varies. Some level curves of the energy E are drawn. The origin is the unique equlibrium if l ∈ [2 * (η), I(η)] (the system is Hamiltonian if l = 2 * ). If l < 2 * (η) the origin is repulsive and if l > I(η) it is attractive. In these cases, there exist two non-trivial equilibria which are saddles. We identify their unstable and stable manifolds respectively with M u and M s . The origin is a local minimum of the energy E, which is increasing for l < 2 * and decreasing for l > 2 * . Notice the heteroclinic connections in these cases.
In all the cases, by Lemma 2.11, M u is an unbounded curve, which crosses the x axis at most once (if η > 0, never if η ≤ 0), it is in y > 0 for x large, and
, and M s − is obtained by symmetry. Further φ(t, Q) is defined just for t ∈ (−∞, T (Q)) and becomes unbounded as t → T (Q) whenever Q ∈ M u ; it is defined just for t ∈ (τ (Q), +∞) and becomes unbounded as t → τ (Q) whenever Q ∈ M s , and just for t ∈ (τ (Q), T (Q)) and becomes unbounded as t → τ (Q) and as t → T (Q) whenever
• Assume K < 0 and l ∈ (2, 2 * (η)) ∪ (I(η), +∞)) (i.e. α l γ l + η > 0). There are two critical points P + and P − with E(P + ) = E(P − ) > 0. The origin is a node, unstable if l ∈ (2, 2 * (η)) and stable if l > I(η), while P + and P − are saddle. If l ∈ (2, 2 * (η)) as in the previous case M u + is an unbounded curve which crosses the x axis at most once (if η > 0, never if η ≤ 0), it is in y > 0 for x large; further M
u then φ(t, Q) converges to the origin as t → −∞ and becomes unbounded at some finite t = T (Q) (so it is defined just for t < T (Q)). Further there is R such that φ(t, R) → (0, 0) as t → −∞, φ(t, R) → P + as t → +∞, and φ(t, R) ∈ T − (n − 2 − κ(η)) for any t ∈ R. In particular φ(t, R) is a graph on y = 0. By symmetry we also have a heteroclinic connection between the origin and P − which is again a graph on y = 0.
If l > I(η) and Q ∈ M s then φ(t, Q) converges to the origin as t → +∞ and becomes unbounded going backward in time at some finite t = τ (Q) (so it is defined just for t > τ (Q)). Further there is R such that φ(t, R) → P + as t → −∞, φ(t, R) → (0, 0) as t → +∞, and φ(t, R) ∈ T + (κ(η)) for any t ∈ R. In particular φ(t, R) is a graph on x > 0 = y. Again we also have a heteroclinic connection between P − and the origin which is again a graph on y = 0.
We conclude the subsection with the analysis of the asymptotic behavior of the trajectories in the centre manifolds found in the critical cases l = 2 * (η) and l = I(η).
2.13 Lemma. Assume K < 0 and l = 2 * (η), let Q belong to the centre manifold M s . Consider the trajectory φ l (t, Q) of (S l ) and the corresponding solution
is bounded between two positive constants as r → +∞.
Assume K < 0 and l = I(η), let R belong to the centre manifold M u . Consider the trajectory φ l (t, R) of (S l ) and the corresponding solution v(r) of (Hr). Then v(r)r n−2−κ(η) | ln(r)| 1 (q−2) is bounded between two positive constants as r → 0.
Proof. Assume l = 2 * (η); sinceẏ > 0 along M s + , we see that φ l (t, Q) = (X(t), Y (t)) converges to the origin (polynomially fast) as t → +∞. There- fore, reasoning as in the proof of Lemma 2.8, we see thatẊ(t) < 0 for t large. Hence, repeating the argument in the proof of Lemma 2.8, we end up with the estimate (2.13) for t large. So the estimate for v(r) easily follows. When l = I(η) sinceẋ > 0 along M u + , we see that φ l (t, Q) = (X(t), Y (t)) converges to the origin (polynomially fast) as t → −∞. Then we conclude reasoning as above but reversing t.
3 Main theorems: eq (Hr) with f of type 1.4 In this section we consider equation (Hr) with f of type (1.4), and l 1 , l 2 > 2 are the values defined by (1.5). In the following statements we present the results for solutions which are positive near zero. The counterpart for negative near zero solutions follows by symmetry. We adopt the terminology introduced in Definition 2.3.
If we add the assumption l 1 ≤ l 2 ≤ I(η) we findD k = D k−1 thus giving more structure.
3.2 Theorem. Assume that we are in the hypothesis of Theorem 3.1; assume further
We obtain the following dual result, too.
3.3 Theorem. Let f be of type (1.4) with
Consequently there is a sequence
With an additional assumption on l i , we obtain a better comprehension of the structure as in Theorem 3.2.
3.4 Theorem. Assume that we are in the hypothesis of Theorem 3.3; assume further
3.5 Remark. Notice that the asymptotic behaviour of the sd-solutions described in Theorem 3.1 changes when l 2 passes through the critical value I(η), cf. Remark 2.6. Similarly the asymptotic behaviour of the S-solutions described in Theorem 3.1 changes when l 1 passes through the critical value 2 * (η), cf. again Remark 2.6.
Proof of the main results.
To prove Theorems 3.1, 3.2, 3.3 and 3.4 we need to overlap the manifold M u obtained for l = l 1 with the manifold M s obtained for l = l 2 . Therefore, following [23] we introduce the new variables
where
and γ l * (t) = α l * (t) − n + 2. Hence, at the time τ 0 = 0 corresponding to the radius r 0 = 1, we switch from an autonomous system (S l1 ),
to another autonomous system (S l2 ), and g l2 (x) = K 2 x|x| q2−2 where K 1 K 2 < 0. The existence of R fd of equation (Hr) is given by the existence of homoclinic orbits which can be found in correspondence of intersections between the unstable manifold of system (S l1 ) and the stable manifold of system (S l2 ), see Overlapping the phase portraits of (S l 1 ) and (S l 2 ) we can find an infinite number of intersections respectively between the unstable manifold M u + of (S l 1 ) and stable manifolds M s ± of (S l 2 ). The points Qj correspond to homoclinic orbits of (3.1), and so to R fd of equation (Hr) under the assumptions of Theorem 3.1. For illustrative purpose, we have signed also the points Sj and we have coloured the regionM s,2 : its boundary consists of the branch M s,2 ⊂ M s and the segment between S0 and S2.
Let us denote by φ * (t, Q), φ u (t, Q), φ s (t, Q) respectively the solutions of systems (3.1), (S l1 ), (S l2 ).
3.6 Lemma. Under the assumption of Theorem 3.2, we find an infinite number of intersections, say Q j , j = 0, 1, . . ., between the unstable manifold M u of (S l1 ) and the stable manifold M s of (S l2 ). Further ; we introduce polar coordinates as follows γ u,± (υ) = u,± (υ)(cos θ u,± (υ), sin θ u,± (υ)) , γ s,± (σ) = s,± (σ)(cos θ s,± (σ), sin θ s,± (σ)) .
with θ u,+ (0) = − arctan(κ(η)), θ s,+ (0) = − arctan(n − 2 − κ(η)), θ u,− (0) = π − arctan(κ(η)) θ s,− (0) = π −arctan(n−2−κ(η)). We have θ u,+ (υ) ∈ (−π/2, π/2), θ u,− (υ) ∈ (π/2, 3π/2) for every υ; moreover u,± , θ s,± and s,± diverge to infinity as υ, σ → ∞. From a simple reasoning, it follows that for any j ∈ N there is u j such that γ u,+ (υ j ) = Q j ∈ M s,j and γ u,+ (υ) ∈M s,j for any 0 < υ < υ j , and φ * (t, Q j ) has the desired properties.
In the previous proof we have denoted by Q j the first intersection point of M Proof of Theorem 3.1. Let Q u = γ u,+ (υ) where υ ∈ [υ * j , υ j ]; then φ * (t, Q u ) ∈ M u + ⊂ T + (κ(η)) for any t ≤ 0, and φ * (t, Q u ) ∈M s,j for every t > 0, cf. Lemma 2.12.
In particular γ u,+ (υ * j ) ∈ M s,j−1 and γ u,+ (υ j ) ∈ M s,j so that, when t > 0, the solutions φ * (t, γ u,+ (υ * j )) and φ * (t, γ u,+ (υ j )) follow the stable manifold M s towards the origin intersecting transversally the y axis respectively j − 1 and j times. Thus we have two R fd's u(r,D k ) and u(r, D k ) with D k−1 ≤D k < D k (the correct order is given by Lemma 2.1) with respectively j − 1 and j nondegenerate zeros. Consider now Q u = γ u,+ (υ) with υ ∈ (υ * j , υ j ). In particular φ * (t, Q u ) / ∈ M s for every t > 0. The solution φ * (t, Q u ), forced to belong toM s,j for t > 0, is attracted towards P + if j is even, towards P − if j is odd, and, guided by the stable manifold M s , crosses exactly j times (transversally) the y axis for t > 0. Therefore the corresponding solution u(r, d
υ ) is a R sd which is positive for r ≤ 1 and changes sign exactly j times for r > 1.
The additional assumption required by Theorem 3.2 forces, roughly speaking, the unstable manifold M u to intersect the stable manifold M s passing from the inner part to the outer part of the spiral, thus giving a kind of uniqueness result.
From a straightforward computation, we easily get the following well known scaling property of equation (4.3). Assume that we are in the setting of Theorem 3.2 (respectively of Theorem 3.4). Estimates in (4.4) show explicitly that the maxima U 0 decrease with the size of the bounded region where we have production (respectively absorption), and also if diffusion gets stronger. I. e., the ground states gets more concentrated and have larger maxima if the bounded region is smaller. The same happens to the initial conditions D 0 , while the value R 0 at which the maxima is attained is not influenced by the ratio between strength of the reaction and diffusion.
We think it is worth observing that the dependence of U 0 on K, and ρ does not change if we have absorption for r ≤ ρ and production outside, as in Theorem 3.2, or in the opposite situation, as in Theorem 3.4.
