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Re´sume´
Cette the`se traite des ensembles rationnels de mots indexe´s par des ordres
line´aires et en particulier du proble`me de la fermeture par comple´mentation.
Dans un papier fondateur de 1956, Kleene initie la the´orie des langages en
montrant que les automates sur les mots finis et les expressions rationnelles ont
le meˆme pouvoir d’expression. Depuis, ce re´sultat a e´te´ e´tendu a` de nombreuses
structures telles que les mots infinis (Bu¨chi, Muller), bi-infinis (Beauquier, Ni-
vat, Perrin), les mots indexe´s par des ordinaux (Bu¨chi, Bedon), les traces, les
arbres... Plus re´cemment, Bruye`re et Carton ont introduit des automates ac-
ceptant des mots indexe´s par des ordres line´aires et des expressions rationnelles
correspondantes. Ces structures line´aires comprennent les mots infinis, les mots
indexe´s par des ordinaux et leurs miroirs. Le the´ore`me de Kleene a e´te´ ge´ne´ralise´
aux mots indexe´s par les ordres line´aires de´nombrables et disperse´s, c’est-a`-dire
les ordres ne contenant pas de sous-ordre isomorphe a` Q.
Pour la plupart des structures, la classe des ensembles rationnels forme
une alge`bre de Boole. Cette proprie´te´ est ne´cessaire pour traduire une logique
en automates. La fermeture par comple´mentation restait un proble`me ouvert.
Dans cette the`se, on re´sout ce proble`me de fac¸on positive : on montre que le
comple´ment d’un ensemble rationnel de mots indexe´s par des ordres line´aires
disperse´s est rationnel. La me´thode classique pour obtenir un automate ac-
ceptant le comple´mentaire d’un ensemble rationnel se fait par de´terminisation.
Nous montrons que cette me´thode ne peut-eˆtre applique´e dans notre cas : tout
automate n’est pas ne´cessairement e´quivalent a` un automate de´terministe. Nous
avons utilise´ d’autres approches. Dans un premier temps, nous ge´ne´ralisons la
preuve de Bu¨chi, base´e sur une congruence de mots, et obtenons ainsi la fer-
meture par comple´mentation dans le cas des ordres line´aires de rang fini. Pour
obtenir le re´sultat dans le cas ge´ne´ral, nous utilisons l’approche alge´brique. Nous
de´veloppons une structure alge´brique qui e´tend la reconnaissance classique par
semigroupes finis : les semigroupes sont remplace´s par les ⋄-semigroupes qui
posse`dent un produit ge´ne´ralise´. Nous prouvons qu’un ensemble est rationnel
si et seulement s’il est reconnu par un ⋄-semigroupe fini. Nous montrons aussi
qu’un ⋄-semigroupe canonique, appele´ ⋄-semigroupe syntaxique, peut eˆtre as-
socie´ a` chaque ensemble rationnel. Notre preuve de la comple´mentation est
effective.
Le the´ore`me de Schu¨tzenberger e´tablit qu’un ensemble de mots finis est sans
e´toile si et seulement si son semigroupe syntaxique est fini et ape´riodique. Pour
finir, nous e´tendons partiellement ce re´sultat au cas des ordres de rang fini.
Abstract
This thesis treats of rational sets of words indexed by linear orderings and
particularly of the problem of the closure under complementation.
In a seminal paper of 1956, Kleene started the theory of languages esta-
blishing that automata on finite words and rational expressions have the same
expressive power. Since then, this result has been extended to many structures
such as infinite words (Bu¨chi, Muller), bi-infinite words (Beauquier, Nivat, Per-
rin), ordinal words (Bu¨chi, Bedon), traces, trees... . More recently, Bruye`re and
Carton have introduced automata accepting words indexed by linear orderings
and the corresponding rational expressions. Those linear structures include infi-
nite words, ordinal words and their mirrors. Kleene’s theorem has been genera-
lized to words indexed by countable scattered linear orderings, that is orderings
without any sub-ordering isomorphic to Q.
For many structures, the class of rational sets forms a boolean algebra. This
property is necessary to translate logic into automata. The closure under com-
plementation was left as an open problem. In this thesis, we solve it in a positive
way : we prove that the complement of a rational set of words indexed by scat-
tered linear orderings is rational. The classical method to get an automaton
accepting the complement of a rational set is trough determinization. We show
that this method can not be applied in our case : An automaton is not necessary
equivalent to a deterministic one. We have used other approaches. First, we ge-
neralize the proof of Bu¨chi, based on congruence of words, to obtain the closure
under complementation in the case of linear orderings of finite ranks. To get
the whole result in the general case, we use the algebraic approach. We develop
an algebraic structure extending the classical recognition by finite semigroups :
semigroups are replaced by ⋄-semigroups equipped with a generalized product.
We prove that a set is rational iff it is recognized by a finite ⋄-semigroup. We
also prove that a canonical ⋄-semigroup can be associated to each rational set :
the syntactic ⋄-semigroup. Our proof of the closure under complementation is
effective.
The theorem of Schu¨tzenberger establishes that a set of finite words is star-
free if and only if its syntatic semigroup is finite and aperiodic. To finish, we
partially extend this result to linear orderings of finite ranks.
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Introduction
Cette the`se s’inscrit dans le cadre ge´ne´ral de la the´orie des automates et des
langages formels. Cette the´orie est utilise´e dans de nombreux domaines scien-
tifiques pour spe´cifier et ve´rifier des proprie´te´s sur des suites de symboles. En
informatique, les automates ont de nombreuses applications telles que l’analyse
lexicale ou la ve´rification de programmes.
Kleene initia la the´orie des automates en 1956, e´tablissant que les ensembles
de mots finis de´crits par des expressions rationnelles e´taient exactement les
langages accepte´s par des automates finis [21]. Depuis lors, la notion d’ensemble
rationnel s’est progressivement ge´ne´ralise´e. Les ensembles rationnels de mots
de longueurs ω ont tout d’abord e´te´ conside´re´s par Bu¨chi [11, 12], Muller [25]
et McNaughton [23] qui ge´ne´ralisa le the´ore`me de Kleene a` ces mots infinis.
Bu¨chi [13] a ensuite introduit les automates acceptant des mots indexe´s par
des ordinaux. Ceux-ci sont des automates finis e´quipe´s de transitions limites de
la forme P−→p ou` p est un e´tat de l’automate et P un ensemble d’e´tats. Ces
transitions sont utilise´es a` la fin de chemins dont la longueur est un multiple
de ω. Les expressions rationnelles e´quivalentes ont e´te´ introduites plus tard
par Wojciechowski [45]. Les mots bi-infinis ont ensuite e´te´ e´tudie´s par Nivat
et Perrin [26] puis par Beauquier [19]. Enfin, les mots indexe´s par les ordres
line´aires ont e´te´ conside´re´s. Ces mots contiennent en particulier les mots finis,
infinis, transfinis et leurs miroirs. Bruye`re et Carton ont e´tendu le the´ore`me de
Kleene aux mots indexe´s par des ordres line´aires de´nombrables disperse´s [8].
Rappelons qu’un ordre line´aire est disperse´ s’il ne contient pas de sous-ordre
dense isomorphe a` Q. Les automates posse`dent des transitions limites de la forme
P−→p ou p−→P ou` p est un e´tat de l’automate et P un ensemble d’e´tats. Les
ope´rateurs rationnels correspondant sont l’union +, le produit de concate´nation
fini ·, l’ite´ration finie ∗, l’ite´ration infinie a` droite ω et a` gauche −ω, l’ite´ration
ordinale ♮, l’ite´ration ordinale inverse −♮ ainsi que l’ope´rateur binaire ⋄ qui est
l’e´quivalent d’une ite´ration sur tous les ordres line´aires disperse´s.
Pour la plupart des structures, la classe des ensembles rationnels est ferme´e
par de nombreux ope´rateurs tels que les substitutions, les substitutions in-
verses et les ope´rations boole´ennes. La cloˆture par union et par intersection est
ge´ne´ralement facile a` de´montrer. La fermeture par comple´mentation est souvent
beaucoup plus difficile a` obtenir. Cette proprie´te´ est importante a` la fois d’un
point de vue the´orique et pratique. Elle signifie que la classe des ensembles ra-
tionnels forme une alge`bre de Boole et est utilise´e chaque fois qu’une logique
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est traduite en automates. Par exemple, dans les preuves de de´cidabilite´ de la
the´orie du second ordre monadique des entiers par Bu¨chi [12] et celle de la
de´cidabilite´ de la the´orie du second ordre monadique de l’arbre binaire infini
par Rabin [34], la fermeture par comple´mentation est une proprie´te´ essentielle.
Dans [8], la cloˆture par comple´mentation restait une question ouverte pour les
mots sur les ordres line´aires. Nous re´solvons le proble`me dans cette the`se en
montrant que la classe des ensembles rationnels de mots indexe´s par des ordres
line´aires de´nombrables et disperse´s est ferme´e par comple´mentation.
E´tant donne´ un automate A acceptant un ensemble de mots finis, la me´thode
classique pour construire un autre automate B acceptant exactement les mots
qui ne sont pas accepte´s par A se fait par de´terminisation. Cette me´thode est
de´ja` plus difficile dans le cas des mots infinis. Bu¨chi [12] a utilise´ une autre
approche, base´e sur une congruence de mots finis. McNaughton [23] a e´tendu
la me´thode de de´terminisation aux mots infinis prouvant que tout automate de
Bu¨chi est e´quivalent a` un automate de Muller de´terministe. Cette me´thode a e´te´
ge´ne´ralise´e par Bu¨chi [13] aux mots transfinis mais elle devient alors tre`s com-
plexe. Contrairement aux automates sur les ordinaux [2], les automates sur les
ordres line´aires ne sont pas de´terminisables. La fermeture par comple´mentation
des ensembles rationnels ne peut donc pas s’obtenir directement a` partir des
automates. Dans le cas des ordres line´aires disperse´s de rang fini, c’est-a`-dire
lorsque le nombre d’imbrication de ω et −ω est fini, nous prouvons la ferme-
ture par comple´mentation [16] en ge´ne´ralisant la preuve de Bu¨chi [12] avec une
induction supple´mentaire sur le rang. Parce que les rangs des ordres line´aires
de´nombrables disperse´s prennent valeur parmi tous les ordinaux [20], cette ap-
proche n’est pas adapte´e pour les mots indexe´s par tous ces ordres. C’est pour-
quoi nous utilisons l’approche alge´brique.
Dans le cas des mots finis, on peut de fac¸on alge´brique classifier les en-
sembles rationnels en fonction des proprie´te´s de leur semigroupe syntaxique.
Les ensembles rationnels de mots finis sont de´finis alge´briquement comme les
ensembles reconnus par un semigroupe fini. Cette importante caracte´risation a
pour conse´quence imme´diate la proprie´te´ de fermeture par comple´mentation.
Elle se ge´ne´ralise de fac¸on naturelle aux mots infinis [42, 31] reconnus par des
ω-semigroupes finis et aux mots sur les ordinaux [4, 7] reconnus par des ω1-
semigroupes finis. Nous de´finissons ici une structure alge´brique adapte´e aux
mots indexe´s par les ordres line´aires : les ⋄-semigroupes. Nous prouvons que,
lorsqu’ils sont finis, ces ⋄-semigroupes sont e´quivalents aux automates sur les
ordres line´aires et obtenons ainsi la fermeture par comple´mentation de la classe
des ensembles rationnels de mots indexe´s par les ordres line´aires de´nombrables
et disperse´s. Par analogie avec le cas des mots finis, nous prouvons e´galement
qu’un ⋄-semigroupe minimal peut-eˆtre associe´ a` chaque ensemble rationnel : le
⋄-semigroupe syntaxique. Notre preuve de la fermeture par comple´mentation est
effective. Elle donne e´galement une autre preuve de la de´cidabilite´ de l’e´quivalence
de ces automates [10]. Notons qu’il est ne´cessaire que les ordres line´aires soient
de´nombrables et disperse´s. Bu¨chi avait de´ja` mentionne´ que la classe des en-
sembles rationnels de mots transfinis de longueur supe´rieure a` ω1 (le plus pe-
tit ordinal non de´nombrable) n’est pas ferme´e par comple´mentation. On peut
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e´galement prouver que l’ensemble des mots indexe´s par des ordres line´aires dis-
perse´s n’est pas rationnel en tant que sous-ensemble des mots sur tous les ordres
line´aires alors que son comple´mentaire l’est.
Dans la classification alge´brique des ensembles rationnels, le fameux the´ore`me
de Schu¨tzenberger [38] e´tablit que les ensembles sans e´toile de mots finis sont
exactement les ensembles dont le semigroupe syntaxique est fini et ape´riodique.
Ce re´sultat a e´te´ e´tendu aux mots infinis [22, 41, 29] et meˆme aux mots transfi-
nis [5]. Nous le ge´ne´ralisons ici aux ensembles sans e´toile de mots sur les ordres
line´aires disperse´s de rang fini.
Cette the`se est organise´e en chapitres de la fac¸on suivante :
– Dans le premier chapitre, nous rappelons certaines de´finitions e´le´mentaires
et fixons les notations. Les notions d’ordre line´aire et de mot sont de´finis.
Nous rappelons e´galement certains re´sultats ge´ne´raux largement utilise´s
dans les chapitres suivants, notamment la caracte´risation inductive des
ordres line´aires disperse´s due a` Hausdorff ainsi que certaines de´finitions
alge´briques.
– Le chapitre 2 est consacre´ aux automates et aux expressions rationnelles.
Ceux-ci sont successivement de´taille´s dans le cas des mots finis, infinis,
bi-infinis, des mots sur les ordinaux et enfin des mots indexe´s par les
ordres line´aires disperse´s. Dans chacun des cas, les deux approches sont
e´quivalentes et le the´ore`me de Kleene est e´nonce´.
– Dans le chapitre 3, on prouve qu’un ensemble rationnel de mots sur les
ordres line´aires disperse´s n’est pas ne´cessairement accepte´ par un auto-
mate de´terministe. On se restreint alors au cas des ordres de rang fini.
Nous ge´ne´ralisons la preuve de Bu¨chi et montrons que la classe des en-
sembles rationnels de mots indexe´s par des ordres line´aires de´nombrables
disperse´s de rang fini est ferme´e par comple´mentation. La preuve utilise
une congruence sur les mots et une induction sur le rang.
– Le chapitre 4 ge´ne´ralise les re´sultats du chapitre pre´ce´dent en utilisant
une caracte´risation alge´brique des ensembles rationnels. Nous rappelons
les structures alge´briques de´ja` existantes adapte´es aux mots finis, infinis
et transfinis ainsi que certaines proprie´te´s alge´briques des semigroupes fi-
nis et les relations de Green. Nous de´finissons ensuite les ⋄-semigroupes,
dont le produit de toute suite d’e´le´ments indexe´e par un ordre line´aire
de´nombrable et disperse´ est de´fini. Nous montrons que lorsqu’un ⋄-semigroupe
est fini, il peut eˆtre de´crit de fac¸on finie par un semigroupe et des fonc-
tions compatibles a` droite et a` gauche avec ce semigroupe. Nous prouvons
ensuite qu’un ensemble de mots sur les ordres line´aires de´nombrables et
disperse´s est rationnel si et seulement si il est reconnu par un ⋄-semigroupe
fini. Nous en de´duisons que la classe des ensembles rationnels est ferme´e
par comple´mentation. Enfin, pour tout ensemble reconnaissable X , nous
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de´finissons le ⋄-semigroupe syntaxique de X et prouvons que c’est le plus
petit ⋄-semigroupe reconnaissant X au sens de la division.
– Dans le chapitre 5, nous e´tendons la de´finition de langages sans e´toile
aux mots indexe´s par des ordres line´aires de rang fini et ge´ne´ralisons le
the´ore`me de Schu¨tzenberger : un ensemble rationnel de mots indexe´s par
des ordres line´aires de´nombrables disperse´s de rang fini est sans e´toile si
et seulement si son semigroupe syntaxique est fini et ape´riodique.
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Chapitre 1
De´finitions et notations
Ce chapitre est consacre´ aux de´finitions et notations utilise´es dans la suite.
Nous rappelons les proprie´te´s e´le´mentaires sur les ensembles, relations et fonc-
tions, puis nous de´finissons les ordinaux et les ordres line´aires. Pour les ordres
line´aires disperse´s, nous e´nonc¸ons la caracte´risation d’Hausdorff qui sera lar-
gement utilise´e dans les chapitres suivants. Les mots indexe´s par des ordres
line´aires sont ensuite pre´sente´s, ainsi que le the´ore`me de Ramsey dont nous ver-
rons diffe´rentes versions par la suite. Enfin nous redonnons certaines de´finitions
alge´briques de base.
1.1 Ensembles, relations et fonctions
Pour tout ensemble E, on note P(E) l’ensemble des parties de E. Cet en-
semble contient notamment l’ensemble vide note´ ∅. On parlera souvent d’une
classe d’ensembles pour de´finir une collection d’ensembles C. Les notations⋃
E∈C
E et
⋂
E∈C
E de´signent respectivement l’union et l’intersection des e´le´ments
de C. Pour deux ensembles E et F , la diffe´rence E\F est l’ensemble des e´le´ments
de E n’appartenant pas a` F . Enfin, si E′ est un sous-ensemble de E note´ E′ ⊆ E,
le comple´mentaire de E′ dans E, a` savoir l’ensemble E \ E ′ sera note´ E′.
Pour tout entier n, on note E1 × E2 × . . . × En le produit carte´sien des
ensembles E1, . . . En de´fini comme l’ensemble {(e1, e2, . . . , en)|e1 ∈ E1, . . . , en ∈
En}. La notation E
n de´note l’ensemble des n-uplets d’e´le´ments de E.
Une relation sur des ensembles E et F est une partie de E × F . Etant
donne´e une relation R ⊆ E × F , on note aussi eRf pour signifier que (e, f) ∈
R. Une relation R ⊆ E × E est dite re´flexive si quel que soit e ∈ E, eRe.
Elle est syme´trique si quels que soient e1, e2 ∈ E, e1Re2 implique e2Re1 et
antisyme´trique si e1Re2 et e2Re1 implique e1 = e2. Enfin R est transitive si
quels que soient e1, e2, e3 ∈ E, e1Re2 et e2Re3 implique e1Re3.
Une relation antisyme´trique et transitive est une relation d’ordre. Lorsqu’une
relation d’ordre est re´flexive, elle est ge´ne´ralement note´ ≤. Une relation d’ordre
R sur E est stricte si pour tout e ∈ E, non eRe. Une relation d’ordre stricte
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est souvent note´e <. Un ensemble E muni d’une relation d’ordre < admet un
minimum s’il existe m ∈ E tel que quel que soit e ∈ E, m ≤ e. Une relation
d’ordre sur un ensemble E est bien ordonne´e si et seulement si toute partie non
vide de E admet un e´le´ment minimum.
Une relation re´flexive, syme´trique et transitive est une relation d’e´quivalence.
La classe d’e´quivalence d’un e´le´ment e ∈ E est l’ensemble des e´le´ments e′ tels
que eRe′. Lorsqu’une relation d’e´quivalence posse`de un nombre fini de classes
d’e´quivalence, ce nombre est appele´ l’indice de la relation. Les relations sont
ordonne´es par inclusions. Une relation R1 est plus fine que R2 si e1R1e2 im-
plique e1R2e2. L’e´galite´ est la relation d’e´quivalence la plus fine et la relation
universelle est la plus grossie`re.
Une application (respectivement fonction) ϕ : E → F est une relation telle
que quel que soit x ∈ E, il existe exactement (respectivement au plus) un y ∈ F
tel que (x, y) ∈ ϕ. On note ϕ(x) = y l’image de l’e´le´ment x et plus ge´ne´ralement
pour un ensemble E′ ⊆ E, ϕ(E′) =
⋃
x∈E′
ϕ(x). Une application ϕ : E → F est
injective si quels que soient x, y ∈ E, ϕ(x) = ϕ(x′) =⇒ x = x′ et surjective si
quel que soit y ∈ F , il existe x ∈ E tel que ϕ(x) = y. Une application injective
et surjective est dite bijective. La compose´e de deux fonctions f : E → F et
g : F → G est la fonction g ◦ f : E → G de´finie par g ◦ f(x) = z s’il existe y ∈ F
tel que f(x) = y et g(y) = z.
Soient deux ensembles E et E′ munis d’ordres respectivement note´s < et <′.
Une application ϕ : E → E′ est un morphisme d’ordre si quels que soient les
e´le´ments e1, e2 ∈ E, e1 < e2 si et seulement si ϕ(e1) <′ ϕ(e2).
1.2 Cardinaux
Un entier naturel peut eˆtre utilise´ pour de´crire la taille d’un ensemble ou
bien pour de´finir la position d’un e´le´ment dans une suite. Lorsque les ensembles
sont finis, ces deux notions co¨ıncident. Dans le cas d’ensembles infinis, il faut
distinguer ces deux approches. Les tailles des ensembles sont de´crits par les
nombres cardinaux, de´couverts par Cantor, tandis que l’aspect position d’un
e´le´ment dans une suite est ge´ne´ralise´ par les ordinaux.
Le cardinal d’un ensemble fini a` n e´le´ments est n. Le cardinal de l’ensemble
des nombres entiers naturels N = {0, 1, 2, 3, . . .} est note´ ℵ0. C’est le plus petit
nombre cardinal transfini. Deux ensembles ont meˆme cardinal lorsqu’ils sont en
bijection. Un ensemble est dit de´nombrable s’il est de cardinal ℵ0 c’est-a`-dire s’il
est en bijection avecN. Dans la suite on travaillera uniquement sur des ensembles
de´nombrables. Notons que l’union de´nombrable d’ensembles de´nombrables est
un ensemble de´nombrable.
1.3 Ordinaux
Nous rappelons ici brie`vement les nombres ordinaux qui sont plus large-
ment de´taille´s dans [37] ou [39, 40]. Les ordinaux e´tant en particulier des ordres
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line´aires, les ope´rations sur les ordinaux seront de´finies plus pre´cise´ment dans
le paragraphe suivant.
En the´orie des ensembles, les entiers naturels peuvent eˆtre de´finis comme des
ensembles bien ordonne´s : 0 = ∅, 1 = {∅}, 2 = {0, 1} = {∅, {∅}}, 3 = {0, 1, 2} =
{∅, {∅}, {∅, {∅}}}, etc. L’ensemble 3, par exemple, posse`de les e´le´ments 0,1,2 et
est ordonne´ par la relation d’appartenance 0 < 1 < 2 qui est un bon ordre. Un
entier est plus petit qu’un autre si et seulement s’il est l’un de ses e´le´ments.
En identifiant les ensembles ordonne´s isomorphes, tout ensemble fini bien or-
donne´ de´finit un entier naturel. Cette approche se ge´ne´ralise aux ensembles non
ne´cessairement finis. Un ordinal est une classe d’e´quivalence d’ensembles bien
ordonne´s pour la relation d’isomorphisme. Un ordinal β est repre´sente´ par l’en-
semble des ordinaux plus petits que β sur lequel la relation d’appartenance est
un bon ordre et qui ve´rifie que tout e´le´ment de β est aussi un sous-ensemble de
β. Dans la suite, les ordinaux seront note´s par des lettres grecques minuscules α,
β, γ,... Le plus petit ordinal est donc ∅ note´ 0. Par de´finition, tout entier n est
l’ordinal associe´ a` l’ensemble fini {0, 1, . . . , n − 1}. Le premier nombre ordinal
non fini est ω. Il correspond a` l’ensemble des entiers naturels N muni de son
ordre habituel.
L’addition des entiers, traduite en termes d’ensembles, permet de ge´ne´raliser
l’addition aux nombres ordinaux transfinis. Soient α et β deux ordinaux. L’or-
dinal α + β est l’ensemble α ∪ β tel que tout e´le´ment de α soit plus petit que
n’importe quel e´le´ment de β. Les ensembles α et β pre´servant leurs bons ordres
respectifs. Intuitivement, l’ope´ration α + β revient a` juxtaposer β a` droite de
α. Par exemple, l’ordinal ω + ω est compose´e de deux copies de l’ensemble
des entiers naturels 0 < 1 < 2 < . . . < 0′ < 1′ < 2′ < . . .. Notons que
3 + ω = ω puisque 0 < 1 < 2 < 0′ < 1′ < 2′ < . . . est isomorphe a` ω. Plus
ge´ne´ralement, pour tout entier n, n + ω = ω. Par contre ω + 3 repre´sente´ par
0 < 1 < 2 < . . . < 0′ < 1′ < 2′ n’est pas isomorphe a` ω. L’addition n’est donc
pas commutative.
Pour multiplier deux ordinaux α et β, on remplace chaque e´le´ment de β par
une copie de α. Par exemple l’ordinal 2ω repre´sente´ par 00 < 10 < 01 < 11 <
02 < 12 < 03 < 13 < . . . est isomorphe a` ω. Par contre ω2 est e´gal a` ω+ω donc
cette multiplication n’est pas non plus commutative.
Un ordinal α est successeur s’il posse`de un plus grand e´le´ment c’est-a`-dire
s’il existe un ordinal β tel que α = β + 1. Un ordinal diffe´rent de 0 et qui n’est
pas successeur est limite. Par exemple ω est un ordinal limite.
1.4 Ordres line´aires
Ce paragraphe est consacre´ aux ordres line´aires et le lecteur interesse´ pourra
consulter l’ouvrage de Rosenstein [37] pour une description plus comple`te. Apre`s
les de´finitions et ope´rations sur les ordres line´aires, la caracte´risation de Haus-
dorff des ordres line´aires disperse´s et la notion de coupure sont de´crites.
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1.4.1 De´finitions et ope´rations
Une relation d’ordre < sur un ensemble J est totale si tous les e´le´ments sont
comparables : quels que soient j et k dans J , on a j < k ou k < j. Cette proprie´te´
induit une repre´sentation line´aire des ordres c’est pourquoi un ensemble muni
d’un ordre total est appele´ un ordre line´aire. Les ordres line´aires seront aussi
de´finis a` isomorphisme pre`s et souvent note´s I, J ,K... Tout ensemble fini totale-
ment ordonne´ de cardinal n est isomorphe a` l’ensemble {0, 1, 2, . . . , n−1} et note´
n. L’ordre des entiers naturels et celui des nombres rationnels sont des ordres
line´aires. Contrairement aux ordinaux, une partie non vide d’un ordre line´aire
n’admet pas ne´cessairement de minimum. Les ordres line´aires peuvent donc
contenir des sous-ordres infinis a` gauche. Par exemple, l’ensemble des entiers
relatifs {. . . ,−2,−1, 0, 1, 2, . . .} muni de l’ordre habituel est un ordre line´aire
note´ ζ. Les ordinaux sont aussi des ordres line´aires.
Pour tout ordre line´aire J , on note −J l’ordre inverse appele´ aussi ordre
miroir de J . Si la relation d’ordre sur J est <, l’ordre −J est l’ensemble J
muni de <∗ de´fini pour tous les e´le´ments i,j de J par i <∗ j si et seulement si
j < i. Par exemple, −ω correspond a` l’ensemble des entiers ne´gatifs avec l’ordre
habituel : . . . < −2 < −1 < 0 .
La somme J+K de deux ordres line´aires est de´finie comme l’ensemble J∪K
muni de l’ordre < e´tendant les ordres de J etK de la fac¸on suivante : j < k pour
tout j ∈ J et k ∈ K. Par exemple, ζ = −ω + ω. Plus ge´ne´ralement, pour tous
les ordres line´aires J et Kj ou` j ∈ J , la somme
∑
j∈J
Kj est l’ensemble ∪
j∈J
Kj
muni de l’ordre e´tendu par J . On parlera d’une somme indexe´e par J ou d’une
J-somme. Formellement,
∑
j∈J
Kj est l’ensemble de toutes les paires (k, j) telles
que k ∈ Kj e´quipe´ de l’ordre lexicographique de´fini par (k, j) < (k′, j′) si et
seulement si j < j′ ou j = j′ et k < k′ dans Kj.
Exemple 1 L’ordre line´aire
∑
ω
ζ correspond a` juxtaposer ω copies de l’ordre ζ.
Cet ordre est repre´sente´ a` la Figure 1.1 ou` chaque • correspond a` un e´le´ment
de l’ordre.
. . . • • • • •. . . . . . • • • • •. . . . . . • • • • •. . . . . .
Fig. 1.1 – Repre´sentation de l’ordre
∑
ω
ζ.
Soient J et K deux ordres line´aires. La somme
∑
J
K correspond a` la multi-
plication K · J de´finie pour les ordinaux. On utilisera les puissances dans les
notations. Par exemple
∑
ζ
ζ = ζ2 et pour tout ordinal α, αω = α · α · α . . .︸ ︷︷ ︸
ωfois
Deux e´le´ments i et j d’un ordre line´aire J sont dits conse´cutifs s’il n’existe
aucun k ∈ J tel que i < k < j. L’e´le´ment i est alors appele´ le pre´de´cesseur de
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j et j est le successeur de i. Notons qu’un e´le´ment j ∈ J a un pre´de´cesseur si
l’ensemble {i | i < j} admet un plus grand e´le´ment.
Lorsqu’un ordre line´aire J admet un plus grand e´le´ment (respectivement un
plus petit e´le´ment), il est note´ max(J) (respectivement min(J)). Sinon on dit
que J est un ordre limite a` droite (limite a` gauche).
Une suite d’e´le´ments d’un ensemble E indexe´e par un ordre line´aire J est
une application de J dans E et se note souvent (ej)j∈J .
1.4.2 Ordres line´aires disperse´s
Un ordre line´aire (J,<) est dense si pour tous les e´le´ments j et k de J tels
que j < k, il existe un e´le´ment i dans J tel que j < i < k. Par exemple,
l’ensemble des nombres rationnels Q muni de l’ordre habituel < est un ordre
line´aire dense. Un ordre est dit disperse´ s’il ne contient pas de sous-ordre dense.
Par exemple les ordres line´aires ω et ζ sont disperse´s. Cette notion correspond a`
celle d’ensemble discret, adapte´e aux ordres. Les ordres line´aires de´nombrables
disperse´s ge´ne´ralisent de fac¸on naturelle les ordres finis et les ordinaux. De
plus, ces ordres posse`dent une jolie caracte´risation due a` Hausdorff, que nous
utiliserons dans toute la suite. Ils sont construits par induction a` partir des
ordres finis en utilisant les ω-sommes et −ω-sommes.
NotonsN la classe des ordres line´aires finis,O la classe des ordinaux de´nombra-
bles et S celle des ordres line´aires de´nombrables et disperse´s.
The´ore`me 1 (Hausdorff [20]) Un ordre line´aire de´nombrable J est disperse´ si
et seulement si J appartient a`
⋃
α∈O
Vα ou` les classes Vα sont de´finies de fac¸on
inductive par :
1. V0 = {0,1}
2. Vα =
{∑
j∈J
Kj | J ∈ N ∪ {ω,−ω, ζ} et Kj ∈
⋃
β<α
Vβ
}
.
ou` 0 et 1 sont respectivement les ordres ayant ze´ro et un e´le´ment.
La classe V1 contient les ordres line´aires finis et les ordres ω =
∑
ω
1, −ω et ζ. Par
• • • • . . . • • • • . . . • • • • . . . . . .
Fig. 1.2 – Repre´sentation de l’ordre ω2.
. . . • • • • . . . • • • • . . . • • • • . . .
Fig. 1.3 – Repre´sentation de l’ordre
∑
ω
−ω.
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exemple ω2 et
∑
ω
−ω appartiennent a` V2 et pour tout entier n, ωn appartient a`
Vn. Donc ω
ω =
∑
n∈ω
ωn appartient a` Vω. Chaque ordre line´aire disperse´ s’e´crit
a` partir de l’ordre a` un e´le´ment en utilisant les sommes finies et les sommes
indexe´es par ω, −ω et ζ ; ces sommes e´tant imbrique´es un nombre ordinal de
fois. Les ordinaux sont en particulier des ordres line´aires disperse´s. La classe
des ordres line´aires de´nombrables disperse´s est donc ferme´e par les ope´rations
d’inversion d’ordres et de somme indexe´e par un ordre line´aire de´nombrable
disperse´.
Intuitivement, le rang d’un ordre line´aire est le nombre maximum d’imbrica-
tions de ω-sommes et de −ω-sommes utilise´es pour le de´finir a` partir des ordres
finis. Ce nombre est lie´ a` la classe V de Hausdorff de l’ordre, mais pour un ordi-
nal α, la classe Vα ne contient pas exactement les ordres de rang α car le produit
fini ne modifie pas le rang. Par exemple, l’ordre ω+ω de rang 1 appartient a` la
classe V2. Pour tout ordinal α, on de´finit la classe Wα par :
Wα =
∑
j∈J
Kj | J ∈ N et Kj ∈ Vα
 .
Ces classes sont strictement interme´diaires a` celles de Hausdorff : les inclusions
Vα ⊂Wα ⊂ Vα+1 sont ve´rifie´es pour tout ordinal α. Par exemple, l’ordre ωα+ωα
appartient a` Wα mais n’appartient pas a` Vα et l’ordre ω
α+1 appartient a` Vα+1
mais pas a` Wα. Formellement, le rang d’un ordre line´aire J est le plus petit
ordinal α tel que J ∈Wα. Les ordres de rang 0 sont les ordres finis.
Dans le but de simplifier les preuves, on de´finit e´galement les classes Uα tre`s
proches des classes Vα pour tout ordinal α. Le fait est que l’ordre ζ n’est pas
ne´cessaire dans la de´finition inductive des classes puisque ζ = −ω + ω. Pour
tout ordinal α, on de´finit
Uα =
∑
j∈J
Kj | J ∈ N ∪ {ω,−ω} et Kj ∈
⋃
β<α
Wβ
 .
Pour tout ordinal α, Uα ⊂ Vα ⊂Wα. D’apre`s le the´ore`me de Hausdorff, les rangs
des ordres line´aires de´nombrables disperse´s sont les ordinaux : S =
⋃
α∈O
Wα.
Pour montrer une proprie´te´ sur l’ensemble des ordres line´aires de´nombrables
disperse´s, on utilisera souvent une preuve par induction transfinie sur le rang.
On montre que la proprie´te´ est vraie sur l’ensemble des ordres finisW0. Ensuite,
pour tout ordinal α, on suppose la proprie´te´ pour tout ordre de rang β < α.
On prouve alors que la proprie´te´ est stable par sommes indexe´es par ω et −ω
c’est-a`-dire qu’elle est ve´rifie´e pour les ordres de Uα. Enfin on ve´rifie avec le
produit fini le cas des ordres de Wα. En effet, la classe Wα contient les sommes
finies des ordres appartenant a` Uα.
Wα =
∑
j∈J
Kj | J ∈ N et Kj ∈ Uα

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Pour tout α ∈ O, on notera W ′α = Wα \ {0} l’ensemble Wα prive´ de l’ordre
contenant 0 e´le´ment. Par extension, le rang d’un ensemble d’ordres line´aires est
la borne supe´rieure des rangs de ses e´le´ments.
1.4.3 Coupures
Un intervalle d’un ordre line´aire J est un sous-ensemble K tel que quels que
soient j, k ∈ K et i ∈ J , si j < i < k alors i ∈ K. Cette notion correspond a`
celle de convexite´ adapte´e aux ordres. Une coupure de J est un couple (K,L)
d’intervalles disjoints de J tels que J = K∪L et quels que soient k ∈ K et l ∈ L,
k < l. L’ensemble de toutes les coupures de J est note´ Jˆ . Notons que l’ensemble
des coupures d’un ordre line´aire disperse´ est toujours un ordre de´nombrable.
Exemple 2 L’ordre line´aire J = {0, 1, 2} a pour ensemble de coupures Jˆ =
{(∅, {0, 1, 2}), ({0}, {1, 2}), ({0, 1}, {2}), ({0, 1, 2}, ∅)}.
Plus ge´ne´ralement, si J est l’ordre line´aire fini a` n e´le´ments, l’ensemble Jˆ posse`de
n+ 1 coupures.
L’ensemble Jˆ des coupures d’un ordre J est naturellement muni d’un ordre
total. La relation < est de´finie pour toutes les coupures c1 = (K1, L1) et c2 =
(K2, L2) de Jˆ par c1 < c2 si K1 ⊂ K2. Cette inclusion implique L2 ⊂ L1 donc la
de´finition est syme´trique. Notons que l’ordre Jˆ posse`de toujours un plus petit
e´le´ment (∅, J) et un plus grand e´le´ment (J, ∅). L’ensemble Jˆ \ {(∅, J), (J, ∅)} est
note´ Jˆ∗.
Exemple 3 L’ordre ω̂ contient la premie`re coupure (∅, ω), les coupures ({0, 1, . . . , n}, {n+
1, n+ 2, . . .}) pour tout entier n ainsi que la dernie`re coupure (ω, ∅). C’est l’or-
dinal ω + 1.
Plus ge´ne´ralement, si l’ordre J est un ordinal α, l’ordre Jˆ est l’ordinal α + 1.
En effet, quelle que soit la coupure c = (K,L) diffe´rente de la coupure maxi-
male, l’intervalle L posse`de un plus petit e´le´ment jc et l’application qui associe
l’e´le´ment jc a` la coupure c est bijective et pre´serve l’ordre.
Les ordres line´aires J et Jˆ s’e´tendent naturellement en un ordre line´aire sur
l’ensemble J ∪ Jˆ de la fac¸on suivante. Pour tout e´le´ment j ∈ J et toute coupure
c = (K,L) ∈ Jˆ , l’ordre < est de´fini par j < c si j ∈ K et c < j si j ∈ L. Comme
les coupures forment une partition de J , une des deux relations j < c ou c < j
est ve´rifie´e. Deux e´le´ments de J ou deux coupures de Jˆ sont ordonne´s par les
ordres de´finis respectivement sur J et Jˆ . Cette relation induit une structure
d’ordre line´aire sur l’ensemble J ∪ Jˆ . Notons que quels que soient les e´le´ments
j1 < j2 de J , il existe au moins une coupure c ∈ Jˆ telle que j1 < c < j2. De plus
si j1 et j2 sont deux e´le´ments conse´cutifs, cette coupure est unique. De fac¸on
analogue, quelles que soient les coupures c1 < c2 de Jˆ , il existe toujours au moins
un e´le´ment j de J tel que c1 < j < c2 et celui-ci est unique lorsque les coupures
sont conse´cutives. Ainsi les e´le´ments de J et les coupures de Jˆ s’intercalent.
Notons que l’ordre line´aire J ∪ Jˆ posse`de aussi un plus petit e´le´ment (∅, J) et
un plus grand e´le´ment (J, ∅). L’ordre J ∪ Jˆ prive´ de ces e´le´ments est note´ J ∪ Jˆ∗.
17
Exemple 4 L’ordre J ∪ Jˆ pour J = ζ + ζ est illustre´ a` la Figure 4 ou` chaque
e´le´ment de ζ + ζ est repre´sente´ par un point et chaque coupure par une barre
verticale. Il existe une coupure entre deux e´le´ments conse´cutifs de J et entre les
deux copies de ζ en plus des coupures minimales et maximales.
. . . • • • • • . . . . . . • • • • • . . .
Fig. 1.4 – L’ordre line´aire J ∪ Jˆ pour J = ζ + ζ.
Pour tout e´le´ment d’un ordre line´aire J , il existe deux coupures conse´cutives
c−j et c
+
j de Jˆ telles que c
−
j < j < c
+
j . Ces coupures sont de´finies par c
−
j =
(K, {j}∪L) et c+j = (K∪{j}, L) ou` K = {k ∈ J | k < j} et L = {l ∈ J | j < l}.
Notons e´galement qu’une coupure c = (K,L) ∈ Jˆ admet un pre´de´cesseur si K
posse`de un plus grand e´le´ment k. Dans ce cas c = c+k et son pre´de´cesseur est
c−k . De meˆme, c posse`de un successeur si L admet un plus petit e´le´ment l. Dans
ce cas c = c−l et son successeur est c
+
l .
1.5 Mots indexe´s par des ordres line´aires
Un alphabet est un ensemble fini de symboles appele´s lettres. Un mot x sur
un alphabet A indexe´ par un ordre line´aire J est une application de J dans A
qui associe une lettre a` chaque e´le´ment de J . Il peut eˆtre vu comme l’ordre J
dont chaque e´le´ment est e´tiquete´ par une lettre de l’alphabet. L’ordre line´aire J
est appele´ la longueur de x et note´ |x|. Le mot indexe´ par l’ordre a` 0 e´le´ment est
appele´ mot vide et note´ ǫ. Un mot est souvent note´ comme une suite x = (aj)j∈J
ou` chaque lettre aj est l’image de l’e´le´ment j. Cette notion de mot ge´ne´ralise
les de´finitions de mots de´ja` conside´re´es dans la litte´rature. Si l’ordre J est fini
de cardinal n, un mot de longueur J est une suite finie x = a0a1a2 . . . an−1
de lettres. Un mot a0a1a2 . . . de longueur ω est un mot infini (a` droite) et,
syme´triquement, un mot . . . a−2a−1a0 indexe´ par −ω est infini a` gauche. Un
mot bi-infini . . . a−2a−1a0a1a2 . . . est un mot de longueur ζ.
Soient x = (ai)i∈I et y = (bj)j∈J deux mots indexe´s respectivement par les
ordres line´aires I et J . Le produit, ou la concate´nation de x et y est le mot
(ck)k∈K de longueur K = I + J de´fini par ck = ak si k ∈ I et ck = bk si
k ∈ J . Il est note´ xy. Plus ge´ne´ralement, pour tout ordre line´aire J , le J-produit
d’une suite de mots (xj)j∈J indexe´e par J est le mot x =
∏
j∈J
xj obtenu par
concate´nation des mots xj en respectant l’ordre J . Pour tout j ∈ J , notons
Kj = |xj | et xj = (ak,j)k∈Kj . Le mot x est de longueur K =
∑
j∈J
Kj = {(k, j) |
j ∈ J, k ∈ Kj} et vaut x = (ak,j)(k,j)∈K .
Exemple 5 Soit x = ab. Le ζ-produit
∏
ζ
x est le mot bi-infini . . . abababab . . ..
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Exemple 6 Soit le mot infini x = abbb . . . compose´ d’un a et d’une suite infinie
de b. Le mot
∏
−ω
x est le mot y = (aj)j∈J de longueur J =
∑
−ω
ω tel que pour tout
j ∈ J , aj = b si j a un pre´de´cesseur et aj = a sinon. Ce mot est de longueur
limite a` gauche : · · · abbb . . . abbb . . . abbb . . .
Soit x = (aj)j∈J un mot indexe´ par un ordre line´aire. Pour tout intervalle non
vide I de J , le mot (aj)j∈I est un facteur de x et pour toute coupure (K,L) de
Jˆ , les mots (aj)j∈K et (aj)j∈L sont appele´s respectivement pre´fixe et suffixe de
x.
Plus ge´ne´ralement, une factorisation d’un mot x est une de´composition de
x en une suite de mots dont le produit vaut x. Pour tout ordre line´aire J , une
suite (xj)j∈J de mots est une J-factorisation de x si x =
∏
j∈J
xj .
Etant donne´ un alphabet A, on note A⋄ l’ensemble de tous les mots sur
l’alphabet A indexe´s par un ordre de´nombrable total et disperse´. On note aussi
A∗ l’ensemble des mots finis sur A et A+ = A∗ \ {ǫ}. Pour tout ordre line´aire
J , AJ de´note l’ensemble des mots sur A de longueur J . Si E est un ensemble
d’ordres line´aires, on note aussi AE l’ensemble des mots sur A dont la longueur
est un ordre appartenant a` E. Ainsi, AN = A∗ et AS = A⋄. Par extension, le
rang d’un mot est le rang de sa longueur. Par exemple, pour tout ordinal α,
AWα est l’ensemble des mots de rang infe´rieur ou e´gal a` α.
1.6 The´ore`me de Ramsey
Soit (xi)i∈ω une ω-factorisation d’un mot x =
∏
i∈ω
xi. Une autre factorisation
(yi)i∈ω de x est appele´e une factorisation extraite ou superfactorisation si elle
est obtenue a` partir de la pre´ce´dente en regroupant les facteurs i.e. s’il existe
une suite d’entiers strictement croissante (ki)i∈ω telle que y0 = x0 . . . xk0 et
yi = xki−1+1 . . . xki pour tout i ≥ 1 :
x = (x0x1 . . . xk0 )︸ ︷︷ ︸
y0
(xk0+1xk0+2 . . . xk1 )︸ ︷︷ ︸
y1
. . .
Soit ϕ : A⋄ → E une application de A⋄ dans un ensemble fini E. Une ω-
factorisation (yi)i∈ω d’un mot x est dite ramseyenne pour ϕ s’il existe un
e´le´ment de e tel que quels que soient les entiers strictement positifs i ≤ j,
ϕ(yiyi+1 . . . yj) = e.
Les e´le´ments de E sont souvent appele´s des couleurs et le the´ore`me de Ram-
sey e´tablit que tout mot infini admet une factorisation ou` tous les facteurs sont
de la meˆme couleur, excepte´ peut-eˆtre le premier. On donne ici un e´nonce´ par-
ticulier de ce the´ore`me avec sa preuve emprunte´s de [32].
The´ore`me 2 (Ramsey, [35]) Soit ϕ : A+ → E une application de A+ dans un
ensemble fini E. Tout mot de Aω admet une ω-factorisation ramseyenne pour ϕ.
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Preuve. Soit x = (ai)i∈ω avec ai ∈ A pour tout i ∈ ω. On de´finit par re´currence
la suite (ni, Ui)i∈ω de paires compose´es d’un indice ni et d’un ensemble infini
d’entiers Ui de la fac¸on suivante. Posons U0 = N et n0 = 0. Soit i ∈ ω. Supposons
que Ui soit de´fini et que ni = min(Ui). Pour tout e´le´ment e ∈ E, on de´finit
l’ensemble
Te = {n ∈ Ui | ϕ(aniani+1 . . . an−1) = e}.
Comme E est fini, il existe au moins un e´le´ment ei ∈ E tel que l’ensemble Tei
soit infini. On pose alors Ui+1 = Tei et ni+1 = min(Ui+1). La suite n0, n1, . . .
obtenue est illustre´e en figure 1.6. Par construction, quels que soient les entiers
e0
e0
e0
e1 e2
e1
n0 n1 n2 n3
Fig. 1.5 – Suite d’indices.
i ≥ 0 et j > 0, ϕ(aniani+1 . . . ani+j−1) = ei. Comme l’ensemble E est fini, il
existe au moins un e´le´ment e ∈ E tel que e = ei pour une infinite´ d’entiers
i. Ces entiers de´finissent une sous-suite ni0 , ni1 , . . . qui donne la factorisation
recherche´e yj = anij anij+1 . . . anij+1−1 . ✷
Il existe de nombreuses versions de ce the´ore`me dont la plupart sont large-
ment de´taille´es dans [32]. Dans la suite, ce the´ore`me sera largement utilise´ et les
e´nonce´s les plus approprie´s seront repre´cise´s. La version suivante est l’adaptation
du the´ore`me 2 aux mots sur les ordres line´aires disperse´s.
The´ore`me 3 Soit ϕ : A⋄ → E une application de l’ensemble des mots sur A
indexe´s par un ordre line´aire disperse´ dans un ensemble fini E. Tout mot de A⋄
posse´dant une ω-factorisation admet une superfactorisation Ramseyenne pour
ϕ.
Preuve. Soit x ∈ A⋄ admettant une ω-factorisation x =
∏
i∈ω
xi. On reprend la
preuve du the´ore`me 2 avec
T(i,e) = {n ∈ Ui | ϕ(xnixni+1 . . . xn−1) = e}.
Avec les meˆmes notations, la superfactorisation obtenue est x =
∏
j∈ω
yi avec
yj = xnij xnij+1 . . . xnij+1−1 . ✷
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1.7 De´finitions alge´briques
Nous rappelons dans ce paragraphe des de´finitions e´le´mentaires d’alge`bre
universelle notamment celles d’ope´ration, de type alge´brique, de morphisme et
de congruence.
Une ope´ration d’arite´ finie n sur un ensemble E est une application de
En dans E. Une ope´ration binaire f sur E est associative si quels que soient
e1, e2, e3 ∈ E, f(e1, f(e2, e3)) = f(f(e1, e2), e3). Dans la suite, nous conside´rerons
des ope´rations d’arite´ 1 ayant pour argument une suite indexe´e par un ordre
line´aire. Une telle ope´ration f sur un ensemble E est une application qui associe
un e´le´ment de E a` toute suite d’e´le´ments de E dont la longueur est un ordre
line´aire.
Un type alge´brique C est une classe d’ensembles munis de relations et d’ope´ra-
tions d’arite´s de´finies. Une alge`bre de type C est un e´le´ment de C. Soient A et
A′ deux alge`bres de meˆme type C. Un morphisme ϕ : A → A′ d’e´le´ments de
type C est une application qui pre´serve les relations et les ope´rations. Si A et
A′ sont munis de relations, respectivement note´s R et R′, quels que soient les
e´le´ments a1 et a2 de A, a1Ra2 si et seulement si ϕ(a1)R
′ϕ(a2). Si les ensembles
A et A′ sont e´quipe´s d’ope´rations f et f ′ d’arite´ finie n, ϕ est un morphisme si
quels que soient les e´le´ments a1, a2,..., an de A,
ϕ(f(a1, a2, . . . , an)) = f
′(ϕ(a1), ϕ(a2), . . . , ϕ(an)).
Par exemple pour une ope´ration binaire note´ multiplicativement, ϕ(e1 ∗ e2) =
ϕ(e1)∗′ϕ(e2). Dans la cas ou` les ensembles A et A′ sont e´quipe´s d’ope´rations f et
f ′ d’arite´ 1 et prennant une suite indexe´e par des ordres line´aires en argument,
un morphisme ϕ doit ve´rifier pour tout ordre line´aire J et toute suite (ej)j∈J
d’e´le´ments de A,
ϕ(f((ej)j∈J )) = f
′((ϕ(ej))j∈J ).
Dans la suite, nous repre´ciserons la de´finition de morphisme dans les structures
alge´briques que nous utiliserons. Les morphismes seront note´s par les lettres
grecques ϕ, ψ, ... Un isomorphisme est un morphisme bijectif. Soient A et A′
deux e´le´ments d’une alge`bre de type C. S’il existe un isomorphisme de A dans
A′, A et A′ sont isomorphes. La relation “eˆtre isomorphe a`” est une relation
d’e´quivalence. Soit ϕ : A → A′ un morphisme d’alge`bre de type C. Alors ϕ
reconnaˆıt un sous-ensemble X de A si ϕ−1(ϕ(X)) = X . On dit que A′ reconnaˆıt
X ⊆ A s’il existe un morphisme ϕ : A → A′ qui reconnaˆıt X et X est dit
reconnaissable s’il est reconnu par une alge`bre finie. L’alge`bre A′ est une sous-
alge`bre de A s’il existe un morphisme injectif de A′ dans A. A′ est quotient de
A s’il existe un morphisme surjectif de A sur A′. On dit que A divise A′ et on
note A ≺ A′ si A est quotient d’une sous-alge`bre de A′. La relation de division
est transitive et deux alge`bres se divisant mutuellement sont isomorphes.
Une congruence d’alge`bre de type C est une relation d’e´quivalence qui est
stable par les ope´rations. Soit A une alge`bre de type donne´. Une relation ∼ sur
A est une congruence si quelle que soit l’ope´ration f sur A d’arite´ finie n et
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quels que soient les e´le´ments a1,..., an,a
′
1,..., a
′
n de A,
∀1 ≤ i ≤ n, ai ∼ a
′
i =⇒ f(a1, . . . , an) ∼ f(a
′
n, . . . , a
′
n).
Dans le cas ou` A est e´quipe´ d’une ope´ration f prenant en argument une suite
indexe´e par des ordres line´aires, une congruence doit satisfaire pour toutes les
suites (ej)j∈J et (e
′
j)j∈J d’e´le´ments de A indexe´es par un ordre line´aire J ,
∀j ∈ J, ej ∼ e
′
j =⇒ f((ej)j∈J ) ∼ f((e
′
j)j∈J ).
L’ensemble des classes d’e´quivalence note´ E/ ∼ est une alge`bre de type C.
L’application qui associe a` tout e´le´ment de E sa classe d’e´quivalence est un
morphisme surjectif de E sur E/∼ donc E/∼ est appele´ quotient de E par ∼.
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Chapitre 2
Automates et expressions
rationnelles
La the´orie des automates commenc¸a en 1956 lorsque Kleene e´tablit l’e´quiva-
lence entre expressions rationnelles et automates pour les ensembles de mots
finis [21]. Depuis lors, ce ce´le`bre the´ore`me de Kleene a e´te´ ge´ne´ralise´ aux mots
infinis [11, 25], bi-infinis [19, 26], aux mots indexe´s par des ordinaux [13], et enfin
aux mots sur les ordres line´aires disperse´s [8]. Dans ce chapitre, nous redonnons,
pour chaque classe d’ordres line´aires disperse´s, les ope´rateurs rationnels et les
automates de´finissant la classe de langages rationnels correspondante.
Bu¨chi et Muller furent les premiers a` de´finir des automates acceptant des
mots de longueur ω. Bu¨chi ge´ne´ralisa ensuite les automates pour les mots sur
les ordinaux. Ces derniers posse`dent non seulement les transitions classiques des
automates sur les mots finis c’est-a`-dire de la forme p
a
−→q ou` p et q sont des
e´tats et a une lettre de l’alphabet, mais e´galement des transitions de la forme
P → p ou` p est un e´tat et P un ensemble d’e´tats. Entre deux e´tats successifs
d’un chemin, il existe une transition e´tiquete´e par la lettre correspondante. Au
niveau des ordinaux limites, un chemin posse`de une transition P → p aux
points ou` l’ensemble limite d’e´tats est P . Un chemin posse`de toujours une fin,
meˆme lorsque son e´tiquette est de longueur limite. Ces automates acceptent les
langages de´finis par les expressions rationnelles construites avec l’union finie,
l’e´toile, le ω-produit et l’ite´ration sur les ordinaux de´nombrables de´note´e ♮. Ces
automates sur les ordinaux de´nombrables sont de´terminisables ce qui montre
que cette classe est ferme´e par comple´mentation et qu’elle forme une alge`bre de
Boole.
Plus re´cemment, cette the´orie a e´te´ ge´ne´ralise´e de fac¸on naturelle aux mots
sur les ordres line´aires de´nombrables disperse´s par Bruye`re et Carton. De fac¸on
syme´trique, ces automates posse`dent des transitions limites a` gauche de la forme
P → p et des transitions limites a` droite de la forme p→ P ou` p est un e´tat et
P un ensemble d’e´tat. La de´finition de chemin, base´e sur la notion de coupures,
ge´ne´ralise celle des chemins de longueurs finies et ordinales. Ils se construisent
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en inse´rant un e´tat entre deux lettres conse´cutives de l’e´tiquette. Autrement dit,
pour tout mot x indexe´ par un ordre line´aire I, un chemin d’e´tiquette x est une
suite d’e´tats indexe´s par l’ordre Iˆ des coupures de I. Lorsqu’un e´tat p n’a pas
de pre´de´cesseur (respectivement pas de successeur) il doit exister une transition
transition limite a` gauche (respectivement a` droite) menant de l’ensemble cofinal
a` gauche vers p (respectivement de p vers l’ensemble cofinal a` droite). Aux
ope´rateurs rationnels des mots sur les ordinaux de´nombrables, il faut ajouter les
ope´rateurs inverses : le −ω-produit et l’ite´ration ordinale de´nombrable inverse
−♮ ainsi qu’une sorte d’ite´rateur sur tous les ordres line´aires disperse´s note´ ⋄.
On retrouve un the´ore`me de Kleene pour les ensembles de mots sur des ordres
line´aires disperse´s.
Lorsqu’on restreint l’ensemble des ope´rations rationnelles utilise´es dans les
expressions, on obtient toute une hie´rarchie de classes d’ensembles rationnels. En
imposant des conditions sur les transitions limites des automates, on retrouve
un the´ore`me de Kleene pour chacune des classes. Par exemple, la classe des
langages rationnels de rangs finis est de´finie par les expressions rationnelles
utilisant l’union finie, le produit fini, l’e´toile, le ω-produit et le −ω-produit.
Ces langages sont exactement ceux accepte´s par des automates sur les ordres
line´aires dont les transitions limites de la forme p → P ou P → p ve´rifient
p /∈ P .
Ce chapitre rappelle les de´finitions d’ensembles rationnels de mots finis, in-
finis, bi-infinis, mots sur les ordinaux et mots sur les ordres line´aires disperse´s.
Pour chaque classe d’ordre, les expressions rationnelles et les automates sont
rede´finis.
2.1 Mots finis
Nous de´finissons dans cette partie la notion de langage rationnel de mots
finis sur un alphabet A. Ces ensembles sont de´finis de fac¸on e´quivalente par des
expressions rationnelles ou par des automates. Pour les exemples, on prendra
l’alphabet A = {a, b}.
2.1.1 Expressions rationnelles
Tout ensemble rationnel peut eˆtre de´crit par une expression rationnelle
forme´e des lettres de l’alphabet et de symboles repre´sentant les ope´rateurs.
Pour deux ensembles X et Y ⊆ A∗, on de´finit les ope´rations suivantes :
l’union X + Y = {z | z ∈ X ou z ∈ Y }
le produit X · Y = {xy | x ∈ X et y ∈ Y }
l’ite´ration X∗ = {
n
Π
i=1
xi | n ∈ N et pour tout 1 ≤ i ≤ n , xi ∈ X}
De´finition 1 La classeRat(A∗) des langages rationnels de A∗ est la plus petite
famille contenant l’ensemble P(A) des parties de A et ferme´e par union finie,
produit fini et ite´ration finie.
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Exemple 7 L’expression rationnelleA∗aA∗ repre´sente l’ensemble des mots finis
sur l’alphabet A contenant la lettre a.
Exemple 8 L’ensemble X ∈ Rat(A∗) des mots posse´dant un nombre pair
d’occurrences de la lettre a est repre´sente´ par l’expression (ab∗a + b)∗ et son
comple´mentaire A∗ \X par l’expression b∗a(ab∗a+ b)∗.
Notons que la classe Rat(A∗) des langages rationnels est strictement incluse
dans celle des langages de A∗. Par exemple, l’ensemble des mots contenant
exactement autant de a que de b n’est pas rationnel.
2.1.2 Automates
Nous de´finissons ici les automates sur les mots finis qui permettent, comme
les expressions rationnelles, de de´crire de fac¸on finie les ensembles de mots.
De´finition 2 Un automate est un quintuplet (Q,A,E, I, F ) ou`
– Q est un ensemble fini d’e´tats,
– A est un alphabet fini,
– E ⊆ (Q×A×Q) est un ensemble de transitions,
– I ⊆ Q est un ensemble d’e´tats initiaux,
– F ⊆ Q est un ensemble d’e´tats finaux.
Un automate est repre´sente´ par un diagramme ou` les e´tats sont repre´sente´s par
des cercles et les transitions par des fle`ches. Les e´tats initiaux sont marque´s par
une fle`che entrante et les e´tats finaux par une fle`che sortante.
Exemple 9 L’automate A = (Q = {0, 1}, A = {a, b} , E = {(0, a, 0), (0, a, 1),
(1, a, 1), (1, b, 1), (1, a, 0)}, I = {0}, F = {0}) est repre´sente´ par le diagramme
suivant :
0 1
a
a
a
a, b
Un automate A = (Q,A,E, I, F ) posse`de un chemin menant de l’e´tat p ∈ Q a`
l’e´tat q ∈ Q s’il existe un entier n et une suite d’e´tats (qi)0≤i≤n tels que q0 = p,
qn = q et pour tout 0 ≤ i ≤ n− 1, il existe ai ∈ A tel que (qi, ai, qi+1) ∈ E. Le
mot u = a0a1 . . . an−1 est l’e´tiquette de ce chemin et n sa longueur. L’ensemble
{q0, q1, . . . , qn} est le contenu du chemin.
Un chemin est dit acceptant s’il me`ne d’un e´tat initial a` un e´tat final. Un
mot est accepte´ par un automate s’il est l’e´tiquette d’un chemin acceptant.
Exemple 10 L’automate de l’exemple 9 accepte exactement les mots com-
menc¸ant et finissant par la lettre a ainsi que le mot vide ǫ.
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Les notions d’automates et d’expressions rationnelles sont e´quivalentes.
The´ore`me 4 (Kleene, [21]) Un ensemble de mots finis est rationnel si et seule-
ment s’il est accepte´ par un automate.
Exemple 11 L’automate de la figure 2.1 accepte le langage rationnel (ab∗a+b)∗
des mots contenant un nombre pair de a.
0 1
b b
a
a
Fig. 2.1 – Automate acceptant le langage (ab∗a+ b)∗
On note p
a
−→
A
q ou p
a
−→q la transition (p, a, q) de l’automate A et p
u
=⇒
A
q ou
p
u
=⇒ q l’existence d’un chemin menant de p a` q et d’e´tiquette u dans A.
Un automate A = (Q,A,E, I, F ) est dit de´terministe si quels que soient q ∈ Q
et a ∈ A, il existe au plus un e´tat p ∈ Q tel que (q, a, p) ∈ E et si l’ensemble
I des e´tats initiaux est re´duit a` un singleton. Il est complet si quels que soient
q ∈ Q et a ∈ A, il existe au moins un e´tat p ∈ Q tel que (q, a, p) ∈ E. Un
automate est co-de´terministe si quels que soient p ∈ Q et a ∈ A, il existe au
plus un e´tat q ∈ Q tel que (q, a, p) ∈ E. Il est non-ambigu si pour tous les e´tats
p, q ∈ Q et tout mot x ∈ A∗, il existe au plus un chemin menant de p a` q
d’e´tiquette x.
Exemple 12 L’automate de l’exemple 9 n’est pas de´terministe puisqu’en par-
tant de l’e´tat 0 et en lisant la lettre a les transitions vers les e´tats 0 et 1 sont
autorise´es. Il n’est pas complet non plus car il n’existe aucune transition partant
de l’e´tat 0 et d’e´tiquette b.
The´ore`me 5 Tout ensemble rationnel de mots finis est accepte´ par un automate
de´terministe et complet.
Exemple 13 L’automate de la figure 2.2 est de´terministe, complet et accepte
le meˆme langage que l’automate de l’exemple 9.
Soit X un sous-ensemble rationnel de A∗ et soit A un automate complet et
de´terministe acceptant X . Il suffit d’e´changer les e´tats finaux pour obtenir un
automate acceptant le comple´mentaire A∗ \X .
Exemple 14 L’automate de la figure 2.3 accepte le comple´mentaireA∗\(aA∗a+
ǫ) = bA∗ +A∗b du langage accepte´ par l’automate de l’exemple 9.
Proposition 6 La classe des ensembles rationnels de mots finis est ferme´e par
union finie, intersection, produit fini, e´toile et comple´mentation dans A∗.
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01 2
3
a
b
a, b
a
b
b
a
Fig. 2.2 – Un automate de´terministe et complet acceptant aA∗a+ ǫ.
0
1 2
3
a
b
a, b
a
b
b
a
Fig. 2.3 – Un automate acceptant A∗ \ (aA∗a+ ǫ).
Les automates e´tudie´s dans la suite pourront toujours eˆtre comple´te´s en ajou-
tant un e´tat “puits” ou` convergent toutes les transitions ajoute´es. C’est le
cas de l’e´tat 3 de l’automate de la Figure 2.2. Lorsque les automates sont
e´quivalents a` des automates de´terministes, la fermeture par comple´mentation
de la classe de langages correspondante s’obtiendra donc par la me´thode dite de
de´terminisation. D’autre part, notons qu’une forme canonique existe pour les
automates sur les mots finis. Parmi tous les automates de´terministes et complets
acceptant un ensemble rationnel donne´, il en existe un unique, dit minimal qui
posse`de strictement moins d’e´tats que les autres.
2.2 Mots de longueur ω
Les ensembles rationnels de mots de longueur ω ont e´te´ principalement
e´tudie´s par Bu¨chi [12], Muller [25] et McNaughton [23]. Diffe´rents types d’auto-
mates ont e´te´ de´finis, largement de´taille´s dans [32]. Nous rappelons rapidement
ceux de Bu¨chi et de Muller par souci historique.
2.2.1 Expressions rationnelles
L’ope´rateur ω est ajoute´ a` l’ensemble des ope´rateurs rationnels de´finis pour
les mots finis. Le ω-produit d’un sous-ensemble X de A∗ est de´fini par
Xω = { Π
i∈ω
xi | xi ∈ X \ {ǫ}}
De´finition 3 Un sous-ensemble de Aω est ω-rationnel si et seulement s’il est
une union finie d’ensembles de la forme XY ω ou` X et Y sont des sous-ensembles
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rationnel de A∗ et de A+.
On note Rat(Aω) la classe des ensembles ω-rationnels.
Exemple 15 L’ensemble X ∈ Rat(Aω) des mots de longueur ω posse´dant un
nombre fini d’occurrences de la lettre b est repre´sente´ par l’expression A∗aω et
son comple´mentaire Aω \X par l’expression (A∗b)ω.
2.2.2 Automates
Nous redonnons dans ce paragraphe les deux types d’automates acceptant
des mots de longueur ω introduits inde´pendamment par Bu¨chi [12] et Muller [25].
Tous deux sont de´finis a` partir d’automates sur les mots finis et se distinguent
par leurs conditions d’acceptation d’un chemin. Soit A un automate sur les mots
finis. Un chemin de longueur ω est une suite d’e´tats (qi)i∈ω telle que pour tout
i ∈ ω, il existe une lettre ai ∈ A telle que (qi, ai, qi+1) ∈ E. Le mot u = a0a1 . . .
est l’e´tiquette de ce chemin. On dit qu’il passe infiniment souvent par un e´tat p
si pour tout i ∈ ω, il existe j > i tel que qj = p.
Automates de Bu¨chi :
Un automate de Bu¨chi est un automate (Q,A,E ⊆ Q×A×Q, I ⊆ Q,F ⊆ Q)
acceptant les e´tiquettes des chemins passant infiniment souvent par au moins
un e´tat de F .
Exemple 16 L’automate de Bu¨chi de la figure 2.4 accepte exactement l’en-
semble des mots posse´dant un nombre fini d’occurrences de la lettre b. Il est
complet.
0 1 2
a, b a a, b
a b
Fig. 2.4 – Automate de Bu¨chi acceptant A∗aω
Automates de Muller :
Un automate de Muller est un automate (Q,A,E, I, F ) avec E ⊆ Q×A×Q,
I ⊆ Q et ou` l’ensemble d’e´tats finaux F ⊆ P(Q) est remplace´ par un sous-
ensemble des parties de Q. Un chemin est acceptant si l’ensemble des e´tats par
lequel il passe infiniment souvent appartient a` F .
Exemple 17 L’automate de Muller de la figure 2.5 ayant pour ensemble final
F = {{1}} accepte les mots de Aω posse´dant un nombre fini d’occurrences de
la lettre b.
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0 1
b a
a
b
Fig. 2.5 – Automate de Muller acceptant A∗aω
McNaughton a montre´ que ces deux de´finitions sont e´quivalentes et que les
notions d’automates et d’expressions rationnelles restent e´quivalentes pour les
mots de Aω.
The´ore`me 7 (McNaughton, [23]) Un sous-ensemble de Aω est ω-rationnel si
et seulement s’il est accepte´ par un automate (de Bu¨chi ou de Muller).
Si les deux de´finitions d’automates sont e´quivalentes, ils ne posse`dent pas les
meˆme proprie´te´s. En particulier les automates de Muller sont de´terminisables
ce qui n’est pas le cas des automates de Bu¨chi.
Proposition 8 (McNaughton, [23]) Tout sous-ensemble rationnel de Aω est
accepte´ par un automate de Muller de´terministe.
La fermeture par comple´mentation s’obtient alors de la me´thode de de´terminisation.
Proposition 9 La classe des ensembles ω-rationnels forme une alge`bre de Boole.
2.3 Mots bi-infinis
Dans ce paragraphe nous rappelons brie`vement la notion de rationnalite´ pour
les ensembles de mots de longueur ζ et renvoyons le lecteur a` [32] pour plus de
de´tails.
2.3.1 Expressions rationnelles
L’ope´rateur −ω est le syme´trique de l’ope´rateur ω et correspond au produit
infini a` gauche. Le −ω-produit d’un sous-ensemble X de A∗ est de´fini par
X−ω = { Π
i∈−ω
xi | xi ∈ X \ {ǫ}}
De´finition 4 Un sous-ensemble de Aζ est ζ-rationnel si et seulement s’il est une
union finie d’ensembles de la forme X−ωY Zω ou` X , Y et Z sont respectivement
des sous-ensembles rationnel de A+, A∗ et A+.
On note Rat(Aζ) la classe des ensembles ζ-rationnels.
Exemple 18 L’ensemble X ∈ Rat(Aζ) des mots de longueur ζ sur l’alphabet
A = {a, b} posse´dant un nombre fini d’occurrences de la lettre b est repre´sente´
par l’expression a−ωA∗aω et son comple´mentaire Aω \X par l’expression
A−ω(A∗b)ω + (A∗b)−ωAω.
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2.3.2 Automates
Soit A = (Q,A,E, I, F ) un automate fini. Un chemin de longueur ζ et
d’e´tiquette u = . . . a−1a0a1 . . . est une suite bi-infinie d’e´tats (qi)i∈ζ telle que
pour tout i ∈ ζ, la transition (qi, ai, qi+1) appartienne a` E. Un chemin est
acceptant si qi ∈ I pour une infinite´ de i ne´gatifs et qi ∈ F pour une infinite´ de
i positifs.
Exemple 19 L’automate de la Figure 2.6 accepte l’ensemble des mots de lon-
gueur ζ posse´dant un nombre fini d’occurrences de la lettre b.
0 1 2
a a, b a
a a
Fig. 2.6 – Automate acceptant le langage a−ωA∗a−ω
The´ore`me 10 Un sous-ensemble de Aζ est ζ-rationnel si et seulement s’il est
accepte´ par un automate.
Dans le cas des mots finis et des mots de longueur ω, la proprie´te´ de de´terminisme
est suffisante pour garantir que chaque mot est l’e´tiquette d’au plus un chemin
acceptant. Ce n’est par le cas pour les automates sur les mots bi-infinis pour les-
quels la notion de non-ambigu¨ıte´ est approprie´e. Un automate est ζ-non-ambigu
si tout mot est e´tiquette d’au plus un chemin acceptant. Le the´ore`me 8 a e´te´
reformule´ pour les mots bi-infinis par Carton et Michel :
Proposition 11 [15] Tout ensemble ζ-rationnel est accepte´ par un automate
ζ-non-ambigu.
2.4 Mots sur les ordinaux
Pour un expose´ plus de´taille´ sur la the´orie des langages de mots de longueur
plus petite que ω1, on renvoie a` [14, 45, 4, 7].
2.4.1 Expressions rationnelles
Les expressions rationnelles pour les mots transfinis ont e´te´ introduites par
Wojciechowski [45]. Elles e´tendent les expressions rationnelles pour les mots fi-
nis avec de nouveaux ope´rateurs. Dans [45], l’ite´ration ordinale est de´note´e par
le symbole ♯. L’ensemble X♯ est de´fini comme les concate´nations de suites de
longueur ordinale de mots de X . Dans la suite comme dans [7], on s’inte´resse
uniquement aux mots indexe´s par des ordinaux de´nombrables. C’est pourquoi
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on note diffe´remmentX♮ l’ite´ration restreinte aux ordinaux de´nombrables. L’en-
semble de tous les mots indexe´s par un ordinal de´nombrable est donc note´ A♮.
On rappelle ici ces expressions re´gulie`res dans un souci de clarte´. Pour deux en-
sembles X et Y de mots sur les ordinaux de´nombrables, on de´finit les ope´rations
suivantes :
l’union X + Y = {z | z ∈ X ou z ∈ Y }
le produit X · Y = {xy | x ∈ X et y ∈ Y }
l’e´toile X∗ = {
n
Π
i=1
xi | n ∈ N et xi ∈ X}
ω-produit Xω = { Π
i∈ω
xi | xi ∈ X \ {ǫ}}
l’ite´ration ordinale X♮ = { Π
γ<α
xγ | α < ω1 et xγ ∈ X}
De´finition 5 La classe Rat(A♮) des langages rationnels de A♮ est la plus petite
famille contenant l’ensemble P(A) des parties de A et ferme´e par union finie,
produit fini, ite´ration finie, ω-produit et ite´ration ordinale de´nombrable.
Exemple 20 L’expression rationnelle A♮aA♮ repre´sente l’ensemble des mots
indexe´s par un ordinal de´nombrable contenant la lettre a.
Exemple 21 L’ensemble (A♮)ω contient l’ensemble des mots de longueur limite
a` droite et son comple´mentaire A♮A l’ensemble des mots dont la longueur est
un ordinal successeur.
2.4.2 Automates
Dans le cas des automates sur les mots finis, les transitions de la forme
p
a
−→q ou` p et q sont des e´tats, sont insuffisantes pour construire des chemins de
longueur supe´rieur a` ω. Bu¨chi [13] a e´te´ le premier a` ge´ne´raliser l’ensemble de
transitions et a` de´finir ainsi des automates pour les mots transfinis. Il de´finit des
transitions de la forme P
a
−→q ou` P est un ensemble d’e´tats et q un e´tat. Nous
utiliserons ici une de´finition des automates dont les transitions limites seront de
la forme P → p i.e. non e´tiquete´es. Les deux de´finitions sont e´quivalentes [2, 4]
pour les mots sur des ordinaux de´nombrables.
De´finition 6 Un automate sur les ordinaux de´nombrables est un quintuplet
(Q,A,E, I, F ) ou` Q est un ensemble fini d’e´tats, A est un alphabet fini, E ⊆
(Q×A×Q) ∪P(Q)×Q est l’ensemble des transitions et I ⊆ Q et F ⊆ Q sont
respectivement des ensembles d’e´tats initiaux et finaux.
Les transitions appartenant a` Q× A ×Q sont appele´es transitions successeurs
et celle de P(Q)×Q transitions limites.
Exemple 22 L’automate repre´sente´ en figure 2.7 posse`de quatre transitions
successeurs 0
a
−→0, 0
b
−→1, 1
a
−→1, 1
b
−→1 et deux transitions limites {0} → 1 et
{1} → 1.
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0 1
a
b
a, b
{0} → 1
{1} → 1
Fig. 2.7 – Automate acceptant (aω + a∗b)A♮
Les transitions limites sont de´finies a` partir de la notion de cofinalite´ qui ge´ne´rali-
se celle de re´pe´tition infinie utilise´e pour les automates acceptant les mots de
longueur ω. Les e´tats atteints en un point limite γ d’un chemin de´pendent des
e´tats apparaissant cofinalement avec γ.
De´finition 7 Soit α un ordinal et soit c = (qβ)β<α une suite d’e´tats de longueur
α. L’ensemble cofinal de c en un ordinal γ < α est de´fini par
cofγ(c) = {q | ∀β < γ , ∃β
′, β < β′ < γ et qβ′ = q}.
Un e´tat q appartient a` cofγ(c) si pour tout ordinal β < γ, il existe un ordinal
β < β′ < γ tel que qβ′ = q. Notons que si γ est un ordinal successeur, cofγ(c) = ∅
pour toute suite d’e´tats c de longueur α. Cette de´finition, analogue a` celle de
valeur d’adhe´rence d’un ensemble, est illustre´e a` travers l’exemple suivant.
Exemple 23 La suite (qωp)ωq a pour ensemble cofinal {q} aux positions ωk
pour tout entier positif k et {q, p} a` la position ω2.
q q q q q . . . p
ω
q q q q q . . . p
ω2
q q q q . . . p
ω3
. . . q
ω2
Fig. 2.8 – Suite (qωp)ωq.
Un chemin d’ensemble cofinal P en un point limite γ doit utiliser une transition
limite de la forme P → q.
De´finition 8 Soit A un automate et soit x = (aγ)γ<α un mot indexe´ par un
ordinal α. Un chemin d’e´tiquette x dans A est une suite d’e´tats c = (qβ)β<α+1
de longueur α+ 1 telle que
– pour tout β < α, qβ
aβ
−→qβ+1 est une transition successeur de A,
– pour tout ordinal limite β, cofβ(c)→ qβ est une transition limite de A.
Exemple 24 Reprenons l’automate de l’exemple 22. Le mot aω est l’e´tiquette
du chemin 0ω1 : la suite 0ω ayant pour ensemble cofinal {0} en ω et le chemin
utilise la transition limite {0} → 1. De meˆme, le mot bω est l’e´tiquette du chemin
01ω1 qui termine par la transition limite {1} → 1. Les transitions limites peuvent
aussi s’imbriquer comme dans le cas du mot (aω)ω qui est l’e´tiquette du chemin
0ω(1ω)ω1 de longueur ω2 + 1.
32
Remarquons que la longueur d’un chemin est toujours un ordinal successeur.
Un chemin posse`de donc un premier et un dernier e´tat. Un chemin est acceptant
s’il me`ne d’un e´tat initial a` un e´tat final. Un mot est accepte´ par l’automate s’il
est l’e´tiquette d’un chemin acceptant. Le the´ore`me de Kleene se ge´ne´ralise aux
mots sur les ordinaux.
The´ore`me 12 (Wojciechowski, [45]) Un ensemble de mots indexe´s par des or-
dinaux de´nombrables est rationnel si et seulement s’il est accepte´ par un auto-
mate.
0 1
b
a
{1} → 1
{1} → 0
{0, 1} → 0
Fig. 2.9 – Automate acceptant (a(b♮)ω)♮
Un automate sur les ordinaux est de´terministe s’il posse`de un unique e´tat initial,
si pour tout e´tat p et toute e´tiquette a il existe au plus un e´tat q tel que p
a
−→q
soit une transition successeur et si pour tout ensemble d’e´tats P , il existe au plus
un e´tat q tel que P → q soit une transition limite. L’automate de la figure 2.7 est
de´terministe alors que celui de la Figure 2.9 posse´dant les transitions {1} → 1
et {1} → 0 ne l’est pas.
The´ore`me 13 (Bu¨chi, [13]) Tout sous-ensemble rationnel de A♮ est accepte´
par un automate de´terministe.
Bu¨chi avait de´ja` montre´ ce re´sultat mais de nouveaux algorithmes de de´terminisa-
tion ont e´te´ donne´s par Bedon et Carton [7, 4]. La me´thode de de´terminisation
prouve ainsi que la classe des ensembles rationnels de mots indexe´s par des
ordinaux de´nombrables est ferme´e par comple´mentation.
Corollaire 14 La classe des ensembles rationnels de A♮ forme une alge`bre de
Boole.
2.4.3 Ordinaux de rang fini
Bu¨chi avait surtout introduit les automates sur les ordinaux pour prouver
des re´sultats de de´cidabilite´ de calcul se´quentiel. Choueka [18] les a plus e´tudie´s
d’un point de vue de la the´orie des automates dans le cas des mots indexe´s par
des ordinaux de rang fini. Rappelons que pour tout entier n, un mot indexe´
par un ordinal est de rang au plus n si les imbrications de ω sont de profon-
deur infe´rieure ou e´gale a` n. Les ope´rations rationnelles correspondantes sont
donc l’union, le produit fini et le ω-produit. Les ensembles rationnels de rang
fini n sont accepte´s par des automates de´finis par Choueka structure´s en n+ 1
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niveaux. Soit Q un ensemble d’e´tats. On note [Q]0 = Q et pour tout n ∈ N,
[Q]n+1 = P([Q]n) l’ensemble des parties de [Q]n. En notant [Q]n0 =
n⋃
i=0
[Q]n,
l’ensemble des transitions des automates de Choueka est un sous ensemble de
[Q]n0×A×Q. L’utilisation d’une transition limite en un ordinal limite ne de´pend
plus de l’ensemble cofinal d’e´tats comme dans les automates pre´ce´dents mais
de l’ensemble des e´tats apparaissant infiniment souvent. On renvoie a` [4] pour
une description plus de´taille´e de ces automates qui nous ont paru moins perti-
nents. En particulier, ils ne semblent pas se ge´ne´ralisent aux ordinaux de rang
supe´rieur. Par contre, on retrouve facilement les ensembles rationnels de rang
fini en utilisant les automates pre´ce´dents sur les ordinaux. Il sera montre´ bien
plus tard qu’un ensemble rationnel de mots sur des ordinaux de rang fini est
rationnel si et seulement s’il est accepte´ par un automate sur les ordinaux dont
les transitions limites de la forme P → q ve´rifient q 6∈ P [44, 45, 9].
2.5 Mots sur les ordres line´aires
Bruye`re et Carton [8] ont introduit des expressions rationnelles et des auto-
mates pour les mots sur les ordres line´aires de´nombrables. Il ont ge´ne´ralise´ le
the´ore`me de Kleene aux ensembles de mots sur les ordres line´aires de´nombrables
et disperse´s. Plus pre´cise´ment, ils ont de´fini toute une hie´rarchie d’ensembles ra-
tionnels [9]. Pour chaque sous-ensemble d’ope´rateurs rationnels, ils conside`rent
la classe d’ensembles rationnels correspondant et de´finissent les transitions des
automates acceptant les meˆmes langages.
2.5.1 Expressions rationnelles
Les ope´rations rationnelles utilise´es pour les expressions de mots sur les
ordres line´aires contiennent bien suˆr celles de´finies pour les mots sur les or-
dinaux. Trois nouveaux ope´rateurs sont e´galement ne´cessaires : le −ω-produit,
l’ite´ration ordinale inverse note´e −♮ ainsi qu’un dernier ope´rateur binaire qui est
l’e´quivalent d’une ite´ration sur tous les ordres line´aires disperse´s note´ ⋄. Pour
tous les ensemblesX et Y de mots indexe´s par des ordres line´aires de´nombrables,
on de´finit les ope´rations
X + Y = {z | z ∈ X ou z ∈ Y }
X · Y = {xy | x ∈ X et y ∈ Y } X∗ = {
n
Π
i=1
xi | n ∈ N et xi ∈ X}
Xω = { Π
i∈ω
xi | xi ∈ X \ {ǫ}} X−ω = { Π
i∈−ω
xi | xi ∈ X \ {ǫ}}
X♮ = { Π
i∈I
xi | I ∈ O et xi ∈ X} X−♮ = { Π
i∈−I
xi | I ∈ O et xi ∈ X}
X ⋄ Y = { Π
i∈I∪Iˆ∗
zi | I ∈ S \ {0} et zi ∈ X si i ∈ I et zi ∈ Y si i ∈ Iˆ
∗}
Rappelons la notation Iˆ∗ = Iˆ \{(∅, I), (I, ∅)}. Un mot x appartient a` X ⋄Y si et
seulement s’il existe un ordre line´aire de´nombrable disperse´ non vide I tel que
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x soit le produit d’une suite de mots de longueur I ∪ Iˆ∗ou` chaque mot indexe´
par un e´le´ment de I appartient a` X et chaque mot indexe´ par un e´le´ment de Iˆ∗
appartient a` Y . Notons que si le mot vide ǫ n’appartient pas a` X , il n’appartient
X
. . . • • • • • . . . I ∪ Iˆ∗
Y
Fig. 2.10 – Ope´ration X ⋄ Y
pas non plus a` l’ensemble X ⋄ Y . On notera X⋄ l’expression (X ⋄ ǫ) + ǫ.
X⋄ = { Π
i∈I
xi | I ∈ S et xi ∈ X}
Ainsi l’expression A⋄ repre´sente l’ensemble des mots indexe´s par des ordres
line´aires de´nombrables et disperse´s.
De´finition 9 La classeRat(A⋄) des ensembles rationnels de mots sur les ordres
line´aires disperse´s est la plus petite famille contenant l’ensemble P(A) des par-
ties de A et ferme´es par les ope´rateurs +, ·, ∗, ω, −ω, ♮, −♮ et l’ope´rateur binaire
⋄.
Chaque expression rationnelle denote un ensemble de mots de´fini de fac¸on in-
ductive par les ope´rateurs rationnels. Un ensemble de mots est rationnel s’il
peut eˆtre de´fini par une expression rationnelle. Comme pre´ce´demment, les ac-
colades et le point du produit de concate´nation finie sont omis. Par exemple,
l’expression ({a}+ {a}{b}ω)♮ s’e´crit (a+ abω)♮. La classe Rat(A⋄) contient par
de´finition les classes Rat(A∗) et Rat(A♮).
Exemple 25 L’expression A⋄aA⋄ repre´sente l’ensemble des mots posse´dant au
moins une occurence de la lettre a.
Exemple 26 L’expression (A⋄)ωA⋄ repre´sente l’ensemble des mots deA⋄ posse´-
dant un facteur de longueur limite a` droite et syme´triquement A⋄(A⋄)−ω les
mots posse´dant un facteur de longueur limite a` gauche. Ainsi (A⋄)ωA⋄+A⋄(A⋄)−ω
contient les mots de longueur non finie, i.e. c’est le comple´ment de A∗ dans A⋄.
2.5.2 Automates sur les ordres line´aires
Les automates sur les ordres line´aires ge´ne´ralisent ceux de´finis pour les mots
finis et les mots sur les ordinaux. Dans le paragraphe pre´ce´dent, on a vu que les
automates sur les ordinaux sont des automates sur les mots finis posse´dant des
transitions limites de la forme P → q ou` P est un ensemble d’e´tats et q un e´tat.
Dans le cas des ordres line´aires, on introduit de fac¸on syme´trique un ensemble
de transitions limites de la forme q → P ou` P est un ensemble d’e´tats et q un
e´tat.
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De´finition 10 Un automate A sur les ordres line´aires est un quintuplet A =
(Q,A,E, I, F ) ou` Q est un ensemble fini d’e´tats, A un alphabet fini, E ⊆ (Q×
A × Q) ∪ (P(Q) × Q) ∪ (Q × P(Q)) est l’ensemble des transitions et I ⊆ Q et
F ⊆ Q sont respectivement les ensembles initiaux et finaux d’e´tats.
Les transitions appartenant a` P(Q) × Q de la forme P → q sont appele´es
transitions limites a` gauche et celles de Q×P(Q) de la forme q → P transitions
limites a` droite.
Exemple 27 : L’automateA = (Q,A,E, I, F ) repre´sente´ en figure 2.11 posse`de
une transition limite a` droite 0→ {1} et une transition limite a` gauche {2} → 3.
0 1 2 3
a
b
b
{2} → 3
0→ {1}
Fig. 2.11 – Automate acceptant le langage a−ωbω
Intuitivement, un chemin de longueur limite a` gauche (en lisant les e´tiquettes
de la droite vers la gauche) peut eˆtre pre´ce´de´ d’une transition limite a` droite.
Ainsi, un chemin de cet automate menant de l’e´tat 0 a` l’e´tat 1 est d’e´tiquette
a−ω. Les transitions limites a` gauche sont utilise´es comme pour les automates
sur les ordinaux et donc cet automate accepte le mot a−ωbω.
Conside´rons un chemin de longueur finie q0
a1
−→q1
a2
−→ . . .
an
−→qn d’e´tiquette x =
a1 . . . an. Remarquons qu’un e´tat est inse´re´ entre deux lettres conse´cutives de
x. En d’autres termes, a` chaque factorisation x = (a1 . . . ak) · (ak+1 . . . an) de x
est associe´ un e´tat qk. Cette de´finition de chemin est ge´ne´ralise´e dans le cas des
automates sur les ordres line´aires de la fac¸on suivante : soit x un mot indexe´ par
un ordre line´aire disperse´ I. A chaque factorisation x = y · z de x est associe´e
une coupure de I. Ainsi, un chemin d’e´tiquette x est un mot sur Q de longueur
Iˆ. Il faut distinguer ici les notions de cofinalite´ a` droite et a` gauche pour de´finir
pre´cise´ment les chemins.
De´finition 11 Soit I un ordre line´aire disperse´ et soit γ = (qc)c∈Iˆ une suite
d’e´tat de longueur Iˆ. Les ensembles cofinaux a` gauche et a` droite de γ en une
coupure c ∈ Iˆ note´s respectivement cofc−(γ) et cofc+(γ) sont de´finis par
cofc−(γ) = {q ∈ Q | ∀c
′ < c, ∃c′′, c′ < c′′ < c tel que q = qc′′}
cofc+(γ) = {q ∈ Q | ∀c
′, c < c′, ∃c′′, c < c′′ < c′ tel que q = qc′′}
Exemple 28 Reprenons l’automate de la figure 2.11. La suite des e´tats γ =
01−ω2ω3 de longueur ζˆ a pour ensembles cofinaux cof(∅,ζ)+(γ) = {1} et cof(ζ,∅)−(γ) =
{2}.
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Comme dans les automates sur les ordinaux, les transitions limites utilise´es dans
un chemin doivent correspondre aux ensembles cofinaux.
De´finition 12 Soient A = (Q,A,E, I, F ) un automate, J un ordre line´aire
disperse´ et soit x = (aj)j∈J un mot de longueur J surA. Un chemin γ d’e´tiquette
x dans A est un mot γ = (qc)c∈Jˆ sur Q de longueur Jˆ tel que pour toute coupure
(K,L) de Jˆ , on a les deux conditions suivantes :
s’il existe l ∈ L tel que (K∪{l}, L\{l}) ∈ Jˆ alors q(K,L)
al
−→q(K∪{l},L\{l}) ∈ E
sinon q(K,L) → cof(K,L)+(γ) ∈ E ;
s’il existe k ∈ K tel que (K\{k}, L∪{k}) ∈ Jˆ alors q(K\{k},L∪{k})
ak
−→q(K,L) ∈
E sinon cof(K,L)−(γ)→ q(K,L) ∈ E.
Si une coupure posse`de un pre´de´cesseur ou un successeur alors les transitions
successeurs sont utilise´es, sinon le chemin se construit sur les transitions limites
a` droite ou a` gauche.
Exemple 29 Le chemin 01−ω2ω3 de l’automate de la figure 2.11 d’e´tiquette
a−ωbω utilise la transition limite a` droite 0 → {1} a` la coupure (∅, ζ) et la
transition limite a` gauche {2} → 3 au point (ζ, ∅). Il est repre´sente´ par le
diagramme suivant ou` les coupures sont symbolise´es par un trait vertical.
0
0→ {1}
. . .
. . .
a a a b b b b
. . .
. . .
{2} → 3
31 1 1 2 2 2
Fig. 2.12 – Chemin d’e´tiquette a−ωbω.
Quel que soit l’ordre line´aire J ∈ S, l’ordre Jˆ posse`de toujours un plus petit
e´le´ment (∅, J) et un plus grand e´le´ment (∅, J). Un chemin posse`de donc un
premier e´tat et un dernier e´tat. De meˆme que pour les ordinaux, un chemin est
acceptant lorsqu’il me`ne d’un e´tat initial a` un e´tat final et un mot est accepte´
par l’automate s’il est l’e´tiquette d’un chemin acceptant. On notera p
x
=⇒ q
l’existence d’un chemin menant de l’e´tat p a` q et d’e´tiquette x. Le contenu d’un
chemin γ = (qc)c∈Jˆ est l’ensemble {qc | c ∈ Jˆ} des e´tats apparaissant dans le
chemin et on notera p
x
=⇒
P
q l’existence d’un chemin menant de p a` q, d’e´tiquette
x et de contenu P .
Exemple 30 Le seul chemin acceptant de l’automate de la figure 2.13 est le
chemin γ = (01−ω)ω2 d’e´tiquette x = (a−ωb)ω. La longueur de x est |x| =∑
ω
−ω. A chaque coupure de la forme ((−ω) ∗ n,
∑
ω
−ω) ou` n est un entier
positif, ce chemin a pour ensemble cofinal a` droite {1} et utilise la transition
0→ {1}. Au niveau de la coupure maximale (|x|, ∅), l’ensemble cofinal a` gauche
est {0, 1} et la transition {0, 1} → 2 termine le chemin.
Bruye`re et Carton ont ge´ne´ralise´ le the´ore`me de Kleene pour les langages de
A⋄.
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0 1 2
a
b
0→ {1}
{0, 1} → 2
Fig. 2.13 – Automate acceptant le mot (a−ωb)ω.
0
0→ {1}
. . .
. . .
a a a b
1 1 1 0
0→ {1}
. . .
a a a b. . .
1 1 1 0
. . .
. . .
{0, 1} → 2
2
Fig. 2.14 – Chemin d’e´tiquette (a−ωb)ω.
The´ore`me 15 [8] Un ensemble de mots indexe´s par des ordres line´aires de´nom-
brables et disperse´s est rationnel si et seulement s’il est accepte´ par un automate.
La preuve de ce the´ore`me donne la construction d’un automate correspondant
a` chaque expression rationnelle. La classe des langages rationnels de A⋄ est
donc ferme´e par toutes les ope´rations rationnelles. Par contre, la fermeture par
comple´mentation dans A⋄ restait un proble`me ouvert dans [8]. Si les automates
sur les ordres line´aires ge´ne´ralisent bien ceux sur les ordinaux, ils ne sont par
contre pas toujours e´quivalents a` des automates de´terministes. Le principal objet
de cette the`se est de montrer que cette classe des langages rationnels sur des
ordres line´aires disperse´s est ferme´e par comple´mentation. L’e´quivalence entre
automates et expressions rationnelles est illustre´e a` travers quelques exemples.
Exemple 31 Conside´rons un chemin de l’automate de la figure 2.15 partant
de l’e´tat initial 1. S’il emprunte la transition limite 1 → {0}, il revient a` l’e´tat
1 en lisant A−ω. Sinon il peut emprunter les transitions successeurs, passer par
l’e´tat 2 et revenir a` l’e´tat 1 avec la transition limite {2} → 1 en lisant Aω . En
concate´nant ces chemins un nombre fini de fois, l’automate accepte le langage
(Aω +A−ω)∗.
Exemple 32 Concernant, l’exemple de la Figure 2.17, remarquons l’e´galite´
A⋄ \ A⋄A = (A⋄)ω . En effet, un mot de longueur limite a` droite ne posse`de
pas de dernie`re lettre et re´ciproquement, en utilisant le the´ore`me 1, on peut
montrer par induction sur le rang que tout mot sans dernie`re lettre admet une
ω-factorisation.
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0 1 2
a, b
a, b a, b
a, b
1→ {0}
{2} → 1
Fig. 2.15 – (Aω +A−ω)∗.
0
a, b
{0} → 0
0→ {0}
Fig. 2.16 – Tous les mots A⋄.
0 1
a, b
{0} → 0
0→ {0}
{0} → 1
Fig. 2.17 – A⋄ \A⋄A = (A⋄)ω.
0 1
a
b
{0, 1} → 0, 1
0, 1→ {0, 1}
Fig. 2.18 – Mots sans facteur aa ou bb.
0 1
a, b a, b
0→ {1}
{0} → 1
1→ {1}
{1} → 1
Fig. 2.19 – Mots non finis : A⋄ −A∗ = A⋄(A⋄)−ω + (A⋄)ωA⋄.
39
Exemple 33 Conside´rons un chemin de l’automate de la figure 2.19 partant
de l’e´tat initial 0. Pour atteindre l’e´tat final 1, ce chemin doit ne´cessairement
emprunter une des deux transitions limites 0→ {1} ou {0} → 1. Cet automate
accepte donc le langage A∗(A⋄)−ωA⋄ + AωA⋄ correspondant a` l’ensemble des
mots non finis A⋄(A⋄)−ωA⋄+A⋄(A⋄)ωA⋄ s’e´crivant aussi A⋄(A⋄)−ω+(A⋄)ωA⋄.
Exemple 34 Conside´rons l’automate de de la figure 2.20 avec les seules transi-
tions limites 0→ {2} et {2} → 1. Avec ces transitions, l’automate accepte le lan-
gage aζ(baζ)∗. Les deux autres transitions limites 0→ {0, 1, 2} et {0, 1, 2} → 1
permettent d’accepter tous les mots surA⋄ compose´s d’occurrence de aζ se´pare´es
par un b, c’est-a`-dire le langage aζ ⋄ b.
0 1
2
b
a
0→ {2}
0→ {0, 1, 2}
{2} → 1
{0, 1, 2} → 1
Fig. 2.20 – aζ ⋄ b.
2.5.3 Hie´rarchie de langages rationnels
Dans [9], toute une hie´rarchie de langages rationnels de mots sur les ordres
line´aires a e´te´ e´tablie. Elle met en relation les classes d’ordres line´aires, les
ope´rateurs rationnels et des conditions sur les transitions des automates. On
a de´ja` conside´re´ la classe des ensembles rationnels sur les ordinaux et sur les
ordinaux de rang finis. Dans chaque cas, les langages rationnels sont de´crits par
un sous-ensemble d’ope´rateurs rationnels et par des automates avec restriction
sur les transitions (par exemple, que des transitions limites a` gauche pour les
ordinaux). Sans de´tailler toute la hie´rarchie, on retiendra en particulier que la
classe des ensembles rationnels de rangs finis sont de´crits par les ope´rateurs
rationnels +, ·, ∗, ω et −ω et sont accepte´s par des automates sur les ordres
line´aires dont les transitions limites de la forme P → q ou q → P avec q /∈ P .
On notera e´galement que l’ope´rateur ⋄ n’a pas le meˆme pouvoir d’expression
lorsqu’il est utilise´ en ope´rateur binaire ou en ope´rateur unaire : lorsqu’on se
restreint au ⋄ unaire, la classe de langages obtenus est une sous-classe stricte
des langages rationnels. Le lecteur est renvoye´ a` [9, 44] pour plus de de´tails.
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Chapitre 3
Comple´mentation des
langages de rang fini
Une des principales proprie´te´s des ensembles rationnels est la cloˆture par
comple´mentation. Cela signifie que pour tout automate A, il existe un autre
automate B acceptant exactement toutes les structures qui ne sont pas ac-
cepte´es par A. Cette proprie´te´ de cloˆture est ve´rifie´e pour presque toutes les
structures : mots finis et infinis, arbres finis et infinis et meˆme pour les mots
indexe´s par les ordinaux. La me´thode de de´terminisation n’e´tant pas facile a`
e´tendre aux mots infinis, Bu¨chi [12] a utilise´ une autre me´thode base´e sur une
congruence sur les mots infinis et sur le the´ore`me de Ramsey. McNaughton a
e´tendu la me´thode de de´terminisation aux mots infinis [23] prouvant que tout
automate de Bu¨chi est e´quivalent a` un automate de Muller de´terministe. Cette
me´thode est re´utilise´e pour les mots infinis [2] et pour les mots sur les ordinaux
de rang fini par Bu¨chi [13] mais elle devient alors tre`s complexe. Dans [9], la
question de la comple´mentation des ensembles rationnels de mots indexe´s par
des ordres line´aires de´nombrables et disperse´s e´tait laisse´e ouverte. Dans ce cha-
pitre, on prouve le re´sultat pour les mots sur les ordres line´aires de´nombrables
et disperse´s de rang fini [16, 17]. Cette classe ge´ne´ralise celle des mots sur les
ordinaux de rang fini accepte´s par les automates de Choueka. Dans ce cas,
les ensembles rationnels sont de´finis par des expressions rationnelles utilisant
uniquement l’union finie, le produit de concate´nation fini, le ω-produit et le
−ω-produit. Ils sont accepte´s par des automates sur les ordres line´aires dont les
transitions limites posse`dent certaines restrictions. Nous prouvons tout d’abord
que tout automate sur les ordres line´aires n’est pas ne´cessairement e´quivalent
a` un automate de´terministe. La me´thode de de´terminisation ne peut donc pas
eˆtre applique´e. Nous e´tendons ensuite la preuve de Bu¨chi [12] en utilisant en
plus une induction sur le rang pour prouver que les ensembles de mots indexe´s
par des ordres line´aires disperse´s de rang fini sont ferme´s par comple´mentation.
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3.1 De´terminisme
La me´thode classique pour obtenir un automate acceptant le comple´ment
d’un ensemble de mots finis accepte´ par un automate A se fait par de´terminisa-
tion. Une fois obtenu l’automate de´terministe et complet, il suffit d’e´changer
les e´tats terminaux et non terminaux pour obtenir un automate acceptant le
comple´ment. Dans notre cas, cette me´thode ne peut pas eˆtre applique´e.
De´finition 13 Un automate sur les ordres line´aires A = (Q,A,E, I, F ) est
de´terministe s’il posse`de un unique e´tat initial et si pour tout e´tat q ∈ Q et tout
mot u ∈ A⋄, il existe au plus un chemin partant de q et d’e´tiquette u.
Il s’ave`re que les automates sur les ordres line´aires ne sont pas toujours
de´terminisables meˆme dans le cas des rangs finis. Conside´rons par exemple le
langage (a−ω)−ω qui est accepte´ par l’automate de la Figure 3.1
0 1 2
a
a
1→ {2}
0→ {1, 2}
Fig. 3.1 – Automate acceptant le langage (a−ω)−ω
Intuitivement, on sent que cet automate ne peut pas eˆtre de´terminise´ puisque
lorsqu’on a lu le mot a−ω, la lecture d’un nouveau a ne change pas le mot
accepte´.
Proposition 16 Il n’existe pas d’automate de´terministe acceptant le langage
(a−ω)−ω.
Preuve. Par l’absurde, supposons l’existence d’un automate de´terministe A
acceptant (a−ω)−ω. On dispose d’un chemin γ d’e´tiquette (a−ω)−ω que l’on
repre´sente de la fac¸on suivante :
γ : q . . . . . . . . . q−1,−2
a
−→q−1,−1
a
−→q−1,0 . . . q0,−2
a
−→q0,−1
a
−→q0,0
Si on supprime la dernie`re transition q0,−1
a
−→q0,0 de γ, on obtient un nou-
veau chemin e´galement d’e´tiquette (a−ω)−ω et menant a` l’e´tat q0,−1. Comme
l’automate est de´terministe, les deux chemins sont e´gaux et q0,−1 = q0,0. De
meˆme, pour tout entier m ne´gatif, on obtient q0,m = q0,0. Si on supprime toute
la dernie`re partie de γ d’e´tiquette a−ω le chemin obtenu me`ne a` l’e´tat q−1,0 et
est toujours e´tiquete´ (a−ω)−ω donc q−1,0 = q0,0. Par re´currence, on obtient ainsi
que tous les e´tats du chemin γ sont e´gaux a` q0,0 excepte´ peut-eˆtre le premier
e´tat q. L’automate A posse`de donc la transition limite q0,0−→{q0,0} ce qui si-
gnifie qu’il accepte aussi l’ensemble a−#. ✷
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Afin de contourner cette difficulte´, on utilise des me´thodes diffe´rentes pour
montrer la cloˆture par comple´mentation. La premie`re, base´e sur des classes
d’e´quivalence, permet de re´soudre le cas des rangs finis.
3.2 Comple´ment des ensembles de rang fini
Dans le cas des mots finis, Bu¨chi a donne´ une preuve diffe´rente de la cloˆture
des ensembles rationnels par comple´mentation. Celle-ci n’utilise pas la proprie´te´
de de´terminisabilite´. Elle est base´e sur une relation d’e´quivalence de´finie pour
tout automate A = (Q,A,E, I, F ) sur les mots finis par :
u ∼ v si et seulement si ∀p ∈ Q, ∀q ∈ Q, p
u
=⇒ q ⇐⇒ p
v
=⇒ q
Notons que si un mot u est l’e´tiquette d’un chemin acceptant de A, il en est alors
de meˆme pour tout mot e´quivalent a` u. Donc une classe d’e´quivalence est soit
contenue dans le langage L accepte´ par A soit disjointe de L. Comme chaque
classe d’e´quivalence est rationnelle, il prouve ainsi que le comple´ment de L est
rationnel en tant qu’union finie de classes d’e´quivalence. Nous ge´ne´ralisons cette
preuve au cas des automates sur les ordres line´aires disperse´s de rang fini.
Soit A = (Q,A,E, I, F ) un automate sur les ordres line´aires acceptant le
langage L. Rappelons qu’un chemin menant de l’e´tat p a` l’e´tat q d’e´tiquette et
de contenu P est note´ p
u
=⇒
P
q. Comme les contenus des chemins sont ne´cessaires
pour les transitions limites, on de´finit la relation d’e´quivalence ∼ par :
u ∼ v si et seulement si ∀p ∈ Q, ∀q ∈ Q, ∀P ⊆ Q, p
u
=⇒
P
q ⇐⇒ p
v
=⇒
P
q.
Remarquons tout d’abord que cette relation d’e´quivalence posse`de un nombre
fini de classes. La classe d’un mot u de´pend de l’existence d’un chemin d’e´tiquette
u menant de p a` q et de contenu P pour chaque triplet (p, q, P ). Comme il y a
n22n triplets de ce type, la relation∼ posse`de au plus 2n
22n classes d’e´quivalence.
On note C l’ensemble de toutes les classes d’e´quivalence de ∼. Pour toute classe
C ∈ C et tout entier r, l’ensemble C ∩ AWr est appele´ classe d’e´quivalence de
rang r meˆme si cet ensemble contient des mots de rang au plus r. Pour tout en-
tier r, on note aussi Cr = {C ∩AWr |C ∈ C} l’ensemble des classes d’e´quivalence
de rang r. Le cardinal de Cr est infe´rieur ou e´gal a` celui de C. Comme dans le
cas des mots finis, chaque classe est soit incluse dans L soit disjointe de L. On
a donc les deux e´galite´s suivantes :
L =
⋃
C∈C,C∩L 6=∅
C et L¯ = A⋄ \ L =
⋃
C∈C,C∩L=∅
C
Les meˆmes e´galite´s se retrouvent pour les mots de rang infe´rieur ou e´gal a` r.
L ∩AWr =
⋃
C∈Cr,C∩L 6=∅
C et AWr \ L =
⋃
C∈Cr,C∩L=∅
C.
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Pour tout entier r, la famille Cr contient un nombre fini de classes. Pour montrer
que AWr \ L est rationnel, il suffit de prouver que chaque classe C ∈ Cr est
rationnelle. On montrera ce re´sultat par induction sur r en s’appuyant sur le
the´ore`me de Ramsey. Dans le cas ou` r = 0, le re´sultat est facile a` obtenir. Il
suffit de construire un automate sur les mots finis qui me´morise le contenu des
chemins dans ses e´tats. L’e´tape d’induction est base´e sur l’ide´e suivante. Notons
Cr = {C1, ..., Cm} l’ensemble des classes de rang r. On de´finit des expressions
rationnelles utilisant les Ci pour lettres. Une expression e´le´mentaire est une
expression de la forme Ci, C
ω
i ou C
−ω
i ou` Ci est une classe de Cr. On note B
l’ensemble des expressions e´le´mentaires. Conside´rons l’ensemble B∗ de toutes
les expressions obtenues par concate´nation finie des expressions e´le´mentaires.
Par exemple supposons qu’il existe deux classes de rang r, Cr = {C1, C2}.
L’ensemble des expressions e´le´mentaires est B = {C1, Cω1 , C
−ω
1 , C2, C
ω
2 , C
−ω
2 } et
un exemple typique d’e´le´ment de B∗ serait Cω2 C1C
−ω
2 C1C
−ω
2 . Chaque e´le´ment
de B∗ est une expression rationnelle sur les Ci repre´sentant un ensemble de mots
de rang au plus r+1. Par un le´ger abus de langage, on dira qu’un mot appartient
a` une expression R de B∗ lorsqu’il appartient a` l’ensemble repre´sente´ par R. Les
deux lemmes suivants seront ne´cessaires dans la preuve de la proposition 19. Le
lemme 17 montre tout d’abord que tout mot de rang infe´rieur ou e´gal a` r + 1
appartient au moins a` une expression de B∗.
Lemme 17 AWr+1 =
⋃
R∈B∗
R.
Preuve. Soit x ∈ AWr+1 . Comme la longueur J de x appartient a` la classeWr+1,
c’est une somme finie d’ordres line´aires appartenant a` Ur+1 : J =
n∑
i=1
Ki ou` ∀1 ≤
i ≤ n , Ki ∈ Ur+1. Soit x =
n∏
i=1
xi la factorisation associe´e c’est-a`-dire que pour
tout 1 ≤ i ≤ n on a |xi| = Ki.
Il suffit de montrer que chaque xi appartient a` une expression Ri de B
∗
puisque x appartient alors a` l’expression R1 . . . Rn qui est dans B
∗.
On prouve que tout facteur xi de x appartient a` une expression de B
∗ :
– Cas 1 : Le rang de xi est infe´rieur ou e´gal a` r, |xi| ∈ Wr. Dans ce cas xi
appartient a` une classe d’e´quivalence C de rang r et C ∈ B∗.
– Cas 2 : xi est un ω-produit de mots de rang r :
L’ordre Ki peut eˆtre de´compose´ Ki =
∑
j∈ω
Ki,j ou` Ki,j ∈ Wr pour tout
j ∈ ω. Donc xi =
∏
j∈ω
xi,j avec xi,j ∈ AWr . Comme le nombre de classes
d’e´quivalence de Cr est fini, il existe d’apre`s le the´ore`me 3, une factori-
sation extraite ramseyenne xi =
∏
j≥0
x′i,j ou` tous les x
′
i,j d’indice j ≥ 1
appartiennent a` une meˆme classe d’e´quivalence C de Cr. En notant C ′ la
classe d’e´quivalence de xi,0, on a xi ∈ C
′Cω et C′Cω ∈ B∗.
– Cas 3 : xi est un −ω-produit de mots de rang r :
De fac¸on syme´trique, on montre que xi appartient a` une expression de la
forme C−ωC′ ou` C,C ′ ∈ Cr.
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✷Dans le lemme 18, on montre que deux mots appartenant a` la meˆme expres-
sion R de B∗ sont ∼-e´quivalents. Cela signifie que tout ensemble repre´sente´ par
une expression R de B∗ est inclus dans une seule ∼-classe.
Lemme 18 Si deux mots x et y de rangs infe´rieurs ou e´gaux a` r + 1 appar-
tiennent a` une meˆme expression R de B∗, alors ils satisfont x ∼ y.
Preuve. Soit R une expression de B∗. Soient x et y deux mots satisfaisant
x ∈ R et y ∈ R. On montre d’abord que x ∼ y lorsque R est une expression
e´le´mentaire de B.
– Cas 1 : R = C pour une certaine classe C de Cr.
Comme x et y appartiennent a` C, on obtient x ∼ y.
– Cas 2 : R = Cω pour une certaine classe C de Cr .
Soient x =
∏
i∈ω
xi et y =
∏
i∈ω
yi les factorisations satisfaisant pour tout
i ∈ ω, xi, yi ∈ C.
Soit γ : p
x
=⇒
P
q un chemin de A d’e´tiquette x. Le chemin γ peut eˆtre
de´compose´ selon la factorisation de x en un chemin
p = p0
x0=⇒
P0
p1
x1=⇒
P1
p2 ... q
avec P1 ∪ P2 ∪ . . . = P et finissant par une transition limite P ′ −→ q.
Pour tout i ∈ ω, on a xi ∼ yi donc pi
yi
=⇒
Pi
pi+1. Finalement p
y
=⇒
P
q est un
chemin de A ce qui montre que x ∼ y.
– Cas 3 : R = C−ω pour une certaine classe C de Cr . De fac¸on syme´trique
au cas pre´ce´dent, on obtient x ∼ y.
Supposons a` pre´sent que R est un produit fini d’expressions e´le´mentaires de B :
R =
n∏
i≥o
Ri.
Il existe deux factorisations x =
n∏
i=1
xi et y =
n∏
i=1
yi telles que pour tout
1 ≤ i ≤ n , xi ∈ Ri et yi ∈ Ri.
Supposons l’existence d’un chemin p
x
=⇒
P
q dans A. De´composons ce chemin
selon la factorisation pre´ce´dente de x :
p = q0
x1=⇒
P1
q1
x2=⇒
P2
q2 ...
xn=⇒
Pn
qn = q
Comme les Ri sont des expressions e´le´mentaires, on a xi ∼ yi pour tout 1 ≤ i ≤
n. Donc qi−1
yi
=⇒
Pi
qi pour tout 1 ≤ i ≤ n et il s’ensuit que p
y
=⇒
P
q.
On peut conclure que x ∼ y. ✷
D’apre`s les lemmes 17 et 18, on sait que chaque classe C de Cr+1 satisfait
C =
⋃
R∈B∗,C∩R6=∅
R
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Cependant, ce n’est pas une expression rationnelle puisque il y a une infinite´
d’expressions R incluses dans C. Dans la proposition suivante, on montre que
l’ensemble des expressions rationnelles incluses dans une quelconque classe C
peut eˆtre de´crit par une expression rationnelle sur les expressions e´le´mentaires.
Proposition 19 Chaque classe d’e´quivalence de Cr est rationnelle.
Preuve. La preuve se fait par induction sur le rang r.
– r = 0 :
Conside´rons les classes de mots finis. Etant donne´s p ∈ Q, q ∈ Q et P ⊆ Q,
on note Lp,q,P l’ensemble des e´tiquettes des chemins de A de longueur finie
menant de p a` q et de contenu P . On peut facilement montrer que Lp,q,P
est rationnel en construisant un automate sur les mots finis me´morisant
les contenus des chemins. Donc toute ∼-classe de mots finis est rationnelle
en tant que combinaison boole´enne des ensembles Lp,q,P .
– r > 0 :
Soit Cr = {C1, C2, ..., Cm} l’ensemble des classes d’e´quivalence des mots
de rang infe´rieur ou e´gal a` r. Par hypothe`se d’induction, toute classe de
rang r est rationnelle :
∀C ∈ Cr, C ∈ Rat(A
Wr )
Soit B = {C1, Cω1 , C
−ω
1 , ..., Cm, C
ω
m, C
−ω
m }. A partir de A, on construit un
automate B qui relie chaque expression R de B∗ avec les mots de AWr+1
appartenant a` R. Ensuite les classes de Cr+1 seront de´finies comme des
ensembles rationnels d’e´le´ments de B∗.
Soit B = (Q×P(Q), B,E
′
, I
′
, F
′
) l’automate de´fini par :
E′ = {(p, S)
R
−→(p′, S ∪ T ) | ∃x ∈ R tel que p
x
=⇒
T
p′ in A}
avec I ′ = {(p, ∅) | p ∈ Q} et F ′ = Q×P(Q)
Remarquons tout d’abord que l’e´tiquette d’un chemin de B est un e´le´ment
de B∗. Donc c’est une expression repre´sentant un ensemble de mots de
AWr+1 . Soit L(p,∅),(q,P ) l’ensemble des e´tiquettes des chemins menant de
l’e´tat (p, ∅) a` l’e´tat (q, P ) dans B et soit Lr+1p,q,P l’ensemble des e´tiquettes
des chemins de A menant de p a` q, de contenu P et de rang infe´rieur
ou e´gal a` r + 1. On va montrer qu’un mot x de AWr appartient a` Lr+1p,q,P
si et seulement si x appartient a` une expression R de L(p,∅),(q,P ). Donc
l’ensemble Lr+1p,q,P est de´fini comme l’ensemble des mots appartenant a` une
e´tiquette de L(p,∅),(q,P ). Le re´sultat en de´coule puisque une classe C de
Cr+1 est de´finie comme combinaison boole´enne des ensembles rationnels
L(p,∅),(q,P ) de mots finis.
On montre a` pre´sent que pour tous p ∈ Q, q ∈ Q, P ⊆ Q et R ∈ B∗,
(p, ∅)
R
=⇒(q, P ) dans B si et seulement s’il existe un mot x dans R tel que
p
x
=⇒
P
q dans A.
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Soit x un mot de rang infe´rieur ou e´gal a` r + 1. D’apre`s le lemme 17, il
existe R ∈ B∗ telle que x ∈ R. Par construction de B, l’existence d’un
chemin p
x
=⇒
P
q dans A implique que (p, ∅)
R
=⇒(q, P ) dans B.
Re´ciproquement, soitR ∈ B∗ et soit x ∈ R. Supposons que (p, ∅)
R
=⇒(q, P ).
Par construction de B, il existe y ∈ R tel que p
y
=⇒
P
q dans A. De plus,
d’apre`s le lemme 18, on a x ∼ y donc p
x
=⇒
P
q dans A.
✷
On est a` pre´sent capable de montrer que l’ensemble des langages rationnels
de rang fini est clos par comple´mentation.
The´ore`me 20 Soit L un langage rationnel de mots indexe´s par des ordres
line´aires et soit r un entier positif. Le comple´ment AWr \ L de L dans l’en-
semble des mots de rang infe´rieur ou e´gal a` r est rationnel.
Preuve. Soit A un automate sur les ordres line´aires acceptant un langage L et
soit r un rang fini. Soit Cr l’ensemble des classes d’e´quivalence de rang r selon
A. D’apre`s la proposition 19, on sait que chaque classe Cr est rationnelle. De
plus, si on conside`re la de´finition de ∼, on voit que si un mot u est l’e´tiquette
d’un chemin acceptant de A, il en est de meˆme pour tout mot e´quivalent a` u.
Donc toute classe d’e´quivalence est soit incluse dans L soit disjointe de L. On
en de´duit une expression rationnelle de AWr \ L comme union finie de classes
de Cr :
AWr \ L =
⋃
C∈Cr,C∩L=∅
C.
✷
L’exemple suivant illustre la construction des expressions rationnelles des
classes d’e´quivalence :
Exemple 35 Soit A = (Q,A,E, I, F ) l’automate de la figure 3.2 acceptant le
langageL = (aζ)#. On cherche une expression rationnelle des classes d’e´quivalen-
ce de rang 1.
0 1
a 0→ {1}
{1} → 0
{0, 1} → 0
Fig. 3.2 – Automate sur les ordres line´aires acceptant le langage (aζ)#.
Soit C0 l’ensemble des classes d’e´quivalence des mots finis. L’automate a deux
classes d’e´quivalence : C0 = {a+, ǫ}. De´finissons l’ensemble B = {a+, aω, a−ω, ǫ}.
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L’automate sur les mots finis correspondant B est donne´ a` la figure 3.3.
Comme les e´tats terminaux ne sont pas ne´cessaires ici, ils n’ont pas e´te´ marque´s
sur la figure.
0, ∅
1, ∅ 1, {1} 0, {0, 1}
1, {0, 1}
a+
a+
a−ω
aω
aω
a+
a−ωaω
Fig. 3.3 – Automaton B
On en de´duit les∼-classes de rang 1 suivantes : C1 = {C1, C2, C3, C4, C5, C6}.
C0 = ǫ, C1 = a
+, C2 = (a
ζ)∗a−ω,
C3 = a
ω(aζ)∗, C4 = (a
ζ)+, C5 = a
ω(aζ)∗a−ω
et C6 = (a+ a
ω + a−ω)∗ · (aω · a+ a · a−ω) · (a+ aω + a−ω)∗
ou` la dernie`re classe contient les mots qui ne sont pas e´tiquette d’un chemin
de A. Conside´rons l’automate B ayant tous ses e´tats terminaux. Comme c’est
un automate sur les mots finis, C7 est obtenu graˆce a` son comple´ment.
Excepte´es les classes C0 et C4 qui sont incluses dans L, toutes les autres
classes de C1 sont disjointes de L. On obtient les expressions rationnelles sui-
vantes de L et de son comple´ment dans l’ensemble des mots de rang infe´rieur
ou e´gal a` 1 :
L ∩AW1 = C0 + C4
AW1 \ L = C1 + C2 + C3 + C5 + C6.
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Chapitre 4
Equivalence alge´brique
Un semigroupe est un ensemble muni d’une ope´ration interne binaire associa-
tive. Les semigroupes permettent de de´finir les ensembles rationnels de mots finis
de fac¸on e´quivalente aux automates et expressions rationnelles. Un ensemble de
mots finis est rationnel si et seulement s’il est reconnaissable, c’est-a`-dire s’il
existe un semigroupe fini S et un morphisme de semigroupe de A+ dans S le
reconnaissant. De plus, il est possible d’associer a` chaque ensemble rationnel un
semigroupe minimal le reconnaissant : le semigroupe syntaxique. Cette approche
alge´brique est tre`s utile dans l’e´tude des ensembles rationnels. Non seulement
elle est utilise´e pour montrer de nombreux re´sultats de de´cidabilite´, mais sur-
tout l’e´tude des proprie´te´s alge´briques des semigroupes syntaxiques a permis de
classifier les ensembles rationnels. Les semigroupes n’autorisant pas de produit
infinis, ils ne sont pas adapte´s a` l’e´tude des langages rationnels de mots infinis.
Wilke [42], Perrin et Pin [31] ont alors introduit une structure alge´brique dans
laquelle le ω-produit est autorise´ : les ω-semigroupes. Un ensemble de mots de
longueur ω est rationnel si et seulement s’il est reconnu par un ω-semigroupe fini.
A tout ensemble rationnel de mots infinis, on peut ainsi associer un objet cano-
nique, l’ω-semigroupe syntaxique, et ge´ne´raliser la classification des ensembles
rationnels. Cette approche a e´galement e´te´ ge´ne´ralise´e aux mots sur les ordinaux
par Bedon et Carton [3, 4, 7]. Un ω1-semigroupe S est un ensemble muni d’une
ope´ration interne qui autorise les produits de toute suite d’e´le´ments de S indexe´e
par un ordinal de´nombrable. En montrant l’e´quivalence entre ω1-semigroupes
finis et automates sur les ordinaux, ils donnent en particulier un algorithme de
de´terminisation des automates sur les ordinaux et une preuve de la fermeture
par comple´mentation des ensembles rationnels sur les ordinaux de´nombrables.
Dans ce chapitre, cette approche alge´brique est ge´ne´ralise´e aux ensembles
de mots indexe´s par des ordres line´aires disperse´s. On e´tend les semigroupes
et ω1-semigroupes aux ⋄-semigroupes dont le produit est de´fini pour toute
suite indexe´e par un ordre line´aire de´nombrable et disperse´. On montre que,
lorsqu’ils sont finis, ces ⋄-semigroupes sont e´quivalents aux automates sur les
ordres line´aires de´nombrables et disperse´s. Par analogie avec le cas des mots
finis et des mots sur les ordinaux, on montre qu’un ⋄-semigroupe canonique
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minimal peut eˆtre associe´ a` chaque ensemble rationnel : le ⋄-semigroupe syn-
taxique. On obtient alors qu’un ensemble sur les ordres line´aires de´nombrables
disperse´s est rationnel si et seulement si son ⋄-semigroupe syntaxique est fini [36].
Cette caracte´risation alge´brique prouve la fermeture par comple´mentation mais
elle donne e´galement la possibilite´ d’e´tendre les re´sultats de classification de
Schu¨tzenberger et d’Eilenberg a` partir des proprie´te´s du ⋄-semigroupe syn-
taxique. Le fait que les ordres soient disperse´s et de´nombrables sont des hy-
pothe`ses ne´cessaires. Bu¨chi a de´ja` montre´ que la classe des ensembles de mots
transfinis de longueur supe´rieure a` ω1 (le plus petit ordinal non de´nombrable)
accepte´s par un automate n’est pas ferme´e par comple´mentation. On peut mon-
trer que l’ensemble des mots sur les ordres line´aires disperse´s n’est pas ration-
nel en tant que sous-ensemble des mots sur les ordres line´aires alors que son
comple´ment l’est. Notre preuve de la fermeture par comple´mentation est ef-
fective. Etant donne´ un automate A, elle construit un automate B acceptant
exactement les mots qui ne sont pas accepte´s par A. Elle donne une autre preuve
de la de´cidabilite´ de l’e´quivalence entre ces automates.
Ce chapitre est divise´ en trois parties. Dans la premie`re, les ensembles ra-
tionnels de mots finis, infinis et ordinaux de´nombrables sont rede´finis comme
les ensembles reconnaissables. La deuxie`me partie est consacre´e a` des de´finitions
alge´briques avance´es sur les semigroupes qui seront utilise´es pour les preuves,
notamment les relations de Green. Enfin, la dernie`re partie ge´ne´ralise la notion
de reconnaissabilite´ aux mots sur les ordres line´aires. On de´finit tout d’abord la
structure alge´brique des ⋄-semigroupes. On montre que lorsque un ⋄-semigroupe
S est fini, son produit est de´fini par un produit fini et par deux fonctions com-
patibles a` droite et a` gauche avec S. Ceci permet de de´crire le produit d’arite´
infinie de fac¸on finie. On utilise ensuite une me´thode classique pour prouver que
tout langage rationnel est reconnu par un ⋄-semigroupe fini : les e´le´ments du
⋄-semigroupe construit sont des matrices me´morisant les contenus des chemins.
Vient alors le re´sultat le plus difficile de cette the`se : pour construire un auto-
mate acceptant un ensemble reconnaissable donne´, on utilise une induction sur
la D-classe en plus de l’induction sur le rang. De cette preuve d’e´quivalence,
on obtient la fermeture par comple´mentation. Enfin, on de´finit la congruence
syntaxique et on montre l’effectivite´ du ⋄-semigroupe syntaxique associe´ a` un
ensemble rationnel.
4.1 Reconnaissabilite´
Ce paragraphe fait la synthe`se des structures alge´briques reconnaissant les
ensembles rationnels : semigroupes, ω-semigroupes, ωn-semigroupes et ω1-semigroupes
donnent respectivement une caracte´risation alge´brique des ensembles rationnels
de mots finis, infinis et ordinaux. Pour chaque classe, le semigroupe syntaxique
correspondant est rede´fini.
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4.1.1 Semigroupes
Un semigroupe est un ensemble S muni d’une ope´ration binaire associative.
L’ope´ration est note´e multiplicativement s · t ou souvent st et appele´e pro-
duit. Par exemple pour tout alphabet A, l’ensemble A+ muni du produit de
concate´nation est un semigroupe. Un e´le´ment 1 d’un semigroupe S est neutre
si pour tout e´le´ment s de S, s · 1 = 1 · s = s. Un mono¨ıde est un couple (M, 1)
forme´ d’un semigroupeM et d’un neutre pour son ope´ration note´ 1. Par exemple
l’ensemble A∗ est un mono¨ıde ayant pour neutre le mot vide. Le semigroupe S
auquel un e´le´ment neutre a e´te´ ajoute´ est note´ S1. Un e´le´ment 0 de S est un
ze´ro si pour tout e´le´ment s de S, s · 0 = 0 · s = 0.
Exemple 36 On notera U1 le semigroupe U1 = {0, 1} posse´dant un ze´ro et un
neutre. Son produit correspond a` l’ope´rateur boole´en : 00 = 01 = 10 = 0 et
11 = 1.
Etant donne´s deux semigroupes S et T , on rappelle qu’une application ϕ : S →
T est un morphisme de semigroupe si pour tout s, t ∈ S, ϕ(st) = ϕ(s)ϕ(t). Pour
les mono¨ıdes, un morphisme ϕ : S → T doit aussi ve´rifier ϕ(1S) = 1T . Dans la
suite, on identifiera deux semigroupes isomorphes.
Lorsqu’ils sont finis, les semigroupes permettent de de´finir les ensembles ra-
tionnels de fac¸on e´quivalente aux automates et expressions rationnelles. Rappe-
lons qu’un semigroupe S reconnaˆıt un langage X ⊆ A+ s’il existe un morphisme
de semigroupe ϕ : A+ → S et un ensemble P ⊆ S tels que X = ϕ−1(P ). Notons
que si ϕ est une application de A dans un semigroupe S, il existe un unique
morphisme ϕ : A+ → S qui prolonge ϕ (i.e. pour tout a ∈ A, ϕ(a) = ϕ(a)).
Exemple 37 L’ensemble X = A∗aA∗ des mots contenant la lettre a est re-
connu par le semigroupe U1. En effet, en de´finissant le morphisme ϕ : A
+ → S
prolongeant l’application ϕ : A→ S de´finie par ϕ(a) = 0 et ϕ(b) = 1, on obtient
X = ϕ−1({0}).
Les ensembles rationnels sont alors rede´finis comme ceux reconnus par un semi-
groupe fini.
The´ore`me 21 Un ensemble de mots finis est rationnel si et seulement s’il est
reconnaissable.
De meˆme que pour tout ensemble rationnel X de mots finis il existe un auto-
mate minimal acceptant X , on peut e´galement de´finir un semigroupe minimal
reconnaissant X .
De´finition 14 Pour tout langageX de A+, la relation ∼X est de´finie pour tous
mots x, y de A+ par :
x ∼X y si et seulement si ∀u , v ∈ A
∗ , uxv ∈ X ⇐⇒ uyv ∈ X
Lorsque X est rationnel, la relation ∼X est une congruence de semigroupe ap-
pele´e congruence syntaxique deX . Le semigroupeA+/∼X des classes d’e´quivalence
de ∼X est appele´ semigroupe syntaxique de X et note´ S(X). C’est le plus petit
semigroupe reconnaissant X au sens de la division.
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The´ore`me 22 Un langage X de A+ est reconnu par un semigroupe S si et
seulement si S(X) divise S.
Les ensembles rationnels sont alors caracte´rise´s par les proprie´te´s de leurs se-
migroupes syntaxiques. Le the´ore`me pre´ce´dent montre en particulier qu’un en-
semble de mots finis est rationnel si et seulement si son semigroupe syntaxique
est fini.
Exemple 38 Le semigroupe syntaxique de l’ensemble X = (ab)+ est S(X) =
{s, e, t, f, 0} dont les e´le´ments repre´sentent respectivement les ∼X-classes (ab)
∗a,
(ab)+, b(ab)∗, (ba)+ et A+aaA+ ∪ A+bbA+. Le produit est de´fini par ee =
e , ff = f , st = e , ts = f , es = s , te = t , ft = t et sf = s, les autres
produits valant tous 0. Le semigroupe S(X) est fini et reconnaˆıt X : Soit ϕ :
A+ → S(X) le morphisme de´fini sur A par ϕ(a) = s et ϕ(b) = t. Il vient
X = ϕ−1(e).
4.1.2 ω-semigroupes
Les semigroupes constituent un tre`s bon outil pour l’e´tude des ensembles
de mots finis mais ils ne sont pas adapte´s pour travailler sur les mots de lon-
gueur ω. Pe´cuchet [27, 28] fuˆt le premier a` e´tudier les ensembles reconnaissables
de mots infinis par les semigroupes. Cependant, les deux principales structures
alge´briques adapte´es, les ω-semigroupes et les alge`bres de Wilke, ont e´te´ intro-
duites par Perrin et Pin [31] et par Wilke [42, 43]. Nous pre´sentons ici rapidement
les ω-semigroupes et renvoyons a` [32] pour une description plus de´taille´e de ces
deux structures e´quivalentes.
De´finition 15 Un ω-semigroupe S est une alge`bre a` deux composantes S =
(S+, Sω) e´quipe´e des ope´rations suivantes :
– une ope´rations binaire de´finie sur S+ et note´e multiplicativement,
– une application S+×Sω → Sω appele´e produit mixte, qui a` un couple (s, t)
associe un e´le´ment de Sω note´ st,
– une application π : (S+)
ω → Sω appele´e ω-produit.
Ces ope´rations doivent ve´rifier les proprie´te´s suivantes :
– S+ e´quipe´ de l’ope´ration binaire est un semigroupe,
– quels que soient s, t ∈ S+ et u ∈ Sω, s(tu) = (st)u,
– pour toute suite strictement croissante d’entiers (ki)i∈ω et pour toute suite
(si)i∈ω d’e´le´ments de S+,
π(s0s1 . . . sk1−1, sk1sk1+1 . . . sk2−1, . . .) = π(s0, s1, s2, . . .)
– pour tout s ∈ S+ et pour toute suite (si)i∈ω d’e´le´ments de S+,
sπ(s0, s1, s2, . . .) = π(s, s0, s1, s2, . . .).
Ces proprie´te´s ge´ne´ralisent l’associativite´ du produit de semigroupe et per-
mettent de simplifier par la suite la notation π(s0, s1, s2, . . .) par s0s1s2 . . ..
Intuitivement, un ω-semigroupe est une sorte de semigroupe qui autorise les
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produits infinis d’e´le´ments de S+ mais ou` le produit a` droite d’un e´le´ment de
Sω est interdit.
Exemple 39 Pour tout alphabet A, le couple (A+, Aω) est naturellement muni
d’une structure d’ω-semigroupe par le produit de concate´nation.
Etant donne´s S = (S+, Sω) et T = (T+, Tω) deux ω-semigroupes, un morphisme
d’ω-semigroupe est donc un couple ϕ = (ϕ+, ϕω) ou` ϕ+ : S+ → T+ est un
morphisme de semigroupe et ϕω : Sω → Tω est une application qui pre´serve le
ω-produit : pour toute suite (si)i∈ω d’e´le´ments de S+,
ϕω(s0s1s2 . . .) = ϕ+(s0)ϕ+(s1)ϕ+(s2) . . .
Elle pre´serve e´galement le produit mixte : pour tout s ∈ S+ et pour tout t ∈ Sω,
ϕ+(s)ϕω(t) = ϕω(st).
La notion de reconnaissabilite´ s’e´tend alors aux ensembles de mots infinis.
Exemple 40 Soit A = {a, b} et soit S = ({s, t}, {u, v}) l’ω-semigroupe de´fini
par les ope´rations ss = s, st = ts = tt = t, sω = u, tω = v, su = tu = u,
sv = tv = v. Soit ϕ : (A+, Aω) → S le morphisme d’ω-semigroupe de´fini sur A
par ϕ(a) = s et ϕ(b) = t. L’ ω-semigroupe S reconnaˆıt chacun des ensembles
ϕ−1(s) = a+, ϕ−1(t) = A∗bA∗, ϕ−1(u) = A∗aω, ϕ−1(v) = (A∗b)ω ainsi que
leurs unions.
Notons que les ω-semigroupes permettent e´galement de reconnaˆıtre des en-
sembles de mots finis. On retrouve la triple e´quivalence entre expressions ra-
tionnelles, automates et ω-semigroupes finis pour les sous-ensembles de Aω .
The´ore`me 23 Un ensemble de mots de longueur ω est ω-rationnel si et seule-
ment s’il est reconnaissable.
La the´orie des automates sur les mots de longueur ω ne donne pas l’existence
d’un automate minimal acceptant un ensemble ω-rationnel donne´. L’approche
alge´brique vient comple´ter cette the´orie et permet de construire un objet ca-
nonique associe´ a` chaque ensemble ω-rationnel. La de´finition de la congruence
syntaxique d’un sous-ensemble reconnaissable de Aω est due a` Arnold [1].
De´finition 16 Pour tout sous-ensemble X de Aω , la relation ∼X sur (A+, Aω)
est de´finie de la fac¸on suivante :
pour tous mots x, y de A+, x ∼X y si et seulement si ∀u, v ∈ A∗, ∀w ∈ A+,
uxvwω ∈ X ⇐⇒ uyvwω ∈ X et u(xv)ω ∈ X ⇐⇒ u(yv)ω ∈ X
et pour tous mots x, y de Aω, x ∼X y si et seulement si ∀u ∈ A∗,
ux ∈ X ⇐⇒ uy ∈ X.
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LorsqueX est reconnaissable, la relation∼X est une congruence d’ω-semigroupe
d’indice fini. L’ω-semigroupe syntaxique S(X) = (A+, Aω)/∼X est alors le plus
petit semigroupe reconnaissant X au sens de la division. Notons que les ω-
semigroupes ont e´te´ adapte´s par Bedon [4] pour reconnaˆıtre des ensembles de
mots indexe´s par des ordinaux de rang fini. Etant donne´ un entier n, un ωn-
semigroupe est partage´ en n+ 1 semigroupes S0, S1, . . ., Sn de sorte que pour
tout i < n, l’ω-produit d’e´le´ments de Si soit un e´le´ment de Si+1. Les ensembles
reconnaissables correspondant sont les ensembles rationnels de rang infe´rieur
ou e´gal a` n. A chaque ensemble reconnaissable est e´galement associe´ un ωn-
semigroupe syntaxique. Nous renvoyons a` [3] pour plus de de´tails.
4.1.3 ω1-semigroupes
Les semigroupes ont e´te´ ge´ne´ralise´s par Bedon et Carton [4, 7] pour re-
connaˆıtre des ensembles de mots sur les ordinaux de´nombrables. La structure
alge´brique introduite autorise les produits de toute suite de longueur ordinale
de´nombrable. Un ω1-semigroupe est un ensemble S e´quipe´ d’un produit qui as-
socie un e´le´ment de S a` chaque suite d’e´le´ments de S indexe´e par un ordinal
de´nombrable.
De´finition 17 Un ω1-semigroupe est un ensemble S muni d’une application
π : S♮ → S satisfaisant les proprie´te´s suivantes :
– Pour tout e´le´ment S ∈ S, π(s) = s,
– Pour tout mot x sur S et pour toute factorisation x =
∏
γ<α
xγ ,
π(x) = π(
∏
γ<α
π(xγ))
L’application π est appele´e ω1-produit de l’ω1-semigroupe.
La premie`re proprie´te´, similaire a` celle des ω-semigroupes, impose que le produit
d’un e´le´ment de S reste lui-meˆme. La seconde condition est une ge´ne´ralisation
de la proprie´te´ d’associativite´ des semigroupes : lorsque qu’une suite x se fac-
torise x =
∏
γ<α
xγ , son produit π(x) peut se calculer soit directement sur x,
soit en appliquant d’abord π aux facteurs xγ puis en appliquant π a` la suite
obtenue. Comme pour les semigroupes, on confond une suite d’e´le´ments d’un
ω1-semigroupe et le produit de ces e´le´ments.
L’ensembleA♮ des mots sur l’alphabetA indexe´s par des ordinaux de´nombrables
muni du produit de concate´nation est un ω1-semigroupe.
Exemple 41 L’ensemble {0, 1} muni du produit de´fini pour tout x ∈ {0, 1}♮
par π(x) = 0 si x posse`de un 0 et π(x) = 1 sinon est un ω1-semigroupe.
Exemple 42 L’ensemble {0, 1} muni du produit de´fini pour tout x ∈ {0, 1}♮
par π(x) = 0 si x posse`de une longueur limite et π(x) = 1 sinon est un ω1-
semigroupe.
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Un ω1-semigroupe n’est pas une alge`bre au sens habituel puisque son produit
n’est pas d’arite´ finie. La description de son produit n’est pas finie puisqu’il faut
donner le produit de toute suite de longueur ordinale de´nombrable. Dans le cas
d’un ω1-semigroupe fini, on peut cependant de´finir le produit de fac¸on finie a`
l’aide des fonctions compatibles :
De´finition 18 Soit S un semigroupe. Une fonction τ : S♮ → S est compatible
a` droite avec S si et seulement si quels que soient les e´le´ments s et t de S et
quel que soit l’entier n, s(ts)τ = (st)τ et (sn)τ = sτ .
Le produit d’un ω1-semigroupe (S, π) fini se de´finit alors par un produit fini sur
S et une fonction compatible a` droite avec S.
The´ore`me 24 Soit (S, π) un ω1-semigroupe fini. Le produit binaire de´fini par
st = π(st) induit de fac¸on naturelle une structure de semigroupe sur S et la
fonction τ de´finie par sτ = π(sω) est compatible a` droite avec ce semigroupe.
Re´ciproquement, soient S un semigroupe fini et τ une fonction compatible
a` droite avec S. Le semigoupe S induit de fac¸on unique une structure d’ω1-
semigroupe (S, π) telle que π(sω) = sτ .
Exemple 43 Le produit de l’ω1-semigroupe ({0, 1}, π) de l’exemple 41 est
de´fini par le produit fini 00 = 01 = 10 = 0, 11 = 1 et par la fonction com-
patible de´finie par 0τ = 0 et 1τ = 1.
Exemple 44 Le produit de l’ω1-semigroupe ({0, 1}, π) de l’exemple 42 est
de´fini par le produit fini 00 = 01 = 10 = 11 = 1 et par la fonction compa-
tible de´finie par 0τ = 0 et 1τ = 0.
Les notions de morphisme d’ω1-semigroupe, de reconnaissabilite´, division,...,
proviennent directement de l’alge`bre universelle meˆme si le produit n’est pas
d’arite´ finie. Soient (S, π) et (T, π′) deux ω1-semigroupes. Un morphisme d’ω1-
semigroupe ϕ : S → T est donc une application telle que pour tout mot x ∈ S♮
et pour toute factorisation x =
∏
γ<α
xγ , ϕ(x) = π
′(
∏
γ<α
ϕ(xγ)).
Exemple 45 Reprenons l’ω1-semigroupe S = ({0, 1}, π) de l’exemple 43 et soit
ϕ : A♮ → S le morphisme d’ω1-semigroupe e´tendant l’application de´finie sur A
par ϕ(a) = 0 et ϕ(b) = 1. Les ensembles ϕ−1(0) = A♮aA♮ des mots contenant
au moins une occurrence de la lettre a et son comple´ment ϕ−1(1) = b♮ sont
reconnaissables.
Exemple 46 Pour l’ω1-semigroupe S de l’exemple 44, on de´finit le morphisme
ϕ : A♮ → S par ϕ(a) = 0 et ϕ(b) = 0. Il reconnaˆıt les ensembles ϕ−1(0) = (A♮)ω
des mots de longueur limite et son comple´ment ϕ−1(1) = A♮A.
Bedon et Carton ont montre´ que lorsqu’ils sont finis, les ω1-semigroupes sont
e´quivalents aux automates de Bu¨chi sur les ordinaux de´nombrables.
The´ore`me 25 Un ensemble de mots indexe´s par des ordinaux de´nombrables
est reconnu par un ω1-semigroupe fini si et seulement si il est rationnel.
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Deux preuves diffe´rentes de ce re´sultat sont pre´sente´es dans [4] et [7]. Etant
donne´ un ω1-semigroupe fini reconnaissant un ensemble X ⊆ A♮, les deux
de´monstrations construisent un automate de´terministe reconnaissant X . Elles
utilisent des proprie´te´s alge´briques que nous de´taillerons plus tard, notamment
le the´ore`me de Ramsey qui sera e´galement indispensable dans le cas des ordres
line´aires. La congruence syntaxique est ge´ne´ralise´e aux ω1-semigroupes.
De´finition 19 Soit (S, π) un ω1-semigroupe et soit X ⊆ S. Pour tous les
e´le´ments x et y de S, on dit que x ∼X y si et seulement si pour tout entier
n et tous les e´le´ments s0 . . . sn ∈ S1,
s0(. . . ((xs1)
ωs2)
ω . . . sn−1)
ωsn ∈ X ⇐⇒ s0(. . . ((ys1)
ωs2)
ω . . . sn−1)
ωsn ∈ X
Lorsque l’ensemble X est reconnaissable, il suffit de ve´rifier l’e´galite´ pre´ce´dente
pour un nombre fini d’entiers n. L’ω1-semigroupe S/∼X est alors effectif.
The´ore`me 26 Soit X un sous-ensemble reconnaissable de A♮. La relation ∼X
est une congruence d’ω1-semigroupe d’indice fini. Le quotient A
♮/∼X, appele´ ω1-
semigroupe syntaxique, reconnaˆıt X et divise tout ω1-semigroupe reconnaissant
X.
4.2 De´finitions alge´briques
On rappelle ici des de´finitions alge´briques avance´es sur les semigroupes dont
on aura besoin par la suite. Certaines proprie´te´s classiques des semigroupes finis
sont tout d’abord de´taille´es avant de pre´senter les relations de Green, largement
utilise´es dans l’e´tude alge´brique des ensembles rationnels. Enfin, on pre´sente
une version alge´brique du the´ore`me de Ramsey pour les mots infinis.
4.2.1 Idempotents
Un e´le´ment e d’un semigroupe S est un idempotent si ee = e et l’ensemble
des idempotents de S est note´ E(S).
Si S est un semigroupe cyclique, engendre´ par un unique e´le´ment s, S =
{s, s2, s3, . . .} est l’ensemble des puissances de s. Si S est infini, il est isomorphe
au semigroupe des entiers strictement positifs muni de l’addition. Si S est fini,
il existe des entiers i et p > 0 tels que si+p = si. Les plus petits entiers i et p
ve´rifiant ces proprie´te´s sont appele´s respectivement l’indice et la pe´riode de s.
La structure du semigroupe S est repre´sente´e par le sche´ma de la figure 4.1.
Proposition 27 Dans un semigroupe fini, tout e´le´ment admet une puissance
idempotente.
Preuve. Soient i et p l’indice et la pe´riode d’un e´le´ment s. Pour tout k ≥ i,
sk = sk+p. En particulier, si k est un multiple de p, (sk)2 = s2k = sk+qp = sk.
✷
La proposition 27 a deux conse´quences importantes.
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. . . . .•
s
•
s2
•
s3
•
si+p = si
•
si+1
•
si+p−1
•
si+2
Fig. 4.1 – Semigroupe engendre´ par s.
Corollaire 28 Tout semigroupe fini non vide posse`de un idempotent.
Proposition 29 Pour tout semigroupe fini S, il existe un entier π tel que pour
tout e´le´ment s ∈ S, sπ est idempotent.
Preuve. D’apre`s la proposition 27, chaque e´le´ment s ∈ S admet une puissance
idempotente sns . Il suffit de de´finir π comme le plus petit multiple commun des
ns pour s ∈ S. ✷
Le plus petit entier π ve´rifiant cette proprie´te´ est appele´ l’exposant de S.
4.2.2 Relations de Green
Ce paragraphe est consacre´ aux relations de Green et a` certains re´sultats
classiques sur les semigroupes. On redonne certaines preuves pour familiariser
le lecteur mais on renvoie a` [33] pour plus de de´tails. Soit S un semigroupe. On
de´finit sur S les quatre relations de pre´ordre suivantes :
s ≤R t ⇐⇒ ∃a ∈ S1, s = ta ⇐⇒ sS1 ⊆ tS1
s ≤L t ⇐⇒ ∃a ∈ S1, s = at ⇐⇒ S1s ⊆ S1t
s ≤J t ⇐⇒ ∃a, b ∈ S1, s = atb ⇐⇒ S1sS1 ⊆ S1tS1
s ≤H t ⇐⇒ s ≤R t et s ≤L t.
Les relations de Green sont les relations d’e´quivalence associe´es : pour tout
K∈ {R,L,J ,H}, s K t si et seulement si s ≤K t et t ≤K s.
s R t ⇐⇒ ∃a, b ∈ S1, s = ta et t = sb ⇐⇒ sS1 = tS1
s L t ⇐⇒ ∃a, b ∈ S1, s = at et t = bs ⇐⇒ S1s = S1t
s J t ⇐⇒ ∃a, b, c, d ∈ S1, s = atb et t = csd ⇐⇒ S1sS1 = S1tS1
s H t ⇐⇒ s R t et s L t
Pour tout K∈ {R,L,J ,H}, on note s <K t si et seulement si s ≤K t et non
t ≤K s.
Proposition 30 Les relations ≤R et R sont stables a` gauche et les relations
≤L et L sont stables a` droite.
Preuve. Supposons s ≤R t. On dispose de a ∈ S1 tel que s = ta. Pour tout
u ∈ S1, us = uta et donc us ≤R ut. ✷
On note sRLt si il existe r ∈ S, tel que s R r et r L t.
57
Proposition 31 Dans un semigroupe, les relations R et L commutent (RL =
LR).
Preuve. Soit S un semigroupe et soient s, t, r ∈ S. Supposons s R r et r L t.
Il existe a, b, c, d ∈ S1 tels que s = ra, r = sb, r = ct et t = dr. Conside´rons
u = dra = ds = ta. Il vient s L u car d’une part u = ds et d’autre part
s = ra = cta = cu. De plus, u R t car u = ta et t = dr = dsb = ub. D’ou` s L u
et u R t donc s LR t. ✷
On pose D=RL=LR. Ainsi, D est une relation d’e´quivalence et c’est la plus
petite contenant R et L.
Proposition 32 Dans un semigroupe fini, D=J .
Preuve. Soit S un semigroupe fini et soient s, t ∈ S. Supposons s J t. Il existe
a, b, c, d ∈ S1 tels que t = asb et s = ctd. Il vient s = ctd = casbd = (ca)s(bd). On
peut ite´rer et obtenir pour tout entier n, (ca)ns(bd)n. D’apre`s la proposition 29,
on dispose d’un entier π tel que (ca)π = e et (bd)π = f soient idempotents. En
multipliant a` gauche par e, es = eesf = esf = s d’ou` es = s. On de´duit que
s L as puisque s = (ca)πs = ((ca)π−1)c)as. De meˆme, le raisonnement dual
donne s R sb. Comme R est stable a` gauche, on obtient as R asb et s L as d’ou`
s D asb = t. Re´ciproquement, supposons s D t. On dispose de r ∈ S tel que
s R r et r L t. Il existe a, b, c, d ∈ S1 tel que s = ra, r = sb, t = cr et r = dt.
D’ou` s = ra = dta et t = cr = csb ce qui montre que s J t. ✷
Les classes d’e´quivalence des relations R, L, J , H et D sont appele´es R-
classes, L-classes, ... Pour tout e´le´ment s d’un semigroupe S, on note Rs la
R-classe de S contenant s, Ls la L-classe de s...
Proposition 33 Soient R une R-classe et L une L-classe. Alors R ∩ L 6= ∅ si
et seulement si R et L sont contenues dans une meˆme D-classe.
Une D-classe est traditionnellement repre´sente´e par une “bo¨ıte d’oeufs” dans
laquelle chaque colonne est une L-classe, chaque ligne une R-classe et chaque
intersection de ligne et de colonne une H-classe. La pre´sence d’un idempotent
R-classes
L-classes
Une H-classe
Fig. 4.2 – Repre´sentation d’une D-classe.
dans une H-classe est signale´e par une e´toile.
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De´finition 20 Une D-classe d’un semigroupe est dite re´gulie`re si elle contient
un idempotent.
Proposition 34 Si D est une D-classe re´gulie`re d’un semigroupe S, alors
chaque R-classe et chaque L-classe de D contient un idempotent.
Proposition 35 Soit D une D-classe d’un semigroupe S et soient s et t des
e´le´ments de S. Si s R t et si s = tp et t = sq, les applications x→ xp et x→ xq
de´finissent des bijections inverses entre Ls et Lt et ces bijections pre´servent les
H-classes.
Preuve. Soit u ∈ Ls. Il existe a ∈ S1 tel que u = as. Donc uqp = asqp =
atp = as = u. De fac¸on syme´trique, si v ∈ Lt, il existe b ∈ S1 tel que v = bt
et donc vpq = btpq = bsq = bt = v. De plus, la proposition 30 montre que les
applications x→ xp et x→ xq pre´servent les H-classes. ✷
Proposition 36 Soit S un semigroupe fini et soient s, t ∈ S.
– Si s J t et s ≤R t, alors s R t.
– Si s J t et s ≤L t, alors s L t.
Preuve. Supposons s J t. On dispose de a, b ∈ S1 tels que t = asb. Si s ≤R t,
il existe c ∈ S1 tel que s = tc. Comme t = atcb, pour tout entier n, on a
t = ant(cb)n. D’apre`s la proposition 29, on dispose d’un entier π tel que aπ = e
et (cb)π = f soient idempotents. Il vient t = etf = (etf)f = tf = tc(bc)π−1b =
s(bc)π−1b. D’ou` t ≤R s donc s R t.
De´finition 21 Soit S un semigroupe. Un couple (s, e) ∈ S × S est lie´ a` droite
si e ∈ E(S) et si se = s. Deux couples (s1, e1) et (s2, e2) lie´s a` droite sont
conjugue´s a` droite s’il existe a, b ∈ S1 tels que e1 = ab, e2 = ba, s1a = s2 (et
s2b = s1). Syme´triquement, un couple (e, s) ∈ E(S) × S est lie´ a` gauche si
es = s et deux couples lie´s a` gauche (e1, s1) et (e2, s2) sont conjugue´s a` gauche
s’il existe a, b ∈ S1 tels que e1 = ab, e2 = ba, bs1 = s2 (et as2 = s1).
Notons que si deux couples lie´s (s1, e1) et (s2, e2) sont conjugue´s a` droite, alors
e1 D e2 et s1 R s2 (respectivement a` gauche, s1 L s2).
Proposition 37 [27] Les relations de conjugaison a` droite et a` gauche sont des
relations d’e´quivalence.
Preuve. On montre que la relation de conjugaison a` droite est une relation
d’e´quivalence. La re´flexivite´ et la syme´trie sont triviales par de´finition. Soient
(s1, e1), (s2, e2) et (s3, e3) des couples lie´s a` droite. Supposons que (s1, e1) et
(s2, e2) sont conjugue´s a` droite et que (s2, e2) et (s3, e3) aussi. Il existe des
e´le´ments a, b, c, d ∈ S tels que
s1a = s2, s2b = s1, e1 = ab, e2 = ba, s2c = s3, s3d = s2, e2 = cd, e3 = dc.
Il vient (ac)(db) = a(cd)b = a(ba)b = e1 et syme´triquement, (db)(ac) = e3. De
plus, s1(ac) = s2c = s3 et s3(db) = s1 ce qui prouve la transitivite´. ✷
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Proposition 38 [15] Soit S un semigroupe fini et soit D une D-classe de S.
Soient (s, e) et (t, f) deux couples lie´s a` droite (respectivement lie´s a` gauche)
tels que s, t, e, f ∈ D. Les couples sont conjugue´s si et seulement si s R t
(respectivement s L t).
Preuve. Nous avons de´ja` vu que lorsque deux couples sont conjugue´s a` droite,
alors s1 R s2. Re´ciproquement, supposons que s1 R s2. Comme e1 ∈ D, D
est re´gulie`re et la R-classe de s1 et s2 contient un idempotent e. On montre
que les couples (s1, e1) et (e, e) sont conjugue´s a` droite. Comme s1e1 = s1,
s1 ≤L e1 et d’apre`s la proposition 36, s1 L e1. Donc s1 ∈ Re ∩ Le1 et il existe
a, b, c, d ∈ S1 tels que s1a = e, eb = s1, cs1 = e1 et de1 = s1. Soit u = cs1a. Il
vient s1u = s1cs1a = s1e1a = s1a = e et d’apre`s la proposition 35, us1 = ueb =
cs1aeb = ceeb = ceb = cs1ab = cs1 = e1. De plus, es1 = eeb = eb = s1 ce qui
montre que les couples (s1, e1) et (e, e) sont conjugue´s a` droite. De meˆme, on
obtient que les couples (s2, e2) et (e, e) sont conjugue´s a` droite, ce qui prouve
que (s1, e1) et (s2, e2) sont conjugue´s.
✷
4.2.3 Factorisations ramseyennes
On donne ici une version alge´brique du the´ore`me de Ramsey utilisant les
semigroupes et sa preuve emprunte´e a` [32].
The´ore`me 39 Soit S un semigroupe fini et soit ϕ : A+ → S un morphisme
de semigroupe. Pour tout mot x ∈ Aω, il existe un couple lie´ a` droite (s, e) ∈
S ×E(S) et une factorisation x =
∏
i∈ω
xi telle que ϕ(x0) = s et pour tout i > 0,
ϕ(xi) = e.
Preuve. En utilisant le the´ore`me 2, on dispose d’e´le´ments r, t ∈ S tels que
x ∈ ϕ−1(r)ϕ−1(t)ω . D’apre`s le the´ore`me 27, l’e´le´ment t admet une puissance
idempotente note´e e. En regroupant les facteurs successifs d’image t, on obtient
une factorisation x =
∏
i∈ω
xi telle que ϕ(x0) = r et ϕ(xi) = e pour tout i > 0. Le
couple lie´ est de´fini en posant s = re puisque se = ree = re = s. Finalement, la
factorisation recherche´e est de´finie par y0 = x0x1 et pour tout i > 1, yi = xi+1.
✷
De plus, notons que deux couples lie´s associe´s a` des factorisations d’un meˆme
mot sont conjugue´s.
Proposition 40 Soit S un semigroupe fini et soit ϕ : A+ → S un morphisme
de semigroupe. Si un mot x ∈ Aω admet deux factorisations ramseyennes pour
ϕ associe´es a` deux couples lie´s, alors ces couples sont conjugue´s.
Le lecteur est renvoye´ a` [32] page 81 pour une preuve de´taille´e.
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4.3 Comple´mentation par l’approche alge´brique
L’e´quivalence alge´brique est ici ge´ne´ralise´e aux mots sur les ordres line´aires
disperse´s. Apre`s avoir de´fini les ⋄-semigroupes, on montre qu’un sous-ensemble
de A⋄ est rationnel si et seulement son ⋄-semigroupe syntaxique est fini.
4.3.1 ⋄-semigroupes
Les semigroupes e´tant munis d’un produit fini, ils ne sont pas adapte´s pour
reconnaˆıtre des mots sur les ordres line´aires. On ge´ne´ralise le produit a` toute
suite indexe´e par un ordre line´aire disperse´.
De´finition 22 Un ⋄-semigroupe est un ensemble S muni d’un produit π :
S⋄−→S qui associe un e´le´ment de S a` chaque mot indexe´ par un ordre total et
disperse´ et tel que
– pour tout e´le´ment s de S, π(s) = s ;
– pour tout mot x sur S ayant pour longueur un ordre total et disperse´ et
pour toute factorisation x =
∏
j∈J
xj ou` J ∈ S,
π(x) = π(
∏
j∈J
π(xj)).
Cette dernie`re condition est une ge´ne´ralisation de l’associativite´.
Par exemple, l’ensemble A⋄ muni de la concate´nation est un ⋄-semigroupe.
Exemple 47 L’ensemble S = {0, 1} muni du produit π de´fini pour tout u ∈ S⋄
par π(u) = 0 si u posse`de la lettre 0 et π(u) = 1 sinon est un ⋄-semigroupe.
Exemple 48 L’ensemble S = {0, 1} muni du produit π de´fini pour tout u ∈ S⋄
par π(u) = 1 si u ∈ 1# et π(u) = 0 sinon est un ⋄-semigroupe.
Pour tous les e´le´ments s et t d’un ⋄-semigroupe (S, π), le produit fini π(st) est
simplement note´ st.
Proposition 41 Une application ϕ : A → S d’un alphabet A dans un ⋄-
semigroupe S peut eˆtre e´tendue de fac¸on unique en un morphime de ⋄-semigroupe
ϕ : A⋄ → S.
Preuve. Soit (S, π) un semigroupe et soit ϕ : A → S une application. Pour
tout ordre line´aire J ∈ S et tout mot x = (aj)j∈J de longueur J , on pose
ϕ(x) = π((ϕ(aj))j∈J ). ✷
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⋄-semigroupes finis
Un ⋄-semigroupe (S, π) est dit fini si son support S est fini. Meˆme quand S
est fini, la fonction π n’est pas facile a` de´crire puisqu’il faut donner le produit
de toute suite de longueur totale et disperse´e. Il s’ave`re que la fonction π peut-
eˆtre de´crite par une structure de semigroupe sur S avec en plus deux fonctions
(note´es τ et −τ) de S dans S. Ceci donne une description finie de la fonction π.
Les fonctions τ et −τ sont l’e´quivalent des ω et −ω-produits. Cette description
finie est base´e sur le lemme suivant qui de´coule directement du the´ore`me de
Ramsey [35] et qui sera largement utilise´ dans les preuves.
Lemme 42 Soit ϕ : A⋄−→S un morphisme de A⋄ dans un ⋄-semigroupe fini
S. Pour tout mot de longueur limite a` droite x ∈ (A⋄)ω et toute factorisation
x =
∏
i∈ω
xi, il existe un couple lie´ a` droite (s, e) ∈ S ×E(S) et une factorisation
extraite x = Π
i∈ω
yi tels que ϕ(y0) = s et ϕ(yi) = e pour tout i > 0.
Preuve. Soit x ∈ (A⋄)ω et soit une factorisation x =
∏
i∈ω
xi. En appliquant le
the´ore`me 3 a` π : S+−→S et au mot u = Π
i∈ω
ϕ(xi), on dispose d’un couple lie´ a`
droite (s, e) ∈ S×E(S) et d’une superfactorisation u = Π
i∈ω
ui telles que π(u0) =
s et π(ui) = e pour tout i > 0. Notons pour tout i ≥ 0, yi = xi,1 . . . xi,mi . Il
vient x = Π
i∈ω
yi, ϕ(y0) = ϕ(x0,1 . . . x0,mi) = ϕ(x0,1) . . . ϕ(x0,m0) = π(u0) = s et
pour tout i > 0, ϕ(yi) = ϕ(xi,1 . . . xi,mi) = π(ui) = e . ✷
Une telle factorisation est appele´e factorisation ramseyenne. De fac¸on syme´trique,
tout mot de longueur limite a` gauche admet une factorisation ramseyenne as-
socie´e a` un couple lie´ a` gauche.
Proposition 43 Soit (S, π) un ⋄-semigroupe fini et soit ϕ : A⋄ → S un mor-
phisme de ⋄-semigroupe. Si un mot x ∈ A⋄ admet deux factorisations ram-
seyennes pour ϕ associe´es a` deux couples lie´s, alors ces couples sont conjugue´s.
Preuve. Soient x =
∏
i∈ω
xi et x =
∏
i∈ω
yi deux factorisations ramseyennes pour
ϕ associe´es respectivement aux couples lie´s (s, e) et (t, f). Quitte a` prendre
des superfactorisations, on peut supposer que |x0| < |y0| < |x0x1| < |y0y1| <
|x0x1x2| < |y0y1y2| . . .. Ainsi pour tout i > 0, xi = ziz
′
i avec y0 = x0z1 et
yi = z
′
izi+1. Le mot u = ϕ(x0)ϕ(z1)ϕ(z
′
1)ϕ(z2)ϕ(z
′
2) . . . ∈ S
ω admet les deux
factorisations u = ϕ(x0)
∏
i>0
(ϕ(zi)ϕ(z
′
i)) et u = (ϕ(x0)ϕ(z1))
∏
i>0
(ϕ(z′i)ϕ(zi+1))
ramseyennes pour π associe´es respectivement aux couples lie´s (s, e) et (t, f).
D’apre`s le proposition 40, (s, e) et (t, f) sont conjugue´es. ✷
Nous introduisons a` pre´sent la de´finition de fonctions compatibles, qui per-
mettra de de´crire le produit d’un ⋄-semigroupe fini de fac¸on finie.
De´finition 23 Soit S un semigroupe. Une fonction τ : S−→S (respectivement
−τ : S−→S) est compatible a` droite avec S (respectivement a` gauche) si et seule-
ment si quels que soient s et t appartenant a` S et quel que soit l’entier n, τ ve´rifie
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les proprie´te´s suivantes : s(ts)τ = (st)τ et (sn)τ = sτ (respectivement (st)−τs =
(ts)−τ et (sn)−τ = s−τ ).
Lemme 44 Soient S un ⋄-semigroupe fini, τ une fonction compatible a` droite
avec S et soient (s, e) ∈ S×E(S) et (t, f) ∈ S×E(S) deux couples lie´s a` droite.
Si les deux couples sont conjugue´s, alors seτ = tf τ . Syme´triquement, si τ est
une fonction compatible a` gauche avec S et si deux couples (e, s) ∈ E(S)× S et
(f, t) ∈ E(S)× sont conjugue´s a` gauche alors e−τs = f−τ t.
Preuve. Soient (s, e) ∈ S ×E(S) et (t, f) ∈ S ×E(S) deux couples conjugue´s
a` droite. On dispose de a, b ∈ S1 tels que e = ab, f = ba, sa = t et tb = s.
Comme τ est compatible a` droite, on a
seτ = s(ab)τ = (sa)(ba)τ = tf τ
Le cas des couples conjugue´s a` gauche est montre´ de fac¸on syme´trique. ✷
Le produit d’un ⋄-semigroupe fini S peut eˆtre de´crit de fac¸on finie par des
fonctions compatibles a` droite et a` gauche avec S.
The´ore`me 45 Soit (S, π) un ⋄-semigroupe fini. Le produit binaire de´fini pour
tous les e´le´ments s et t de S par s · t = π(st) induit de fac¸on naturelle une
structure de semigroupe et les fonctions τ et −τ de´finies respectivement par
sτ = π(sω) et s−τ = π(s−ω) sont compatibles respectivement a` droite et a`
gauche avec S.
Re´ciproquement, soit S un semigroupe fini et soient τ et −τ des fonctions
compatibles respectivement a` droite et a` gauche avec S. Alors il existe une unique
fac¸on de munir S d’une structure de ⋄-semigroupe (S, π) de sorte que sτ = π(sω)
et s−τ = π(s−ω).
Preuve : Soit (S, π) un ⋄-semigroupe fini. Pour tout e´le´ments s1, s2 et s3 de
S, on a (s1 · s2) · s3 = π(π(s1s2)s3) = π(s1π(s2s3)) = s1 · (s2 · s3). De plus, pour
tout entier n, on a (s1s2)
τ = π((s1s2)
ω) = π(s1(s2s1)
ω) = π(s1π((s2s1)
ω)) =
s1 · (s2s1)τ donc τ est compatible a` droite avec S. La preuve concernant −τ est
similaire.
Re´ciproquement, soit S un semigroupe fini et soient τ et −τ des fonctions
respectivement compatibles a` droite et a` gauche avec S. On montre qu’il existe
un unique produit π : S⋄−→S tel que (S, π) soit un ⋄-semigroupe, π(sω) = sτ
et π(s−ω) = s−τ pour tout e´le´ment s de S.
De´finition de π :
Le produit d’un mot u = (si)i∈I sur S de longueur I ∈ S est de´fini par
induction sur α ∈ O pour tout I ∈Wα.
Soit I ∈ W0 et soit u ∈ SI . Il existe un entier m et des e´le´ments s1, . . ., sm
de S tels que u = s1 . . . sm. On pose π(u) = s1 · s2 . . . sm.
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Soit I ∈ Wα ou` α ≥ 1 et soit u ∈ SI . On de´finit d’abord π(u) lorsque
I ∈ Uα =
⋃
β<α
Wβ∪(
⋃
β<α
Wβ)
ω∪(
⋃
β<α
Wβ)
−ω. Dans le cas ou` I ∈
⋃
β<α
Wβ , le pro-
duit π(u) est de´fini par hypothe`se d’induction. Supposons que I ∈ (
⋃
β<α
Wβ)
ω.
L’ordre I peut eˆtre de´compose´ en une somme J =
∑
j∈ω
Kj ou` pour tout j ∈ ω,
Kj ∈
⋃
β<α
Wβ . Soit u =
∏
j∈ω
uj la factorisation telle que pour tout j ∈ ω,
|uj| = Kj . D’apre`s le the´ore`me de Ramsey, on dispose d’ une superfactorisation
x = Π
j∈ω
vj et d’un couple lie´ a` droite (s, e) ∈ S × E(S) tels que π(v0) = s et
π(vj) = e pour tout j > 0. On pose π(u) = se
τ . De fac¸on syme´trique, lorsque
I ∈ (
⋃
β<α
Wβ)
−ω , on pose π(u) = e−τs.
Finalement, on suppose que I ∈ Wα. On dispose d’un entier n et d’ordres
K1, . . . ,Kn appartenant a` Uα tels que I =
n∏
j=1
Kj. Soit u =
n∏
j=1
uj la factorisa-
tion associe´e, c’est-a`-dire que pour tout 1 ≤ j ≤ n, |uj| = Kj. On pose alors
π(u) =
n∏
j=1
π(uj).
On montre que le produit π est bien de´fini et est associatif sur S⋄. Par
induction sur α ∈ O, on montre que pour tout mot u sur S de longueur I ∈Wα,
π(u) est bien de´fini de fac¸on unique et que pour tout ordre J ∈ Wα et pour
toute factorisation u =
∏
j∈J
uj on a bien π(u) = π(
∏
j∈J
π(uj)).
Soit u =
∏
i∈I
si.
Unicite´ de la de´finition et associativite´ de π sur SW0 :
Supposons que I ∈ W0. Le produit π(u) est bien de´fini par le produit fini ·
du semigroupe S et est associatif sur SW0 par associativite´ de ·.
Unicite´ de la de´finition de π sur SUα ou` α > 0 :
Soit α ∈ O. Supposons que I ∈ Uα.
L’ordre I peut eˆtre de´compose´ en une somme I =
∑
j∈J
Kj ou` J ∈ N∪{ω,−ω}
et ou` pour tout j ∈ J , Kj ∈
⋃
β<α
Wβ . On montre d’abord que le produit est bien
de´fini pour une de´composition donne´e de J puis on montrera que la valeur du
produit ne de´pend pas de la de´composition choisie.
Soit u =
∏
j∈J
ui la factorisation associe´e, i.e. pour tout j ∈ J , |uj | = Kj.
– J ∈ N : la valeur de π(u) est bien de´finie par hypothe`se d’induction
puisque I ∈
⋃
β<α
Wβ .
– J = ω : Supposons qu’il existe deux superfactorisations ramseyennes de
u associe´es a` deux couples lie´s a` droite (s1, e1) et (s2, e2). D’apre`s la
proposition 43, ces deux couples sont conjugue´s et d’apre`s le lemme 44,
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s1e
τ
1 = s2e
τ
2 .
– J = −ω : De fac¸on syme´trique, on obtient e−τ1 s1 = e
−τ
2 s2.
Il reste a` montrer que la valeur de π(u) ne de´pend pas de la de´composition
J =
∑
i∈I
Ki choisie. Supposons qu’il existe une autre de´composition J =
∑
l∈L
K ′l
avec L ∈ N ∪ {ω,−ω} et pour tout l ∈ L, K ′l ∈
⋃
β<α
Wβ .
– Si I ∈ N ou si L ∈ N alors J est de rang strictement infe´rieur a` α :
J ∈
⋃
β<α
Wβ et le re´sultat est obtenu par hypothe`se d’induction.
– Si I = ω et L = −ω (ou syme´triquement I = −ω et L = ω), le re´sultat
est e´galement obtenu par hypothe`se d’induction puisque le rang de J est
plus petit que α. En effet, soit u =
∏
i∈ω
ui =
∏
l∈−ω
vl les factorisations
associe´es, c’est-a`-dire telle que pour tout i ∈ ω, |ui| = Ki et pour tout
l ∈ −ω, |vl| = K ′l . Il suffit de remarquer l’existence d’un indice l0 ∈ −ω
tel que
∑
l<l0
K ′l ⊆ K0. L’ordre J est alors une somme finie d’ordres de rang
strictement infe´rieur a` α.
– Si I = ω et L = ω (ou syme´triquement I = −ω et L = −ω), chacune
des factorisations admet une superfactorisation ramseyenne. En notant
(s1, e1) et (s2, e2) les couples lie´s correspondants, on peut montrer comme
pre´ce´demment que s1e
τ
1 = s2e
τ
2 .
Donc π est bien de´fini sur SUα . On montre qu’il est associatif sur ce domaine.
Associativite´ de π sur SUα :
Soit I ∈ Uα et u ∈ SI . Si I ∈
⋃
β<α
Wβ l’associativite´ est obtenue par hy-
pothe`se d’induction. D’autre part, on peut supposer que u ∈ (
⋃
β<α
Wβ)
ω puisque
le cas u ∈ (
⋃
β<α
Wβ)
−ω peut eˆtre traite´ de fac¸on syme´trique. Par de´finition, on
dispose d’une ω-factorisation u =
∏
i∈ω
ui et d’un couple lie´ a` droite (s, e) tels que
π(u0) = s et pour tout i > 0, π(ui) = e et π(u) = se
τ = π(
∏
i∈ω
π(ui)). On note
pour tout i ∈ ω, |ui| = Ki. Soit J ∈ Uα et u =
∏
j∈J
vj une J-factorisation de u.
On note pour tout j ∈ J , |vj | = K ′j. On veut montrer que π(u) = π(
∏
j∈J
π(vj)).
On montre d’abord ce re´sultat lorsque J ∈ N ∪ {ω,−ω}.
Soient C1 = {(
⋃
0≤i≤i0
Ki,
⋃
i0<i
Ki)| i0 ∈ ω} et C2 = {(
⋃
j∈J,
j≤j0
K ′j,
⋃
j∈J,
j0<j
K ′j)| j0 ∈
J} les ensembles de coupures correspondants aux factorisations u =
∏
i∈ω
ui et
u =
∏
j∈J
vj . Soit C = C1 ∪ C2 muni de l’ordre sur Iˆ et soit u =
∏
h∈H
wj la
factorisation associe´e. Notons que
∏
i∈ω
ui et
∏
j∈J
vj sont des superfactorisations
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de
∏
h∈H
wh. Donc pour tout i ∈ ω, on dispose d’un ordre Hi tel que ui =
∏
h∈Hi
wh
et pour tout j ∈ J on dispose d’un ordre H ′j tel que vj =
∏
h∈H′
j
wh.
Quand J ∈ N ∪{ω,−ω}, on montre que π(
∏
i∈ω
π(ui)) = π(
∏
h∈H
π(wh)) et que
π(
∏
j∈J
π(vi)) = π(
∏
h∈H
π(wh)), ce qui prouve que π(u) = π(
∏
j∈J
π(vj)).
– J = {0, . . . ,m} ∈ N : Dans ce cas H = ω. Comme u =
∏
h∈H
wh avec
|wh| ∈
⋃
β<α
Wβ , par de´finition on dispose d’une superfactorisation ram-
seyenne associe´e a` un couple lie´ a` droite (s′, e′). Les couples (s, e) et
(s′, e′) sont conjugue´s et de meˆme que pre´ce´demment, on peut montrer que
π(u) = s′e′
τ
. L’hypothe`se d’associativite´ sur
⋃
β<α
Wβ permet de conclure
que π(u) = π(
∏
h∈H
π(wh)).
D’autre part, le meˆme argument donne π(vm) = π(
∏
h∈Hm=ω
π(wm,h)) puis
par hypothe`se d’induction on obtient π(
∏
j∈J
π(vi)) = π(
∏
h∈H
π(wh)).
– J = ω : Dans ce cas H = ω. Les deux ω-factorisations u =
∏
j∈ω
vj =
∏
h∈ω
wh
admettent des superfactorisations associe´es a` des couples lie´s conjugue´s
avec (s, e). Le re´sultat est montre´ de la meˆme fac¸on que pre´ce´demment
pour l’unicite´ de la de´finition de π.
– J = −ω : Dans ce cas H = ζ. Comme |u0| ∈
⋃
β<α
Wβ , on peut utili-
ser l’hypothe`se d’induction pour montrer que π(u0) = π(
∏
h∈H0=−ω
π(wh)).
De meˆme que pre´ce´demment on obtient alors π(u) = π(
∏
h∈H
π(wh)). De
meˆme, en utilisant le cas J ∈ N et l’hypothe`se d’induction, on obtient
π(
∏
j∈J
π(vi)) = π(
∏
h∈H
π(wh)).
On a donc montre´ l’associativite´ sur Uα quand J ∈ N ∪ {ω,−ω}. En par-
ticulier on a le re´sultat quand J ∈ W0 et on va le montrer par induction sur
la classe de J . Soit J ∈ Uα. On peut supposer que u ∈ (
⋃
β<α
Wβ)
ω. On dispose
d’une somme J =
∑
l∈ω
Kl avec pour tout l ∈ ω, Kl ∈
⋃
β<α
Wβ .
π(
∏
j∈J
π(vj)) = π(
∏
l∈ω
∏
k∈Kl
π(vl,k))
= π(
∏
l∈ω
π(
∏
k∈Kl
π(vl,k))) d’apre`s le cas J = ω
= π(
∏
l∈ω
π(
∏
k∈Kl
vl,k)) par hypothe`se d’associativite´ sur
⋃
β<α
Wβ
= π(
∏
l∈ω
(
∏
k∈Kl
vl,k)) d’apre`s le cas J = ω
= π(u).
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Donc π est bien de´fini et associatif sur SUα .
Unicite´ de la de´finition de π sur SWα :
On suppose alors que I ∈Wα. Supposons qu’il existe deux entiers n et m et
deux de´compositions I =
n∑
i=0
Ki =
m∑
j=0
K ′j avec pour tout 0 ≤ i ≤ n, Ki ∈ Uα
et pour tout 0 ≤ j ≤ m, K ′j ∈ Uα. De meˆme que dans la preuve d’associati-
vite´ pre´ce´dente, on conside`re la plus grande sous-factorisation commune et on
conclut l’e´galite´ par associativite´ de π sur Uα.
Associativite´ de π sur SWα :
Soit I ∈ Wα et u ∈ S
I . On dispose d’un entier n et d’une factorisation
u =
n∏
j=1
uj telle que pour tout 0 ≤ i ≤ n, |ui| ∈ Uα. Par de´finition, π(u) =
π(
n∏
i=1
π(ui)). Par induction pour tout 0 ≤ β ≤ α, on montre que pour tout
ordre J ∈Wβ et toute factorisation u =
∏
j∈J
vj , on a π(u) = π(
∏
j∈J
π(vj)).
Dans le cas ou` J ∈ N , la preuve est similaire au cas pre´ce´dent. On peut
conside´rer la plus grande sous-factorisation commune et conclure par unicite´ de
la de´finition de π sur SWα .
Lorsque J ∈ Wα, on dispose d’un entier n et d’une somme J =
∑
0≤l≤n
Kl
avec pour tout 0 ≤ l ≤ n, Kl ∈ Uα.
π(
∏
j∈J
π(vj)) = π(
n∏
l=0
∏
k∈Kl
π(vl,k))
= π(
n∏
l=0
π(
∏
k∈Kl
π(vl,k))) d’apre`s le cas J ∈ N
= π(
n∏
l=0
π(
∏
k∈Kl
vl,k)) par hypothe`se d’associativite´ sur Uα
= π(
n∏
l=0
(
∏
k∈Kl
vl,k)) d’apre`s le cas J ∈ N
= π(u).
Donc π est associatif sur SWα ce qui conclut la preuve. ✷
Exemple 49 Reprenons l’exemple 47. Ce ⋄-semigroupe S = {0, 1} fini est de´fini
par le produit fini 00 = 01 = 10 = 0 et 11 = 1 et par les fonctions compatibles
τ et −τ de´finies par 0τ = 0−τ = 0 et 1τ = 1−τ = 1.
Exemple 50 Le ⋄-semigroupe S = {0, 1} de l’exemple 48 est de´fini par le
produit fini 00 = 01 = 10 = 0 et 11 = 1 et par les fonctions compatibles τ et
−τ de´finies par 0τ = 0−τ = 1−τ = 0 et 1τ = 1.
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Reconnaissabilite´
On e´tend la notion de reconnaissabilite´ aux ensembles de mots indexe´s par
des ordres line´aires disperse´s.
De´finition 24 Soient S et T deux ⋄-semigroupes. Le ⋄-semigroupe T reconnaˆıt
un sous-ensembleX de S si et seulement s’il existe un morphisme de ⋄-semigroupe
ϕ : S−→T et un sous-ensemble P ⊆ T tels que X = ϕ−1(P ). Un ensemble
X ⊆ A⋄ est reconnaissable si et seulement s’il existe un ⋄-semigroupe fini le
reconnaissant.
Exemple 51 Soit S = {0, 1} le ⋄-semigroupe fini de l’exemple 49. De´finissons
le morphisme de ⋄-semigroupe ϕ : A⋄−→S par ϕ(a) = 1 et ϕ(b) = 0. L’ensemble
a⋄ est reconnaissable puisque a⋄ = ϕ−1({1}).
Exemple 52 Soit S = {0, 1} le ⋄-semigroupe fini de l’exemple 50 et soit ϕ :
A⋄−→S par ϕ(a) = 1 pour tout a ∈ A. L’ensemble A# est reconnaissable :
A# = ϕ−1({1}).
Pour tout alphabet A, la classe des sous-ensembles de A⋄ reconnaissables par
un ⋄-semigroupe fini est note´ Rec(A⋄). On sait qu’un ensemble de mots finis
(respectivement de mots sur les ordinaux) est rationnel si et seulement si il
est reconnu par un semigroupe fini (respectivement un ω1-semigroupe fini). On
ge´ne´ralise ce re´sultat au cas des mots sur les ordres line´aires disperse´s.
The´ore`me 46 Un ensemble de mots indexe´s par des ordres line´aires disperse´s
est rationnel si et seulement si il est reconnu par un ⋄-semigroupe fini.
Les deux paragraphes suivants sont consacre´s a` la preuve de ce the´ore`me.
4.3.2 Des automates vers les ⋄-semigroupes
Etant donne´ un automate acceptant un ensembleX de mots finis, on construit
classiquement le semigroupe des matrices boole´ennes Q×Q, ou` Q est l’ensemble
des e´tats. L’ensemble X est reconnu par le morphisme ϕ tel que pour tout mot
x, l’entre´e (q, q′) de la matrice ϕ(x) est vraie si et seulement s’il existe un chemin
menant de q a` q′ et d’e´tiquette x. Cette construction a e´te´ ge´ne´ralise´e pour les
mots sur les ordinaux [4, 7] et s’adapte aussi a` notre cas par syme´trie.
Soit A = (Q,A,E, I, F ) un automate sur les ordres line´aires acceptant X ⊆
A⋄. L’existence des transitions limites impose de me´moriser les contenus des
chemins. Comme les automates ne sont pas de´terminisables, il faut stocker tous
les contenus possibles. Soit T = P(Q) l’ensemble des parties de Q et soit K =
P(T ) l’ensemble des parties de T . L’ensemble K = P(P(Q)) est e´quipe´ du
produit fini et de l’union finie de´finis de la fac¸on suivante pour tout k, k′ ∈ K,
kk′ = {P ∪ P ′ | P ∈ k, P ′ ∈ k′} et k + k′ = k ∪ k′.
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Soit S l’ensemble des matrices Q × Q dont les entre´es sont des e´le´ments de K
muni du produit fini de´fini pour tout m,m′ ∈ S par :
(m ·m′)q,q′ =
⋃
p∈Q
mq,p ·m
′
p,q′ = {P ∪ P
′ | ∃p ∈ Q, P ∈ mq,p, P
′ ∈ m′p,q′}
Le semigroupe S est fini et d’apre`s le the´ore`me 45, il suffit de de´finir des fonc-
tions compatibles a` droite et a` gauche avec S pour induire une structure de
⋄-semigroupe. Soient les fonctions τ et −τ de´finies par :
mτq,q′ = {P ∪ {q
′} | ∃p ∈ Q, ∃P ′ ⊆ P , P ∈ mq,p, P
′ ∈ mπp,p et P
′
−→q′ ∈ E}
m−τq,q′ = {P ∪ {q} | ∃p ∈ Q, ∃P
′ ⊆ P , P ∈ mp,q′ , P
′ ∈ mπp,p et q−→P
′ ∈ E}
ou` π est le plus petit entier tel que mπ soit une matrice idempotente. Les
fonctions τ et −τ sont respectivement compatibles a` droite et a` gauche avec S.
On de´finit le morphisme ϕ : A⋄−→S pour tout a ∈ A par la matrice ϕ(a) dont
l’entre´e (q, q′) est e´gale a` {{q, q′}} si q
a
−→q′ ∈ E et a` l’ensemble vide sinon.
Lemme 47 Pour tout x ∈ A⋄ et tous les e´tats q ∈ Q et q′ ∈ Q,
ϕ(x)q,q′ = {P | q
x
=⇒
P
q′}.
Preuve. Montrons tout d’abord que la proprie´te´ est stable par produit fini.
Soient x ∈ A⋄ et y ∈ A⋄ ve´rifiant le lemme et soient q, q′ ∈ Q.
(ϕ(x) · ϕ(y))q,q′ = {P ∪ P
′ | ∃p ∈ Q, P ∈ ϕ(x)q,p, P
′ ∈ ϕ(y)p,q′}
= {P ∪ P ′ | ∃p ∈ Q, q
x
=⇒
P
p, p
y
=⇒
P ′
q′}
= {P | q
xy
=⇒
P
q′}.
On montre le lemme par induction sur le rang de x ∈ A⋄. Par ce qui pre´ce`de
et par de´finition de ϕ, le re´sultat est vrai pour tout x ∈ A∗.
Soit n ∈ N et x ∈ AWn+1 . D’apre`s ce qui pre´ce`de, et comme tout ordre
line´aire de Wn+1 est un produit fini d’ordres line´aires de Un+1, on peut sup-
poser que x ∈ AUn+1 . De plus par hypothe`se d’induction et par syme´trie, il
suffit de conside´rer le cas ou` x ∈ (AWn)ω. D’apre`s le lemme 42, on dispose
d’une factorisation x =
∏
i∈ω
xi et d’un couple lie´ a` droite (s, e) ∈ S × E(S)
tels que ϕ(x0) = s et pour tout i > 0, ϕ(xi) = e. On montre le re´sultat pour
x′ =
∏
i>0
xi d’image ϕ(x
′) = eτ . Supposons q
x′
=⇒
P
q′. Ce chemin est de la forme
q
x1
=⇒
P1
q1
x2
=⇒
P2
q2 . . . et termine par une transition limite P
′ → q′. La suite (qi)i>1
admet au moins un e´le´ment p apparaissant une infinite´ de fois et quitte a` refac-
toriser, on peut supposer que le chemin est de la forme q
x1
=⇒
P ′1
p
x2
=⇒
P ′
p
x3
=⇒
P ′
p . . .
avec P ′1 ∪ {q
′} = P . Par hypothe`se d’induction, P ′1 ∈ eq,p et P
′ ∈ ep,p donc
P ∈ eτq,q′ . Re´ciproquement, supposons que P ∈ e
τ
q,q′ . Il existe p ∈ Q, P1 ∈ eq,p
et P ′ ∈ ep,p tels que P = P1 ∪ {q′}, P ′ ⊆ P1, et P ′ → q′ ∈ E. Par hypothe`se
d’induction, q
x1
=⇒
P1
p et pour tout i > 1, p
xi
=⇒
P ′
p d’ou` l’existence d’un chemin
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q
x′
=⇒
P
q′. ✷
Un mot x ∈ A⋄ est accepte´ par l’automate si et seulement si il existe un e´tat
initial i et un e´tat final f tels que ϕ(x)i,f soit non vide. Donc X est reconnu
par S et Rat(A⋄) ⊆ Rec(A⋄).
Proposition 48 Tout langage rationnel de mots indexe´s par des ordres line´aires
disperse´s est reconnu par un ⋄-semigroupe fini.
La construction est illustre´e a` travers quelques exemples.
Exemple 53 Soit A l’automate de la figure 4.3 acceptant le langageX = (ab)⋄.
Soit S le ⋄-semigroupe des matrices {0, 1} × {0, 1}. Notons
0 1
a
b
0→ {0, 1}
{0, 1} → 0
Fig. 4.3 – Automate acceptant (ab)⋄
s =
[
∅ {{0, 1}}
∅ ∅
]
, t =
[
∅ ∅
{{0, 1}} ∅
]
, e =
[
{{0, 1}} ∅
∅ ∅
]
et f =
[
∅ ∅
∅ {{0, 1}}
]
En notant 0 la matrice dont toutes les entre´es sont l’ensemble vide, le produit
du ⋄-semigroupe S est de´fini par :
st = e, ts = f, ee = e, ff = f,
es = s, ft = t, sf = s, te = t
Les autres produits binaires valent tous 0. Pour les fonctions τ et −τ , les valeurs
non e´gales a` 0 sont :
eτ = e, e−τ = e, f τ = t f−τ = s
En de´finissant le morphisme par ϕ(a) = s et ϕ(b) = t, il vient X = ϕ−1(e).
Exemple 54 Soit A l’automate de la figure 4.4 acceptant le langage X =
A−#(A#A−#)∗. Notons
a =
[
{{0}} {{0, 1}}
{{0, 1}} {{1}}
]
, e =
[
{{0}, {0, 1}} {{0, 1}}
{{0, 1}} {{1}, {0, 1}}
]
,
d =
[
∅ {{0, 1}}
∅ {{0, 1}}
]
, g =
[
{{0}, {0, 1}} {{0, 1}}
{{0, 1}} {{0, 1}}
]
,
s =
[
{{0, 1}} {{0, 1}}
{{0, 1}} {{1}, {0, 1}}
]
, h =
[
∅ {{0, 1}}
∅ {{0, 1}}
]
et f =
[
{{0, 1}} {{0, 1}}
{{0, 1}} {{0, 1}}
]
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0 1
a, b
a, b
a, b a, b
0→ {0}
1→ {0} {1} → 1
Fig. 4.4 – Automate acceptant X = A−#(A#A−#)∗
En notant 0 la matrice dont toutes les entre´es sont l’ensemble vide, X est
reconnu par le ⋄-semigroupe S = {a, e, g, d, s, h, f, 0} dont le produit est de´fini
par :
e = aa = aer = ea,
d = ad = ed = dd = sd = aτ = eτ = dτ = sτ ,
g = ag = eg = ga = ge = gg = a−τ = e−τ = g−τ ,
s = sa = se = as = es = ds = ss = da = de,
h = gd = ah = eh = gh = hd = sh = fd = hh,
f = dg = sg = gs = ha = he = af = ef = fa = fe = hg = gf = fg = dh = df = hs
f = sf = fs = hf = fh = ff .
Les autres produits e´tant tous e´gaux a` 0. En de´finissant le morphisme ϕ(a) =
a et ϕ(b) = a, il vient X = ϕ−1({a, e, g, s, f}).
Exemple 55 On rajoute a` l’automate de l’exemple 54 les transitions limites
0→ {0, 1} et {0, 1} → 1. Cet automate accepte alors l’ensemble X = A−# ⋄A#.
On reprend le ⋄-semigroupe S auquel on rajoute les e´le´ments
u =
[
∅ {{0, 1}}
∅ ∅
]
et t =
[
{{0, 1}} {{0, 1}}
∅ ∅
]
Le produit du ⋄-semigroupe pre´ce´dent est modifie´ par
gτ = h, dτ = u , sτ = t , hτ = h , h−τ = u , f τ = h et f−τ = t et comple´te´ par
h = au = eu = gu = su = fu,
t = ua = ue = ug = us = uf = ta = te = tg = ts = tf = tt = t−τ ,
u = ud = uh = td = th = tu = tτ ,
f = at = et = gt = st = ft.
Les autres produits e´tant tous e´gaux a` 0. En de´finissant le meˆme morphisme ϕ,
il vient X = ϕ−1({a, e, g, s, f, t}).
4.3.3 Des ⋄-semigroupes vers les automates
Soit (S, π) un ⋄-semigroupe fini. D’apre`s le the´ore`me 45, le produit π est
de´fini par un produit fini, une fonction τ compatible a` droite avec S et une
fonction −τ compatible a` gauche avec S.
Soit X un langage de A⋄ reconnu par S. On dispose d’un morphisme de
⋄-semigroupe ϕ : A⋄−→S reconnaissant X . On va montrer que X est rationnel.
Comme les ensembles rationnels sont ferme´s par union finie, on montrera que
pour tout e´le´ment s de S, l’ensemble ϕ−1(s) est rationnel. Il suffit pour cela
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de prouver que pour tout s ∈ S, l’ensemble π−1(s) des mots de S⋄ ayant pour
produit s, est rationnel.
Lemme 49 Soit (S, π) un ⋄-semigroupe fini, ϕ : A⋄−→S un morphisme de
⋄-semigroupe et soit s ∈ S. Si π−1(s) ∈ Rat(S⋄) alors ϕ−1(s) ∈ Rat(A⋄).
Preuve. Soit h la substitution rationnelle qui associe a` chaque e´le´ment s de S
l’ensemble des lettres de A d’image s par ϕ :
h : S → P(A)
s 7→ ϕ−1(s) ∩A
On montre que l’e´galite´ suivante est ve´rifie´e pour tout s ∈ S :
ϕ−1(s) = h(π−1(s) ∩ ϕ(A)⋄)
Soit x ∈ ϕ−1(s). Notons x =
∏
j∈J
aj ou` J est un ordre line´aire disperse´ et ou`
aj ∈ A pour tout j ∈ J . On a
x ∈
∏
j∈J
(ϕ−1(ϕ(aj)) ∩A) ⊆
∏
j∈J
h(ϕ(aj)) = h(
∏
j∈J
ϕ(aj)) ⊆ h(π
−1(s) ∩ ϕ(A)⋄).
Re´ciproquement, soit x ∈ h(π−1(s) ∩ ϕ(A)⋄). Il existe u ∈ π−1(s) ∩ ϕ(A)⋄
tel que x ∈ h(u). Notons u =
∏
j∈J
sj ou` J est un ordre line´aire disperse´ et ou`
sj ∈ S pour tout j ∈ J . Comme x ∈
∏
j∈J
h(sj), on a
ϕ(x) = π(
∏
j∈J
ϕ(h(sj))) = π(
∏
j∈J
ϕ(ϕ−1(sj) ∩A)) = π(
∏
j∈J
sj) = π(u) = s.
✷
Illustrons cette re´duction du proble`me.
Exemple 56 Soit S = ({t, e, f, 0}, π) le ⋄-semigroupe dont le produit π est
de´fini par le produit fini ee = e, ff = ef = fe = f , tt = te = et = tf = ft = 0
ou` l’e´le´ment 0 est un ze´ro, et par les fonctions compatibles suivantes : eτ =
e−τ = f , f τ = f−τ = tτ = t−τ = 0τ = 0−τ = 0. On remarque que quel que soit
s ∈ S, l’ensemble π−1(s) est rationnel : par exemple π−1(t) = t, π−1(e) = e+ et
π−1(f) = (e∗fe∗ + e∗e−ω + eωe∗)+.
Soit ϕ : A⋄ → S le morphisme de´fini par ϕ(a) = e et ϕ(b) = t et soit
X = ϕ−1({t, e, f}). On retrouve une expression rationnelle de X en utilisant la
substitution h du lemme 49 :
X = ϕ−1(t) ∪ ϕ−1(e) ∪ ϕ−1(f)
= h(t) ∪ h(e+) ∪ h((e∗e−ω + eωe∗)+)
= b ∪ a+ ∪ (a∗a−ω + aωa∗)+
d’ou` X = b+ (a+ a−ω + aω)+.
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Pour montrer qu’un langage reconnu par un ⋄-semigroupe fini S est rationnel, il
suffit donc de construire, pour tout e´le´ment s de S, un automate sur les ordres
line´aires acceptant le langage π−1(s). Dans le cas ou` S est un semigroupe -muni
d’un produit fini- on construit naturellement l’automate sur les mots finis ayant
S1 pour ensemble d’e´tats et {s
t
−→s · t | s ∈ S1, t ∈ S} pour transitions. Un mot
u = s1s2 . . . sm est l’e´tiquette d’un chemin menant de 1 a` s si et seulement si
s1 · s2 · . . . sm = s.
Exemple 57 Soit S = (e, f, 0) le semigroupe de´fini par ee = e, ff = ef =
fe = f et 0 est un ze´ro. L’automate fini A = (S1, S, {s
t
−→s · t}) est repre´sente´
en figure 4.5.
1 e f 0
e f 0
0
f
0
e e, f e, f, 0
Fig. 4.5 – Automate A = (S1, S, {s
t
−→s · t}).
Par exemple, l’ensemble {s1s2 . . . sm | s1 · s2 · . . . sm = f} des mots finis dont
le produit vaut f est l’ensemble des e´tiquettes des chemins menant de 1 a` f
c’est-a`-dire le langage e∗f(e+ f)∗.
Dans le cas des ⋄-semigroupes, on cherche a` de´finir en plus des transitions li-
mites. La principale difficulte´ provient du fait que l’ensemble cofinal d’un chemin
ne suffit pas a` en de´terminer l’e´tiquette.
Exemple 58 Reprenons l’exemple 57 et e´tendons le semigroupe S = (e, f, 0)
en un ⋄-semigroupe en de´finissant les fonctions τ et −τ par eτ = e−τ = f ,
f τ = f−τ = 0 et bien suˆr 0τ = 0−τ = 0. Essayons de de´finir sur l’automate
A = (S1, S, {s
t
−→s · t}) des transitions limites a` gauche de sorte que si un mot u
est l’e´tiquette d’un chemin de 1 a` s alors π(u) = s. Intuitivement, on de´finirait
la transition {e} → f . En effet, tout chemin partant de 1, de longueur limite a`
droite et d’ensemble cofinal {e} est d’e´tiquette eω dont le produit vaut eτ = f .
Par contre, un chemin d’ensemble cofinal {f} peut avoir pour e´tiquette fω aussi
bien que feω. Or f τ = 0 et feτ = f . On ne peut donc pas de´finir la transition
{f} → 0.
Il faut ajouter une condition pour que toute e´tiquette u d’un chemin partant de
1 et terminant par la transition P → q ve´rifie π(u) = q. Lorsque deux chemins
de longueur limite a` gauche et d’e´tiquettes u et v admettent le meˆme ensemble
cofinal P , on va imposer que u et v admettent des factorisations ramseyennes
associe´es a` des couples conjugue´s. Cette condition garantira que π(u) = π(v) et
permettra de de´finir la transition P → q.
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Supposons qu’on cherche a` de´finir des transitions limites sur un automate
ve´rifiant que toute e´tiquette u d’un chemin menant de 1 a` s est de produit
π(u) = s - c’est le cas de l’automate sur les mots finis-. Conside´rons deux
chemins d’e´tiquettes u et v, de longueur limite a` gauche et de meˆme ensemble
cofinal P . Quel que soit p ∈ P , il existe une infinite´ de pre´fixes w de u tels que
π(w) = p donc tous les e´le´ments de P sontR-e´quivalents. Or si u et v admettent
des factorisations ramseyennes associe´es aux couples lie´s a` droite (s, e) et (t, f),
on remarque que s ∈ P et t ∈ P donc s R t. Dans ce cas, la proposition 38
montre qu’il suffit d’imposer aux couples lie´s d’appartenir a` la meˆme D-classe
pour qu’ils soient conjugue´s.
On va construire, pour tout e´le´ment s de S, un automate sur les ordres
line´aires acceptant le langage π−1(s) par induction sur la D-classe de s. Pour
chaque D-classe D de S, on de´finit un automate tel qu’un chemin ne posse`de
de transition limite que si son e´tiquette admet une factorisation ramseyenne
associe´e a` un couple lie´ de D. Pour cela, on ajoute aux e´tats une composante
boole´enne qui vaut 1 lorsqu’on vient de lire un e´le´ment de D et 0 sinon. Une
transition limite P → q ou q → P n’est de´finie que lorsque P contient un e´tat
dont la composante boole´enne vaut 1. Cette condition garantit que le couple lie´
appartient a`D et que l’automate calcule correctement le produit π des e´tiquettes
de ses chemins.
Comme on doit e´galement de´finir les transitions limites a` gauche, on rajoute
une composante a` nos e´tats pour lire les e´tiquettes des chemins de la droite vers
la gauche. Une seule composante boole´enne sera suffisante pour les deux cote´s.
Lorsqu’on lit de droite a` gauche, les e´tats de l’ensemble cofinal des chemins de
longueur limite a` gauche sont alors L-e´quivalents et on utilisera le syme´trique
de la proposition 38.
Pour toute D-classe D de S, on note
SD = {s ∈ S | ∀p ∈ D, s ≥J p}
et on de´finit l’automate AD = (QD, SD, ED) par :
QD = SD
1 × SD
1 × B est l’ensemble des e´tats ou` B = {0, 1}
ED = {(s, rt, b)
r
−→(sr, t, b′) | b ∈ B, b′ = (r ∈ D)}
∪ {{(si, ti, bi)}1≤i≤m−→(s, t, b) | b ∈ B, ∃1 ≤ i ≤ m , bi = 1 ,
∃1 ≤ k ≤ m , ∃e ∈ E(D) , ske = sk , etk = tk , s = ske
τ et tk = e
τ t}
∪ {(s, t, b)−→{(si, ti, bi)}1≤i≤m | b ∈ B, ∃1 ≤ i ≤ m , bi = 1 ,
∃1 ≤ k ≤ m , ∃e ∈ E(D) , ske = sk , etk = tk , sk = se−τ et t = e−τ tk}.
Si on se restreint aux transitions successeurs, un mot u ∈ S∗D est l’e´tiquette
d’un chemin menant de (1, s, 0) a` {(s, 1, b) | b ∈ B} si et seulement si π(u) = s.
D’ailleurs lorsque la D-classe n’est pas re´gulie`re, l’automate AD n’accepte que
des mots finis. Conside´rons un chemin de AD de longueur limite a` droite et
74
d’ensemble cofinal P = {(si, ti, bi)}1≤i≤m. Supposons que son e´tiquette admette
une factorisation ramseyenne associe´e au couple lie´ (s0, e0). On a vu que s0 e´tait
R-e´quivalent a` toutes les premie`res composantes {si}1≤i≤m de P . De plus, si P
contient au moins un e´tat dont la composante boole´enne est positive, on sait que
(s0, e0) appartient a` D
2. Graˆce a` la proposition 38, on peut calculer s = s0e
τ
0 a`
partir de n’importe quel couple lie´ (sk, e) satisfaisant sk R s. Il reste a` ve´rifier
que l’e´tiquette est bien lue de droite a` gauche avec tk = e
τ t. Montrons que cet
automate calcule correctement le produit π de ses e´tiquettes dans les deux sens.
Lemme 50 S’il existe un chemin de AD menant d’un e´tat q = (s, t, b) ∈ QD a`
un e´tat q′ = (s′, t′, b′) ∈ QD et d’e´tiquette u ∈ S⋄ alors s′ = sπ(u) et t = π(u)t′.
Preuve. On montre par induction sur α ∈ O que le lemme est ve´rifie´ pour tout
mot u de rang α.
Lorsque α = 0, le re´sultat est imme´diat par de´finition de AD.
Soit α > 0. Supposons l’existence d’un chemin γ de AD menant d’un e´tat
q = (s, t, b) a` un e´tat q′ = (s′, t′, b′) et d’e´tiquette u ∈ SWα . Notons I = |u| la
longueur de u.
Supposons dans un premier temps que I ∈ Uα. L’ordre line´aire I peut s’e´crire
en une somme I =
∑
j∈J
Kj ou` pour tout j ∈ J , Kj est de rang strictement
infe´rieur a` α : Kj ∈
⋃
β<α
Wβ et ou` J ∈ N ∪ {ω,−ω}.
Dans le cas ou` J ∈ N , on peut utiliser l’hypothe`se d’induction puisque
l’ordre I est alors de rang strictement infe´rieur a` α.
Supposons que J = ω (le cas J = −ω est traite´ de fac¸on syme´trique). On
dispose d’une ω-factorisation u =
∏
j∈ω
uj et d’un couple lie´ a` droite (r, e) tel que
π(u0) = r et π(uj) = e pour tout j > 0. Chaque facteur uj est de rang stricte-
ment infe´rieur a` α. Par de´finition du produit π, on a π(u) = reτ . On cherche a`
montrer que s′ = sreτ et t = reτ t′. Le chemin γ d’e´tiquette u se termine par
une transition limite a` gauche P−→q′. L’ensemble cofinal P = cof(I,∅)−γ est
note´ P = {(s1, t1, b1), . . . , (sm, tm, bm)} et le chemin γ est repre´sente´ de la fac¸on
suivante :
γ : q = q0
u0
=⇒ q1
u1
=⇒ q2
u2
=⇒ q3 . . . P−→q
′
Par hypothe`se d’induction, pour tout j > 0, la premie`re composante de
l’e´tat qj que l’on note sqj satisfait sqj = sr, sqje = sqj et la seconde composante
tqj ve´rifie t = rtqj et etqj = tqj . Il existe donc un e´tat de l’ensemble cofinal
P ve´rifiant ces e´galite´s. Soit 1 ≤ k ≤ m tel que l’e´tat pk ∈ P ve´rifie sk = sr,
ske = sk, t = rtk et etk = tk. Comme P−→q
′ ∈ ED, il existe au moins un e´tat
de P dont la composante boole´enne est e´gale a` 1. Par construction, cela signifie
que e ∈ D. En effet, pour tout e´le´ment i ∈ I, il existe un indice supe´rieur i′ > i
tel que la lettre de u indexe´e par i′ soit dans D. Quitte a` refactoriser, on peut
supposer que pour tout j > 0, le facteur uj contient une lettre dj ∈ D. On
a alors π(uj) = e ≤J dj . D’autre part e ≥J sre et par hypothe`se d’induction
sre = sqj ∈ SD donc e ∈ D.
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D’autre part, l’appartenance de la transition P−→q′ a` l’ensemble ED des
transitions donne l’existence d’un idempotent f ∈ E(D) et de 1 ≤ l ≤ m tels
que l’e´tat pl ∈ P ve´rifie sl = slf , tl = ftl, s
′ = slf
τ et tl = f
τ t′.
Montrons tout d’abord que s′ = sπ(u). Comme e ∈ D et f ∈ D et que
les couples (sk, e) et (sl, f) sont lie´s a` droite, on sait que sk ∈ D et sl ∈ D.
Comme pk ∈ P et pl ∈ P , on a skRsl par construction. D’apre`s le lemme 38,
ces couples sont conjugue´s a` droite. Enfin le lemme 44 donne slf
τ = ske
τ i.e.
s′ = sreτ = sπ(u).
Syme´triquement, (e, tk) et (f, tl) sont des couples lie´s a` gauche de D et
tkLtl. D’apre`s le lemme 38, ces couples sont conjugue´s a` gauche donc on dis-
pose de a, b ∈ S tels que e = ab, f = ba, tl = btk et tk = atl. On obtient alors
t = rtk = ratl = raf
τ t′ = ra(ba)τ t′ = reτ t′ = π(u)t′ ce qui conclut le cas ou`
|u| ∈ Uα.
Supposons maintenant que I ∈ Wα. La longueur de u est une somme finie
I =
n∑
j=0
Kj ou` pour tout 0 ≤ j ≤ n, Kj ∈ Uα. Soit u =
n∏
j=0
uj la factorisation
associe´e. Le chemin γ est note´ q = q0
u0
=⇒ q1
u1
=⇒ q2 . . .
un
=⇒ qn+1 = q
′. D’apre`s
le cas pre´ce´dent, pour tout 0 ≤ j ≤ n, sqjπ(uj) = sqj+1 et tqj = π(uj)tqj+1 .
Donc sπ(u) = s′ et t = π(u)t′. ✷
Pour tout s ∈ SD, on note As l’automate AD qui a {(1, s, 0)} pour e´tat
initial et {(s, 1, b) | b ∈ B} pour ensemble d’e´tats finaux. On note aussi Ls
l’ensemble des mots accepte´s par As. Le lemme pre´ce´dent montre que pour tout
s ∈ SD, Ls ⊆ π−1(s). Cette inclusion est stricte. A cause des restrictions sur les
transitions limites, un mot u ∈ S⋄D dont le produit π(u) appartient a` D n’est
pas toujours e´tiquette d’un chemin de AD. Afin de de´crire l’ensemble Ls des
mots accepte´s, on donne quelques proprie´te´s sur les chemins de AD.
Lemme 51 Si un mot u ∈ S⋄ est l’e´tiquette d’un chemin γ = ((sc, tc, bc))c∈ ˆ|u|
de AD, alors quels que soient s et t appartenant a` SD, le chemin ((ssc, tct, bc))c∈ ˆ|u|
est e´galement un chemin de AD d’e´tiquette u.
Preuve. La preuve se fait par induction sur α ∈ O pour tout u ∈ SWα .
Dans le cas ou` α = 0, le re´sultat est imme´diat par de´finition de AD.
Soit α > 0, I ∈ Wα et soit u ∈ SI . Supposons l’existence d’un chemin
γ = ((sc, tc, bc))c∈Iˆ de AD d’e´tiquette u et soient s, t ∈ SD.
On suppose dans un premier temps que I ∈ Uα. L’ordre I peut eˆtre de´compose´
en une somme I =
∑
j∈J
Kj ou` pour tout j ∈ J , Kj est de rang strictement
infe´rieur a` α et ou` I ∈ N ∪ {ω,−ω}.
Lorsque J ∈ N , le re´sultat est obtenu par hypothe`se d’induction.
Supposons que J = ω (le cas J = −ω peut eˆtre traite´ de fac¸on syme´trique).
Soit u =
∏
j∈ω
uj la factorisation telle que |uj| = Kj pour tout j ∈ ω. On
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note c0 = (∅, I) et pour tout j > 0 on note cj = (
⋃
0≤i<j
Ki,
⋃
j≤i
Ki) la cou-
pure de Iˆ correspondant a` la factorisation u = (u0 . . . uj−1)(uj . . .). Par hy-
pothe`se d’induction, pour tout j ∈ ω, ((ssc, tct, bc))cj≤c≤cj+1 est un chemin de
AD d’e´tiquette uj . Il reste a` montrer que le chemin γ
′ = ((ssc, tct, bc))c∈Iˆ\{(I,∅)}
est suivi d’une transition limite. Notons P = cof(I,∅)−γ et P
′ = cof(I,∅)−γ
′. Par
construction, si P = {(si, ti, bi)}1≤i≤m alors P ′ = {(ssi, tit, bi)}1≤i≤m. Comme
P−→(s(J,∅), t(J,∅), b(J,∅)) ∈ ED, il existe 1 ≤ i ≤ m , bi = 1. Il existe aussi
1 ≤ k ≤ m et e ∈ E(D) tels que ske = sk, etk = tk , s(J,∅) = ske
τ et
tk = e
τ t(J,∅). On a alors sske = ssk, etkt = tkt, ss(J,∅) = sske
τ et tkt = e
τ t(J,∅)t
ce qui montre que P ′−→(ss(J,∅), t(J,∅)t, b(J,∅)) ∈ ED.
Supposons a` pre´sent que I ∈Wα. L’ordre I est une somme finie I =
n∑
j=0
Kj
ou` pour tout 0 ≤ j ≤ n, Kj ∈ Uα. En gardant les meˆme notations et en utili-
sant le cas pre´ce´dent, ((ssc, tct, bc))cj≤c≤cj+1 est un chemin de AD d’e´tiquette
uj pour tout 0 ≤ j ≤ n. ✷
Notons e´galement que la composante boole´enne du premier e´tat d’un chemin
n’a pas d’importance, par de´finition de AD.
Lemme 52 Si un mot u ∈ S⋄ de longueur I est l’e´tiquette d’un chemin γ =
((sc, tc, bc))c∈Iˆ de AD, alors pour tout boole´en b ∈ B, le chemin
(s(∅,I), t(∅,I), b)((sc, tc, bc))c∈Iˆ\{(∅,I)
est e´galement un chemin de AD d’e´tiquette u.
Graˆce aux lemmes 51 et 52 on peut concate´ner les chemins deAD, un nombre
fini de fois tout d’abord.
Lemme 53 ∀s ∈ SD, ∀t ∈ SD , LsLt ⊆ Lst.
Preuve. Soient s, t ∈ SJ . Supposons l’existence de chemins
(1, s, 0)
u
=⇒ (s, 1, b) et (1, t, 0)
v
=⇒ (t, 1, b′)
d’e´tiquettes u ∈ Ls et v ∈ Lt. D’apre`s les lemmes 51 et 52,
(1, st, 0)
u
=⇒ (s, t, b) et (s, t, b)
v
=⇒ (st, 1, b′).
sont e´galement des chemins deAD d’e´tiquettes u et v. D’ou` (1, st, 0)
uv
=⇒ (st, 1, b′)
i.e. uv ∈ Lst. ✷
Supposons que D posse`de un idempotent e et conside´rons un mot u ∈ Lωe .
Le lemme pre´ce´dent nous permet de construire un chemin de longueur limite a`
droite dont l’e´tiquette co¨ıncide avec u. Si la suite des occurrences de lettres de
u appartenant a` D est cofinale, alors l’ensemble cofinal posse`de une composante
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boole´enne positive et le chemin se termine par une transition limite. Il se peut
e´galement qu’il existe un indice a` partir duquel u ne posse`de plus d’occurrence
de lettres de D. Dans ce cas, toutes les composantes boole´ennes de l’ensemble
cofinal sont nulles et la transition limite est interdite.
Pour tout d ∈ D, on note TD l’ensemble des e´le´ments de S strictement
J -supe´rieurs a` d :
TD = {s ∈ S | ∀p ∈ D, s >J p}.
Le mot u admet alors un suffixe sur l’alphabet TD. Par construction, si un mot
sur l’alphabet TD est l’e´tiquette d’un chemin de AD, il est ne´cessairement de
longueur finie. Notons Ed l’ensemble des mots finis sur l’alphabet TD de produit
d :
Ed = {s1s2 . . . sm ∈ T
+
D | s1 . . . sm = d}
Lemme 54 Soit e ∈ E(D) tel que eτ ∈ D (respectivement e−τ ∈ D). Alors
Le
ω ⊆ Leτ ∪ LeEe
ω (respectivement Le
−ω ⊆ Le−τ ∪Ee
−ωLe).
Preuve. Soit e ∈ E(D) tel que eτ ∈ D et soit u ∈ Le
ω un mot de longueur
I ∈ S. Soit u =
∏
j∈ω
uj la factorisation telle que pour tout j ∈ ω, uj ∈ Le. Pour
chaque j ∈ ω, on dispose d’un chemin acceptant γj d’e´tiquette uj :
γj : (1, e, 0)
uj
=⇒ (e, 1, bj).
D’apre`s les lemmes 51 et 52, les chemins
γ′0 : (1, e
τ , 0)
u0
=⇒ (e, eτ , b0) et γ
′
j : (e, e
τ , bj−1)
uj
=⇒ (e, eτ , bj)
sont aussi d’e´tiquette uj pour tout j > 0. On a donc construit un chemin γ
′
de longueur limite a` droite dont l’e´tiquette co¨ıncide avec u. Voyons s’il est suivi
d’une transition limite. Soit P = cof(I,∅)−γ
′. L’ensemble P = {(si, ti, bi)}1≤i≤m
contient au moins un e´tat de la forme (e, eτ , b) pour un certain boole´en b. Donc
on dispose de 1 ≤ k ≤ m tel que sk = e, tk = eτ , ske = e = sk et etk = eτ = tk.
Il se de´gage alors deux cas suivant que P contient au moins une composante
boole´enne e´gale a` 1 ou non :
– Il existe 1 ≤ l ≤ m tel que bl = 1. Alors P−→(eτ , 1, 0) ∈ ED et u ∈ Leτ .
– Pour tout 1 ≤ l ≤ m, bl = 0. Notons u =
∏
i∈I
ai avec ai ∈ S pour tout
i ∈ I. Par construction, il existe i0 ∈ I tel que pour tout i > i0, aj ∈ TD.
Donc u ∈ Le(Le ∩ T ⋄D)
ω ⊆ Le(Le ∩ T
+
D )
ω ⊆ LeEe
ω.
L’inclusion Le
−ω ⊆ Le−τ ∪ Ee
−ωLe est syme´trique. ✷
Pour tout d ∈ D, le langage Ld accepte´ par Ad est strictement inclus dans
l’ensemble π−1(d). Le lemme pre´ce´dent montre que π−1(d) n’est pas inclu dans
Ld. En effet, les mots sur l’alphabet TD de rang non nul ne sont e´tiquettes
d’aucun chemin de AD. On va re´soudre ce proble`me en utilisant l’induction sur
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la D-classe. Un mot de π−1(d) peut s’e´crire comme le produit fini de mots de
D-classes strictement J -supe´rieures a` D. Pour tout d ∈ D, on de´finit
Fd =
⋃
s1,...,sm>J d,
s1...sm=d
π−1(s1) . . . π
−1(sm).
Dans le cas ou` il existe un idempotent e appartenant a` une D-classe strictement
J -supe´rieure a` D tel que eτ ou e−τ tombe dans D, les mots de π−1(d) peuvent
aussi provenir d’un ω-produit ou d’un −ω-produit. Pour tout d ∈ D, on de´finit
Gd =
⋃
t,e>J d,
teτ=d
π−1(t)π−1(e)ω ∪
⋃
t,e>J d,
e−τ t=d
π−1(e)−ωπ−1(t).
Pour tout p ∈ D, on substitue dans Lp toute lettre d ∈ D par les ensembles
Fd et Gd. On obtient ainsi une expression rationnelle de π
−1(p).
Proposition 55 Soit (S, π) un ⋄-semigroupe fini. Quel que soit p ∈ S, l’en-
semble π−1(p) est rationnel.
Preuve. Soit p ∈ S. On montre que π−1(p) est rationnel par induction sur la
D-classe D de p.
Supposons que D est J -maximale i.e. ∀s ∈ S, si p ≤J s alors s ∈ D.
Dans ce cas, on montre que π−1(p) = Lp. D’apre`s le lemme 50, Lp ⊆ π−1(p).
Re´ciproquement, on montre que pour tout u ∈ π−1(p), u ∈ Lp par induction
sur le rang de u. Par de´finition de l’automate AD, l’inclusion est ve´rifie´e pour
les mots finis. D’autre part lorsque D est J -maximale, l’ensemble Ed est vide
pour tout d ∈ D. Si D posse`de un idempotent e tel que eτ ∈ D (respectivement
e−τ ∈ D), le lemme 54 donne alors Le
ω ⊆ Leτ (respectivement Le
−ω ⊆ Le−τ ).
Il s’ensuit que Lp = π
−1(p) ce qui conclut le cas de base de l’induction sur la
D-classe.
Par hypothe`se d’induction, pour tout s ∈ TD, π−1(s) est rationnel. Notons
que pour tout d ∈ D, Fd est aussi rationnel puisque l’ensemble Ed des mots finis
sur TD de produit d est accepte´ par l’automate fini (TD
1, TD, {s
r
−→sr}). L’en-
semble Gd est e´galement rationnel en tant qu’union finie d’ensembles rationnels.
On de´finit la substitution rationnelle f par
f : SD −→ Rat(SD
✸)
s −→
{
π−1(s) si s ∈ TD
{s} ∪ Fs ∪Gs si s ∈ D
et on montre que f(Lp) = π
−1(p).
D’apre`s le lemme 50, Lp ⊆ π−1(p). Par de´finition, f pre´serve le produit :
pour tout u ∈ SD
⋄, π(f(u)) = π(u). Donc f(Lp) ⊆ π
−1(p). Re´ciproquement,
on montre que pour tout u ∈ π−1(p), u ∈ f(Lp) par induction sur le rang de
u. Soit u un mot fini satisfaisant π(u) = p. Par de´finition de f , u ∈ f(u) et par
de´finition de AD, u ∈ Lp donc u ∈ f(Lp). Ceci conclut le cas du rang 0.
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Soit α > 0 et soit u ∈ SWα ∩ π−1(p). Notons I = |u| la longueur de u.
Supposons tout d’abord que I ∈ Uα. L’ordre line´aire I peut eˆtre de´compose´
en une somme I =
∑
J∈J
KJ telle que pour tout j ∈ J , Kj ∈
⋃
β<α
Wβ et J ∈
N ∪ {ω,−ω}. Dans le cas ou` J ∈ N , I ∈
⋃
β<α
Wβ et le re´sultat est obtenu par
hypothe`se d’induction. Supposons que J = ω. On dispose alors d’un couple lie´
a` droite(s, e) ∈ SD×E(SD) et d’une factorisation u =
∏
j∈ω
uj tels que π(u0) = s
et pour tout j > 0, π(uj) = e avec |uj| ∈
⋃
β<α
Wβ pour tout j ∈ ω. Notons que
s ≤J e car (s, e) est un couple lie´ a` droite et que eτ ∈ SD puisque π(u) ∈ D.
On distingue les cas suivants :
– s ∈ TD et e ∈ TD :
dans ce cas u ∈ π−1(s)π−1(e)ω ⊆ Gp ⊆ f(p) ⊆ f(Lp).
– s ∈ D et e ∈ TD :
par hypothe`se d’induction sur le rang, u ∈ f(Ls)π−1(e)ω . Notons t = eτ .
– Si t ∈ TD, alors u ∈ f(Ls)π
−1(t).
– Si t ∈ D, alors u ∈ f(Ls)Gt.
Dans les deux cas u ∈ f(Ls)f(t) ⊆ f(Ls)f(Lt) ⊆ f(Lp).
– s ∈ D et e ∈ D :
Par hypothe`se d’induction sur le rang, u ∈ f(Ls)f(Le)
ω
= f(LsL
ω
e ).
D’apre`s le lemme 54, LsL
ω
e ⊆ LsLeτ ∪ LsE
ω
e .
– Si u ∈ f(LsLeτ ) alors u ∈ f(Lp).
– Sinon u ∈ f(Ls)f(Ee)ω = f(Ls)Fωe ⊆ f(Ls)f(e)
ω
= f(Ls)f(e
ω) ⊆
f(Ls)f(Leτ ) ⊆ f(Lp).
Le cas J = −ω est syme´trique ce qui conclut le cas ou` I ∈ Uα.
Supposons que I ∈Wα. On dispose d’une factorisation finie u =
n
Π
j=1
uj telle
que pour tout 1 ≤ j ≤ n, |uj| ∈ Uα donc uj ∈ f(Lsj ) en notant sj = π(uj). Et
u ∈
n
Π
j=1
f(Lsj) = f(Ls1 . . . Lsn) ⊆
Lemme 54
f(Lp). ✷
Exemple 59 Reprenons l’exemple 56. On repre´sente la structure en D-classes
du ⋄-semigroupe S = {0, t, e, f} de la fac¸on suivante :
e∗
f∗
t
0∗
La D-classe de t est J -maximale. Comme elle n’est pas re´gulie`re, l’automate
At n’a pas de transition limite et Lt = t = π−1(t). La D-classe de e est aussi
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J -maximale mais re´gulie`re. Comme eτ = e−τ = f >J e, l’automate Ae est
e´galement un automate sur les mots finis et Le = e
+ = π−1(e). De meˆme pour f ,
on obtient Lf = (e
∗fe∗)+. En reprenant les meˆme notations on a Ef = Ff = ∅
et Gf = π
−1(e)−ω ∪ π−1(e)ω = e−ω + e−ω. Il vient f(t) = t, f(e) = e+ et
f(f) = f + e−ω + e−ω d’ou` π−1(f) = f(Lf ) = (e
∗(f + e−ω + e−ω)e∗)+.
Exemple 60 Soit S = {0, a, b, s, e, f} le ⋄-semigroupe fini ayant 0 pour ze´ro et
dont le produit π est de´fini par le produit fini
aa = a , ee = sb = e , ff = bs = fa = af = f,
es = sf = sa = s , be = fb = ab = b,
les autres produits finis e´tant e´gaux a` 0. On de´finit les fonctions τ et −τ par
aτ = a , a−τ = s , eτ = e , f τ = b,
les autres produits e´tant e´gaux a` 0. La structure en D-classe du ⋄-semigroupe
S est repre´sente´e de la fac¸on suivante :
a∗
s e∗
f∗ b
0∗
L’automate Aa de la D-classe J -maximale de S est le suivant :
1, a, 0 a, a, 1 a, 1, 1
a
a
a {(a, a, 1)} → (a, a, 1)
{(a, a, 1)} → (a, 1, 1)
Fig. 4.6 – Automate Aa acceptant le langage La = a#.
On donne a` pre´sent l’automate Ae en figure 4.7.
Calculons l’ensemble π−1(e). Pour tout d ∈ D = {s, e, b, f} les ensembles Ed et
Fd sont vides. Le seul ensemble Gd non vide est Gs = (π
−1(a))−ω = (a#)−ω.
On en de´duit π−1(e) = f(Le) = (e + (s + (a
#)−ω)(a#f)∗b)#. En utilisant le
lemme 49, on sait que tous les langages reconnus par S sont rationnels. En
de´finissant le morphisme ϕ : A⋄ → S par ϕ(a) = a et ϕ(b) = b, on retrouve le
langage ϕ−1(e) = ((a#)−ωb)#.
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1, e, 0 s, b, 1
s, b, 0
e, e, 1 e, 1, 1
s
f
a
e
e
b
e
e
b
s
a f
{(e, e, 1)} → (e, 1, 1)
{(e, e, 1)} → (e, e, 1)
{(e, e, 1), (s, b, 1)} → (e, 1, 1)
{(e, e, 1), (s, b, 1)} → (e, e, 1)
{(s, b, 1)} → (e, 1, 1)
{(s, b, 1)} → (e, e, 1)
Fig. 4.7 – Automate Ae acceptant le langage Le = (e+ s(a∗f)∗b)#.
On de´duit de la proposition 55 et du lemme 49, que tout langage reconnu par
un ⋄-semigroupe fini est rationnel. La proposition 48 donne la re´ciproque ce qui
termine la preuve du the´ore`me 46.
On a obtenu une caracte´risation alge´brique des langages rationnels de A⋄ qui
ge´ne´ralise la triple e´quivalence entre automates, expressions rationnelles et se-
migroupes finis. On a aussi prouve´ que Rat(A⋄) est ferme´ par comple´mentation.
The´ore`me 56 L’ensemble des langages rationnels de mots indexe´s par des
ordres line´aires disperse´s est ferme´ par comple´mentation.
Preuve. SoitX ∈ Rat(A⋄). D’apre`s le the´ore`me ??, on dispose d’un ⋄-semigroupe
fini S reconnaissant X . Soient ϕ : A⋄ → S et P ⊆ S tels que X = ϕ−1(P ). On
a A⋄ \X = ϕ−1(S \ P ). Donc X¯ est rationnel. ✷
On vient de montrer que pour tout langage rationnel de A⋄, il existe un
⋄-semigroupe fini le reconnaissant. On va montrer qu’il en existe un qui est
minimal : le ⋄-semigroupe syntaxique.
4.4 ⋄-semigroupe syntaxique
Concernant les mots finis et les mots sur les ordinaux, on a vu que pour tout
ensemble reconnaissable, il existe un semigroupe minimal le reconnaissant : le
semigroupe syntaxique. On montre dans ce paragraphe que cette proprie´te´ se
ge´ne´ralise aux mots indexe´s par les ordres line´aires. Soit X un sous-ensemble
reconnaissable de A⋄. Parmi tous les ⋄-semigroupes reconnaissantX , il en existe
un qui est minimal en nombre d’e´le´ments au sens de la division. Il est appele´
⋄-semigroupe syntaxique de X et note´ S(X). Comme on ne peut pas minimaliser
les automates sur les ordres line´aires, c’est le premier objet canonique associe´
82
a` un ensemble rationnel de A⋄. Pour tout ⋄-semigroupe (S, π) et tout ensemble
P ⊆ S, la relation d’e´quivalence ∼P est de´finie quels que soient s,t appartenant
a` S par s ∼P t ssi pour tout entier m,
∀s1, s2, . . . , sm, t1, t2, . . . , tm ∈ S
1 , ∀θ1, θ2, . . . , θm−1 ∈ {ω,−ω} ∪ N ,
π(sm(. . . (s2(s1st1)
θ1t2)
θ2 . . .)θm−1tm) ∈ P
⇐⇒ π(sm(. . . (s2(s1tt1)
θ1t2)
θ2 . . .)θm−1tm) ∈ P.
Ve´rifions que ∼P est bien une relation de congruence.
Proposition 57 Soit (S, π) un ⋄-semigroupe fini et soit P un sous-ensemble
de S. La relation ∼P est une congruence de ⋄-semigroupe.
Preuve. Soit (S, π) un ⋄-semigroupe et soit P ⊆ S. D’apre`s le the´ore`me 45,
le produit π est de´fini par des fonctions compatibles note´es τ et −τ . On veut
montrer que ∼P est stable par produit i.e. que pour tout ordre line´aire disperse´
J , si sj ∼ tj pour tout j ∈ J , alors π(
∏
j∈J
sj) ∼ π(
∏
j∈J
tj). Comme π est associatif,
il suffit de montrer que ∼P est stable par produit fini et par les ope´rations τ et
−τ . Soient s, s′, t et t′ appartenant a` S tels que s ∼P s′ et t ∼P t′.
On montre que st ∼P s′t′. Soit m un entier, s1, s2, . . ., sm, t1, t2, . . ., tm ∈
S1 et θ1, θ2, . . ., θm−1 ∈ {ω,−ω} ∪ N .
Supposons que
π(sm(. . . (s1stt1)
θ1 . . .)θm−1tm) ∈ P.
Comme s ∼P s′, on a
π(sm(. . . (s1s
′tt1)
θ1 . . .)θm−1tm) ∈ P.
De meˆme, on a t ∼P t′ donc
π(sm(. . . (s1s
′t′t1)
θ1 . . .)θm−1tm) ∈ P.
La re´ciproque est similaire et finalement on obtient st ∼P s′t′.
On montre que sτ ∼P s′
τ
.
Supposons que
π(sm(. . . (s1π(s
ω)t1)
θ1 . . .)θm−1tm) ∈ P.
Posons θ0 = ω et s0 = t0 = 1. Par associativite´ de π, on a alors
π(sm(. . . (s1(s0st0)
θ0t1)
θ1 . . .)θm−1tm) ∈ P.
Comme s ∼P s′,
π(sm(. . . (s1(s0s
′t0)
θ0t1)
θ1 . . .)θm−1tm) ∈ P
i.e. par associativite´ de π
π(sm(. . . (s1π(s
′ω)t1)
θ1 . . .)θm−1tm) ∈ P.
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La re´ciproque est similaire et donc sτ ∼P s′
τ
.
De fac¸on syme´trique, s−τ ∼P s′
−τ
donc ∼P est une congruence. ✷
Lorsque S est un ⋄-semigroupe fini, le quotient S/∼P est un ⋄-semigroupe
effectif.
Remarque 1 Soit (S, π) un ⋄-semigroupe fini de cardinal k et soit P ⊆ S.
Quels que soient s et t appartenant a` S, s ∼P t si et seulement si pour tout m
infe´rieur ou e´gal a` k2,
∀s1, s2, . . . , sm, t1, t2, . . . , tm ∈ S
1 , ∀θ1, θ2, . . . , θm−1 ∈ {ω,−ω} ∪ N ,
π(sm(. . . (s2(s1st1)
θ1t2)
θ2 . . .)θm−1tm) ∈ P (4.1)
⇐⇒ π(sm(. . . (s2(s1tt1)
θ1t2)
θ2 . . .)θm−1tm) ∈ P.
Preuve. Soient s, t ∈ S et soit P ⊆ S. Si s ∼P t alors l’e´quation 4.1 est ve´rifie´e
de fac¸on triviale pour tout m ≤ k2. Re´ciproquement, on montre par re´currence
sur m ≥ k2 que si l’e´quation 4.1 est ve´rifie´e pour tout m ≤ k2 alors elle l’est
aussi pour tout entier m. Soit m > k2, s1, s2, . . ., sm, t1, t2, . . ., tm ∈ S1 et θ1,
θ2, . . ., θm−1 ∈ {ω,−ω} ∪ N . Pour tout 1 ≤ i ≤ m, on note
ui = si(. . . (s2(s1st1)
θ1t2)
θ2 . . .)θi−1ti et vi = si(. . . (s2(s1tt1)
θ1t2)
θ2 . . .)θi−1ti
Comme m > k2, on dispose de deux entiers 0 ≤ i1 < i2 ≤ m tels que π(ui1) =
π(ui2) et π(vi1 ) = π(vi2 ). Donc
π(sm(. . . (si2+1ui1ti2+1)
θi2+1 . . .)θm−1tm) = π(um)
π(sm(. . . (si2+1vi1 ti2+1)
θi2+1 . . .)θm−1tm) = π(vm).
L’hypothe`se de re´currence donne alors π(um) ∈ P ⇐⇒ π(vm) ∈ P . ✷
On va montrer qu’un ensemble X est reconnaissable si et seulement si le ⋄-
semigroupe quotient A⋄/∼X est fini. Les preuves sont similaires aux cas des
ordinaux : Si X = ψ−1(P ) ou` P est un sous-ensemble d’un ⋄-semigroupe fini S,
on montre que les quotients A⋄/∼X et S⋄/∼P ont meˆme cardinal.
Lemme 58 Soit (S, π) un ⋄-semigroupe fini et soit ψ : A⋄−→S un morphisme
de ⋄-semigroupe surjectif. Soit P un sous-ensemble de S et soit X = ψ−1(P ).
Quels que soient les mots x,y appartenant a` A⋄, x ∼X y si et seulement si
ψ(x) ∼P ψ(y).
Preuve. Soient x, y ∈ A⋄ tels que x ∼X y. Soit m ∈ N , s1, s2, . . ., sm, t1, t2,
. . ., tm ∈ S1 et θ1, θ2, . . ., θm−1 ∈ {ω,−ω} ∪ N . Supposons que
π(sm(. . . (s1(s0ψ(x)t0)
θ0t1)
θ1 . . .)θm−1tm) ∈ P.
Soient u1, . . ., um, v1, . . ., vm ∈ A⋄ tels que pour tout 1 ≤ i ≤ m, ψ(ui) = si et
ψ(vi) = ti. On a
ψ(um(. . . (u1(u0xv0)
θ0v1)
θ1 . . .)θm−1vm) ∈ P
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Comme x ∼X y, il vient
ψ(um(. . . (u1(u0yv0)
θ0v1)
θ1 . . .)θm−1vm) ∈ P
donc
π(sm(. . . (s1(s0ψ(y)t0)
θ0t1)
θ1 . . .)θm−1tm) ∈ P
c’est-a`-dire ψ(x) ∼P ψ(y). La re´ciproque se montre de fac¸on similaire, ce qui
conclut l’e´quivalence. ✷
Si X est un sous-ensemble reconnaissable de A⋄, alors le quotient A⋄/∼X est
fini et reconnaˆıt X .
Proposition 59 Un sous-ensemble X de A⋄ est reconnaissable si et seulement
si la relation ∼X est une congruence de ⋄-semigroupe d’indice fini.
Preuve. Soit X ⊆ A⋄.
Supposons que X est reconnaissable. On dispose d’un ⋄-semigroupe fini S et
d’un morphisme de ⋄-semigroupe ψ : A⋄−→S reconnaissant X . Conside´rons le
sous-⋄-semigroupe T = ψ(A⋄). Le morphisme ψ : A⋄−→T est alors surjectif et
reconnaˆıt toujours X . Soit P ⊆ T tel que X = ψ−1(P ). D’apre`s les lemmes 57
et 58, ∼X est une congruence et A⋄/∼X et S/ ∼P ont meˆme cardinal. Comme
∼P posse`de un nombre fini de classes d’e´quivalence, il en est de meˆme pour ∼X .
Re´ciproquement, supposons que le ⋄-semigroupe A⋄/∼X est fini. Soit ϕ :
A⋄−→A⋄/∼X le morphisme canonique qui associe a` chaque mot de A
⋄ sa ∼X -
classe. On montre que ϕ−1(ϕ(X)) = X . L’inclusion de droite a` gauche est
triviale. Soit y ∈ ϕ−1(ϕ(X)). On dispose de x ∈ X tel que y = ϕ−1(ϕ(x)). On
a alors ϕ(x) = ϕ(y) i.e. x ∼X y d’ou` y ∈ X . Donc A⋄/ ∼X reconnaˆıt X . ✷
Pour tout sous-ensemble X de A⋄, le ⋄-semigroupe A⋄/ ∼X est le plus petit
⋄-semigroupe reconnaissant X au sens de la division.
Proposition 60 Soit X un sous-ensemble reconnaissable de A⋄. Un ⋄-semigrou-
pe fini T reconnaˆıt X si et seulement S(X) divise T .
Preuve. SoitX un sous-ensemble reconnaissable de A⋄ et soit T un ⋄-semigroupe
fini.
Supposons que T reconnaˆıt X . On dispose d’un morphisme de ⋄-semigroupe
ψ : A⋄−→T reconnaissant X . Soit U le sous-⋄-semigroupe ψ(A⋄) de T . Alors
le morphisme ψ : A⋄−→U est surjectif et reconnaˆıt toujours X : on dispose
de P ⊆ U tel que X = ψ−1(P ). On montre que S(X) est un quotient de U .
Soit ϕ : A⋄−→S(X) le morphisme canonique qui associe a` tout mot de A⋄ sa
∼X-classe. Soit u ∈ U . Comme ψ est surjectif, on dispose de x ∈ A
⋄ tel que
ψ(x) = u. Supposons qu’il existe y ∈ A⋄ tel que ψ(y) = u. Alors ψ(x) = ψ(y)
et d’apre`s le lemme 58, ϕ(x) = ϕ(y). Donc ϕ ◦ ψ−1 est un morphisme surjectif
de U dans S(X) ce qui montre que S(X) < T .
Re´ciproquement, supposons que S(X) < T . Il existe un sous-⋄-semigroupe
U de T et un morphisme surjectif ψ : U−→S(X). Comme ψ est surjectif, pour
tout a ∈ A, l’ensemble ψ−1 ◦ ϕ(a) est non vide. Donc, il existe une application
φ : A−→U telle que pour tout a ∈ A, ϕ(a) = ψ ◦ φ(a). De plus, φ peut eˆtre
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e´tendue de fac¸on unique en un morphisme de ⋄-semigroupe φ : A⋄−→U et
ϕ = ψ ◦ φ. Soit P = ψ−1 ◦ ϕ(X). Il vient
φ−1(P ) = φ−1(ψ−1 ◦ ϕ(X)) = ϕ−1 ◦ ϕ(X) = X
donc U reconnaˆıt X d’ou` T reconnaˆıt X . ✷
En particulier, la relation ∼X est la congruence la plus grossie`re dont le
quotient S(X) reconnaˆıt X . On va pouvoir caracte´riser un langage rationnel de
A⋄ en donnant des proprie´te´s sur son ⋄-semigroupe syntaxique.
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Chapitre 5
Langages sans e´toile
L’approche alge´brique est un outil puissant pour l’e´tude des ensembles ra-
tionnels. Contrairement a` la the´orie des automates, elle permet d’associer un ob-
jet canonique a` chaque ensemble rationnel : le semigroupe syntaxique. Les cha-
pitres pre´ce´dents ont montre´ qu’un ensemble est rationnel si et seulement si son
semigroupe syntaxique est fini. Dans le cas des mots finis, l’e´tude des proprie´te´s
alge´briques des semigroupes syntaxiques a permis d’e´tablir toute une hie´rarchie
des ensembles rationnels. Schu¨tzenberger fuˆt le premier a` conside´rer les en-
sembles dont les semigroupes syntaxiques sont finis et ape´riodiques, c’est-a`-dire
ne contenant pas de groupes. Il a montre´ que ces ensembles e´taient exactement
les langages sans e´toile [38], de´finis par des expressions rationnelles n’utilisant
que les ope´rations boole´ennes et le produit fini. Cette classe est importante d’un
point de vue logique puisqu’elle contient exactement les ensembles de´finissables
par des formules logiques du premier ordre [24]. Ces re´sultats ont e´te´ e´tendus
aux mots de longueur ω par Ladner [22], Thomas [41] et Perrin [29] et meˆme
aux mots ordinaux par Bedon [5]. Etant donne´ un entier n, les ensembles sans
e´toile de mots indexe´s par des ordres line´aires disperse´s de rang infe´rieur ou e´gal
a` n, sont construits a` partir des lettres de l’alphabet en utilisant le produit fini
et les ope´rations boole´ennes ou` le comple´ment est pris dans l’ensemble des mots
non vides de rang au plus n. Dans ce chapitre, on montre que le ⋄-semigroupe
syntaxique d’un ensemble X de rang fini n est ape´riodique et fini si et seule-
ment si X est sans e´toile dans l’ensemble des mots de rang au plus n. Pour
montrer que le semigroupe syntaxique d’un ensemble sans e´toile de rang fini est
ape´riodique, le produit de Schu¨tzenberger est ge´ne´ralise´ aux ⋄-semigroupes. La
preuve de la re´ciproque, inspire´e de [4], utilise une induction sur le rang et n’est
donc pas adaptable aux ordres line´aires de rang quelconque.
5.1 Semigroupes ape´riodiques
De´finition 25 Un semigroupe S est ape´riodique s’il existe un entier k tel que
pour tout s appartenant a` S, sk+1 = sk.
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Un ⋄-semigroupe (respectivement ω-semigroupe, ω1-semigroupe) est ape´riodique
si son semigroupe de support est ape´riodique.
5.2 Langages sans e´toile
Un ensemble sans e´toile est de´fini par une expression rationnelle ou` l’ope´rateur
∗ est interdit mais dans laquelle la comple´mentation peut eˆtre utilise´e. Nous rap-
pelons les de´finitions des langages sans e´toile de mots finis, infinis et ordinaux
de rang fini avant de les ge´ne´raliser aux mots sur les ordres line´aires disperse´s
de rang fini.
5.2.1 Mots finis
De´finition 26 La classe SF (A∗) des ensembles sans e´toile de mots finis est la
plus petite famille contenant l’ensemble P(A) des parties de A et ferme´e par
produit fini et par les ope´rations boole´ennes ou` la comple´mentation est prise
par rapport a` A∗.
Notons que l’ensemble vide est sans e´toile et son comple´mentaire A∗ aussi.
Exemple 61 L’ensemble (ab)+ est sans e´toile puisqu’il est de´fini par l’expres-
sion (aA∗ ∩A∗b) \ (A+aaA+ ∪A+bbA+).
The´ore`me 61 (Schu¨tzenberger) [38] Un ensemble de mots finis est sans
e´toile si et seulement si son semigroupe syntaxique est ape´riodique et fini.
Exemple 62 Le semigroupe syntaxique de l’ensemble (ab)+, de´fini a` l’exemple 38
par les ∼X-classes (ab)∗a, (ab)+, b(ab)∗, (ba)+ et A∗aaA∗ ∪A∗bbA∗ est ape´rio-
dique : tout e´le´ment s ve´rifie s2 = s3.
5.2.2 Mots infinis
Pour les mots de longueur ω, le produit fini n’est autorise´ que du cote´ gauche.
De´finition 27 La classe SF (Aω) des ensembles sans e´toile de Aω est la plus
petite famille contenant P(A) et ferme´e par les ope´rations boole´ennes ou` la
comple´mentation est prise par rapport a` Aω, et ferme´e par produit fini a` gauche
des ensembles sans e´toile de A∗.
De meˆme que A∗ appartient a` SF (A∗), l’ensemble Aω appartient a` SF (Aω) en
tant que comple´mentaire de l’ensemble vide.
Exemple 63 L’ensemble (ab)ω est sans e´toile : (ab)ω = aAω \ (A∗aaAω ∪
A∗bbAω).
The´ore`me 62 (Perrin) [29] Un ensemble de mots de longueur ω est sans
e´toile si et seulement si son semigroupe syntaxique est ape´riodique et fini.
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5.2.3 Mots sur les ordinaux de rang fini
Pour tout entier n, notons A<ω
n
l’ensemble des mots non vide sur A indexe´s
par un ordinal strictement infe´rieur a` ωn.
De´finition 28 Soit n un entier naturel. La classe SF (A<ω
n+1
) des ensembles
sans e´toile de mots indexe´s par des ordinaux infe´rieur a` ωn+1 est la plus petite
famille contenant l’ensemble P(A) des parties de A et ferme´e par les ope´rations
boole´ennes ou` la comple´mentation est prise par rapport a` A<ω
n+1
, et ferme´e
par produit fini.
Exemple 64 L’ensemble X = ((ab)+ + (ab)ω)+ appartient a` SF (A<ω
2
). En
effet, en notant L = A<ω
2
\ A<ω
2
A l’ensemble des mots de A<ω
2
de longueur
limite, il vient
X = abA<ω
2
\ (LbA<ω
2
+A<ω
2
a+A<ω
2
aaA<ω
2
+A<ω
2
bbA<ω
2
).
The´ore`me 63 (Bedon) [6] Un ensemble de mots indexe´s par des ordinaux
de rang fini est sans e´toile si et seulement si son semigroupe syntaxique est
ape´riodique et fini.
La preuve de ce the´ore`me utilise une approche logique et montre e´galement que
les langages sans e´toile de mots transfinis sont de´finis par des formules logiques
du premier ordre.
5.2.4 Mots sur les ordres line´aires
De´finition 29 Soit A un alphabet fini et soit n un entier naturel. La classe
SFn(A) (ou SFn) des ensembles sans e´toile de rang au plus n est le plus petit
ensemble contenant P(A) des parties de A et ferme´ par produit fini et par les
ope´rations boole´ennes ou` le comple´ment est pris par rapport a` l’ensemble AWn .
Bien suˆr, l’ensemble AWn appartient a` SFn puisque c’est le comple´ment de
∅ ∈ SFn.
Exemple 65 Pour tout entier naturel n, les ensembles G et D de mots de rang
au plus n et de longueur limite a` gauche et a` droite sont sans e´toile :
G = AWn \AAWn , D = AWn \AWnA.
L’ensemble A∗ des mots finis appartient aussi a` SFn : c’est l’ensemble des mots
ne contenant aucun facteur de longueur limite :
A∗ = AWn \AWn(G ∪D)AWn
= AWn \ (AWn(G ∪D)AWn ∪GAWn ∪AWnD).
Lemme 64 Quels que soient les entiers naturels n et k < n, les ensembles
AWk , (AWk)ω et (AWk)−ω appartiennent a` SFn.
89
Preuve. Soit n ∈ N. L’exemple 65 montre de´ja` que A∗ ∈ SFn. On montre
que pour tout 0 ≤ k < n, si AWk ∈ SFn, alors (AWk)ω , (AWk)−ω et AWk+1
appartiennent a` SFn. Soit 0 ≤ k < n. Supposons A
Wk ∈ SFn. Son comple´ment
AWk = AWn \AWk appartient donc aussi a` SFn. On montre que (AWk)ω ∈ SFn
en utilisant l’expression sans e´toile suivante :
(AWk )ω = AWk \ (AWk AWk ∪AWkAWk)
L’inclusion de gauche a` droite est directe. Re´ciproquement, soit x appartenant
au membre droit de l’e´galite´. Comme x ∈ AWn \AWk , il existe un entier k < r ≤
n tel que |x| ∈Wr \Wr−1. Notons |x| =
m∑
i=1
Ki ou` Ki ∈ Ur pour tout 1 ≤ i ≤ m.
Comme x ∈ AWk \ AWkAWk , il existe un unique entier 1 ≤ i0 ≤ m tel que
Ki0 ∈ Ur \Wk. De plus, i0 = m puisque x ∈ A
Wk \AWkAWk . On sait donc que
x admet une factorisation x = x′x′′ ou` |x′| ∈ Wk et |x′′| ∈ Ur\Wk. Par de´finition
de Ur, |x′′| =
∑
j∈J
Ij ou` pour tout j ∈ J ,Ij ∈ Wr−1 et ou` J ∈ N ∪ {ω,−ω}. Si
J ∈ N alors |x| ∈ Wr−1 ce qui est une contradiction. Donc J ∈ {ω,−ω}. Par
l’absurde, supposons qu’il existe j0 ∈ J tel que Ij0 ∈ Wr−1 \Wk. si J = ω alors
les ordres line´aires
∑
j≤j0
Ij et
∑
j0<j
Ij appartiennent tous les deux a` Wr−1 \Wk.
Cela signifierait que x ∈ AWkAWk ce qui est une contradiction. L’argument
syme´trique pour J = −ω montre que x′′ ∈ (AWk)ω ou que x′′ ∈ (AWk )−ω.
Comme x ∈ AWk \AWkAWk , on conclut que x ∈ (AWk)ω et que (AWk)ω ∈ SFn.
De fac¸on syme´trique on obtient (AWk)−ω ∈ SFn.
Il reste a` prouver que AWk+1 ∈ SFn. Pour cela, on montre l’e´galite´ suivante :
AWn \AWk+1 = AWn(G ∪D)AWn
ou` G = AWn \ (AWk ∪ (AWk)−ω)AWn et D = AWn \AWn(AWk ∪ (AWk)ω)
L’inclusion de gauche a` droite de´coule du fait que tout mot appartenant a` G ou
a` D est de rang strictement supe´rieur a` k+ 1. Re´ciproquement, soit x ∈ AWn \
AWk+1 . Alors x posse`de au moins un facteur y appartenant a` (AWk+1 \ AWk)ω
ou a` (AWk+1 \AWk)−ω. Or (AWk+1 \AWk)ω ⊂ D et (AWk+1 \AWk)−ω ⊂ G. D’ou`
x ∈ AWn(G ∪D)AWn , ce qui conclut la preuve.
✷
Pour tout X ∈ SFn, on dispose d’une expression sans e´toile de X ou` le
comple´ment est pris par rapport a` l’ensemble AWn . Comme AWn ∈ SFn+1, on
peut remplacer dans celle-ci toute expression de la forme AWn \Y par (AWn+1 \
Y ) ∩AWn et obtenir une expression sans e´toile de X ou` le comple´ment est pris
par rapport a` l’ensemble AWn+1 .
Corollaire 65 Quel que soit n ∈ N, SFn ⊆ SFn+1.
Soient n ∈ N et X ∈ SFn. On de´finit f inductivement par
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∀a ∈ A, f(a) = a
∀X1, X2 ∈ SFn, f(X1 ·X2) = f(X1) · f(X2),
f(X1 ∪X2) = f(X1) ∪ f(X2),
f(X1 ∩X2) = f(X1) ∩ f(X2),
f(X1 \X2) = f(X1) ∩ (A
Wn+1 \ f(L2)) ∩A
Wn .
d’apre`s le lemme 65, AWn ∈ SFn+1 d’ou` X = f(X) ∈ SFn+1. ✷
Les paragraphes suivants sont consacre´s a` la preuve du the´ore`me suivant :
The´ore`me 66 Un ensemble de mots indexe´s par des ordres line´aires disperse´s
de rang fini est sans e´toile si et seulement si son ⋄-semigroupe syntaxique est
fini et ape´riodique.
5.3 Des ⋄-semigroupes ape´riodiques vers les lan-
gages sans e´toile
Soit S un ⋄-semigroupe fini ape´riodique reconnaissant un ensemble X de
rang fini r. Il existe un morphisme de ⋄-semigroupe ϕ : A⋄−→S et un ensemble
P ⊆ S tels que X = ϕ−1(P ). Pour tout entier n ∈ N et tout e´le´ment p ∈ S, on
note Xn,p l’ensemble des mots de rang au plus n et d’image p par ϕ :
Xn,p = ϕ
−1(p) ∩AWn .
Comme X =
⋃
p∈P
Xr,p et que les ensembles sans e´toile sont clos par union fini,
il suffit de montrer que pour tout p ∈ P , Xr,p ∈ SFr. On va montrer par
re´currence sur n que pour tout n ∈ N et pour tout p ∈ S, Xn,p ∈ SFn. Le cas de
base sera donne´ par le the´ore`me de Schu¨tzenberger. Pour le pas de re´currence,
on va d’abord montrer que pour tout idempotent e ∈ E(S), si Xn,e ∈ SFn alors
Xωn,e ∈ SFn+1. La preuve est une adaptation de celle du The´ore`me 5.4 de [32].
Lemme 67 Quels que soient n ∈ N et e ∈ E(S), (Xn,e)ω = (AW
′
n)ω \ Z ou`
Z =
⋃
s∈S
Xn,s[(A
Wn)ω \ (
⋃
t∈S,
st=e
Xn,t)Xn,e(A
Wn)ω ].
Preuve. Soient n ∈ N et e ∈ E(S). Soit x ∈ Xωn,e. Par l’absurde, supposons que
x ∈ Z. On dispose d’une factorisation x = x′x′′ telle que pour toute factorisation
x′′ = yy′y′′, ϕ(x′y) 6= e ou ϕ(y′) 6= e. Autrement dit la longueur du plus long
pre´fixe de x appartenant a` Xn,eXn,e est borne´e. La contradiction avec x ∈ Xωn,e
assure que x ∈ (AWn)ω \ Z.
Re´ciproquement, soit x ∈ (AWn)ω \ Z et soit x = u0x0 une factorisation
quelconque. Notons s = ϕ(u0). Comme x /∈ Z, il existe t ∈ S tel que st = e et
x0 ∈ Xn,tXn,e(AWn)ω. On dispose donc de v0, w0 ∈ AWn tels que ϕ(u0v0) = e,
ϕ(w0) = e et x0 = v0w0x1 pour un certain suffixe x1 ∈ (AWn)ω de x. On
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peut re´appliquer ce raisonnement a` la factorisation x = u1x1 et obtenir de
fac¸on re´cursive des suites (ui)i≥0, (xi)i≥0, (vi)i≥0 et (wi)i≥0 telles que pour
tout i ≥ 0,
x = uixi , ui+1 = uiviwi , ϕ(uivi) = e et ϕ(wi) = e
Soit x =
∏
i∈ω
yi la factorisation de´finie par y0 = u0v0 et pour tout i > 0,
yi = wi−1vi.
u0 v0 w0 v1 w1 v2
e e
e
e
y0 y1 y2
On dispose d’une superfactorisation x =
∏
i∈ω
y′i et d’une paire lie´e a` droite
(r, f) ∈ S × E(S) tels que ϕ(y′0) = r et pour tout i > 0, ϕ(y
′
i) = f . On montre
que (r, f) = (e, e). Comme il existe m ∈ N tel que ϕ(y′0) = ϕ(y0y1 . . . ym) =
ϕ(umvm), on obtient r = e. De meˆme, on dispose de m1 ≤ m2 tels que
f = ϕ(ym1 . . . ym2) = ϕ(wm1−1)ϕ(vm1ym1+1 . . . ym2) = eg ou` g ∈ S. D’ou`
f = eg = eeg = ef . Comme (e, f) est un couple lie´ a` droite, e = ef ce qui
conclut e = f . ✷
Etant donne´ n ∈ N, on a montre´ que pour tout p ∈ S, si Xn,p ∈ SFn, alors
l’ensemble Yn+1,p de´fini par
Yn+1,p = ϕ
−1(p) ∩AU
′
n+1 = Xn,p ∪
⋃
(t,e)∈S×E(S),
teτ=p
Xn,tX
ω
n,e ∪
⋃
(t,e)∈S×E(S),
e−τ t=p
X−ωn,eXn,t
appartient a` SFn+1. Le reste de la preuve est inspire´e de [30] et utilise les deux
lemmes ci-dessous.
Lemme 68 Soit S un semigroupe ape´riodique. Quels que soient p, r et s ap-
partenant a` S, si p = rps alors p = rp = ps.
Preuve. Soit S un semigroupe ape´riodique et soient p, r, s ∈ S. On dispose
d’un entier k tel que rk+1 = rk. Il vient p = rps = rkpsk = rk+1psk = rp. De
fac¸on similaire, on obtient p = ps. ✷
Dans un semigroupe ape´riodique, si deux e´le´ments p et s ve´rifient s ≤R p,
s ≤L p et p ≤R s alors ils sont e´gaux.
Lemme 69 Soit S un semigroupe ape´riodique. Quel que soit p appartenant a`
S, p = (pS1 ∩ S1p) \ {r ∈ S | p /∈ S1rS1}.
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Preuve. Soit S un semigroupe ape´riodique et soit p ∈ S. L’inclusion de gauche
a` droite est e´vidente. Re´ciproquement, soit s appartenant au membre droit de
l’e´galite´. On dispose de a, b, c, d ∈ S1 tels que s = pa = bp et p = csd. Donc
s = csda et d’apre`s le lemme 68, s = cs. On obtient s = sd de fac¸on similaire
d’ou` s = csd = p. ✷
Pour tout p ∈ S, on donne une expression de Xn+1,p a` partir des ensembles
Yn+1,s pour s ∈ S.
Lemme 70 Quels que soient n ∈ N et p ∈ S,
Xn+1,p = (RA
Wn+1 ∩AWn+1L) \AWn+1JAWn+1
ou`
R =
⋃
sRp
Yn+1,s ∪
⋃
rsRp,
r>Rp
Xn+1,rYn+1,s
L =
⋃
sLp
Yn+1,s ∪
⋃
srLp,
r>Lp
Yn+1,sXn+1,r
J =
⋃
s<J p
Yn+1,s ∪ (
⋃
rs≥J p,
st≥J p,
rst<J p
Yn+1,rXn+1,sYn+1,t) ∪ (
⋃
r≥J p,
s≥J p,
rs<J p
Yn+1,rYn+1,s).
Preuve. Soient n ∈ N et p ∈ S. Soit x ∈ Xn+1,p. On commence par montrer
que x ∈ RAWn+1 . On dispose d’un entier m et d’une factorisation x =
m∏
i=1
xi
telle que pour tout 1 ≤ i ≤ m, xi ∈ Yn+1,p. Si m = 1, alors x ∈ R. Sinon comme
ϕ(x) = p, il existe 1 ≤ i0 ≤ m tel que pour tout 1 ≤ i < i0, ϕ(x1 . . . xi) >R p et
pour tout i0 ≤ i ≤ m, ϕ(x1 . . . xi) R p.
– Si i0 = 1 alors ϕ(x1) R p et x ∈
⋃
sRp
Yn+1,sA
Wn+1 .
– Sinon i0 > 1 : Notons r = ϕ(x1 . . . xi0−1) et s = ϕ(xi0 ). Comme r >R p,
rs R p et xio ∈ Yn+1,s il vient x ∈
⋃
rsRp,
r>Rp
Xn+1,rYn+1,sA
Wn+1 .
D’ou` x ∈ RAWn+1 . La preuve de x ∈ AWn+1L peut se faire syme´triquement. De
plus, si x ∈ AWn+1JAWn+1 alors ϕ(x) 6= p par de´finition de J . On obtient ainsi
la premie`re inclusion.
Re´ciproquement, soit x ∈ (RAWn+1 ∩AWn+1L)\AWn+1JAWn+1 . Comme x ∈
RAWn+1 , il vient ϕ(x) ∈ pS. De meˆme, x ∈ AWn+1L donc ϕ(x) ∈ S1p. D’apre`s
le lemme 69, il suffit de montrer que ϕ(x) ≥J p pour conclure que ϕ(x) = p.
Par l’absurde, supposons que ϕ(x) <J p. Si |x| ∈ Un, alors x ∈ Yn+1,ϕ(x) ⊆ J
ce qui est une contradiction. Sinon x il existe un entier m et une factorisation
x =
m∏
i=1
xi telle que pour tout 1 ≤ i ≤ m, |xi| ∈ Un. Comme ϕ(x) <J p, il
existe 1 ≤ i0 ≤ j0 ≤ m tels que ϕ(xi0 . . . xj0 ) <J p,ϕ(xi0+1 . . . xj0) ≥J p et
ϕ(xi0 . . . xj0−1) ≥J p.
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– Cas 1 : i0 = j0. Alors ϕ(xi0 ) <J p donc x ∈ A
Wn+1Yn+1,ϕ(xi0)A
Wn+1 ⊆
AWn+1JAWn+1 .
– Cas 2 : i0 + 1 = j0. Alors x ∈ AWn+1Yn+1,ϕ(xi0)Yn+1,ϕ(xj0)A
Wn+1 avec
ϕ(xi0 )ϕ(xj0 ) <J p, ϕ(xi0 ) ≥J p et ϕ(xj0 ) ≥J p.
– Cas 3 : j0 − i0 ≥ 2. Soit r = ϕ(xi0 ), s = ϕ(xi0+1 . . . xj0−1) et t = ϕ(xj0 ).
On a rs ≥J p, st ≥J p et rst <J p. De plus, xi0 ∈ Yn+1,r et xj0 ∈ Yn+1,t
donc x ∈ AWn+1JAWn+1 ce qui est une contradiction.
✷
Pour tout p ∈ S, on obtient une expression de Xn+1,p contenant des en-
sembles de la forme Yn+1,s ou` s ∈ S mais aussi de la forme Xn+1,s. Le lemme
suivant montre que les ensemblesXn+1,s apparaissant dans l’expression ve´rifient
s >J p.
Lemme 71 Quel que soit S ⋄-semigroupe fini ape´riodique et quels que soient
p, r, s et t des e´le´ments de S,
i) si p ≤R r alors p <J r ;
ii) si p ≤L r alors p <J r ;
iii) si rs ≥J p, st ≥J p et rst <J p alors s >J p.
Preuve. Soit S un ⋄-semigroupe fini ape´riodique et soient p, r, s, t ∈ S.
i) Supposons que p <R r. Alors p ≤J r donc p ≤J r. De plus p J r et
p ≤R r implique p R r. Donc r >J p.
ii) Similaire a` i).
iii) Supposons que rs ≥J p, st ≥J p et rst <J p. Il existe a, b, c, d ∈ S tels
que p = arsb = cstd, donc p ≤J s. Par l’absurde, si p J s, il existe u, v ∈ S
tels que s = upv donc en utilisant le lemme 68 on obtient s = uarsbv = uars,
p = cuarstd et p ≤J rst ce qui est une contradiction. D’ou` s >J p. ✷
On obtient alors le re´sultat en utilisant une induction sur la D-classe.
Proposition 72 Quel que soit le ⋄-semigroupe fini ape´riodique S et quel que
soit le morphisme de ⋄-semigroupe ϕ : A⋄−→S , pour tout n ∈ N et pour tout
p ∈ S, Xn,p ∈ SFn.
Preuve. Soit S un ⋄-semigroupe fini ape´riodique et soit ϕ : A⋄−→S. On montre
par re´currence sur n ∈ N que quel que soit p ∈ S, Xn,p ∈ SFn. Supposons que
n = 0 et soit p ∈ S. L’ensemble ϕ−1(p) ∩A∗ est reconnu par le semigroupe fini
ape´riodique support de S. Le the´ore`me de Schu¨tzenberger donne alors X0,p ∈
SF0. Soit 0 ≤ n. Par hypothe`se de re´currence, pour tout p ∈ S, Xn,p ∈ SFn
donc Xn,p ∈ SFn+1 d’apre`s le corollaire 65. D’autre part, le lemme 64 donne
(AWn)ω ∈ SFn+1 et (AWn)−ω ∈ SFn+1. En utilisant le lemme 67, pour tout
p ∈ S, Yn+1,p ∈ SFn+1. On montre que pour tout p ∈ S, Xn+1,p ∈ SFn+1 par
induction sur la Dclasse de p. Notons que le lemme 70 peut se re´crire avec les
meˆme notations :
Xn+1,p = ((R ∪RAWn+1) ∩ (L ∪AWn+1L))
\(J ∪AWn+1J ∪ JAW
′
n+1 ∪AWn+1JAWn+1).
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Il suffit donc de montrer que R, L et J appartiennent a` SFn+1 pour conclure.
– Supposons que pour tout s ∈ S, p ≥J s. D’apre`s le lemme 71, R =⋃
sRp
Yn+1,s, L =
⋃
sLp
Yn+1,s et J =
⋃
s<J p
Yn+1,s ∪
⋃
r≥J p,
s≥J p,
rs<J p
Yn+1,rYn+1,s donc
Xn+1,p ∈ SFn+1.
– Soit p ∈ S. D’apre`s l’hypothe`se d’induction sur la D-classe, pour tout
s ∈ S tel que s >J p, Xn+1,s ∈ SFn+1. D’apre`s les lemmes 70 et 71, on
obtient Xn+1,p ∈ SFn+1.
✷
On a montre´ que tout ensemble de rang fini n reconnu par un ⋄-semigroupe fini
ape´riodique appartient a` SFn.
Proposition 73 Tout ensemble de rang fini et reconnu par un ⋄-semigroupe
fini ape´riodique est sans e´toile.
La construction est illustre´e par l’exemple suivant.
Exemple 66 Soit S = {e, f, s, 0} le ⋄-semigroupe dont le produit est de´fini par
ee = e , ff = sf = ef = f , ss = fs = fe = es = se = s et eτ = f
tous les autres produits valant 0.
e∗
s∗ f∗
0∗
Soit ϕ le morphisme de´fini pour tout a ∈ A par ϕ(a) = e. Comme S ne contient
que des idempotents, il est ape´riodique et on cherche une expression sans e´toile
de X = ϕ−1(f) = (Aω)+. Pour le rang 0, le seul ensemble non vide est X0,e =
A+ d’ou` Y1,e = A
+, Y1,f = A
ω et Y1,0 = A
−ω. Pour X1,e avec les notations
du Lemme 70, R = A+, L = A+ et J = A−ω ∪ A−ω d’ou` X1,e = A+ =
(A+AW1∩AW1A+)\AW1 (A−ω∪A−ω)AW1 . PourX1,f , il vient, R = Aω, L = Aω
et J = A−ω d’ou` X = X1,f = (A
ωAW1 ∩AW1Aω) \AW1A−ωAW1 .
5.4 Des langages sans e´toile vers les ⋄-semigroupes
ape´riodiques
Quel que soit l’entier naturel n, rappelons que SFn est le plus petit ensemble
contenant {a} pour tout a ∈ A et ferme´ par produit fini et par les ope´rations
boole´ennes ou` le comple´ment est pris par rapport a` l’ensemble AWn . On prouve
que l’ensemble des langages reconnus par un ⋄-semigroupe fini ape´riodique
ve´rifie ces proprie´te´s de fermeture. Le produit de Schu¨tzenberger de deux semi-
groupes S et T , note´ S ⋄ T est l’ensemble S ×P(S1× T 1)× T muni du produit
fini de´fini par :
(s1, P1, t1) · (s2, P2, t2) = (s1s2, s1P2 ∪ P1t2, t1t2)
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ou` s1P2 = {(s1s2, t2) | (s2, t2) ∈ P2} et P1t2 = {(s1, t1t2) | (s1, t1) ∈ P1}.
Un e´le´ment (s, P, t) de S ⋄T est repre´sente´ par la matrice
[
s P
0 t
]
et le produit
fini est le produit matriciel. Pour tous les ⋄-semigroupes finis S et T , on e´tend
S⋄T en un ⋄-semigroupe en de´finissant les fonctions τ et −τ pour tout (s, P, t) ∈
S ⋄ T par[
s P
0 t
]τ
=
[
sτs {(sks′, t′tτt) | k ∈ N, (s′, t′) ∈ P} ∪ {(sτs , 1)}
0 tτt
]
[
s P
0 t
]−τ
=
[
s−τs {(s−τss′, t′tk) | k ∈ N, (s′, t′) ∈ P} ∪ {(1, t−τt)}
0 t−τt
]
ou` τs, −τs, τt et −τt repre´sentent les fonctions de´finissant S et T .
Lemme 74 Soient S et T des ⋄-semigroupes finis. Les fonctions τ et −τ sont
compatibles respectivement a` droite et a` gauche avec S ⋄ T .
Preuve. On montre que τ est compatible a` droite avec S ⋄T . La preuve concer-
nant −τ peut se faire de fac¸on syme´trique. Soit r ∈ S ⋄ T et soit n ∈ N. On
montre que (rn)τ = rτ . Notons r = (s, P, t).
(rn)τ =
sn n−1⋃
i=0
siPtn−1−i
0 tn
τ = [sτs E ∪ {(sτs , 1)}
0 tτt
]
avec
E = {(snks′, t′(tn)τt) | k ∈ N, (s′, t′) ∈
n−1⋃
i=0
siPtn−1−i}
=
n−1⋃
i=0
{(snk+is′, t′tn−1−itτt) | k ∈ N, (s′, t′) ∈ P}
=
n−1⋃
i=0
{(snk+is′, t′tτt) | k ∈ N, (s′, t′) ∈ P}
= {(sks′, t′tτt) | k ∈ N, (s′, t′) ∈ P}
On montre a` pre´sent que quels que soient r1, r2 ∈ S ⋄ T , r1(r2r1)τ = (r1r2)τ .
Soient r1, r2 ∈ S ⋄ T note´s r1 = (s1, P1, t1) et r2 = (s2, P2, t2).
r1(r2r1)
τ =
[
s1 P1
0 t1
][
(s2s1)
τs {((s2s1)ks′, t′(t2t1)τt) | (s′, t′) ∈ s2P1 ∪ P2t1} ∪ {((s2s1)τs , 1)}
0 (t2t1)
τt
]
=
[
(s1s2)
τs E ∪ {((s1s2)τs , 1)}
0 (t1t2)
τt
]
avec
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E = s1{((s2s1)ks′, t′(t2t1)τt) | (s′, t′) ∈ s2P1 ∪ P2t1} ∪ P1(t2t1)τt
= {(s1(s2s1)ks2s′, t′(t2t1)τt) | (s′, t′) ∈ P1} ∪ {(s′, t′(t2t1)τt) | (s′, t′) ∈ P1}
∪ {(s1(s2s1)ks′, t′t1(t2t1)τt) | (s′, t′) ∈ P2}
= {((s1s2)k+1s′, t′(t1t2)τt) | k ∈ N, (s′, t′) ∈ P1t2} ∪ {(s′, t′(t1t2)τt) | (s′, t′) ∈ P1t2}
∪ {((s1s2)
ks′, t′(t1t2)
τt) | (s′, t′) ∈ s1P2}
= {((s1s2)ks′, t′(t1t2)τt) | k ∈ N, (s′, t′) ∈ P1t2 ∪ P1t2}
d’ou` r1(r2r1)
τ = (r1r2)
τ ce qui conclut que τ est compatible a` droite avec S ⋄T .
✷
D’apre`s la proposition 45, le ⋄-semigroupe S ⋄T est donc bien de´fini. De plus le
produit de Schu¨tzenberger de deux ⋄-semigroupes ape´riodiques est ape´riodique.
Proposition 75 L’ensemble des ⋄-semigroupes finis ape´riodiques est ferme´ par
produit de Schu¨tzenberger.
Preuve. Soient S et T deux ⋄-semigroupes finis ape´riodiques. On dispose de
deux entiers ks et kt tels que quel que soit s ∈ S, s
ks = sks+1 et quel que soit
t ∈ T , tkt = tkt+1 . On montre que pour tout r ∈ S ⋄ T , rks+kt+1 = rks+kt+2.
Soit (s, P, t) ∈ S ⋄ T . Notons que quel que soit k ∈ N,
[
s P
0 t
]k
=
sk k−1⋃
i=0
siPtk−1−i
0 tk

Puisque sks+kt+1 = sks+kt+2 et tks+kt+1 = tks+kt+2, il suffit de montrer l’e´galite´
suivante :
ks+kt+1⋃
i=0
siPtks+kt+1−i =
ks⋃
i=0
siPtks+kt+1−i ∪
ks+kt+1⋃
i=ks+1
siPtks+kt+1−i
=
ks⋃
i=0
siPtks+kt−i ∪
ks+kt+1⋃
i=ks+1
si−1Ptks+kt−(i−1)
=
ks⋃
i=0
siPtks+kt−i ∪
ks+kt⋃
i=ks
siPtks+kt−i
=
ks+kt⋃
i=0
siPtks+kt−i
✷
Soient ϕ : A⋄−→S et ψ : A⋄−→T deux morphismes de ⋄-semigroupe. L’applica-
tion ϕ ⋄ ψ de´finie pour tout a ∈ A par
ϕ ⋄ ψ(a) =
[
ϕ(a) {(ϕ(a), 1), (1, ψ(a))}
0 ψ(a)
]
peut eˆtre e´tendue de fac¸on unique en un morphisme de ⋄-semigroupe ve´rifiant
la proprie´te´ ci-dessous.
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Lemme 76 Pour tout entier n et tout mot u de rang au plus n,
ϕ ⋄ ψ(u) =
[
ϕ(u) {(ϕ(v), ψ(w)) | u = vw}
0 ψ(u)
]
Preuve. Par re´currence sur n ∈ N. Soit u ∈ AW0 . Par de´finition de ϕ ⋄ ψ, la
proprie´te´ est satisfaite pour toute lettre a ∈ A. De plus, la proprie´te´ est stable
par produit fini : quels que soient u et u′ satisfaisant le lemme,
ϕ ⋄ ψ(uu′) = ϕ ⋄ ψ(u) ϕ ⋄ ψ(u′)
=
[
ϕ(u) {(ϕ(v), ψ(w)) | u = vw}
0 ψ(u)
][
ϕ(u′) {(ϕ(v), ψ(w)) | u′ = vw}
0 ψ(u′)
]
=
[
ϕ(uu′) {(ϕ(uv), ψ(w)) | u′ = vw} ∪ {(ϕ(v), ψ(wu′)) | u = vw}
0 ψ(uu′)
]
=
[
ϕ(uu′) {(ϕ(v), ψ(w)) | uu′ = vw}
0 ψ(uu′)
]
Soient n ∈ N et u ∈ AWn+1 . Par hypothe`se de re´currence et par ce qui pre´ce`de,
il suffit de traiter le cas ou` |u| ∈ (Wn)ω ou |u| ∈ (Wn)−ω. Comme ces deux cas
sont syme´triques, on suppose que |u| ∈ (Wn)ω. On dispose d’une factorisation
u =
∏
i∈ω
ui et d’une paire lie´e a` droite (r, e) ∈ S⋄T×E(S⋄T ) tels que ϕ⋄ψ(u0) = r
et pour tout i > 0, ϕ⋄ψ(ui) = e. On montre le re´sultat pour u′ =
∏
i>0
ui. Notons
e = (s, P, t). Comme ϕ(u′) = sτs et ψ(u′) = tτt , il suffit de prouver que
{(sτs , 1)} ∪ {(sks′, t′tτt) | k ∈ N, (s′, t′) ∈ P} = {(ϕ(v), ψ(w)) | vw = u′}.
Soient v, w ∈ AWn+1 tels que u′ = vw. Si w = ǫ alors (ϕ(v), ψ(w)) = (sτs , 1).
Sinon w 6= ǫ et il existe k > 0 et v′, w ∈ AW
′
n+1 tels que v = u1 . . . ukv
′, w =
w′uk+2 . . . et v
′w′ = uk+1. Comme ϕ ⋄ψ(uk+1) = e et |uk+1| ∈Wn, l’hypothe`se
d’induction donne (ϕ(v′), ψ(w′)) ∈ P et donc (ϕ(v), ψ(w)) = (ϕ(u1 . . . uk)ϕ(v′),
ψ(w′)ψ(uk+2 . . .)) = (s
ks′, t′tτt) avec (s′, t′) ∈ P ce qui conclut l’inclusion de la
droite vers la gauche.
Re´ciproquement, soit k ∈ N et soit (s′, t′) ∈ P . D’apre`s l’hypothe`se d’induc-
tion, il existe v′, w′ ∈ AWn tels que (s′, t′) = (ϕ(v′), ψ(w′)) et uk+1 = v′w′. Donc,
(sks′, t′tτt) = (ϕ(u1 . . . ukv
′), ψ(w′uk+2 . . .)). De plus, (s
τs , 1) = (ϕ(u′), ψ(ǫ)) ce
qui conclut la preuve. ✷
On de´duit de ce lemme 76 que la classe des ensembles reconnus par des ⋄-
semigroupes finis ape´riodiques est ferme´e par produit fini et ope´rations boole´en-
nes.
The´ore`me 77 Un ensemble de rang fini est sans e´toile si et seulement si il est
reconnu par un ⋄-semigroupe fini et ape´riodique.
Preuve. Soit n ∈ N et soient X ⊆ AWn et Y ⊆ AWn . Supposons que X et Y
sont reconnus par des ⋄-semigroupes finis ape´riodiques S et T . On dispose de ϕ :
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A⋄−→S, ψ : A⋄−→T , PS ⊆ S et PT ⊆ T tels queX = ϕ−1(PS) et Y = ψ−1(PT ).
D’apre`s le lemme 76, X ∪ Y = ϕ ⋄ ψ−1({(s, P, t) ∈ S ⋄ T | s ∈ PS ou t ∈ PT }),
X∩Y = ϕ⋄ψ−1({(s, P, t) ∈ S⋄T | s ∈ PS et t ∈ PT }),XY = ϕ⋄ψ
−1({(s, P, t) ∈
S⋄T | PS×PT∩P 6= ∅}) et A⋄\X = ϕ⋄ψ−1({(s, P, t) ∈ S⋄T | s 6∈ PS}). De plus,
AWn est reconnu par le ⋄-semigroupe fini ape´riodique Sn = {e0, e1, . . . , en+1} ne
contenant que des idempotents tel que pour tout 0 ≤ i ≤ n−1, eτi = e
−τ
i = ei+1
et eτn+1 = e
−τ
n+1 = en+1 et pour tout 0 ≤ j ≤ n, eiej = ejei = emax(i,j). Donc
AWn \X = AWn ∩A⋄ \X est reconnu par Sn ⋄S. D’apre`s le lemme 75, la classe
des ensembles reconnus par des ⋄-semigroupes finis ape´riodiques est ferme´e par
produit fini, ope´rations boole´ennes et comple´mentation par rapport a` AWn .
Comme elle contient {a} pour tout a ∈ A, elle contient SFn par de´finition. La
re´ciproque est donne´e par la proposition 73. ✷
On revient alors a` la preuve du the´ore`me 66 : un ensemble de rang fini est
sans e´toile si et seulement si son ⋄-semigroupe syntaxique est fini et ape´riodique.
Preuve : Soit n ∈ N et soit X ⊆ AWn . Supposons que S(X) est fini
et ape´riodique. D’apre`s la proposition 60, S(X) reconnaˆıt X donc X est sans
e´toile. Re´ciproquement, supposons que X ∈ SFn et montrons que S(X) est
ape´riodique. On dispose d’un ⋄-semigroupe fini ape´riodique S reconnaissant X .
D’apre`s la proposition 60, S(X) divise S. On dispose d’un sous-⋄-semigroupe U
de S et d’un morphisme surjectif ψ : U−→S(X). Soit s ∈ S(X). On dispose de
u ∈ U tel que ψ(u) = s. Comme S est ape´riodique, U l’est aussi. Il existe donc
un entier m tel que um = um+1 et l’e´galite´ suivante est ve´rifie´e :
sm+1 = ψ(u)m+1 = ψ(um+1) = ψ(um) = ψ(u)m = sm.
✷
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Conclusion et perspectives
Dans le chapitre 4, nous avons montre´ qu’un ensemble de mots indexe´s par
des ordres line´aires de´nombrables et disperse´s est rationnel si et seulement si son
⋄-semigroupe syntaxique est fini. Dans le chapitre 5, nous avons partiellement
e´tendu le the´ore`me de Schu¨tzenberger aux ensembles de rang fini. Une question
naturelle est bien suˆr de savoir si ce re´sultat s’e´tend a` tous les ordres disperse´s :
un sous-ensemble de A⋄ serait sans e´toile si et seulement si son ⋄-semigroupe
syntaxique est fini et ape´riodique.
Dans le cas des mots finis, l’approche alge´brique me`ne a` une classification
des ensembles reconnaissables en fonction des proprie´te´s de leur semigroupe
syntaxique. Les classes des ensembles rationnels et des ensembles sans e´toile
ne sont pas les seules e´tudie´es. Simon a par exemple de´fini les ensembles tes-
tables par morceaux comme les ensembles dont le semigroupe syntaxique est
fini et J -trivial. Une structure naturelle pour formuler ce type de re´sultat est la
the´orie des varie´te´s, de´veloppe´e par Eilenberg. Cette the´orie consiste a` e´tudier
des classes d’alge`bres ferme´es par sous-alge`bre, quotient et produit direct fini.
Le the´ore`me d’Eilenberg montre une correspondance entre ces varie´te´s et les
familles de langages rationnels. Un premier pas serait de ge´ne´raliser ce re´sultat
aux ensembles de mots sur les ordres line´aires disperse´s.
D’autre part, la preuve de fermeture par comple´mentation de la classe des
ensembles rationnels de mots indexe´s par les ordres line´aires disperse´s permet
d’aborder les proble`mes de logique sur ces structures. Dans le cas des mots
finis, il est bien connu que les automates ont le meˆme pouvoir d’expression que
la logique monadique du second ordre. Un prolongement naturel de nos travaux
serait d’e´tendre ce re´sultat aux automates sur les ordres line´aires. Un autre
objectif est de ge´ne´raliser l’e´quivalence entre langages sans e´toile et logique du
premier ordre.
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