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Abstract
A simple proof is provided to show that any bounded normal operator
on a real Hilbert space is orthogonally equivalent to its transpose(adjoint). A
structure theorem for invertible skew-symmetric operators, which is analogous
to the finite dimensional situation is also proved using elementary techniques.
The second result is used to establish the main theorem of this article, which is
a generalization of Williamson’s normal form for bounded positive operators
on infinite dimensional separable Hilbert spaces. This has applications in the
study of infinite mode Gaussian states.
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1 Introduction
Williamson’s theorem characterizing positive definite real matrices of even order is
fairly well-known and is a very useful result. We begin by stating this theorem,
which we are going to generalize. Let n be a natural number. Suppose A is a
strictly positive (hence invertible) real matrix of order 2n × 2n. Then there exists
a symplectic matrix L of order 2n× 2n and a strictly positive diagonal matrix P of
order n× n, such that
A = LT
[
P 0
0 P
]
L,
where LT denotes the transpose of L. Here the matrix P is uniquely determined up
to permutation and the diagonal entries are known as symplectic eigenvalues of A.
Symplectic transformations appear naturally in several physical models in classi-
cal mechanics, quantum mechanics, optics etc. For example, the collection of 2n×2n
symplectic matrices, n ∈ N, arises as the group of linear transformations preserving
the classical Poisson Brakets and the canonical commutation relations (CCR) among
the n pairs of position and momentum observables [ADMS95]. A similar situation
occurs in the infinite dimensional situation also, in the context of Shales’s theorem
on the Bogoliubov automorphisms of Weyl commutation relations[Sha62, BS05]. In
these scenarios, symplectic transformations play the role similar to that played by
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unitary or orthogonal transformations in Euclidean geometry. Thus the importance
of Williamson’s normal form in these contexts is similar to the importance of spectral
theorem in linear algebra.
The theorem mentioned in the first paragraph was first proved by J. Williamson
in [Wil36]. It has been extensively used to understand the symplectic geometry and
has applications in Harmonic Analysis and Physics (See [dG11]). In recent years
there is somewhat renewed interest in the field [BJ15, ISGW17] in view of its rele-
vance in quantum information theory and its usefulness to understand symmetries
of finite mode quantum Gaussian states [Par13]. We wish to extend some of the
results of Parthasarathy [Par13], to infinite mode Gaussian systems (see [BJS18])
and for the purpose we need a generalization of the Williamson’s theorem to sep-
arable infinite dimensional Hilbert spaces. Of course, such a generalization would
be of independent interest. Here we are precisely in the same situation as Bo¨ttcher
and Pietsch [BP12] regarding operator theory on real Hilbert spaces, namely we are
unable to find any source in literature where such a theorem has been worked out.
The main goal of the present paper is to fill this apparent gap. In the process we
find shortcuts and simplifications of some known results on real normal operators.
In this subject it is necessary to deal with real linear operators on real Hilbert
spaces and their complexifications. We know that non-real eigenvalues of real ma-
trices appear in conjugate pairs. We need appropriate generalization of this result
in infinite dimensions. This is realised in Theorem 3.1, where we show that every
normal operator on a real Hilbert space is orthogonally equivalent to its adjoint.
This result is known [Vis78], however we have an elementary direct proof of this
fact. A more delicate result characterizing complex matrices unitarily equivalent to
their adjoints can be seen in [GT12]. The spectral theorem is a major tool in un-
derstanding real normal operators and there is substantial literature on this, as can
be seen from the following papers and references there of: Wong [Won69], Goodrich
[Goo72], Viswanath [Vis78], Agrawal and Kulkarni [AK94]. We prove an infinite di-
mensional version of Williamson’s theorem, using Theorem 3.4 and some elements of
spectral theorem. This helps us to define symplectic spectrum for positive invertible
operators on real Hilbert spaces.
2 Preliminary definitions and observations
In this Section, we shall collect the basic definitions and observations relevant to our
work on real Hilbert spaces. To be consistent with the existing literature, we keep
them similar to what is seen in [Won69] and [Goo72].
Definition 2.1. Let A be a bounded operator on a real Hilbert space (H, 〈·, ·〉).
Its transpose AT , is defined by 〈Ax, y〉 = 〈x,AT y〉 , ∀x, y ∈ H . Such an AT exists
uniquely as a bounded operator on H . A is said to be normal if AAT = ATA.
Following standard notation, for complex linear operators on complex Hilbert
spaces star ( ∗ ) would denote the adjoint. Inner products on our complex Hilbert
spaces would be anti-linear in the first variable.
Definition 2.2. Let H be a real Hilbert space. Then the complexification of H is
the complex Hilbert space H := H + iH := {x+ i · y : x ∈ H, y ∈ H} with addition,
complex-scalar product and inner product defined in the obvious way.
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For example, if 〈·, ·〉 is the inner product on H then the inner product on H is
given by 〈x1 + i · y1, x2 + i · y2〉C := 〈x1, x2〉 + 〈y1, y2〉 + i (〈x1, y2〉 − 〈y1, x2〉). Also
note that the mapping x 7→ x + i · 0 provides an embedding of H into H as a real
Hilbert space.
Definition 2.3. Let A be a bounded operator on the real Hilbert space H . Define
an operator Aˆ on the complexification H of H by Aˆ(x + iy) = Ax + iAy. Then Aˆ
is well defined, complex linear and bounded, with (Aˆ)
∗
(x + iy) = ATx + i · ATy =
(̂AT )(x + iy) and ‖Aˆ‖ = ‖A‖. If A is normal then Aˆ is also normal. Aˆ is called
the complexification of A. Define the spectrum of A, denoted by σ(A), to be the
spectrum of Aˆ.
Note that the definition above of spectrum matches with the usual notion of
eigenvalues of a finite dimensional real matrix.
Definition 2.4. Let A be a bounded normal operator on a real Hilbert space H .
Then a vector x ∈ H is is said to be transpose cyclic for A, if the set {An(AT )mx :
m,n ≥ 0} is total in H. It is said to by cyclic for A, if {Anx : n ≥ 0} is total in H.
3 Symmetry of a real normal operator
Here we prove that any normal operator on a real Hilbert space is orthogonally
equivalent to its transpose (or adjoint). During the preparation of this manuscript
we found that this result has appeared as Corollary 2.7 in Vishwanath [Vis78], but
our proof is different and is very elementary. It just exploits the geometry of real
Hilbert space.
Theorem 3.1. Let H be a real Hilbert space and let A ∈ B(H) be a normal operator.
Then there exists an orthogonal transformation U ∈ B(H), such that
UAUT = AT . (3.1)
Further, U can be chosen such that UT = U .
Proof. Let us assume first that A has a transpose cyclic vector i.e. there exists
x ∈ H such that E := {An(AT )mx : n,m ≥ 0} is total in H . Define U on E by
U(An(AT )mx) = (AT )nAmx, for n,m ≥ 0. (3.2)
Then for n,m, k, l ≥ 0,
〈An(AT )mx,Ak(AT )lx〉 = 〈Al(AT )kAn(AT )mx, x〉
= 〈An(AT )m(AT )kAlx, x〉
= 〈(AT )kAlx, (AT )nAmx〉
= 〈(AT )nAmx, (AT )kAlx〉 (3.3)
= 〈U(An(AT )mx), U(Ak(AT )lx)〉,
where the second equality follows from normality of A and fourth equality because
real inner product is symmetric. Since U preserves the inner product on a total set
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U can be extended as a bounded linear operator on span E = H . Note that the
extended operator also preserves the inner product. We use the same symbol U
for the extended operator also. Thus U is a real orthogonal transformation on H .
Further using the definition of U ,
note that
〈U(Am(AT )nx), Ak(AT )lx〉 = 〈Am(AT )nx, U(Ak(AT )lx)〉. (3.4)
Therefore,
UT = U. (3.5)
Also,
UAUT (An(AT )mx) = UAU(An(AT )mx)
= UA((AT )nAmx)
= U(Am+1(AT )nx)
= (AT )m+1Anx
= AT (An(AT )mx).
Thus (3.1) is satisfied on a total set which in turn proves the required relation on H ,
in the special case when A has a transpose cyclic vector. The general case follows
by a familiar application of Zorn’s lemma.
Corollary 3.2. Aˆ is unitarily equivalent to (Aˆ)∗ = (̂AT ).
Proof. Let U be as in Theorem 3.1, then Uˆ is a unitary which does the job.
Corollary 3.3. For any real normal operator A, σ(A) = σ(AT ) = σ(A) and thus
the spectrum is symmetric about the real axis.
Proof. Immediate from Definition 2.3 and Corollary 3.2
Note that Corollary 3.3 is analogous to the fact that complex eigenvalues of a
real matrix occur in pairs.
Theorem 3.4. If B is a skew symmetric invertible operator on a real Hilbert space
H, then there exists a real Hilbert space K, a positive invertible operator P on K
and a real orthogonal transformation V : H → K ⊕K such that
B = V T
[
0 −P
P 0
]
V. (3.6)
Proof. Assume first that B has a cyclic vector x. Note that if B is skew-symmetric,
B2k+1 is skew-symmetric and B2k is symmetric for k ∈ N. Therefore 〈x,B2k+1x〉 = 0
for all k ≥ 0 and moreover,
〈B2nx,B2m+1x〉 = 0, ∀n,m ≥ 0, (3.7)
Set K = span{x,B2x,B4x, . . . } and N = span{Bx,B3x,B5x, . . . }. Then K ⊥ N
by (3.7) and since x is cyclic N = K⊥. Therefore, there exists an operator R : K →
N defined by R := B|K . Then it is easily seen that,
B =
[
0 −RT
R 0
]
, (3.8)
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in the direct sum decomposition H = K ⊕N . Since B(B2nx) = B2n+1x, R maps K
onto N and since B is invertible R is an invertible operator. Now we apply polar
decomposition to R. If R = UP then U : K → N and P : K → K are such that
U is orthogonal (because R is invertible) and P (=
√
RTR) is positive definite and
invertible.
Now we have
B =
[
IK 0
0 U
] [
0 −P
P 0
] [
IK 0
0 U τ
]
, (3.9)
where IK is the identity operator on K and
[
IK 0
0 U
]
: K⊕K → K⊕N is orthogonal.
If B doesn’t have a cyclic vector then a usual argument using Zorn’s lemma
along with a permutation proves the result.
4 Williamson’s Normal Form
We will use Theorem 3.4 to give a proof of Williamson’s normal form in the infinite
dimensional set up. We refer to Parthasarathy [Par13] for an easy proof of this
theorem in the finite dimensional setup and we extend it.
Definition 4.1. Let H be a real Hilbert space and I be the identity operator on
H . Define the involution operator J on H ⊕H by J =
[
0 −I
I 0
]
.
Definition 4.2. Let H and K be two real Hilbert spaces. A bounded invertible
linear operator Q : H⊕H → K⊕K is called a symplectic transformation if QTJQ =
J , where J on left side is the involution operator on K ⊕K and that on the right
side it is the involution operator on H ⊕H .
Here is the main Theorem.
Theorem 4.3. Let H be a real Hilbert space and A be a strictly positive invertible
operator on H ⊕H then there exists
a Hilbert space K, a positive invertible operator P on K and a symplectic trans-
formation L : H ⊕H → K ⊕K
such that
A = LT
[
P 0
0 P
]
L. (4.1)
The decomposition is unique in the sense that if M is any strictly positive in-
vertible operator on a Hilbert space H˜ and L˜ : H ⊕ H → H˜ ⊕ H˜ is a symplectic
transformation such that
A = L˜T
[
M 0
0 M
]
L˜, (4.2)
then
P and M are orthogonally equivalent.
Proof. Define B = A1/2JA1/2, and let J be the involution as in Definition 4.1. Then
B is a skew symmetric invertible operator on H ⊕H . Hence by Theorem 3.4 there
exists a real Hilbert space K, an invertible positive operator P and a real orthogonal
transformation V : H → K ⊕K such that
B = V T
[
0 −P
P 0
]
V. (4.3)
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Define L : H ⊕H → K ⊕K, by
L =
[
P−1/2 0
0 P−1/2
]
V A
1
2 . (4.4)
Then clearly (4.1) is satisfied. A direct computation using (4.3) shows that L is
symplectic, that is LJLT = J , where J on the left side is the involution operator on
H ⊕H and on the right side is the corresponding involution operator on K ⊕K.
To prove the uniqueness, let
A = LT
[
P 0
0 P
]
L = L˜T
[
M 0
0 M
]
L˜,
where P , M are two positive operators and L, L˜ are symplectic. Putting N = LL˜−1
we get a symplectic N such that
NT
[
P 0
0 P
]
N =
[
M 0
0 M
]
.
Substituting NT = JN−1J−1 with appropriate J ’s we get
N−1
[
0 P
−P 0
]
N =
[
0 M
−M 0
]
. (4.5)
We wish to replace the N in previous equation with an orthogonal map. Now we
may recall the fact that two similar normal operators are unitarily equivalent (this
can be proved using Fuglede-Putnam theorem, see Theorem 12.36 in [Rud91] and
real case follows by complexification). However, we continue with our proof without
using this result. To this end, taking transpose on both sides of (4.5) we get
NT
[
0 P
−P 0
]
(NT )−1 =
[
0 M
−M 0
]
.
Hence again by using (4.5) we get
NT
[
0 P
−P 0
]
(NT )−1 = N−1
[
0 P
−P 0
]
N,
or [
0 P
−P 0
]
(N−1)TN−1 = (N−1)TN−1
[
0 P
−P 0
]
.
This implies
[
0 P
−P 0
] (
(N−1)TN−1
)1/2
=
(
(N−1)TN−1
)1/2 [ 0 P
−P 0
]
, (4.6)
where the reasoning for (4.6) is same as that in the complex case. Let N−1 =
U
(
(N−1)TN−1
)1/2
be the polar decomposition of N−1. From (4.5) we get
U
(
(N−1)TN−1
)1/2 [ 0 P
−P 0
] (
(N−1)TN−1
)−1/2
UT =
[
0 M
−M 0
]
.
6
Hence by (4.6) we have
U
[
0 P
−P 0
]
UT =
[
0 M
−M 0
]
. (4.7)
Now we will prove that (4.7) implies that P and M are orthogonally equivalent.
Note that by taking squares, and getting rid of the negative sign,
U
[
P 2 0
0 P 2
]
UT =
[
M2 0
0 M2
]
.
It is true that if A and B are self adjoint operators such that A⊕A and B ⊕B are
orthogonally equivalent then A and B are orthogonally equivalent. We will give a
proof of this as a Lemma below. But if we assume this fact our proof is complete
because we see that for the positive operators P andM , P 2 andM2 are orthogonally
equivalent. Hence P and M are orthogonally equivalent.
Now we will prove an important corollary of the above theorem. It states that
the Hilbert space K in Theorem 4.3 can be chosen to be H itself.
Corollary 4.4. Let H be a real Hilbert space and A be a strictly positive invertible
operator on H ⊕ H then there exists a positive invertible operator D on H and a
symplectic transformation M : H ⊕H → H ⊕H such that
A =MT
[
D 0
0 D
]
M. (4.8)
Further, D is unique up to a conjugation with an orthogonal transformation.
Proof. Let L and P be as in Theorem 4.3. Since L is invertible H and K are of
same dimension. Choose and fix any orthogonal transformation U0 : K → H . Then
U =
[
U0 0
0 U0
]
is a symplectic (and orthogonal) transformation. Now by (4.1)
A = LT
[
P 0
0 P
]
L
= LTUTU
[
P 0
0 P
]
UTUL
=MT
[
D 0
0 D
]
M,
where M := UL is symplectic on H ⊕H and D := U0PUT0 is a strictly positive and
invertible operator on H .
Now we proceed to provide the proof of a lemma we promised during the proof
of Theorem 4.3. We depend on Hall [Hal13] for notations and results used below.
We write the following in the framework of complex Hilbert spaces, but the spectral
theory of a self-adjoint operator is identical on both real and complex Hilbert spaces
[RSN90] and hence what we write below works on separable real Hilbert spaces also.
By the direct integral version of spectral theorem, any bounded self-adjoint op-
erator A on a separable Hilbert space is unitarily equivalent to the multiplication
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operator s 7→ xs where xs(λ) := λs(λ), λ ∈ σ(A) on ∫ ⊕
σ(A)
Hλd µ(λ) for some σ-finite
measure µ with a measurable family of Hilbert spaces {Hλ}, satisfying dim(Hλ) > 0
almost everywhere µ. It is understood that we work with the Borel subsets of the
spectrum σ(A). The function λ 7→ dim(Hλ) is called the multiplicity function asso-
ciated with the direct integral representation of A. By Proposition 7.24 from [Hal13],
two bounded self-adjoint operators expressed as direct integrals on their spectrum
are unitarily equivalent if and only if (i) the spectrum are same; (ii) the associated
measures are equivalent in the sense that they are mutually absolutely continuous
and (iii) the multiplicity functions coincide almost everywhere.
Lemma 4.5. Let A,B be self-adjoint operators on separable Hilbert space such that
A⊕A and B ⊕ B are unitarily equivalent. Then A and B are unitarily equivalent.
Proof. Let A be unitarily equivalent to the multiplication operator for each section
s, with respect to a measure µ on σ(A) in the direct integral Hilbert space
∫ ⊕
σ(A)
Hλd µ(λ).
Then it can be seen that A⊕A is unitarily equivalent to the multiplication operator
on the direct integral ∫ ⊕
σ(A)
Kλd µ(λ),
where Kλ = Hλ⊕Hλ. Since A⊕A and B⊕B are unitarily equivalent, by the unique-
ness of integral representation mentioned above, by comparing spectrum, measures
and multiplicity functions it is easy to see that A and B are unitarily equivalent.
Remark 4.6. We observe that Lemma 4.5 can be proved using standard versions
of Hahn-Hellinger theorem also, for example Theorem 7.6 in [Par92] can also be
used. We also note that if we take infinitely many copies of self-adjoint operators
A,B and ⊕∞i=1A is unitarily equivalent to ⊕∞i=1B, does not mean that A and B are
unitarily equivalent. So it is only natural that the multiplicity theory is required in
the proof of last Lemma. The Lemma 4.5 is true even without the assumption of
self-adjointness of A and B as seen by [KS57].
Remark 4.7. Under the situation of Theorem 5.3, in view of the uniqueness part
of the theorem, the spectrum of P , can be defined as the symplectic spectrum of the
positive invertible operator A.
Conclusion: As suggested in the introduction of this article, finite dimensional
Williamson’s normal form is widely used in several areas. It is expected that the
main theorem of this article will be useful in all these areas when one wants to
discuss infinite dimensional analogues. One particular case is [BJS18], where non-
commutative analogues of classical Gaussian distributions called quantum Gaussian
states are studied. Strictly positive, invertible operators occur as covariance oper-
ators of quantum Gaussian states. Theorem 4.3 and Corollary 4.4 are repeatedly
used in [BJS18] to obtain various results about covariance operators and Gaussian
states. One of the main results there is that the symplectic spectrum, which was
defined as a consequence of our main theorem, is a complete invariant for the class
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of covariance operators associated with quantum Gaussian states. It is clear that
the Williamson’s normal form in infinite dimension is indispensable in this context.
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