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Abstract 
The goal of this research project was to develop a modelling technique making it 
possible to simulate grain boundaries and inclusion-matrix material interfaces using 
numerical techniques. This is particularly of interest when investigating the effects 
of grain boundary sliding and decohesion of the material interfaces under hot 
deformation conditions. This can then be used to predict damage nucleation and 
growth at the grain boundaries applicable to both creep type damage and plasticity 
induced damage.  
A novel scheme was developed based on the Controlled Voronoi Poisson’s 
Tessellation technique (CVPT) to generate statistically equivalent microstructures 
based on the physical parameters of the microstructure in free cutting steel under 
hot forming conditions. The generated microstructure was then used to study the 
effect of different parameters on the global response of the material. Furthermore, 
this model was utilised to calibrate the crystal plasticity material model using the 
experimental data available for high strain rate deformation of free cutting steel at 
elevated temperatures.  
A micro-scale Representative Volume Element (RVE) was developed in which the 
grain boundaries and material interfaces have been represented by cohesive 
elements. The RVE consisting of an MnS inclusion surrounded by four austenitic 
grains was used to study the effect of inclusion orientation, grain orientations and 
the relative strength of grain boundaries and the matrix/inclusion interfaces on 
overall failure of the RVE. 
Furthermore, in the endeavour of finding the right modelling technique an 
extension to the conventional finite element method called XFEM proved to be 
capable of modelling strong and weak discontinuities independent of the FE mesh. 
The crystal plasticity material model was implemented in the open-source FE 
package OOFEM and was used to simulate interface decohesion and grain 
boundary motion using the XFEM technique. 
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1.1 Introduction 
The study of damage nucleation and evolution in metallic materials has always 
been one of the key research areas in the field of metal forming and manufacturing. 
Numerous studies have been carried out to understand this failure mechanism in 
order to be able to identify the right combination of parameters maximising 
productivity while keeping damage to a minimum. As an example, steel producing 
companies are required to supply high-standard product at minimum cost and meet 
demanding deadlines set by their customers to stay competitive in the highly 
volatile steel market. Faster production translates into higher deformation rates and 
fewer rolling stations in the case of hot rolling. This increases the accumulated 
damage in the bloom due to the deformation process. Defective blooms need to be 
remelted and go through the entire process of being cast, reheated and rolled which 
reduces the production efficiency, thereby increasing its cost. 
1.2 Failure mechanism in hot forming 
The concept of continuum damage was first proposed by Kachanov (1958) to 
estimate the creep life of metallic components. This model and the work of others 
influenced by it such as Rabotnov (1969), Leckie and Hayhurst (1977), and 
Caboche (1987), all consider the material to be a continuum and ignore the effect 
of microstructural features and assume that once the damage parameter reaches a 
critical value, the material is no longer capable of tolerating any stress. Recent 
advances in microscope technology and detailed investigation of the microstructure 
before and after failure have revealed that the microstructure has in fact a 
significant effect on the failure. In cold forming, decohesion of matrix material 
around the inclusions and second phase particles (see Fig. ‎1.1) creates micro-
 19 
 
cavities which then grow and coalesce into macroscopic defects and ultimately 
result in ductile fracture (Semiatin, 1998). However, in hot forming, in addition to 
the aforementioned mechanism, damage also nucleates at grain boundaries and 
leads to intergranular damage (Gelin, 1998, Foster et al., 2007). Some of the more 
advanced continuum based damage models, such as those presented by Lin et al. 
(2005) and Lin et al. (2007) take into account microstructural effects; but due to 
their level of complexity and the number of material constants involved which 
makes calibration difficult, it is unlikely for them to be adopted by the industry. 
  
 
 
 
Fig. ‎1.1: SEM images of matrix/inclusion interface decohesion in free cutting steel (a,b) on the fracture 
surface, (c) in the damaged material close to the fracture surface (courtesy of Michael Kaye) 
 
In order to develop constitutive models applicable to industrial problems it is 
necessary to characterise the behaviour of microstructural interfaces under hot 
rolling conditions. On this foundation, constitutive models can be formulated based 
(a) (b) 
( c) 
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on physical phenomena rather than relying on a large number of calibrated material 
constants. 
1.3 Thesis structure 
In the present work, the simulation of grain boundaries and material interfaces in 
the hope of predicting damage nucleation and interface decohesion is carried out by 
means of two different techniques. In the first approach, cohesive elements are 
utilised to represent the interfaces and damage is implemented through a simple 
scalar damage parameter whose evolution is governed by the failure energy of the 
cohesive layer. The second approach exploits the unique ability of the eXtended 
Finite Element Method (XFEM) which is to simulate material interfaces 
independent of the mesh. 
In the following chapter a comprehensive review is presented on the theory of 
techniques used in this thesis: the crystal plasticity theory and the corresponding 
constitutive model, cohesive layer representation of the process zone, and the 
extended finite element method. 
In chapter 3, a novel method is presented for generation of polycrystalline 
microstructures using a controlled Poisson Voronoi tessellation. Cohesive elements 
are used for representation of material interfaces and a technique is developed for 
partitioning and meshing of multiple junctions of the cohesive layer. Furthermore, 
the capabilities of the technique are presented through simulation of a three point 
bending test of a micro specimen and simple tension test. 
Chapter 4 is focused on calibration of the material model using experimental data 
available for free cutting steel under hot rolling conditions. A detailed calibration 
procedure is presented for both the crystal plasticity material model and the 
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traction-separation constitutive model used for the cohesive layer. A representative 
volume element model is used in Chapter 5 to study the behaviour of the material 
in further detail. The effect of crystal orientation and the relative strength of 
interfaces on the failure strain of the material are determined. 
Advantages of XFEM over traditional FEA in simulation of microstructural 
evolution under hot forming conditions are discussed in Chapter 6. An approach is 
presented for visualisation of XFEM simulation results using the open source 
object oriented FEA package OOFEM. Furthermore, implementation of the crystal 
plasticity material model is discussed in detail and verified using two numerical 
studies. Chapter 7 utilises the capabilities of the extended finite element method in 
conjunction with the crystal plasticity material model to study the behaviour of 
interfaces. 
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Chapter 2.  
Literature Review 
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2.1 Crystal Plasticity 
In this section, plastic flow in micro scale will be briefly introduced. Yield 
phenomenon in crystalline solids and metals in particular will be discussed and the 
continuum framework for modelling of crystalline slip will be discussed. The 
reader is encouraged to refer to (Asaro and Lubarda, 2006) for a more rigorous and 
detailed presentation of the subject. 
2.1.1 Microplasticity 
Metallic materials in their generally used form have a polycrystalline structure; that 
is their structure consists of an aggregate of crystals (called grains in the metallurgy 
context) with varying orientation and shape. In each grain, atoms are stacked in a 
regular manner whose structure depends on many different factors such as the 
metal itself, temperature, alloying elements and etc. 
 
 
Fig. ‎2.1: Micrograph of ploycrystalline As-cast wrought-grade aluminium alloy, (Quested, 2003) 
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A typical morphology that a polycrystalline aluminium alloy can assume during 
solidification is illustrated in Fig. ‎2.1. The observed colours are dependent on the 
grain orientation and it clearly shows the orientation distribution in a 
polycrystalline material. This was achieved by viewing the oxide layer produced on 
the surface after etching, under cross-polarised light producing orientation 
dependent colours (Quested, 2003). 
 
 
Fig. ‎2.2: Schematic representation of plastic deformation of crystals while preserving lattice structure, 
after  (Dunne and Petrinic, 2005) 
 
In crystalline materials, plasticity is caused by relative motion of planes of atoms 
(see Fig. ‎2.2); this involves breaking and reforming of inter-atomic bonds. It should 
be noted that as shown in Fig. ‎2.2, crystalline slip is caused by shearing and unlike 
elastic deformation, does not change the volume. Furthermore the crystalline 
structure is preserved after the deformation and except for the extremities of the 
crystal the rest remains unchanged. The plastic deformation mechanism of 
crystalline materials will be further explained in Sections ‎2.1.2 and ‎2.1.4. 
2.1.2 Crystal slip 
Extensive research has been carried out to prove conclusively that crystalline slip is 
indeed the source of inelastic deformation in crystalline materials. Single crystal 
experiments carried out by Taylor (1927, 1938) and the work of Schmid (Mark et 
al., 1923, Schmid and Boas, 1935) during the first half of the twentieth century laid 
out the foundation of the field of crystal plasticity. Advances in experimental 
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methodologies and availability of modern testing and measurement equipment such 
as SEM imaging and nano-indentation machines has made it possible to study more 
complicated aspects of this phenomenon. Most notably the work of M. D. Uchic 
(Uchic et al., 2006) on in-situ compression of single crystal micro-pillars (shown in 
Fig. ‎2.3) has significantly improved the understanding of the plastic flow. He has 
also studied the influence of sample size on plasticity (Uchic and Dimiduk, 2004, 
Uchic et al., 2004) which can be explained by the mean free path of dislocations 
(explained in Section ‎2.1.4) as shown by Balint et al. (2008). The latter is in 
complete agreement with the Hall-Petch effect observed in polycrystalline 
materials (Hall, 1951 , Petch, 1953). 
   
 
Fig. ‎2.3: SEM images of single crystal micro-pillar sample compression test, (Uchic et al., 2006) 
 
The single crystal micro-pillar shown in Fig. ‎2.3 has been subjected to compressive 
force beyond the yield threshold. The atomic planes on which slip has occurred 
(slip planes) are evident in the figure and the discrete nature of this phenomenon 
can be clearly seen. The process has been schematically illustrated in Fig. ‎2.4. The 
top surface of the sample has not been laterally constrained by the indenter tip and 
as a result of sliding of the slip planes it has moved in the horizontal direction 
under the compressive load. Had it been constrained in the horizontal direction, the 
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sample would have had to rotate in order to accommodate slipping which would 
have caused lattice orientation change.  
 
 
Fig. ‎2.4: Schematic diagram of single slip in a single crystal sample under compression 
 
2.1.3 Critical resolved shear stress 
Critical resolved shear stress (CRSS),   , is defined as the shear stress level 
required for slip to take place on a slip system. The CRSS required for positive or 
negative slip in most crystals is equal with the exception of BCC metals (Hosford, 
1992). The required condition may be expressed as 
        (‎2-1) 
 
 
Where   and   refer to the slip plane normal and the slip direction respectively. 
This crystallographic yield criterion is known as the Schmids’s law and as the name 
suggests was first proposed by Schmid and Boas (1935) in order to explain the 
observed behaviour of single crystal deformation. Considering the uniaxial tension 
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configuration shown in Fig. ‎2.5, with the tensile direction along the   axis, the 
resolved shear stress is given by 
               (‎2-2) 
  
where   is the angle between the slip direction and the tensile axis, and   the angle 
between the tensile axis and the slip plane normal, as shown in Fig. ‎2.5. The 
Schmid’s law is usually expressed as  
         (‎2-3) 
            (‎2-4) 
  
where   is known as the Schmid factor. This concept will be used in ‎Chapter 5 as 
a measure of grain orientation and the ease or difficulty of slip in that particular 
grain. 
 
 
Fig. ‎2.5: Slip elements in uniaxial tension, after (Hosford, 1992) 
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2.1.4 Dislocations 
As mentioned in Section ‎2.1.1, plastic deformation in crystalline materials takes 
place by breakage and reforming of inter-atomic bonds resulting in the 
rearrangement of the crystal as shown in Fig. ‎2.2. However using real inter-atomic 
potentials and assuming a perfect crystal the stress required to initiate slip, is 
approximated to about     which is several orders of magnitude greater than the 
yield strengths exhibited by engineering materials (Ashby and Jones, 2005).  
The assumption of imperfections in crystals in the form of  Distorsioni 
(dislocation) was first proposed by Volterra (1907). The theory of dislocations was 
later developed independently by Taylor (1934), Polanyi (1934), and Orowan 
(1934); however the first experimental verification of dislocations took place in 
1947 (Leake, 2010). Fig. ‎2.6 shows dislocation presence in a stainless steel sample 
where each dislocation line is about 1000 atoms in length (Ashby and Jones, 2005). 
 
 
Fig. ‎2.6: Electron microscope picture of dislocation lines in stainless steel, (Ashby and Jones, 2005) 
 
The theory of dislocations states that deformation in crystals occurs by the means 
of dislocation glide in the matrix. Dislocation glide only involves local 
rearrangements of the lattice, thereby explaining the low levels of yield strength 
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observed in experiments. It should be noted that the glide of an individual 
dislocation will result in a deformation equal to the Burgers vector as shown in 
figures below which is of the order of atomic spacing; hence large deformations 
require the glide of large numbers of dislocations present in the lattice. 
There are two basic types of dislocation models, namely edge dislocation (shown 
in Fig. ‎2.7) and screw dislocation (shown in Fig. ‎2.8). Any complex dislocation 
structure can either be explained using one (e.g. a dislocation line) or a 
combination of the two models (e.g. a dislocation loop). As shown in the figures 
below, the main difference of the two models is that in an edge dislocation the 
Burgers vector b is perpendicular to the line of the dislocation whereas in the case 
of a screw dislocation the two are parallel. As a result, unlike an edge dislocation, 
the slip normal of a screw dislocation is not unique and can cause slip on any plane 
containing the dislocation line. 
 
 
 
Fig. ‎2.7: Edge dislocation, after (Dunne and Petrinic, 2005) 
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Fig. ‎2.8: Screw dislocation, after (Dunne and Petrinic, 2005) 
 
 
2.1.5 Crystalline structure and slip systems 
Experiments and crystallographic observations indicate that dislocation glide takes 
place preferentially on certain planes of atoms along specific directions. The slip 
planes and slip directions are usually those with the highest density of atoms and 
the closest distance between them. A unique combination of a slip plane and a slip 
direction is defined as a slip system which clearly depends on the crystalline 
structure of the material. Slip systems are denoted by a slip direction followed by a 
slip plane expressed in miller indices. A list of slip systems found in the single 
crystals of some of the common engineering materials and those studied in this 
thesis has been given in Table ‎2-1. 
 
 31 
 
 
Table ‎2-1: Slip system in some engineering materials 
   
Metal Structure Slip systems 
   
Cu FCC             
Ni FCC             
-Fe FCC             
Ta BCC                                     
-Fe BCC                                     
Ti HCP                       
MnS SC             
 
In a face centred cubic (FCC) crystal, “closed packed” planes on which slip occurs 
are located diagonally in the unit cell. The FCC unit cell and the corresponding slip 
systems are shown in Fig. ‎2.9. There are four slip planes with three slip directions 
on each which counts for the 12 slip systems in the family which is written as 
           . 
In the case of body centred cubic (BCC) crystals, there is no unique closely packed 
plane of atoms and there are multiple planes with similar density of atoms. Despite 
the non-uniqueness of the slip plane,       , which is the diagonal direction of the 
cube, is the only possible slip direction. The unique slip direction has been 
demonstrated in Fig. ‎2.11 on the three possible slip planes. The slip direction 
combined with each slip plane forms a family of slip systems, making a total of 
three slip system families:            ,            , and            .  
The unit cell of a simple cubic lattice, has the simplest structure of all cubic crystal 
structures with a single lattice point at each corner of the cube. The slip direction 
and the slip plane of such a crystal are illustrated in Fig. ‎2.10, and the slip system 
family is expressed as            . 
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Crystalline structure of many materials may not be described using a cubic 
structure and it is necessary to use a hexagonal closed packed (HCP) unit cell 
shown in Fig. ‎2.12. Slip systems lie on       planes and the slip direction have the 
general form of      . The secondary family,            is not considered as an 
independent slip system as it can be expressed in terms of            and 
           systems. 
 
 
 
  
 
Fig. ‎2.9: Slip systems in a face centred cubic, 
FCC lattice, after  (Dunne and Petrinic, 2005) 
 
Fig. ‎2.10: Slip systems in a simple cubic lattice, 
after (Gaskell et al., 2009) 
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Fig. ‎2.11: Slip systems in a body centred cubic, BCC lattice, after  (Dunne and Petrinic, 2005) 
 
 
 
Fig. ‎2.12: Slip systems in a hexagonal closed packed, HCP lattice 
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2.1.6 Crystal plasticity material model 
The endeavour to incorporate micromechanical effects in continuum models of 
plastic deformation has led to the development of sets of viscoplastic constitutive 
equations that describe inelastic deformation in terms of crystalline slip. This was 
based on the pioneering work of Taylor (1938), who recognised that the plastic 
deformation of metals can be described based on the shearing of crystallographic 
slip systems. 
The crystal plasticity constitutive law has been explained in the next five sections. 
First two sections have been dedicated to the kinematics and constitutive equations 
of plasticity caused by crystalline slip. Equations governing slip increment and 
material hardening are described in Section ‎2.1.6.3 and Section ‎2.1.6.4 is 
concerned with the numerical implementation of the model. The last section is 
dedicated to the more recent gradient based crystal plasticity material models.  
2.1.6.1 Crystal kinematics 
The basis of the crystal kinematics used in almost all of the crystal plasticity 
material models is the decomposition of the deformation gradient into the lattice 
and plastic parts which was proposed by Lee (1969). The complete set of equations 
describing the kinematics of crystalline slip was developed by Hill (1966), Rice 
(1971), Hill and Rice (1972), Asaro and Rice (1977), and Asaro (1983a, 1983b). In 
this mathematical framework, inelastic deformation caused by twining and grain 
boundary sliding has not been taken into account.  
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Fig. ‎2.13: Kinematics of elastic-plastic deformation of crystalline solid deforming by crystallographic 
slip, after (Asaro, 1983a) 
 
With reference to Fig. ‎2.13, decomposition of the deformation gradient can be 
written as 
         
(‎2-5) 
  
where    is deformation solely due to plastic shearing on crystallographic slip 
systems and    denotes deformation caused by stretching and rotation of the crystal 
lattice. The above decomposition ensures that the deformation gradient remaining 
after elastic unloading and returning the lattice to the reference state orientation is 
given by          . 
Lattice vectors (i.e. vectors connecting lattice sites) stretch and rotate as a result of 
crystal stretch and rotation (i.e.   ), in other words they convect with the lattice. 
The slip direction vectors and other vectors lying on the slip planes may be 
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regarded as such vectors. With this assumption the slip direction vector of slip 
system   in the deformed configuration,     is given by 
           
(‎2-6) 
  
The slip plane normal,   , however is not a lattice vector and is instead expressed 
as the cross product of two orthogonal vectors in the slip plane in the current 
configuration 
             
(‎2-7) 
  
Using Eq. (‎2-5), the velocity gradient in the current state,  , can be decomposed 
into the plastic and lattice parts  
                                   (‎2-8) 
  
The velocity gradient can be written as the sum of   and  , which are the 
symmetric rate of stretching and spin tensors respectively. Assuming that these 
tensors can also be decomposed into the plastic and lattice parts, the plastic part of 
the velocity gradient can be expressed as 
                       (‎2-9) 
  
As the inelastic deformation is considered to occur only as a result of dislocation 
slip, the rate of plastic deformation (plastic part of the velocity gradient) is given by 
the following relationship 
                
 
   
 
(‎2-10) 
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where       is the slipping rate of the   slip system, and the sum is carried out over 
all the active slip systems (e.g. 12 slip systems active in FCC crystals). The 
slipping rate is defined relative to the reference state so that 
                 
 
   
 
(‎2-11) 
  
The above definition has the added benefit that the plastic parts of the rate of 
stretching and the rate of spin are given by the symmetric and skew parts of 
Eq.(‎2-10). It is convenient to introduce two tensors for each slip system defined as  
   
 
 
                
(‎2-12) 
  
   
 
 
                
(‎2-13) 
Then using Eq. (‎2-10), the plastic parts of the rate of stretching and the rate of spin 
are given as 
         
 
   
 
(‎2-14) 
  
         
 
   
 
(‎2-15) 
  
The above definitions will be used in the following section in the development of 
constitutive equations for the crystal plasticity material model. 
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2.1.6.2 Crystal plasticity constitutive equations 
Hill and Rice (1972) showed that assuming elasticity is unaffected by the slip, the 
elastic law is given by 
         (‎2-16) 
  
where   is the tensor of elastic moduli and     is the Jaumann rate of Kirchhoff 
stress formed on axes rotating with the lattice  
                 (‎2-17) 
  
where   is the material rate of Kirchhoff stress. The Kirchhoff stress is defined as 
       , where   denotes the Cauchy stress and    and   are material densities in 
the reference and current states respectively. On the other hand, the Jaumann rate 
of Kirchhoff stress on axes rotating with the material is given by 
              
(‎2-18) 
  
Taking into account that the difference between the two is a result of the rotation 
caused by plastic part of the spin tensor and using Eq. (‎2-13) the following 
equation is obtained 
                      
 
   
 
(‎2-19) 
  
Combining equations (‎2-14), (‎2-15), (‎2-16), and (‎2-19) the resulting constitutive 
equation is given by 
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(‎2-20) 
  
In order to develop relations for    it is necessary to have an equation for the 
resolved shear stress or the Schmid stress. Defining    as the Schmid stress on the 
slip system   ensures that the rate of plastic work due to slip on slip system   per 
unit reference volume is given by     . The relationship for the general rate of work 
can be written as 
             
 
   
 
(‎2-21) 
  
Using Equations (‎2-14) and (‎2-21) the equation for the resolved shear stress on slip 
system   may be written as 
        
(‎2-22) 
  
Based on the above equation, the rate of change of the resolved shear stress can be 
obtained using material time derivatives of   , however Asaro (1983b) used the 
general pivotal relation given by Hill and Havner (1982) to show that 
                      (‎2-23) 
  
which can then be used to calculate     as 
                          (‎2-24) 
  
Using Eq. (‎2-16) the rate of the resolved shear stress becomes 
                        
(‎2-25) 
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Combining equations (‎2-25) and (‎2-20) and operating with     on the resulting 
equations Asaro and Rice (1977) expressed the equation for     as 
                            (‎2-26) 
  
2.1.6.3 Inelastic flow relationship 
Peirce et al. (1982) analysed the strain localisation and the formation of shear 
bands which they concluded were occurring because of lattice rotations resulting in  
geometrical softening. In a later paper, Peirce et al. (1983) introduced rate 
dependency to the model using a power law form originally used by Hutchinson 
(1976).  
It is assumed that the material is linearly elastic and follows generalised Hooke’s 
Law, Eq. (‎2-27) and crystalline slip is the only form of inelastic deformation which 
is related to the stress only through the resolved shear stress   , Eq. (‎2-28) (Asaro, 
1983a). 
            
   
(‎2-27) 
  
     
        
   
(‎2-28) 
  
The  th slip system is defined by a combination of slip plane normal   
  and the 
slip direction   
 . The number of slip systems and their orientation depends on the 
crystal type and for example in the case of FCC crystals     . The total plastic 
strain is related to the sum of slip on all the slip systems; hence the stress rate takes 
the following form: 
 41 
 
                    
    
 
  
             
 
 
      
   
    
   
  
 
  
(‎2-29) 
  
where      is the total strain rate tensor,     
 
 the plastic strain rate tensor, and     the 
slipping strain rate of the  th slip system. As mentioned earlier, rate dependency is 
implemented in the model through the power law relation introduced by 
Hutchinson (1976) which governs the slipping strain rate,     
       
  
  
   
  
  
  
   
   (‎2-30) 
  
where    is the reference strain rate,   is the stress sensitivity parameter, and    is 
the current hardness of the   slip system. At the limit as   approaches infinity, the 
material model becomes rate-independent (Peirce et al., 1983). The current 
hardness of the slips system is defined by: 
          
 
                      for FCC crystals (‎2-31) 
 
 
where     are the slip hardening moduli, and in the present work, self (   ) and 
latent (   ) hardening moduli are defined according to Eq. (‎2-32) , and for 
simplification   (the hardening factor) is set to unity to avoid over-shooting. 
     
           
  
   
     
       
                                                 
  
(‎2-32) 
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 (‎2-33) 
  
In Eqs. (‎2-32) and (‎2-33),    is the initial hardening modulus,    the initial shear 
strength (this is equal to the current slip system hardness at    ),    is the 
breakthrough stress, and   is the total cumulative shear strain. 
A different set of equations were proposed by Bassani and Wu (1991) and Wu et 
al. (1991) to capture the three stage hardening of crystalline material where the 
hardening depends on shear strains of all the slip systems. 
     
                 
  
        
 
     
        
         
                                                                                      
  
(‎2-34) 
  
                      
  
  
 
   
 
(‎2-35) 
  
In the above equation    denotes the hardening modulus during the easy glide 
within the first stage and    is the slip at which interaction between slip systems 
reaches peak strength.     indicates the magnitude of strength of a given slip  
interaction. 
2.1.6.4 Numerical implementation 
The crystal plasticity material model was implemented in the commercial FE 
package ABAQUS using the user defined material model subroutines UMAT by 
Huang (1991). Components of the current slip plane normals and slip directions as 
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well as other solution dependent values were stored as state dependent variables at 
the integration points. The capability of the model in capturing shear band 
generation in single crystals, and simulation of polycrystalline structures was 
shown by Harewood and McHugh (2006). In a subsequent paper they compared 
UMAT (for the implicit solver) and VUMAT (for the explicit solver) subroutines 
and concluded that the explicit solver was more suitable for simulations involving 
large strains and contact (Harewood and McHugh, 2007). Zhuang and Lin (2008) 
and Zhuang et al. (2008) used the material model to simulate the effects of 
microstructure and grain size in forming of micro metallic components. A 
comparison between crystal plasticity simulations and experimentally obtained data 
(using digital image correlation, DIC) was carried out by Héripré et al. (2007). 
2.1.6.5 Gradient based model 
Crystalline slip relations given in Section ‎2.1.6.3 are not length scale dependent. 
This makes the crystal plasticity model unable to capture length scale dependent 
phenomena such as the Hall-Petch effect or the dependency of flow stress on 
sample dimensions in micro-pillars. Strain gradient dependent plasticity was 
proposed by Fleck and Hutchinson (1993) as a solution to overcome this 
shortcoming. Using a hardening law based on the accumulation of both statistically 
stored and geometrically necessary dislocations (GND) the model was used to 
interpret thin copper wire tension and torsion experiments (Fleck et al., 1994, Fleck 
and Hutchinson, 1997). 
Busso and McClintock (1996) and Busso et al. (1998) used a dislocation mechanics 
based strain rate dependent crystal plasticity model to study the effects of micro-
structural length scale on the macro response of two phase (precipitated) single 
crystals. A non-local strain gradient based crystal plasticity material model was 
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used by Busso et al. (2000) in a unit cell simulation to study the effect of 
precipitate size on the flow stress compared with the available experimental data. 
Details of the numerical implementation of the model as a general non-local 
material was described by Meissonnier et al. (2001). 
Plastic gradient based material model was utilised by Dunne et al. (2007) in a 
polycrystalline simulation of metallic alloys with HCP structure. The analysis 
revealed that the length scale effects cause significant increase in stresses and lower 
localisation of plastic strain in the vicinity of the grain boundary. Liang and Dunne 
(2009) used the model to study the accumulation of GNDs at the grain boundary 
and the effect of orientation mismatch in bi-crystal deformation and compared it to 
experimental data. Gaskell et al. (2009) utilised the gradient based crystal plasticity 
model to investigate the influence of orientation mismatch in a two-phase austenitic 
steel under hot rolling conditions. 
More recently in a paper by Aifantis and Konstantinidis (2009), a gradient based 
crystal plasticity model has been formulated in such a way that through an energy 
term it is capable of capturing the effects of material interfaces (i.e. grain 
boundaries), and the gradient of plastic strain is discontinuous across the interface.  
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2.2 The cohesive zone model 
Linear elastic fracture mechanics (LEFM) is applicable only if the fracture process 
zone (FPZ) is considerably smaller than the length of the crack and the cracked 
body (Anderson, 2005).  Moreover, LEFM requires the presence of an initial crack 
in the material for it to be applicable eliminating the possibility of analysing bodies 
with blunt notches using this method. 
In order to model the FPZ where LEFM is not applicable, other methods have been 
proposed of which cohesive behaviour is the simplest. The model was first 
introduced in the early sixties when Dugdale (1960) studied the yielding at the end 
of a slit in a sheet metal under tension. Later Barenblatt (1962) further developed 
the model and in the late seventies, Hillerborg et al. (1976) used failure energy to 
govern the crack growth. Despite the fact that the cohesive zone model was 
developed for concrete failure prediction, it has proven to be applicable to any such 
discontinuity in a variety of materials: cohesive surface was used to model crazing 
in polymers (Tijssens et al., 2000), and Lin et al. (1999) simulated the effect of 
material mismatch in welded joints using a cohesive zone model. 
More recently Moës and Belytschko (2002) used the traction-separation cohesive 
model in conjunction with the eXtended Finite Element to study the crack growth 
in quasi-brittle materials. 
In the following sections, the theory and background of the model is reviewed. The 
methodology for the determination of the softening function is discussed, and a 
number of studies where cohesive models have been used to represent interfaces 
are presented.  
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2.2.1 Theory and background 
Different techniques have been utilised for the treatment of the FPZ. For materials 
failing by crack growth and coalescence, the process zone approach was proposed 
by Broberg (1999). As shown in Fig. ‎2.14a, the method relies on subdivision of the 
FPZ into cells which then interact in a similar manner to the elements of the finite 
element method. For a square cell of side   the stress-displacement relationship can 
be written as 
       
( ‎2-36) 
 
 
where   and   are the stress and displacement normal to the crack planes, 
respectively. Assuming cubic structured cells, positioned along the crack path, the 
model simplifies to the smeared crack approach used for concrete and more 
specifically the Bažant’s (Bažant and Planas, 1998) crack band approach (shown in 
Fig. ‎2.14b). For the crack band model, the stress displacement relationship is  
             
( ‎2-37) 
 
 
where   is the average strain in the cell. The cohesive crack model can be 
considered as the limit of the other two techniques where the width of the 
cells/crack-band tends to zero (shown in Fig. ‎2.14c). The behaviour of the cohesive 
crack is defined based on  , the relative displacement between the two surfaces 
       
( ‎2-38) 
 
 
It should be noted that all the above equations are strictly valid for monotonic crack 
opening. Moreover, it is important to understand that at the limit where the three 
methods are analogues, as the cell/band width tends to zero, the corresponding 
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elastic displacement and strains are also zero. This causes the cohesive crack curve 
to only contain the descending part of the load-displacement curve (Elices et al., 
2002). 
  
 
 
 
Fig. ‎2.14: Schematic representation of (a) process zone, (b) cohesive band process zone, and (c) cohesive 
crack process zone, after (Elices et al., 2002) 
 
Fig. ‎2.15 shows the relationship between the stress-strain curves of the band (or the 
stress-displacement of the cell) and the stress-crack opening of the cohesive zone. 
Fig. ‎2.15a and b illustrate the cohesive behaviour with elastic hardening as it is the 
case in many quasibrittle materials. The response is linear elastic until the stress 
reaches the tensile strength,    where softening begins. In the second stage the 
softening function gives the relationship between the fracture strain,          
and the cohesive crack opening      . Based on the above discussion, the 
softening branch can be expressed as 
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(‎2-39) 
  
Nonlinear hardening of the cohesive behaviour (shown in Fig. ‎2.15c and d), 
requires it to be taken up by the bulk of the material and be described through a 
classical stress-strain approach (Bažant and Planas, 1998). The softening branch 
can then be described by an equation similar to Eq. (‎2-39) where the fracture strain 
is measured from the curve corresponding to unloading from the origin. 
           (‎2-40) 
  
where       is the strain of an element unloading from the peak point at the 
considered stress level,  . 
 
 
 
 
Fig. ‎2.15: Relationship between the stress-strain curves in cell or band models and the softening curve 
in the associated cohesive crack formulation (a) elastic-softening band or cell model, (b) elastic-
softening cohesive model, (c) general band or cell model, and (d) general cohesive model, 
after (Elices et al., 2002) 
 
The behaviour of a cohesive band and a cohesive crack model governed by the 
above-mentioned relationships are almost identical given that the width of the 
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cohesive band,   is significantly smaller than the body in which fracture is taking 
place. 
Based on the discussion above, it is clear that a cohesive crack model in a 
homogeneous body may not have a hardening branch. The reason is that in the 
absence of elastic-hardening as in the cohesive band, exceeding the damage 
initiation stress,   , results in crack opening in the neighbourhood resulting in a 
finite zone with close cracks which have infinitely small crack opening (Elices et 
al., 2002). An example of an incorrect cohesive curve has been shown in Fig. ‎2.16. 
 
 
Fig. ‎2.16: invalid cohesive stress vs. Crack opening curve with hardening, after (Elices et al., 2002) 
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2.2.2 The softening function 
The softening function,      for the cohesive crack model may be treated as a 
material property. Fig. ‎2.17 shows a typical cohesive curve for mode I loading of 
concrete. Regardless of the shape of the cohesive curve and the material under 
study, the tensile strength,    and the cohesive fracture energy,    are the most 
important characterising properties of the cohesive response curve. The tensile 
strength is defined as the stress at which the crack is created or starts opening and 
the cohesive fracture energy is the external energy required for creation of a unit 
length of new surfaces. Based on this definition it is clear that    is the area under 
the softening function and given by 
          
  
 
 
(‎2-41) 
  
where    is the critical crack opening after which the surface becomes traction 
free. 
 
 
Fig. ‎2.17: Cohesive softening function and initial linear approximation, after (Elices et al., 2002) 
 
As mentioned earlier, derivation of the softening function is of outmost importance 
in order to calibrate the cohesive behaviour. This can be achieved by either 
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deriving it from micromechanical models (Scheider, 2009a, Scheider, 2009b), or 
using available experimental data (Elices et al., 2002). The later has proved to be 
more practical and will be briefly discussed in Section ‎2.2.3. 
In cases where the dimensions of the cracked specimen are much larger than the 
cohesive zone, LEFM gives a first order approximation of the cohesive crack 
model. Given these circumstances, the fracture energy,    controls the cohesive 
behaviour regardless of the shape of the softening function (Planas and Elices, 
1992b, Planas and Elices, 1993). In contrast, the cohesive behaviour and structural 
strength of smaller samples and bodies without an initial crack are governed by    
and the initial slope of the softening function (as shown in Fig. ‎2.17) (Planas and 
Elices, 1992a, Planas et al., 1997). 
2.2.3 Experimental determination of the softening function  
Theoretically the best method of the determining the softening curve is by means of 
tensile tests (Petersson, 1981). With the force displacement as the direct output,  -
  relationship could be directly measured from the specimen. However 
experimental difficulties have shown that this direct approach is impractical. Some 
of the major complications are given below: 
 The crack location is not known a priori and due to material heterogeneity 
multiple cracking occurs (as shown in Fig. ‎2.18a). This phenomenon is 
most common in cementitious composites and ceramic materials (Guo and 
Zhang, 1987, Phillips, 1993). 
 In materials where the process zone is very small, an un-cracked specimen 
would undergo significant plastic deformation before the formation of the 
crack which causes specimen compliance which makes it difficult to 
measure the crack opening (Gómez et al., 2000). 
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 In pre-cracked specimens where only a single cohesive crack is formed, 
sample rotation takes place (as shown in Fig. ‎2.18b)  and the crack opening 
is no longer uniform across the specimen (Hordijk, 1991, Rots, 1988). 
Moreover, even when rotation is avoided using shorter specimens and a 
much stiffer machine, as illustrated in Fig. ‎2.18c cracks formed on either 
side of the specimen, avoid each other and overlap rather than creating a 
single crack (Carpinteri, 1994). 
 
   
(a) (b) (c) 
 
Fig. ‎2.18: Experimental difficulties in determination of the softening function: (a) multiple cracking (b) 
Rotation of the specimen (c) crack overlaping, after (Elices et al., 2002) 
 
Aforementioned difficulties associated with direct determination of the softening 
function have led to adaptation of indirect methods based on parametric calibration 
of the experimental results. Experimental results of notched beams, compact 
tension specimens or three point bending tests are used to fit the softening curve. 
The fitting procedure consists of simultaneously solving a set of equations of the 
following form 
                       
     
                       
(‎2-42) 
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where    are parameters modelling the softening curve and    functionals of the 
load-displacement curves obtained from the experiments.  
2.2.4 Cohesive zone model in ABAQUS 
The traction-separation law available in ABAQUS assumes an initial stage of linear 
elastic behaviour followed by the initiation and evolution of damage. The elastic 
behaviour basically relates the nominal strains to the nominal stresses which is 
given by 
   
  
  
    
  
  
    
  
  
 
(‎2-43) 
 
 
   
  
  
  
   
         
         
         
  
  
  
  
  
(‎2-44) 
 
 
where   is the nominal traction vector consisting of a normal and two shear 
tractions, and    denotes the original thickness of the cohesive element; this value 
is also referred to as the constitutive thickness. The elasticity matrix,  , provides 
fully coupled behaviour which can be simplified to uncoupled behaviour by setting 
the off-diagonal terms equal to zero. 
The reader is encouraged to refer to (Needleman and Ortiz, 1991) and (Suo et al., 
1992) for a comparison between infinitely soft and rigid interfaces modelled using 
the traction separation behaviour.  
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(Needleman and Ortiz, 1991)
 
 
Fig. ‎2.19: Typical traction-separation response 
 
In the context of cohesive elements, damage is defined as a scalar variable,  , 
which will monotonically increase from   to  , and represents the overall damage 
in the material. The traction response will then be multiplied by       to 
simulate the effect of material degradation due to void nucleation and growth. 
To model the onset of damage nucleation, it is necessary to have a damage 
initiation criterion for the cohesive elements. A simple choice would be the 
“Maximum nominal stress criterion”, in which damage is assumed to initiate once 
any one of the three nominal stresses reaches a predefined value. 
    
    
  
  
  
  
  
  
  
     (‎2-45) 
 
 
A linear damage evolution law may be used to describe the rate of material 
degradation based on the fracture energy per unit length of the cohesive layer (i.e. 
the area under the traction displacement graph shown in Fig. ‎2.19). ABAQUS 
provides various damage evolution profiles (e.g. exponential and tabular), and 
more sophisticated profiles including a plastic deformation stage are available in 
the literature (Scheider, 2009a, Scheider, 2009b); however as it was explained in 
the previous sections it is the fracture energy and the maximum nominal stress that 
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have a dominating effect, and the linear profile would suffice for the studies 
presented in this thesis. The linear damage evolution is described by 
                
  (‎2-46) 
 
 
  
  
    
      
  
  
      
    
  
 
(‎2-47) 
  
where   
 
        
   with     
  being the effective traction at damage initiation. 
  
    refers to the maximum value of the effective displacement, given by Eq. 
(‎2-46), reached during the simulation. 
2.2.5  Interface simulation using the cohesive zone model 
The use of cohesive zone model to simulate material interfaces and interfacial 
decohesion was pioneered by Needleman (1987, 1990, 1992). Decohesion of the 
interface between a viscoplastic block attached to a rigid substrate was analysed 
under uniaxial loading, and the necessary traction-separation laws were developed. 
The ability of the model to capture the reduction of load bearing capacity due to 
decohesion of interfaces made it the leading technique for the study of composites. 
Tvergaard (1990, 1995) applied the method to study damage in whisker reinforced 
metals and Ghosh et al. (2000) and Li and Ghosh (2004) used the model for 
investigating damage evolution in composites. Camacho and Ortiz (1996) used the 
model for simulation of multiple cracks propagating along arbitrary paths as a 
result of impact in brittle materials. 
The balance between accurate predictive capability of the cohesive layer model 
against its theoretical and computational simplicity has promoted it to be the 
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method of choice for three dimensional simulations. Ortiz and Pandolfi (1999) and 
Pandolfi et al. (2000) developed a 3D cohesive layer element which was used to 
reproduce experimental results of three point bending tests on C300 steel 
specimens. The methodology was used by Segurado and LLorca (2004) to develop 
a triangular cohesive surface element suitable for remeshing which was used to 
numerically simulate damage in composite materials caused by particle fracture 
and interface decohesion.  Foulk et al. (2000) used a simplified Representative 
Volume Element (RVE) in conjunction with the 3D cohesive elements to study 
damage in metal matrix composites due to matrix cracking and interfacial 
debonding. Swaminathan et al. (2006) studied the effect of fibre spacing, volume 
fraction, and orientation on stress distribution and damage initiation in fibre 
reinforced composites using a two fibre model. 
The flexibility of the cohesive zone model in terms of the shape of the response 
curve has led to its use for representation of grain boundaries and interfaces 
between the matrix and precipitates. Interface degradation and interfacial damage 
initiation and growth modelled by the cohesive zone was used to simulate fatigue, 
creep fatigue and other damage mechanisms closely related to interfacial damage. 
Bouvard et al. (2009) used the cohesive zone model to predict fatigue and creep-
fatigue crack growth in pre-cracked superalloy specimens. Studies have also 
proven the capability of the method for fatigue life prediction of solder joints 
(Abdul-Baqi et al., 2005 , Geers, 2007). 
The method was used to represent grain boundaries by Slack and Sadeghi (2011) in 
order to study the effect of localised contact stresses under rolling contact 
conditions. Close correlation was found between the predicted fatigue life of the 
samples and the experimentally obtained data. Crystal plasticity was used along the 
cohesive zone model by Grujicic and Zhang (1999) to study the effect of  -phase 
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particles on fracture of lamellar      titanium aluminide. The model was able to 
capture plastic strain incompatibility at the triple junctions and its effect on damage 
nucleation. Furthermore it was shown that the presence of the stable second phase 
particles at the triple point would accommodate the incompatibility and would 
double the strain to failure.   
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2.3 Level set method 
The level set and fast marching methods were developed by Sethian to track 
evolving boundaries (Osher and Sethian, 1988, Sethian, 1999a, Sethian, 1999b). In 
both techniques the boundary (a curve in 2D or a 3D surface) moves in a direction 
normal to itself with a known speed function   (shown in Fig. ‎2.20). Fast marching 
methods are only suitable for fronts propagating with monotonic speed functions 
and as this condition may not be guaranteed in the context of material interfaces, 
the focus of this section will be on the LSM (Level Set Method) (Sethian, 1996). In 
the LSM position of the boundary is determined solving an initial value problem. 
This allows sharp corners, merging and changes in topology in the interface to be 
accounted for seamlessly. Updating the level set function using the same mesh used 
by the XFEM allows coupling the two with one another (Bordas, 2003).  
 
Fig. ‎2.20:  Curve propagating with normal speed F, after (Sethian, 1999b) 
2.3.1 Initial value formulation 
In this technique the boundary is represented by the zero level set of a function of 
one higher dimension than the interface (i.e. function of position and time). The 
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evolution of the hypersurface can be tracked through a time dependant initial value 
problem. Having set the initial zero level set of the function to the initial position of 
the boundary, at anytime the front is given by the zero level set of the function (see 
Fig. ‎2.21).  
 
 
Fig. ‎2.21:  Transformation of front motion into initial value problem, after (Sethian, 1999b) 
 
  
 60 
 
2.4 eXtended Finite element method 
The XFEM relies on the partition of unity property of finite element method which 
was first shown by Melenk and Babuška (1996); this makes it possible to account 
for discontinuities in the field variable function or its derivatives by local (only 
nodes whose support is slit or bisected by the discontinuity) enrichment of the 
approximation. The mesh will be completely independent of the geometry or 
location of the discontinuity. Denoting the shape function at node   by    and the 
nodal degree of freedom by    the approximation takes the following form where 
   is the degree of freedom associated with the enrichment  . 
                       
 
 
                  
 
           
 
 
(‎2-48) 
 
 
Considering a domain   with boundary   (Fig. ‎2.22), the discontinuities in the 
dependant variable   are denoted by          where   is the number of 
discontinuities. Surfaces of these discontinuities are represented by the Level Set 
Method (LSM) and the function is initialised by the signed distance function. The 
signed distance function    representing the surface of discontinuity   , may be 
approximated using a finite element method (other techniques such as meshless 
methods or finite difference may also be used).  
               
 
 (‎2-49) 
 
 
Furthermore, to indicate the tips of a boundary a secondary LSM is introduced 
whose zero level set is perpendicular to the surface of discontinuity at each end. 
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Fig. ‎2.22: nomenclature for two surfaces of discontinuity, after (Belytschko et al., 2001) 
 
The enrichment at node   depends on whether the support of    (the domain on 
which it is nonzero, which will be all the elements sharing the node  ) is cut by 
discontinuities or not. In the case of a single discontinuity the support can either be 
bisected (cut completely in two), or it can be slit which is when the tip of the 
discontinuity is within the support of    (see Fig. ‎2.23). With multiple 
discontinuities, two other possibilities arise which are intersecting or branching 
discontinuities which will be explained later. 
 
 
Fig. ‎2.23: Bisected and slit supports, after (Belytschko et al., 2001) 
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In the case of slit support, approximation is enriched with branch functions to 
account for discontinuities of the function or its derivatives as shown in Fig. ‎2.24. 
The choice of branch functions themselves depends on the context of the problem; 
for example in linear fracture mechanics, branch functions are of the form    
multiplied by a trigonometric function as it has been shown that the displacement 
field behaves like    when    . Regardless of the choice of branch function, 
they are defined in terms of the local polar coordinates measured from the tip of 
discontinuity (see Fig. ‎2.25). Polar coordinates of points in the neighbourhood of 
the tip can be obtained using the following relations: 
                  (‎2-50) 
  
           
    
    
  (‎2-51) 
 
 
 
 
 
Fig. ‎2.24: Branch functions for discontinuities in (a) the function and (b) its derivative (Belytschko et al., 
2001) 
 
 
 
Fig. ‎2.25: Bisected and slit supports 
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As it is required to have variable number of degrees of freedom at enriched nodes 
depending on the approximation used, it is essential to have an algorithm capable 
of defining the node sets whose supports are bisected/slit by the discontinuity at 
each time step. Expressing the discontinuity by the LSM provides a natural way of 
obtaining these nodes; in any given element, if the product of maximum and 
minimum values of the level set is negative (            ) then nodes 
corresponding to that element will be enriched (see Fig. ‎2.26). In the case of 
asymptotic branch functions, the criteria is to have the negative product for both   
and  . It should be noted that using this method, if the discontinuity coincides with 
element boundaries, no enrichment will take place and will result in a classical 
finite element approximation.  
 
 
Fig. ‎2.26: choice of enriched nodes 
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2.4.1 Strong discontinuities 
A strong discontinuity is a discontinuity in the function itself across the boundary 
  . This can well represent the case of a crack, shear band, or debonding of an 
interface. On a bisected support, a Heaviside step function is used as the 
enrichment function to create a step jump in the function across    which is defined 
by the set of points x in the domain, such that,        . 
               (‎2-52) 
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Denoting branch functions by   , the nodal approximation of a slit support is given 
by 
                         (‎2-55) 
  
As mentioned before, the branch functions may be of any form. As an example 
Belytschko et al. (2001) suggested to use the following form of branch functions: 
              
 
 
       
 
 
   (‎2-56) 
 
 
It is also mentioned that generally more than one branch function would be needed. 
Belytschko and Black (1999), developed a set of branch functions for linear 
fracture mechanics varying with    to obtain the asymptotic solution in the near-tip 
region with greater accuracy. These specialised branch functions are given by: 
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Moes et al. (1999) utilised XFEM to simulate crack propagation in a plate with 
cracks emanating from two holes subjected to a far-field tension. The effects of 
mesh density on crack geometry were studied and the final crack paths for both 
coarse and fine meshes were found to be in good correlation. 
Another interesting case study is the simulation of a journal bearing using 
enrichment function. Belytschko et al. (2001) modelled a journal allowing for 
tangential discontinuity in displacement across a circular boundary representing the 
shaft rotating in the fixed bearing. The model was examined to determine how 
closely can it capture the lowest eigenvalue and eigenvector corresponding to rigid 
body rotation of the shaft,    inside the bearing,   . In an ideal case this should be 
zero since the shaft should be free to rotate. 
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2.4.2 Weak discontinuities 
Another class of discontinuities are those occurring in the first derivative of the 
approximation. The prime example of such discontinuities would be material 
interfaces where it is the strain field (corresponding to the first derivative of 
displacement field) that is discontinuous across   . The finite element method is 
well capable of handling this category of discontinuities provided the boundary lies 
on the element boundaries. To overcome this limitation, the approximation is 
enriched with continuous functions having discontinuous first derivatives. For a 
bisected support the nodal approximation may be enriched with the absolute value 
of the distance function 
                           (‎2-58) 
 
 
And for the slit support the approximation would be 
                         (‎2-59) 
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The first branch function is shown in Fig. ‎2.24b where it can be seen that the 
function is continuously differentiable within the domain but cusp-like across the 
discontinuity. 
As an example of a displacement field with a weak discontinuity, a 3D simulation 
was done by Belytschko et al. (2003). A spherical inclusion under uniaxial tension 
was modelled using the LSM (shown in Error! Reference source not found.) and 
he results were then compared against the exact solution of the problem and 
reasonable agreement was found between the two.  
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A more detailed treatment of weak discontinuities was carried out by Sukumar et 
al. (2001). In that study, a hole was treated as a second phase with zero stiffness, 
and hence the hole geometry was defined using a Level Set function independent of 
the mesh. Contours of normal stress     predicted both by FEM and XFEM were 
shown to be in good agreement.  
Sukumar et al. (2001) and Moës et al.(2003) showed that the use of smoothed 
enrichment functions improves numerical accuracy and the convergence rate as it 
ensures a constant value in the blending elements (i.e. partially enriched elements) 
where the enrichment function is not reproduced. 
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2.4.3 Intersecting and branching discontinuities 
When a domain contains more than one discontinuity, a situation may arise when 
support of a node is cut by more than one discontinuity (shown in Fig. ‎2.27-a). 
Under these circumstances a different enrichment of the approximation is needed. 
This was first addressed by Daux et al. (2000) where a third enrichment function   
(assuming three discrete values) and a corresponding third degree of freedom were 
added to the approximation of such nodes. This approach is easy to understand and 
the reader is encouraged to study this paper for a better grasp of the concept; 
however a more compact and easier to implement method was presented by 
Belytschko et al. (2001) where the   function was replaced by a third Heaviside 
step function. The approximation for the discontinuity is then given by 
                                      
                   
(‎2-61) 
 
 
It should be noted that these three functions are linearly independent and also 
linearly independent of the FE shape functions. 
 
  
Fig. ‎2.27: Support of node   with (a) intersection discontinuities and (b) branching discontinuities, after 
(Belytschko et al., 2001) 
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Another important case is a branching discontinuity (shown in Fig. ‎2.27-b), such as 
a branching crack or the triple point in the context of grain boundaries in 
polycrystalline materials. This can be treated as a special case of the intersecting 
discontinuities and the corresponding approximation may be written as 
                                        (‎2-62) 
 
 
Once again the two enrichment functions are linearly independent. 
2.4.4 Discretization 
Discretization in the XFEM follows the conventional approach with the addition of 
terms resulting from enrichment of approximation.  
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Or if a boundary condition (such as those required to prevent self-penetration of the 
two crack surfaces) are enforced using Lagrange multipliers, the equation assumes 
the form 
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Where      and      are the nodal external forces and 
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In the above,   is the standard fourth order elasticity tensor. 
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2.4.5 Numerical integration of the weak form 
Quadrature of the weak form in elements cut by the discontinuity requires special 
attention as the standard Gauss quadrature may not be able to integrate the 
discontinuous field accurately. Using quadrature rules which do not rely highly on 
continuity of the integrand may improve the integration of the field over the 
element. An example would be the trapezoidal rule with     quadrature points 
over the domain. 
A more popular approach involves the cut elements being subdivided into smaller 
elements which do not cross the discontinuity (illustrated in Fig. ‎2.28) and the 
element quadrature is performed over these sub-elements. This method improves 
the accuracy significantly but requires greater programming effort to implement the 
subdivision algorithm (Belytschko et al., 2001).  
In both of the above mentioned methods, it is necessary to carefully treat elements 
where the cut leaves a very small subelement. Details of such treatments are given 
in (Moës et al., 1999) and (Natarajan et al., 2010). 
In a more recent study Natarajan et al. (2010) used the Schwarz–Christoffel 
mapping in order to integrate the discontinuous and singular integrands of strong 
and weak discontinuities of XFEM without the need for subdivision. 
 
Fig. ‎2.28: Generation of subpolygons for the quadrature of the weak form , 
after (Belytschko et al., 2001) 
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Chapter 3.  
Cohesive Model Implementation  
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3.1 Introduction 
Studies have shown that in the micro-forming process when the dimensions of the 
workpiece are of the same order as the underlying microstructure, the material 
exhibits non-homogeneous deformation and deviates from the continuum limit. 
Localised straining and stress concentrations can lead to undesirable local thinning, 
fracture, or bending of the part. Fig. ‎3.1 shows the effect of grain size on micro-pin 
extrusion as it was observed by Parasiz et al. (2007). Additionally, studies have 
shown that other aspects of a material’s behaviour such as creep characteristics, 
crack propagation rate, and the macroscopic plastic flow are not independent of the 
microstructure (Berbenni, 2007, Kim, 2005, Yang and Yang, 2009, Yu and Shi, 
2010) 
 
  
Fig. ‎3.1: Effect of grain size on micro-pin extrusion (Parasiz et al., 2007) 
 
The aforementioned motivation has led researchers to perform numerical studies 
incorporating both the crystal plasticity material model and explicit representation 
of the microstructure. Zhuang et al. (2011) utilised the method to study local 
thinning and tearing of micro-tubes during hydroforming and it was shown by 
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Wang et al. (2009) that this approach was capable of predicting necking in micro-
films under tension. 
Different techniques (e.g. Monte-Carlo models, level-set methods, and phase field 
models) have been utilised for microstructure representation. A review of the 
different methods for generation of digital material representation was carried out 
by Madej et al. (2011). For the current research, the Controlled Poisson Voronoi 
Tessellation (CPVT) method was chosen as it enables the researcher to control 
different aspects of the generated micro-structure. This feature is extremely 
valuable when studying the effect of grain structure distribution on the macro-scale 
behaviour of the material. 
This chapter describes the development of a virtual grain structure generation 
package called VGRAIN. CPVT is used to generate statistically equivalent grain 
structures according to the specified microstructural features such as the average, 
minimum and maximum grain size and the percentage of grains within that range. 
A novel approach is proposed for the incorporation of cohesive interfaces in the 
generated virtual microstructure for crystal plasticity analyses of inter-granular 
crack initiation and growth. A meshing scheme is developed for the cohesive zones 
and the multiple junctions in order to automate the mesh generation process in the 
commercial FE package, ABAQUS. 
In order to demonstrate the capabilities of the method, two numerical studies are 
carried out. In both cases different ratios were prescribed for the normal and 
tangential damage initiation stresses in order to compare the simulated results with 
what was expected. 
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3.2 Controlled Poisson Voronoi Tessellation  
Random tessellation techniques are widely used for microstructure generation in 
numerical studies involving polycrystalline materials. The reason for this is that the 
geometrical method closely mimics the solidification process in a polycrystalline 
material. The three stages of random tessellation, as illustrated in Fig. ‎3.2, can be 
related to the three stages of solidification. Seed generation, progressing boundaries 
and generation of cell boundaries can be considered to represent grain nucleation, 
grain growth and impinging of crystal surfaces on adjacent crystals respectively. It 
is clear that the morphology of the resulting microstructure is dependent on the 
spatial and time distribution of the seed sites as well as the growth speed of 
individual boundaries. 
 
  
Fig. ‎3.2: Schematics of grain boundary formation under isotropic growth 
conditions usign random tesselation , after (Zhang, 2011) 
 
In most applications of Voronoi Tessellation (VT) for microstructure generation in 
polycrystalline material simulations, there is no real correlation between the 
generated grain structure and what would have been observed in an examination of 
the physical specimen. 
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The seed nucleation needs to be based on a certain distribution pattern which itself 
is determined based on the physical parameters of the microstructure. The 
Controlled Poisson Voronoi Tessellation (CPVT) was developed to meet the 
abovementioned requirements. A control parameter,  , was introduced to dictate 
the minimum permissible distance between two seeds in the nucleation phase. As 
shown in Fig. ‎3.3, the distance between a newly generated seed  , and an existing 
seed  , must satisfy the condition                    . This condition 
corresponds to the presence of a repulsive force between the nucleation sites that 
propels them away from one another.  
 
  
Fig. ‎3.3: Schematics representation of a controlled Poisson Voronoi 
Tessellation , after (Zhang, 2011) 
 
Detailed development of the controlled Poisson Voronoi Tessellation  has been 
presented in the work of  Zhang (2011) and Zhang et al. (2011a), and the 
application of the methodology to study the effect of microstructure distribution in 
two and three dimensions has been presented in the work of Zhang et al. (2011b, 
2012c). 
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3.3 Cohesive layer representation of interfaces 
In the current study, cohesive elements with a traction-separation constitutive 
model will be used to represent material interfaces (i.e. grain boundaries and 
matrix/inclusion interfaces). The FE package used (ABAQUS) requires the 
cohesive elements to be quadrilateral, and the more uniform the mesh is, the more 
accurate the results will be.  This requirement would raise problems at the triple 
points where a triangular domain needs to be meshed using quadrilateral elements.  
Initially, as shown in Fig. ‎3.4 a, the domain was subdivided, and the degrees of 
freedom of the nodes falling on the neighbouring element’s edges were constrained 
using a linear multi-point constraint (MPC) relationship. In an attempt to reduce the 
number of MPC relationships in the domain to both reduce the computational cost 
and the time necessary to set up a model, the approach shown in Fig. ‎3.4 b was 
initially adopted. This method would mean that at each triple point, there would be 
three nodes whose contribution to the stiffness matrix of neighbouring elements 
would only be through MPC relationships. In the first scenario the MPC relations 
would rectify the issue of unnecessary degrees of freedom, and in the second case 
provide a way for the triple point elements to interact with neighbouring elements; 
however it would not provide any rationale for the choices of normal and tangential 
directions of those elements. In order to resolve this matter, elements were defined 
such that one of their edges would lie on a grain boundary which could then define 
the tangential direction. This is shown in Fig. ‎3.4 c. However, it still remains that 
the node at the centre is where three cohesive elements with traction-separation 
behaviour connect and it may result in numerical instabilities and severe element 
distortions. In the present study, as element deletion has been specified for the 
cohesive zone, the effect of the centre node at the triple points on the overall 
behaviour will be minimal, and was therefore ignored; this issue will be explored in 
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detail in future work. In cases where this could result in a significant effect, the 
centre node may be constrained to remain at the centroid of the triple point. 
  
 
 
 
Fig. ‎3.4: Different algorithms for meshing a triple point, (a) two layer with linear MPC (b) MPC 
constraint only at the triple point (c) without any constraint on the nodes 
 
Furthermore, ABAQUS uses the node numbering sequence in an element to 
determine the normal and tangential directions of a cohesive element as it has been 
shown in Fig. ‎3.5. The numbering scheme used for the nodes during meshing is 
dependent on the meshing algorithm used. 
 
 
Fig. ‎3.5: Convention used by ABAQUS for determining the normal and tangential direction in a cohesive 
element, where         
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The mesh generation algorithm in ABAQUS requires the specification of a sweep 
meshing technique for regions that are assigned with cohesive elements. In simple 
geometries common to studies involving cohesive layers, this ensures the correct 
numbering for the elements, and correct normal and tangential direction assignment 
for the cohesive elements. However, as it was observed in the current study, the 
built-in algorithms fail to assign the necessary sweep path and it is common to have 
the sweep direction along the length of a material interface. This has been shown in 
Fig. ‎3.6 a. This might seem insignificant provided that the material behaviour along 
the normal and tangential directions are identical, however it should be noted that 
the strain values for the cohesive element are determined based on its initial 
geometry. It is clear that in Eq. (‎2-43), if    was set to the initial length of the 
interface, the material behaviour would be significantly different from what was 
expected. The correct sweep direction required for the scheme to work has been 
shown in Fig. ‎3.6 b. 
 
 
Fig. ‎3.6: Sweep direction for the cohesive zone: (a) ABAQUS default, (b) Corrected sweep direction 
 
The CPVT microstructure generation algorithm combined with the interface 
offsetting and a rule based method for the preliminary partitioning of the multiple 
junctions and the sweep direction reassignments were coded into the virtual grain 
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generation package, VGRAIN. Details of the implementation of the cohesive 
representation of interfaces in the virtual grain generation package have been 
presented in the work of Zhang et al. (2012b, 2012a). 
3.4 Numerical examples 
In order to demonstrate the effectiveness of the interface modelling technique 
described in the previous section, two case studies were conducted. In the first set 
of simulations a simple tension boundary condition was applied to a rectangular 
domain with a polycrystalline microstructure. In the second set of simulations a 
three point bending test was set up in accordance to the ISO 7438:2005 where 
VGRAIN was used to generate the microstructure in the bending specimen. 
Table ‎3-1: Physical parameters used for the microstructure generation (all units are in   ) 
       
 Domain                   
       
Simple Tension         30 40 20 0.85 0.5 
Three point bending          30 40 20 0.85 0.5 
       
 
Table ‎3-2: Cohesive layer parameters 
      
 
         
      
  
  
      
  
  
      
  
  
      
   
         
      
  
  
    6.6  150 150 150 75 
  
  
    6.6 4500 150 150 75 
      
The physical parameters used in the generation of both microstructures have been 
listed in Table ‎3-1 and the two different sets of cohesive properties used in each 
case are given in Table ‎3-2. It should be noted that these two studies were for 
demonstration purposes only and the simulation was carried out without any 
calibration of the crystal plasticity material model or the traction-separation law. 
The calibration of both material models will be discussed in detail in ‎Chapter 4. 
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In all of the simulations, the crystal plasticity material model was used to model the 
behaviour of individual grains. This was achieved using a user material subroutine 
which was coded based on the constitutive model presented earlier in Section ‎2.1.6. 
Details of the material model implementation will be discussed in ‎Chapter 6. 
3.4.1 Simple tension 
The two dimensional domain used for the simple tension simulation is shown in 
Fig. ‎3.7. A random orientation distribution was used for the crystal plasticity 
material model used in different grains. The    degree of freedom (displacement 
along the loading axis) of all the nodes on the right hand side of the domain was 
linked to a single free node using *EQUATION command in ABAQUS in order to 
control the necessary degree of freedom without putting an unnecessary constraint 
on the other degrees of freedom. The domain is considered to be plane strain, 
however the crystal plasticity material model is fully three dimensional and is only 
subjected to the plane strain constraint of      . 
 
 
  
Fig. ‎3.7: The simple tensile test simulations using the cohesive model 
 
The orientation mismatch between the grains causes localised stress concentration 
and strain mismatch on either side of an interface. This will eventually cause the 
degradation of the interface according to the traction-separation law specified. This 
is shown in Fig. ‎3.8. 
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Fig. ‎3.8: Failure of a triple point represented by cohesive elements 
 
As mentioned in Section ‎3.4, two cases were simulated for simple tension with the 
only difference being the ratio of damage initiation stress of the cohesive layer 
degradation law. With         damage will initiate whether the normal or 
tangential stress exceeds the prescribed value, however with        , damage 
initiation caused by the normal distribution becomes significantly more difficult 
and damage initiation under shear stress becomes the dominant damage 
mechanism. 
 
 
 
  
  
    
 
 
 
 
  
  
    
 
 
Fig. ‎3.9: Deformed geometry and total cumulative slip contour plots for microstructures used in simple 
tension simulations 
  
The deformed geometry and contour plots of total accumulated crystalline slip,  , 
for both cases are shown in Fig. ‎3.9. It is very clear that the damage nucleation and 
propagation in the two cases has occurred according to the specified damage 
initiation stress ratio. In the first case the damage propagation path is perpendicular 
to the tensile direction whereas in the second case it is clear that damage has 
 82 
 
occurred on a path closest to a     angle which is the orientation at which 
maximum shear stress is experienced. It should be noted that the shear stress 
damage nucleation occurs at a greater global strain which is expected due to the 
nature of the applied boundary conditions. This can be further verified using the 
contour plots presented in Fig. ‎3.9 and that the oblique localised straining caused 
by the orientation mismatch in the second simulation has a greater value than those 
occurring in the first simulation.  
 
 
 Fig. ‎3.10: stress strain curves for the simple tension simulation 
  
In order to obtain the global response of the microstructure, the following method 
was adopted: The sum of reaction forces extracted from the nodes on which the 
boundary condition was applied was used as the global reaction force of the 
material. The obtained value and the prescribed displacement were used to 
calculate the true stress strain curves that are given in Fig. ‎3.10. The stress strain 
curves clearly show the elastic, plastic and failure stages of the material, and with 
       , the failure is postponed and the material continues to plastically deform 
until the strain mismatch is great enough to nucleate damage at an interface.  
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3.4.2 Three point bending 
In order to further explore the capabilities of the developed method, it was used to 
generate polycrystalline microstructure and the cohesive layer interfaces within a 
three point bending specimen. Fig. ‎3.11 shows the simulation setup according to 
the ISO 7438:2005. 
 
 
 
 
  
Fig. ‎3.11: The three point bending test simulation setup and boundary conditions 
 
Similar to the simple tension simulations two different ratios were simulated for the 
damage initiation stress of the cohesive layer as shown in Fig. ‎3.12. 
 
 
 
  
  
    
 
 
 
 
  
  
    
 
Fig. ‎3.12: Deformed geometry and total cumulative slip contour plots for microstructures used in three point 
bending simulations 
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As clearly shown in Fig. ‎3.12, with        , damage initiates at the lower 
surface of the specimen where maximum principal stress occurs and the crack 
propagates to the upper face of the specimen with increasing displacement. 
However in the case of        , as the damage can only occur under high shear 
stress the deformation and failure mechanism is very much different from the 
previous case. It can be observed from the deformed geometry that limited 
interface degradation has taken place beneath the surface directly under the 
indenter. This is in total agreement with the location of maximum shear stress 
caused by contact according to the Hertzian contact theory (Johnson, 1987). 
Beyond this point, no further damage was observed and the material continued to 
plastically deform. 
 
 
 Fig. ‎3.13: Load displacement curves for the three point bending simulations 
  
The load-displacement curve presented in Fig. ‎3.13 clearly shows the difference 
between the two simulation scenarios. With the ratio equal to one, the load drops to 
zero with increasing displacement, however when the ratio is set to infinity, after a 
certain amount of decrease in the load bearing capacity of the specimen, the load 
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displacement curve diverges from that of the previous case and reaches a plateau 
which seems to be continuous within the simulated displacement range. It is 
postulated that the drop in the load bearing capacity occurs as a result of the 
damage caused by contact stresses under the indenter. The damaged material 
underneath the indenter reduces the effective thickness of the specimen and 
essentially lowers the position of its neutral axis. However once stable conditions 
are reached the grains begin to plastically deform and no further interface 
degradation takes place. 
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Chapter 4.  
Crystal Plasticity and Cohesive 
Model Calibration 
 87 
 
4.1 Introduction 
In the context of Finite Element Analysis, all the constitutive laws and material 
models are described based on one or more material constants in order to define a 
unique material response. This can be as few as two in a simple isotropic linear 
elastic material model, namely the Young’s modulus and the Poisson’s ratio, or the 
38 constants required describing the unified viscoplastic damage constitutive 
equations used by Lin et al. (2007). Regardless of how sophisticated the material 
model may be, these parameters are to be determined based on experimental 
results. In the case of an elastic material, J2-plasticity and many other constitutive 
equations, these can be directly measured from inexpensive experiments and be 
used for numerical studies. However with more complex material models such as 
the crystal plasticity model used in this thesis, not all the parameters can be directly 
measured from experimental results and it is necessary to calibrate the material 
model. 
The modelling technique developed in this thesis is aimed at modelling the failure 
occurring at high strain rates and elevated temperatures which are the 
characteristics of hot rolling. Furthermore, the material of interest is free cutting 
steel which contains second phase particles of Manganese sulphide (MnS) that has 
a different crystalline structure and properties. It is not possible to perform 
mechanical testing on the austenitic matrix material and the MnS inclusions 
separately, particularly at a strain level of         and at a temperature of 
     . Consequently, the parameters describing the crystallographic slip such as 
the critical resolved shear stress (CRSS) and the initial hardening slope need to be 
determined based on the global response of a domain containing both cohesive and 
the crystal plasticity materials. 
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Additionally, the explicit representation of material interfaces using cohesive 
elements further complicates the calibration process as the traction-separation law 
needs to be determined if damage nucleation and growth is to be modelled 
accurately. To the author’s knowledge, the only experimental procedure to 
characterise the behaviour of a material interface (i.e. grain boundary), is to 
perform bi-crystalline experiments, such as those performed by Aleshin et al. 
(2002) and Molodov et al. (2011) on Aluminium bi-crystals. However, such 
experiments are out of the scope of the current work and in the absence of 
published experimental results for the free cutting steel under the aforementioned 
conditions, data obtained from a macro-scale specimen was used to calibrate the 
traction-separation law. 
This chapter is dedicated to the calibration of the necessary material models that 
will later be used in ‎Chapter 5 in order to study the effect of different parameters 
on the material behaviour. A number of preliminary studies provide a foundation 
for the calibration process as it was necessary to determine the effect of a number 
of parameters on the global behaviour of the model. The calibration process 
consists of two parts which focus on calibration of the crystal plasticity model and 
that of the traction-separation law for the cohesive layer respectively. The 
simulation results are compared with the experimental data published by Foster et 
al. (2007) and a residual measure is used to determine the set of parameters best 
describing the observed material behaviour. 
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4.2 Preliminary studies 
In order to be able to perform a rigorous calibration it was necessary to perform a 
number of preliminary studies. This was to determine the effect of certain 
parameters on the global behaviour of the model such as its sensitivity to the 
thickness of the cohesive layer or the number of grains present in the model. 
Studies presented in the following sections lay a foundation for the calibration that 
will be discussed in Section ‎4.3.  
4.2.1 Reduced Young’s modulus 
As mentioned in Section ‎4.1, the calibration process was based on the experimental 
data reported by Foster et al. (2007). The choice of experimental data will be 
discussed in detail in Section ‎4.3. This section is focused on the non-unique 
modulus of elasticity observed in Fig. ‎4.1 despite the reported value of          in 
the study. 
 
 
 Fig. ‎4.1: Non-unique slope in the elastic region of the Gleeble tensile test result 
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As has been illustrated in Fig. ‎4.1, the apparent elastic region of the stress-strain 
curve has two distinct slopes, i.e.          and         . The experiment was 
conducted using the Gleeble
® 
system (used for physical simulation and thermo-
mechanical material testing), with an axisymmetric notched tensile sample for 
which the experimental setup has been shown in Fig. ‎4.2. It can be seen that with 
this tensile testing configuration, the specimen is axially located using the nut and 
the specimen follows the machine grips. However, as can be seen in Fig. ‎4.2, it is 
quite possible to have a gap present between the grip and the nut at the beginning 
of the test which may lead to slippage of the grip on the surface of the specimen. 
 
  
Fig. ‎4.2: Gleeble specimen slippage in the grip limited by the nut. This is 
considered to be the major cause of reduced Young’s modulus in the 
experimental curves. 
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The presence of this gap and the consequent slippage of the grip are believed to be 
a potential cause of the observed multiple Young’s moduli. The grip has a limited 
load bearing capability due to friction, however once the load reaches a certain 
threshold, the specimen starts to slide. During this period force is to remain 
constant until contact is established between the grip and the nut. The nut will 
undergo limited elastic deformation (commonly referred to as the machine 
compliance) as the last stage of this transient phase. 
It should be noted that due to the very high strain rate under which these 
experiments were conducted (           ), only a limited number of data points 
were recorded. This is a significant issue when one is to obtain information from 
the elastic part of the material behaviour. Low resolution of data acquisition and 
the postulated slipping behaviour can explain the observed reduced Young’s 
modulus in the elastic region of the experimental curve.  In order to test this 
hypothesis, an FE model of the Gleeble specimen was developed as it is shown in 
Fig. ‎4.3. 
 
  
Fig. ‎4.3: The Gleeble tensile test simulation: (a) prior to the grip contacting the nut (b) after the grip has made 
contact with the nut 
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The model consists of a rigid body representing the grip, and two linear elastic 
deformable bodies corresponding to the tensile specimen and the nut. An elastic 
modulus of         was specified for the tensile specimen and the nut, 
characterising mild steel at room temperature. Symmetry boundary conditions were 
applied on the symmetry plane of the specimen. Displacement was applied to the 
grip and the resulting reaction force was recorded as it is the case in the 
experimental setup. The resulting force displacement curves for different values of 
friction coefficient are shown in Fig. ‎4.4. 
 
 
 Fig. ‎4.4: Gleeble simulation Load-Displacement curve results 
  
 Three distinct regions can be identified in the force-displacement curves. In the 
first stage, before slippage occurs, the friction between the specimen and the grip is 
transferring the tensile force (This is also shown in Fig. ‎4.3a). Slippage takes place 
when the tensile load is greater than the static friction threshold. In the third stage, 
the tensile specimen comes in contact with the nut, and after elastically deforming 
the nut, a unique linear elastic behaviour is obtained. Elastic deformation of the nut 
is evident in the force displacement curves shown in Fig. ‎4.4, where an 
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intermediate linear elastic behaviour is observed after the slippage and prior to the 
final linear part of the curve. 
The presence of the horizontal section of the load-displacement curve may be used 
to explain the multiple elastic moduli observed in the experimental data. Resolution 
of the experimental data is not sufficiently high to be able to capture the slippage, 
and this has resulted in the apparent reduced elastic modulus shown in Fig. ‎4.1. The 
reported elastic modulus of          is used in the current thesis for the free 
cutting steel (Foster et al., 2007). 
4.2.2 Effect of cohesive layer thickness 
Finite thickness for the cohesive layer is necessary in many cases. In hot rolling of 
free cutting steel, additives such as lead were found to segregate in a finite 
thickness zone at the interface between austenite matrix and MnS precipitates, 
reducing the strength of the interface (Foster et al., 2007). Another example would 
be the grain boundary sliding in superplasticity and cases with interdiffusion 
regions (Gifkins, 1976). Paggi and Wriggers (2011) have also shown that the non-
zero thickness of the grain boundary represented by a non-local cohesive zone 
model is capable of capturing statistical variations in fracture energies and crack 
paths as observed in experiments. 
As mentioned earlier, the current thesis is focused on simulation and 
characterisation of grain boundary and matrix-inclusion interface decohesion in 
free cutting steel under hot rolling conditions. To the best of the author’s 
knowledge, no accurate measurement is available for the thickness of interfaces in 
free cutting steel under hot rolling conditions. Additionally, the mesh density at the 
vicinity of an interface is dictated by its thickness and this has a significant effect 
on the total number of elements in the model. 
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 Fig. ‎4.5: Microstructures used in the analysis of the effect of cohesive layer thickness 
  
 
 
 Fig. ‎4.6: Sensitivity of the macro behaviour of the model to the cohesive layer thickness 
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Moreover, the area fraction of the cohesive zone should be significantly smaller 
than that of the crystalline material not to affect the global behaviour of the model. 
Another very important impact of the cohesive layer thickness was found to be the 
shape of elements in the vicinity of the interfaces, and multiple junctions in 
particular. Orientation mismatch at the interface results in high strain gradients that 
require smaller elements. Insufficient mesh density would usually result in element 
distortion and abortion of the simulation. 
In order to choose a thickness value satisfying both aforementioned conditions, it 
was important to determine the sensitivity of the global response of the model to 
the thickness of the cohesive layers. Five models were set up with cohesive 
thicknesses varying from        to         (shown in Fig. ‎4.5). It should be 
noted that the microstructure, grain orientation and boundary conditions were 
identical in all the simulations. It should be mentioned that the cohesive layer 
thickness is incorporated in the traction-separation constitutive law specified for 
the interfaces and any difference between the models would be due to the 
geometry. The light blue regions in Fig. ‎4.5 represent the austenite grains and the 
dark blue regions correspond to MnS inclusions. The dispersion and material 
definition of these inclusions will be discussed in Section ‎4.3. 
The global response of the model was obtained using the method explained in 
Section ‎3.4.1. The resulting stress-strain curves are shown in Fig. ‎4.6. It can be 
clearly seen that within the simulated range, the cohesive layer thickness does not 
affect the global response of the model. 
Based on the findings of this study, a value of        was chosen for the 
thickness of interfaces in the following sections throughout this thesis.  
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4.2.3 Effect of the microstructure 
Another important preliminary study necessary prior to the calibration study is to 
determine the sensitivity of the global model behaviour to the number of grains 
present in the model. This is to find the minimum number of grains necessary to 
achieve satisfactory repeatability for statistically equivalent microstrucutres. 
A major disadvantage of crystal plasticity constitutive models is that due to their 
complexity, FEA implementation of such models is computationally expensive. 
This limits the model size that can be set up and run within a reasonable time. 
Furthermore, with respect to the scheme developed in ‎Chapter 3, interpretation of 
the VGRAIN python scripts and model setup in ABAQUS/CAE also becomes 
computationally very expensive as the number of grains increases. This is believed 
to be mainly caused by the number of sections necessary for the meshing technique 
and the number of material model definitions that need to be stored in the memory. 
Based on the above argument, and taking into consideration the size of the 
microstructural features that need to be explicitly modelled, it is clear that 
modelling of the full specimen is not possible. As a result, a representative volume 
element (RVE) needs to be defined to study the material behaviour at the micro-
scale. Ideally the RVE would be space filling (i.e. opposite edges must be 
matching) and periodic boundary conditions applied on its edges (this will be 
discussed in greater detail in Section ‎5.2). However, due to the microstructure 
generation algorithm it is not possible to ensure that the aforementioned conditions 
are satisfied. As a result, the RVE will have grains on the outer edge of the domain 
that are not subject to strain mismatch at the free surface. This significantly affects 
the global behaviour of the model depending on the number of grains present.  
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 Fig. ‎4.7: Microstructures with 28 grains used in the study of effect of the microstructure  
 
  
 
Geometry A Geometry B 
 
  
 
Geometry C Geometry D 
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 Fig. ‎4.8: Microstructures with 50 grains used in the study of effect of the microstructure  
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 Fig. ‎4.9: Microstructures with 100 grains used in the study of effect of the microstructure  
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 Fig. ‎4.10: Microstructures with 450 grains used in the study of effect of the microstructure  
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In order to be able to calibrate the material model and the cohesive layer 
constitutive law, it was essential to establish a model whose global behaviour was 
not dependent on the microstructure. In other words, the sensitivity of the macro 
behaviour had to be determined with respect to the microstructure. 
Four different domain sizes were studied while keeping the average grain size 
constant. An average grain diameter of       was specified for the microstructure 
generation using the VGRAIN software. The size of the domain was determined 
knowing the average area of an individual grain (assuming a circular shape), and 
the number of grains to be present within the domain; furthermore an aspect ratio 
of 2 was specified for the domain to avoid undesirable edge effects. Five 
statistically equivalent microstructures were generated for each given model size. 
As in the previous studies, the FCC crystalline structure was specified for the 
austenitic matrix and simple cubic structure for the MnS particles dispersed in the 
microstructure. The generated microstructures have been shown in Fig. ‎4.7 to Fig. 
‎4.10. 
Each model was subjected to tensile boundary conditions (explained in Section 
‎3.4.1) until failure occurred. The resulting stress-strain curves obtained from the 
reaction forces have been presented in Fig. ‎4.11. It should be noted that neither the 
crystal plasticity material model, nor the traction-separation law for the cohesive 
layer were calibrated in this study. The purpose of this study is merely to determine 
the sensitivity of the stress-strain curve to the size of the model and number of 
grains present in it. It can be clearly seen in Fig. ‎4.11 that the stress-strain curves of 
different statistically equivalent microstructures get closer as the number of grains 
increases. In the smaller models, presence of trivial paths of crack growth, 
perpendicular to the tensile direction, resulted in greater sensitivity to the 
microstructure compared to the larger models. 
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(a) Microstructure with 28 grains 
 
 
 
(b) Microstructure with 50 grains 
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(c) Microstructure with 100 grains 
 
 
 
(d) Microstructure with 450 grains 
 
 Fig. ‎4.11: stress strain curves for different generations of statistically equivalent microstructures 
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Furthermore what is noticeable is that the flow stress differs depending on the 
microstructure. This is believed to be due to severe heterogeneity of the domains 
with small numbers of grains. Depending on the orientation of the matrix grains as 
well as the orientation and location of MnS inclusions, the flow stress of the model 
might be higher or lower; however as the number of grains and inclusions present 
in the microstructure increases, the observed material behaviour gets closer to what 
is observed at the macro-scale, such as in the Gleeble experiments.  
In order to be able to compare the results, a quantitative measure of the failure 
strain,   , had to be defined. Due to multi-staged failure of the microstructure in 
certain cases (most noticeable in case of geometry E in Fig. ‎4.11a), strain to failure 
was defined as the strain at which stress would become zero. The resulting values 
of    have been listed in Table ‎4-1.  
Table ‎4-1: Strain to failure for different numbers of grains 
     
    grains    grains     grains     grains 
     
Geometry A 0.144 0.172 0.164 0.093 
Geometry B 0.180 0.140 0.140 0.092 
Geometry C 0.183 0.144 0.144 0.094 
Geometry D 0.198 0.172 0.147 0.093 
Geometry E 0.276 0.124 0.144 0.093 
     
     
Moreover, using this measure, the standard deviation and mean values of    were 
calculated as a function of the number of grains in the model representative of the 
size of the domain which has been shown in Fig. ‎4.12. It can be clearly seen that 
the standard deviation is reduced with increasing number of grains and at     
grains the standard deviation is low enough to consider the five values of    
identical. In other words, with     grains, the macro behaviour of the model was 
independent of the microstructure. 
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 Fig. ‎4.12: Sensitivity of the macro behaviour of the model to the microstructure 
  
Further investigation of the simulated failed microstructures of the models with 
    grains revealed that the crack initiation location and the growth path of each of 
the five statistically equivalent microstructures was unique to that particular model. 
These have been shown in Fig. ‎4.13. The significance of these different failure 
patterns becomes more evident when compared with the stress-strain curves shown 
in Fig. ‎4.11d. It can be observed that the crack initiation takes place at different 
locations depending on the orientation distribution and inclusion dispersion in the 
domain. It then propagates along the direction normal to the principal stress, while 
branching or changing direction depending on the microstructure at the crack tip. It 
can also be observed that in 4 out of the 5 cases the crack initiated in the vicinity of 
an inclusion which suggests that severe strain discontinuity across the interface 
caused localised high values of stress resulting in decohesion of the interface. 
Based on the findings of this study, it was concluded that the macro behaviour of 
the model with     grains had negligible sensitivity to the microstructure and that 
it could be used for the calibration studies presented in Section ‎4.3. 
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Fig. ‎4.13: Deformed geometry and total cumulative slip contour plots for microstructures with 450 grains 
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4.2.4 Effect of adjacent MnS inclusions 
As it was mentioned in the previous section, the crack initiation point was 
generally found to be in the vicinity of an inclusion. This is believed to be caused 
by the lattice mismatch across a matrix/inclusion interface, where a matrix grain 
with FCC crystalline structure with    slip systems is located adjacent to an MnS 
inclusion with a cubic structure and only   slip systems. Lower number of slip 
systems in an inclusion reduces its capability to accommodate plastic strain with 
crystalline slip. This leads to localised high stress concentrations which in turn 
cause degradation of the matrix/inclusion interface.  
Based on the above argument this effect becomes more significant in inclusion 
clusters where two MnS inclusions with different orientations are located adjacent 
to one another. Inclusion clusters result in significantly higher stress levels at the 
interface due to the reduced ability of the surrounding crystals in accommodating 
plastic strain. This should cause crack initiation and interface degradation at lower 
strains leading to lower values of   . 
In order to reject or accept the above hypothesis, five sets of statistically equivalent 
microstructures were developed. Each set comprises of a model with uniform 
inclusion dispersion and another that includes inclusion clusters. Despite the 
findings of Section ‎4.2.3, due to computational cost considerations, the models 
included     grains. As the focus of this study is to determine the effect of 
inclusion clusters on the global behaviour of the model, the scatter in the results is 
acceptable. Fig. ‎4.14 shows the geometries used in this study. It should be noted 
that the microstructures in each set are identical in every aspect other than the 
inclusion dispersion pattern. It should be mentioned that the area fraction of MnS 
inclusions is the same for all the models. 
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Geometry B (Normal) Geometry B (Adjacent) 
 
  
 
Geometry C (Normal) Geometry C (Adjacent) 
 
  
 
Geometry D (Normal) Geometry D (Adjacent) 
 
  
 
Geometry E (Normal) Geometry E (Adjacent) 
 
 Fig. ‎4.14: Microstructures used in the analysis of the effect of adjacent second phases 
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Fig. ‎4.15: Stress strain curves for different generations of statistically equivalent microstructures with 
normal and adjacent distributions of the inclusions 
  
Tensile boundary conditions (as described in Section ‎3.4.1) were applied to each 
model with large enough displacement, prescribed along the tensile axis to ensure 
failure. Reaction forces were used to obtain the global stress strain curve from each 
of the models as shown in Fig. ‎4.15. In order to be able to compare the 
performance of different geometries and determine the effect of inclusion 
dispersion, strain to failure,   , was extracted using the definition given in Section 
‎4.2.3. This definition would ensure unique values of    despite multi-staged failure 
observed in some of the studied cases (e.g. geometry E with adjacent inclusions). 
The resulting values are given in Table ‎4-2. 
Table ‎4-2: Strain to failure for normal and clustered inclusion dispersion 
   
 Uniform Adjacent 
   
Geometry A 0.250 0.218 
Geometry B 0.276 0.240 
Geometry C 0.227 0.184 
Geometry D 0.224 0.198 
Geometry E 0.268 0.204 
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 Fig. ‎4.16: Sensitivity of the macro behaviour of the model to the presence of adjacent second phases 
  
Fig. ‎4.16 shows the strain to failure in case of uniform and clustered distribution of 
inclusions for different geometries. It can be clearly seen that in all the studied sets, 
the model with adjacent inclusions has exhibited a lower strain to failure compared 
to that with uniform distribution. This suggests that the hypothesis stated at the 
beginning of this section is valid. 
Furthermore, studying the deformed geometries and contour plots of total 
cumulative strain (shown in Fig. ‎4.17), reveals that inclusion clusters have caused 
greater number of damage nucleation sites compared to the models with uniform 
inclusion distribution. This is particularly evident in the case of geometries B and E 
where multiple crack paths have developed. 
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Normal distribution Clustered distribution 
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Geometry D 
 
 
 
 
 
 
 
Geometry E 
 
Fig. ‎4.17: Deformed geometry and total cumulative slip contour plots for normal and clustered distribution of 
second phase inclusions. 
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4.3 Calibration of the model 
Findings of the studies presented in Section ‎4.2 made it possible to calibrate the 
crystal plasticity model and the cohesive layer based on the experimental results 
obtained for the free cutting steel at elevated temperature and high strain rates. The 
aim of the calibration procedure was to obtain a set of material parameters such 
that the global response of the model would reproduce the experimental stress-
strain reported by Foster (2007) and Foster et al. (2007). 
The stress-strain curve was assumed to have three sections as shown in Fig. ‎4.18. 
Due to the inaccuracies explained in Section ‎4.2.1, the elastic region of the curve 
was not used for the calibration procedure and the reported Young’s modulus was 
used for the material. The “strain hardening” stage of the graph was used to 
calibrate the crystal plasticity material model as it was assumed that plastic 
deformation at this stage was caused by crystalline slip and no grain boundary 
sliding takes place due to the high strain rate. The final stage of the model was used 
to calibrate the cohesive layer constitutive model based on the failure strain. This is 
based on the assumption that at large deformation, void nucleation and growth at 
the matrix/inclusion interface is the dominant mechanism of ductile fracture 
(Tvergaard, 1989, Bonora, 1997). 
At each stage of the calibration process, in order to quantify the quality of the fit, a 
residual error function was defined and minimised to calibrate the material 
parameters. 
It should be noted that the stress-strain curves presented throughout the calibration 
study, are true stress and true strain curves. This was to be able to compare the 
results with those obtained through Gleeble experimentation. With the assumption 
of constant volume, the force-displacement data extracted from the simulated 
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models were converted to the true stress and true strain values, plotted, and used in 
the calibration process. 
 
 
 Fig. ‎4.18: Division of the experimental stress-strain curve into three stages 
  
4.3.1 Crystal plasticity calibration 
As mentioned in the previous section, it was assumed that no interface related 
phenomena such as grain boundary sliding or interface decohesion, would occur in 
the “strain hardening” section of the tensile curve. With this assumption, a 
microstructure generated by VGRAIN without the cohesive layer representation of 
the interfaces was used (shown in Fig. ‎4.19). Based on the findings of Section 
‎4.2.3, the domain size was specified to be               , ensuring an 
adequate number of grains present in the model, based on the reported average 
grain diameter of       in the material at the centre of the bloom.  
As the experiments were conducted at a constant strain rate of         , an 
exponential amplitude was used for the application of the displacement boundary 
condition to maintain a constant strain rate in the finite strain region. Throughout 
0
20
40
60
80
100
120
140
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
Tr
u
e
 s
tr
e
ss
, 
s
(M
P
a)
True strain, e
Elastic Strain hardening
Damage nucleation and 
growth
 113 
 
this section, the final displacement was set equal to        which is the equivalent 
of a final axial true strain of     . This value was chosen to cover the entire 
experimental domain. 
 
 
 
  
Fig. ‎4.19: Deformed geometry and total cumulative slip contour plots for the model 
without interfaces, used to calibrate the crystal plasticity material model 
 
Microstructural investigation by Foster et al. showed that the mean inclusion 
diameter was between       at the bloom edge to         at the centre of the 
bloom (Foster et al., 2007). As it was described in Section ‎3.2, the VGRAIN 
system uses a population of seeds with a given boundary growth rate for the 
Voronoi tessellation and subdivision of the domain. In order to be able to generate 
the inclusions in the microstructure according to the reported dimensions it was 
necessary to have a secondary population of seeds with a growth speed half that of 
the primary population. However, the current version of the VGRAIN system does 
not have this capability and a different criteria was to be found in order to prescribe 
the inclusion distribution. 
The relationship given in Eq. (‎4-1) was proposed by Foster to account for the effect 
of inclusion diameter and distribution on damage growth based on the assumption 
that each inclusion was a potential damage nucleation site. In this equation     
denotes the average inclusion diameter and     is the average centre-to-centre 
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distance between two adjacent MnS particles. The study showed that there was a 
linear relationship between the value of   and the strain to failure (Foster et al., 
2007).  
   
   
   
 
 
 (‎4-1) 
  
With the restriction of inclusions having the same average diameter as the matrix 
grains, average inclusion distance had to be selected such that   would be the same 
as the experimental studies. The centre material was chosen as the inclusion 
diameter was significantly closer to that of the grains compared to the centre 
material. Using the reported value of     , the required average distance was 
calculated to be       . It can be easily shown that this corresponds to an area 
fraction of     based on the number of inclusion sites with a constant diameter. 
Based on this criteria 45 grain sites were chosen to represent MnS inclusions and 
appropriate material properties were specified. The average inclusion distance was 
measured in the models using the open-source image analysis package “imageJ” to 
ensure that the inclusion distribution satisfied the prescribed conditions and 
corresponded to a   of     . 
To the author’s knowledge, no experimental data is available on mechanical 
properties of MnS inclusions. It is known that at room temperature the matrix is 
harder than the inclusions, however due to the higher melting point of the 
inclusions, this relative hardness is reduced at elevated temperatures. A ratio of     
has been reported for the relative hardness of austenite grains and the MnS 
inclusions at       (Farrugia et al., 2009). In the absence of any other 
information, the same ratio is used to determine the Young’s modulus and the 
critical resolved shear stress of the MnS inclusions. Furthermore a simple cubic 
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crystalline structure was specified through the appropriate material constants in the 
crystal plasticity material model definition for the inclusions. 
In the following two sections, the model described in this section will be used to 
calibrate the material properties of the constitutive model presented in Section 
‎2.1.6.3. It should be noted that the reference strain rate,   , was set equal to    
based on the experimental setup and the rate sensitivity exponent,  , was specified 
to be equal to  . This would ensure numerical stability as well as adequate rate 
sensitivity. Furthermore, the value of breakthrough stress,   , was found to not 
have a significant effect on the global response of the material. This is believed to 
be due to the damage softening mechanism and that provided a high enough   , 
damage nucleation and growth would cause failure before any changes in the 
hardening slope. A value of        was specified for the break through stress. 
4.3.1.1 Calibration of initial hardening rate 
To calibrate the initial hardening modulus, the model described in the previous 
section was used to simulate the global behaviour of the material for a range of 
values of   . These have been presented in Fig. ‎4.20. 
To determine the level of agreement between the simulated results and the 
experimental data, the residual error in the slope of the hardening curve was used. 
The residual error of the response determined using Eq. (‎4-2) was calculated for 
each of the models and has been plotted in Fig. ‎4.21 as a function of   . 
  
 
 
    
  
  
 
     
  
  
  
 
     
 
  
   
 (‎4-2) 
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As it can be clearly seen from the above figure,          resulted in the least 
residual error and was chosen as the calibrated value. It should be mentioned that 
the “strain hardening” stage used for the crystal plasticity material calibration was 
defined as             . 
 
 
 Fig. ‎4.20: Stress strain curves for different values of initial hardening rate 
 
 
 
 Fig. ‎4.21: Residual error of the global material behaviour as a function of initial hardening rate 
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4.3.1.2 Calibration of the initial critical resolved shear stress 
Having calibrated the   , and obtaining the correct slope for the global response 
curve of the material, it was possible to calibrate the critical resolved shear stress 
by minimising the residual function given in Eq. (‎4-3).  
  
 
 
                 
 
 
   
 (‎4-3) 
 
 
Similar to the process described in the previous section, the model was used to 
simulate the global response curve of the material for a range of different critical 
resolved shear stresses (shown in Fig. ‎4.22).  
The residual error for each case was calculated using the proposed function and as 
it can be observed in Fig. ‎4.23, a critical resolved shear stress of       resulted 
in the lowest residual error. 
 
 
 Fig. ‎4.22: Stress strain curves for different values of critical resolved shear stress 
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 Fig. ‎4.23: residual error of the global material behaviour as a function of critical resolved shear stress 
  
As it can be seen in Fig. ‎4.22, the curve corresponding to the critical resolved shear 
stress of       is accurately reproducing the experimental curve up to the point 
of damage nucleation and the consequent softening. The calibrated material 
parameters of the austenitic matrix material at       and a strain rate of        
are given in Table ‎4-3. It should be noted that as it was mentioned earlier, material 
properties of the MnS inclusions were defined based on a ratio multiplied by the 
austenite properties and no independent calibration is required for the inclusions. 
Table ‎4-3: calibrated crystal plasticity material model parameters 
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4.3.2 Cohesive layer calibration 
In order to calibrate the traction-separation law used for the cohesive elements 
(described in Section ‎2.2.4), three parameters needed to be determined based on the 
available experimental data (damage nucleation and growth section of Fig. ‎4.18). 
This clearly causes the calibrated values to be non-unique as there is not sufficient 
experimental data to calibrate individual material parameters. In the absence of 
tailored experiments for characterisation of the interfaces, the elastic modulus of 
the cohesive material was assumed to be equal to that of the matrix, reducing the 
number of unknowns to two: damage initiation stress,   , and failure energy,   . 
 
  
Fig. ‎4.24: Deformed geometry and total cumulative slip contour plots for the model used to 
calibrate the cohesive material model 
 
In light of the findings of Section ‎4.2.3, a model consisting of     crystals (grains 
and inclusions) was set up to be used for the cohesive layer calibration study. One 
model would be sufficient to calibrate the cohesive model as the global behaviour 
of the model has been shown to be independent of the microstructure (based on the 
findings of Section ‎4.2.3). Furthermore, Calibrated material parameters listed in 
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Table ‎4-3 were specified for the crystal plasticity material model and the criteria 
described in Section ‎4.3.1 was used for the inclusion distribution in the domain. 
The model was then subjected to tensile boundary conditions up to the point of 
failure as shown in Fig. ‎4.24.  
 
 
 Fig. ‎4.25: Stress strain curves for different values of failure energy with           
 
 
 Fig. ‎4.26: Stress strain curves for different values of failure energy with           
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As mentioned earlier, due to the lack of sufficient experimental data, the calibrated 
damage initiation stress, and failure energy would not be unique.  The damage 
initiation stress defines the onset of softening whereas the failure energy affects the 
shape of the softening curve. It was found that only certain combinations of the two 
parameters would be able to reproduce the experimental curve. This has been 
clearly shown in Fig. ‎4.25 and Fig. ‎4.26 where stress strain curves for two values of 
   have been presented. It can be seen that for a given value of    (e.g.    
      ), the higher damage initiation stress had increased the failure strain but on 
the other hand, due to higher stress levels, damage initiation and failure takes place 
over a smaller strain range.  
Through the calibration process, a range of values of    were simulated for each 
given value of    and the extracted global behaviours were then compared with the 
experimental curve. An initial estimate for    was set equal to        as it was 
the onset of softening in the experimental curve. Through numerous simulations, as 
shown in Fig. ‎4.25, it was found that the softening curve corresponding to a value 
of           was sufficiently close to the experimental data. Strain to failure, 
  , was defined as the strain at which stress was reduced to     of the peak stress. 
This definition provided a consistent measure to compare the simulations with the 
experimental data. The extracted values of    and the corresponding residual error 
are listed in Table ‎4-4 and have been shown in Fig. ‎4.27. 
Table ‎4-4:    as a function of   for           
   
              
      
     
   
100 0.1545 0.1485 
200 0.2185 0.0845 
300 0.2589 0.0441 
400 0.2918 0.0112 
500 0.318 0.015 
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 Fig. ‎4.27:    and residual error of failure strain as a function of failure energy at           
  
In order to determine the value of    corresponding to the lowest residual error, a 
smoothing spline was utilised to describe the residual error as a function of failure 
strain and was determined that setting    equal to          would minimise the 
residual error (with an error value of        ). For further verification, an 
additional simulation was performed using this value whose global behaviour has 
been shown in Fig. ‎4.25. 
Table ‎4-5: calibrated cohesive layer parameters 
   
                         
   
               
   
   
It is noticeable that despite the maximum stress value of        in the global 
response curve of the material, the damage initiation stress has been calibrated to 
         . This is due to the fact that lattice mismatch between two grains 
with different orientations and more importantly between a matrix grain and an 
MnS inclusion causes localised high stress levels while the global stress level could 
be significantly lower. In order to further demonstrate this phenomenon, contour 
plots of the maximum principal stress and the Mises stress for a model with a 
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global peak stress level of        has been shown in Fig. ‎4.28. As it can be 
clearly seen, a significant portion of the model is experiencing stress levels in 
excess of        (shown in red) even after crack initiation and growth. 
 
 
 
 
  
Fig. ‎4.28: Maximum principal and Mises stress contour plots in a model with a peak stress of        
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Chapter 5.  
Representative Volume Element 
Study 
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5.1 Introduction 
Representative Volume Elements (RVE) are very popular in the field of materials 
modelling; especially in studying the behaviour of heterogeneous materials (e.g. 
Smit et al. (1998) and Van der Sluis et al. (2000)). Scheider (2009b) utilises this 
concept to derive a traction-separation law for cohesive model simulations at the 
macro level using the data obtained from micro level simulations. Furthermore, 
Gaskell et al. (2009) studied two-phase austenitic steel under hot forming 
conditions to determine the effect of crystallographic orientation on local stress and 
strain fields. 
This chapter focuses on using the RVE approach to study the effect of different 
parameters on the material behaviour and damage initiation in particular. Material 
parameters determined in ‎Chapter 4 are used for material specification of the grains 
and the inclusion in the RVE. Boundary conditions necessary for periodicity of the 
RVE are discussed and the implementation method in ABAQUS is explained. The 
equivalent failure strain determined for both the numerical simulations and the 
experimental data is then used to compare the two. This is used to study the effect 
of grain orientation, inclusion orientation, and the strength of matrix/inclusion 
interfaces to that of the grain boundaries, on the failure strain of the material. 
 
5.2 Periodic Boundary Conditions 
Regardless of whether it is the actual microstructure evolution that is of interest, or 
if it is the material response of the micro model that is going to be used in a multi-
scale simulation, an RVE represents an infinite domain filled with periodic copies 
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of the same material. As a result the key to any RVE simulation is the application 
of Periodic Boundary Conditions (PBC) which will ensure displacement and stress 
continuity across the opposite edges of the cell. The theory and application of PBC 
will be discussed briefly in this section, however the reader is encouraged to find a 
more rigorous and in-depth treatment of the subject in two papers by Anthoine 
(1995) and Sukumar and Pask (2009). 
As mentioned above, it is assumed that the macroscopic body has a periodic 
structure, a unit cell of which is the RVE. The RVE is formed by the square unit 
cell          
 
     
 
 
          , where   is the dimension of the edge. Assuming 
        being the two orthogonal base vectors in the direction of    and    (as 
shown in Fig. ‎5.1), the periodicity states that the state variables are invariant with 
respect to any translation           where     , and              
(Anthoine, 1995). The boundary    of   (in  
 ) is assumed to comprise two 
boundary pairs where each of these two pairs has opposing edges (Swan, 1994). 
  
         (‎5-1) 
  
                                     (‎5-2) 
  
This has been illustrated in Fig. ‎5.1 where an RVE has been deformed under shear 
conditions. According to the periodicity assumption, each boundary pair    should 
be identical in shape (be displacement compatible) and stress continuity across the 
boundaries should be satisfied (Anthoine, 1995, Suquet, 1985). Motivated readers 
may refer to Smit et al. (1998) where detailed derivation of the periodic boundary 
condition formulation is available.  
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Fig. ‎5.1: RVE deformed under general periodic boundary conditions, after (van der Sluis et al., 2000). 
 
To the author’s knowledge, ABAQUS only allows for the nodal displacements to 
be related by a user defined equation, and force periodicity cannot be explicitly 
enforced. The equations may be arranged such that the shapes of the boundaries of 
the RVE are described based on the four corner vertices and all the degrees of 
freedom of nodes positioned along the boundaries are related to these four, i.e.:  
                (‎5-3) 
  
                (‎5-4) 
 
 
where     indicates the displacement of a material point on    , and     corresponds 
to the displacement vector of the four vertices   . As it can be seen from Fig. ‎5.1, 
rigid body motion was eliminated by prescribing      , and suppressing the 
displacement in the    direction on vertex   . Applying a non-zero displacement 
on vertex    in the   -direction while setting the other degree of freedom equal to 
zero and enforcing         will enforce the shear motion while leaving the 
boundaries free to assume any shape (i.e. not necessarily a linear shape) (van der 
Sluis et al., 2000). 
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To enforce equations (‎5-3) and (‎5-4) on the boundaries of an RVE, relationships 
need to be prescribed for nodal degrees of freedom on opposing boundaries. It is 
clear that depending on the mesh density at the boundaries, manual definition of all 
the necessary relationships would be extremely time-consuming. The process of 
PBC definition was automated using a Python code interacting with the kernel of 
ABAQUS/CAE and defining the necessary relations using the *EQUATION 
command after identifying the nodes on opposing edges. 
5.3 Schmid factor calculation 
Grain and MnS inclusion crystal orientations were shown by Gaskel et al. (2009) to 
have a significant effect on the stress localisation at interfaces in free cutting steel. 
However, in the absence of a measure of crystal orientation, angular rotations about 
the z-axis were used to study the effect of lattice mismatch at interfaces in the 
material. Adequate to show the influence of lattice mismatch on interfacial stress 
and strain fields, this measure may not be used to draw definitive conclusions. Slip 
systems form a 3D structure and rotation about one axis is not sufficient to capture 
all the possible outcomes.  Moreover, a given angle of rotation will have a different 
impact on different crystalline regions, depending on the crystalline structure (i.e. 
FCC, BCC, etc.). In this thesis an interpretation based on the Schmid factor is used 
to define a scalar measure of the crystal orientation in order to study the effect of 
lattice mismatch.  
Comparing equations (‎2-3) and (‎2-22), despite the former being a scalar equation 
and the latter a tensorial equation, it can clearly be seen that in both cases, a 
quantity indicative of the stress state is multiplied by a factor to calculate the 
resolved shear stress. It can also be noted that whn setting   equal to unity in 
equation (‎2-3), the resolved shear stress,  , becomes equal to the Schmid factor. 
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Following the same logic, setting the nonzero components of the stress tensor,  , 
equal to unity in equation (‎2-22), the resulting critical resolved shear stress would 
be between   and   with a physical meaning analogous to that of the Shmid factor. 
        
(‎5-5) 
  
                (‎5-6) 
  
Furthermore combining the resulting equation (‎5-5) and the definition of    given 
in equation (‎2-12), a vector of Schmid factor values, , can be determined for any 
given crystal orientation. The maximum value of the vector can then be used as a 
scalar measure of the crystallographic orientation as it corresponds to how soft or 
hard the crystal will be under the given stress state. 
Other than being a scalar representation of the crystal orientation, another 
advantage of the method is its independence from the crystalline structure. 
Orientation effects of different crystalline structures (e.g. FCC and simple cubic) 
can be compared using this measure.  
Values of the Schmid factor were calculated for all possible orientations of    
(rotations about the three axes with    intervals) using a unit stress tensor 
corresponding to pure shear. It was noticed that due to the redundant slip systems 
present in an FCC structure, it is not possible to orientate the crystal in such way to 
have zero Schmid factor on all the slip systems, and the minimum possible is    . 
However simple cubic crystalline structure will be able to cover the complete range 
between   and   due to its fewer slip systems and their relative orientations.  
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5.4 Model setup 
In order to study the behaviour of the material under pure shear at the micro scale, 
an RVE model comprising of four austenitic grains and one MnS inclusion was set 
up (shown in Fig. ‎5.2). The RVE domain was               as shown in the 
figure and the MnS inclusion was modelled as a circular region in the centre of the 
model. The radius of the inclusion was set equal to         corresponding to a 
    area fraction as it was the case in Section ‎4.3.1. As illustrated in Fig. ‎5.2, a 
cohesive layer region with a thickness of       was used to represent the grain 
boundaries and matrix/inclusion interfaces. Element deletion was disabled in the 
cohesive layer to prevent the model from self penetration after failure of an 
interface and the stress state at the matrix/inclusion interface becomes compressive 
during the void growth phase. Displacement periodicity was prescribed on opposite 
boundaries of the RVE using the Python code described in Section ‎5.2. 
Displacement boundary conditions (with a constant strain rate of          ) 
corresponding to pure shear were applied as it is shown in Fig. ‎5.2. 
 
 
 Fig. ‎5.2: Schematic of the RVE model used to study the material behaviour under pure shear 
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As shown in Fig. ‎5.2, two crystal orientations corresponding to Schmid factors    
and    were used for austenitic matrix grains with FCC crystalline structure. A 
third value of Schmid factor,     , was used to specify the orientation of the MnS 
inclusion with simple cubic crystalline structure. Keeping    constant and equal to 
   , it is possible to study the effect of lattice mismatch across grain boundaries by 
varying    between     and   and using the difference as a measure of lattice 
mismatch. It should be noted that the orientation values used in this section are 
determined using the methodology described in Section ‎5.3. 
Material constants of the crystal plasticity constitutive model, for both the matrix 
grains and the inclusion, were specified using the calibrated parameters presented 
in Sections ‎4.3.1.2 and ‎4.3.2. 
 
 
 
Fig. ‎5.3: Mesh design used for the representative volume element. Greater mesh density is necessary in 
the vicinity of interfaces to capture higher stress and strain gradients.  
  
In order to be able to capture the high strain gradients in the vicinity of grain 
boundaries and matrix/inclusion interfaces, it was necessary to have a higher mesh 
density in those regions. The mesh design shown in Fig. ‎5.3 fulfils this criteria 
while minimising the number of nodes on the boundaries of the RVE, reducing the 
number of equations necessary to enforce displacement periodicity. 
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Fig. ‎5.4: Contour plots of the failed RVE under pure shear: (a) Maximum principal stress, (b) Minimum 
principal stress, (c) Von Mises stress, (d) Total cumulative plastic strain 
  
Fig. ‎5.4 shows contour plots of stresses and the total cumulative plastic strain on 
the deformed geometry of an RVE that has failed under pure shear. In the presented 
case    was set equal to     and a Schmid factor of     was used for the inclusion. 
It can be seen from the figure that despite the heterogeneity of the material, 
displacement periodicity has been enforced successfully and opposite edges have 
identical curved shapes. The matrix/inclusion interface has been captured by the 
model and void nucleation and growth has been simulated. 
The tension-free region around the void can be seen from Fig. ‎5.4a, and contours of 
minimum principal stress levels in Fig. ‎5.4b show the inclusion keeping the void 
from collapsing which causes a compressive stress state. Moreover, stress field 
discontinuity across interfaces can be clearly seen in Fig. ‎5.4c. The softer grains 
with        are shown to go through greater plastic deformation, as shown by 
contours of total cumulative plastic strain in Fig. ‎5.4d. It can be seen that the harder 
grains (i.e.       ) only deform under compression caused by the inclusion and 
at their interface with the softer grains due to periodicity.  
(a) (b) 
(c ) (d) 
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5.5 Failure strain determination 
The reaction forces and displacement from the control vertices used for boundary 
condition application were used for the determination of stress strain curves of the 
global response of the RVE. Displacement along the x-axis was used to determine 
the true shear strain,    , from which the tensorial shear strain components,     and 
    could be determined. Fig. ‎5.5 shows the stress-strain curve and the normalised 
damage dissipation energy curve with their respective derivatives obtained from a 
typical RVE simulation described in the previous section . 
 
 
 Fig. ‎5.5: Different criteria for determination of failure strain,    
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As shown in the figure, three different definitions for the failure strain,   , were 
examined to determine which would be the most suitable for comparing the 
performance of an RVE in different cases: 
a) Inflection point of the energy dissipated due to damage,  
    
   
   
b) Strain level corresponding to     normalised damage dissipation 
c) The onset of softening (i.e. necking), 
  
  
   
It can be clearly seen from the figure that the first two definitions result in very 
similar results; however the second definition is more practical as in certain cases 
multiple stationary points were observed in the derivative of the energy, leading to 
non-unique results. The third definition on the other hand measures the strain to 
failure prior to neck formation and hence may be used in conjunction with constant 
volume assumptions to compare strains to failure from different loading conditions. 
As it was intended to compared the RVE simulations with the experimental results, 
the third approach was selected for this study. 
For comparison of the strain to failure under different loading conditions, 
equivalent strain was used;     is defined here as the magnitude of the strain tensor 
and given by the equation below: 
                     (‎5-7) 
 
 
Assuming pure shear conditions for the simulations and uniaxial tension in the case 
of the experimental results, equivalent strain at failure was determined using 
equation (‎5-7). 
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5.6 Effect of orientation mismatch under pure shear 
The RVE model was used to study the effect of grain and inclusion orientations on 
the failure strain of the material. The independent variables,      and    were both 
varied within the range of         and the failure strain was calculated using the 
method previously explained. Fig. ‎5.6 shows the obtained values of    as function 
of      and      . Additionally, the horizontal line corresponding to the strain to 
failure evaluated from the experimental data is shown in the graph. It is assumed 
that the experimental value of    does not change with the different orientations as 
it represents a microstructure with a large number of grains and inclusions at 
different orientations, and the illustrated value is the global behaviour. 
 
 
 Fig. ‎5.6: Effect of inclusion and grain orientation mismatch on failure strain 
  
It is clearly shown in the above figure that the two curves corresponding to      
values of     and     follow a roughly horizontal path and the strain to failure does 
not seem to be appreciably affected by the inclusion orientation. This is a notable 
finding as it indicates that the inclusion orientation has the dominant effect on the 
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failure strain which is consistent with the conclusions of Gaskel et al. (2009) from 
a study to determine the influence of grain and inclusion orientation on localised 
interfacial stress levels. Moreover, it is interesting to note that the curves 
corresponding to a hard inclusion (i.e.      values of     and    ) predict identical 
strains to failure. This suggests that higher relative hardness of inclusions under hot 
rolling conditions with fewer slip systems to accommodate plasticity causes 
matrix/inclusion interface decohesion at stress levels not high enough to cause 
plasticity in the inclusion.  
Significantly higher values of strain to failure are observed in the case of softer 
inclusions (i.e.      values of     and    ). Although showing the dominant effect 
of inclusion orientation on the strain to failure, these are not important in prediction 
of the macro-scale   . In a physical microstructure, an inclusion with an 
unfavourable orientation will act as a damage nucleation site and determines the 
global strain to failure, and regions with favourable orientations bear no 
significance.    
  
  
  
 
 
Fig. ‎5.7: Different failure mechanisms of the RVE: (a)                    , (b) 
                   , (c)                    , (d)                    
(a) (b) 
(c ) (d) 
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Studying Fig. ‎5.6 in further detail, it is revealed that regardless of the inclusion 
orientation, at          , predicted strain to failure remains almost the same. 
Investigation of the failed geometries showed that the failure pattern of the RVE is 
the same for any given inclusion orientation at this mismatch level. As it can be 
seen in Fig. ‎5.7a and Fig. ‎5.7b, the vertical grain boundary fails at lower strain 
levels than expected. This is particularly clear in Fig. ‎5.7b where the vertical grain 
boundary has failed prior to the matrix/inclusion interface decohesion. This unique 
failure mechanism which is not observed at any other lattice mismatch level is 
believed to be the reason for this observation.  
It was also noticed that at high levels of lattice mismatch, the curve corresponding 
to          predicts lower strains to failure compared to the curve for the harder 
inclusion of         ; however this occurs beyond lattice mismatch values of     
and prior to that the RVE with softer inclusion exhibits higher strains to failure. 
Studying the failure patterns of the different simulations, it was found that the RVE 
with the softer inclusion (i.e.         ) has different failure patterns before and 
after the aforementioned threshold. This has been clearly shown in Fig. ‎5.7c and 
Fig. ‎5.7d. The soft inclusion is believed to deform into a shape that may not be 
accommodated by the neighbouring grain which leads to failure at lower strain 
levels than expected. 
It has to be stressed that the RVE simulations leading to high values of strain to 
failure bear no significance as the physical microstructure fails at sites with lowest 
strain tolerance. It is the lower bound of the simulations that should be used as the 
prediction of the failure strain and compared with the experimental results. Over-
estimation of the experimental    as seen in Fig. ‎5.6 will be addressed in the next 
section. 
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5.7 Effect of the ratio of grain boundary to matrix-inclusion 
interface strength under pure shear 
It was shown by Foster et al. (2007) that the strength of matrix/inclusion interfaces 
is affected by segregation of molten lead under hot rolling conditions leading to a 
reduced load bearing capacity of the material interface. To determine the effect of 
matrix/inclusion interface load bearing capacity and potentially explaining the over 
estimation of experimental results in Section ‎5.6, the RVE model was used to 
simulate a range of relative strength of the two interface types. Material parameters 
of the grain boundaries were kept constant while varying those of the 
matrix/inclusion interfaces using the relative strength ratio as it has been listed in 
Table ‎5-1. Simulations were performed for lattice mismatch values between   and 
   . As discussed in the previous section, the macro-scale failure strain is dictated 
by the least favourable orientation combinations. As a result the least favourable 
inclusion orientation (i.e.         ) was specified for the relative interface 
strength ratio simulations. The failure strain values were calculated using the 
method described in Section ‎5.5 and the resulting values are shown as a function of 
interface strength ratio and       in Fig. ‎5.8. 
Table ‎5-1: Cohesive layer parameters of the matrix/inclusion interface for 
different ratios of its strength to that of the grain boundary 
   
Ratio                  
   
             
              
              
              
              
   
   
It can be clearly seen in Fig. ‎5.8 that the three curves corresponding to interface 
strength ratios of     and below have the same shape and the average strain to 
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failure is reduced as the matrix/inclusion interface is weakened. In the same figure 
however it is noticed that for ratio levels greater than     the shape of the curves 
change, suggesting other mechanisms of failure being activated. This is believed to 
be caused by the grain boundary failure mechanism as the matrix/inclusion 
interfaces get stronger. This also explains the identical shapes of the curves 
corresponding to the weaker matrix/inclusion interfaces as the mechanism of 
failure is not changed. Furthermore, it can be observed that the lower bound of the 
curve corresponding to the ratio of     is in agreement with the experimental data. 
This indicates that under hot rolling conditions in a physical microstructure, the 
load bearing capacity of matrix/inclusion interfaces is lower than that of the grain 
boundaries due to segregation of elements present in the material, most notably 
molten lead in the case of free cutting steel. 
 
 
 Fig. ‎5.8: effect of grain boundary to matrix-inclusion interface strength 
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Chapter 6.  
Visualisation and Crystal 
Plasticity Implementation in 
OOFEM 
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6.1 Introduction 
Explicit representation of microstructural interfaces (i.e. grain boundaries and 
matrix/inclusion interfaces) as it was presented in chapters 4 and 5 proved to be 
capable of modelling intergranular damage nucleation and growth. However, 
explicit representation of material interfaces in the microstructure using the 
cohesive layer method poses certain limitations on what can be simulated. Electron 
diffraction has been used to study the thickness of grain boundaries in 
polycrystalline materials and the limited available experimental data suggest that 
this value is between   and   nanometres (Carter et al., 1980, Fultz et al., 1995, 
Negri et al., 1999). As it was shown in Section ‎4.2.2 the interface thickness does 
not have a significant effect on the material behaviour for the thicknesses studied 
here, but studies have shown the influence of grain boundary thickness as the grain 
size reaches the sub-micron and nano range (Zhang and Aifantis, 2010). It is clear 
that the cohesive layer representation would not be a feasible approach to study 
microstructures with such thin interfaces. The high mesh resolution required to 
mesh the nano-thickness interface significantly increases the number of elements, 
which combined with the numerically expensive crystal plasticity material model 
makes the method impractical. Additionally large deformations and strain 
discontinuities often result in highly distorted elements in the vicinity of interfaces 
which further restricts the method’s application. 
The extended finite element method (described in Section ‎0) was chosen as an 
alternative method as it offers greater flexibility in modelling of microstructural 
interfaces. Considering the material interfaces as weak discontinuities, and the 
micro-cracks as strong discontinuities of the displacement field it is possible to 
simulate the microstructure independently of the mesh. As the crack path is no 
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longer constrained by the path of the cohesive elements, the technique can readily 
simulate intragranular cracking (characteristic of fatigue cracking) and a combined 
crack path (i.e. partially intergranular and partially intragranular) with the 
appropriate damage mechanism (Mehmanparast et al., 2010). Furthermore, as the 
material interfaces are not attached to the elements, it is possible to move the 
interface with a given velocity profile. This unique feature may be used to simulate 
grain growth and/or re-crystallisation. Moreover decohesion can be simulated on 
the mesh independent material interface using a given governing equation such as 
traction-separation. The different stages of mesh independent evolution of the 
microstructure that can potentially be simulated using XFEM have been illustrated 
in Fig. ‎6.1. 
 
 
 Fig. ‎6.1: Microstructure evolution independent of the mesh 
  
In the following sections, the available implementations of XFEM in FE codes are 
introduced and the most suitable code is selected to be used for XFEM studies 
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within this thesis. The necessary modifications are made to the chosen code to 
facilitate visualisation of XFEM simulation results and the level set geometry 
representation is coded to be used in the studies. Most importantly the crystal 
plasticity constitutive model is implemented as a custom material model class to be 
used in conjunction with the XFEM technique. 
6.2 Software package choice 
As a relatively new technique, the extended finite element method has not reached 
the same level of robustness and reliability as the classical FEM and a certain level 
of knowledge of the numerical method is required from the user. Consequently it 
was not until recently that a few of the commercially available FEA software 
packages (e.g. ABAQUS) were equipped with limited XFEM capabilities. These 
implementations are often limited to strong discontinuities for simulation of cracks 
and to the author’s knowledge, none of the commercially available FEA packages 
have the weak discontinuity implemented, which is the first requirement for 
microstructure representation independent of the mesh. 
The majority of researchers in the field of XFEM use in-house custom codes for 
their simulations. Without access to such a code, it would be necessary to code the 
complete package from scratch which would be extremely time consuming and 
beyond the practical limits of this project. As a result it was decided to obtain an 
open source finite element package preferably with XFEM implementation as the 
basis and implement the necessary features for the intended studies. 
The concept of object oriented finite element programming was first introduced by 
Zimmermann et al. (1992) and the fundamental class hierarchy was outlined. 
Through a prototype written in the object oriented language Smalltalk, details of 
the implementation and the necessary data types were presented, and furthermore it 
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was shown that the object oriented approach would significantly improve the 
modularity and readability of the source code (Dubois-Pelerin et al., 1992). Studies 
showed that as a dynamically typed (interpreted) programming language, Smalltalk 
was not suitable for a computation-intensive code such as an FEA package. To take 
advantage of object oriented features while maintaining computational efficiency, 
FEM_Object was written in C++ and its performance was shown to be comparable 
with codes written in sequential programming languages such as Fortran (Dubois-
Pelerin and Zimmermann, 1993). The code reusability and extensibility of object 
oriented FEA codes was shown by implementation of nonlinearity in the 
FEM_Object package (Commend and Zimmermann, 2001). 
FEM_Object was further expanded by Bordas et al. (2007) to include the necessary 
data types for XFEM simulations. The XFEM capable object oriented package, 
named OpenXFEM++, was utilised to simulate linear fracture mechanics problems 
in a single material and at a material interface (Nguyen, 2005, Truong, 2006). The 
object oriented XFEM implementation concept was later used by Dunant to study 
the Alkali-Silica-Reaction in concrete (Dunant, 2009). The XFEM framework, 
AMIE, was used to verify the hypothesis of damage being caused by growing gel 
pockets in aggregates (Dunant and Scrivener, 2010).  
Among all the available open source object oriented finite element packages, 
OOFEM is arguably the most capable. The structure of the FEM_Object code has 
been used as a basis to develop a highly modular and highly extensible general 
purpose FEM code (Patzák and Bittnar, 2001). The unique and highly flexible 
architecture of the code allows for new features to be implemented with minimal 
programming effort. The modularity of the code was demonstrated through 
implementation of automated mesh refinement classes and material models 
incorporating reduction of material load bearing caused by damage. This was used 
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to study quasibrittle fracture under a number of loading conditions (Patzák and 
Jirásek, 2001). Parallel processing capability is a key feature for any modern 
computation-intensive software and without it the code is not able to utilise the 
hardware to its full capacity. Parallel processing was implemented in OOFEM 
using domain decomposition and message passing paradigms with the notable 
features of being able to support nonlocal constitutive models and dynamic load 
balancing (Patzák et al., 2001, Patzák and Rypl, 2012). The code has been further 
expanded by incorporation of thermal and fluid domain solvers into the code to 
perform coupled multi-physics analyses. A coupled heat and moisture transport 
analysis linked to mechanical simulation was used to study the long term behaviour 
of nuclear reactor containment (Hora and Patzák, 2007). Additionally the code was 
used to study fresh concrete flow using a coupled fluid and solid domain analysis 
(Patzák and Bittnar, 2009). 
The extended finite element capability has been implemented in OOFEM for both 
strong and weak discontinuities. The strong discontinuity was utilised to study 
quasibrittle failure under a three point bending loading condition (Patzák and 
Jirásek, 2003). The weak discontinuity XFEM capability was introduced based on 
the architecture of OpenXFEM++ and was used to simulate an elastic second phase 
material in a soft matrix (Chamrova and Patzak, 2010). 
Based on the information presented in this section, it was decided to use OOFEM 
for the XFEM studies of microstructural interfaces and programme the necessary 
features (e.g. crystal plasticity material model) into the code. 
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6.3 XFEM visualisation using VTK 
One of the many challenges associated with the extended finite element is the 
visualisation of data obtained from such simulations. The conventional data 
visualisers plot the deformed geometry based on the nodal degrees of freedom. 
This method however is not capable of visualising elements crossed by 
discontinuities. In case of a strong discontinuity, the bisected elements will appear 
heavily distorted (illustrated in Fig. ‎6.2). This is due to the fact that the jump in the 
displacement field occurs between nodes and hence is not captured by the 
visualiser.  
 
 
 
Fig. ‎6.2: Visualisation of crack propagation in the four point shear beam specimen simulated using 
XFEM, (Asferg, 2006) 
  
It should be noted that for the nodal degrees of freedom to correspond to the 
displacement field, it is necessary to use the modified enrichment function in the 
solution approximation as given in Eq. (‎6-1). Using the modified enrichment 
function ensures that no contribution is made by the auxiliary degrees of freedom 
to the nodal values of the solution. 
             
 
                
 
 (‎6-1) 
 
 
Visualisation of XFEM simulation results only containing weak discontinuities is 
slightly more straightforward. As the displacement field is continuous throughout 
the domain, nodal degrees of freedom (i.e. the displacement vector) can be used for 
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the visualisation of results. On the other hand, however, the discontinuity of the 
internal state variables such as stress and strain fields is not captured by 
conventional visualisers, as it is shown in Fig. ‎6.3. As it is shown in the figure, the 
discontinuity in the stress field is visualised as a blended region with a large 
gradient instead of a step change (i.e. discontinuity).   
 
 
 Fig. ‎6.3: Visualisation of XFEM simulation (weak discontinuity) results using the default visualiser 
  
The OOFEM provides a simple data visualiser OOFEG, written based on the Ckit 
and ELIXIR libraries which has limited support for weak discontinuity XFEM 
simulations (Patzák, 2000 , Chamrova and Patzak, 2010). The package is also 
capable of exporting results in both the legacy and the XML versions of the VTK 
file format which can then be visualised using dedicated software packages such as 
MayaVi and ParaView. 
Having carefully studied the available options, it was decided to use the 
Visualisation Toolkit file format for data visualisation using ParaView. 
Furthermore the XML syntax was chosen over the legacy format as it offers greater 
flexibility and extensibility. The necessary modifications to the 
VtkXmlExportModule class are described in the following two sections. 
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6.3.1 Visualisation of internal state variables 
As it was mentioned in the previous section, simulations that only contain weak 
discontinuities have continuous displacement fields and no special treatment is 
necessary for its visualisation. Due to this feature, a model with a single material 
interface was used for development of a visualisation technique for the internal 
state variables. The method will be further expanded in the next section to account 
for displacement discontinuity for accurate visualisation of strong discontinuities. 
In the absence of any discontinuities, OOFEM exports the data as a single piece 
(subset of the data), using an unstructured grid file format, allowing for 
topologically irregular set of points and cells (Refer to (Kitware, 2010) for a 
detailed description of the VTK file format). This feature was used to visualise 
XFEM data as it is sufficient to describe the domain using multiple pieces. Data 
from elements not crossed by the material interface is exported using the export 
module class in a single piece (shown in Fig. ‎6.4a), and the data from each element 
with composite geometry (i.e. bisected or crossed by a discontinuity) is exported 
using a method implemented at the element level as a separate piece. This approach 
makes it possible to use information only available at the element level, such as the 
coordinates of intersection points with the interface, for visualisation. 
Integration of the weak form in bisected elements in OOFEM is performed using 
the subdivision method described in Section ‎2.4.5 and is referred to as the patch 
integration rule. Each subdivision (i.e. patch) has access to information at the 
Gauss point level, and its geometry is described by an underlying triangular 
geometry object. It is clear that the patch class has all the necessary information for 
definition of cells forming the piece (i.e. element). The use of integration patches 
for definition of bisected element has been illustrated in Fig. ‎6.4b and Fig. ‎6.4c. 
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Fig. ‎6.4: Visualisation of nodal degrees of freedom using XFEM information (a) Visualisation of 
elements not crossed by the discontinuity, (b) Stress tensor magnitude contours deformed according to 
the displacement vector, (c) Contours of displacement vector magnitude 
  
Visualisation of internal state variables requires extrapolation of integration point 
values to obtain nodal values. In addition to the FEA nodes, it was necessary to 
determine the internal variables at cell vertices lying on the discontinuity (refer to 
Fig. ‎6.6). In order to capture the discontinuity in the field and avoid blending, it 
was necessary to distinguish between patches on either side of the material 
interface. Depending on the number of material interfaces crossing the element, the 
necessary number of approximating functions is determined (i.e. two in the case of 
a single material interface). The approximating function is then evaluated only 
based on the Gauss points that have the same relative location with respect to all 
crossing material interfaces. As shown in Fig. ‎6.6 the approximating function is 
used to evaluate the internal values at vertices belonging to cells within the same 
region. 
(a) (b) 
( c) 
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Fig. ‎6.5: Forming the necessery approximating functions for evaluation of internal state variables at the 
nodal points. 
  
In order to simplify the extrapolation process, a unified method was used for all 
types of internal variable value types (i.e. scalar, vector and tensor) and for the first 
and second order tensors the operation was performed on a component by 
component basis. The approximating function would be determined for each 
component of the internal variable at the Gauss points and used to determine the 
corresponding component at the node/vertex coordinates. Furthermore, as the 
default export module class performs a smoothing operation on the data prior to 
exporting, using the smoothed nodal values would improve the continuity of results 
between the original piece and the elemental pieces. To achieve this improvement 
coordinates of each vertex were compared with those of the nodes of that element 
and smoothed nodal values were exported instead of the extrapolated results 
effectively only using the approximating function for vertices lying on the 
interface. Different approximating function classes were coded and the least square 
method was found resulting in the best approximation. Furthermore it was decided 
to use a planar fit (i.e. first order least square approximation) as higher order least 
square approximations resulted in no significant improvements. 
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Fig. ‎6.6: Visualisation of internal variables using XFEM information (a) Contours of stress tensor 
magnitude, (b) maximum principal stress, (c) minimum principal stress 
  
Fig. ‎6.6 shows the contour plots of different internal state variables using the 
method described in this section. As it can be seen, the discontinuity of the stress 
field has been successfully captured and the lower stress levels in the soft inclusion 
are evident. It is worth mentioning that in order to further improve the visualisation 
it is necessary to modify the internal smoothing function of OOFEM for it to take 
into account the position of the interface before constructing the smoothed patch. 
Nevertheless, visualisations presented in this section are superior to many weak 
discontinuity XFEM implementations including AMIE (Dunant, 2009).  
(a) (b) 
( c) 
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6.3.2 Visualisation of nodal degrees of freedom 
Visualisation of strong discontinuities in the displacement field requires the 
definition of overlapping vertices at the intersections of the discontinuity with 
element boundaries. Evaluation of the discontinuous displacement field at these 
vertices while treating them as points located at opposite sides of the interface 
results in the displacement jump being visualised. 
It can be clearly seen that using the visualisation technique described in the 
previous section, the overlapping vertices have been readily defined as vertices of 
individual VTK cells. In order to determine the relative location of the vertex with 
respect to the discontinuity that it is lying on, the centroid location of the 
integration patch to which it belongs has been used. A modified method at the 
XFEM element level was utilised to determine the nodal shape functions using the 
location of the patch. This was then used to evaluate the displacement field for the 
VTK cell vertices. Fig. ‎6.7a shows the contour plot of     in a specimen with a 
strong discontinuity representing a traction free interface. Good agreement was 
found between XFEM and FEA results of the same problem as shown in Fig. ‎6.7b. 
  
 
 
Fig. ‎6.7: (a) Countour plot of     visualised taking into account the auxilary degrees of freedom          
(b) Comparison of the deformed geometry predicted using FEM (red curve) and XFEM (blue curve) 
  
(a) (b) 
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6.4 Level set function implementation 
The default XFEM implementation in OOFEM does not support the Level Set 
Method (LSM), and uses analytical definitions for geometries used in the code (e.g. 
circle, triangle, and line). The Level Set representation of an interface has 
numerous advantages over the analytical alternative. As it was explained in Section 
‎2.3, this method of interface representation can be used for evolving boundaries. As 
the interface description is based on nodal values of the level set function, given an 
equation for the propagation speed of the discontinuity, the problem can be 
discretized using the same mesh as the XFEM and solved, to determine the shape 
of the interface at the next time increment. Furthermore, the method can be used to 
define complex geometries without the need for complex mathematical 
descriptions. The level set function value can be initialised using the signed 
distance function to represent any given geometry. It has to be noted that as the 
nodal shape functions are used for approximation of the LSM, the accuracy of the 
geometry is dependent on the mesh density and order of the shape functions 
(Moumnassi et al., 2011). 
Within the OOFEM code, all the geometry definitions are based on the abstract 
Basic Geometry class, and all the specific geometries such as the Circle and Line 
are derived from this class. Following the same methodology, the Level Set class 
was derived from the Basic Geometry, defined in the input file using a vector 
containing the initial nodal values (i.e. signed distance values).  
The compute distance to pure virtual function that determines the signed distance at 
any given point was overloaded using the nodal shape functions and the nodal 
values to calculate the level set function at the point of interest. In order to 
determine whether or not an element has been slit or bisected by the interface it is 
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sufficient to compare the sign of the nodal values of the level set (Different signs 
indicate that the discontinuity crosses at least one element boundary). Furthermore, 
a simple root finding algorithm was implemented in order to find the intersection 
points of the geometry with element boundaries as this is required by the Delaunay 
algorithm used for the numerical integration of XFEM elements. 
Contour plots of displacement and stress tensor magnitude using the two geometry 
representation methods are shown in Fig. ‎6.8. It can be clearly seen that the level 
set method has led to improved results. The improved smoothness of the 
displacement field is particularly evident and it can be seen that the mesh 
deformation is much more uniform in the case of LSM. This in turn has resulted in 
better approximation of the internal variables in the vicinity of the interface (the 
reported force error in the second iteration was reduced by 13%). 
  
  
  
 
 
Fig. ‎6.8: Comparison of results of interface representation by the Level Set method and an analytical 
circle (a) Displacement contours modelled using the analytical circle, (b) Displacement countours 
modelled using the LSM, (c) Magnitude of stress tensor modelled using the analytical circle, (d) 
Magnitude of stress tensor modelled using the LSM  
  
(a) (b) 
( c) (d) 
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6.5 Crystal plasticity material model implementation 
The use of a crystal plasticity constitutive model is essential for the study of 
interfacial behaviour in polycrystalline materials. To be able to combine the crystal 
plasticity material model and the XFEM modelling technique, the material model 
was implemented as a structural material class in the OOFEM framework. The 
material model implementation was based on the constitutive equations described 
in Section ‎2.1.6. Within the following sections the material model interface in 
OOFEM and the necessary function overloadings has been explained, detailed 
description of the implementation has been given and the functionality of the 
resulting material model is demonstrated using two numerical examples. 
6.5.1 Material model interface in OOFEM 
As with the rest of the OOFEM code, the material class has been implemented 
through multiple layers of abstract classes to handle analysis of independent parts 
of the material model interface. For solid mechanics analyses, the Structural 
Material class is derived from the base material providing methods required for 
this category of simulations such as the material Jacobian and the stress evaluation.  
The sequence diagram of the structural material class is shown in Fig. ‎6.9. As it can 
be seen, the material model object is not called directly by the element, but rather 
by the cross section. The main function of the cross section class is the integration 
of the weak form over the elemental volume. This design minimises the 
programming effort required for implementation of complex and multilayered 
structures such as composite materials using the cross section interface. 
Furthermore as it has been illustrated in the figure, the concept of material status 
has been used to store the solution dependent state variables at integration points. 
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An instance of the material status is instantiated at each Gauss point when the 
material model object is called to evaluate the material response at that point for 
the first time. Within the structural analysis framework, the structural material 
status stores internal state variables such as stress and strain tensors as well as any 
constitutive model specific state variables. 
 
 
 Fig. ‎6.9: Sequence diagram for the material model in OOFEM 
  
As the structural material has been implemented as an abstract class, any 
functional material class needs to be derived from this class. In a structural 
analysis, the material model class is required to be capable of evaluating two 
essential entities: 
 Stress tensor: The material model is required to be able to evaluate the stress 
tensor at an integration point based on the strain increment that is passed to it. 
 Material Jacobian: The material Jacobian,         , needs to be determined at 
the integration point. General methods for computing the response for specific 
material modes (i.e. plane strain and plane stress) are provided based on 
converting the 3D response to the other material modes; however, providing 
dedicated methods for evaluation of the response for different material modes will 
improve the computational efficiency.  
The material status class stores two copies of the internal state variables, 
corresponding to temporary and equilibrated states of the global model. The 
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calculated stress tensor and the material Jacobian are always stored as temporary 
state variables and it is only after reaching global equilibrium that the material 
model will update the equilibrated values using the updateYourself method of each 
material status instance in the domain. 
The material status class is also required to provide a method for returning the 
value of different state variables at the Gauss point that it corresponds to. This 
method is used by the Engineering model object (the object encapsulating the 
entire problem) to print the output to a given stream. 
6.5.2 Incremental formulation 
In this section, an incremental formulation is presented based on the constitutive 
model described in Section ‎2.1.6 following the tangent modulus method for rate 
dependent solids developed by Peirce et al. (1984). Describing the slip increment 
on slip system   using Eq. (‎6-2), it can be expressed in terms of the rate of slip 
using a linear interpolation as given in Eq. (‎6-3). 
         
    
   
(‎6-2) 
  
               
         
    
(‎6-3) 
  
  ranges between   and   where     corresponds to a forward Euler integration 
scheme. Studies have suggested that a value of   between     and   leads to better 
results (Peirce et al., 1984). 
Taylor expansion of the slipping rate as a function of the resolved shear stress,   , 
and the current strength,   , given by Eq. (‎2-30), results in the incremental form of 
the slipping rate in terms of the increments of resolved shear stress,    , and the 
current strength of the slip system,    , given as 
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(‎6-4) 
  
Rearranging Eqs. (‎6-2)-(‎6-4) the incremental relation can be expressed as 
          
   
    
   
     
    
   
      
(‎6-5) 
  
As it was mentioned in the previous section, OOFEM passes the strain and time 
increments to the material model for it to evaluate the stress tensor and the 
Jacobian. Consequently it was necessary to derive relations for the increments of 
shear strain,    , resolved shear stress,    , and the current strength,    , in 
terms of the strain increments,     , and the time increment,   , to be able to 
evaluate these variables using the information provided by the OOFEM material 
interface. Furthermore the increment of corotational stress was also determined 
based on the strain increments to be used for stress tensor calculation. 
Using Eqs. (‎2-12) and (‎2-13) in addition to those given in Section ‎2.1.6.2 it can be 
shown that the increments of the resolved shear stress,    , and the corotational 
stress,     
 , is given by 
             
     
    
     
    
             
 
   
 
   
(‎6-6) 
  
    
               
                
     
    
     
    
     
 
 
(‎6-7) 
  
where       denotes the elastic moduli. 
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Using the rate form of the hardening equation of crystalline slip given by Eq. 
(‎2-31), the increments of the current hardening function are given by 
          
 
 
  
(‎6-8) 
  
Substitution of Eqs. (‎6-6) and (‎6-8) into Eq. (‎6-5) results in the following linear 
algebraic equation which can be used to uniquely determine the increment of shear 
strain,    , for any given strain increment,     . 
         
    
   
         
     
    
     
    
     
 
 
    
    
   
           
 
     
    
       
    
   
          
     
    
     
    
        
(‎6-9) 
  
where     is the Kronecker delta. Having determined the   
 , in terms of the 
strain increment, the rest of the increments can be calculated using Eqs. (‎6-6) to 
(‎6-8). 
As it was mentioned in Section ‎2.1.6.1, the lattice deformation and rotation are 
fully characterised by the reciprocal vectors coinciding with the slip directions,    , 
and normals to slip planes,    , in the deformed configuration. Differentiating 
Eqs. (‎2-6) and (‎2-7) it can be shown that 
                 
(‎6-10) 
  
                  
(‎6-11) 
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The corresponding incremental forms in terms of the strain increments     , and 
increments of shear strain     are given by 
    
                    
 
    
 
    
 
   
   
(‎6-12) 
  
    
      
                   
 
    
 
    
 
  
(‎6-13) 
  
The above equations are used to update     and    at each time step to be able to 
calculate    and   given by Eqs. (‎2-12) and (‎2-13) at the current state. 
In addition to the linear relation given by Eq. (‎6-9) for evaluation of    , a second 
time integration scheme has also been implemented using non-linear incremental 
equations which are then solved using a Newton-Raphson iterative method. 
In the non-linear approach the Taylor expansion is no longer used. All the 
incremental equations except for Eq. (‎6-9) still hold and become nonlinear. 
Substituting the general expression for the slipping rates given by Eq. (‎2-30) into 
the incremental relation given by Eq. (‎6-3), the nonlinear incremental relation for 
    is given by 
              
           
  
     
  
     
    
(‎6-14) 
  
where increments of resolved shear stress,    , and current strengths,    , are 
nonlinear functions of     determined by Eqs. (‎6-6) and (‎6-8) and    denotes the 
function describing     as a function of    and    (see (‎2-30)). The nonlinear 
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relation given by Eq. (‎6-14) is solved using a Newton Raphson iterative method 
while using the solution of Eq. (‎6-9) as an initial guess. All other increments are 
evaluated using the same iterative procedure. 
6.5.3 Crystal plasticity material class 
The incremental formulation described in the previous section was implemented in 
OOFEM as the crystal plasticity material class and the crystal plasticity material 
status class. As the material interface in OOFEM passes the total strain to the 
material model, the strain increment was calculated by subtracting the last 
equilibrated strain tensor from the total strain tensor.  
In the crystal plasticity material model, the current strengths   , shear strains on 
individual slip systems   , resolved shear stresses   , vectors characterising the 
slip systems (i.e.     and    ), and the total cumulative shear strain on all the slip 
systems  , are considered to be solution-dependent state variables and stored in the 
material status class. At each time step and at any given Gauss point, the material 
model requests the material status object associated with that Gauss point to 
provide the solution dependent state variables from the last equilibrated state. 
These are then used to evaluate the material Jacobian and the stress tensor by the 
material model class and are stored as equilibrated internal state variables once 
global equilibrium is reached. 
It is possible to switch between the two time integration schemes discussed in 
Section ‎6.5.2 using a flag that is passed to the material as an input parameter. 
While the linearised solution procedure is computationally more efficient, the 
Newton-Raphson iterative method allows for larger time increments due to greater 
stability of the nonlinear incremental relations.  
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The current implementation of the crystal plasticity material model is based on the 
cubic crystalline structure (however it can be easily extended to be used for other 
crystalline structures). The implementation supports up to three sets of slip systems 
for each cubic crystal. This feature is particularly useful for simulation of materials 
with multiple active slip system families (e.g. BCC). 
The input parameters necessary to instantiate a crystal plasticity material object can 
be categorised into the following seven groups:  
1. Elastic moduli of cubic crystals. Depending on the number of constants provided, 
the correct form of the elasticity matrix (i.e. isotropic, cubic, orthotropic, or 
anisotropic) will be constructed. 
2. Activated slip system definition. The general form of at least one and up to three 
families of slip systems must be provided. These will then be used by a protected 
function of the class to generate all the slip systems in each family. 
3. Initial orientation of cubic crystals in the global system at the reference state. This 
will be used to assign correct orientations to the elasticity matrix and the slip 
systems in the reference state. 
4. Parameters describing the dependence of the slipping rate on resolved shear stress 
and current strength (i.e.    and   in Eq. (‎2-30) ) 
5. Parameters describing the self and latent hardening moduli relations. Depending 
on the number of input parameters one of the two relations given in Eqs. (‎2-32) 
and (‎2-34) will be used. 
6. Forward gradient time integration parameter  , and the NLGEOM flag which 
determines whether or not the finite strain and finite rotation formulation is to be 
used. 
7. Parameters describing the iterative solution procedure such as the maximum 
number of iterations and the acceptable tolerance. 
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6.5.4 Numerical Validation 
A simple tension simulation was used to verified the OOFEM implementation of 
the crystal plasticity material model and compare it with the ABAQUS 
implementation used for simulations presented in ‎Chapter 3 to ‎Chapter 5. The 
method described in Section ‎5.3 was used to determine the most and least 
favourable orientations of the crystal under simple tension boundary conditions. 
Identical boundary conditions were specified in both packages and it was ensured 
that both packages used the same constant time increment.  
True stress and strain values were calculated based on the reaction force and 
displacement data extracted from both simulations. As it is shown in Fig. ‎6.10, the 
OOFEM implementation has successfully captured the effect of orientation (i.e. 
Difference in Schmid factor), and is also in agreement with results from ABAQUS.  
 
 
 Fig. ‎6.10: effect of grain boundary to matrix-inclusion interface strength 
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Further validation was carried out by simulating a case of single crystal 
compression according to geometry and boundary conditions described by 
Harewood and McHugh (2006).  The crystal orientation was specified such that the 
       , and          axes of the crystal are parallel with the   and   axes of the 
global coordinate system. As it has been illustrated in the contour plot of crystalline 
slip (shown in Fig. ‎6.11a), the formation of shear bands has been successfully 
simulated using the crystal plasticity material model. Furthermore, acceptable 
agreement is observed between results obtained from OOFEM and ABAQUS (i.e. 
Fig. ‎6.11a and Fig. ‎6.11b). 
 
 
 
 
 
Fig. ‎6.11: Shear band formation in a single crystal under compression: (a) simulated using OOFEM (b) 
simulated using ABAQUS 
(a) 
(b) 
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Chapter 7.  
XFEM Studies 
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7.1 Introduction 
Mesh independent interface (i.e. grain boundary) representation using the extended 
finite element makes it possible to simulate problems that are either not possible to 
simulate using conventional FE or are extremely difficult. Potential modelling of 
grain growth without the need for remeshing, crack or grain nucleation based on a 
given criteria, propagation of cracks (intergranular or intragranular) without a priori 
knowledge of the crack path (i.e. cohesive elements), makes XFEM an excellent 
candidate for simulation of microstructure evolution.   
As it was discussed in Section ‎6.2, the majority of XFEM simulations are 
performed using custom codes not available in the public domain. To the author’s 
knowledge, at the time of preparing this thesis, except for limited support of crack 
propagation in a few packages, none of the commercially available FE packages 
offer a comprehensive XFEM implementation including support for material 
interfaces. Consequently, it was necessary to ensure all the required features for 
any given simulations have already been implemented in the package prior to 
performing any studies. 
This chapter is focused on employing the XFEM capabilities of the OOFEM 
package in the study of interfaces in crystalline materials. The crystal plasticity 
material model described in Section ‎6.5 is utilised to study the effect of orientation 
mismatch across interfaces modelled using XFEM. Furthermore, additional 
features are implemented in an attempt to enable OOFEM to simulate 
microstructural evolution depicted in Fig. ‎6.1. 
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7.2 Effect of orientation mismatch on global yield stress 
The dominant effect of inclusion orientation on the failure strain of an austenitic 
matrix of free cutting steel has been shown in Section ‎5.6.  In the current section, 
the XFEM representation of a second phase particle in a matrix is used to study the 
effect of orientation mismatch across the material interface on the global yield 
stress of the model. 
A circular inclusion was modelled using an XFEM interface representation within a 
matrix. The boundary conditions and the overall geometry of the model are given 
in Fig. ‎7.1a. The crystal plasticity material model was assigned to both domains 
(i.e. inclusion and matrix) using the material parameters listed in Table ‎4-3. As 
shown in the figure, displacement equivalent to an engineering strain level of     
was applied to the top surface with a constant strain rate of        . The Schmid 
factor definition described in Section ‎5.3 was used to assign the orientations for 
different mismatch levels. The matrix orientation was specified to correspond to a 
Schmid factor of   (maximum alignment of crystalline slip systems). A range of 
inclusion orientations were specified to simulate different orientation mismatch 
levels.  
  
 
 
Fig. ‎7.1: (a) schematic showing the boundary conditions used for the inclusion simulation, (b) contour 
plot of magnitude of the stress tensor 
(a) (b) 
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As it has been illustrated in Fig. ‎7.1b, the model has been able to capture the stress 
field mismatch across the interface (weak discontinuity) modelled using the XFEM 
technique. It should be noted that the same material properties have been used for 
the materials on either side of the interface and the strain field discontinuity has 
entirely been caused by the crystal orientation mismatch. 
 
 
 Fig. ‎7.2: Von Mises stress and total cumulative shear strain along A-A’ 
  
 
  
 Fig. ‎7.3: Von Mises stress and total cumulative shear strain along B-B’ 
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Fig. ‎7.2 and Fig. ‎7.3 show the Von Mises stress and the total cumulative shear 
strain along the paths      and      respectively (refer to Fig. ‎7.1a). The 
mismatch in both fields across the interface is clearly shown. It should be noted 
that in the vicinity of the interface, despite having a lower Schmid factor, the soft 
matrix undergoes less plastic deformation. This can be explained by the lattice 
mismatch across the interface. 
 
 
 Fig. ‎7.4: Normalised change in the strain energy as a function of number of degrees of freedom 
  
The sum of nodal reaction forces was used to extract the stress strain curve 
corresponding to the global model. Defining the stress level at        as the 
yield stress, the extracted values of global yield stress as a function of inclusion 
orientation has been shown in Fig. ‎7.5. As shown in the figure, at Schmid factor 
levels of     and    , deviation from the descending trend of the curve is observed. 
This is believed to be caused by enforced displacement continuity across the 
interface at those levels. The deformation of a softer inclusion leads to hardening 
due to the mismatch across the interface. This effect is diminished with an 
inclusion as soft as the matrix. 
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 Fig. ‎7.5: Yield stress as a function of Schmid factor of the inclusion within the soft matrix 
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7.3 Cohesive strong discontinuity implementation 
The capabilities of the cohesive zone model in simulating a fracture process zone 
(discussed in Section ‎2.2), in addition to its simplicity, has led this to become one 
of the most popular techniques used in simulations of decohesion. Furthermore, it 
was shown in this thesis that it is possible to capture intergranular damage 
occurring in polycrystalline materials using this technique and the traction-
separation constitutive models. To be able to use the calibrated traction-separation 
model (see Section ‎4.3.2) in the XFEM simulations, the cohesive interface was 
implemented in the OOFEM package. 
 
 
 Fig. ‎7.6: Interface between two continuum domains 
  
Considering two bodies,    and   , separated by the interface   (see Fig. ‎7.6), it is 
necessary to define the static and kinematic quantities on the interface using a local 
coordinate system if a traction-separation constitutive model is to be used. 
Describing the position vector of a point on   within the global coordinate system 
by 
                  
(‎7-1) 
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The tangent and normal vectors       are defined as  
  
  
  
  
  
  
 
  
  
 
 
 (‎7-2) 
  
      (‎7-3) 
  
The local coordinate system is then given by the corresponding unit vectors      . 
The transformation between components of the displacement vector expressed in 
local and global coordinate systems is then given by 
          
    
    
   
(‎7-4) 
  
Using the XFEM enriched shape functions the displacement on either side of the 
interface    and    is given by 
     
 
  
          
(‎7-5) 
  
    
  
  
          (‎7-6) 
  
where    and    denote matrices of the nodal shape functions formed by 
evaluation of the enrichment function on either side of the discontinuity and 
             
  is the vector of nodal displacements in the global coordinate 
system. Since interface constitutive laws are formulated in terms of the relative 
displacement across the interface, the generalised strain vector,  , is formed in 
terms of the displacement jump across the boundary and is given by 
                              (‎7-7) 
  
where    is the deformation matrix used for the traction-separation law. 
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To integrate the contribution of the cohesive material model along the interface, a 
second set of integration points was introduced in elements crossed by the strong 
discontinuity as has been illustrated in Fig. ‎7.7. The intersection points which were 
determined for the Delaunay algorithm were used to define a linear integration 
patch and positioning of the Gauss points.  
 
 
 
Fig. ‎7.7: Positioning of integration points on the discontinuity for integration of the cohesive constitutive 
model along the strong discontinuity 
  
During integration, the element calculates the deformation matrix,  , at any given 
Gauss point and the strain, determined by multiplying this by the nodal unknown 
vector, is passed to the material model. A modified form of the deformation matrix 
was implemented at the element level which would provide the correct form 
depending on the integration patch to which the requesting Gauss points belong. 
The modified deformation matrix is given by  
         
                                
                    
  
(‎7-8) 
  
 174 
 
where   and   are the local element coordinates and         is the transformation 
between local element coordinates and those of the interface.
1
 The transformation 
matrix,        , is evaluated by the linear integration patch object as it has access to 
an underlying geometry object of type Line. Specifying the modified deformation 
matrix automatically transforms the material response back to the local coordinates 
of the element. 
           
 
 
 
 
 
 
        
 
             
   
            
 
  
  
(‎7-9) 
  
The implementation was verified by comparing the XFEM representation of a 
cohesive interface with the FEA counterpart where a cohesive element represents 
the interface between two bodies (refer to Fig. ‎7.8). Isotropic elasticity was 
specified for the main bodies and a traction-separation constitutive model was used 
to describe the behaviour of the interface in both cases. Subjected to simple tension 
boundary conditions the force displacement curves presented in Fig. ‎7.9 were 
obtained. As it is clear from the graph, the XFEM results are in complete 
agreement with those obtained by FEA. 
 
 
 Fig. ‎7.8: Schematic of the simple tension simulation of an elastic body with a cohesive interface 
 
                                                 
1 The transformation matrix,       , is evaluated by the linear integration patch object as it has 
access to an underlying geometry object of type Line. 
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 Fig. ‎7.9: effect of grain boundary to matrix-inclusion interface strength 
  
The geometry presented in Section ‎6.3.2 was used to further demonstrate the 
capability of the cohesive layer in controlling the behaviour of an interface. The 
bottom face of the model was fixed and a concentrated load with a magnitude of 
    was applied to the top right corner. As shown in Fig. ‎7.10a, with equal normal 
and shear moduli for the interface,             , the cracked interface is no 
longer traction free. Setting the elastic moduli of the interface equal to the elasticity 
modulus of the bulk material, the interface is kept closed until failure occurs 
(shown in Fig. ‎7.10b). The main advantage however is to be able to separately 
control different aspects of interface behaviour. As it has been shown in Fig. ‎7.10c 
and d, specifying a low elastic modulus for one direction while using the bulk 
elasticity for the other, can be used to allow interface motion only in one direction. 
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Fig. ‎7.10: Comparison of model behaviour with different specifications for the interface (a)      
      , (b)             , (c)             , (d)              
  
The implementation of cohesive interface is such that any material model class 
(formulated based on the traction-separation behaviour) can be used for the 
integration points positioned along the interface. This feature can be used to 
prevent self penetration of crack faces through the simulation of complex 
geometries (such as those presented in ‎Chapter 3 to ‎Chapter 5) using a traction-
separation constitutive model responding only to negative displacement. 
(a) (b) 
( c) (d) 
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 Fig. ‎7.11: Countour plot of displacement in   direction in XFEM simulation with interface sliding 
  
Interface sliding was simulated using the cohesive strong discontinuity between a 
soft elastic matrix containing a hard inclusion. Displacement discontinuity is 
clearly shown in Fig. ‎7.11 and it can be observed that the hard inclusion (with an 
elasticity modulus three times larger than the matrix) undergoes what can be 
described as a rigid body motion. 
7.4 Effect of interface sliding on global yield stress 
The cohesive strong discontinuity was used in conjunction with the weak 
discontinuity to investigate the effect of interface sliding on the global yield stress. 
The inclusion and matrix model presented in Section ‎7.2 was further enriched using 
a Heaviside step function to capture a strong discontinuity across the interface. 
Traction-separation behaviour was specified for integration points positioned along 
the interface. Setting the normal modulus,   , equal to the elastic modulus of both 
crystals and the shear modulus,   , equal to       the interface would be free to 
slide, however normal displacement would be restricted. Furthermore a high value 
of damage initiation stress and fracture energy were specified in order to avoid 
damage softening. 
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Extracted yield stress values for simulations involving interface sliding have been 
plotted as a function of orientation mismatch in Fig. ‎7.12. As can be seen in the 
figure, allowing interface sliding has resulted in an orientation independent global 
yield stress. This indicates that the strain mismatch at the interface and the local 
hardening caused by it has a significant effect on the global behaviour of the 
model. Allowing interface sliding, the mismatch can be accommodated and 
consequently reduced global yield stresses are obtained. 
 
 
 Fig. ‎7.12: Yield stress as a function of Schmid factor of the inclusion within the soft matrix 
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7.5 Multiple junction simulation 
The branch discontinuity functions for an element slit by a material interface were 
given in Section ‎2.4.2. The triple junction however requires an enrichment function 
that is discontinuous in the first derivative along each interface. Such a function 
can be constructed by adding discontinuous functions such as    
 
 
 evaluated based 
on the geometry of each one of the   intersecting material interfaces: 
             
  
 
 
  
(‎7-10) 
  
           
   
  
 
 
 (‎7-11) 
  
where    is the angle measured from the tip of the  
th
 interface, and   is the radius 
measured from the multiple junction. As it has been shown in Fig. ‎7.13a the jump 
in the derivative of the discontinuous term in Eq. (‎7-10) is decreased by increasing 
the number of interfaces. This is overcome by the exponential term magnifying the 
discontinuity in the modified function given in Eq. (‎7-11), as shown in Fig. ‎7.13b. 
  
 
 Fig. ‎7.13: Polar diagram of (a)     
  
 
   and (b)   
   
  
    for different number of interfaces 
(a) (b) 
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Fig. ‎7.14: Contour plot of the triple point enrichment function for (a,c) three, and (b,d) four intersecting 
discontinuities at a multiple junction. 
  
The function described in Eq. (‎7-11) can theoretically be used to construct 
appropriate enrichment functions for any given number of interfaces based on the 
relative angular position of the interfaces at the triple point. The enrichment 
function corresponding to three and four uniformly spaced (in the angular 
direction) interfaces has been illustrated in Fig. ‎7.14. If necessary additional branch 
functions can be added to capture behaviour described by   and    at the cost of 
extra degrees of freedom. 
The modified enrichment function was used to programme a multiple junction class 
in OOFEM for simulation of multiple junctions. The object is described using an 
array of vertices and a connectivity table describing the interfaces. Any point with 
(a) (b) 
( c) (d) 
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more than one interface is considered as a multiple junction to be enriched by the 
angular function. When the junction object is instantiated, a Line object is created 
for each linear segment. At any given element, three possibilities may arise: 
 The element is not crossed by any of the linear segments which indicates no 
enrichment is to be done. 
 The element is only crossed by one linear segment. The absolute value of the 
distance to the interface is used as the enrichment function. 
 More than one linear segment crosses the element. This suggests that a multiple 
junction is located within the element. At any given Gauss point, the term 
   
   
 
  is  evaluated in polar coordinates corresponding to each intersecting 
linear segment and the sum is used as the enrichment function. Additionally the 
coordinates of the multiple junction are passed to the Delaunay triangulation 
class for the element subdivision necessary for numerical integration. 
The multiple junction enrichment function was used together with the crystal 
plasticity material model to study the effect of orientation mismatch in a 
microstructure containing a triple point. The model geometry and boundary 
conditions have been shown in Fig. ‎7.15a. 
  
 
 
Fig. ‎7.15: (a) schematic showing the boundary conditions used for the triple point simulation, (b) 
contour plot of the total cumulative shear strain 
(a) (b)
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The orientation of the control grain,   , was varied between the minimum 
alignment to the maximum alignment (i.e. low Schmid factor to high Schmid 
factor). As shown in Fig. ‎7.15b, despite the high Schmid factor in the top grain, the 
orientation mismatch at the interface with the control grain has had a limiting effect 
on the plastic deformation of the soft grain. This behaviour is also evident in the 
extracted yield stress values (at      strain) shown in Fig. ‎7.16. 
 
 
 Fig. ‎7.16: Yield stress as a function of Schmid factor of the control grain 
  
 
 
 Fig. ‎7.17: Normalised change in the strain energy as a function of number of degrees of freedom 
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7.6 Moving interface 
As mentioned earlier, the key advantage of simulating interfaces using the XFEM 
is that the discontinuity representation is independent of the mesh. This makes the 
technique ideal for simulation of moving weak (e.g. moving material interface in 
the case of grain growth) and strong discontinuities (e.g. propagating crack). 
Simulation of moving discontinuities however has two key challenges that need to 
be addressed: 
 Updating the enriched nodes as the discontinuity evolves. 
 Remapping of solution-dependent state variables if non-linear, history-dependent 
materials are used. 
The following sections describe the necessary modifications to the OOFEM code in 
order to address each of the above, and the feature is demonstrated using a simple 
numerical simulation. 
7.6.1 Updating the enriched nodes and the linear system 
As explained in Section ‎0, nodes whose support is crossed by a discontinuity (weak 
or strong), are required to be enriched with additional degrees of freedom within 
the framework of XFEM. As a result, in the case of an evolving discontinuity, 
additional degrees of freedom will be introduced to the model and the linear system 
of equations has to be updated accordingly. 
In the case of a propagating crack, the discontinuity evolves in a small region (i.e. 
the crack tip) and as it grows it is only necessary to add to the number of enriched 
nodes and append the corresponding linear equations to the linear system. However 
simulating the evolution of a material interface is more complex, and requires 
greater programming effort. 
 184 
 
 
 
 Fig. ‎7.18: Schematic diagram showing the change in enriched nodes as the interface is updated 
  
In the case of a moving interface, as it has been illustrated in Fig. ‎7.18, the 
following possibilities can occur: 
Case A: Where the discontinuity has passed over an element and the element is no 
longer interacting with the discontinuity. In this case, the enriched degrees 
of freedom are to be removed from nodes whose support is no longer 
crossed by the discontinuity. Moreover the default integration scheme 
without the triangular patches is to be assigned. Depending on what side of 
the interface the element is situated after the interface has been updated, the 
appropriate material model needs to be assigned to the element. 
Case B: An element is crossed by the discontinuity before and after the interface 
motion. In this scenario, the subdivision of the element has to be updated 
according to the new position of the interface. No modification is made to 
the nodal degrees of freedom in this case. 
Case C: An element that was not crossed by the interface in the previous step is now 
bisected by it. In this case, there will be nodes that need to be enriched with 
the additional degrees of freedom and the element is to be subdivided using 
the Delaunay algorithm for numerical integration purposes. Furthermore, the 
correct material model needs to be assigned to integration points depending 
on their position relative to the interface.  
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In addition to the above mentioned points, an evolving discontinuity affects how 
the linear system of equations describing the problem is solved. Changing the 
number of degrees of freedom of the system by adding or removing enriched 
nodes, linear equations associated with those degrees of freedom need to be added 
or removed as well. 
In the case of a propagating crack in a linear elastic medium, an incremental linear 
static solver can be used. At any given increment, the solution is obtained for the 
current geometry of the crack, and the geometry is updated. The next increment can 
be treated as a new simulation with the updated crack geometry which does not 
depend on information from the previous step. The linear system can be formed for 
the model and solved to obtain the next crack geometry. Nonlinear problems, 
however, may not be solved using the aforementioned approach as the solution 
depends on information from the previous time increment.  
The moving interface was implemented in OOFEM using a general approach 
which would be suitable for both linear and non-linear problems. At the end of 
each solution step, the XfemManager object will update the geometries of all the 
XFEM discontinuities in the domain. Each discontinuity object provides its 
underlying geometry with an evolution law that can be determined from the state 
variables and   , based on which the geometry is updated. The elements are 
checked for the aforementioned possible cases and are treated accordingly. The 
linear system is forced to be resized according to the new number of degrees of 
freedom in the domain and both the stiffness matrix and the force vector are 
assembled for the new system of linear equations. Furthermore, provided that the 
solver used in the simulation supports iterative solution, iterations are made at the 
same time increment to reduce the error of the system. 
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 Fig. ‎7.19: Moving material interface crossing element boundaries modelled using XFEM 
  
In order to demonstrate the functionality of the implementation, a simple uniaxial 
tension case was simulated with an interface moving with a constant velocity. An 
isotropic elastic material model was specified for the elements in the domain with 
the material behind the interface having a significantly larger modulus of elasticity. 
As it can be seen in Fig. ‎7.19, contour plots of     clearly show the discontinuity in 
the strain field caused by the material (the observed gradients are caused by the 
visualiser and not the solution). Furthermore, the three possible scenarios have 
been successfully captured by the simulation as shown in Fig. ‎7.19 a to c. 
7.6.2 Remapping the solution-dependent state variables 
Any form of discontinuity geometry evolution (i.e. the three possibilities described 
in the previous section) invalidates the element subdivision for integration. Hence 
it is necessary to update the integration patches according to the new position of the 
interface/crack. The new set of integration patches will contain integration points 
whose locations may or may not coincide with those belonging to the previous time 
increment. As it was explained in the previous section, linear materials which do 
not depend on solution-dependent state variables can be solved using a linear 
solver and as a result the new population of integration points does not raise any 
(a) (b) 
( c) 
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problems. However nonlinear constitutive laws (such the crystal plasticity) require 
the state variables to be mapped from the old population of integration points to the 
new population. 
 
 
 
 
Fig. ‎7.20: Schematic diagram showing the remapping of internal state variables onto the newly 
generated integration points after updating the material interface 
  
Similar to the re-meshing techniques, a least square approximating patch was 
utilised in order to map the state variables. It should be noted however that due to 
the presence of the discontinuity only integration points that are located on the 
same side of the interface as the target integration point may be used for 
construction of the interpolating least square patch (shown in Fig. ‎7.20). 
Depending on the constitutive law that is being used, different state variables 
would need to be remapped and it would not be computationally efficient to remap 
all the state variables as certain variables may be determined from others without 
the need to remap them. This information is only available at the material model 
level of the code and hence the implementation was done at this level. After the 
geometry has been updated, provided that one of the three cases described in 
Section ‎7.6.1 applies to an element, the new integration points belonging to that 
element are requested to perform the remapping. The patch will use integration 
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points in the neighbouring elements of the current element if those within it (while 
being on the correct side of the interface) are not necessary for the construction of 
the least square patch.
2
 As in the previous section, further iteration is performed 
over the solution to reduce its residual error. 
To demonstrate the technique, the material remapping interface was implemented 
in an isotropic linear damage material (where damage is a function of maximum 
strain reached) and was used in the moving interface simulation presented in the 
previous section. The three stages of remapping have been shown in Fig. ‎7.21 (the 
geometry has been warped in the out of plane direction according to the damage 
value). As it can be seen in the figure, as the interface is moving into the damaged 
material, the integration points in the old patches were not sufficient for 
construction of the least square patch which has caused the damage gradient to be 
different in Fig. ‎7.21b. It can be seen in Fig. ‎7.21c that the iteration has reduced the 
error and the slope has been corrected. 
  
  
 
 
 
Fig. ‎7.21: Three necessary stages necessary for remapping of solution dependant state variables for a 
moving material interface (a) solution at the end of time step, (b) geometry of the interface is updated 
and the state variables are remapped, (c) reiteration is carried out to reduce the error of the solution 
                                                 
2 Any material model that is to use the remapping has to be derived from the 
materialModelMapperInterface class which implements the necessary remapping functions. Calling 
the adaptiveMap method at any given integration point, the material model creates an instance of 
the MMALeastSquareProjection class for each internal value that has to be mapped. 
(a) (b) 
( c) 
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8.1 Conclusions 
A controlled Poisson Voronoi tessellation method was used to generate the 
microstructure of a polycrystalline material. The grain distribution was determined 
by physical parameters of microstructure such as average, minimum, and mean 
grain size. A crystal plasticity material model was used as the constitutive law 
describing the behaviour of material in each cell, and a random distribution was 
used to assign crystal orientation to individual grains within the structure. The 
interface between grains was modelled using cohesive elements by offsetting the 
boundary between elements. A novel junction partitioning scheme was used for 
meshing of the triple junctions. The modelling technique was used to simulate 
intergranular failure of a microstructure under different failure criteria. Furthermore 
the technique was successfully used to simulate the failure of a micro three point 
bending test under normal and shear failure criteria. 
Experimental evidence suggests that the thickness of grain boundaries in 
polycrystalline materials is on the order of     , however modelling such a thin 
interface would introduce unnecessarily large model size resulting in unfeasible 
simulation times. It was shown that provided the thickness of the grain boundary is 
significantly smaller than the average diameter of the grains, this parameter does 
not affect the global response of the microstructure. Based on this finding, a value 
of        was used throughout the thesis for cohesive layer representation of 
material interfaces. 
Dependency of the failure strain on the number of grains present in statistically 
equivalent microstructures was studied to determine the minimum required number 
of grains for size independent failure strain. It was found that the standard 
deviation in simulated failure strain decreases with increasing number of grains 
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simulated in the model. This is believed to be caused by the presence of trivial 
crack paths in models with fewer grains, and as the model size is increased 
different crack paths become equivalent in terms of failure strain. 
The Manganese Sulphide (MnS) particles in the free cutting steel were simulated 
by assigning simple cubic crystalline structure to selected grains. In the absence of 
experimental results, the relative hardness of the matrix with respect to the 
inclusions was used to specify material parameters of the inclusions. It was shown 
that fewer slip systems present in the simple cubic crystalline structure result in 
high localised stress levels causing failure. Furthermore it was shown that the 
distribution of second phase particles affects the failure strain and microstructures 
with adjacent second phase particles tend to fail at lower strain levels compared to 
those with a uniform distribution. 
Uniaxial tensile experimental data characterising the material behaviour under hot 
rolling conditions was used to calibrate the crystal plasticity constitutive model and 
the traction-separation law used for the cohesive elements. The portion of the 
experimental data prior to necking was used for calibration of the crystal plasticity 
and the strain to failure was used to calibrate the traction-separation law. In both 
calibration procedures the least square error was used for determination of the best 
fit for the experimental data. 
A representative volume element model was utilised to study the interaction of 
MnS inclusions and austenitic matrix and determine the effect of orientation 
mismatch. A modified definition of the Schmid factor was presented based on the 
level of alignment of crystalline slip systems with the loading direction in order to 
be able to determine orientation mismatch between different crystals. The 
orientation of the inclusion was shown to have a dominant effect on the strain to 
failure and furthermore the matrix/inclusion interfaces were shown to be weaker 
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than grain boundaries in free cutting steel under hot rolling conditions. This is 
consistent with experimental observations suggesting reduced load bearing 
capacity of matrix/inclusion interfaces due to segregation of elements present in the 
matrix. 
The cohesive zone method, despite its simplicity and flexibility, poses certain 
limitations on what can be simulated. The modelling technique, requires a priori 
knowledge of the crack path; as a result it is not possible to simulate cracks in a 
continuum media as the path has already been meshed using the cohesive elements. 
This also eliminates the possibility of simulating intragranular cracks and the crack 
path is limited to the material interfaces (i.e. physical interfaces). Furthermore 
without tailored experiments it was not possible to have a unique set of calibrated 
parameters for the traction separation constitutive law. Additionally mesh 
distortion limits the extent of interface sliding that can be simulated using the 
technique. Due to the aforementioned limitations, XFEM was chosen as an 
alternative method of simulating polycrystalline materials.  
Visualisation support for XFEM simulation results (both strong and weak 
discontinuities) was implemented in the open source object oriented FEA package 
OOFEM using XML syntax of the visualisation toolkit file format. The crystal 
plasticity material model was implemented in OOFEM using and incremental 
formulation. The implemented material model was showed to be able to simulate 
the formation of shear bands in a single crystal under compression. 
The implemented crystal plasticity constitutive model was used to study the effect 
of second phase orientation on the yield stress of the global model. It was shown 
that the orientation mismatch has a significant effect on the global behaviour of the 
material. Cohesive strong discontinuity support was implemented in the package 
using a traction-separation constitutive model integrated using integration points 
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positioned along the discontinuity. This implementation was used to study the 
effect of grain boundary sliding at different levels of orientation mismatch. It was 
shown that allowing sliding to occur, the global yield stress is reduced and the 
orientation mismatch effect is diminished. An enrichment function was presented 
for XFEM simulation of multiple junctions in polycrystalline microstructures. This 
was used to study the effect of crystal orientation discontinuity across the interfaces 
on the global yield stress. Moreover algorithms were developed and implemented 
for simulation of moving material interfaces using XFEM and remapping of 
solution-dependent state variables at the integration points necessary for nonlinear 
material models involving such variables (such as the crystal plasticity material 
model).  
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8.2 Suggestions for future work 
Support for a surface-based cohesive contact has been added to the latest version of 
ABAQUS (using the traction-separation constitutive law) which eliminates the 
need for representing the interfaces using cohesive elements (Abaqus, 2012). 
Furthermore this does not require the complicated algorithms necessary for 
partitioning of triple junctions. The VGRAIN package can be extended to use the 
generated microstructure to define a problem based on this new feature. 
The current version of the VGRAIN package uses a single population of seed sites 
for the Voronoi tessellation algorithm with a constant front propagation speed. 
Using a second population of seeds with a smaller front propagation speed, smaller 
cells representing the inclusions can be generated. This can then be used for the 
study of inclusion distribution effect on the global behaviour of the microstructure. 
Material interface representation presented in this thesis, can readily be used for 
simulation of grain boundary damage. This makes it possible to simulate creep 
damage and cracking. The crack path will be determined by the ductility of grains 
(determined by the crystal orientation) located ahead of the crack.  
The calibration of the cohesive layer was performed based on the macroscale 
behaviour of the microstructure obtained from tensile experiments. However in 
order to fully understand the effects of orientation mismatch on the interfacial 
behaviour, it is necessary to perform bicrystal experiments. 
In this thesis, triangular VTK cells were used for visualisation of bisected elements. 
This approach however may lead to the perception that the geometry of the 
discontinuity coincides with element edges. The visualisation can be improved 
using the VTK_POLYGON cell type with variable number of vertices to represent 
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the portion of an element on either side of the discontinuity without visualising the 
integration patches. This could potentially lead to improved visualisation of 
internal variables as triangular patches with high aspect ratios are no longer 
explicitly visualised. 
Furthermore, the smoother used by OOFEM for visualisation needs to be modified 
for XFEM simulations. The current version considers both sides of the interface 
belonging to one region, however this leads to blending of the results beyond the 
bisected elements. This can be done using the same approach used in this thesis for 
construction of least square patches using integration points located on one side of 
the interface. 
The moving material interface implementation developed in this thesis can be used 
for simulation of grain growth or re-crystallisation. The material remapping 
interface needs to be implemented at the crystal plasticity material model level and 
the necessary update geometry routines formulated based on parameters such as 
dislocation density. The XFEM approach may be used to model nucleation of weak 
or strong discontinuities based on a given criteria. At the end of each time 
increment, the domain is checked for the specified criteria and discontinuities such 
as cracks or new grains can be nucleated at sites satisfying the condition. This is 
necessary for simulation of re-crystallisation during simulation. 
The possibility of modelling crack nucleation using XFEM can be utilised to 
simulate intergranular and intragranular cracking in polycrystalline materials 
(without a priori knowledge of the crack path). This unique feature can be used to 
study the interaction of creep and fatigue. 
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In a study by Menk and Bordas (2010b), numerically determined enrichment 
functions were developed for accurate simulation of multiple junctions in an elastic 
material using XFEM. The technique was successfully used for simulation of crack 
growth in the polycrystalline solder joints (Menk and Bordas, 2010a). The 
approach can be extended for numerical determination of enrichment functions in 
material undergoing plastic deformation.  
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