In this note we deduce ℓ p -improving estimates for single-scale discrete averages associated with polynomials of degree d ≥ 3 as direct consequences of Vinogradov's mean value theorem for the exponential sums.
Introduction
Let us agree to write A B and B A for two nonnegative quantities A and B if the estimate A ≤ CB holds with some unimportant constant 0 ≤ C < ∞. If we want to emphasize that the constant C depends on parameters α, β, . . ., then we will modify the notation to A α,β,... B and B α,β,... A. Let us also write ½ S for the indicator function of a set S. The conjugated exponent of p ∈ [1, ∞] is written as p ′ and defined as the unique p ′ ∈ [1, ∞] satisfying 1/p + 1/p ′ = 1.
The study of ℓ p -improving estimates for discrete polynomial averages of the form
f (n + P (k)); n ∈ Z (1.1) was initiated in [7] . Here, P is a polynomial of degree d ≥ 2 taking the set of positive integers N to N. Moreover, N is a positive integer, and f is a complex function on Z. Ideally one would like to prove ℓ p -improving estimates of the form
for the largest possible range of p, q satisfying 1 ≤ p ≤ q ≤ ∞. Using the notation P,p,q we emphasize that the estimate has to be uniform in N and f , but the implicit constant is allowed to depend on P , p, and q. The exponent −d(1/p − 1/q) in (1.2) is the best possible one, as is trivially seen by taking f = ½ {1,2,3,...,2P (N )} and letting N → ∞. Let us remark that estimate (1.2) is trivial in the case p = q, so we only care about the "strictly improving" cases p < q. A maximal variant of (1.1) is a sparse bound, which was the main result in [7] . The sparse bounds imply weighted estimates, which complement the fundamental maximal estimates of Bourgain [1, 2, 3, 4] . It does not seem that the methods used herein can address sparse bounds.
Paper [7] considers the case of the polynomial P (k) = k 2 and proves estimate (1.2) in the range (p, q) :
Moreover, it is commented in [7] that this range is optimal, except that the bound (1.2) could also possibly hold at parts of its boundary. Indeed, it is sufficient to consider the cases when p and q are conjugated exponents, as the other estimates follow by interpolation with the trivial cases (p, q) = (1, 1) and (p, q) = (∞, ∞). When q = p ′ the above range is simply 3 2 < p ≤ 2. The paper [7] was concerned with a very particular case of P , because it relies on the efficient Hardy-Littlewood circle method for the square integers, developed by Fiedler, Jurkat, and Körner [6] .
On the other hand, Madrid [8] gave an elementary argument that reduces (1.2) to estimates for discrete fractional integral operators,
Using a classical result by Stein and Wainger [10] he showed that bounds remain valid for general quadratic polynomials P with integer coefficients in the same range (1.3). Moreover, Madrid [8] applied a result by Pierce [9] to show that the ℓ p -improving estimate (1.2) holds for the monomial P (k) = k d for any d ≥ 3 when q = p ′ and
The purpose of this note is to show how estimates for more general polynomials P of degree d ≥ 3 and in a range of exponents larger than (1.4) can be deduced from the available literature on the exponential sums,
Let P be an arbitrary polynomial of degree d ≥ 3 mapping the set of positive integers back into itself. Averages (1.1) satisfy estimate (1.2) for exponents p, q in the triangular range
Counterexamples similar to the ones in [7] (i.e. taking f = ½ {P (1),P (2),...,P (N )} and f = ½ {0} )
show that (1.2) cannot hold outside the range
This was already remarked by Madrid [8] ; also compare it to the counterexamples after the formulation of Theorem 2 below. If one only cares about the case q = p ′ , then (1.7) is simply the range 2 − 1 d ≤ p ≤ 2.
(1.8) Theorem 1 leaves a gap between the ranges (1.6) and (1.8) for large d, but it also provides an "exponential improvement" over the range (1.4) .
We will regard averages (1.1) as "projections" of the following higher-dimensional polynomial averages:
This time we want to prove ℓ p -improving estimates of the form
(1.10)
is the most improvement in N that one can expect, as in easily seen by taking f = ½ {1,2,...,2N }×{1,2,...,2N 2 }×···×{1,2,...,2N d } and considering only the points (n 1 , n 2 , . . . , n d ) ∈ {1, 2, . . . , N } × {1, 2, . . . , N 2 } × · · · × {1, 2, . . . , N d } when computing the left hand side. Theorem 2. If d ≥ 3, then averages (1.9) satisfy estimate (1.10) for exponents p, q in the same range (1.5), as in Theorem 1.
It is easy to see that (1.10) cannot hold outside the range 
If one only cares about the cases q = p ′ , then we are talking about the range 2 − 2 d 2 +d ≤ p ≤ 2. Comparing it to (1.6) we see that Theorem 2 is "asymptotically optimal" as d → ∞.
It would be interesting to find the optimal open ranges of exponents p and q in Theorems 1 and 2.
Reduction to Vinogradov's mean value theorem
Proof of Theorem 2. By the monotone convergence theorem it is sufficient to work with finitely supported functions f . As we have already commented, interpolation with the trivial estimates for q = p allows us to additionally assume q = p ′ , p < 2. Let F : ℓ 2 (Z d ) → L 2 (T d ), F : f → f denote the Fourier transform on the group Z d . For finitely supported f this is simply the formation of the multiple Fourier series with coefficients f (m); m ∈ Z d .
We are going to apply the Hausdorff-Young inequality twice to reduce the problem to bounds for the exponential sums. By writing ( A N f )(n 1 , n 2 , . . . , n d )
S N (t 1 ,t 2 ,...,t d ) e 2πi(n 1 t 1 +n 2 t 2 +···+n d t d ) dt 1 dt 2 · · · dt d we can recognize A N f as the Fourier transform of the function f S N on the group T d . Applying the Hausdorff-Young inequality on T d , then Hölder's inequality on T d , and finally the Hausdorff-Young inequality on Z d , we get
Thus, the ℓ p -improving inequality depends on the L s -norm of the normalized exponential sums S N . Vinogradov's mean value theorem, as established by Bourgain, Demeter, and Guth [5] , claims precisely the bound
2s +ε for any s > d(d + 1) and for any fixed ε > 0. Note that in the typical formulation of Vinogradov's mean value theorem number s needs to be an even integer, but the analytic proof from [5] does not require that. Moreover, for d ≥ 3 one can even remove the ε by performing the Hardy-Littlewood circle method, as in [11, Sec. 7] or [5, Sec. 5] . Therefore, we actually have
.
(2.1)
Combining (2.1) with the previous computation we get exactly the ℓ p -improving estimate (1.10) for 2 − 2 d 2 +d+1 < p ≤ 2 and q = p ′ .
Projection of higher-dimensional averages to one-dimensional ones
Proof of Theorem 1. Take an arbitrary polynomial function P : R → R of degree d ≥ 3 mapping N back to N. Let us write it as
where a 0 , a 1 , . . . , a d ∈ R and a d > 0. By solving the Vandermonde linear system in the coefficients of P the conditions P (1), P (2), . . . , P (d + 1) ∈ N imply that a 0 , a 1 , . . . , a d are rational numbers. Moreover, let v ∈ N be the least common denominator of a 1 , . . . , a d , so that we can write a j = b j u/v for j = 1, . . . , d, where u ∈ N and b 1 , . . . , b d ∈ Z do not have a common multiple greater than 1. From P (v) ∈ N we also get that a 0 is an integer. Since the free coefficient of P simply translates the averages (1.1), it is safe to assume that a 0 = 0. For any given function g : Z → C and a fixed number r ∈ {0, 1, . . . , u − 1} define f : Z d → C by f (n 1 , n 2 , . . . , n d−1 , n d ) = ½ {1,2,...,2N } (n 1 )½ {1,2,...,2N 2 } (n 2 ) · · · ½ {1,2,...,2N d−1 } (n d−1 ) g(a 1 n 1 + a 2 n 2 + · · · + a d−1 n d−1 + a d n d + r) ½ Z (a 1 n 1 + a 2 n 2 + · · · + a d−1 n d−1 + a d n d ).
This way
For any d-tuple (n 1 , n 2 , . . . , n d−1 , n d ) ∈ {1, 2, . . . , N } × {1, 2, . . . , N 2 } × · · · × {1, 2, . . . , N d−1 } × Z satisfying a 1 n 1 + a 2 n 2 + · · · + a d n d ∈ Z we have ( A N f )(n 1 , n 2 , . . . , n d ) = (A N g)(a 1 n 1 + a 2 n 2 + · · · + a d n d + r).
From the theory of linear Diophantine equations we know that b 1 Z + b 2 Z + · · · + b d Z = Z. Hence, for sufficiently large N ∈ N, Finally, summing in r = 0, 1, . . . , u − 1 gives estimate (1.2) for the function g.
