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State-space models and Markov-switching models have both been highly produc-
tive paths for research in econometrics, in this text, we focus on the state-space models
with markov-switching in measurement matrix. In the classical approach, inference on
the unobserved state vector or the Markov-switching variable is made conditional on
the parameter estimates of the model. This approach ignores uncertainty or the sam-
pling variation associated with the parameter estimates of the model. In this paper, we
take classical approach and bayes approach to consider parameter uncertainty problem.
The main work are summarized as follows:
1. In classical approach, develop Stoffer and Wall method, which used in state
space model, to our model.
2. In bayes approach, the parameters are assumed to be random vectors, so it’s
posterior distribution incorporates uncertainty naturally. First, Gibbs sample are in-
troduced to get parameter posterior distribution. Finally, we review Sequential Monte
Carlo method, and propose a parameter learning algorithm to our model.
3. Three methods are tested against a synthetic time series, and applied to U.S.
monthly pneumonia and influenza mortality data.
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xt+1 = Φxt + Υut +wt t = 0, 1, ..., n (2.1)











(S§ÑÚx0Õá§var(wt) = Q§var(vt) = R§·#NGDÑÚ*
ÿDÑ3t´'µÒ´cov(wt,vt) = S,3Ù§u""·b
.XêÚ.'(k × 1ëêþθ ëêz¶
Ò´Φ = Φ(θ)§Υ = Υ(θ)§Q = Q(θ)§Γ = Γ(θ)§R = R(θ)§S = S(θ)"
l¢SA^Ý§Gm.©ÛÌ8´¼d3&
ÒxtO§3½sêâYs = {y1, ...,ys}"s < t§ù¯K




xst = E(xt|Ys) (2.3)



























εt = yt − E(yt|Yt−1) = yt −Atxt−1t − Γut, (2.5)
ét = 1, ..., n"5¿§E(εt) = 0±9#EÝ











ét = 1, ..., nkùÈÅ#E/ª§de¡ªÑµ
xtt+1 = Φx
t−1
t + Υut +Ktεt, (2.7)
P tt+1 = ΦP
t−1
t Φ

















P tt = P
t−1










t − xt−1t ), (2.12)






































2.¦^Ð©ëêθ(0)¼kùÈÅ±9#EÚØ§={ε(0)t ; t =
1, ..., n}Ú{Σ(0)t ; t = 1, ..., n}"
3.±− lnLY (θ)OK¼ê§^Newtow-Raphson§S?1ÚS§¼
#O§Pθ(1).
4.31jÚS(j = 1, 2, ...)§­EÚ½2 ^θ(j)Oθ(j−1)§##E
{ε(j)t ; t = 1, ..., n}Ú{Σ
(j)
t ; t = 1, ..., n}", ­EÚ½3¼#
Oθ(j+1)§ügO½öq,¼êuýk½
§ÊS"



































































































ù)2.21^e∗tet§Ò±{y∗(t); 1 6 t 6 n}"	)Cþut±9kù
ÈÅÐ©^EÎ½3§½§ëêþ½3θ̂"ÏÐ©Ø5





4.^bootstrapêâ8{y∗t ; t = 1, ..., n},Eq,¼êLY ∗(θ), ¼θMLE
O§Pθ̂∗
5.­EÚ½2-4 Bg§B´'ê§l¼'uëêO





















yt|xt ∼ p(yt|xt) (2.23)














































p(xt, xt−1|yt, Yt−1) ∝ p(yt|xt)︸ ︷︷ ︸
2.Resample










p(xt, xt−1|yt, Yt−1) ∝ P (xt|xt−1, Yt)︸ ︷︷ ︸
2.P ropagate
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