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We introduce an axiomatic approach for channel divergences and channel relative entropies that is
based on three information-theoretic axioms of monotonicity under superchannels (i.e. generalized
data processing inequality), additivity under tensor products, and normalization, similar to the
approach given for the state domain in [1, 2]. We show that these axioms are sufficient to give
enough structure also in the channel domain, leading to numerous properties that are applicable
to all channel divergences. These include faithfulness, continuity, a type of triangle inequality,
and boundedness between the min and max channel relative entropies. In addition, we prove a
uniqueness theorem showing that the KullbackLeibler divergence has only one extension to classical
channels. For quantum channels, with the exception of the max relative entropy, this uniqueness
does not hold. Instead we prove the optimality of the amortized channel extension of the Umegaki
relative entropy, by showing that it provides a lower bound on all channel relative entropies that
reduce to the KullbackLeibler divergence on classical states. We also introduce the maximal channel
extension of a given classical state divergence and study its properties.
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I. INTRODUCTION
Distinguishability between probability distributions, quantum states, and quantum channels, lies at the heart of
several theories in science including information theory, quantum computing, and statistics. Unlike arbitrary vectors,
objects like probability vectors, quantum states and quantum channels contain information about physical systems
and therefore their distinguishability is typically quantified with functions that are sensitive to this information. For
example, consider an information source (see e.g. [3]) such as a dice, that ‘emits’ alphabets in X according to either
probability distribution p := {px}x∈X or probability distribution q := {qx}x∈X . An agent can estimate which of the
two distributions corresponds to the source by using the source many times (in the example of a dice, this amounts
to rolling it many times). The intuition is that if p and q are very distinguishable it would be easier to determine
which one of them corresponds to the information source.
One of the key observations in any distinguishability task as above, is that by sending the information source through
a communication channel, the agent cannot increase his or her ability to distinguish between the two distributions p
and q. This means that if E is a column stochastic matrix that corresponds to the communication channel, then the
resulting distributions Ep and Eq are less distinguishable then p and q. In other words, any measure that quantifies
the distinguishability between two probability vectors p and q must decrease under any stochastic evolution process
that takes the pair (p,q) to (Ep, Eq). Hence, many metrics in Rn, such as the Euclidean distance, cannot be used
to quantify this notion of distinguishability between two probability vectors.
Functions defined on pairs of probabilities that behaves monotonically under mapping of the form (p,q)→ (Ep, Eq)
are called divergences, and their monotonicity property is often referred to as data processing inequality (DPI). Some
divergences have an additional property that distinguishes them from examples like the trace distance [4]. This
additional property is additivity under tensor product. In [1, 2], relative entropies were defined axiomatically as
divergences that satisfy this additivity property. It was shown that the combination of DPI with additivity provides
enough structure to deduce a variety of key properties of relative entropies.
Many specific divergences and relative entropies have been extended to the quantum domain, including the trace
distance, the KullbackLeibler divergence, the Renyi divergences, f -divergences, and the min and max relative en-
tropies [5–12]. More recently, several extensions of quantum divergences to channel divergences have also been
studied [13–18] with a variety of applications in resource theories of quantum channels and beyond [17–28]. In [2],
an axiomatic approach to quantum divergences have been proposed. This approach is based on three axioms of DPI,
additivity, and normalization that were first put forth in [1] for classical divergences.
In this paper we extend further this axiomatic approach to the channel domain. We define dynamical (i.e. chan-
nel) divergences as functions that satisfies the DPI with a superchannel, and channel relative entropies as channel
divergences that satisfy in addition additivity and appropriate normalization. We show that these axioms provides
enough structure that give rise to a variety of properties that hold for all dynamical divergences and dynamical relative
entropies. These include properties that carries over from the state domain like, faithfulness, continuity, optimality,
and triangle inequality that holds for all channel relative entropies. We also show that all channel relative entropies
must be no greater than the max channel relative entropy, and no smaller than the min channel relative entropy. We
then discuss a variety of extensions of classical (state) divergences to quantum-channel divergences. Remarkably, for
classical channels, we find that there exists only one classical-channel relative entropy that reduces to the Kullback-
Leibler (KL) divergence. In other words, the extension of the KL relative entropy to classical channels is unique.
In the quantum domain, we show that the regularized channel (Umegaki) relative entropy is the smallest extension
among all dynamical relative entropies that reduces to the KL-divergence on classical states. In Fig. 1 we summarized
all the optimal extensions of the Shannon entropy that we discuss in this paper. Similar figures can be made also for
the Ren´yi entropies.
The paper is structured as follows. In Sec.II we discuss the preliminaries material and the notations that will be
used throughout the paper. We then discuss the main results in sections III and IV, postponing all the proofs to the
appendix. We conclude in section V.
3FIG. 1. A summary of all optimal extensions of the Shannon entropy. Red arrows represent maximal extensions and blue arrows
represent minimal extensions. The Kullback-Leibler divergence is the only classical relative entropy that reduces to the log of the
dimension minus the Shannon entropy when the second argument is a uniform distribution (in [1] a one-to-one correspondence
between classical entropies and classical relative entropies was proven). Regularization is assumed in all extensions. The channel
relative entropy Dreg(N‖M) equals both the amortized divergence and the regularized minimal channel extension Dreg(N‖M).
It is the smallest of all channel relative entropies that reduces to the Kullback-Leibler divergence on classical states, while the
maximal divergence D
reg
(N‖M) is the largest one. The blue and red dashed arrows indicate that the minimal and maximal
channel-extensions can be obtained directly from the Kullback-Leibler divergence using the extension techniques introduced in
this paper.
II. PRELIMINARIES
A. Notations
We denote both physical systems and their corresponding Hilbert spaces by A,B,C etc. The letters X,Y, Z are
reserved for classical systems. We will only consider finite dimensional systems and denote their dimensions by |A|,
|B|, etc. The algebra of all |A| × |A| complex matrices is denoted by L(A). Similarly, L(X) denotes the algebra of
all |X| × |X| diagonal matrices. The set of density matrices (i.e. quantum states) in L(A) is denoted by D(A). The
elements of D(A) will be denoted by lower case Greek letters such as ρ, σ, ω, etc, whereas for a classical system X,
the elements of classical density matrices in D(X) are denoted by p,q, r, etc, where depending on the context, p,q, r
will be viewed as either diagonal density matrices in a fixed (classical) basis or as probability vectors. Moreover, for
classical systems we will sometimes use the notation D(n) ≡ D(X) if n = |X|. The support of a density matrix ρ will
be denoted by supp(ρ).
The set of all linear transformations from L(A) to L(B) is denoted by L(A→ B). The elements of L(A→ B) will be
denoted by calligraphic letters such asN ,M, E ,F , etc. The set of completely positive maps in L(A→ B) is denoted by
CP(A→ B), and the set of all completely positive trace-preserving maps (i.e. quantum channels) by CPTP(A→ B).
We denote by 1 the trivial physical system and identify D(A) = CPTP(1→ A). In particular, the set containing only
the number one is identified with {1} = D(1) = CPTP(1→ 1). Note also that with these identifications, the trace is
the only element of CPTP(A → 1) = {TrA}. The Choi matrix of a linear map N ∈ L(A → B) will be denoted by
JABN :=
∑
j,k |j〉〈k| ⊗ N (|j〉〈k|). For two linear maps N ,M∈ L(A→ B) we write N >M if N −M ∈ CP(A→ B).
We also consider linear maps from L(A → B) to L(A′ → B′). We call such linear maps supermaps, and denote
by L(AB → A′B′) the set of all supermaps from L(A → B) to L(A′ → B′). We will also make the identification
L(1A→ 1B) = L(A→ B), where again, 1 denotes the trivial system. The elements of L(AB → A′B′) will be denoted
by capital Greek letters such as Θ and Υ. A supermap Θ ∈ L(AB → A′B′) is called a superchannel if there exists a
refrence system R, a pre-processing map E ∈ CPTP(A′ → AR), and a post-processing map F ∈ CPTP(BR → B′)
such that for any N ∈ L(A→ B)
Θ
[NA→B] = FBR→B′ ◦ NA→B ◦ EA′→AR . (1)
4In [29] it has been shown that a supermap is a superchannel if and only if it maps quantum channels to quantum
channels in a complete sense (i.e. even when tensored with the identity supermap; see [16, 26, 30] for more details).
The set of all superchannels in L(AB → A′B′) will be denoted by SC(AB → A′B′). We will also use the notation
SC(A→ A′B′) := SC(1A→ A′B′) (2)
to denote superchannels that maps quantum states in D(A) = CPTP(1 → A) to quantum channels in CPTP(A′ →
B′). Similarly, SC(AB → A′) denotes the set of all superchannels that maps channels in CPTP(A→ B) to states in
D(A′).
B. Divergences
We follow the definition given in [1, 2] of classical and quantum divergences, and relative entropies.
Definition. [1, 2] Let D :
⋃
A
{
D(A) × D(A)
}
→ R ∪ {∞} be a function acting on pairs of quantum states in all
finite dimensions.
1. The function D is called a divergence if it satisfies the data processing inequality (DPI)
D
(E(ρ)∥∥E(σ)) 6 D(ρ‖σ) ∀ E ∈ CPTP(A→ B) , ∀ ρ, σ ∈ D(X) . (3)
Furthermore, we say that D is normalized if D(1‖1) = 0.
2. A divergence D is called a relative entropy if in addition it satisfies:
(a) Normalization.
D
([
1
0
] ∥∥∥ [1/2
1/2
])
= 1 . (4)
(b) Additivity. For any ρ1, ρ2 ∈ D(A) and any σ1, σ2 ∈ D(B)
D
(
ρ1 ⊗ σ1
∥∥ρ2 ⊗ σ2) = D(ρ1‖σ1) + D(ρ2‖σ2) . (5)
We use the bold D notation to denote a general quantum divergence, and use the notation D to denote a general
classical divergence. For specific divergences, we use the standard notations to denote them. For example, the classical
Re´nyi divergence of order α ∈ [0,∞] is denoted by
Dα(p‖q) := 1
α− 1 log
|X|∑
x=1
pαxq
1−α
x ∀ p,q ∈ D(X) . (6)
The min and max quantum relative entropies [31] are denoted for any ρ, σ ∈ D(A) by
Dmax(ρ‖σ) :=
{
log min
{
t > 0 : tσ > ρ
}
if supp(ρ) ⊆ supp(σ)
∞ otherwise (7)
Dmin(ρ‖σ) :=
{
− log Tr[σΠρ] if Tr[ρσ] 6= 0
∞ otherwise (8)
where Πρ denotes the projection to the support of ρ. In [2] it has been shown that any quantum relative entropy D
satisfies
Dmin(ρ‖σ) 6 D(ρ‖σ) 6 Dmax(ρ‖σ) ∀ ρ, σ ∈ D(A) . (9)
Another important example of a quantum relative entropy with several operational interpretations is the Umegaki
relative entropy, given by
D(ρ‖σ) := Tr [ρ log ρ]− Tr[ρ log σ] . (10)
5This divergence plays a key roll in quantum statistics [32], quantum Shannon theory [4], and quantum resource
theories [33]. In [34] (see also [2, 35]) it has been shown to be the only relative entropy that is asymptotically
continuous. The Umegaki relative entropy also known to be the regularized minimal quantum extension of the
classical KL divergence; that is, for all ρ, σ ∈ D(A)
D(ρ‖σ) = Dreg(ρ‖σ) := lim
n→∞
1
n
D(ρ‖σ) , (11)
with
D(ρ‖σ) := sup
E∈CPTP(A→X)
D
(E(ρ)∥∥E(σ)) , (12)
where the supremum is over all classical systems X and all POVMs E ∈ CPTP(A → X) [9]. The equality in (11)
means that any quantum divergence that reduces to the classical KL relative entropy must be no smaller than the
Umegaki relative entropy (see [2] for more details on optimal extensions). In [9] it was shown that (11) also hold if D
is replaced with the sandwiched or minimal quantum Re´nyi divergence of order α ∈ [1/2,∞] [7, 8].
Recently, the extensions of quantum divergences to channel divergences have been studied intensively [13–18].
Examples include the channel extension of the Umegaki relative entropy given by
D(M‖N ) := max
ψ∈D(RA)
D
(MA→B(ψRA)∥∥NA→B(ψRA) ∀ N ,M∈ CPTP(A→ B) , (13)
where the maximum is over all pure states in D(RA) with |R| = |A|. The min and max relative entropies have also
been extended to quantum channels. They are given for all N ,M∈ CPTP(A→ B) by
Dmax(M‖N ) :=
{
log min
{
t > 0 : tN >M} if supp(JN ) ⊆ supp(JM)
∞ otherwise (14)
Dmin(M‖N ) :=
{
maxψ∈D(RA)
{
− log Tr[N (ψ)ΠM(ψ)]} if for all ψ ∈ D(RA) , Tr[N (ψ)M(ψ)] 6= 0
∞ otherwise
(15)
where |R| = |A|. The divergence Dmin(M‖N ) can be viewed as the  = 0 case of the Hypothesis testing channel
divergence given by
Dmin(M‖N ) := max
ψ∈D(RA)
Dmin
(MA→B(ψRA)∥∥NA→B(ψRA)) (16)
where |R| = |A|, the maximum is over all pure states in D(RA), and for any ρ, σ ∈ D(A)
Dmin(ρ‖σ) := − log min
{
Tr[σE] : 0 6 E 6 IA , Tr[ρE] > 1−  , E ∈ L(A)
}
. (17)
We will discuss more examples of channel divergences later on.
C. relative majorization
We say that a pair of vectors p,q ∈ D(X) is relatively majorized by another pair of vectors p′,q′ ∈ D(Y ), and
write
(p,q)  (p′,q′) (18)
if there exists a stochastic evolution matrix E ∈ CPTP(X → Y ) such that (p′,q′) = (E(p), E(q)). Therefore, the
relative Re´nyi entropies behave monotonically under relative majorization; i.e. if (p,q)  (p′,q′) then Dα(p‖q) >
Dα
(
p′
∥∥q′) for all α ∈ [0,∞]. If we have (p,q)  (p′,q′)  (p,q) then we will write
(p′,q′) ∼ (p,q) . (19)
Relative majorization is a partial order that can be characterized with testing regions. The testing region of a pair
of probability vectors p,q ∈ D(n) is a region in R2 defined as
T(p,q) :=
{
(p · t,q · t) ∈ R2 : 0 6 t 6 (1, ..., 1)T , t ∈ Rn
}
(20)
6where the inequalities are entry-wise. This region is bounded by two curves known as the lower and upper Lorenz
curves.
The upper Lorenz curve can be obtained from the lower Lorenz curve by a rotation of a 180 degrees. Therefore, the
lower (or upper) Lorenz curve determines uniquely the testing region. The lower Lorenz curve of a pair of probability
vectors p,q ∈ Rn, denoted here by L(p,q), has n+1 vertices that can be computed as follows. First, observe that the
testing region is invariant under the transformation (p,q)→ (Πp,Πq) where Π is any permutation matrix. Therefore,
w.l.o.g. we can assume that the components of p and q are arranged such that
p1
q1
> p2
q2
> · · · > pn
qn
. (21)
The n+ 1 vertices of L(p,q) are the (0, 0) vertex and the n vertices {(a`, b`)}n`=1 ⊂ L(p,q), where
a` =
∑`
x=1
px and b` =
∑`
x=1
qx . (22)
The relevance of testing regions to our study here is the following theorem that goes back to Blackwell [36], and
that since then have been rediscovered under different names including d-majorization [37], matrix majorization [38],
and thermo-majorization [39] (see also the book on majorization by Marshall and Olkin [40]).
Theorem. [36] Let p,q ∈ P(n) and p′,q′ ∈ P(m) be two pairs of probability vectors in dimensions n and m,
respectively. Then,
(p,q)  (p′,q′) ⇐⇒ T(p,q) ⊇ T(p′,q′) . (23)
The theorem above provides a geometric characterization to relative majorization; that is, (p,q)  (p′,q′) if and
only if the lower Lorenz curve of (p′,q′) is nowhere below the lower Lorenz curve of (p,q). Relative majorization has
another remarkable property that was proven in [1].
Theorem ([1]). Let p,q ∈ D(X) and set a := |X|. Suppose that the components of q are positive and rational. That
is, there exists n1, ..., na ∈ N such that
q =
(n1
n
, ...,
na
n
)
, n :=
a∑
x=1
nx . (24)
Let
r :=
a⊕
x=1
pxu
(nx) ∈ D(n) . (25)
Then,
(p,q) ∼ (r,u) (26)
where u ∈ D(n) is the n-dimensional uniform distribution.
III. CHANNEL DIVERGENCES
We first start with the formal definition of a channel divergence and a channel relative entropy. We will use the
notation D for a general channel divergence, to distinguish it from a general quantum divergence D, or a general
classical divergence D .
Definition 1. Let
D :
⋃
A,B
{
CPTP(A→ B)× CPTP(A→ B)
}
→ R ∪ {∞}
be a function acting on pairs of quantum channels in finite dimensions.
71. The function D is called a channel divergence if it satisfies the generalized Data Processing Inequality (DPI).
That is, for any M,N ∈ CPTP(A→ B) and a superchannel Θ ∈ SC(AB → A′B′)
D
(
Θ[M]∥∥Θ[N ]) 6 D(M‖N ) . (27)
The divergence D is said to be normalized if in addition D(1‖1) = 0 (here the number 1 is the only element of
CPTP(1→ 1)).
2. A channel divergence D is called a channel relative entropy if it satisfies the following additional properties:
(a) Additivity. For any M1,M2 ∈ CPTP(A→ B) and any N1,N2 ∈ CPTP(A′ → B′)
D
(M1 ⊗M2∥∥N1 ⊗N2) = D(M1‖N1) + D(M2‖N2) . (28)
(b) Normalization.
D
([
1
0
] ∥∥∥ [1/2
1/2
])
= 1 . (29)
Channel divergences can be viewed as a generalization of quantum divergences since the set CPTP(A → B) with
|A| = 1 can be viewed as the set of quantum states D(B). Hence, we view here the quantum states in D(B) as a
special type of quantum channels, i.e. those in CPTP(1→ B) where 1 represents the one dimensional trivial system.
However, there is another type of quantum channels that can be identified with quantum states. These are the
replacement channels. Let σ ∈ D(B) and define the channel Eσ ∈ CPTP(A→ B) with |A| > 1 as
Eσ(ωA) := Tr[ωA]σB ∀ ω ∈ L(A) . (30)
Therefore, this channel is uniquely determined by the dimension of system A and the state σB . It is therefore natural
to ask if channel divergences between replacement channels reduce to quantum divergences between the states that
define the replacement channels. Not too surprising, we will see below that the answer to this question is on the
affirmative.
A. Basic Properties
Channels divergences and relative entropies borrow some of their properties from quantum divergences. In this
section we discuss a few of these basic properties. We will say that a channel divergence D is faithful if D(N‖M) = 0
implies that M = N .
Theorem 1 (Properties of Channel Divergences). Let D be a channel divergence. Then,
1. If D is a normalized divergence then for any two channels M,N ∈ CPTP(A→ B)
D(M‖N ) > 0 , (31)
with equality if M = N .
2. If D is a channel relative entropy then it is a normalized divergence.
3. D is faithful if and only if its reduction to classical states (i.e. probability vectors) is faithful.
4. For any two replacement channels, Eσ1 , Eσ2 ∈ CPTP(A→ B), as defined in (30) with σ1, σ2 ∈ D(B) and |A| > 1
D
(Eσ1∥∥Eσ2) = D(σ1‖σ2) . (32)
5. Suppose D is a channel relative entropy, and let E1, ..., En ∈ CPTP(A → B) be a set of n orthogonal quantum
channels; i.e. their Choi matrices satisfies Tr[JABEj J
AB
Ek ] = 0 for all j 6= k ∈ [n]. Then, for any probability vector
p = {px}nx=1, and N :=
∑n
x=1 pxEx,
D
(Ex∥∥N ) = − log(px) ∀ x = 1, ..., n. (33)
86. If D is a channel relative entropy then for all M,N ∈ CPTP(A→ B)
Dmin(M‖N ) 6 D(M‖N ) 6 Dmax(M‖N ) , (34)
where Dmin and Dmax are the channel min and max relative entropies as defined in (15) and (14), respectively.
7. Let D be a channel relative entropy, R ∈ CPTP(A → B) be the completely randomizing channel, and V ∈
CPTP(A→ B) be an isometry channel (we assume |A| 6 |B|). Then,
D
(VA→B∥∥RA→B) = log |AB| . (35)
8. If D is a channel relative entropy then for any N ,M, E ∈ CPTP(A→ B)
D(N‖M) 6 D(N‖E) +Dmax(E‖M) . (36)
9. If D is a channel relative entropy then for any N , E ,M∈ CPTP(A→ B)
D(N‖M)− D(E‖M) 6 min
06s62−Dmax(E‖N)
Dmax
(N + s(M−E)∥∥M) (37)
Moreover, if JN , JE , and JM have full support then
D(N‖M)− D(E‖M) 6 log
(
1 +
‖JN − JE‖∞
λmin(JE)λmin(JM)
)
. (38)
Remark. Property 8 implies that for any N , E ,F ∈ CPTP(A→ B)∣∣D(N‖E)− D(N‖F)∣∣ 6 D?(E‖F) (39)
where
D?(E‖F) := max
{
Dmax(E‖F), Dmax(F‖E)
}
(40)
is a metric (also a divergence) on CPTP(A→ B). Hence, in particular, any channel relative entropy D is continuous in
its second argument on the subset of CPTP(A→ B) consisting of channels that have strictly positive Choi matrices.
Similarly, Property 9 implies a continuity in the first argument of D. That is, if E is very close to N then s can be taken
to be very close to one as long as supp(JE) ⊆ supp(JN ). Note that in this case, if we also have supp(JN ) ⊆ supp(JM)
then the continuity of Dmax implies that Dmax
(N + s(M−E)∥∥M) goes to zero as s goes to one (recall that if s = 1
then E = N ).
B. Divergences of Classical Channels
In this subsection we consider classical dynamical divergences; i.e. divergences of classical channels. We start with
the following theorem.
Theorem 2. Let D be a classical channel divergence that reduces to the classical (state) divergence D on classical states
in D(X)×D(X). Suppose further that D is quasi-convex. Then, for all classical channels M,N ∈ CPTP(X → Y )
D(M‖N ) 6 D(M‖N ) 6 D(M‖N ) (41)
where
D(M‖N ) = max
x∈{1,...,|X|}
D
(M(|x〉〈x|)∥∥N (|x〉〈x|))
D(M‖N ) := inf
|Z|∈N
{
D (p‖q) : (p,q)  (M(|x〉〈x|),N (|x〉〈x|)) ∀ x ∈ [|X|] , p,q ∈ D(Z)} . (42)
Moreover, D is a classical channel relative entropy, and D is a normalized classical channel divergence.
Remark. In the next section, we will develop a general framework to extend channel divergences from one domain to
a larger one, and the optimality of the divergences D and D will follow trivially from that general formalism. Hence,
the theorem above can be viewed as a corollary of the third property in Theorem 5 of the next section.
9To illustrate the expression above for D , in Fig. 2 we draw three lower Lorenz curves associated with the two
channels N ,M ∈ CPTP(X → Y ), where |X| = 2 and |Y | = 4. In this example, the channel M is defined via
the probability vectors m0 := M(|0〉〈0|) = (1/3, 1/4, 1/4, 1/6) and m1 := M(|1〉〈1|) = (5/12, 1/6, 1/4, 1/6), and the
channel N via n0 := N (|0〉〈0|) = (1/12, 1/6, 1/3, 5/12) and n1 := N (|1〉〈1|) = (1/12, 1/12, 1/2, 1/3). The figure
helps to see how to compute the optimal pair (p,q) that satisfies both (p,q)  (m0,n0) and (p,q)  (m1,n1).
The Lorenz curve, L(p,q), must be the closest possible curve to both L(m0,n0) and L(m1,n1) and it must also be
below both of them. In Fig. 2, the dashed line is the Lorenz curve of L(p,q). Its vertices are (0, 0), (5/12, 1/12),
(7/12, 2/12), (5/6, 7/12) and (1, 1). This reveals that the optimal p and q are given by p = (5/12, 1/6, 1/4, 1/6) and
q = (1/12, 1/12, 5/12, 5/12).
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FIG. 2. Three Lower Lorenz Curves. The channels M,N ∈ CPTP(X → Y ) with |X| = 2 and |Y | = 4.
For the general case, we provide in the theorem below a closed formula for D(M‖N ) for any two classical channels
M,N ∈ CPTP(X → Y ) in finite dimensions |X|, |Y | < ∞. For any x = 1, ..., |X|, we will denote by (mx,nx) :=(M(|x〉〈x|),N (|x〉〈x|)) and by M = (My|x) and N = (Ny|x) the |Y | × |X| matrices whose components are Myx =
〈y|mx|y〉 and Nyx = 〈y|nx|y〉, respectively. We also rearrange the components of the columns of M and N such that
for each x = 1, ..., |X|
M1|x
N1|x
>
M2|x
N2|x
> · · · > M|Y ||x
N|Y ||x
. (43)
Therefore, aside from the points (0, 0) and (1, 1), for any x = 1, ..., |X|, the vertices of the lower Lorenz curve of
L(mx,nx) are given by {(azx, bzx)}|Y |−1z=1 , where
azx :=
z∑
y=1
My|x and bzx :=
z∑
y=1
Ny|x . (44)
Theorem 3 (Closed Formula). Let D be a classical divergences and let N ,M∈ CPTP(X → Y ). Using the notations
above, the maximal classical channel extension D is given by
D(M‖N ) = D(p‖q) , (45)
where p = {pz}|Y |z=1 and q = {qz}|Y |z=1 are |Y |-dimensional probability vectors given by
p1 = M1x1 , pz = azxz − a(z−1)xz−1
q1 = N1x1 , qz = bzxz − b(z−1)xz−1 ∀ z = 2, ..., |Y |
(46)
where x1, ..., x|Y | ∈ {1, ..., |X|} are defined by induction via the relations
N1x1
M1x1
= min
x∈[|X|]
N1x
M1x
, (47)
and for any z = 2, ..., |Y |
bzxz − b(z−1)xz−1
azxz − a(z−1)xz−1
= min
x∈{1,...,|X|}
bzx − b(z−1)xz−1
azx − a(z−1)xz−1
. (48)
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The maximal divergence D is in general not additive, and therefore, is not a relative entropy. In the next result,
we prove that if D is a channel relative entropy that reduces to the KL relative entropy, then it is unique.
Uniqueness of the Channel KL-Relative Entropy
Theorem 4. Let D be a classical channel divergence that reduces to the KullbackLeibler divergence, D, on
classical states. If D is continuous in its second argument then for all N ,M∈ CPTP(X → Y )
D(M‖N ) = max
x∈{1,...,|X|}
D
(M(|x〉〈x|)∥∥N (|x〉〈x|)) . (49)
The uniqueness theorem above holds only for the KL divergence and it is not clear to the author if this uniqueness
still holds for the case that the KL divergence is replaced with the Re´nyi divergences. In [2] (cf. [34, 35]) it was
shown that the Umegaki relative entropy (and in particular the KL-divergence) is the only asymptotically continuous
divergence. Therefore, the uniqueness theorem above implies that there is only one classical channel divergence that
on classical states is asymptotically continuous.
IV. OPTIMAL EXTENSIONS
In this section we apply the extension techniques developed in [2] for general resource theories to study the optimal
extensions of a classical divergence to a channel divergence. One can also consider extensions of quantum divergences
to channel divergences. As we will see, such extensions give rise to additional types of channel divergences. We start
with the general framework for channel extensions of divergences.
A. General Framework for Extensions
In the following theorem we apply the results that were given in [2] for a general resource theory, to channel-
extensions of divergences. We start with the definition of an R-divergence.
Definition 2. Let R be a function that maps any pair of quantum systems A and B to a subset R(A → B) ⊂
CPTP(A→ B) of quantum channels. A function
C :
⋃
A,B
R(A→ B)×R(A→ B)→ R+
is called an R-divergence if for any M,N ∈ R(A → B) and any superchannel Θ ∈ SC(AB → A′B′) such that
Θ[M] ∈ R(A′ → B′) and Θ[N ] ∈ R(A′ → B′)
C
(
Θ[M]∥∥Θ[N ]) 6 C(M‖N ) . (50)
Any R-divergence has two optimal extensions to a quantum channel divergence:
1. The minimal channel-extension, for any M,N ∈ CPTP(A→ B)
C(M‖N ) := sup
{
C(Θ[M]‖Θ[N ]) : Θ ∈ SC(AB → A′B′), Θ[M],Θ[N ] ∈ R(A′ → B′)
}
(51)
where the supremum is also over all systems A′, B′.
2. The maximal channel-extension, for any M,N ∈ CPTP(A→ B)
C(M‖N ) := inf
{
C(E‖F) : E ,F ∈ R(A′ → B′) , ∃Θ ∈ SC(A′B′ → AB) s.t. M = Θ[E ] , N = Θ[F ]
}
(52)
where the infimum is also over all systems A′, B′.
Remark. In the definition above we assumed that R(A→ B) is a subset of quantum channels. By taking R(A→ B)
to be a subset of replacement channels as in (30), the extensions above can also be applied to state divergences.
Theorem 5. Let R be a function that maps any pair of quantum systems A and B to a subset R(A → B) ⊂
CPTP(A → B), and let C be an R-divergence. Then, its maximal and minimal channel-extensions C and C have
the following properties:
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1. Reduction. For any M,N ∈ R(A→ B)
C(M‖N ) = C(M‖N ) = C(M‖N ) . (53)
2. Data Processing Inequality. For any M,N ∈ CPTP(A→ B) and any Θ ∈ SC(AB → A′B′)
C
(
Θ[M]∥∥Θ[N ]) 6 C(M‖N ) and C(Θ[M]∥∥Θ[N ]) 6 C(M‖N ) . (54)
3. Optimality. Any quantum channel divergence D that reduces to C on pairs of channels in R(A → B), must
satisfy
C(M‖N ) 6 D(M‖N ) 6 C(M‖N ) ∀M,N ∈ CPTP(A→ B) . (55)
4. Sub/Super Additivity. If C is weakly additive under tensor products then C is super-additive and C is
sub-additve. Explicitly, for any M1,M2 ∈ CPTP(A→ B) and any N1,N2 ∈ CPTP(A′ → B′)
C
(M1 ⊗M2∥∥N1 ⊗N2) > C(M1‖N1) + C(M2‖N2)
C
(M1 ⊗M2∥∥N1 ⊗N2) 6 C(M1‖N1) + C(M2‖N2) . (56)
5. Regularization. If C is weakly additive under tensor products then any weakly additive quantum channel
divergence D that reduces to C on pairs of channels in R(A→ B), must satisfy
Creg(M‖N ) 6 D(M‖N ) 6 Creg(M‖N ) ∀M,N ∈ CPTP(A→ B) , (57)
where
Creg(M‖N ) = lim
n→∞
1
n
C
(M⊗n∥∥N⊗n) and Creg(M‖N ) = lim
n→∞
1
n
C
(M⊗n∥∥N⊗n) , (58)
and Creg and C
reg
are themselves weakly additive normalized channel divergences.
Remark. In the case that C is additive (even weakly additive) the minimal and maximal extensions are super-additive
and sub-additive, respectively. This, in turn, implies that the limits in (58) exists so that C
reg
and Creg are well
defined. Moreover, in general, the bounds on D in (57) are tighter than the bounds in (55). This assertion follows from
the fact that that C is super-additive and in particular satisfies Creg(N‖M) > C(N‖M). Similarly, the sub-additivity
of C implies that C
reg
(N‖M) 6 C(N‖M).
In the following subsections we apply Theorem 5 to the cases that R is the subset of all quantum states (i.e.
replacement channels) and the subset of all classical states. We will see that this give rise to several optimal channel-
extensions of state divergences. We start, however, by using the theorem above to prove the uniqueness of the max
channel relative entropy.
B. Uniqueness of the max relative entropy
The max relative entropy is defined for any ρ, σ ∈ D(A) as
Dmax(ρ‖σ) := log min
{
t : tσ > ρ t ∈ R
}
. (59)
The max relative entropy is unique with respect to its monotonicity property. Unlike the relative entropy and all
the other Re´nyi entropies, it behaves monotonically under any CP map (not necessarily trace preserving or trace
non-increasing). More precisely, let ρ, σ ∈ D(A), and let E ∈ CP(A→ B) be such that E(ρ) and E(σ) are normalized
quantum states in D(B). Since we do not assume here that E is trace non-increasing we cannot conclude that there
exists a CPTP map that achieves the same task; i.e. taking the pair (ρ, σ) to the pair (E(ρ), E(σ)). Yet, the max
divergence behaves monotonically under such maps; explicitly, for a given ρ, σ ∈ D(A),
Dmax
(E(ρ)‖E(σ)) 6 Dmax(ρ‖σ) , (60)
for any E ∈ CP(A → B) for which E(ρ), E(σ) ∈ D(B) for the given ρ and σ. Note that we assumed here that Dmax
is defined only on pairs of normalized states. Extensions to subnormalized states can be made using the techniques
studied in [2].
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For quantum channels, Dmax has been defined analogously to the states case as [21]
Dmax(N‖M) := log min
{
t ∈ R : tM > N
}
. (61)
One can easily see that similar to the states case, Dmax(N‖M) behaves monotonically under any CP preserving
(CPP) supermap that takes the pair of channels (M,N ) to any other pair of channels (M′,N ′). Specifically, let
Θ ∈ CPP(AB → A′B′) be a CPP supermap that is not necessarily a superchannel, and suppose that M′ := Θ[N ]
and N ′ := Θ[N ] are quantum channels in CPTP(A′ → B′). Then,
Dmax(Θ[M]‖Θ[N ]) 6 Dmax(Θ[M]‖Θ[N ]) . (62)
We show here that the extension of Dmax from classical states to quantum channels is unique. We already know
from Property 6 of Theorem 1 that any channel relative entropy cannot exceed Dmax. In fact, in the proof of Property
6 of Theorem 1 we only use the normalization property of relative entropy. Therefore, one can conclude something
slightly stronger that it is even not possible to extend Dmax to a non-additive channel divergence.
From the optimality property of Theorem 5 it follows that in order to prove uniqueness, it is sufficient to show that
the maximal and minimal extensions of Dmax are equal to each other. Applying the general framework for extensions
developed in the previous subsection, the maximal and minimal extensions of Dmax to quantum channels ,denoted by
Dmax and Dmax, respectively, are defined for any N ,M∈ CPTP(A→ B) as
Dmax(N‖M) := sup
|X|∈N
Θ∈SC(AB→X)
Dmax
(
Θ[N ]∥∥Θ[M]) ; Dmax(N‖M) := inf|X|∈N , p,q∈D(X)
N=Θ[p] ,M=Θ[q]
Θ∈SC(X→AB)
Dmax(p‖q) . (63)
Theorem 6 (Uniqueness of the dynamical max relative entropy). Let D be a channel divergence that reduces to Dmax
on classical probability distributions; i.e. for any classical system X and p,q ∈ D(X), D(p‖q) = Dmax(p‖q). Then,
for all N ,M∈ CPTP(A→ B)
D(N‖M) = Dmax(N‖M) . (64)
Remark. Note that we do not assume that D is a channel relative entropy (i.e. additive), only a divergence that
reduces to the max relative entropy on classical states. The main idea of the proof is to show that the two expressions
in (63) are both equal to Dmax.
C. Extension from a quantum (state) divergence to a channel divergence
In this section we study the optimal extensions of quantum state divergences to quantum channel divergences. For
a given quantum state divergence D we denote by D its minimal channel-extension. According to (51) the minimal
channel-extension is given by
D(N‖M) := sup
{
D
(
Θ [N ]∥∥Θ[M]) : Θ ∈ SC(AB → R′)}
= sup
{
D
(
EBR→R′ ◦ NA→B(ψAR)
∥∥∥EBR→R′ ◦MA→B(ψAR)) : E ∈ CPTP(AB → R′) , ψ ∈ D(RA)}
= max
ψ∈D(RA)
D
(
NA→B(ψAR)∥∥MA→B(ψAR)) (65)
where in the last equality the supremum has been replaced with a maximum since w.l.o.g. we can assume that
|R| = |A| and that ψRA is a pure state [13, 14].
Similarly, by the definition in (52), the maximal channel-extension is given by
D(N‖M) := inf
{
D(ρ‖σ) : N = Θ[ρ] , M = Θ[σ] , Θ ∈ SC(R→ AB) , ρ, σ ∈ D(R)
}
= inf
{
D(ρ‖σ) : E ∈ CPTP(RA→ B) , ρ, σ ∈ D(R) , N = Eρ , M = Eσ
}
(66)
where for any density matrices ρ, σ ∈ D(R) and channel E ∈ CPTP(RA→ B) we denote
EA→Bρ (ωA) = ERA→B(ρR ⊗ ωA) and EA→Bσ (ωA) = ERA→B(σR ⊗ ωA) ∀ω ∈ L(A) . (67)
The channels above have been studied under the name environment-parametrized channels [41–43], and the expres-
sion in (65) has been used in the literature for the cases that D is the trace norm (in which case D becomes the
diamond norm [44]), Umegaki relative entropy, and quantum Re´nyi divergences [13, 14]. The following corollary is
the restatement of Theorem 5 for the optimal channel-extensions of quantum state divergences.
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Corollary 1. Let D be a quantum (state) divergence, and let D and D be its minimal and maximal extensions to
quantum channels. Then,
1. Both D and D are quantum-channel divergences.
2. Both D and D reduces to D on quantum states.
3. Any other channel divergences D that reduces to D on quantum states must satisfy
D(N‖M) 6 D(N‖M) 6 D(N‖M) ∀ N ,M∈ CPTP(A→ B) . (68)
4. If D is a weakly additive quantum state divergence then D is super-additive and D is sub-additve with respect
to tensor products. Explicitly, for any M1,M2 ∈ CPTP(A→ B) and any N1,N2 ∈ CPTP(A′ → B′)
D
(M1 ⊗M1∥∥N2 ⊗N2) > D(M1‖N1) + D(M2‖N2)
D
(M1 ⊗M1∥∥N2 ⊗N2) 6 D(M1‖N1) + D(M2‖N2) . (69)
5. If D is a weakly additive quantum state divergence then any weakly additive quantum channel divergence D that
reduces to D on quantum states, must satisfy
Dreg(M‖N ) 6 D(M‖N ) 6 Dreg(M‖N ) ∀M,N ∈ CPTP(A→ B) , (70)
where
Dreg(M‖N ) = lim
n→∞
1
n
D
(M⊗n∥∥N⊗n) and Dreg(M‖N ) = lim
n→∞
1
n
D
(M⊗n∥∥N⊗n) . (71)
and Dreg and D
reg
are themselves weakly additive normalized channel divergences.
In addition to the corollary above, we have the following property for the maximal extension.
Theorem 7. Let D be a jointly convex quantum divergence. Then, its maximal channel-extension D is also jointly
convex.
The channel divergence D has been shown in [20] to satisfy the generalized DPI. For the case that D = D is the
Umegaki relative entropy, it was shown in [28] that it satisfies a chain rule. The latter property in particular implies
that its regularization can be expressed as [28]
Dreg(N‖M) = sup
ρ,σ∈D(RA)
{
D
(
MA→B (ρRA) ∥∥NA→B (σRA) )−D(ρRA∥∥σRA)} (72)
where the expression on the RHS is known as the amortized divergence [15]. We will see below that any channel
relative entropy that reduces to the KullbackLeibler divergence on classical states must be no smaller than the above
expression.
D. Extensions from classical state divergences to channel divergences
In this subsection we study optimal channel-extensions of a classical state divergence D . We define the following
four optimal extensions of D to quantum channel divergences.
Definition 3. Let D : D(X)×D(X)→ R+ be a classical (state) divergence, and let N ,M∈ CPTP(A→ B) be two
quantum channels. We define four extensions of D to quantum channels:
1. The minimal extension of D ,
D(N‖M) := sup
|X|∈N
Θ∈SC(AB→X)
D
(
Θ [N ]∥∥Θ[M]) . (73)
2. The maximal extension of D ,
D(N‖M) := inf
|X|∈N , p,q∈D(X)
N=Θ[p] ,M=Θ[q]
Θ∈SC(X→AB)
D(p‖q) . (74)
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3. The geometric extension of D ,
D̂(N‖M) := sup
|R|∈N
Θ∈SC(AB→R)
D
(
Θ [N ]∥∥Θ[M]) (75)
where D is the maximal quantum state-extension of D .
4. The min-max extension of D ,
D↑(N‖M) := inf
|R|∈N , ρ,σ∈D(R)
N=Θ[ρ] ,M=Θ[σ]
Θ∈SC(R→AB)
D(ρ‖σ) , (76)
where D is the minimal quantum state-extension of D .
From Theorem 5 it follows that all the four functions above satisfy the generalized data processing inequality (and
therefore they are indeed divergences), and they all reduce to the classical divergence D on classical states. Moreover,
for a pair of quantum states ρ, σ ∈ D(A) we have D̂(ρ‖σ) = D(ρ‖σ) and D↑(ρ‖σ) = D(ρ‖σ). In addition, Theorem 5
implies that any channel divergence D, that reduces on classical states to a classical divergence D , must satisfy
D(N‖M) 6 D(N‖M) 6 D(N‖M) ∀ N ,M∈ CPTP(A→ B) . (77)
This in particular applies to the cases D = D̂ and D = D↑, and also note that in general, the optimal channel-
extensions in (65) and (66) of a quantum state divergence D, that reduces to a classical state divergence D on
classical states, satisfy
D(M‖N ) 6 D(M‖N ) 6 D(M‖N ) 6 D(M‖N ) ∀ M,N ∈ CPTP(A→ B) . (78)
1. The minimal channel extension and its regularization
Note that the minimal extension D can be expressed as
D(N‖M) := supD
(
EBR→X ◦ NA→B(ψAR)
∥∥EBR→X ◦MA→B(ψAR)) (79)
where the supremum is over all systems X,R, over all ψ ∈ D(AR), and over all E ∈ CPTP(BR → X). Note that
w.l.o.g. we can assume that ψRA is a pure state. There is at least one divergence for which the expression above
coincide with the optimization given in (65).
Theorem 8. Let M,N ∈ CPTP(A → B) and for any  ∈ [0, 1), let D = Dmin be the classical hypothesis testing
divergence. Then,
D(M‖N ) = Dmin(M‖N ) := sup
ψ∈D(RA)
Dmin(MA→B(ψRA)‖NA→B(ψRA)) . (80)
Remark. The Lemma above implies that any channel divergence D that reduces to Dmin on classical states satisfies
D(M‖N ) > Dmin(M‖N ) ∀ M,N ∈ CPTP(A→ B) . (81)
The minimal channel extension is typically not additive even if the classical divergence D is additive (i.e. D is
a relative entropy). However, from Theorem 5 we know that if D is a classical relative entropy then its channel
extension D is super-additive. This means that the limit in its regularization exists;
D reg(N‖M) := lim
n→∞
1
n
D(N⊗n‖M⊗n) . (82)
From Theorem 5 it follows that D reg is a weakly additive divergence, and all channel relative entropies that reduces
to D on classical states must be no smaller than it.
Suppose now that D = D is the KL divergence. In this case, we denote by Dreg its minimal regularized channel
extension. Another closely related quantity that plays important role in applications is the regularized version of the
minimal channel extension of the (quantum) Umegaki relative entropy, denoted as Dreg. That is,
Dreg(M‖N ) := lim
n→∞
1
n
D(M⊗n‖N⊗n) (83)
15
where
D(M‖N ) := sup
ψ∈D(RA)
D
(
MA→B(ψAR)∥∥NA→B(ψAR)) (84)
with D being the Umegaki relative entropy. Since Dreg is the minimal channel extension we must have
Dreg(M‖N ) 6 Dreg(M‖N ) . (85)
Note that ifM and N in the equation above are quantum states (i.e. the input dimension |A| = 1) then the equality
holds. This is due to the fact that that on quantum states, the Umegaki relative entropy Dreg(ρ‖σ) = D(ρ‖σ) equals
to the minimal additive state extension of the KL relative entropy (see (11)). We now show that the equality also
holds for any two channels.
Theorem 9. Let M,N ∈ CPTP(A→ B) be two quantum channels. Then,
Dreg(M‖N ) = Dreg(M‖N ) . (86)
That is, Dreg(M‖N ) is the smallest channel relative entropy that reduces to the KL relative entropy on classical states.
Starting with a classical relative entropy D , the process at which we arrived the weakly additive channel divergence
D reg had 2 steps: (1) Extend D to the minimal channel divergence D , and (2) regularize D to obtain a weakly
additive divergence. One can also introduce regularization in the state level and only then apply the channel extension.
Specifically, starting with a classical relative entropy D , we apply the following four steps:
1. Extend D to the minimal quantum state divergence D .
2. Regularize D to get a weakly additive quantum state divergence D reg.
3. Using the minimal extension, extend D reg to a channel divergence Dch.
4. Regularize Dch to get a weakly additive channel divergence D
reg
ch .
Fig. 3 illustrate these four steps.
FIG. 3. The order between extensions and regularizations matters.
In [9] it was shown that if D is the classical Re´nyi entropy with α ∈ [1/2,∞] then D reg is the sandwiched quantum
relative entropy of order α [7, 8]. Therefore, in this case, Dch(M‖N ) = Dα(M‖N ) is simply the channel extension
of the sandwich relative entropy so that D regch (M‖N ) = Dregα (M‖N ) is just the regularization of Dα(M‖N ). In
Theorem 9 above we showed that for α = 1, Dregα (M‖N ) = Dregα (M‖N ) which means that for α = 1, Dregα is the
smallest weakly additive divergence that reduces to the KL relative entropy on classical states. The question remains
open if this equality holds for all α ∈ [1/2,∞].
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2. The maximal channel extension
To the author’s knowledge, the maximal channel extension in (74) is new, and was not studied before. Note that
the infimum in (74) can be expressed as
D(M‖N ) := inf
|X|∈N , p,q∈D(X)
M=∑x pxEx , N=∑x qxEx
{Ex}⊂CPTP(A→B)
D(p‖q) (87)
For the case that M is an isometry we get the following result.
Theorem 10. Let V ∈ CPTP(A→ B) be an isometry channel defined via V(ρ) = V ρV ∗, for all ρ ∈ D(A), and with
isometry matrix V (i.e. V ∗V = IA). Then, for any N ∈ CPTP(A→ B)
D(V‖N ) = Dmax(V‖N ) = log Tr
[
J−1N JV
]
. (88)
In section III B we provided a closed formula of this divergence for the classical case. We saw that the formula
reveals that this divergence is not additive (even for classical channels), and therefore is not a relative entropy. Recall,
however, that from Theorem 5 we know that if D is a classical relative entropy then its channel extension D is
sub-additive. This means that the limit in its regularization exists, and D
reg 6 D . The divergence D reg is weakly
additive, and it remains open to determine if it is a relative entropy (i.e. fully additive).
3. The geometric channel relative entropy
Given a classical divergence D , its maximal extension to quantum states is given for all ρ, σ ∈ D(A) by
D(ρ‖σ) := inf
|X|∈N, p,q∈D(X)
E(p)=ρ, E(q)=σ
E∈CPTP(X→A)
D(p‖q) . (89)
The geometric divergence is defined as the minimal channel-extension of this maximal state-extension of D . It can
be expressed as (cf. (75))
D̂(M‖N ) := sup
ψ∈D(RA)
D
(
MA→B (ψRA) ∥∥∥NA→B (ψRA) ) (90)
For the case that D = Dα is the classical Re´nyi entropy with α ∈ (0, 2] and α 6= 1, it was proved in [17, 18] that
D̂(M‖N ) = D̂α(M‖N ) := 1
α− 1 log Q̂α(M‖N ) (91)
where
Q̂α(M‖N ) :=

∥∥TrB [Gα(JABM , JABN )]∥∥∞ if α ∈ (1, 2] and supp(JABM ) ⊆ supp(JABN )
λmin
(
TrB
[
Gα(J
AB
M , J
AB
N )
])
if α ∈ (0, 1) and supp(JABM ) ⊆ supp(JABN )
∞ if α ∈ (1, 2] and supp(JABM ) 6⊆ supp(JABN )
lim
→0+
λmin
(
TrB
[
Gα(J
AB
M , J
AB
N )
])
if α ∈ (0, 1) and supp(JABM ) 6⊆ supp(JABN )
(92)
with JABM := J
AB
M + I
AB and
Gα(X,Y ) := Y
1
2
(
Y −
1
2XY −
1
2
)α
Y
1
2 ∀ X > 0 , ∀ Y > 0 (93)
For α = 1 it is given by
D̂α=1(M‖N ) = D̂(M‖N ) :=
{∥∥∥TrB [Ĝ(JABM , JABN )]∥∥∥∞ if supp(JABM ) ⊆ supp(JABN )
∞ otherwise
(94)
17
where
Ĝ(X,Y ) := X
1
2 log
(
X
1
2Y −1X
1
2
)
X
1
2 . (95)
For all α ∈ (0, 2], the formula above gives for an isometry V and a channel N
D̂α(V‖N ) = Dmax(V‖N ) . (96)
Hence, due to Theorem 10, D̂α(V‖N ) coincides with the maximal quantum-channel extension Dα(V‖N ). However,
recall that in general we have D̂α(M‖N ) 6 Dα(M‖N ), and we saw in Sec. III B that the inequality can be strict
even on classical channels. In fact, since D̂α is additive, we must have D̂α(M‖N ) 6 Dregα (M‖N ), and it is left open
if this inequality can be strict for some choices of M and N .
The formula (91) reveals that D̂α is additive (at least for α ∈ (0, 2]). In fact, to the authors knowledge, with
the exception of Dmax, this function is the only known channel relative entropy, since all other channel divergences
discussed in this paper are at most known to be weakly additive and the question whether they are fully additive is
open. In [17] D̂α was used to derive upper bounds on certain QIP tasks, and in [18] some operational interpretations
were given for it in the context of channel discrimination.
V. CONCLUSIONS
In this paper we introduced an axiomatic approach to dynamical divergences. This approached is minimalistic in
the sense that we only require channel divergences to satisfy the generalized DPI under superchannels, and channel
relative entropies to be in addition additive and normalized. Remarkably, we showed that these axioms are sufficient
to induce enough structure, leading to numerous properties satisfied by all channel relative entropies. One of our main
results, is a uniqueness theorem, Theorem 4, in which we show that in the classical domain, there exists only one
channel relative entropy, that reduces to the Kullback-Leibler divergence on classical states (i.e. probability vectors).
In the quantum case, it is known that this uniqueness does not hold even for quantum states, but we were able to
show that the amortized relative entropy as defined in (72) is the smallest channel relative entropy that reduces to the
Kullback-Leibler divergence on classical states. Due to the one-to-one correspondence between classical entropies and
classical relative entropies [1], this means that the amortized relative entropy is in fact the smallest one that reduces
on a pair of classical states (p,u) (here u is the uniform distribution) to the log of the dimension minus the Shannon
entropy.
There are many open problems for future investigations. For example, in the classical domain, for α 6= 1, is
the classical-channel extension of the α-Re´nyi relative entropy unique? Another interesting problem is whether the
regularization of the maximal channel extension of relative entropies coincide with the geometric channel relative
entropies. Finally, another interesting question is whether the maximal channel extensions of relative entropies satisfy
a ‘chain rule’ similar to the one satisfied by the minimal channel extension (65) [28].
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Appendix A: Proofs of all theorems
1. Proof of Theorem 1
We prove all the properties outlined in Theorem 1 as separated lemmas.
Lemma 1. Channel relative entropies are normalized divergences.
Proof. Let D be a channel relative entropy, and N ,M ∈ CPTP(A → B). Then, D(N‖M) = D(N ⊗ 1‖M ⊗ 1) =
D(N‖M) + D(1‖1). Hence, D(1‖1) = 0.
Lemma 2. Let D be a channel divergence. Then, for any two channels M,N ∈ CPTP(A→ B) we have
D(M‖N ) > 0 , (A1)
with equality if M = N .
Proof. Let Θ ∈ SC(AB → X) be a superchannel that takes quantum channels to classical states. Then,
D(M‖N ) > D (Θ[M]∥∥Θ[N ]) > 0 (A2)
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with equality if Θ[N ] = Θ[M], where we used the fact that on classical states D is a classical divergence.
Lemma 3. Let Eσ1 , Eσ2 ∈ CPTP(A → B) be two replacement channels as defined in (30), with σ1, σ2 ∈ D(B) and
|A| > 1. Let D be a channel divergence. Then,
D
(Eσ1∥∥Eσ2) = D(σ1‖σ2) , (A3)
where on the RHS, σ1 and σ2 are viewed as channels in CPTP(1→ B).
Proof. The proof is a simple consequence of the DPI. On one direction, we define a superchannel Θ ∈ SC(AB → B)
by imputing the state |0〉〈0| ∈ D(A) into the input of a channel; specifically, for any E ∈ CPTP(A→ B)
Θ[E ] := E(|0〉〈0|) . (A4)
With this superchannel we get
D
(Eσ1∥∥Eσ2) > D (Θ [Eσ1 ]∥∥Θ [Eσ2 ])
= D
(
σ1
∥∥σ2) . (A5)
For the other direction, we define a superchannel Υ ∈ SC(B → AB) as follows. For any “channel” σ ∈ CPTP(1→ B)
we define
Υ
[
σ1→B
]
= σ1→B ◦ Tr , (A6)
where the trace is acting on the input system A. With this superchannel we get
D
(
σ1
∥∥σ2) > D (Υ[σ1]∥∥Υ[σ2])
= D
(
σ1→B1 ◦ Tr
∥∥ σ1→B2 ◦ Tr)
= D
(Eσ1∥∥Eσ2) .
(A7)
This completes the proof.
The next property is an extension of Lemma 5 in [1] to channels.
Lemma 4. Let D be a channel relative entropy, and let E1, ..., En ∈ CPTP(A→ B) be a set of n orthogonal quantum
channels; i.e. their Choi matrices satisfies Tr[JABEj J
AB
Ek ] = 0 for all j 6= k ∈ [n]. Then, for any probability vector
p = {px}nx=1, and N :=
∑n
x=1 pxEx, we have
D
(Ex∥∥N ) = − log(px) ∀ x = 1, ..., n. (A8)
Proof. Since E1, ..., En are orthogonal there exists a process POVM Θ ∈ SC(AB → X) such that
Θ[Ex] = |x〉〈x| ∀ x = 1, ..., n. (A9)
We therefore get from the DPI
D
(Ex∥∥N ) > D (Θ[Ex]∥∥Θ[N ])
= D
(
|x〉〈x|
∥∥∥ n∑
y=1
py|y〉〈y|
)
= − log(px) ,
(A10)
where the last line follows from the classical version of this lemma that was proven in [1]. To prove the other side of
the inequality, let X be an n-dimensional classical system, and let Υ ∈ SC(X → AB) be a superchannel defined via
Υ
[|x〉〈x|] := Ex . (A11)
Applying again the DPI gives
− log(px) = D
(
|x〉〈x|
∥∥∥ n∑
y=1
py|y〉〈y|
)
> D
(
Υ
[|x〉〈x|]∥∥∥Υ[ n∑
y=1
py|y〉〈y|
])
= D
(Ex∥∥N ) .
(A12)
This completes the proof.
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Note that in the proof above, to obtain the bound D
(Ex∥∥N ) 6 − log(px) we did not assume that that the channels
{Ex} are orthogonal. Therefore, this bounds also holds if {Ex} are not orthogonal. However, we now prove a stronger
version of this bound.
Definition 4. Let D be a channel divergence. For anyM,N ∈ CPTP(A→ B) we denote its corresponding min and
max divergences, respectively, by
Dmin (M‖N ) := D
([
1 0
0 0
] ∥∥∥ [2−Dmin(M‖N ) 0
0 1− 2−Dmin(M‖N )
])
Dmax (M‖N ) := D
([
1 0
0 0
] ∥∥∥ [2−Dmax(M‖N ) 0
0 1− 2−Dmax(M‖N )
])
.
where the classical states in the input of D on the RHS can be viewed as channels with trivial input systems.
Remark. Note that if D is a relative entropy then from Lemma 4 (see also Lemma 5 in [1]) it follows that Dmax = Dmax
and Dmin = Dmin.
Lemma 5. Let D be a channel divergence. Then, Dmax and Dmin are also divergences, and furthermore,
Dmin (M‖N ) 6 D (M‖N ) 6 Dmax (M‖N ) . (A13)
In particular, if D is a relative entropy then for all M,N ∈ CPTP(A→ B)
Dmin(M‖N ) 6 D(M‖N ) 6 Dmax(M‖N ) , (A14)
where Dmin and Dmax are the channel min and max relative entropies as defined in (15) and (14).
Proof. We start by proving that Dmax and Dmin satisfy the DPI. For this purpose, observe first that for any two binary
probability distributions (p, 1− p) and (q, 1− q) there exists a classical channel C ∈ CPTP(X → X) satisfying
C(|0〉〈0|) = |0〉〈0| and C (p|0〉〈0|+ (1− p)|1〉〈1|) = q|0〉〈0|+ (1− q)|1〉〈1| (A15)
if and only if p 6 q. Now, by definition, for any superchannel Θ ∈ SC(AB → A′B′)
Dmax
(
Θ[M]∥∥Θ[N ]) = D(|0〉〈0| ∥∥∥ 2−Dmax(Θ[M]‖Θ[N ])|0〉〈0|+ (1− 2−Dmax(Θ[M]‖Θ[N ])) |1〉〈1|) (A16)
and also 2−Dmax(Θ[M]‖Θ[N ]) > 2−Dmax(M‖N ). This means that there exists a classical channel C ∈ CPTP(X → X)
satisfying (A15) with q = 2−Dmax(Θ[M]‖Θ[N ]) and p = 2−Dmax(M‖N ). Hence, with this classical channel C we get
Dmax
(
Θ[M]∥∥Θ[N ]) = D(C(|0〉〈0|) ∥∥∥ C (2−Dmax(M‖N )|0〉〈0|+ (1− 2−Dmax(M‖N ))|1〉〈1|))
6 D
(
|0〉〈0|
∥∥∥ 2−Dmax(M‖N )|0〉〈0|+ (1− 2−Dmax(M‖N )) |1〉〈1|)
= Dmax (M‖N ) .
(A17)
Following the same lines as above, one can prove that also Dmin satisfies the DPI. We are now ready to prove the two
bounds.
Let M ∈ CPTP(A → B), ψ ∈ D(RA), and ΠM(ψ) denotes the projector to the support of MA→B(ψRA). Define
the superchannel (in fact process POVM) Θ ∈ SC(AB → X) with |X| = 2 as
Θ[N ] := Tr[N (ψ)ΠM(ψ)]|0〉〈0|X + Tr[N (ψ) (I −ΠM(ψ)) ]|1〉〈1|X . (A18)
Then,
D(M‖N ) > D(Θ[M]∥∥Θ[N ])
= D
(
|0〉〈0|
∥∥∥Tr[N (ψ)ΠM(ψ)]|0〉〈0|+ Tr[N (ψ) (I −ΠM(ψ)) ]|1〉〈1|) . (A19)
Now, since the above equation holds for all ψRA it also holds for the optimal ψRA that satisfies
Tr
[N (ψ)ΠM(ψ)] = 2−Dmin(M‖N ) . (A20)
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Therefore, substituting this choice of ψ in (A19) gives D(M‖N ) > Dmin(M‖N ).
For the second inequality, denote by t = 2Dmax(M‖N ), and note that in particular, tN >M (i.e. tN −M is a CP
map). Define a superchannel Θ ∈ CPTP(X → AB) with |X| = 2 by
Θ [|0〉〈0|] =M and Θ [|1〉〈1|] = 1
t− 1(tN −M) . (A21)
Furthermore, denote
qX :=
1
t
|0〉〈0|X + t− 1
t
|1〉〈1|X , (A22)
and observe that Θ
[
qX
]
= N . Hence,
D(M‖N ) = D
(
Θ
[|0〉〈0|X] ∥∥Θ[qX ])
6 D
(|0〉〈0|X∥∥qX)
= Dmax(M‖N ) .
(A23)
This completes the proof.
Finally, the last basic property of channel divergences that we study in this subsection is the faithfulness of a channel
divergence. Similar to the classical and quantum cases, a channel divergence, D, is said to be faithful if D(M‖N ) = 0
implies M = N . We now prove that channel divergences are faithful if their reduction to classical states is faithful.
Lemma 6. Let D be a channel divergence. Then, D is faithful if and only if its reduction to classical (diagonal) states
is faithful.
Proof. Clearly, if D is faithful on quantum channels it is also faithful on classical channels as the latter is a subset
of the former. Suppose now that D is faithful on classical states, and suppose by contradiction that there exists
M 6= N ∈ D(A) such that D(M‖N ) = 0. Then, there exists a state ψ ∈ D(RA) and basis of RB such that the
diagonal of M(ψRA) in this basis does not equal to the diagonal of N (ψRA). Let ∆ ∈ CPTP(RB → Z) be the
completely dephasing channel in this basis, where Z ∼= RB is viewed as a classical system with respect to this basis.
We therefore have ∆ ◦M(ψRA) 6= ∆ ◦ N (ψRA). Now, define a superchannel Θ ∈ SC(AB → Z) via
Θ[EA→B ] := ∆RB→Z ◦ EA→B ◦ ψ1→RA , (A24)
where we view the state ψ as a channel in CPTP(1→ RA). We therefore get that
0 = D
(M∥∥N ) > D (Θ[M]∥∥Θ[N ]) . (A25)
But since D is faithful on diagonal states we must have Θ[M] = Θ[N ] in contradiction with ∆◦M(ψRA) 6= ∆◦N (ψRA).
Hence, D is faithful also on quantum channels.
Note that the lemma above implies that any channel divergence, that reduces to the Re´nyi relative entropy of order
α > 0, is faithful. More generally, when combining the above lemma with the condition on faithfulness in Theorem 17
of [1] we get that almost all channel relative entropies are faithful.
Lemma 7. Let D be a channel relative entropy, and consider two systems A and B with |A| 6 |B|. Let R ∈
CPTP(A→ B) be the completely randomizing channel, and V ∈ CPTP(A→ B) be an isometry channel. Then,
D
(VA→B∥∥RA→B) = log |AB| . (A26)
Proof. From Lemma 5 we have
D
(VA→B∥∥RA→B) 6 Dmax (VA→B∥∥RA→B)
= log min{t : tuA ⊗ uB > φAB+ } = log |AB| .
(A27)
On the other hand,
D
(VA→B∥∥RA→B) > max
ψ∈D(RA)
D
(
VA→B(ψRA)∥∥RA→B(ψRA))
= max
ψ∈D(RA)
D
(
VA→B(ψRA)∥∥ψR ⊗ uB))
> D
(
VA→B(φRA+ )
∥∥uR ⊗ uB))
= log |AB| ,
(A28)
where the first inequality follows from (68), and the last equality follows from Lemma 5 of [1].
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Lemma 8. Let D be a channel relative entropy. Then, for any N ,M, E ∈ CPTP(A→ B) we have
D(N‖M) 6 D(N‖E) +Dmax(E‖M) (A29)
Proof. For any  > 0, consider the relation
M = (1− ε)E + εF , where F := 1
ε
(M− (1− ε)E) . (A30)
Note that F ∈ CPTP(A→ B) if and only if M− (1− ε)E ∈ CP(A→ B) or equivalently if and only if
ε > 1− 2−Dmax(E‖M) . (A31)
Set ε := 1− 2−Dmax(E‖M), and define the superchannel Θ ∈ SC(AB⊗X → AB), where X is a 2-dimensional classical
system, such that for all R ∈ CPTP(A→ B)
Θ
[RA→B ⊗ |0〉〈0|X] := RA→B and Θ [RA→B ⊗ |1〉〈1|X] := FA→B . (A32)
Such a superchannel can be realized by performing a basis measurement on X. If the outcome is 0 then nothing is
done to the dynamical system AB, whereas if outcome 1 occurs then the input channel of the dynamical system AB
is replaced with the channel FA→B . Using additivity and the fact that D (|0〉〈0|X∥∥t|0〉〈0|X + (1− t)|1〉〈1|X) = − log t
for any t ∈ [0, 1] (see Lemma 5 of [1]) we get
D(N‖E) = D (N ⊗ |0〉〈0|X∥∥E ⊗ ((1− ε)|0〉〈0|X + ε|1〉〈1|X))+ log(1− ε)
> D
(
Θ
[N ⊗ |0〉〈0|X] ∥∥∥Θ [M⊗ ((1− ε)|0〉〈0|X + ε|1〉〈1|X)])+ log(1− ε)
= D
(N∥∥(1− ε)E + εF))+ log(1− ε)
= D
(N∥∥M))−Dmax(E‖M) ,
(A33)
where the inequality follows from the DPI.
Lemma 9. Let N , E ,M∈ CPTP(A→ B) be quantum channels. Then,
D(N‖M)− D(E‖M) 6 min
s62−Dmax(E‖N)
Dmax
(N + s(M−E)∥∥M) . (A34)
Moreover, if JN , JE , and JM have full support then
D(JN ‖JM)− D(JE‖JM) 6 log
(
1 +
‖JN − JE‖∞
λmin(JE)λmin(JM)
)
. (A35)
Proof. Let Θ ∈ SC(AB → AB) be a superchannel with |X| = 2 define for any P ∈ L(A→ B) by
Θ[P] := (1− ε)P + εF where F := 1
ε
(N − (1− ε)E) . (A36)
Again, the condition  > 1− 2−Dmax(E‖N ) is equivalent to F > 0 which ensures that Θ is indeed a superchannel. By
definition, Θ[E ] = N . Let t > 1 be the smallest number satisfying
R := 1
t− 1 (tM−Θ[M]) > 0 . (A37)
That is, t = 2Dmax(Θ[M]‖M) and R ∈ CPTP(A→ B). Finally, define the superchannel Υ ∈ SC(AB ⊗X → AB) such
that for any P ∈ CPTP(A→ B)
Υ
[P ⊗ |x〉〈x|X] := {Θ[P] if x = 0R if x = 1 . (A38)
Using the DPI with this superchannel gives
D(E‖M) + log t = D
(
E ⊗ |0〉〈0|
∥∥∥M⊗ (t−1|0〉〈0|+ (1− t−1)|1〉〈1|))
> D
(
Υ [E ⊗ |0〉〈0|]
∥∥∥Υ [M⊗ (t−1|0〉〈0|+ (1− t−1)|1〉〈1|)] )
= D
(
Θ [E ]
∥∥∥t−1Θ [M] + (1− t−1)R)
= D
(N∥∥M) .
(A39)
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Hence,
D
(N∥∥M)− D(E‖M) 6 log t
= Dmax (Θ[M]‖M)
= Dmax ((1− ε)M+ εF‖M)
= Dmax
(N + s(M−E)∥∥M) ,
(A40)
where s := 1−  6 2−Dmax(JE‖JN ). Finally, to see the bound (A35), observe that
Dmax
(N + s(M−E)∥∥M) = log min{t > 0 : tM > N + s(M−E)} . (A41)
Taking
t = 1 +
1− s
λmin(JM)
and s = 1− ‖JN − JE‖∞
λmin(JE)
(A42)
gives the desired bound (A35). Note that these choices are consistent with t > 0 and s 6 2−Dmax(JE‖JN ).
2. Proof of Theorem 2
Theorem. Let D be a classical channel divergence that reduces to the classical (static) divergence D on classical
states in D(X)×D(X). Suppose further that D is quasi-convex. Then, for all M,N ∈ CPTP(X → Y )
D(M‖N ) 6 D(M‖N ) 6 D(M‖N ) (A43)
where
D(M‖N ) = max
x∈{1,...,|X|}
D
(M(|x〉〈x|)∥∥N (|x〉〈x|))
D(M‖N ) := inf
|Z|∈N
{
D (p‖q) : (M(|x〉〈x|),N (|x〉〈x|)) ≺r (p,q) ∀ x ∈ [|X|] , p,q ∈ D(Z)} . (A44)
Moreover, D is a classical channel relative entropy, and D is a normalized classical channel divergence.
Proof. We apply Theorem 5 by taking R(X → Y ) to be the set of classical replacement channels, so that the minimal
and maximal extensions to all classical channels are given by
D(M‖N ) := sup
Z
{
D(Θ[M]‖Θ[N ]) : Θ ∈ SC(XY → Z), Θ[M],Θ[N ] ∈ D(Z)
}
(A45)
D(M‖N ) := inf
Z
{
D(p‖q) : p,q ∈ D(Z) , ∃Θ ∈ SC(Z → XY ) s.t. M = Θ[p] , N = Θ[q]
}
. (A46)
For the minimal extension, observe that any superchannel Θ ∈ SC(XY → Z) can be expressed as
Θ
[NX→Y ] = EWY→Z ◦ NX→Y (pWX) ∀N ∈ CPTP(X → Y ) , (A47)
where E ∈ CPTP(WY → Z) and p ∈ D(WX). Therefore, since D satisfies the DPI it follows that
D(Θ[M]‖Θ[N ]) 6 D (NX→Y (pWX)∥∥NX→Y (pWX))
6 max
x∈{1,...,|X|}
D
(M(|x〉〈x|)∥∥N (|x〉〈x|)) , (A48)
where the last inequality follows from the quasi-convexity of D. On the other hand, the RHS can be achieved by
taking Θ ∈ SC(XY → Z) such that |W | = 1, |Z| = |Y |, E = idY→Z , and pX = |x〉〈x|X .
For the maximal extension, observe that the conditions M = Θ[p] and N = Θ[q] can be expressed as
MX→Y (|x〉〈x|X) = EXZ→Y (|x〉〈x|X ⊗ pZ)
NX→Y (|x〉〈x|X) = EXZ→Y (|x〉〈x|X ⊗ qZ) (A49)
where E ∈ CPTP(XZ → Y ) is the post-processing map associated with Θ, and the equalities hold for all x = 1, ..., |X|.
This condition is equivalent to (M(|x〉〈x|),N (|x〉〈x|)) ≺r (p,q) ∀ x = 1, ..., |X| . (A50)
The optimality properties of the maximal and minimal extensions follow from Theorem 5.
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3. Proof of Theorem 3
Theorem. Let D be a classical divergences and let N ,M∈ CPTP(X → Y ). Using the notations above, the maximal
classical channel extension D is given by
D(M‖N ) = D(p‖q) , (A51)
where p = {pz}|Y |z=1 and q = {qz}|Y |z=1 are |Y |-dimensional probability vectors given by
p1 = M1x1 , pz = azxz − a(z−1)xz−1
q1 = N1x1 , qz = bzxz − b(z−1)xz−1 ∀ z = 2, ..., |Y |
(A52)
where x1, ..., x|Y | ∈ {1, ..., |X|} are defined by induction via the relations
N1x1
M1x1
= min
x∈[|X|]
N1x
M1x
, (A53)
and for any z = 2, ..., |Y |
bzxz − b(z−1)xz−1
azxz − a(z−1)xz−1
= min
x∈{1,...,|X|}
bzx − b(z−1)xz−1
azx − a(z−1)xz−1
. (A54)
Proof. We construct the vertices V1, ..., V|Y |−1 of the optimal lower Lorenz curve L(p,q) (we do not include the vertices
(0, 0) and (1, 1)). The theorem state that the first vertex of L(p,q) is V1 = (a1x1 , b1x1), where x1 is chosen such that
b1x1
a1x1
= min
x∈[|X|]
b1x
a1x
. (A55)
The reason for that is that among all the lines connecting (0, 0) to (a1x, b1x) (with x = 1, ..., |X|), the line connecting
(0, 0) to V1 has the smallest slope, so that it is not strictly above any of the lower Lorenz curves L(mx,nx). The next
vertex of L(p,q), is taken to be V2 = (a2x2 , b2x2), where x2 is defined via
b2x2 − b1x1
a2x2 − a1x1
= min
x∈[|X|]
b2x − b1x1
a2x − a1x1
. (A56)
This choice of V2 ensures that the line connecting V1 and V2 has the smallest slope among all lines connecting V1
to the second vertices of the curves {L(mx,nx)}|X|x=1 (i.e. the vertices {(a2x, b2x)}|X|x=1). This ensures that the line
connecting V1 and V2 is never strictly above any of the Lorenz curves L(mx,nx). Continuing in this way, the vertices
Vk = (akxk , bkxk), with xk as defined in (A54) has the property that the slop of the line connecting Vk−1 to Vk is
the smallest one among all lines connecting Vk−1 and any of the other of the vertices {(akx, bkx)}|X|x=1. Again, this
ensures that the line connecting Vk−1 and Vk is never strictly above any of the Lorenz curves L(mx,nx). Finally,
the optimality of this choice follows from the fact that we constructed L(p,q) from the same vertices of all the lower
Lorenz curves {L(mx,nx)}. Hence, any other optimal pair of probability vectors (p′,q′) that its curve L(p′,q′) is
below all the curves L(mx,nx), is also not strictly above the vertices of L(p,q), so that it must also be below the
curve L(p,q). This completes the proof.
4. Proof of Theorem 4
Theorem. Let D be a classical channel divergence that reduces to the KullbackLeibler divergence, D, on classical
states. If D is continuous in its second argument then for all N ,M∈ CPTP(X → Y )
D(M‖N ) = max
x∈{1,...,|X|}
D
(M(|x〉〈x|)∥∥N (|x〉〈x|)) . (A57)
We first prove the following two lemmas.
Lemma 10. Let a ∈ N, r1, ..., ra ∈ D(Y ), and s ∈ D(Z). Then,
max
p∈D(Y Z)
{
H(p) : rx ⊗ s ≺ p , ∀ x ∈ [a]
}
6 log |Z|+ max
q∈D(Y )
{
H(q) : rx ≺ q , ∀ x ∈ [a]
}
(A58)
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Proof. Set m := |Z|, n := |Y |, and observe that for any x = 1, ..., a we have rx ⊗ s  rx ⊗ u(m). Therefore,
max
p∈D(Y Z)
{
H(p) : rx ⊗ s ≺ p , ∀ x ∈ [a]
}
6 max
p∈D(Y Z)
{
H(p) : rx ⊗ u(m) ≺ p , ∀ x ∈ [a]
}
(A59)
Now, in [45] it was shown that for a given set of probability vectors v1, ...,vn ∈ D(k) there exists an optimal vector
u that satisfies (1) u  vx for all x = 1, ..., n, and (2) for any other w for which w  vx must also satisfy w  u.
Furthermore, the components of the vector u = (u1, ..., uk) are given by
ux = Ωx − Ωx−1 where Ωx := max
x∈[n]
x∑
y=1
(vx)
↓
y (A60)
and {(vx)↓y}y are the components of vx arranged in decreasing order. Applying this formula to our case, we get that
the optimal p = pY Z =
∑
y,z pyz|yz〉〈yz|Y Z of the optimization on the RHS of (A59) has components
pyz = Ωyz − Ωy(z−1) ; Ωyz := max
x∈[a]
{ y−1∑
y′=1
ry′|x +
z
m
ry|x
}
; y ∈ [n] , z ∈ [m] . (A61)
with the convention that Ωy0 := Ω(y−1)m and Ω10 = 0. Now, observe that
pY Z  pY ⊗ uZ (A62)
since the RHS can be obtained by applying a doubly stochastic matrix to the LHS. Finally, observe that the components
of pY are given by
py :=
m∑
z=1
pyz = Ωym − Ω(y−1)m = max
x∈[a]
y∑
y′=1
ry′|x −max
x∈[a]
y−1∑
y′=1
ry′|x (A63)
Therefore, the vector pY is the optimal probability vector that satisfies rx ≺ pY for all x ∈ [a]. Hence,
max
p∈D(Y Z)
{
H(p) : rx ⊗ u(m) ≺ p , ∀ x ∈ [a]
}
= H(pY Z)
6 H(pY ⊗ uZ) = log(m) +H(pY )
= log(m) + max
q∈D(Y )
{
H(q) : rx ≺ q , ∀ x ∈ [a]
}
.
(A64)
This completes the proof.
Lemma 11. Let p ∈ D(Y ) and 0 < , δ < 1. Then, for large enough n ∈ N
p⊗n ≺ (δ, 2−n(H(p)−), ..., 2−n(H(p)−)︸ ︷︷ ︸
cn-times
, sn
)
(A65)
where
cn :=
⌊
(1− δ)2n(H(p)−)
⌋
and sn := 1− δ − cn2−n(H(p)−) . (A66)
Proof. For any n ∈ N denote by Tn,(p) the set of all -typical sequences. Then,
p⊗n ≺ Pr (xn 6∈ Tn,(p))
⊕
xn∈Tn,(p)
pxn . (A67)
Recall that for any xn ∈ Tn,(p) we have pxn 6 2−n(H(p)−). Let n be large enough such that Pr (xn 6∈ Tn,(p)) < δ.
Note that cn is the largest integer such that
δ + cn2
−n(H(p)−) 6 1 . (A68)
Therefore, since δ + (cn + 1)2
−n(H(p)−) > 1 we must have
sn := 1− δ − cn2−n(H(p)−) 6 2−n(H(p)−) . (A69)
We therefore conclude that (A65) holds.
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We are now ready to prove the theorem.
Proof of Theorem 4. We will start by computing D
reg
. Denote by a := |X| and b := |Y |, and for each x ∈ [a] denote
mx :=M(|x〉〈x|) ∈ D(Y ) and nx := N (|x〉〈x|) ∈ D(Y ). For any sequence xk := (x1, ..., xk) ∈ [a]k denote
mxk := mx1 ⊗ · · · ⊗mxk (A70)
Note that we can express mxk in terms of the type of the sequence x
k
mxk = m
⊗kt1
1 ⊗ · · · ⊗m⊗ktaa (A71)
where t := (t1, ..., ta) is the type of the sequence x
k. Similarly, nxk can also be extpressed in terms of t as
nxk = n
⊗kt1
1 ⊗ · · · ⊗ n⊗ktaa . (A72)
Denoting by Ta,k the set of all types of sequences in [a]
k, we get by definition
D
(M⊗k∥∥N⊗k) = inf {D(p‖q) : (m⊗kt11 ⊗ · · · ⊗m⊗ktaa , n⊗kt11 ⊗ · · · ⊗ n⊗ktaa ) ≺r (p,q) , ∀ t ∈ Ta,k} (A73)
where the infimum is over all systems Z and all probability vectors p,q ∈ D(Z). Suppose first that the channel N
is such that all the probability vectors n1, ...,na have positive rational components. In this case, there exists n ∈ N
such that
nx =
(n1|x
n
, ...,
nb|x
n
)
, n1|x, ..., nb|x ∈ N, and
b∑
y=1
ny|x = n ∀ x ∈ [a] . (A74)
For any x ∈ [a] we denote the components of mx by {my|x}by=1, and define
rx :=
b⊕
y=1
my|xu(ny|x) ∈ D(n) . (A75)
With these notations we have (see (26))
(mx,nx) ∼r (rx,u(n)) (A76)
so that also
(mxk ,nxk) ∼r (rxk ,u(n
k)) (A77)
where
rxk := r
⊗kt1
1 ⊗ · · · ⊗ r⊗ktaa . (A78)
The above relations give
D
(M⊗k∥∥N⊗k) = inf {D(p‖q) : (rxk ,u(nk)) ≺r (p,q) , ∀ xk ∈ [a]k}
6 min
p∈D(nk)
{
D(p‖u(nk)) : r⊗kt11 ⊗ · · · ⊗ r⊗ktaa ≺ p , ∀ t ∈ Ta,k
}
= k log(n)− max
p∈D(nk)
{
H(p) : r⊗kt11 ⊗ · · · ⊗ r⊗ktaa ≺ p , ∀ t ∈ Ta,k
}
6 (k + `a) log(n)− max
p∈D(nk+a`)
{
H(p) : r
⊗(kt1+`)
1 ⊗ · · · ⊗ r⊗(kta+`)a ≺ p , ∀ t ∈ Ta,k
}
(A79)
where the first inequality follows by restricting p and q to be nk-dimensional and taking q = u(n
k). In the last
inequality, ` is an integer 1 6 ` 6 k, and the inequality follows from Lemma 10.
Denote by kx := ktx + ` and observe that from Lemma 11 we have for any δ,  > 0 and large enough ` ∈ N
r⊗kxx ≺
(
δ, 2−kx(H(rx)−), ..., 2−kx(H(rx)−)︸ ︷︷ ︸
cx-times
, sx
)
(A80)
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where
cx :=
⌊
(1− δ)2kx(H(rx)−)
⌋
and sx := 1− δ − cx2−kx(H(rx)−) . (A81)
Let z ∈ [a] be such that H(rz) = maxx∈[a]H(rx). Then, we get that for all x ∈ [a] we have
r⊗kxx ≺ vx :=
(
δ, 2−kx(H(rz)−), ..., 2−kx(H(rz)−)︸ ︷︷ ︸
c′x-times
, s′x
)
(A82)
where
c′x :=
⌊
(1− δ)2kx(H(rz)−)
⌋
and s′x := 1− δ − c′x2−kx(H(rz)−) . (A83)
Hence, from (A79) and the fact that r⊗k11 ⊗ · · · ⊗ r⊗k11 ≺ v1 ⊗ · · · ⊗ va we get
D
(M⊗k∥∥N⊗k) 6 (k + `a) log(n)− max
p∈D(nk+a`)
{
H(p) : r⊗k11 ⊗ · · · ⊗ r⊗kaa ≺ p , ∀ t ∈ Ta,k
}
6 (k + `a) log(n)−H(v1 ⊗ · · ·va)
(A84)
Continuing
H(v1 ⊗ · · ·va) =
a∑
x=1
H(vx) = −aδ log δ −
n∑
x=1
s′x log s
′
x +
a∑
x=1
kx (H(rz)− ) c′x2−kx(H(rz)−) (A85)
Now, since kx := ktx + `, we get that limk→∞ kxk = tx and
lim
k→∞
c′x2
−kx(H(rz)−) =
⌊
(1− δ)2kx(H(rz)−)
⌋
2−kx(H(rz)−) = 1− δ − gδ0,tx (A86)
where
g :=
⌊
(1− δ)2`(H(rz)−)
⌋
2−`(H(rz)−) − (1− δ) (A87)
Therefore,
lim
k→∞
1
k
a∑
x=1
sx log sx = lim
k→∞
1
k
a∑
x=1
(
1− δ − c′x2−kx(H(rz)−)
)
log
(
1− δ − c′x2−kx(H(rz)−)
)
= lim
k→∞
1
k
a∑
x=1
gδ0,tx log(gδ0,tx) = 0
(A88)
so that
lim
k→∞
1
k
H(v1 ⊗ · · ·va) = lim
k→∞
1
k
a∑
x=1
kx (H(rz)− ) c′x2−kx(H(rz)−)
=
a∑
x=1
tx (H(rz)− ) (1− δ − gδ0,tx)
= (H(rz)− ) (1− δ) .
(A89)
Combining this with (A84) gives
D
reg
(M‖N ) := lim
k→∞
1
k
D
(M⊗k∥∥N⊗k) 6 log(n)− (H(rz)− ) (1− δ) (A90)
Since the above equation holds for all , δ > 0 we conclude that
D
reg
(M‖N ) 6 log(n)−H(rz)
= D(rz‖u(n))
= max
x∈[a]
D(rx‖u(n))
= max
x∈[a]
D(mx‖nx)
= D(M‖N ) .
(A91)
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Combining this with Theorem 2 and Theorem 5 we get
Dreg(M‖N ) 6 D(M‖N ) 6 Dreg(M‖N ) 6 D(M‖N ) = Dreg(M‖N ) (A92)
where in the last equality we used the additivity of D on classical channels. Therefore, all the inequalities above must
be equalities so that D(M‖N ) = D(M‖N ). This completes the proof for the case that the components of N (|x〉〈x|)
are all positive rational numbers. The proof for arbitrary classical channel N then follows from the continuity of
D(M‖N ) in N .
5. Proof of Theorem 5
Theorem. Let R be a function that maps any pair of quantum systems A and B to a subset R(A→ B) ⊂ CPTP(A→
B), and let C be an R-divergence. Then, its maximal and minimal channel-extensions C and C have the following
properties:
1. Reduction. For any M,N ∈ R(A→ B)
C(M‖N ) = C(M‖N ) = C(M‖N ) . (A93)
2. Data Processing Inequality. For any M,N ∈ CPTP(A→ B) and any Θ ∈ SC(AB → A′B′)
C
(
Θ[M]∥∥Θ[N ]) 6 C(M‖N ) and C(Θ[M]∥∥Θ[N ]) 6 C(M‖N ) . (A94)
3. Optimality. Any quantum channel divergence D that reduces to C on pairs of channels in R(A → B), must
satisfy
C(M‖N ) 6 D(M‖N ) 6 C(M‖N ) ∀M,N ∈ CPTP(A→ B) . (A95)
4. Sub/Super Additivity. If C is weakly additive under tensor products then C is super-additive and C is
sub-additve. Explicitly, for any M1,M2 ∈ CPTP(A→ B) and any N1,N2 ∈ CPTP(A′ → B′)
C
(M1 ⊗M2∥∥N1 ⊗N2) > C(M1‖N1) + C(M2‖N2)
C
(M1 ⊗M2∥∥N1 ⊗N2) 6 C(M1‖N1) + C(M2‖N2) . (A96)
5. Regularization. If C is weakly additive under tensor products then any weakly additive quantum channel
divergence D that reduces to C on pairs of channels in R(A→ B), must satisfy
Creg(M‖N ) 6 D(M‖N ) 6 Creg(M‖N ) ∀M,N ∈ CPTP(A→ B) , (A97)
where
Creg(M‖N ) = lim
n→∞
1
n
C
(M⊗n∥∥N⊗n) and Creg(M‖N ) = lim
n→∞
1
n
C
(M⊗n∥∥N⊗n) , (A98)
and Creg and C
reg
are themselves weakly additive normalized channel divergences.
Proof. In [2] the same theorem was proved for the quantum-state domain. The proof for the channel domain follows
similar lines as we show below.
Reduction. This property follows from the definition and the fact that C satisfies the DPI when restricted to R
(see Definition 2 of an R-divergence).
Data Processing Inequality. By definition,
C
(
Θ[M]∥∥Θ[N ]) = sup
A′′,B′′
{
C
(
Υ ◦Θ[M]∥∥Υ ◦Θ[N ]) : Υ ∈ SC(A′B′ → A′′B′′), Υ ◦Θ[M],Υ ◦Θ[N ] ∈ R(A′′ → B′′)}
6 sup
A′′,B′′
{
C
(
Γ[M]∥∥Γ[N ]) : Γ ∈ SC(AB → A′′B′′), Γ[M],Γ[N ] ∈ R(A′′ → B′′)}
= C(M‖N ) ,
(A99)
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where the inequality follows from the replacement of Υ ◦ Θ with any Γ ∈ SC(AB → A′′B′′). Similarly, let Θ ∈
SC(AB → A′′B′′) and observe
C(M‖N ) := inf
A′,B′
{
C(E‖F) : E ,F ∈ R(A′ → B′) , ∃Υ ∈ SC(A′B′ → AB) s.t. M = Υ[E ] , N = Υ[F ]
}
> inf
A′,B′
{
C(E‖F) : E ,F ∈ R(A′ → B′) , ∃Υ ∈ SC(A′B′ → AB) s.t. Θ[M] = Θ ◦Υ[E ] , Θ[N ] = Θ ◦Υ[F ]
}
> inf
A′,B′
{
C(E‖F) : E ,F ∈ R(A′ → B′) , ∃Γ ∈ SC(A′B′ → A′′B′′) s.t. Θ[M] = Γ[E ] , Θ[N ] = Γ[F ]
}
= C
(
Θ[M]∥∥Θ[N ]) ,
where the first inequality follows from the simple fact that ifM = Υ[E ] then also Θ[M] = Θ◦Υ[E ] (but the converse is
not necessarily true), and the second inequality follows from the replacement of Θ◦Υ with any Γ ∈ SC(A′B′ → A′′B′′).
Optimality. For any Θ ∈ SC(AB → A′B′) such that Θ[M],Θ[N ] ∈ R(A′ → B′) we have
D(M‖N ) > D(Θ[M]∥∥Θ[N ]) = C(Θ[M]∥∥Θ[N ]) . (A100)
Since the inequality above holds for all such Θ it holds also for the supremum over such Θ. That is, D(M‖N ) >
C(M‖N ). Similarly, for any E ,F ∈ R(A′ → B′) for which there exists Θ ∈ SC(A′B′ → AB) such that M = Θ[E ]
and N = Θ[F ] we get
D(M‖N ) 6 D(E‖F) = C(E‖F) . (A101)
Since the inequality above holds for all such E ,F it holds also for the infimum over such E and F . That is, D(M‖N ) 6
C(M‖N ).
Sub/Super Additivity. The super-additivity of C follows from the restriction of Θ in the definition of C in (51) to
have the form Θ1 ⊗Θ2. Similarly, the sub-additivity of C follows from the restriction of E , F , and Θ in (52) to have
the tensor product form E1 ⊗ E2, F1 ⊗F2, and Θ1 ⊗Θ2, respectively.
Regularization. This property follows directly from the optimality property when replacing M,N in (A95) with
M⊗n and N⊗n, dividing everything by n, taking the limit n→∞, and using the additivity of D.
6. Proof of Theorem 6
Theorem. Let D be a channel divergence that reduces to Dmax on classical probability distributions; i.e. for any
classical system X and p,q ∈ D(X), D(p‖q) = Dmax(p‖q). Then, for all N ,M∈ CPTP(A→ B)
D(N‖M) = Dmax(N‖M) . (A102)
Proof. We need to show that for any N ,M∈ CPTP(A→ B), the minimal and maximal extensions of Dmax collapse
into a single function given by
Dmax(N‖M) = Dmax(N‖M) = Dmax(N‖M) := log min
{
t ∈ R : tM > N
}
. (A103)
Since Dmax(N‖M) 6 Dmax(N‖M) it is sufficient to prove that Dmax(N‖M) > Dmax(N‖M) and Dmax(N‖M) 6
Dmax(N‖M). The latter follows directly from Property 6 of Theorem 1. For the first inequality, in the definition of
Dmax(N‖M), we take Θ ∈ SC(AB → X) to be the superchannel
Θ[N ] := ∆RB→X ◦ NA→B (φRA+ )
where R ∼= A, |X| = |RB|, and ∆RB→X is the completely dephasing channel, where the classical basis of X is chosen
to consist of the eigenvectors of
sMA→B (φRA+ )−NA→B (φRA+ ) , (A104)
where s := 2
Dmax
(
M(φRA+ )
∥∥N(φRA+ )). By definition
Dmax(N‖M) > Dmax
(
∆RB→X ◦ NA→B (φRA+ ) ∥∥∥∆RB→X ◦MA→B (φRA+ ) )
= log min
{
t : ∆RB→X ◦ (tMA→B −NA→B) (φRA+ ) > 0}
= log min
{
t : sMA→B −NA→B + (t− s) ∆RB→X ◦MA→B > 0
}
= log s
(A105)
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where the last equality follows from the fact that (sM− N )(φRA+ ) has one eigenvalue that is zero (since s is the
smallest number satisfying sM > N ). Hence, if t < s then (t−s)∆◦M(φRA+ ), which commutes with (sN −M)(φRA+ )
will make the zero eigenvalue strictly negative. Hence,
Dmax(N‖M) > log s = Dmax(N‖M) . (A106)
This completes the proof.
7. Proof of Theorem 7
Theorem. Let D be a jointly convex quantum divergence. Then, its maximal channel-extension D is also jointly
convex.
Proof. Let N = ∑x pxNx, and M = ∑x pxMx. Let R = R′X and observe that
Dq(N‖M) = inf|R′|∈N , ρ,σ∈D(R′X)
N=Eρ ,M=Eσ
E∈CPTP(R′XA→B)
Dq(ρ‖σ) 6 inf|R′|∈N , ρx,σx∈D(R′) ∀x∑
x pxNx=
∑
x pxEρx⊗|x〉〈x|∑
x pxMx=
∑
x pxEσx⊗|x〉〈x|
E∈CPTP(R′XA→B)
Dq
(∑
x
pxρ
R′
x ⊗ |x〉〈x|X
∥∥∥∑
x
pxσ
R′
x ⊗ |x〉〈x|X
)
= inf
|R′|∈N , ρx,σx∈D(R′) ∀x∑
x pxNx=
∑
x pxEρx⊗|x〉〈x|∑
x pxMx=
∑
x pxEσx⊗|x〉〈x|
E∈CPTP(R′XA→B)
∑
x
pxDq
(
ρR
′
x
∥∥σR′x ) 6 inf|R′|∈N , ρx,σx∈D(R′) ∀x
Nx=Eρx⊗|x〉〈x| ,Mx=Eσx⊗|x〉〈x|
E∈CPTP(R′XA→B)
∑
x
pxDq
(
ρR
′
x
∥∥σR′x )
Now, denoting by E(x) ∈ CPTP(R′A→ B) the channel
E(x)(ωR′A) := E(ωR′A ⊗ |x〉〈x|X) , (A107)
we continue
Dq(N‖M) 6 inf|R′|∈N , ρx,σx∈D(R′) ∀x
Nx=E(x)ρx ,Mx=E(x)σx
E(x)∈CPTP(R′A→B) ∀x
∑
x
pxDq
(
ρR
′
x
∥∥σR′x ) = ∑
x
px inf|R′|∈N , ρx,σx∈D(R′)
Nx=E(x)ρx ,Mx=E(x)σx
E(x)∈CPTP(R′A→B)
Dq
(
ρR
′
x
∥∥σR′x ) = ∑
x
pxDq(Nx‖Mx)
This completes the proof.
8. Proof of Theorem 8
Theorem. Let M,N ∈ CPTP(A → B) and for any  ∈ [0, 1), let D = Dmin be the classical hypothesis testing
divergence. Then,
D(M‖N ) = Dmin(M‖N ) := sup
ψ∈D(RA)
Dmin(MA→B(ψRA)‖NA→B(ψRA)) . (A108)
Proof. Observe that from the expression in (79)
Dmin(M‖N ) = sup
ψ,E
Dmin
(
EBR→X ◦ NA→B(ψAR)
∥∥EBR→X ◦MA→B(ψAR)) . (A109)
Let T =
∑
x tx|x〉〈x|X be a classical test operator with 0 6 tx 6 1, and note that
Tr [TEBR→X ◦MA→B(ψAR)] = Tr
[
ΓRBMA→B(ψAR)
]
Tr [TEBR→X ◦ NA→B(ψAR)] = Tr
[
ΓRBNA→B(ψAR)
] (A110)
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where ΓRB := E†X→RB(T ). Since 0 6 T 6 I also 0 6 ΓRB 6 IRB , and for any ΓRB with this property there exists
0 6 T 6 IX and E ∈ CPTP(RB → X) such that E†X→RB(T ) = ΓRB . Hence,
Dmin(M‖N ) = sup
ψ∈D(RA) , 06ΓRB6IRB
Tr[ΓRBNA→B(ψRA)]>1−
− log Tr [ΓRBNA→B(ψRA)]
= sup
ψ∈D(RA)
Dmin
(MA→B(ψRA)∥∥NA→B(ψRA))
= Dmin(M‖N ) .
(A111)
This completes the proof.
9. Proof of Theorem 9
Theorem. Let M,N ∈ CPTP(A→ B) be two quantum channels. Then,
Dreg(M‖N ) = Dreg(M‖N ) . (A112)
That is, Dreg(M‖N ) is the smallest weakly additive quantum-channel divergence that reduces to the KL relative
entropy on classical states.
Proof. Due to (85) it is left to show that Dreg(M‖N ) > Dreg(M‖N ). We make use here of the inequality
Dmin(ρ‖σ) 6
1
1−  (D(ρ‖σ) + h2()) (A113)
Combining this with Lemma 8 gives
Dmin(M‖N ) = Dmin(M‖N ) = sup
ψ,E
Dmin
(
EBR→X ◦ NA→B(ψAR)
∥∥EBR→X ◦MA→B(ψAR))
6 1
1−  supψ,E D
(
EBR→X ◦ NA→B(ψAR)
∥∥EBR→X ◦MA→B(ψAR))+ 1
1− h2()
=
1
1−  (D(M‖N ) + h2()) .
(A114)
Diving both sides by n ∈ N, replacing the pair (M,N ) with (M⊗n,N⊗n), and taking the limit n → ∞ followed by
→ 0+ gives
lim
→0+
lim inf
n→∞
1
n
Dmin
(M⊗n‖N⊗n) 6 Dreg(M‖N ) . (A115)
In [? ] it was shown that the quantity on the LHS equals Dreg(M‖N ). Therefore, this completes the proof.
10. Proof of Theorem 10
Theorem. Let V ∈ CPTP(A → B) be an isometry channel defined via V(ρ) = V ρV ∗, for all ρ ∈ D(A), and with
isometry matrix V (i.e. V ∗V = IA). Then, for any N ∈ CPTP(A→ B)
D(V‖N ) = Dmax(V‖N ) = log Tr
[
J−1N JV
]
. (A116)
Proof. Since V is an isometry, the condition V = ∑x pxEx, can hold only if for all x such that px 6= 0 we have Ex = V.
W.l.o.g. let the k first components of p be non-zero, while all the remaining components are zero. This implies that
the second condition can be expressed as
N =
k∑
x=1
qxV +
n∑
x=k+1
qxEx . (A117)
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Denote by s :=
∑k
x=1 qx, and observe that there exists such {Ex}nx=k+1 if and only if
N > sV (A118)
or in other words, iff s−1 > 2Dmax(V‖N ). Consider the classical channel C ∈ CPTP(X → X) defined by
C(|x〉〈x|) = |1〉〈1| ∀x = 1, ..., k and C(|x〉〈x|) = |2〉〈2| ∀x = k + 1, ..., n . (A119)
Therefore, we must have D(p‖q) > D(C(p)∥∥C(q)) = D(|1〉〈1|∥∥s|1〉〈1| + (1 − s)|2〉〈2|). This means that w.l.o.g. we
can assume that p = |1〉〈1| and q is binary; i.e. q = s|1〉〈1| + (1 − s)|2〉〈2| so that D(p‖q) = − log(s) (cf. (??)).
But since we must have s−1 > 2Dmax(V‖N ), the minimum value is achieved when s−1 = 2Dmax(V‖N ). That is,
D(p‖q) = Dmax(V‖N ). This completes the proof.
