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Fountain codes for the Wireless Internet
by Thanh Nguyen Dang
In this thesis, novel Foutain codes are proposed for transmission over wireless chan-
nels. The thesis concentrates on a speciﬁc version of Fountain codes, namely on Luby
transform codes. More speciﬁcally, we consider their concatenation with classic error
correction codes, yielding schemes, such as the concatenated Luby Transform and Bit In-
terleaved Coded Modulation using Iterative Decoding (LT-BICM-ID), the amalgamated
Luby Transform and Generalized Low Density Parity Check (LT-GLDPC) code, or the
Luby Transform coded Spatial Division Multiple Access (LT-SDMA) scenario considered.
The thesis also investigates the potential of Systematic Luby Transform (SLT) codes using
soft-bit decoding and analyses their Bit Error Ratio (BER) performance using EXtrinsic
Information Transfer (EXIT) charts. SLT codes using diﬀerent degree distributions and
random integer packet index generation algorithms for creating the parity and information
part of the SLT codeword are also investigated in this thesis. For the sake of improving
both the BER performance and the diversity gain of Vertical Bell Laboratories Layered
Space Time (V-BLAST) schemes, in this thesis a SLT coded V-BLAST system having
four transmit and four receive antennas is proposed. Finally, A Hybrid Automatic Repeat
reQuest (H-ARQ) SLT coded modulation scheme is designed in this thesis, where SLT
codes are used both for correcting erroneous bits and for detecting as well as retrans-
mitting erroneous Internet Protocol (IP) based packets. Erroneous IP packet detection is
implemented using syndrome checking with the aid of the SLT codes’ Parity Check Matrix
(PCM). Optimizing the mapping of SLT-encoded bits to modulated symbols and then us-
ing iterative decoding for exchanging extrinsic information between the SLT decoder and
the demapper substantially improves the achievable Bit Error Ratio (BER) performance
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Introduction
1.1 Introduction
A typical digital communication system providing diverse services, such as Digital Terres-
tial teleVision Broadcasting (DVB-T), Digital Television Broadcasting to Handhelds (DVB-
H), Digital Satellite Television Broadcasting (DVB-S), mobile voice and data services,
Internet Protocol based TeleVision (IPTV) broadcast etc is portrayed in Fig. 1.1. There
is a proliferation of services, but the capacity of communication channels remains limit.
Hence, the eﬃcient exploitation of the available capacity is the important requirement
imposed on communication systems. For the sake of correcting the received error-infested
data digital communications systems invariably employ diverse Forward Error Correction
(FEC) codes, such as convolution codes [2], Reed-Solomon (RS) codes [3], Bose-Chaudhuri-
Hocquenghem (BCH) codes [4] [5], turbo codes [6], Low Density Parity Check (LDPC)
codes [7] and etc have been developed for communicating over a wide variety of channels.
When designing channel codes, there are many contradictory design factors to be consid-
ered, some of which are portrayed in Fig. 1.2. Changing any of these factors will result in
a diﬀerent performance. For example, reducing the code rate may reduce the Bit Error
Ratio (BER), but this will also decrease the eﬀective throughput of the system. On the
other hand, increasing the length of the codeword for the sake of attaining an improved
BER performance will increase the delay of both the encoding and decoding process, as
well as the complexity imposed.
11.1. Introduction 2
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Figure 1.1: Communications system model.
There are numerous types of communication channels and an importent one closely re-
lated to the initial motivation of this thesis is the Binary Erasure Channel (BEC), which is
characterized in Fig. 1.3. The BEC models Internet based networks, which may randomly
Codes
FEC 
Code rate
Throughput
Coding gain Complexity
Bit error rate
Delay
Channel characteristic
etc
Figure 1.2: Factors aﬀecting the design of FEC codes.
drop Internet Protocol (IP) packets owning to statistical multiplexing in the routers. For
the sake of overcoming the dropping of IP packets, the classic technique used for commu-
nication over Internet channels is constituted by the Automatic Repeat-reQuest (ARQ)
protocol combined with FEC codes [8] [9]. This method relies on the ACKnowledge-1.2. Historical Overview of Forward Error Correction Codes 3
Unknown
1 1
0 0
?
Figure 1.3: The binary erasure channel.
ment (ACK) signal fed back from the receiver to the transmitter. The receiver will send
an ACK signal to the transmitter, if it successfully receives a packet and a Negative AC-
Knowledgement (NACK) signal, if the packet does not arrive within a speciﬁc tolerable
delay limit. When transmitter ’A’ receives a NACK signal instead of the ACK message, it
will re-transmits this IP packet. This process will continue until the transmitter receives
an ACK signal from the remote receiver or the tolerable delay expires. Recently, the
Fountain codes were proposed [10] [11] for the sake of recovering the lost packets, when
communicating over Internet channels, which constitutes the subject of this thesis.
1.2 Historical Overview of Forward Error Correction Codes
The history of FEC codes evolved from Shannon’s pioneering work [12] published in 1948,
in which he showed that it is possible to design a communication system with any desired
small probability of error, whenever the rate of transmission is lower than the capacity
of the channel. In the ensuing period numerous FEC codes were invented such as con-
volutional codes proposed by Elias [2] in 1955 or Reed-Solomon (RS) codes contrived in
1960 by Irving S. Reed and Gustave Solomon, who were then members of MIT Lincoln
Laboratory. Later the eﬃcient decoding of RS codes was invented by Elwyn Berlekamp,
a professor of electrical engineering at the University of California, Berkeley. In 1962
the Low Density Parity Check (LDPC) codes were proposed by Gallager [7], but they
remained dormant until the 1990s. In 1967, Viterbi [13] invented the maximum likelihood
sequence estimation algorithm for eﬃciently decoding convolutional codes. The Maximum
A-Posteriori (MAP) algorithm was presented by Bahl et al. [14] in 1974, which is capable1.2. Historical Overview of Forward Error Correction Codes 4
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Figure 1.4: The history of Fountain Codes.
of attaining the minimum achievable BER. Berrou, Glavieux and Thitimajshima [15] pro-
posed the witty idea of turbo codes in 1993. This invention facilitated the development of
FEC codes capable of approaching the Shannon limit and has attracted intensive research
eﬀorts [16] [17]. Turbo codes were also invoked in the standardised Third-Generation (3G)
mobile radio systems [18]. In 1997, Luby et al. introduced Tornado codes [19], which use
low-complexity encoding and decoding processes for ﬁlling packet erasures with the aid of
redundant packets. In 2002 Luby et al. proposed a novel class of Fountain codes, namely
Luby Transform (LT) codes [10]. This code creates the LT-encoded packets by simply
using the Exclusive OR (XOR) function of the source information packets to create parity
packets based on a generator matrix. In 2004, Shokrollahi [11] invented a new class of
Fountain codes referred to as Raptor codes, which were designed based on combining LT
codes with LDPC codes. In this thesis we will investigate the family of LT codes and their
combination with other sophisticated FEC codes. The history of Fountain codes is brieﬂy
portrayed in Fig. 1.4.1.3. Organisation and Novel Contributions of the Thesis 5
1.3 Organisation and Novel Contributions of the Thesis
The thesis is organised in three main chapters and as detailed below:
• Chapter 2: This chapter is divided into two main sections. Section 2.1 brieﬂy
considers Tornado code, while Section 2.2 is divided into ﬁve subsections. In Sec-
tion 2.2.1, we outline the basic concept of Fountain codes. We introduce Luby trans-
form codes in Section 2.2.2 and explore Raptor codes in Section 2.2.3 by analysing
their Tanner graphs. Section 2.2.4 is dedicated to systematic Raptor codes. Finally,
Section 2.2.5 details the degree distributions of LT codes and Raptor codes.
• Chapter 3: This chapter explores the design of Luby transform coded communica-
tion systems using hard decoding. Section 3.1 outlines the novel Improved Robust
Soliton Degree Distribution (IRSDD) and investigates a sophisticated Serially Con-
catenated LT Coding and Bit-Interleaved Coded Modulation scheme using Iterative
Decoding (BICM-ID) designed for transmission over the Wireless Internet. Our in-
vestigations are conducted for transmission over uncorrelated Rayleigh fading chan-
nels and using 16-level Quadrature Amplitude Modulation (16QAM). In Section 3.2
amalgamated Generalized Low Density Parity Check (G-LDPC) and LT Codes are
designed for the Wireless Internet. The G-LDPC code words are mapped to LT-
encoded packets and a Log-Likelihood Ratio (LLR) based packet reliability metric
is deﬁned. This allows the LT decoding process to erase the gravely contaminated
received LT packets in order to avoid the avalanche-like propagation of errors, when
attempting to recover other source packets from these contaminated packets. The
achievable performance is characterized in Section 3.2.2. In Section 3.3 a novel ran-
dom integer index generator is proposed for the degree distribution of the LT source
packets. Furthermore, bit-by-bit hard LT decoding aided BICM-ID is investigated.
• Chapter 4: This chapter presents a soft bit decoding algorithm designed for LT
codes. Section 4.1 introduces the Systematic Luby Transform (SLT) encoding pro-
cess using a soft-bit decoding algorithm, while Section 4.2 characterizes their per-
formance. Section 4.3 presents a novel Truncated Degree Distribution (TDD) for
determining the speciﬁc degree of SLT parity packets, complemented by a novel
Conditional Random Integer Generator (CRIG) used for designing the degree of the
SLT source packets. The analysis of SLT codes by EXtrinsic Information Trans-
fer (EXIT) chart is also presented in this section, while the coresponding BER sim-1.3. Organisation and Novel Contributions of the Thesis 6
ulation results are provided in Section 4.3.5. Section 4.4 characterizes the attainable
BER performance of SLT codes using diﬀerent degree distributions for the SLT-
parity packets as well as the random integer generating algorithms of Section 4.3
used for the SLT-source packets. A novel SLT coded Vertical Bell Labs Layered
Space-Time (V-BLAST) system is proposed in Section 4.5.
• Chapter 5: Sophisticated Hybrid Automatic Repeat reQuest (H-ARQ) aided SLT
coded modulation schemes are proposed in Section. 5.1. The phylosophy of ARQ
protocols is introduced in Section 5.1.1, while in Section 5.1.2 the proposed system
architecture is detailed. In this section diﬀerent H-ARQ aided SLT coded modulation
schemes using the Gray- as well as Set-partitioning based mapping are proposed,
while the corresponding EXIT chart analysis is carried out in Section 5.1.3. The
achievable system performance is characterized in Section 5.1.4.
• Chapter 6: This chapter concludes the thesis and provides ideas for future research.
The novel contributions of the thesis are as follows:
• The improved robust soliton degree distribution was proposed for LT codes and it
was amalgamated with FEC scheme [20], [21].
• An LLR-based LT packet reliability estimation technique was proposed for avoiding
error propagation and hence for improving the achievable performance [22], [23], [24].
• The novel family of SLT codes and their soft bit decoding was contrived [25].
• The novel truncated degree distribution and a conditional random integer generator
were designed for SLT codes [26], [27].
• An SLT coded V-BLAST scheme exchanging extrinsic information between the
QPSK demapper and the SLT decoder was designed [28].
• A novel H-ARQ aided SLT scheme assisted by syndrome checking based packet
reliability estimation was designed [29].
Having presented an overview of the thesis, let us now commence our detailed discourse
on Fountain codes in the following chapters.Chapter 2
Fountain Code Theory
2.1 Traditional Erasure Codes
There are many kinds of FEC codes which are used to protect data transmitted over
the BEC channel. These codes include RS codes [30], LDPC codes [7] [31] [32], Low
Density Generator Matrix (LDGM) codes [33] [34] and Tornado codes [19] [1] [35]. Below
we analyse the structure of Tornado codes, which constitute a member of the family of
erasure correcting codes.
2.1.1 Tornado Codes [1]
Tornado codes are erasure-ﬁlling block codes based on irregular sparse graphs [1] and
designed for transmission over the Internet. These codes can be designed using an arbitrary
alphabet size and are generated by cascading a sequence of irregular random bipartite
graphs. The operation of such a graph is shown in Fig. 2.1, where the nodes at the
left represent the original information packets, while those at the right are computed by
performing an XOR operation of the appropriately selected input packets. Let us deﬁne a
code C(ξ) having k input packets and βk redundant packets, where 0 < β ≤ 1. The code
words of a code C(ξ) are generated by associating the input packets and output packets
with each other using a bipartite graph ξ, as seen in Fig. 2.1. The resultant redundant
packets are also referred to as parity packets. Again, the graph ξ has k nodes at the
left and βk nodes at the right, corresponding to the original information input packets
and the parity packets, respectively. The encoding process of C(ξ) generates the parity
72.1.1. Tornado Codes [1] 8
Message nodes
Check nodes
c1
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Figure 2.1: The bipartite-graph.
packets by modulo two combining according to the connections seen in Fig. 2.1. Therefore,
the encoding complexity is proportional to the total number of modulo-2 connections in
Fig. 2.1, which are also referred to as edges. The encoding process is implemented as
follows:
• Firstly, partitioning the entire ﬁle to be transmitted into a number of k-packet
source sequences and copying them to the encoded packet sequence, where again,
each packet may contain a single or indeed an arbitrary number of source bits.
• Generating the ﬁrst parity block B0 of βk number of parity packets from the k-packet
source information, as seen in Fig. 2.2.
• Generating the second parity block B1 of β2k number of parity packets from the βk
parity packets of the ﬁrst parity block B0, as seen in Fig. 2.2. The number of parity
packets of a new block equals the product of β and the number of parity packets
existing in the immediately preceeding adjacent block.
• Similarly, continue generating parity blocks, until the parity block Bm of the cascade
graph seen in Fig. 2.2 was created.
• At the last encoding level, the βm+1k number of parity packets of the parity block Bm
are encoded once again by a conventional erasure ﬁlling code C0 having a code rate2.1.1. Tornado Codes [1] 9
of (1 − β), for which the random loss of a fraction β of its packets can be recovered
with a high probability [19]. Alternatively, we can continue with the creation of the
cascade graph, until we generated about
4 √
k check nodes and then use erasure-ﬁlling
decoding for the resultant code [19].
B
1
B
0
Conventional Code C0 ξ0 ξ1
B
m
Figure 2.2: The cascaded graph sequence used to generate check packets of Tornado codes.
We have to construct the Tornado code [C(ξ0),    ,C(ξm)] from the constituent codes
represented by the cascade graph (ξ0,    ,ξm), where the component part ξi has βik left
nodes and βi+1k right nodes created from the left nodes. The value m is chosen to ensure
that (βm+1k) approximately equals
√
k. The Tornado code C(ξ0,ξ1,    ,ξm,C0) has a
total number of parity packets calculated as follows:
m+1  
i=1
βi   k + βm+2   k/(1 − β) = k   β/(1 − β). (2.1)
From (2.1) we can infer the general code rate of the Tornado code that equals [β/(1−β)].
The Tornado code can recover a fraction of [(1−ε) β  k] of the randomly erased received
packets with a high probability, provided that all of them are lost from [C(ξ0),    ,C(ξm)]
and not from [C(ξ0),    ,C(ξm),C0] , where ε denotes the number of erased packets [19].
Tornado decoding process
The erased packets are then recovered from the received packets that duly arrived, which
are constituted by both parity packets and information packets using the decoding pro-
cess referred to as ”erasure-ﬁlling decoding” [19]. This decoding process employs XOR
operations to recover the erased packets, as seen in Fig. 2.3. We can analyse the de-
coding process by considering a subgraph seen in Fig. 2.4b of the original graph seen in2.1.1. Tornado Codes [1] 10
x2 c1
x1
x3 = c1 + x1 + x2
Figure 2.3: An example of the Tornado decoding process.
Fig. 2.4a. As mentioned above, this subgraph consists of left nodes, right nodes and the
edges connecting these nodes, as seen in Fig. 2.4b. The decoding process is implemented
as follows:
• Finding a check node corresponding to a parity packet on the right of Fig. 2.4b, where
only a single adjacent message node seen on the left of Fig. 2.4b and corresponding to
a transmitted degree-one packet is missing. This transmitted packet can be recovered
by replacing its value by that of the parity check packet corresponding to the check
node on the right of Fig. 2.4b.
• Once a degree-one packet was found, its eﬀect can be removed from all the other
packets which relied on it by taking their XOR-function. This allows us to remove the
corresponding right node in Fig. 2.4b, its left neighbor node and all edges adjacent
to its left neighbor node from this subgraph, as seen in Fig.2.4c. The values of
the immediately adjacent parity packets corresponding to the right nodes having a
connection with this left node are given by the modulo-2 of their values and this left
node’s value.
• Repeating the above two steps, until all packets are recovered and hence there are
no more nodes of degree one available on the right and then stopping the decoding2.1.1. Tornado Codes [1] 11
process, as seen in Figs. 2.4d and 2.4e.
• The decoding process is deemed successful if it does not halt until all packets are
recovered and hence all edges are removed.
To elaborate a little further, the overall code C(ξ0,ξ1,    ,ξm,C0) is constituted by a
cascade of the bipartite graphs (ξ0,ξ1,    ,ξm,C0), as seen in Fig. 2.2. We analyse the
decoding process of the Tornado code based on the process of the subgraph ξ. This graph
consists of all nodes on the left that were erased, all the nodes on the right and all the edges
connecting these nodes. We assume that the nodes of degree one can be chosen uniformly
at random at each step. The decoding process is implemented as seen in Fig. 2.4, where
Fig. 2.4a portrays the original subgraph of the encoded packets generated by the Tornado
encoder. Fig. 2.4b represents the subgraph after some packets were erased, namely those
corresponding to the nodes on the right of this subgraph. At the ﬁrst cycle of the packet
recovery process, a degree-one node is chosen randomly to start recovering the right nodes.
Figs. 2.4b, 2.4c, 2.4d, 2.4e portray the decoding cycles of the packet recovering process.
The decoding process is completed after four decoding cycles, when all erased right nodes
are recovered. The degrees of the left nodes and right nodes are deﬁned by the generating
polynomials λ(x) and ρ(x), respectively. These polynomials are given by:
λ(x) =
 
i
λixi−1 (2.2)
ρ(x) =
 
i
ρixi−1, (2.3)
where λi is the initial fraction of edges having a degree i for the left nodes and ρi is the
fraction of edges having a degree i for the right nodes. The average degree dl of the left
nodes equals 1
P
i
λi
i
. Let E be the number of edges in the graph, then the number of left
nodes having degree i is (Eλi/i) and hence the number of left nodes Nl is calculated as
follows:
Nl = E  
 
i
λi
i
. (2.4)
The Tornado codes used in practice tend to have much fewer cascade graphs than that
suggested by the corresponding theoretical analysis. The assumption of experiencing in-
dependent erasures for each symbol is crucial in the analysis of Tornado Codes. If this
assumption is not satisﬁed, then a performance loss would be experienced. In practice the
Internet is typically modelled by the Binary Erasure Channel (BEC), hence this assump-
tion does not hold. Therefore, it is natural that the practical implementations only require2.1.1. Tornado Codes [1] 12
a small number of cascades. Furthermore, the length of Tornado codes is typically quite
high and this results in a high encoding and decoding complexity. Finally, when the rate
and the number of input packets n are ﬁxed, the number of encoded packets generated
is also ﬁxed. In conclusion, Tornado codes are capable of improving the encoding and
decoding more eﬀectively than Reed-Solomon codes, when communicating over erasure
channels.
(a) (b)
(d) (e)
(c)
a chosen node
a chosen node
a chosen node
a chosen node
Figure 2.4: An example of the Tornado decoding process: (a) The original graph from the
Tornado encoder; (b) The graph after some nodes on the right already were erased;(c)-(e)
The recovery erased node process.2.2. Fountain Codes 13
2.2 Fountain Codes
The encoder of fountain codes produces an endless supply of encoded packets [36]. The
decoder can decode the original source packets from any set of transmitted packets N
having a size slightly larger than the number of source packets K. Fountain codes are
referred to as being rateless, if the number of source packets is potentially limitless. The
number of encoded packet generated is best determined ’on the ﬂy’, i.e. in real-time,
depending on the channel quality. Fountain codes are near-capacity codes for every erasure
channel and we can also design them to have a low encoding and decoding complexity.
Regardless of the erasure probabilities of the BEC, the transmitter can send as many
encoded packets as needed by the receiver to recover the source data. There are several
types of fountain codes, such as random linear codes [37], Luby Transform codes [10],
Raptor codes [11]. To start with, we analyse the ﬁrst fountain code named the random
linear code.
2.2.1 Random Linear Codes
To unify our terminology, from now we refer to a packet as our standard unit of encoding,
decoding and transmission. A ’packet’ contains many bits and a ﬁle will be divided into
many packets. We will analyse the encoding process of a data ﬁle having K source packets
x1,x2,    ,xK. At each encoding cycle i, an encoded packet Pi will be generated as the
following equation:
Pi =
K  
j=1
xj   Gji i = 1,    ,N′ , (2.5)
where the sum is the bitwise sum-modulo-2 of the source packets corresponding to the
element Gji = 1 of the generator matrix G, as can be seen in Fig. 2.5. At the transmitter
side, N′ encoded packets (P1, P2,    , PN′) are created from K source input packets by
using (2.5). Then these encoded packets are transmitted over the erasure channel having
an erasure probability δ and (δ  N′) transmitted packets are erased. Thus, at the receiver
side, we receive [N = N′   (1 − δ)] encoded packets (P′
1, P′
2,    , P′
N) and a generator
matrix G’[K×N] created from these N received packets. If N is smaller than K the decoder
can not recover the source packets. In case N=K and if the matrix G’ having a size of
(K × K) is an invertible matrix, the decoder can recover the source packet by using the2.2.1. Random Linear Codes 14
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Figure 2.5: A generator matrix of random linear codes.
Gaussian elimination:
xj =
N  
i=1
P′
i   G’−1
ij i = 1,    ,N . (2.6)
In this case, the probability, at which G’[K×K] is an invertible matrix, depended on the
size of K and can be proved as follows:
• The probability of the ﬁrst column of G’[K×K] is not the all-zero column equals
(1 − 2−K)
• The probability of the second column that it is neither the all-zero column nor the
ﬁrst column is (1 − 2−(K−1))
• Repeating, we have the probability that G’[K×K] is an invertible matrix equals the
product of the element probabilities (1−2−K) (1−2−(K−1) ×   ×(1− 1
4) (1− 1
2).2.2.2. Luby Transform Codes 15
With K being bigger than 10 we have the probability of just 0.289 and it is too small
to ensure that G’[K×K] is an invertible matrix, it means that the probability, at which
the decoder can recover the whole source packets, is very small. Hence, for the sake of
recovering all source packets with a very high probability p = 1 − δ ≈ 1, in case N = K
we need the number of source packets K to be huge.
When N is slightly bigger than K and let N = K+ǫ, where ǫ is the small number of excess
encoded packets. Let (1 − δ) be the probability that G’[K×N] is an invertible matrix. So
the probability of failure in decoding the K source packets from the N received packets
is δ and this probability is bounded by δ(ǫ) ≤ 2−ǫ. The probability that one column of
G’[K×N] is an all-zero column equals:
(1 −
1
K
)N ≈ e− N
K. (2.7)
For general N, the expected probability that K columns of G′
[K×K] are all-zero equals
K   e− N
K. Hence, for the sake of avoiding having at least one zero-column in the G’[K×N]
with the probability smaller than δ we have to satisfy the following inequality
δ ≤ K   e− N
K, (2.8)
which yields
N > K   ln
K
δ
. (2.9)
Thus we can conclude that when the number of source packets K increases, the perfor-
mance of random linear codes can get arbitrarily close to the Shannon limit. The cost for
encoding random linear codes is K
2 and the cost for the decoding process is (K3 + K2
2 ).
Hence, the totall cost for encoding and decoding processes of the random linear code equals
(K
2 + K2
2 + K3).
Understanding the encoding and decoding processes of the random linear code, we can
easily analyse another type of Fountain codes-the Luby transform code, which was in-
vented by Michael Luby in 2002 [10]. Naturally, the encoding of these codes are based on
the same method used by the random linear codes. The generator created by a degree
distribution and the like-Tornado erasure decoding process applied for the Luby transform
will be described in the next section.
2.2.2 Luby Transform Codes
LT codes were proposed by Michael Luby in 2002 [10] as a better approximation to the
digital fountain approach. Unlike Tornado Codes, these codes are rateless. Their design2.2.2. Luby Transform Codes 16
does not depend on the estimate of erasure probability of the channel. Suppose that the
original ﬁle is divided into n message packets. The receivers can recover these message
packets with probability (1 − δ) when any {n + O[
√
n   log2(n/δ)]} packets have been
received. The time for encoding each symbol is proportional to O[log(n/δ)]. The time
for decoding each symbol is proportional to O[n   log(n/δ)]. Thus LT codes have higher
complexity than Tornado codes. The LT encoding process is implemented as follows:
• Generate a random degree d from the degree distribution  (d) which will be analysed
in more detail in Section 2.2.5.1.
• Randomly select a packet incident on each of d edges. The value of the encoding LT
packet is the modulo 2 (XOR) of the neighboring input packets.
The LT decoding process is virtually the same as that of the Tornado codes [19] [38].
When the decoding process initiates all message packets are uncovered. At the ﬁrst step,
all degree one encoding packets get released to cover their unique neighbor. This set of
covered message packets that have not been processed yet form a ripple. At each subse-
quent set, one message packet from the ripple is selected randomly and processed. It is
removed as a neighbor of all encoding packets. Any encoding symbol that has degree one
is now released and its neighbor is covered. If the neighbor is not in the ripple it gets
added to the ripple. The process ends when the ripple is empty. It fails if at least one
message packet is uncovered. An example of the LT decoding process is given in Fig. 2.6.
Fig. 2.6 presents an example of the LT decoding process, where we observe three source
S1 S2 S3
(a)
S2 S3 S2 S3 S3 S3
(b) (c) (d) (e)
111 000 101
111
000 101 111 010
111
101 101 111 111 111 111 111
111 010 111 010
Figure 2.6: Decoding of a LT code having K=3 source packets and N=4 transmitted packets
each containing 3 bits; for transmission over the BEC in the absence of errors adopted from [39].
packets Si, each packet containing (n=3) information bits. These packets are represented
by hollow squares, which were previously encoded into four transmitted packets repre-
sented by the ﬁlled black squares. The value of each bit within the transmitted packet is2.2.3. Raptor Codes 17
the result of the XOR operation of the corresponding source packets connected to it. The
decoding process is implemented as follows.
In the ﬁrst cycle of the decoding process as seen in Fig. 2.6(a), the LT decoder determines,
which of the received packets has a degree of one, indicating that this is a self-contained
packet, which was not combined with any other source packet using the XOR operation.
Hence the decoding operation is simply constituted by outputting the corresponding source
packet as indicated by the dashed line in Fig. 2.6(a). At the same time, the decoder ﬁnds
other transmitted packets, which are connected to this source packet, as shown in Fig.
2.6(b). In order to further exploit the encoding rules of the speciﬁc LT code used, as seen
in Fig. 2.6(b), the decoder erases the already exploited connections. As the next decoding
step, the received packets that have a link to the decoded degree-one packet are updated
by the XOR adding their value to the value of each related ie, connected source packet.
More explicitly, in this example the ﬁrst transmitted degree-one packet found by the de-
coder is the packet having the value of ”111” and the corresponding source packet is S1.
Hence, in the next decoding cycle seen in Fig. 2.6(b) S1 is decoded a value ”111” and the
connections drawn from this packet to the second and the fourth transmitted packets using
dashed lines are erased. Correspondingly, the values of the second and fourth transmitted
packets change from ”000” and ”101” in Fig. 2.6(b) to ”111” and ”010”, as observed in
Fig. 2.6(c). At the end of the LT decoding process all of the three source packets S1, S2
and S3 are recovered, as seen in Fig. 2.6(d) and 2.6(e).
For the sake of improving the Packet Error Ratio (PER) of the Luby transform code, Luby
et al proposed other version of the Fountain code, which is termed as the Raptor code.
The structure and the encoding, decoding processes of the Raptor code are analysed in
the next section.
2.2.3 Raptor Codes
Raptor codes constitute an extension of LT Codes [10]. The parameters of a Raptor code
of length k over a ﬁeld F are given by a pre-code C of dimension k and block-length n over
F, and a probability distribution Ω on Fn. Given k source packets {x1,    ,xk}, the pre-
code ﬁrstly encodes these symbols into a codeword {y1,    ,yn} of length n. Each output
packet is obtained by sampling from the distribution Ω to obtain a vector {P1,    ,Pn}.
The value of the output packet is then obtained as (
 n
i=1 Piyi). Ω can be described
by the numbers (Ω1,   ,Ωn) such as the probability of a vector {p ∈ Fn} . Ω has the2.2.3. Raptor Codes 18
generating polynomial (Ω(x) =
 n
i=1 Ωi   xi). The parameters of the Raptor code then
become [k,C,Ω(x)]. Note that a Raptor code does not have a ﬁxed block-length. The
Raptor code can be used to produce a potentially limitless stream of output packets. The
design problem in this case consists of choosing the parameters of the Raptor code in such
a way that eﬃcient decoding is possible after reception of [k (1+ε)] output packets, for ε
arbitrarily close to zero. The decoding algorithm can be called as an algorithm overhead
ε. An encoding algorithm is called linear time if the pre-code can be encoded in linear
time, and the average number of operations to produce an output packet is a constant.
A decoding algorithm is called linear time if, after collecting a certain number of output
packets, it can decode the k source packets in time O(k). The Belief Propagation (BP)
graph of Raptor codes is drawn in Fig. 2.7. This graph consists of two parts, the ﬁrst
part of the graph is the BP of LDPC codes and the other is the BP graph have the degree
distribution Ω(x).
The ﬁrst BP graph is the BP graph of a special class of LDPC codes which was designed
Precode BP graph (LDPC graph)
Truncated LTgraph
Reduntdant nodes
Figure 2.7: The BP graph of the Raptor code
as a pre-code of Raptor codes. Let ζ be a bipartite graph of LDPC codes with n left
and r right nodes, as seen in Fig. 2.8. The left nodes are referred to as message nodes or
variable nodes and the right nodes are referred to as check nodes of the bipartite graph.
The linear code associated with the graph is of block-length n. The coordinate positions
of a codeword are identiﬁed with the n message nodes. The codewords are those vectors
of length n over the binary ﬁeld such that for every check node the sum of its neighbors
among the message nodes is zero. BP decoding of LDPC codes over an erasure channel is
very similar to the BP decoding of LT Codes [10], [36]. It has been shown in [40] that this
decoding algorithm is successful if and only if the graph induced by the erased message
positions does not contain a stopping set. A stopping set is a set of message nodes such
that their caused graph has the property that all the check nodes have degree greater2.2.3. Raptor Codes 19
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Figure 2.8: An bipartite graph of LDPC codes
than one. For example, in Fig. 2.8 the message nodes 1, 2, 4, 5 generate a stopping set
of size 4. The union of two stopping sets can break a stopping set when the decoding is
implemented. The LDPC code used as a pre-code in the Raptor code is constructed from
a node degree distribution [Λ(x) = ΣdΛdxd]. The neighboring check node is generated
from each of the n message nodes as follows:
• A degree d is chosen from the degree distribution Λ(x).
• Then d random check nodes are chosen which constitute the neighbors of the message
node.
The symbol P(Λ(x),n,r) denotes for the ensemble of bipartite graphs which are deﬁned
as above. Let ζ be a random bipartite graph in the ensemble P(Λ(x),n,r). The upper
bound of the probability P that ζ has a maximal stopping of size s is calculated in [41]2.2.3. Raptor Codes 20
and approximately equals to:
P =

 n
s


r  
z=0
Pz(s,t)

 
 



1 −
 
d
Λd

 r − z
d



 r
d



 
 



n−s
, (2.10)
where Pn(z,t) is the probability that the graph ζ has z check nodes of degree zero and t
check nodes of degree one. Pn(z,t) is deﬁned as follows:
P0(r,0) = 1,
P0(z,t) = 0 for (z,t)  = (r,0),
Pn+1(z,t) =
 
l,k
Pn(l,k)  
 
d
Λd

 l
l − z



 k
k + l − z − t



 r − l − k
d − k − 2l + 2z + t



 r
d


for n ≥ 0 (2.11)
We can describe the encoding and decoding of the Raptor code by using the matrix
interpretation. The encoding process for a Raptor code is the process of performing
multiplications of matrices with vectors and solving sets of equations. All coeﬃcients of
involved matrices are binary having values of zero or one. The vectors are vectors of
packets, they contain binary vectors and considered as row vectors. Assuming that from
the above random bipartite graph ζ we can calculate the generator matrix G[k×n] of the
pre-code C. Let x denote a row vector consisting of the input packets {x1,    ,xK} and
y denote the vector of intermediate packets. The pre-encoding step of the Raptor code
corresponds to the multiplication (y = x G[k×n]). Each output packet of the Raptor code
is created from the intermediate packets by sampling independently from the distribution
Ω(x). The output packet is calculated as a scalar product of (v   yT), where v is called as
the vector corresponding to the output encoded packets. For any given set of N output
encoded packets there is a corresponding matrix S[N×n] in which the rows are the vectors
corresponding with the output encoded packets. Hence, we have a set of equations as
follows:
S   x   G = zT, (2.12)2.2.4. Systematic Raptor Codes 21
where z is the column vector of ﬁnal output encoded packets {z1,    ,zN} of the Raptor
code. The decoding process of the Raptor code is the solving process the set of equa-
tions 2.12.
When designing the Raptor code we need to consider some aspects as follows:
• Raptor codes require storage for the intermediate packets generated by the pre-
code. Hence, when designing Raptor codes we need to consider about the space of
the memory to store the intermediate packets.
• The overhead of Raptor codes is a function of the decoding algorithm used, and is
deﬁned as the number of output packets that the decoder needs to collect in order
to recover the input packets with high probability. The overhead of Raptor codes
equals [(1 + ǫ)   k], where k is the number of input packets.
• The cost of Raptor codes is the cost of encoding process and two decoding processes
that are the pre-code and Luby transform decoding processes.
2.2.4 Systematic Raptor Codes
One of the disadvantages of Luby transform codes and Raptor codes is that these codes are
not systematic codes. This means that the input packets are not necessarily reproduced
by the encoder. The systematic Raptor code was designed for the sake of attaining better
Packet Error Ratio (PER) performances. A Raptor code with parameters [K,C,Ω(x)]
has a reliable decoding algorithm of overhead (1 + ǫ). Let n denotes the block length of
the pre-code C. The encoder having input packets {x1,    ,xK} and the corresponding
indices (i1,    ,iK) creates the encoded packets {z1,    ,zK(1+ǫ)}. The encoded packets
{zi1,    ,ziK}, which have the indices (i1     ,iK), are the systematic packets. The out-
put encoded packets having the indices (iK+1,    ,iK(1+ǫ)) are the non-systematic pack-
ets. Firstly, the systematic packets (i1,    ,iK) are calculated and this process yields
an invertible binary matrix R having a size of (K × K). These packets are created by
sampling [K   (1 + ǫ)] times from the distribution Ω(x) independently to obtain vectors
{v1,    ,vK(1+ǫ)} and applying the decoding algorithm to these vectors. The matrix R is
the product of the matrix A of S consisting of rows {vi1,    ,viK} and a generator matrix
G of the pre-code C, where S having rows which are the vectors of the encoded packets.
These vectors also used to create the ﬁrst [K  (1+ǫ)] output packets of the systematic en-
coder. The intermediate packets yi are created from the input packets (x1,    ,xK) using2.2.4. Systematic Raptor Codes 22
the generator matrix R. The output packets contain the input packets (x1,    ,xK) at the
systematic positions. Hence, the decoding process has two steps, the ﬁrst step is decoding
the intermediate packets from the received packets and the second step is decoding the
source packets from the intermediate packets. The matrix R and the systematic indeces
are calculated by the following algorithm:
• A Raptor code having parameters [K,C,Ω(x)] and a positive real number ǫ.
• Sampling [K (1+ǫ)] times independently from the distribution Ω(x) to obtain vector
v.
• Calculating the matrix S having rows which are vectors v and the product (S   G).
• Using Gaussian elimination to calculate the indeces (i1,    ,iK) such that the com-
ponent matrix R of (S  G) is an invertible matrix and calculating R−1. If the rank
of (S   G) is smaller than K then the process stops.
• Outputting the row vector {v = (v1,    ,vK(1+ǫ))}, the indices (i1,    ,iK) and the
invertible R.
The probability of failure to decoding the Raptor code equals the probability of failure of
the above process. The product of (S G) can be calculated with O(N2 K) operations. the
invertible matrix R and the indeces (i1,    ,iK) can be calculated by Gaussian elimination
with O(K3). The cost L(S−1) for calculating S−1 equals O(K2) for any (K × K) matrix.
The multiplication (x R) can be implemented by ﬁrstly multiplying (x G) to obtain the
vector y and then multiplying vector v with yT. Hence, the cost L(R) is upper bounded
by [(1 + ǫ)Ω′(1) + γ + o(1)], where γ is the cost of encoding of the pre-code C and o(1) is
a function, which will approach 0 if K increases to inﬁnity. We can summarize the total
cost of the encoding and decoding processes of the systematic Raptor code as follows:
• The probability of failure to decode of the Raptor code equals the probability of
failure to implement the process to calculate the invertible matrix and indeces at
the encoding process.
• The cost to calculate matrix R equals O(K3 + N2K) operations.
• The cost L(R−1) to calculate the inverted matrix R−1 equals O(K2)2.2.4. Systematic Raptor Codes 23
• the cost L(R) is bounded by [(1+ǫ)Ω′(1)+γ +o(1)] at high probability, where γ is
the cost of encoding process of the pre-code C and o(1) is a function approaching 0
when K approaches inﬁnity.
The encoding and decoding processes of the systematic Raptor code are summarized as
bellows:
• The encoding process of the systematic Raptor code can be described by the following
algorithm:
* Input packets X = (x1,    ,xK).
* Calculate the vector {y = (y1,    ,yK)} from the equation (y = X   R−1).
* Encoding y by using the generator matrix G of the pre-code C to obtain a
vector {u = (u1,    ,uN)} by the equation (u = y   G).
* Calculating {zi = vi   uT} , where (1 ≤ i ≤ K + ǫ).
* Generating the output packets {zK(1+ǫ)+1,zK(1+ǫ)+2,   } by applying the LT
code encoding process with parameters [K,Ω(x)] to the vector u.
* The ﬁrst K position of the output encoded packets are systematic packets
• The decoding process of the systematic Raptor code is implemented as follows:
* The received encoded packets are {z1,    ,zm}, where m = K(1 + ǫ).
* Decoding the received encoded packets using the decoding algorithm applied
for the original Raptor code to obtain the intermediate packets {y1,    ,yK}.
Stop if the decoding of the original Raptor code is not successful.
* Calculating {x = y   R}, where {x = (x1,    ,xK)} and {y = (y1,    ,yK)}.
Fig. 2.9 is an example of the Tanner graph of a systematic Raptor code having two stages,
where the ﬁrst stage is the LDPC graph and the second is the LT graph. The matrix
R, G and S deduced from Fig. 2.9 are portrayed in Fig. 2.10, Fig. 2.11 and Fig. 2.12,
respectively. The degree distribution of the LT code used in this systematic Raptor code
is deduced from Fig. 2.9 as follows:
Ω(x) = 0.125x + 0.125x2 + 0.25x3 + 0.5x4. (2.13)
With the aid of Fig. 2.9 we can describe the encoding process of this systematic Raptor
code as follows:2.2.4. Systematic Raptor Codes 24
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Figure 2.9: An example of the systematic Raptor code having two stages.
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Figure 2.10: The invertible matrix R.
• The encoding process of the systematic Raptor code portrayed in Fig. 2.9 is imple-
mented as follows:
– Input packets (x1,    ,x6), in this case the number of source packets K=6.
– The matrix R6×6 plotted in Fig. 2.10 is the unity matrix. Hence, in this case
R−1=R.
– Calculating the vector intermediate {y = (y1,    ,y6)} by the given equation
(y = x   R−1). In this case, we have {y = (y1,    ,y6)} ≡ {x = (x1,    ,x6)}.
– Encoding the vector y to receive the vector {u = (u1,    ,u9)} by the equation
(u = y   G), where N = 9 and G6×9 is portrayed in Fig. 2.11.
– Calculating {zi = vi   uT} , where (1 ≤ i ≤ 9), ǫ= 3, vi denotes the elements of
rows of the matrix plotted in Fig. 2.12.
* Generating the output packets {z10,z11,z12,z13,z14} by applying the LT code
encoding process with parameters [6,Ω(x)] to the vector u, where Ω(x) in (2.13)
is the degree distribution of the LT code.2.2.5. Degree Distributions 25
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Figure 2.11: The generator matrix G of the precode LDPC.
1
0
0
0
0
0
0
1
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
1
0
1
0
1
1
0
1
0
1
0 0 0 0
1
0
1
0
1
0 0
1 1 1
Figure 2.12: The matrix having rows which correspond to the vectors {vi}, where
i = (1,    ,9).
The cost of decoding process of the systematic Raptor code equals [α(1+ǫ)+β+γ+o(1)],
where α is the cost of encoding process, β is the cost of original Raptor decoding process,
γ is the encoding pre-code cost and o(1) is a function approaching to 0 when K increases
to inﬁnity [11], [42].
2.2.5 Degree Distributions
There are four diﬀerent types of degree distributions, which have to be analysed, when we
design Luby Transform and Raptor codes. These are the Robust Soliton Degree Distribu-
tion (RSDD) [10], the Poisson Degree Distribution (PDD) [11] and the degree distribution
of Low Density Parity Check codes used as the pre-code of the Raptor code and the All-
At-One Distribution (AAOD) [36]. In this Section we analyse the RSDD, PDD and AAOD
distributions.2.2.5. Degree Distributions 26
2.2.5.1 Robust Soliton Degree Distribution
As we known an appropriate choice of the degree of distribution is crucial in the design of
LT codes for the sake of maintaining a low PER [10], [36]. Every source packet must have
at least one edge leading to the received packet, where an edge is deﬁned as the connection
in Fig. 2.6, indicating the reception of a source packet which was LT-encoded using the
time-variant generator matrix deﬁned for the corresponding packet interval. Ideally, upon
the successful reception of a packet, a new self-contained degree-one received packet should
appear for the sake of avoiding having redundant packets. This objective is achieved by
the ideal soliton distribution of [39]
ρ(d) =



1/K for d = 1,
1
d(d−1) for d = 2,3,...,K,
(2.14)
which is plotted in Fig. 2.13. However, the above-mentioned ideal behaviour is only
achievable with a certain probability [39]. When no degree-one packet is recovered at any
stage of the consecutive LT-decoding cycles exempliﬁed in Fig. 2.6, the decoding process
will be suspended and therefore the remaining packets cannot be recovered, unless a suﬃ-
ciently high number of redundant packets is received. Hence the so-called robust soliton
distribution was designed by Luby [10] for circumventing this problem by increasing the
expected number of degree-one encoded packets to (S ≡ c   loge(K/δ)
√
K), where the
parameter δ denotes the probability of decoding failure imposed by the lack of a degree-
one packet, while c represents a constant. More explicitly, taking the above-mentioned
parameters into consideration, Luby proposed the improved distribution of [10]:
τ(d) =

        
        
S
K
1
d for d=1, 2, ..., K
S − 1,
S
Klog(S
δ ) for d = K
S ,
0 for d > K
S ,
(2.15)
which is also plotted in Fig. 2.13 as a function of the degree d. Finally, for the sake
of improving both the distributions of (2.14) and (2.15), Luby introduced the so-called
robust soliton distribution  , which is constituted by the superposition of the ideal soliton
distribution ρ(d) and that of (2.15) as [10]
 (d) =
ρ(d) + τ(d)
Z
, (2.16)2.2.5. Degree Distributions 27
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Figure 2.13: The distributions ρ(d) of (2.14), τ(d) of (2.15) for the case of K=10000, c=0.2,
δ=0.05 [10]
where the normalisation factor of the denominator is given by [Z =
 
d ρ(d) + τ(d)],
ensuring that all the probabilities sum to unity. The function  (d) is portrayed in Fig.
2.14. In practice, an LT code is capable of recovering the transmitted ﬁle having K packets,
if it receives about 5% more packets than the number of original source packets K [39],
provided that the channel conditions are adequate. The values of the parameters c and δ
in (S ≡ c loge(K/δ)
√
K) determine the number of packets required for recovering all the
K source packets. For the sake of getting the higher probability to successfully decode
the source packets from encoded packets we can choose other values of δ and c such as
δ = 0.5 and c = 0.1.
The degree of output encoded packets will be higher and the overhead of the LT code also
is required bigger, as seen in Figs 2.15 and 2.16.2.2.5. Degree Distributions 28
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Figure 2.14: The robust distributions  (d) of (2.16) for the case of K=10000, c=0.2, δ=0.05
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Figure 2.15: The distributions ρ(d) of (2.14), τ(d) of (2.15) for the case of K=10000, c=0.1,
δ=0.5 [10]2.2.5. Degree Distributions 29
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Figure 2.16: The robust distributions  (d) of (2.16) for the case of K=10000, c=0.1, δ=0.5
2.2.5.2 Poisson Soliton Degree Distribution
The PDD used for the LT component code of raptor codes in [11], [42] and [42] is deﬁned
as follows:
Ωd(λ) =



  λ
1+    1
Ω(λ) for d = 1,
λd
d(d−1)   1
Ω(λ) for d = 2,3,...,D,
(2.17)
where d is the variable degree, (D + 1) is the maximum degree and [D =
4(1+ε)
ε ], ε is
the real number bigger than zero, λ is the real number and {λ ∈ [δ,1]}, (δ = 1
D) and
[  = (ε
2) + (ε
2)2]. The function Ω(λ) is deﬁned as follows
Ω(λ) =
1
1 +  
(    λ +
λ2
1   2
+
λ3
2   3
+     +
λD
(D − 1)   D
+
λD+1
D
), (2.18)
Fig. 2.17 and Fig. 2.18 show examples of the Poisson Distribution function used in [11]
For the sake of analysing the performance of a Raptor code having the LT component
code using the Poisson distribution we analyse the LT in conjunction with the parameters
[K,Ω(λ)], where K is the number of input packets and Ω(λ) is the original generating
function of the above Poisson distribution. From (2.17) we have the average of the degree
of encoded packets is a and is calculated by following equation:
a =
D+1  
d
d   Ωd (2.19)2.2.5. Degree Distributions 30
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Figure 2.17: The Poisson distributions with parameters λ = 1, ε = 0.1
The generating function of the input packet degree distribution can be determined from
the probability Pneighbor of the event that an input packet is the neighbor of exactly l
encoded packets. This probability is calculated as follows:
Pneighbor =
 
N
l
   a
K
 l  
1 −
a
K
 N−l
, (2.20)
where {N = [K   (1 + ε
2) + 1]} is the number of encoded packets. From (2.20), we have
the generating function F of the input packet degree distribution as deﬁned in [11]
F =
 
l
 
N
l
 
  (
a
K
)l   λl   (1 −
a
K
)N−l (2.21)
The LT code, which has the code rate [R = (1 + ε
2)/(1 + ε)], can recover all the source
packets with the erasure probability δ of the BEC channel which is calculated as follows:
δ =
(ε
4)
(1 + ε)
=
(1 − R)
2
, (2.22)
and the cost for its decoding process equals O[K   log(1
ε)] arithmetic operations. With
δ = 0.01, some truncated optimal distributions of Ωd are listed in Table 2.1 as designed
in [11].
From Table 2.1 the generating functions of the Poisson degree distribution having the2.2.5. Degree Distributions 31
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Figure 2.18: The Poisson distributions with parameters λ = 1, ε = 0.5
number of diﬀerent input packets K are expressed correlatively as follows:
Ωd(λ) = 0.007965   λ + 0.493570   λ2 + 0.166220   λ3 + 0.072646   λ4 + 0.082558   λ5 +
0.056058   λ8 + 0.037229   λ9 + 0.055590   λ19 +
0.025023   λ65 + 0.003135   λ66 for K = 65536 (2.23)
Ωd(λ) = 0.007544   λ + 0.493610   λ2 + 0.166458   λ3 + 0.071243   λ4 + 0.084913   λ5 +
0.049633   λ8 + 0.043365   λ9 + 0.045231   λ19 + 0.010157   λ20 +
0.010479   λ66 + 0.017365   λ67 for K = 80000 (2.24)
Ωd(λ) = 0.006495   λ + 0.495044   λ2 + 0.168010   λ3 + 0.067900   λ4 + 0.089209   λ5 +
0.041731   λ8 + 0.050162   λ9 + 0.038837   λ19 + 0.015537   λ20 +
0.016298   λ66 + 0.010777   λ67 for K = 100000 (2.25)
Ωd(λ) = 0.004807   λ + 0.496472   λ2 + 0.166912   λ3 + 0.073374   λ4 + 0.082206   λ5 +
0.057471   λ8 + 0.035951   λ9 + 0.001167   λ18 + 0.054305   λ19 +
0.018235   λ65 + 0.009100   λ66 for K = 120000.
Fig. 2.19, Fig. 2.20, Fig. 2.21, Fig. 2.22 show the Poisson degree distributions which are
designed for diﬀerent numbers of input packets K in Table 2.1.2.2.5. Degree Distributions 32
K 65536 80000 100000 120000
Ω1 0.007969 0.007544 0.006495 0.004807
Ω2 0.493570 0.493610 0.495044 0.496472
Ω3 0.166220 0.166458 0.168010 0.166912
Ω4 0.072646 0.071243 0.067900 0.073374
Ω5 0.082558 0.084913 0.089209 0.082206
Ω8 0.056058 0.049633 0.041731 0.057471
Ω9 0.037229 0.043365 0.050162 0.035951
Ω18 0.001167
Ω19 0.055590 0.045231 0.038837 0.054305
Ω20 0.010157 0.015537
Ω65 0.025023 0.018235
Ω66 0.003135 0.010479 0.016298 0.009100
Ω67 0.017365 0.010777
ε 0.038 0.035 0.028 0.02
a 5.87 5.91 5.85 5.83
Table 2.1: Optimal Truncated Poisson Degree Distribution (TPDD) examples
From any set of (1 + ε/2)   K + 1) output encoded of the LT code with parameters
[K,Ωd(λ)] are suﬃcient to recover at least [(1 − δ)K] input packets by the Belief Propa-
gation (BP) decoding with the error probability of at most e−cK, where K is the number
of input packets, c is a positive real number and depends on ε and [δ =
( ε
4)
(1+ε)]. We can
prove it by considering a set of [(1 + ε/2)   K + 1] output packets from the LT encoder
which associates to a graph deﬁned by the LT generator matrix. This graph is a random
graph with degree distributions ν(λ) and ω(λ) corresponding to the input and output
packets,respectively. The above statement will is valid if and only if:
ν(1 − ω(1 − λ)) < λ, (2.26)
with λ ∈ [δ,1] as shown in [1]. If an LT code has parameters [K,Ω(λ)] we have the degree
distribution of the output encoded packets [ω(λ) =
Ω′(λ)
Ω′(1)] and the degree distribution of the
input packets ν(λ) is based on the generating function
  
l
 N
l
 
  ( a
K)l   λl   (1 − a
K)N−l
 
as
calculated in (2.20), where a is the average degree of an output packet and N equals to:
[N = K(1 + ε/2) + 1]. (2.27)2.2.5. Degree Distributions 33
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Figure 2.19: The truncated Poisson distributions with parameters K = 65536, ε = 0.038
We can re-write the generating function of the input packet degree distribution ν(λ) as
follows:
 
l
 
N
l
 
 (
a
K
)l λl (1−
a
K
)N−l =
 
1 −
a(1 − λ)
K
 N
=
 
1 −
a(1 − λ)
K
 (1+ε/2) K+1
. (2.28)
As seen in (2.28), the input packets ν(λ) are normalized with respect to λ, so that we have
[ν(1) = 1]. Hence, ν(λ) equals to:
ν(λ) =
 
1 −
a(1 − λ)
K
 (1+ε/2) K+1
, (2.29)
where we have the inequality [(1 − n
m)m < e−n]1 with (n ≤ m). Hence, we can write:
ν(1 − ω(1 − λ)) < e−(1+ε/2)ω(1−λ) = e−(1+ε/2)Ω′(1−λ). (2.30)
In order to prove (2.26), we will show that [e−(1+ε/2)Ω′(λ) < 1 − λ] with {λ ∈ [0,1 − δ]}.
We have the ﬁrst order derivative Ω′(λ) in the form of:
Ω′(λ) =
1
  + 1
 
  + λ +
λ2
2
+     +
λD−1
D − 1
+
(D + 1)   λD
D
 
=
1
  + 1
 
  − ln(1 − λ) + λD −
∞  
d=D+1
λd
d
 
. (2.31)
1If (2.26) is satisﬁed, the graph constituted by the degree distributions ν(d) and w(d) is a random graph.
The random characteristic of the graph deﬁned by the LT generator matrix determines the decoding ability
of the LT code [11].2.2.5. Degree Distributions 34
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Figure 2.20: The truncated Poisson distributions with parameters K = 80000, ε = 0.035
We also recognise that:
λD >
∞  
d=D+1
λd
d
for λ ∈ [0, 1 − δ]. (2.32)
To prove (2.32) we have to prove the following inequality:
∞  
d=D+1
λd−D
d
< 1. (2.33)
The left side of the above inequality is monotonically increasing, so to prove it we only
have to prove that it is true at a certain value of λ. Hence we opted for providing it at
(λ = 1 − δ) with [δ = ε
4 (1+ε)]. Then from (2.32) we have:
∞  
d=D+1
(1 − δ)d−D
d
<
1
D + 1
∞  
d=1
(1 − δ)d
=
1 − δ
(D + 1)   δ
≤
4 + 3ε
ε
 
ε
4 + 5ε
< 1. (2.34)
From (2.31), (2.33) and (2.34) we have:
Ω′(λ) >
  − ln(1 − λ)
  + 1
. (2.35)2.2.5. Degree Distributions 35
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Figure 2.21: The truncated Poisson distributions with parameters K = 100000, ε = 0.028
Hence we arrive at:
e−(1+ε/2)Ω′(λ) < e−(1+ε/2) /(1+ )(1 − λ)(1+ε/2)/(1+ε). (2.36)
With {λ ∈ [0,1 − δ]} and (  > ε/2) Inequality (2.36) is satisﬁed. Hence, the right of
Inequality (2.35) is smaller than 1. This means Inequality (2.26) has been proven.
2.2.5.3 All-At-One Degree Distribution
The All-At-One Degree Distribution (AAODD) has the function of the distribution is
ρ(1)= 1. This corresponds to generating each encoding packet by selecting a random source
packet and copying its value to the LT-encoded packet. The analysis of the classical balls
and bins [10], [36] process implies that K   ln(K/δ) encoded packets are needed to cover
all K source packets with probability p at least p = (1 − δ) with respect to the AAODD.
This result can be easily modiﬁed to show that for this distribution the number of XOR
operations must be at least K  ln(K/δ) to recover all source packets. Hence, although the
total number of XOR operations with respect to the AAODD is minimal, but the number
of encoded packets required to recover the K source packets is an unacceptable ln(K/δ)
times bigger than the number of the source packets [36].2.3. Chapter Conclusions 36
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Figure 2.22: The truncated Poisson distributions with parameters K = 120000, ε = 0.02
2.2.5.4 Conclusions
The degree distributions decides the Package Error Ratio (PER) as well as the complexity
of both LT codes and Raptor codes. When LT codes or Raptor codes use the Poisson
distributions, their complexity will reduce but their PER performances also decrease. In
contrast, when using the Robust Soliton Degree Distribution (RSDD), the PER perfor-
mances of LT codes and Raptor codes are improved, but their complexity will increase
due to the high density of this degree distribution.
2.3 Chapter Conclusions
For the sake of analysing the history as well as the LT encoding and decoding algorithms,
we did analyse several related erasure codes such as Tornado codes, linear random codes
and Raptor codes. Actually, wherein the encoding and decoding mechanism of LT codes
is based on the Tornado codes and linear random codes. Both LT codes and the above
erasure codes create encoded packets by adding XOR randomly the source packets based
on a generator matrix. This generator matrix is generated from the diﬀerent mechanisms
according to diﬀerent erasure codes. For Tornado codes, the generator is created by using2.3. Chapter Conclusions 37
the cascade graph as analysed in Section 2.1.1. Linear random codes create the random
generator for their encoding process, while LT and Raptor codes generate the generator
matrix by using the diﬀerent degree distribution functions as mentioned in Section 2.2.5.
The decoding method of LT codes termed as the erasure decoding, which is proposed for
Tornado codes, starts by choosing the received degree-one packets for replacing the source
packets’s values and erasing the related edges in the Tanner graph. Analysing Raptor
codes help us extend our research for designing the combination structure of LT codes
with other channel codes such as LDPC, G-LDPC to improve their BER performances.
The designs of LT codes and their PER and BER performances in diﬀerent communication
schemes will be presented in Chapter 3.Chapter 3
Hard-Bit Decoding Algorithms of
Luby Transform Codes
3.1 Iterative Decoding of LT Codes and BICM
3.1.1 Improved Robust Soliton Degree Distribution
An appropriate choice of the degree of distribution is crucial in the design of LT codes for
the sake of maintaining a low Packet Error Ratio (PER). For example, the LT decoding
process was shown in Fig. 2.6. Recall that every source packet must have at least one
edge leading to the received packets, where an edge is deﬁned as a connection seen in
Fig. 2.6, indicating the reception of a source packet which was LT-encoded using the time-
variant generator matrix deﬁned for the duration of the corresponding packet interval.
Ideally, upon the successful reception of a packet, a new self-contained degree-one received
packet should appear for the sake of avoiding the transmission of an excessive number of
redundant packets1. This objective is achieved by the ideal soliton distribution of [39]
described by:
ρ(d) =



1/K for d = 1,
1
d(d−1) for d = 2,3,...,K,
(3.1)
1More explicitly, if the degree distribution of the code fails to sastify this requirement, an unnecessarily
high number redundant packets may be required for ensuring that there is always a degree-one packet
facilitating the next decoding step
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which is plotted in Fig. 3.1. However, the above-mentioned ideal behaviour is only achiev-
able with a certain probability [39]. When no degree-one packet is recovered at any stage
of the consecutive LT-decoding cycles exempliﬁed in Fig. 2.6, the decoding process will
be suspended and therefore the remaining packets cannot be recovered, unless a suﬃ-
ciently high number of redundant packets is received. Hence the so-called robust soliton
distribution was designed by Luby [10] for circumventing this problem by increasing
the expected number of degree-one encoded packets in a controlled manner to a value of
S ≡ [c  loge(K/δ)
√
K], where the parameter δ denotes the probability of decoding failure
imposed by the lack of a degree-one packet, while c represents a constant. More explicitly,
taking the above-mentioned parameters into consideration, Luby proposed the improved
distribution of [10]:
τ(d) =

        
        
S
K
1
d for d=1, 2, ..., K
S − 1,
S
Klog(S
δ ) for d = K
S ,
0 for d > K
S ,
(3.2)
which is then amalgamated with the Ideal Soliton Degree Distribution (ISDD) of (3.1)
yielding the Robust Soliton Degree Distribution (RSDD) is given as follows:
 (d) =
ρ(d) + τ(d)
Z
, (3.3)
where the normalisation factor of the denominator is given by [Z =
 
d ρ(d) + τ(d)],
ensuring that all the probabilities sum to unity. The function ρ(d) and τ(d) of the RSDD
is characterized in Fig. 3.2. In this section, we propose an Improved Robust Degree
Distribution (IRDD). Referring to Luby’s robust soliton distribution characterized in
Fig. 3.2, we observe that there exist some degree distributions, which have such a low
probability Pdi that the number of packets given by the the product of Pdi and K′ may
be less than one, indicating the potential absence of packets having these degrees, where
K′ = K + E and E denotes the overhead of the LT code. It is undesirable to invoke
this particular distribution in the computation of the LT encoder’s generator matrix G.
Therefore, in some cases Luby’s robust soliton distribution deﬁned by (3.3) may lead
to premature decoding abortion and a concomitant loss of packets during the decoding
process, unless the number of redundant packets is suﬃciently high which in turn requires
that the size of the ﬁle to be transmitted must be large. When the decoding process
is suspended due to the absence of a degree one packet, we need more received packets3.1.1. Improved Robust Soliton Degree Distribution 40
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Figure 3.1: The distributions ρ(d) of (3.1), τ(d) of (3.2) for the case of K=10,000, c=0.2, δ=0.05
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Figure 3.2: The robust distributions  (d) of (3.3) for the case of K=10,000, c=0.2, δ=0.05.3.1.1. Improved Robust Soliton Degree Distribution 41
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Figure 3.3: The improved robust distributions for the case of K=10,000, c=0.2, δ=0.05.
for recovering all source packets. In view of this, let us consider the case, when we have
(Pdi K′ <1) in Luby’s robust soliton distribution. Our novel proposition is to improve
the distribution’s behaviour by introducing an extra factor of:
ν =
K  
d=2
 (d)   K′; (3.4)
for the sake of creating a more beneﬁcial degree distribution, where di represents the
degree-i term of the distribution, satisfying the following conditions



(
1
d(d−1)+ S
K  1
d
Z )   K′ < 1 for 2≤d≤K
S −1,
1
d(d−1)   K′
Z < 1 for (K
S +1)≤d≤K.
(3.5)
Finally, the Improved Robust Soliton Degree Distribution (IRSDD) is deﬁned as follows.
D(d) =

         
         
0 d = 0,
1+S+ν
Z K if d = 1,
1
Z
 
1
d(d−1) + S
K   1
d
 
if 2 ≤ d < K
S ,
S
Z K
 
logS
δ + 1
(K
S −1)
 
if d = K
S ,
1
Z
 
1
d (d−1)
 
for K > d > K
S
(3.6)
We determine the parameter ν with the aid of the set of inequalities given by (3.5), so
that we maximize the relative frequency of having packets of degree-one, because this3.1.1. Improved Robust Soliton Degree Distribution 42
allows us to recover the source packets from a single received packet. In other words,
the degree-one packets’ reception probability was ignored by the original robust soliton
distribution [10] [39] [43], which was now taken into account by our improved robust distri-
bution. The measure of increasing the relative frequency of degree-one packets has however
not only beneﬁts, but also disadvantages. The main beneﬁt is that a degree-one packet is
self-contained and hence may be decoded without reference to any other received packets.
By contrast, the disadvantage is that it contains less information about other received
packets in comparison to higher-degree packets. Hence it may neither be used to recover
other packets nor be recovered from other packets. Fig. 3.4 and Fig. 3.5 characterize the
improved robust distribution. When using Luby’s robust soliton distribution of [39] and
the LT coding scheme characterized in Fig. 50.4 of [39], approximately 12,000 packets
were required for recovering 10,000 packets with the probability of at least (1 − δ) [39].
By contrast, the number of packets required was reduced to about 10,800, when using the
improved robust distribution. Having characterized the proposed degree distribution, let
us now focus our attention on the advocated system architecture.
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Figure 3.4: IRSDD based LT code speciﬁed in Fig 50.4 of [39] for c=0.1 and δ=0.5. The
actual number of packets N required to recover the original source ﬁle of size K=10,000
packets is given by the product of K and the abscissa value.3.1.2. Serially Concatenated LT Coding and BICM-ID 43
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Figure 3.5: IRSDD based LT code speciﬁed in Fig 50.4 of [39] for c=0.03 and δ=0.5. The
actual number of packets N required to recover the original source ﬁle of size K=10,000
packets is given by the product of K and the abscissa value.
3.1.2 Serially Concatenated LT Coding and BICM-ID for the Wireless
Internet
In Bit Interleaved Coded Modulation (BICM) the coding and modulation schemes were
jointly optimized for the sake of attaining the best possible performance when commu-
nicating over fading wireless communication channels. The iterative decoding scheme of
BICM (BICM-ID) invoking an appropriate bit-to-symbol mapping strategy enhances its
achievable performance in both AWGN and Rayleigh channels. BICM-ID may be con-
veniently combined with Luby Transform (LT) codes, which were designed for handling
packetized wireless Internet data traﬃc in erasure channels without retransmitting the
corrupted packets. By jointly designing a serially concatenated LT-BICM-ID code, an
inﬁnitesimally low Bit Error Ratio (BER) is achieved for Eb/N0 in excess of 7.5dB over
wireless Internet type erasure channels contaminated by AWGN. In both wireless and
wired Internet based data communication, each data ﬁle is transmitted in terms of small
packets. In the Medium Access Control (MAC) layer, an ACKnowledgment (ACK) mech-
anism is used for requesting the source to retransmit lost or corrupted packets. Under
hostile channel conditions, the retransmission overhead may become excessive, especially3.1.2. Serially Concatenated LT Coding and BICM-ID 44
when using header-compression for reducing the extra overhead imposed by the Internet
Protocol (IP). After the reception of an error-infested IP header, an uncompressed header
has to be transmitted. Therefore in hostile wireless channel conditions the employment of
the IP header compression and retransmission mechanism may substantially increase the
transmission overhead and hence may in fact reduce the eﬀective throughput.
For the sake of addressing these wireless Internet design problems, in this treatise
we propose a rather diﬀerent solution. The Internet packet may consist of a number of
symbols, where each symbol contains a certain number of bits. These individual bits would
be transmitted in terms of symbols over the wireless channel after the modulation. An
error correcting code is employed for the sake of recovering the original symbols. However,
to avoid the employment of a retransmission mechanism, in addition to using redundant
data symbols for FEC coding, the source may transmit a limited number of redundant
data packets, which helps to recover the original data ﬁle, even if the FEC code failed to
remove all errors in some of the packets. Our design objective is then to minimize the
number of redundant packets required for the complete recovery of the original data ﬁle,
rather than aiming for the highest possible coding rate, which is the design objective of
classic FEC codes. The associated design trade-oﬀ is that the number of corrupted packets
can be reduced by reducing the code-rate of the FEC scheme, which clearly imposes a
higher burden on the packet-recovery scheme. Our ultimate goal is hence to minimize
the total redundancy imposed by both FEC and LT coding, while maximizing the overall
integrity. Serially concatenated and iteratively detected coded modulation schemes are
capable of attaining a near-capacity performance and hence in the proposed system Bit
Interleaved Coded Modulation using Iterative Decoding (BICM-ID) is combined with a
LT code [10] [36] [39] .
Again, LT codes were proposed by Luby [10] based on the philosophy of the so-called
Fountain codes [36] which were ﬁrst proposed for the sake of reliably transmitting data
ﬁles over the Ethernet-based Internet. The ﬁles are assumed to be constituted by K
information packets, each containing n bits. For the sake of reliably recovering the original
data ﬁle, (K′=K+E) encoded data packets have to be transmitted, where E is the number
of redundant packets that has to be as low as possible.
BICM was proposed by Zehavi [44] for transmission over wireless fading channels. It
invokes both a non-systematic convolutional code as well as independent interleavers for
each of its bit. The bit interleavers assist in minimizing the eﬀects of bursty errors as3.1.2. Serially Concatenated LT Coding and BICM-ID 45
well as maximizing the attainable time-diversity order. Combining BICM with iterative
decoding [45] leads to an improved performance for BICM-ID over both AWGN as well
as Rayleigh channels. For more detail about the architecture of BICM-ID please refer to
Appendix A. When using n original uncoded information bits per symbol, the number of
coded BICM-ID output bits becomes (m = n + 1). Assuming that the packets contain P
number of symbols and that no tail bits are used by the BICM-ID scheme, we have a total
of P.n number of bits in the LT source packets and the total rate of the LT-BICM-ID
code becomes (r=Kn/K′m). Fig. 3.6 illustrates the structure of the source packets as
well as the encoded packets employed in the LT-BICM-ID scheme. Fig. 3.7 brieﬂy out-
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Figure 3.6: (a) Structure of the source packets before LT coding. (b) Structure of the BICM-ID
encoded packets.
lines the design of our system, where the LT scheme is the outer code and the BICM-ID
arrangement is the inner code. Our investigations are based on (P.n=165) bits per orig-
inal source packet, which is similar to the 164-bit packet size of a transport multimedia
service packet in the Time DiVision Duplex (TDVD) mode of the Third-Generation (3G)
wireless system [46]. The success or failure of a packet is decided on the basis of Cyclic
Redundancy Check (CRC) detection [46]. We transmitted a total of (K=104) source
packets corresponding to 1,650,000 bits. The number of ’parity’ packets was 3,000, ren-
dering the total number of received packets (N=13,000). The BICM-ID encoder’s output
has (m = n + 1=3+1=4) encoded bits per symbol and therefore each packet consists of3.1.2. Serially Concatenated LT Coding and BICM-ID 46
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Figure 3.7: System structure of the proposed LT-BICM-ID scheme. The corresponding
transmission frame structure is seen in Fig. 3.6 and the associated system parameters are
summarized in Table 3.1.
(P=165/3=55) 16QAM symbols. Hence the size of the BICM-ID encoded packet trans-
mitted over the wireless channel is constituted by (165x4/3 = 220) bits/packet. Each
symbol is modulated using 16QAM and transmitted over an AWGN channel, where ran-
dom data bits are assumed to be erased by the Internet modelled by the BEC. The received
packet is demodulated and decoded at the receiver. The eﬀective code rate of our system
is [r=K.n/K′m=(10,000x3)/(13,000x4)=30,000/52,000=15/26]. The erasure channel im-
poses a packet erasure probability of (Pe=0.1). The family of LT codes has been originally
designed for channels prone to packet loss, such as the Internet, where each packet can
be readily identiﬁed by its packet ID. These channels are often referred to as ’erasure’
channels. However, in order to correctly identify an erased packet, we have to make the
assumption that the LT encoder and the LT decoder are perfectly synchronized and hence
are capable of identifying the lost packet’s ID. At the demodulator, the depacketized bits
RS codes C(7,3,2)
LT codes C(10,000, 13,000)
LT-BICM-ID codes C(30,000, 52,000)
BEC erasure probability 0.1
Modulation 16QAM
Number of source packets K 10,000
Number of transmitted packets K′ 13,000
Number of bits per source packets P.n 165
Table 3.1: System parameters of the concatenated LT-BICM-ID scenario.3.1.3. Simulation Results 47
are converted to soft bit values that are fed into the BICM-ID MAP decoder [30], which
feeds the output extrinsic information constituting the a priori information to the input of
the symbol-to-bit demapper seen at the input of the BICM-ID scheme in Fig. 3.7. We used
Set Partitioning (SP) based mapping [45] for the sake of achieving an iteration gain as the
beneﬁt accruing from having a maximized Euclidean distance amongst the BICM constel-
lation points. The BICM-ID-decoded hard-decision bits are then used as the input bits of
the LT decoder in Fig. 3.7. Since a message-passing LT decoding algorithm is used [36],
an excess number of errors found in the received packets may inﬂict error propagation and
subsequently might degrade the reliability of the neighbouring check nodes, potentially
imposing a low LT decoding performance. The output of the BICM-ID decoder ensures
that the overwhelming majority of the erroneous bits has been corrected, hence reducing
the probability of error propagation.
3.1.3 Simulation Results
These results were extracted from Fig. 3.8 and 3.9. Reed-Solomon (RS) codes [30] have
been widely used for transmission over erasure-type channels before the introduction of
Fountain codes [36]. Fig. 3.8 shows the BER performance of the RS (7,3,2) code, the
LT (13,000, 10,000) code and the proposed LT-BICM-ID (30,000, 52,000) code, when
communicating over the BEC contaminated by AWGN, as shown in Fig. 3.7. Again, the
source ﬁle was constituted by (K=10,000) packets and a total of (K′=13,000) packets
were transmitted. As it transpires from Fig. 3.8, the stand-alone RS or LT code does
not perform well, when communicating over the BEC contaminated by AWGN. The BEC
employed has an erasure probability of 0.1. The LT-BICM-ID code also has a high BER for
Eb/N0 values below 7.4dB, which however signiﬁcantly improves above this point, as seen
in Fig. 3.8. This indicates that for Eb/N0 > 7.4dB, the BICM-ID decoder becomes capable
of correcting most of the bits in the P=55-symbol packets and the resultant number of
corrupted bits becomes suﬃciently low for the LT decoder to correct them.
Fig. 3.8 also portrays the BER performance of the LT-BICM-ID scheme in conjunction
with diﬀerent number of inner BICM-ID iterations. The 2-iteration aided LT-BICM-ID
code having eight states is only capable of achieving an inﬁnitesimally low BER perfor-
mance for Eb/N0 values above 8.8dB, which is almost 1.5 dB higher than the corresponding
threshold Eb/N0 of the 10-iteration based inner code. This illustrates that as the inner
code’s error correcting capability improves, a higher fraction of error-free bits is passed to3.1.3. Simulation Results 48
the LT decoder, hence enhancing the overall BER performance of the system.
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Figure 3.8: BER versus Eb/N0 performance of the rate 15/26, 10/13 and 3/7 of LT-BICM-ID,
LT and RS codes communicating over the BEC having Pe = 0.1 contaminated by AWGN, when
using 16QAM. The BICM-ID scheme dispensing with LT coding was not included here, because
at Pe = 0.1 it would have a high error ﬂoor.
Fig. 3.9 further characterizes a range of various LT-BICM-ID codes communicating
over the BEC contaminated by AWGN and having diﬀerent degree distributions [10]. For
the general Poisson distribution, the degree of transmitted packets is deﬁned by a function
given in [10] as:
ΩD(x) =
1
  + 1
 
 .x +
x2
1.2
+
x3
2.3
+ ... +
xD
(D − 1).D
+
xD+1
D
 
, (3.7)
where D=[
4(1+ǫ)
ǫ ] and  =(ǫ/2) + (ǫ/2)2 and ǫ is deﬁned as a small positive real-valued
number.
We further investigated the truncated Poisson 1 (Ω1) [11], the truncated Poisson 2 (Ω2)
[11], and the robust degree distributions, where the Poisson degree distributions [11] were
used for the sake of reducing the number of corrupted bits inﬂicted by the AWGN channel
at low Eb/N0 values. Here, we employed the truncated Poisson distributions, which were3.1.3. Simulation Results 49
deﬁned as follows [11] :
Ω1(d) = 0.007969d1 + 0.5161d2 + 0.166220d3 + 0.072646d4 + 0.082558d5 + 0.056058d8 +
0.037229d9 + 0.055590d19 + 0.025023d65 + 0.003135d66;
Ω2(d) = 0.007544d1 + 0.5033d2 + 0.166458d3 + 0.071243d4 + 0.084913d5 + 0.049633d8 +
0.043365d9 + 0.045231d19 + 0.010157d20 + 0.010479d66 + 0.017365d67, (3.8)
where dn represents the degree order of each of the above items. The robust degree dis-
tribution proposed in Section 3.1.1 of this scenario was used. Fig. 3.9 demonstrates that
the Poisson degree distribution Ω1 exhibited the worst BER performance, resulting in a
constant BER around 6x10−2 for Eb/N0 values in excess of 7 dB. The BER performance
of the Ω2 degree distribution was slightly better in Fig. 3.9 due to its higher mean degree
of ﬁve as opposed to the average degree of 4.63 for the Ω1 distribution. Above the Eb/N0
of 7dB, all the Poisson distribution based LT-BICM-ID schemes are seen in Fig. 3.9 to
maintain a constant BER with no further improvement in their error correction capability.
This is due to the lack of connecting edges between the LT-coded packets and the source
packets in the corresponding Tanner graph. In other words, the average packet degree
is insuﬃciently high for recovering, i.e. ﬁlling the packets chopped by the erasure chan-
nel. The LT-BICM-ID scheme associated with the robust distribution of Section 3.1.1,
is however seen in Fig. 3.9 to be capable of correcting all the errors, when the Eb/N0
reaches 7.5dB, since it contains a higher number of Tanner graph connections between
the LT-coded packets and the source packets, which assists in correcting more erroneous
packets. As the decoding process continues, we may encounter a lack of degree one con-
necting edges, thus forcing the decoding process to halt prematurely. This explains the
phenomenon observed in Fig. 3.9, namely that the BER performance no longer improves
upon increasing the Eb/N0 for any of the Poisson distribution based LT-BICM-ID schemes
above Eb/N0=7dB.
We further investigate the performance of our proposed robust distribution compared
to the original robust distribution of [36] in conjunction with the same value of c=0.1 and
δ=0.5. We observe from Fig. 3.9 that the LT-BICM-ID scheme using the original robust
distribution of [36] performs better in the range of Eb/N0 < 7.5dB. This is due to the
lower number of edges or lower mean value of the degree distribution compared to our
robust scheme of Section 3.1.1. When the mean value of the degree of the distribution is
lower, resulting in a reduced number of connecting edges in the factor graph, there would
be a reduced error propagation between the potentially erroneously decoded source pack-3.1.3. Simulation Results 50
ets and the LT-coded packets yet to be decoded, but relying on the erroneously decoded
source packets. This is particularly so at lower Eb/N0 values, when the inner BICM-ID
code is less capable of correcting the bits corrupted by the AWGN. This means that, if
a high number of received packets are corrupted, the corrupted packets are less likely to
propagate their erroneous bits due to the lower number of connecting edges between the
source packets and LT-encoded packets. However, at higher Eb/N0 values, the proposed
robust distribution of Section 3.1.1 outperforms the schemes using the original robust dis-
tributions due to their higher average degree. When the inner BICM-ID code is capable
of correcting those bit errors, the higher mean value of the degree of the robust degree
distribution scheme assists in recovering the corrupted packets, as a beneﬁt of having an
increased number of connecting edges in the factor graph. This shows that the proposed
robust distributed LT outer codes of Section 3.1.1 exhibit a better BER performance at
higher Eb/N0 values, as shown in Fig. 3.9, while requiring a reduced number of extra LT
packets for the sake of recovering the original source packets, as shown earlier in Fig. 3.4
and Fig. 3.5.
In order to circumvent these error-propagation phenomena, a sophisticated serial concate-
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Figure 3.9: BER versus Eb/N0 performance of various LT-BICM-ID codes communicating
over the BEC contaminated by AWGN using various Poisson and robust distributions
employing 16QAM.
nated LT-BICM-ID scheme was proposed, which is capable of improving the achievable
BER performance of packetized data transmission, when communicating over the AWGN-3.2. Generalized-LDPC and LT Codes for the Wireless Internet 51
contaminated BEC. The concept of using BICM-ID to improve the attainable BER of the
LT codes invoked for correcting the packet errors was the main beneﬁt of the proposed
scheme. With the advent of using our proposed improved robust distribution of Section
3.1.1 and a strong BICM-ID inner code, we demonstrated that our scheme is capable of
achieving a better BER performance than that of the classic RS (7,3,2) and LT (10,000,
13,000) benchmarkers, when communicating over the BEC contaminated by AWGN. This
scheme is particularly attractive in a wireless Internet scenario. We elaborated on the
joint optimization of the inner and outer code-rates for the sake of maximizing both the
eﬀective throughput and the attainable integrity of the system. Our future research will
consider the employment of both binary and non-binary LDPC codes as well as TTCM
schemes in dispersive turbo-equalized channels [30]. For the sake of improving the attain-
able performance of LT coded systems communicating over Wireless Internet Channels
(WIC) iteration detection exchanging extrinsic information between the LT codes and
various other block codes will be invoked in the following section.
3.2 Generalized-LDPC and LT Codes for the Wireless In-
ternet
Again, LT codes were originally designed for the Binary Erasure Channel (BEC) encoun-
tered owing to randomly dropped packets in the statistical multiplexing aided Internet,
where transmitted packets are not aﬀected by the fading or noise of the environment. For
the sake of transmitting data over the BEC routinely encountered in statistical multi-
plexing aided wireless Internet-style scenarios, LT codes have to be combined with classic
channel codes.
In this section we introduce a novel almagamated LT coding and Generalized-LDPC (G-
LDPC) coding scheme. We will demonstrate that upon exploiting the packet erasure
information provided by the G-LDPC decoder for the LT decoder, the proposed scheme
achieves a low BER for Eb/N0 values in excess of 3.2dB, when transmitting data over
the AWGN-BEC channel having a packet erasure probability of Pe=0.1. We will also
show that for communicating over the uncorrelated Rayleigh-BEC channel at Pe=0.1, an
Eb/N0 value of 5.3 dB was required. We also demonstrate in Section 3.2.2 that in com-
parison to the serially concatenated LT-G-LDPC scheme using no information exchange
between the G-LDPC decoder and the LT decoder, the amalgamated LT-G-LDPC ar-3.2. Generalized-LDPC and LT Codes for the Wireless Internet 52
rangement achieved an Eb/N0 gain of up to 1.6-2.5 dB. G-LDPC codes [47] [48] oﬀer the
beneﬁcial design option of replacing the simple parity-check codes of classic LDPC codes
by more sophisticated constituent encoders, such as for example binary or non-binary
Bose-Chaudhuri-Hocquenghem (BCH) codes [30]. They also beneﬁt from innovatively
combining low-complexity constituent encoders and decoders with intelligent iterative de-
tection in the interest of approaching the attainable capacity at a moderate complexity.
In this treatise G-LDPC codes are amalgamated with LT codes [10], which were originally
designed for achieving an inﬁnitesimally low PER over the BEC channel routinely en-
countered in statistical multiplexing aided wireless Internet-style scenarios. However, LT
codes were not intended for communications over gravely error-infested hostile channels
encountered in the wireless Internet.
Hence, the novel contribution of this section is that:
• We amalgamated LT codes with G-LDPC codes, where the latter combats the eﬀects
of channel errors and informs the LT decoder, as to when it is unsafe to carry out
LT decoding without catastrophic error propagation across the LT-encoded packets.
• We will demonstrate that as a result, Eb/N0 gains of 1.6 - 2.5 dB are achievable in
the Rayleigh- faded wireless Internet environment considered.
In fact, owing to their potentially avalanche-like decoding error propagation across LT-
encoded packets, the employment of LT codes may catastrophically degrade the overall
system performance, unless they are combined with powerful Forward Error Connection
(FEC) codes. As a benchmarker, we used the potent combination of an iteratively de-
tected BICM-ID and LT coding scheme [20]. However, the operation of the BICM-ID and
LT schemes as portrayed in [20] was based on simply passing the channel-decoded hard-
decision bits to the LT decoder, rather than on intrinsically amalgamating their operation.
Any potential residual errors persisting at the output of the BICM-ID decoder were passed
to the LT decoder, which may have precipitated the errors by propagating them to further
LT-encoded packets. Hence, in this treatise LT codes are intrinsically amalgamated with
G-LDPC codes [47] [48] [49]. More explicitly, before LT decoding ensues, each G-LDPC
codeword is tested by the classic parity check of (X HT=0), to ensure that a legitimate al-
though not necessarily error-free codeword was generated, where X represents a legitimate
G-LDPC codeword, while HT is the transpose of the parity check matrix. This measure
prevents the LT decoder from propagating G-LDPC decoding errors from one LT-encoded3.2.1. Amalgamated LT and G-LDPC Coded Scenario 53
packet to another, unless the G-LDPC decoder failed to recognize that a legitimate, but
erroneously decoded codeword was encountered.
In Section 3.2.1 we describe the proposed G-LDPC-LT scheme, while in Section 3.2.2 we
characterise its achievable performance.
3.2.1 Amalgamated LT and G-LDPC Coded Scenario
The schematic of the proposed coding arrangement is shown in Fig. 3.10, while the map-
ping of the G-LDPC codewords to an LT-encoded transmitted packet is seen in Fig. 3.12.
To elaborate a little further, the philosophy of G-LDPC codes is reminiscent of the classic
turbo encoding principle of using low-complexity constituent encoders and decoders for
creating powerful, near-capacity iterative decoding schemes having a moderate complex-
ity. More detail about the G-LDPC structure can be seen in Appendix B. The liaison of
the G-LDPC decoder with the LT decoder is based on counting the number of illegitimate
G-LDPC codewords in an LT-encoded packet and then comparing ǫ to an appropriately
chosen threshold T. To elaborate a little further, the decoding operations commence by
setting the threshold T to zero, indicating that only error-free G-LDPC packets are al-
lowed to be passed to the LT decoder, in order to avoid LT-decoding-induced inter-packet
error propagation. If we have ǫ= 0, no erroneous G-LDPC codewords were found within
the current LT-encoded packet and hence this packet is ready for LT decoding. Further-
more, if this error free LT-packet is a degree-one packet, LT decoding may commence
immediately. By contrast, if no degree-one packet is available at the LT decoder, the com-
mencement of the LT-decoding process is deferred until the arrival of a degree-one packet.
For the sake of avoiding the risk of losing all the remaining undecoded source packets, in
the absence of a degree-one packet, we may decide to increase the threshold T, in order
to request further LT-encoded packets, which now contains ǫ > 0 number of erroneous
G-LDPC codewords. If this is the case, the residual errors of the current LT-encoded
packets are passed on to other packets in the same bit position owing to their modulo-2
relationship. To elaborate a little further, it is determined by the degree of the packet
concerned, how many further errors are caused. Therefore erroneous G-LDPC codewords
should only be considered for LT decoding, if they belong to degree-one packets, since the
absence of an error-free degree-one packet results in losing all the remaining packets. This
measure prevents the propagation of G-LDPC decoding errors to other LT packets, since
degree-one packets are decoded without the aid of other packets, while avoiding the risk3.2.1. Amalgamated LT and G-LDPC Coded Scenario 54
of losing all the remaining packets owing to the absence of degree-one packets.
By contrast, in case of G-LDPC decoding errors in LT packets having a higher degree the
erasure of a packet does not prevent decoding the rest of the packets, but would prop-
agate the errors to as many LT-encoded packets, as the degree of the packet concerned.
Hence, higher-degree packets containing G-LDPC decoding errors have to be considered
as erased. However, given the ability of the LT decoder to ﬁll the erased codewords, the
amalgamated scheme is expected to outperform both its components at a modest complex-
ity. For simplicity, we refer to the system beneﬁting from information exchange between
the LT decoder and the G-LDPC decoder as Scheme 1, while the one dispensing with it
is termed as Scheme 2.
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Figure 3.12: The relation between the LT-encoded packet and the G-LDPC codewords
3.2.2 System Parameters and Performance Results
Erasure probability Pe= 0.1
LT code parameters δ= 0.5 c= 0.1
Number of bits per LT packet 168
Number of source packets 10,000
Number of encoded LT packets 13,000
G-LDPC component codes BCH(15,11,1)
Component code rate of G-LDPC r = 11
15
Code rate of G-LDPC 7
15
Modulation Binary Phase Shift Keying (BPSK)
Table 3.2: System parameters of the almagamated G-LDPC-LT scheme.
The parameters of the system investigated are summarized in Table 3.2. The G-LDPC
encoder used the binary BCH(n,k,t)= BCH(15,11,1) constituent codes, which operated
over the Galois Field GF(16) and each BCH codeword was capable of correcting t=1 error,
when using classic algebraic decoding [30]. The number of input data bits per LT-encoded
packet was 168 and each of these packets was mapped to 24 G-LDPC codewords, as seen
in Fig. 3.12. We can calculate the number of G-LDPC subcodewords in an LT-encoded
packet as follows. We denote the code rate of the component BCH codes by r, while r is
the overall code rate of the G-LDPC code. Observe in Fig. 3.11 that the parity matrix
of the G-LDPC encoder has two superblocks, namely H1 and H2, where H2 represents a
permuted version of H1, as detailed in [47] [48] [49]. More speciﬁcally, H1 contains L= 24
parity matrices corresponding to the BCH(15,11,1) codes given that we use J= 2 G-LDPC3.2.2. System Parameters and Performance Results 56
superblocks and that the number of parity bits is [(n−k)= 4], the resultant G-LDPC code
has a total of (4 × 2 = 8) parity bits. Hence, the resultant G-LDPC code rate becomes
r= 7
15. More generally, the overall code rate r is given by [r= 1-J (1-k
n)] [48], where
again, J= 2 is the number of the so-called G-LDPC superblocks and r=k
n=11
15, therefore
we arrive at r= 7
15. Hence, as seen in Fig. 3.12, the number of G-LDPC subcodewords used
by the G-LDPC scheme encoding a single LT source packet equals to 168
7 =24. The LT
encoder used the Improved Robust Soliton Degree Distribution (IRSDD) designed in [20]
and imposed a 30% packet overhead, while using the LT encoder parameters of δ=0.5
and c = 0.1 as discussed in [20]. The number of G-LDPC decoding iterations was set
to I=10 in the schematic of Fig. 3.13. The BER performance of the system using the
parameters of Table 3.2 is shown in Figs. 3.14 and 3.15, when communicating over both
AWGN and uncorrelated ﬂat-fading Rayleigh channels, initially inﬂicting no erasures, ie.
assuming that we have Pe=0. By contrast, in Fig. 3.16 and Fig. 3.17 we used a somewhat
unconventional channel model, which may be encountered in AWGN-contaminated and
Rayleigh-faded radio links also subjected to a statistical multiplexing-induced LT-packet
erasures with a probability of Pe=0.1. Naturally, the packet erasure events may have been
imposed by other phenomena, such as shadow-fading-infested G-LDPC packets. Observe
in Fig. 3.16 that the amalgamated G-LDPC-LT Scheme 1 exhibits an approximately 1.6
dB Eb/N0 gain over Scheme 2, when using the Approximate-log MAP decoder [30]. Similar
performance trends were observed in Fig. 3.17 for transmission over uncorrelated Rayleigh
channels, exhibiting an approximately 1.5dB gain for Scheme 1 employing the proposed
threshold-based information exchange between the G-LDPC and LT decoders. Fig. 3.18
and Fig. 3.19 characterise the PER performance of the amalgamated G-LDPC-LT Scheme
1 as well as that of Scheme 2, when the data is transmitted over the AWGN-BEC channel at
Eb/N0= 4dB employing both decoding methods, namely scheme-beneﬁtting from passing
moderately contaminated degree-one packets to the LT decoder from the G-LDPC decoder
and scheme erasing them. We observe from Fig. 3.18 and Fig. 3.19 that the performance
of Scheme 1 is better than that of Scheme 2. As seen in Fig. 3.18 and Fig. 3.19, Scheme 1
is capable of achieving an inﬁnitesimally low PER for erasure probabilities below at Pe=
0.16, while the latter has a PER of about 10−1 even at Pe= 0.10.
In summary, in this study an amalgamated G-LDPC-LT coding scheme was proposed,
where the constituent G-LDPC and LT decoders exchanged information. In an eﬀort to
avoid curtailing the LT decoding operation in the absence of degree-one packets, Scheme 1
allowed the G-LDPC decoder to pass a maximum of T illegitimate G-LDPC codewords to3.2.2. System Parameters and Performance Results 58
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Figure 3.14: BER versus Eb/N0 performance of the serially concatenated LT and G-LDPC
code, using BPSK modulation for transmission over the AWGN channel, at Pe=0.
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Figure 3.15: BER versus Eb/N0 performance of the serially concatenated LT and G-LDPC
code, using BPSK modulation for transmission over the uncorrelated Rayleigh channel, at
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Figure 3.16: BER versus Eb/N0 performance of the serially concatenated LT and G-LDPC
code, using BPSK modulation for transmission over the BEC-AWGN channel, at Pe=0.1.
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Figure 3.17: BER versus Eb/N0 performance of the serially concatenated LT and G-LDPC
code, using BPSK modulation for transmission over the BEC-Rayleigh channel, at Pe=0.1.3.2.2. System Parameters and Performance Results 60
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Figure 3.18: PER versus Eb/N0 performance of the amalgamated G-LDPC-LT Scheme 1
and Scheme 2 for transmission over an AWGN-BEC channel, at Eb/N0= 4dB.
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Figure 3.19: PER versus Eb/N0 performance of the amalgamated G-LDPC-LT Scheme 1
and Scheme 2 for transmission over the uncorrelated Rayleigh-BEC channel, at Eb/N0=
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3.3 Source LT Packet Degree Distribution Design and Hard
Bit-by-Bit Decoding
In this section Bit-Interleaved Coded Modulation using Iterative Decoding (BICM-ID)
is amalgamated with LT coding. The resultant joint design of the physical and data
link layer substantially improves the attainable BER performance. A Cyclic Redundancy
Check (CRC) combined with a novel Log-Likelihood Ratio (LLR) based packet reliability
estimation method is proposed for the sake of detecting and disposing of erroneous packets.
Subsequently, bit-by-bit LT decoding is proposed, which facilitates a further BER improve-
ment at a reduced number of BICM-ID iterations. Finally, we revisit the pseudo random
generator function used for designing the LT code’s generator matrix. The classic data
link layer technique of mitigating the wireless channel impairments is to employ Automatic
Repeat Requests (ARQ) [50] [51]. Naturally, this method requires additional bandwidth
for the retransmission of data, once a corrupted packet is received which necessitates a
feedback channel. By contrast, in this study we dispense with the feedback channel by
jointly designing the physical and data link layer. More explicitly, LT [38] coding is em-
ployed for eliminating the feedback required by ARQ aided transmissions. LT coding was
originally designed for the BEC, which requires the transmission of redundant packets for
the sake of recovering the original source packets. We propose to amalgamate LT coding
with Bit-Interleaved Coded Modulation using Iterative Decoding (BICM-ID) [44] for the
sake of mitigating the adverse eﬀects of wireless communication channels. The novelty of
this section is that instead of using a simple serial concatenated LT and BICM-ID scheme,
we intrinsically amalgamate LT coding and BICM-ID by creating an exchange of extrinsic
LLR information between them. Again, a CRC scheme is used for detecting the presence
of any erroneous LT packets. A further novel improvement suggested is that an LLR
based packet reliability estimation is introduced. Extrinsic Information Transfer (EXIT)
charts are used by the proposed LLR-based packet reliability estimation scheme. This
potentially enhances the error checking capability, especially at higher Eb/N0 values and
hence may eliminate the potential redundancy introduced by the CRC overhead. Error
propagation across LT packets encountered during packet decoding may cause failure in
LT decoding. Hence, as a counter measure, in this section we introduce a bit-by-bit LT
decoding technique by exploiting the LLR estimates provided by the associated BICM-ID
decoder. The advantages are two folds:3.3.1. System Overview 62
1) We reduce the probability of occurrence of erroneous LT packets, which would oth-
erwise have to be discarded.
2) We mitigate the probability of potential error propagation inﬂicted by erroneous LT
packets.
When corrupted bits are in the same index locations of diﬀerent source packets, we can
readily discard them with the aid of bit-by-bit LT decoding, as long as we have a eﬃciently
high number of received packets providing the minimum number of redundant packets.
Furthermore, we propose a novel pseudo-random generator [52] for determining the speciﬁc
degree of the individual LT-encoded packets, which will allow us to reduce the proportion of
redundant packet required for successful LT decoding. The rest of this section is organized
as follows. Section 3.3.1 provides an overview of our system, outlining the joint design of
our amalgamated LT and BICM-ID coding scheme. The proposed CRC and LLR-based
packet reliability estimation scheme designed with the aid of EXIT charts are detailed in
Section 3.3.2. Section 3.3.3 describes the bit-by-bit LT decoding as well as our pseudo-
random LT generator matrix based approach, while Section 3.3.5 quantiﬁes the achievable
performance of this novel jointly designed scheme.
3.3.1 System Overview
The schematic of the joint LT BICM-ID arrangement is shown in Fig. 3.20. Consider the
single-transmit and single-receive antenna aided system seen in Fig. 3.20, when the source
data ﬁle to be transmitted consists of K number of packets. The LT decoder will require
the transmission of K′ = (K + E) number of LT-encoded packets as seen in requiring E
redundant packets for the success of the decoding process. After transmission over the
BEC imposing an erasure probability of Pe, (Pe.K′) number of the original LT-encoded
packets will be obliterated. At the physical layer, we deal with frame-by-fame transmission.
Each transmission frame consists of a number of packets. A transmission packet is in turn
broken into S number of symbols. Each BICM-ID source symbol is comprised of k source
bits and the BICM-ID encoded symbols have n = (k + 1) encoded bits. The encoded
bits are mapped to an M-QAM constellation before transmission over an AWGN channel.
At the receiver seen in Fig. 3.20, the BICM-ID decoder receives a priori information
from the demodulator and outputs extrinsic information, which is to be fed back to the
demodulator for iterative decoding. The suﬃciently reliable output bits are then passed to3.3.2. Packet Reliability Estimation Scheme 63
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Figure 3.20: System structure of the joint design of LT and BICM-ID.
the LT decoder after a number of BICM-ID iterations. We assume here that the perfectly
sychronized LT encoder and LT decoder are capable of reliably identifying the indices of
the lost packets. The CRC encoder inserts CRC bits into the LT-encoded packets, while
the CRC detector extracts the CRC bits and veriﬁes the detectable errors within each
packet.
3.3.2 Packet Reliability Estimation Scheme
The LT decoder using the Belief Propagation (BP) algorithm [38] is inherently sensitive to
error propagation. An erroneous packet, which contains corrupted bits may propagate the
errors to other LT decoded packets, when modulo-2 operations are performed during the
message passing decoding [20]. By ensuring that a minimum of E redundant packets is
available, we can improve the achievable decoding performance by reducing the associated
error propagation. This can be achieved by discarding erroneous packets, as and when
corrupted bits are detected in a packet. Subsequently we employ the CRC-12 code, which
is widely used in telecommunication systems for error detection in conjunction with the
generator polynomial (x12 + x11 +x3 +x2 +x+ 1) [8]. This error detection approach im-
proves the achievable system performance, but naturally, introduces an overhead. Observe
in Fig. 3.20 that the CRC encoder injects the CRC bits into the BICM-ID encoded 16-
levels Quadrature Amplitude Modulation (QAM) stream, before transmitting them over
the AWGN-contaminated BEC. In this section, we map four bits to the 16QAM constella-
tion points. The received CRC bits are extracted and are used for detecting the presence
of any erroneous bits.
As an alternative we will demonstrate that the joint design of LLR-based reliability estima-3.3.2. Packet Reliability Estimation Scheme 64
tion using the BICM-ID decoder has the ability to further improve the system’s achievable
performance. This potentially allow us to eliminate the CRC overhead bits, while main-
taining reliable packet erasure detection, especially at a high Eb/N0. As seen in Fig. 3.20,
the soft LLR output of the BICM-ID decoder is stored in the LLR estimator’s buﬀer. The
BICM-ID decoder will set a threshold value for the LLRs, in order to determine, which
particular LT packet may contain erroneous bits. Based on their LLR values, each of
the corresponding bits is ﬂagged with a ’0’ or ’1’ to indicate a reliable or unreliable bit,
which allows the LT decoder to mitigate the associated error propagation eﬀects during
the decoding process. As seen in Fig. 3.20 a feedback signal is provided by the LT decoder
to control the LLR estimator’s threshold for the sake of achieving the highest possible
detection accuracy. Fig. 3.21 shows the basic BICM-ID scheme, where π and π−1 de-
Demod
π
π−1
BICMID
Decoder
Extrinsic LLR to LT
Hard Decoded Bits
Channel LE
Demod
LA
Demod LE
Dec
LA
Dec
Pchan LDataExt
Dec
Figure 3.21: BICM-ID system structure.
note the interleaver and deinterleaver. The channel’s output information is passed to the
demodulator, which receives the a priori LLRs LA
Demod from the BICM-ID decoder and
provides the extrinsic LLRs LE
Demod for the decoder. The channel decoder of Fig. 3.21
receives the a priori LLRs LA
Dec from the demodulator and outputs the extrinsic LLRs
LE
Dec in order to perform iterative decoding by exchanging extrinsic information between
the BICM-ID decoder and demodulator. The reliability of the demodulator’s decisions
depends on the channel’s Symbol-to-Noise Ratio Eb/N0 and on the a priori information
LA
Demod, yielding LE
Demod=f(LA
Demod|SNRchan). By contrast, the reliability of the channel
decoder’s decisions depends solely on the a priori LLRs received from the demodulator,
since it only has a single input and hence it is not directly dependent on the SNR [53],
i.e. on the extrinsic mutual information IE
Dec = f(IA
Dec) and IDataExt
Dec =g(IA
Dec). Using
the technique proposed in [53] we plotted both the EXIT chart and the corresponding
BER values in Fig. 3.22, assuming that the variance σ2 of the Gaussian distributed LLR
outputs of the decoder output is known [53]. The system parameters used in this section
are detailed in Table 3.3. More explicitly, Fig. 3.22 details the EXIT characteristics of
both the demodulator and of the BICM-ID decoder. The nine dotted lines represent the3.3.2. Packet Reliability Estimation Scheme 65
BICM-ID code rate r=3/4
Modulation 16QAM
Number of source packets 10,000
Number of transmitted packets 13,000
Number of bits per source packet 165
BEC erasure probability Pe=0.1
LT degree of distribution Improved Robust Soliton Degree Dist. (IRSDD)
Table 3.3: System parameters of the serially concatenated LT-BICM-ID scheme, Using
IRSDD for LT codes.
EXIT characteristics of the demodulator for Eb/N0 values ranging from 1dB to 9dB using
Ungerb¨ ock’s Set-Partitioning (SP) based bit-to-symbol mapping strategy. The extrinsic
information characteristics for BICM-ID having a coding rate of R = 3/4 and employing
diﬀerent memory lengths of m=3, 4 and 5 are shown by the IA(Dec) versus IE(Dec)
curves of Fig. 3.22. The BER of the decoder is plotted in the same ﬁgure with the aid
of the solid horizontal and vertical lines. More explicitly, since there is an unambiguous
one-to-one relationship between IA
Dec and the BER for transmission over an AWGN chan-
nel, the output characteristic of the BICM-ID decoder is independent of the channel SNR.
Hence, the BER curve is based on the function of Pb = f′[IA(Dec)], as detailed in [53].
For further illustration, at IA(Dec)=0.800083 for example, we have BER=0.026177, as
shown in Fig. 3.22. The threshold value used by the feedback link from the LT decoder to
the LLR estimator buﬀer seen in Fig. 3.20 determines the minimum number of redundant
packets required for successful LT decoding. In our forthcoming discourse we will brieﬂy
characterize the intricate interplay between the LT code’s generator matrix employing dif-
ferent degree of distributions and the speciﬁc portion of redundant packets providing vital
information for the LLR estimation, which can be used for adjusting the LLR threshold
value. The Improved Robust Soliton Degree Distribution (IRSDD) of (3.6) in Section 3.1.1
having parameters of c=0.1 and δ=0.5 [20] was used, which required 10 percent redundant
packets [20]. Based on the system parameters listed in Table 3.3, we conducted a series
of simulations in order to determine the LLR threshold required for operation at certain
BERs at the targeted Eb/N0 value. Fig. 3.23 shows the LLR threshold value determined
by simulation for maintaining a normalised E-value of 0.1 at Eb/N0=5.1dB, 5.2dB and
5.5dB, respectively. The horizontal section of the curves represents the speciﬁc extrapo-
lation of LLR threshold values, when the 10% target value of E has been reached. The3.3.2. Packet Reliability Estimation Scheme 66
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Figure 3.22: EXIT chart for BICM-ID.
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Figure 3.23: LLR threshold value necessitated for requiring E=10% redundant packets
for the system of Table 3.3. The required values were averaged over 165 bit/packet for a
total of 10,000 LT source packets.3.3.2. Packet Reliability Estimation Scheme 67
LLR-based packet reliability evaluation becomes suﬃciently conﬁdent, when the BER of
the decoder becomes as low as 2 10−4.
In Fig. 3.24 the LLR values are plotted for 200 bits against the bit-index taken from a
random sample. The entire sample has a total of [165× 13,000× (1-0.1)= 1,930,500] bits
based on Table 3.3. The circles denote the correctly decoded bits, while the crosses denote
the erroneously decoded bits. Note that most of the bits that are located outside the
threshold region represented by the horizontal lines are indeed likely to be near-error-free,
since at the BER of (2×10−4) on average a 20,000 bit segment would have a single error.
By contrast, all the corrupted bits tend to be inside the threshold region, even though
some LLR values within the same region may also yield correct bits, when they are carried
back to the erro-free zone by a noise sample. Since we require a BER between 10−3 to
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Figure 3.24: A set of 200 LLR values recorded for the system detailed in Table 3.3, given
the threshold value of Fig. 3.23 at Eb/N0 = 5.5dB.
10−4 in order to obtain a conﬁdent LLR based packet-reliability decision we observe in
Fig. 3.22 that the BER of 3.10−4 satisﬁes this requirement at IA ≈ 0.92. This may also
be associated with Eb/N0 > 5.0 dB for four or more iterations.3.3.3. Bit-by-bit LT Decoding 68
3.3.3 Bit-by-bit LT Decoding
Again, it is widely recognized that LT packet decoding is sensitive to error propagation.
Since it was originally designed for the BEC channel, the BER of the AWGN-contaminated
packets may be mitigated by the BICM-ID decoder. An unsuccessfully decoded BICM-ID
symbol is likely to cause error propagation to other LT packets. Owning to their modulo-2
connection, if the BEC’s erasure probability Pe is high and the number of redundant LT
packets is insuﬃcient, the LT packet decoding operation will be curtailed. This problem
can be mitigated by using bit-by-bit LT decoding, as outlines below with reference to
Fig. 3.25. An extra advantage of this technique is that the complexity of bit-by-bit decod-
ing reduces, because the contaminated low-reliability bits detected by the LLR estimation
process are removed from the received packets and hence the total number of XOR cal-
culations required decreases. Fig. 3.25 illustrates (a) our packet-based LT-decoding and
LT Source
Packets
LT Encoded
Packets 1 2 3 4 5 1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4 5 5 5 5
ID=1 ID=3 ID=4 ID=5 ID=2
(a) Packet−bassed LT Decoding
LT Source
Packets
LT Encoded
Packets 1 2 3 4 5 1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4 5 5 5 5
ID=1 ID=3 ID=4 ID=5 ID=2
(b) Bit−by−bit LT Decoding
Figure 3.25: Packet-by-packet based LT decoding and bit-by-bit based LT decoding.
(b) bit-by-bit LT-decoding strategies. The corrupted bits of the packets are shown as by
the gray-shaded rectangles in the ﬁgure. When using bit-by-bit decoding, the index of the
corrupted bits can be identiﬁed with the aid of LLR estimation and this enables us to use
only the reliable LT-encoded bits and hence to continue the LT decoding process.3.3.4. Pseudo Random LT Generator Matrix 69
3.3.4 Pseudo Random LT Generator Matrix
The design of LT codes critically depends on their so-called degree distribution [10]. It
was also stated in [20,36] that the speciﬁc degree distribution of LT codes has a strong
inﬂuence on the percentage of redundant packets required for near-error-free detection,
which is the E-value of the buﬀer feedback link of Fig. 3.20. Given a speciﬁc LT-code
degree distribution, a further inﬂuential factor in determining the performance of a LT
code is the particular choice of the random generator, which controls the actual assignment
of the set of original source packets contributing to a speciﬁc LT-encoded packets, as shown
in Fig. 3.25. Since this problem has not been addressed in the open literature, we propose
a novel technique for reducing the minimum required fraction of redundant packets in the
context of LT codes. The conventional technique of generating pseudo-random integers
for pin-pointing the particular original information packets to be combined with the aid
of modulo-2 additions to generate a given LT-encoded packet is using ﬁnite-length Shift
Registers (SR). A block diagram of the LT encoding process is portrayed in Fig. 3.26. The
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Figure 3.26: Schematic of the LT encoder.
LT encoding process is based on the long-term statistical degree distribution determining
the average number of LT-encoded packets checking a speciﬁc source packet and on the
random integer generator coining the speciﬁc degree of an LT source packet. As seen3.3.4. Pseudo Random LT Generator Matrix 70
in Fig. 3.26, the LT-encoded packet degrees are determined by the degree distribution
previously proposed in Section 3.1.1, while the LT source input packet degree distribution
is determined by the random integer index generators to be outlined in this section. The
LT parity packets are created as follows. Initially, all values of the LT-encoded packets
are set to logical ’0’. The LT-encoded degree distribution generator of Fig. 3.26 coins
a speciﬁc degree for each LT-encoded packet, where each new degree value corresponds
to a sampling instant of the switch controlled by the Switch Controller of Fig. 3.26. For
instance, if the LT-encoded packet degree distribution creates a LT-encoded packet having
a degree of four, the Input Controller randomly picks four source packets and their XOR
function becomes the current LT-encoded packet. The random integer index generator
determines which particular source packets are combined to create the current LT-encoded
packet using the XOR function. For example, if the random integer index generator
is a pseudo-random integer generator, then the Input Controller hops across the source
packets pseudo-randomly and creates the XOR function of four source packets to create the
current LT-encoded packet. If this random generator was capable of creating a perfectly
equiprobable distribution, then all parity packets would be created from the same number
of source packets and hence all source packets would contribute to the same number
of parity packets. Bellow two diﬀerent random integer generators, namely the Linear
Congruential Random Integer Generator (LCRIG) and the Swapping Bit Random Integer
Generator (SBRIG) are detailed.
Given an m-stage SR, the number of possible integer values that may be generated is M =
(2m − 1) and the next integer number In at the output of the SR is uniquely determined
by the previous integer number (In − 1) according to the function of In = f(In − 1),
which maps the ﬁnite set {I} of integers onto itself. More explicitly, the output of the
SR traverses from In−1 to In by picking any of the M = (2m −1) elements with the same
probability. As an alternative, a sequence of integer numbers may be generated by linear
congruential generators [54], which obey the following relation:
Ij+1 = (aIj + C)mod M, (3.9)
where M is the modulus, while a and C are positive integers referred to as the multiplier
and the increment, respectively [54]. The period of the shift register is never longer than
M = (2m−1). When the number of integers created is approaching its maximum legitimate
value of (2m − 1), the sequence generated becomes more correlated, i.e. loses its pseudo-
random nature. As a further feature, the linear congruential generator of (3.9) makes the3.3.4. Pseudo Random LT Generator Matrix 71
least signiﬁcant bits more correlated than the most signiﬁcant bits. The random integer
number generator used for LT codes in [10] [39] and [20] has the length of M = (232 −1),
which was generated by a 32-bit SR and the process is based on the formula [55]:
In = (In−1 + C)mod M. (3.10)
Here we opted for using the random sequence generated using (3.10) for LT encoding,
when randomly choosing the modulo-2 connections between the LT source packets and
the LT-encoded packets, as illustrated in Fig. 3.25. An example of the degree i.e. number
of connections between the LT source and LT-encoded packets is shown in Fig. 3.27,
corresponding to (1.06 × 2,011) LT-encoded packets, where the multiplier 1.06 indicates
that 6% redundant packets were generated. Note from Fig. 3.27 that there are some LT
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Figure 3.27: A snapshot of the integer random numbers generated by the congruential
generator of (3.10) for M = 32.
packet indices, which are not used for generating any of the LT-encoded packets after
the random selection. In other words, their degree is zero, as shown in Fig. 3.27. This
implies that the absence of these LT packets after LT encoding causes the failure of the LT
decoding process, since they cannot be recovered. In this case, to ensure that all source
packets are represented at the decoder, we have to increase the total number of LT-encoded
packets by increasing the redundant overhead. For the sake of avoiding this, we introduce
a novel solution for designing a better random integer number generator for LT codes. In
order to generate an uncorrelated set of integer numbers, we invoke the speciﬁc random
generator relying on rearranging the bits of a shift register, as proposed in [52] [54]. We3.3.4. Pseudo Random LT Generator Matrix 72
introduce two diﬀerent types of so-called random rotation generators. The ﬁrst method
suggests that the bits are rotated after their modulo 2 addition [52].
In =
 
(In−j + In−k) mod 2b
 
rot r. (3.11)
By contrast, the second method proposes that the bits are rearranged before their modulo
2 addition [52].
In = [(In−j rot r1) + (In−k rot r2)] mod 2b, (3.12)
where In is an integer represented by b bits and the notation In−j(rot)r1 means that the
bits of In−j are shifted to the right by r1 positions, for example according to [000011112 (rot)3 =
111000012]. When using the pseudo-random integer number generator of (3.12), the
LT code achieves a better performance than that using the traditional linear congru-
ential pseudo-random integer number generator of (3.10), as seen in Fig. 3.29, Fig. 3.30
and Fig. 3.31. Fig. 3.28 shows the evolution of the degree of connections for the LT
source packet indices after encoding (1.06× 2011) number of LT-encoded packets using the
pseudo-random integer number generator of (3.12). Observe that this generator outper-
forms that of (3.10), which was characterized in Fig. 3.27, since in Fig. 3.28 no degree-zero
connections are found, which can cause potential decoder failures. We further investigate
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Figure 3.28: A snapshot of the integer random numbers generated by the pseudo-random
generator of (3.12).
the beneﬁts of the speciﬁc pseudo-random generator of (3.12) by comparing the normalised
number of packets required for successful LT decoding. The parameters of the speciﬁc LT3.3.5. Simulation Results 73
degree of distribution of (3.6) used in the simulations are c=0.1 and δ=0.5 [20] and the
required number of LT-encoded packets is normalized by the number of LT source packets
K. We observe from Fig. 3.29 and Fig. 3.30 that the number of LT-encoded packets re-
quired in Fig. 3.29 is lower than that in Fig. 3.30. More speciﬁcally, the required number
of LT-encoded packets only varies in the range spanning from 1.06 to 1.085 in Fig. 3.29,
while it varies from 1.06 to 1.10 in Fig. 3.30.
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Figure 3.29: The degree histogram of the LT code using the pseudo-random integer number
generator of (3.12).
3.3.5 Simulation Results
In this section we embark on quantifying the achievable performance of our proposed joint
LT and BICM-ID scheme. The system parameters employed in our simulations are shown
in Table 3.3. When encoding K= 2,011 source packets, Fig. 3.31 shows the BER versus
the normalized number of LT-encoded packets using both the pseudo-random and the
congruential pseudo-random integer number generators of (3.10) and (3.12). It can be
seen from Fig. 3.31 that the random generator of (3.12) reduces the total number of LT-
encoded packets compared to that of (3.10) by 3% from 15% to 12% at BER=10−5. The
BER performance of the BICM-ID scheme using diﬀerent number of decoding iterations
combined with LT coding is shown in Fig. 3.32 in comparison to that of our benchmark
scheme operating without any exchange of information between the BICM-ID and LT3.3.5. Simulation Results 74
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Figure 3.30: The degree histogram of the LT code using the linear congruential pseudo-
random integer number generator of (3.10).
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Figure 3.31: BER versus the number of LT-encoded packets, when transmitting 2011
packets over a BEC having Pe = 0.1 and contaminated by AWGN in conjunction with the
system parameters of Table 3.3 and using c=0.1, δ=0.5.3.3.5. Simulation Results 75
decoder. An inﬁnitesimally low BER is achieved for Eb/N0 values in excess of 7.4dB.
When using an exchange of soft information between the LLR buﬀer and LT decoder
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Figure 3.32: BER versus Eb/N0 performance, when communicating over a BEC channel
having Pe = 0.1 and contaminated by AWGN, when using the degree distribution of (3.12).
of Fig. 3.20, Fig. 3.34 shows the signiﬁcant performance improvement achieved by the
system. Figs 3.33 and 3.34 include the results recorded for both the packet-by-packet LT
decoding as well as for the bit-by-bit LT decoding.
Finally, in Fig 3.35 we compare the bit-rearrangement based pseudo random generator
of (3.12) and the traditional congruent random generator of (3.10) used for specifying
the modulo-2 connections between the source packets and the LT-encoded packets. The
technique of (3.12) is capable of reducing the total number of received packets required for
achieving an inﬁnitesimally low BER. More explicitly, Fig. 3.35 shows the improved BER
performance recorded, when using K = 11,000 packets instead of the originally stated K=
13,000 packets speciﬁed in Table 3.3. The novel features of the jointly designed BICM-ID
and LT coding scheme included:
1. A bit-by-bit rather than packet-by-packet LT decoder;
2. An LLR-based reliability estimator designed for the sake of avoiding the classic CRC
overhead;
3. The bit-rearrangement based random generator of (3.12), which resulted in an im-3.3.5. Simulation Results 76
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Figure 3.33: BER versus Eb/N0 performance, when communicating over a BEC channel
having Pe = 0.1 contaminated by AWGN using perfect CRC estimation as well as the
parameters of Table 3.3.
5 6 7 8 9
Eb/N0 (dB)
10
-5
10
-4
10
-3
10
-2
10
-1
1
B
E
R
5 6 7 8 9
Eb/N0 (dB)
10
-5
10
-4
10
-3
10
-2
10
-1
1
B
E
R
BICM-ID 2-iteration
BICM-ID 3-iterations
BICM-ID 4-iterations
LT packet decoding
LT bit-by-bit decoding
Figure 3.34: BER versus Eb/N0 performance, when communicating over a BEC channel
having Pe = 0.1 and contaminated by AWGN using LLR based reliability estimation and
the parameters of Table 3.3.3.3.5. Simulation Results 77
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Figure 3.35: BER versus Eb/N0 performance when communicating over a BEC channel
having Pe = 0.1 and contaminated by AWGN using LLR based reliability estimation and
the parameters of Table 3.3. The number of source packets was reduced to K = 11,000
from K = 13,000.
proved LT-encoder and hence was capable of reducing the LT-encoded packet over-
head required for maintaining an inﬁnitesimally low BER by about 3%.3.4. LT Coding Aided Iterative Detection for Downlink SDMA Systems 78
3.4 LT Coding Aided Iterative Detection for Downlink SDMA
Systems
As another sophisticated LT-coded system design example, in this section we consider
a downlink Spatial Division Multiple Access (SDMA) system using iterative detection,
which invokes a reduced-complexity near-Maximum-Likelihood (ML) Sphere Decoder
(SD) [56]. The Ethernet-based Internet section of the transmission chain inﬂicts random
packet erasures, which is modelled by the BEC, while the wireless DownLink (DL) im-
poses both fading and noise. The novel LLR based packet reliability metric of Section 3.3
is used for identifying the low-reliability channel-decoded packets, which are likely to be
error-infested. Packets having residual errors must not be passed on to the LT decoder for
the sake of avoiding LT-decoding-induced error propagation. We will demonstrate that the
proposed scheme is capable of maintaining an inﬁnitesimally low packet error ratio in the
downlink of the wireless Internet for Eb/N0 values in excess of about 3dB. In this section
MS B 
Binary Erasure Channel  BS A    BS B  MS C 
MS D 
MS A 
Internet channel  Uplink wireless channel  Downlink wireless channel 
Figure 3.36: The wireless Internet.
we considered the system conﬁguration illustrated in Fig. 3.36 and studied an LT-coding
aided Down-Link SDMA system (LT-DL-SDMA). As shown in Fig. 3.36, we considered
the scenario, when Mobile Station (MS) B would like to receive data packets from MS A.
It may be assumed that BS A and B are connected to each other via either the conven-3.4. LT Coding Aided Iterative Detection for Downlink SDMA Systems 79
tional Ethernet-based Internet or by a dedicated optical ﬁber backbone. In this study we
consider the Ethernet-based Internet aided scenario, which inﬂicts packet erasures owing
to statistical multiplexing-induced packet collision events. First, the data packets are gen-
erated either by a conventional Ethernet-based terminal or transmitted from MS A via the
wireless uplink channel to Base Station (BS) A. Then the data packets are routed through
the statistical multiplexing aided Ethernet-based BS-BS channel, where some packets may
be lost. These packet-loss events can be modeled by the BEC [57], which is character-
ized by a single parameter, namely by its packet dropping probability Pe. Finally, BS
B receives the data packets from the Internet and then transmits them via the wireless
downlink channel to MS B. As shown in Fig. 3.37, the LT packets generated by MS A and
received by BS A are conveyed ﬁrst via the Ethernet-based, Internet modeled by the BEC
channel, while BS B at the output of the BEC channel forwards the LT packets to the
target user. Since we focus our attention on the DL transceiver design in this treatise, we
assume that the packet source is either a ﬁxed terminal directly connected to the conven-
tional Ethernet or, alternatively, that no impairments are imposed by the uplink wireless
channel between MS A and BS A.
In our DL transmitter design, the LT packets are forwarded to the convolutional channel
encoder of Fig. 3.37 followed by an interleaver, as well as to a unity-rate inner encoder [58]
and ﬁnally to the modulator. The philosophy of SDMA is that the users are diﬀerenti-
ated with the aid of their unique, user-speciﬁc Channel Impulse Response (CIR), provided
that they are suﬃciently diﬀerent. The modulated signal is transmitted by the multi-
user DL-SDMA scheme of Fig. 3.38, which employs the Singular Value Decomposition
(SVD) based spatio-temporal SDMA DL pre-processing technique proposed by Choi and
Murch [59], allowing for a speciﬁc user to receive his/her dedicated signal, essentially free
from Multi-User Interference (MUI) inﬂicted by other users. In order to maintain a high
data throughput for the system, a novel detector suitable for the so-called rank-deﬁcient
scenario is considered in the proposed DL-SDMA system [60], where the number of trans-
mitters exceeds the number of receivers [56]. While linear detectors, such as the Minimum
Mean Square Error (MMSE) detector [61] were shown to perform unsatisfactorily in high-
throughput rank-deﬁcient scenarios, the novel Optimized Hierarchy Reduced Search Al-
gorithm (OHRSA)-aided ML detection method of [62] exhibits a relatively low complexity
even in highly rank-deﬁcient scenarios and thus its employment is meritorious. In order
to further increase the attainable performance, additionally a unity-rate precoder [58] is
employed in the iterative decoding aided system, where extrinsic information is exchanged3.4.1. System Overview 80
between the precoder’s decoder and the convolutional channel decoder of Fig. 3.39. The
role of the precoder is to eﬃciently disperse the extrinsic information without increasing
the delay and the decoding complexity, as a beneﬁt of its Inﬁnite Impulse Response (IIR).
Furthermore, based on the soft-bit outputs of the channel decoder, we will use the packet
reliability metric calculation technique of Section 3.3 for quantifying the Packet Reliability
Information (PRI) forwarded to the LT decoder, which will be used for informing it as to
whether the packet considered is suﬃciently reliable for employment by the LT decoder.
More explicitly, based on the PRI, the LT decoder erases the unreliable packets, namely
those that are likely to contain errors, in order to perfectly recover all the original data
packets. By contrast, unreliable packets must not be forwarded to the LT decoder, since
they would inﬂict a high number of further propagated errors, depending on the speciﬁc
degree-distribution of the LT code.
3.4.1 System Overview
Again, the system’s schematic is outlined in gradually increasing detail in Figs 1 - 4. Let
us consider, for example, the transmission of 13,000 LT-encoded packets, which were gen-
erated from 10,000 source packets by incorporating 30% redundancy. At a packet erasure
probability of Pe = 0.1 we will lose 1,300 randomly positioned LT packets, when the LT
packets are routed over the Internet. The LT packets, which do reach BS B will be trans-
mitted via the wireless downlink channel to MS B of Fig. 3.36. The DL transmitter of the
BS encodes the bits of the LT-encoded packets using both a convolutional encoder and a
unity-rate precoder, as shown in Fig. 3.37. Again, the rationale of using the unity-rate
precoder serially concatenated with the convolutional encoder is that-as a beneﬁt of its
IIR-it improves the convergence of the iterative receiver, when its decoder exchanges ex-
trinsic information with the convolutional decoder of Fig. 3.39 [58]. When using the system
parameters summarized in Table 3.4.4, the DL-SDMA system employed the SVD-based
Multi-User Transmission (MUT) scheme of Fig. 3.38 for transmitting the data stream of
MS B [60] in Fig. 3.36. Fig. 3.39 details the design of the MS’s receiver, again, utilizing
the OHRSA-MUD of [62], which is suitable for high-throughput rank-deﬁcient scenarios.
Finally, the LT decoder assisted by the PRI provided by the convolutional decoder gen-
erates the recovered source packets constituting the original data ﬁle. In our forthcoming
discussions we will brieﬂy summarize the operation of the MUT scheme [60] utilized and
outline the corresponding receiver design employing iterative decoding.3.4.1. System Overview 81
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Figure 3.39: LT coding aided iteratively decoded MS receiver design.
3.4.2 Multi-User Transmission Scheme
Again, the MUT scheme considered is depicted in Fig. 3.38. More speciﬁcally, the BS
employs M′ transmit antennas for supporting K′ MSs, each employing N′
k receive anten-
nas. In this section we consider a ﬂat-fading Multi-Input Multi-Output (MIMO) channel.
The MIMO channel corresponding to the k-th user may be described by an (N′
k × M′)-
dimensional complex-valued time-domain CIR matrix H′(k). Each element of H′(k) is
characterized by a complex-valued scalar channel coeﬃcient H
′(k)
ij , which represents the
non-dispersive link between the i-th BS’s transmit antenna and the j-th MS receiver an-
tenna of the k-th user. More explicitly, each fading MIMO link is modeled by an i.i.d.
complex Gaussian random variable having a variance of unity and a mean of zero. In
order to eliminate the MUI, let us now construct the MUT preprocessor Tk of Fig. 3.38.
As outlined in [60], Tk can be generated based on the null space V(k) of ˜ H′(k)
, calculated
using the SVD [63] of ˜ H′(k)
expressed as:
˜ H′(k)
=
 
˜ U(k) U(k)
 
 


 
0
0 0

  


˜ V(k)
H′
V(k)H′

, (3.13)
where
˜ H′(k)
=
 
H′(1)     H′(k−1) H′(k+1)     H′(K′)
 T
. (3.14)
As advocated in [60], we will categorize the potential system design options of an (M′×N′)-
dimensional MIMO system, where M′ and N′ refer to the number of transmit and receive
antennas. To elaborate a little further, the total number of antennas employed by all the3.4.3. LT Coding Aided Receiver Using Iterative Detection 83
K′ user terminals is K′N′
k. Let us now introduce a measure of the normalized system load
expressed as
Ls =
M′
N′ . (3.15)
Consequently, we may distinguish three diﬀerent scenarios as follows:
1. lightly-loaded scenario, for Ls < 1;
2. fully-loaded scenario, for Ls = 1;
3. rank-deﬁcient or ’over-loaded’ scenario, for Ls > 1.
3.4.3 LT Coding Aided Receiver Using Iterative Detection
The detector constituting the ﬁrst stage of the receiver seen in Fig. 3.39 is the OHRSA-
MUD [62], which is adapted for employment in our system in order to reduce the compu-
tational complexity imposed by the ML detector used by each of the MSs. The derivation
of an expression for the low-complexity evaluation of the soft-bit information associated
with the bit estimates of the OHRSA detector was detailed in [62].
Iterative decoding is carried out by exchanging extrinsic information between the unity-
rate precoder’s decoder and the channel decoder. Fig. 3.39 illustrates the iterative receiver
structure, where L represents the LLRs. The super-script Det indicates the detector, P
denotes the precoder, while Dec represents the channel decoder. The subscripts apr, ex
and apt in Fig. 3.39 indicate a priori, extrinsic and a posteriori LLRs, respectively. First,
the unity-rate precoder’s decoder seen in Fig. 3.39 processes the soft-bit output LDet
apt of
the detector generated in the previous stage and the a priori LLR values LP
apr, which are
appropriately arranged by the interleaver Π are produced from the extrinsic information
LDec
ex of the channel decoder. Then the extrinsic information LP
ex to be used by the unity-
rate precoder’s decoder in Fig. 3.39 is obtained from LP
apt by subtracting the a posteriori
LLR values LP
apr. Then, as portrayed in Fig. 3.39, the channel decoder processes LDec
apr ,
which was generated by the deinterleaver Π−1 from LP
ex, and outputs the a posteriori
LLRs LDec
apt to be used as a feedback for the next decoding iteration. When the iterations
are curtailed, the channel decoder outputs LDec
apt,i, which represents the hard-decision based
data bits.
Recall from Section. 3.3 that the PRI is calculated based on the Log Likelihood Ratio
(LLR) [30] of the bits. Hence we introduced an LLR threshold, denoted as lt. A channel3.4.4. Simulation Results 84
decoded bit is deemed reliable, if the absolute value of its LLR is higher than lt , where
the threshold lt has to be carefully chosen. By contrast, if the absolute value of the LLR is
lower than lt, it is deemed unreliable. Therefore, the PRI of a packet is simply calculated
as the percentage of the reliable bits in the channel-decoded packet. On this basis we can
identify packets, which are likely to contain decoding errors. Let us assume for example
that the total number of the LT packets generated by the LT encoder is 13,000. However,
only 11,700 packets are transmitted by the BS to MS B of Fig. 3.36 owing to the 10%
packet loss rate of the BEC channel. It was found in our informal experiments not detailed
here that the minimum number of packets required for achieving a high probability of suc-
cessful LT decoding is 11 000. Then we have to consider two decoding scenarios, namely
when the number of erroneous packets is higher than (11,700 − 11,000) = 700, as well as
when it is lower than 700. In the former speciﬁc case, the 11,000 packets chosen for LT
decoding may contain some incorrectly decoded LT-encoded packets, which hence result
in error propagation. However, in this scenario the best course of action is to still forward
the most reliable 11,000 packets for LT decoding based on the PRI. In other words, we
remove the 700 most unreliable packets, because the chances are that this way we may
indeed succeed in removing all the incorrect packets and hence successfully LT decode all
the source packets.
3.4.4 Simulation Results
Here we continue our discourse by characterizing the Packet Error Ratio (PER) ver-
sus packet-length performance of the inner encoder/decoder scheme of Fig. 3.40. As
expected, the PER degrades upon increasing the packet-length, since the probability of
having residual errors after channel decoding increases upon increasing the packet-length.
Furthermore, it can be shown that increasing the packet-length increases the LT-decoding
complexity. By contrast, upon reducing the packet-length the relative overhead of using
a 16-bit CRC sequence increases. As a compromise, based on the trends seen in Fig. 3.40,
we opted for a packet-length of 120 bits. Observe furthermore that as expected, increasing
the interleaver length has the beneﬁcial eﬀect of reducing the PER owing to randomizing
the bit-errors more eﬃciently.
In this section, we characterize the achievable performance of the LT-DL-SDMA system
assisted by both a 16-bit CRC-based and on the proposed LLR-based PRI estimation
scheme. The packet erasure rate Pe of the BEC was set to 0.1 and each LT packet con-3.4.4. Simulation Results 85
LT Packet size 120 bits
LT Distribution Improved robust
distribution [20]
Number of information packets 10,000
Number of redundancy packets 3,000
Erasure probability of BEC 0.1
Recursive Systematic Code RSC(5,7)
Interleaver length 105 bits
Modulation 4 QAM
Number of users K′ 3
Number of transmit antennas M′ 6 for Ls = 1,
8 for Ls = 1.333
Number of receive antennas Nk 2
Normalized Doppler frequency fd = fD   T = 0.001
Table 3.4: System Parameters of LT Coding Aided Iterative Detection for Downlink SDMA
Systems.
tained 120 bits. In conjunction with the CRC overhead, a source packet accommodated
136 bits. As seen in Table 3.4.4, we employed 4-QAM protected by the half-rate Recursive
Systematic Convolutional code RSC(5,7) having a memory of three and using a 105-bit
interleaver, where (5,7) represent the generator polynomials in octal format. A slow-fading
MIMO channel having a normalized Dopper frequency of 0.001 was used.
As seen in Table 3.4.4, the system conﬁguration studied supported K′ = 3 users and each
user terminal employed two receiver antennas. Finally, for the sake of convenience, we
assume that each MS is receiving the same number of independent data streams Lt from
the BS, which implies that each user has the same data throughput.
Fig. 3.41 portrays the PER performance of the inner decoder scheme of Fig. 3.39 corre-
sponding to the normalized system load of Ls = 1.0, i.e. when the number of transmit
antennas is M′ = 6 and the number of independent data streams transmitted to each
user terminal is [Lt = M′ − (K′ − 1)   N′
k = 2]. This is a rather challenging DL MUD
scenario, because the CIRs of the two streams of a speciﬁc user are quite similar to each
other, which results in a high interference between them. In the CRC-assisted scheme of
Fig. 3.39, the LT decoder is capable of avoiding the decoding of error-infested packets. As
stated above, in the example considered the BEC erases 1,300 packets out of 13,000 and3.4.4. Simulation Results 86
hence 11,700 LT-encoded packets will be transmitted via the wireless downlink channel.
Recall that since the LT decoder requires a minimum number of 11,000 correct packets,
the maximum tolerable number of channel-impaired packets is 700, still allowing the LT
decoder to recover the original source packets. This implies that if the PER of the inner
decoder is lower than (700/11,700 ≈ 0.06), the CRC-assisted system is capable of com-
pletely recovering all the original source packets with a high probability. The horizontal
dashed line in Fig. 3.41 characterizes the value of PER=0.06. Observe in Fig. 3.41 that
the system using I = 4 iterations exhibits a PER < 6% for Eb/N0 values in excess of
about 3dB and hence it is highly likely to recover all packets correctly. Furthermore, the
LLR-based scheme performs similarly to the CRC-aided arrangement, but the latter suf-
fers from a slight Eb/N0 loss owing to its CRC overhead of about 13.3%.
In summary, we proposed a novel LT-DL-SDMA system using iterative decoding. It was
Figure 3.40: PER performance of the LT-DL-SDMA scheme having a normalized system
load of Ls = 1.333 for diﬀerent Eb/N0 values, packet sizes and interleaver lengths. Our
system supports K′ = 3 users, where each user employs N′
k = 2 receives antennas.
also demonstrated that the LLR-based PRI-aided scheme slightly outperformed its CRC-
based counterpart, owing to the Eb/N0 penalty imposed by the 16-bit CRC overhead. It
was shown in Fig. 3.41 that for Eb/N0 values in excess of about 3dB an inﬁnitesimally
low PER may be achieved. Our future research will focus on improving the system’s per-
formance by exchanging soft information between the inner decoders and the outer LT
decoder.3.5. Chapter Conclusions 87
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Figure 3.41: PER performance of the LT-DL-SDMA scheme system having a normalized
system load of 1.0 using either the LLR-based or the CRC-based PRI for diﬀerent number
of iterations. This system supports K′ = 3 users, where each user terminal employs N′
k = 2
receive antennas. All other system parameters are summarized in Table3.4.4.
3.5 Chapter Conclusions
Improving the degree distributions for the LT source and encoded packets helps LT codes
achieve better BER performances as shown in the BER performances of the concatenated
LT and BICM-ID system. Besides, the amalgamated scenarios between LT codes and
other FEC codes such as General-Low Density Parity Check codes using the smark packing
FEC codeword method into the LT packets helps LT codes countable the error ratio of
contaminated LT packets. Knowing the error ratio of received LT packets, based on which
the LT decoder can decide to choose the less erroneous packets for recovering the source
packets, helps LT codes increase the potential ability of their BER performances in the
combined systems for transmitting data over noisy channels. The new random integer
generator designed for the degree distribution of LT input packets and the novel deﬁnition
bit by bit decoding method aided by the LLRs error estimation reduce the complexity of
the Luby transform codes and improve BER performances of the concatenated LT and
FEC code systems in noisy channels. For the sake of improving the BER performance of
LT codes we develop a soft-bit decoding algorithm and new structure designs for LT codes3.5. Chapter Conclusions 88
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Figure 3.42: BER performance of the LT-DL-SDMA system having a normalized system
load of 1.0 assisted with the PRI and CRC and compared with diﬀerent number of iter-
ations. This system supports K′ = 3 users, where each user terminal employs N′
k = 2
receive antennas. All other system parameters are summarized in Table3.4.4.
in the next section.Chapter 4
Luby Transform Codes Using
Soft-Bit Decoding Algorithms
In this chapter we will design the soft-bit decoding of LT codes and evaluate their per-
formance. Section 4.1 develops the concept of Systematic Luby Transform (SLT) codes,
while Section 4.2 introduces their soft-bit decoding. A new random integer for deter-
mining the speciﬁc degree of the input LT packets and a novel truncated soliton degree
distribution designed for Systematic Luby Transform codes are proposed in Section 4.3.
Section 4.4 shows the BER performances of SLT codes using diﬀerent degree distributions
for the SLT-parity packets and diﬀerent random integer generator designs for the degree
distribution of SLT-source packets. Finally, Section 4.5 presents an application example
in the context of an SLT coded V-BLAST system.
4.1 Systematic Luby Transform Encoding
The SLT encoder’s operation may be followed with the aid of Fig. 4.1, where the original
m-bit information packets are encoded by the SLT encoder, which generates n number of
m-bit packets from k number of m-bit packets. Owing to its systematic encoding ﬁrst the
original k number of m-bit packets are directly copied into the encoder’s output buﬀer and
then (n−k) number of m-bit parity packets are created according to the modulo-2 encoding
rule of conventional LT codes. For the sake of a more compact graphical representation
the n number of m-bit SLT encoded packets may be portrayed as a vertically stacked set of
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n number of m-bit packets, as seen in Fig. 4.1. According to this representation the top k
number of bits stacked vertically correspond to the bits belonging to the same bit positions
in the k number of consecutive original m-bit packets, while the remaining (n−k) bits at
the bottom of each column represent the corresponding bits of the (n − k) SLT-encoded
parity packets. Hence, if we refer to the generator matrix and the parity check matrix
of the SLT code as G and H, then we have the syndrome equation of (G   HT = 0).
The graphic representation of the SLT code seen in Fig. 4.1 may be interpreted as a set
of m codewords of an (n,k) block code, such as an LDPC code for example, where each
of the vertical (n,k) codes is represented by the generator and parity check matrices of
(G0;H0),(G1;H1),    ,(Gm;Hm), which obey the structure of Fig. 4.1.
Observation:
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Figure 4.1: The m number of (n,k) codewords of SLT codes and their generator as well
as parity check matrices.
If G and H are the generator matrix as well as the parity check matrix of a SLT code
and they satisfy the syndrome equation (G HT = 0), then all generator and parity check
sub-matrices Gi and Hi also satisfy the equation (Gi   HT
i = 0; i = 1,    ,m).
Proof:
As seen in Fig. 4.1, the bits of the SLT codewords are generated by the resultant generator
matrices Gi and all of these matrices satisfy (Gi ≡ G; i = 1,    ,m) and (Hi ≡ H; i =
1,    ,m) . Since we have (G   HT = 0), consequently (Gi   HT
i = 0). From the above4.2. Soft-Bit Decoding of Systematic Luby Transform Codes 91
proposition we infer the statement that a codeword of the SLT code has a length of n bits.
Hence, we infer the following Lemma as:
SLT Decoding Algorithm:
The decoding process of a single codeword of the SLT code may be decomposed into m
decoding processes of the (n,k) constituent codewords.
4.2 Soft-Bit Decoding of Systematic Luby Transform Codes
4.2.1 Preliminaries
In this section, we comment the rationale of designing novel systematic Luby transform
codes. The Luby transform code proposed in [10], [36] was designed for ﬁlling packet
erasures wiped out by the BEC channel, where the transmitted data is not contaminated
by channel noise or fading. The Luby transform decoding process recovers source packets
by using the eXclusive OR (XOR) operations between a certain number of received packets,
as dictated by the generator matrix G of the Luby transform code. When the data is
transmitted across the wireless Internet channel, where the data is aﬀected by erasures,
noise and fading events, the erasure decoding of the Luby transform code will impose
severe error propagation between the LT-decoded packets, when a single contaminated
received packet is used during the erasure decoding process, as portrayed in Fig. 4.2. As
seen in Fig. 4.2, when a single contaminated received packet S1 is used by the erasure
decoding process, the contaminated part of this LT-packet indicated by the shaded part
of the packet is propagated to all of the decoded packets. After the 5th decoding cycle of
Fig. 4.2, all of the LT-decoded packets are contaminated by this erroneous packet-segment
at the corresponding symbol positions. For the sake of preventing this error propagation,
in [64] Luby et al. proposed a soft-bit decoding method based on message passing between
the encoded symbols and source symbols of the Raptor code, where the symbols are groups
of q-bits [64]. The BER performance and practical application of this decoding algorithm
is limited for the following reasons [64]:
• Consider the pairs of decoded symbols y1 and y2 as well as the triplet of received
symbols x1,x2,x3 as portrayed in [64, Fig. 4], where x1 and x3 have a degree of one,
while x2 has a degree of two. Assume furthermore that x2 is connected to both y1,y2,
while x1 and x3 are connected to y1 and y2, respectively. If the above conﬁguration4.2.1. Preliminaries 92
does not exist and not all source symbols are recovered, then the decoding operation
will fail because in this case the message passing algorithm cannot be implemented
as suggested in [64].
• As the length of the q-bit symbols increases, the complexity of calculating the symbol
probability in a large q-ary ﬁeld increases exponentially.
For the sake of ﬁnding out a ﬂexible decoding method for the Luby transform code, we
managed to apply the message passing algorithm, which is used by the LDPC code, for
the Luby transform code. This idea is developed as follows. By observing the encoding
and decoding processes of both Luby transform codes and quasi-regular LDPC codes, we
can list their similarities and diﬀerences:
• Similarities:
– Both Luby transform codes and quasi-regular LDPC codes use the generator
matrix G to generate the encoded packets and bits, respectively.
– Both Luby transform codes and LDPC codes are represented by the Tanner
graph and are decoded by the Belief Propagation (BP) algorithm.
• Diﬀerences:
– When designing LDPC codes, the Parity Check Matrix (PCM) H is typically
formed by randomly creating the parity checks for the rows and columns having
quasi-regular weights. In other words, the weights of the rows and columns of
H are similar. The generator matrix G may be calculated from H by exploiting
that G   HT = 0 where HT is the transpose of H.
– By contrast, when designing Luby transform codes, the generator matrix may
be created based on the Robust Soliton Degree Distribution (RSDD) [10].
– The LDPC code decodes based on H use the BP decoding method combined
with the message passing algorithm, while Luby transform codes are decoded
based on G and employ the BP decoding method combined with the erasure
ﬁlling algorithm.
– The LDPC encoding process is a bit-by-bit process, while the Luby transform
encoding process is a packet-by-packet process.4.2.1. Preliminaries 93
Based on the above similarities and diﬀerences, the idea of calculating H from G for
Luby transform codes was proposed in [25], by exploiting that we have G   HT = 0
for the sake of applying the BP decoding method combined with the message passing
algorithm. This idea is described as follows. Rateless non-systematic LT codes were
designed in [10], [11], [36] [43], where the original source information packets and the
parity packets can not be directly identiﬁed. For the sake of soft-decoding LT codes by
the classic Belief Propagation algorithm of LDPC codes [7], [32], [47] and [65], we have
to specify their Parity Check Matrix (PCM) H. The Generator Matrix (GM) G of non-
systematic LT codes might be rewritten as follows [66]:
G(K×N) = [(BT.(AT)−1)K×M;I(K×K)], (4.1)
where A and B are the component matrices of the PCM H, while the superscript T
represents the transpose matrices. Given A and B, the PCM H may be expressed as
follows:
H(M×N = [A(M×M);B(M×K)]. (4.2)
From (4.1) and (4.2) we can calculate the PCM of the non-systematic LT code by the
coresponding inverse process as follows:
• We commence by ﬁnding out a non-singular matrix A having the size of (K × K)
elements within the GM G. If there is no such matrix A in G, we failed to construct
the PCM H of the non-systematic LT code.
• If existing a non-singular matrix A in G. Re-arranging the generator G and we have
G=[A(K×K);B(K×M)] . Calculating the product of [BT.(AT)−1]M×K.
• The PCM H is calculated as follows:
H(M×N) = [(BT.(AT)−1)M×K;I(M×M)]. (4.3)
Unfortunately, the resultant PCM H calculated from the GM of the non-systematic
LT code contains many zero-columns. Therefore, the achievable performance of non-
systematic LT codes using belief-propagation based soft-bit decoding method is poor.
Another reason for the poor soft decoding performance of non-systematic LT codes is that
we cannot readily ﬁnd the optimal PCM matrix for non-systematic LT codes. Given the
PCM H, we soft-decode the bits of the LT coded packets received and as always, this pro-
cess will impose error propagation to other source packets as exampliﬁed in Fig. 4.2 and4.2.2. Systematic Luby Transform Codes and Their Soft-Decoding 94
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Figure 4.2: An example of error propagation in the LT hard-decoding process, when the
LT decoder receives packets aﬀected by the channel error
detailed in the next section. A diﬀerent LT soft-decoding method was proposed in [64],
which also uses the message passing method based on the GM G, but the decoding process
is suspended if it can not ﬁnd out the set of packets that satisfy the speciﬁc conﬁguration
as analysed in [64, Fig. 4] and in [27].
4.2.2 Systematic Luby Transform Codes and Their Soft-Decoding
LT codes were originally designed for hard-decoding [10] in the context of the BEC. The
error propagation phenomenon of the LT decoding process is portrayed in Fig. 4.2. This
error propagation is described as follows. Assuming that the LT decoder need to re-
cover three source packets S1,S2,S3 from four received LT packets (P1,    ,P4), as seen
in Fig. 4.2 and the received LT degree-one packet P1 contains three erroneous bits con-
taminated by the noise, which are the fourth, ﬁfth, sixth bits. At the ﬁrst LT decoding
cycle, the bits of the source packet S1 having a connection to P1 are foisted the corre-
sponding bit’s values of the received LT packet P1 and then this connection is erased. At4.2.2. Systematic Luby Transform Codes and Their Soft-Decoding 95
this step, three erroneous bits plotted by grey square in Fig. 4.2 are propagated to three
corresponding position bits of S1. At the second LT decoding cycle, the LT decoder ﬁnds
in the rest received LT packets P2,P3 and P4 which packet has a connection to the source
packet S1. As seen in Fig. 4.2, there are only P2 and P3 having connections to S1. The LT
decoder implements XOR operation S1 with P2 and S1 with P3, then foists these results
to P2 and P3 and clears the connections from S1 to P2 and P3. Again, the LT decoder
propagates erroneous bits from S1 to P2 and P3. Continuosly, after 5 decoding cycles
the LT decoding process propagates erroneous bits from single received contaminated LT
packet to all the source LT packets, as seen in Fig. 4.2. For the sake of avoiding this
detrimental inter-packet error propagation eﬀect, they have been combined with various
FEC codes [20] [67]. These combined schemes substantially mitigated the eﬀects of error
propagation. However, the attainable performance improvements of these schemes were
still limited owing to the employment of hard-decision aided LT decoding. For the sake of
circumventing this deﬁciency, we introduce the novel concept of soft LT decoding based
on the classic belief-propagation technique applying Tanner Graphs. We commence our
discourse by introducing the concept of ’single-bit packets’. The LT codes having larger
packets will be considered as the generalized scenario. The soft LT decoding process is
based on the classic concept of the LDPC decoding. Given the generator matrix G of
the LT code, we calculate the Parity Check Matrix (PCM) H of the LT code similarly
to that of a classic LDPC code, namely by dividing the LT code’s generator matrix into
two matrices, where A and B have a size of (K × K) and (K × M), respectively. We
choose the non-singular matrix A based on the conventional LT decoding process. Then
following from (4.3) the PCM is calculated as follows:
H(M×N) = [(BT   (AT)−1)(M×K)|I(M×M)]. (4.4)
The LT decoding process may be implemented as follows. An LT code’s PCM can be
represented by a classic Tanner graph [67]. To elaborate a little further, the ﬁlled circles
and the ﬁlled squares of Fig. 4.3 represent the LT variable nodes and the LT check nodes,
respectively, while the horizontal lines connected to the variable nodes represent the intrin-
sic information provided by the channel’s output. Let us assume that the circular node at
the top of Fig. 4.3 represents the Kth variable node in the block of N number of single-bit
LT encoded packets, which is also termed as the root or information node [68]. The root
node receives information from the check nodes it is connected to at the level seen below
it in Fig. 4.3 and those check nodes also receive information from the variable nodes they4.2.2. Systematic Luby Transform Codes and Their Soft-Decoding 96
Figure 4.3: A tree-based Tanner-graph representation of LT code
are connected to at the next level down, etc. The dotted lines in Fig. 4.3 indicate that
the above process is repeated further by expanding the tree. The number of connections
associated with a variable node of the LT code - excluding the line representing the in-
trinsic information - indicates the column weight of this particular message node, while
the number of connections associated with an LT check node represents the corresponding
row weight. The column weight and row weight of the LT code’s PCM are related to the
degree distribution of LT packets.
The LT decoding process is implemented in the same way as the classic LDPC decoding
procedure. Initially, the LT decoder’s soft values are set to a value corresponding to the
demodulator’s soft output. The decoder’s soft values of Ra
i,j and Qa
i,j which denote the
LLRs passed from the check nodes to the variable nodes and vice versa are then iteratively
updated after each decoding iteration as follows [69]:
tanh(
Ri,j
2
) =
 
n∈{Ci},n =i
tanh(
Qn,j
2
), (4.5)
where we have
tanh(x/2) =
ex − 1
ex + 1
. (4.6)
After each iteration, the LT decoder outputs its tentative hard-decision and checks, whether
the product of the corresponding codeword and the transpose of the PCM H is equal to
zero according to (C   HT= 0) i.e whether a legitimate codeword was produced. If not,
the LT decoding process will be continued in an iterative fashion, until the output code-
word becomes legitimate or the maximum aﬀordable number of iterations is exhausted.
For the sake of improving the performance of LT codes at high Eb/N0 values, we invoke
hard-decoding after the last LT decoding cycle in order to erase the low-conﬁdence LT4.2.2. Systematic Luby Transform Codes and Their Soft-Decoding 97
packets, namely those, which have low Logarithm Likelihood Ratios (LLRs). We employ
the low-complexity packet-reliability evaluation technique of Section 3.3 based on evalu-
ating the average LLR of the packet. However, the soft LT decoding process based on the
LT code’s PCM exhibits some deﬁciencies owing to the following two reasons:
• the LT code’s PCM contains many zero-columns because of absenting the identity
information component part in G of LT codes, which degrades the performance of
the LT code, when using the above mentioned soft decoding process.
• The conventional non-systematic LT code will impose error propagation, when using
the above-mentioned hard-decoding process for the sake of recovering the original
information packets from the erroneously decoded LT-encoded packets, as seen in
Fig.4.2.
Hence, for the sake of improving the LT code’s performance in hostile wireless channels,
we speciﬁcally design the LT code’s degree distribution by expanding its generator matrix
with the aid of a unity matrix having a size of (K × K) elements, which results in a SLT
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Figure 4.4: The systematic LT code’s generator matrix
code. The resultant relationship of the SLT generator matrix G and the PCM H may be
stated as follows:
• If we have a generator matrix {GK×N = [IK×K|AK×M]}, where I is an identity
matrix having a size of (K × K) and A is a non-singular matrix having a size of
(K × M), then the PCM obeys the construction of {H = [AT|I′]}, where AT is the
transpose of A and I′ is an identity matrix having a size of (M × M) [7], where
(N = K + M) is the number of columns in G and K is the number of rows in G.4.2.3. EXIT-Chart Analysis of SLT Codes 98
4.2.3 EXIT-Chart Analysis of SLT Codes
Extrinsic Information Transfer (EXIT) charts [31] [70] were proposed by ten Brink and
his collaborators. As mentioned in Section 4.2, SLT codes may be decoded by belief
propagation. Hence, we can analyse SLT codes based on EXIT charts [31] [71]. Since SLT
codes have a speciﬁc PCM construction, which contains the check bits in the corresponding
rows and the message bits in the corresponding columns, while the second part of the PCM
is constituted by a unity matrix having a size of (M × M) elements containing the check
bits in both its rows and columns. Hence, we have to re-deﬁne the passing of the LLR
messages during the SLT decoding process as follows:
• The LLR messages are passed between the SLT message nodes and the SLT check
nodes.
Message nodes
Check nodes
R1,..., Ri
Q 1 ,..., Q i
Figure 4.5: The LLR message passing between message nodes and parity nodes of SLT
codes.
Let dm represent the degree of the message nodes, d the degree of the encoded parity
packets and dc the degree of the check nodes. Furthermore, let K denote the number of
message nodes and N the number of variable nodes. Then the number of check nodes
is given by M=(N-K). The degree distribution D(d) of the encoded parity packets was4.2.3. EXIT-Chart Analysis of SLT Codes 99
deﬁned in Section 3.1.1 as follows:
D(d) =

         
         
0 d = 0,
1+S+ν
Z K if d = 1,
1
Z
 
1
d(d−1) + S
K   1
d
 
if 2 ≤ d < K
S ,
S
Z K
 
logS
δ + 1
(K
S −1)
 
if d = K
S ,
1
Z
 
1
d (d−1)
 
for K > d > K
S
. (4.7)
where S, ν were deﬁned in the context of (3.5) of Section 3.1.1 [20], We assume that the
LT encoding process of [20] using the ideal random integer generator is employed. Then
the degree distribution of the message nodes D(dm) is deﬁned as:
D[dm(dc)] = r,
where r = K
N is the code rate of the SLT code and dc = (d + 1). Let us now consider
the messages passed between the SLT message nodes and the check nodes in Fig. 4.5,
when using the LLR representation of the messages. Let Q as well as R denote the LLR
information passed from the message nodes to the check nodes and that passed from the
check nodes to the message nodes, respectively, as seen in Fig. 4.5. As seen in Fig. 4.5, the
extrinsic LLR information passed from the check nodes to the message nodes is deﬁned
by:
Q =
dm−1  
i=0
Ri, (4.8)
where the initial soft channel-output message associated with the variable nodes is given
by (R0 = 4
N0   y) and y denotes the output of an Additive White Gaussian Noise (AWGN)
channel. Furthermore, as seen in Fig. 4.5 {Ri ; i= 1 ... (dv − 1)} represents the LLR
information arriving from the check nodes to the message nodes, except from that partic-
ular check node to which the LLR information message Q was sent. The extrinsic LLR
information R passed from the check nodes to the message nodes is deﬁned as:
tanh(
R
2
) =
dc−1  
i=1
tanh(
Qi
2
), (4.9)
where {Qi ; i= 1,..., (dc-1)} represents the LLR information arriving from the message
nodes, except from that particular message node to which the LLR information message
R was sent. Let mR, mR0 and mQ denote the mean of R, R0 and Q. Then, from (4.8) we
have:
m
(l)
Q = mR0 + (dm − 1)   m
(l−1)
R , (4.10)4.2.3. EXIT-Chart Analysis of SLT Codes 100
where l is the l′th iteration and (mR0 = 4   E
N0), while E is the transmitted bit energy,
while N0
2 is the one-side power spectral density of the noise. We assume that R is Gaussian
distributed. Hence, mR is can be updated according to:
m
(l)
R = J−1
 
I(X;R(l))
 
, (4.11)
where J(mR) is deﬁned as follows:
J(mR) = I(X;Rl) = (4.12)
=
 
1
√
4πmR
e
−
(l−mR)
4mR (1 − log2(1 + e−l))dl.
The mutual information was calculated in [72] as follows:
I(X;R) =
1
ln2
∞  
i=1
1
2i(2i − 1)
[E(T2i
Q )]dc−1, (4.13)
where [72]:
φi(mQ) = E(T2i
Q ) (4.14)
=
  +1
−1
2t(2i)
(1 − t2)
 
4πmQ
e−(ln(1+t
1−t) − mQ)2
4mQ
dt.
Finally, we arrive at the required update formulae for the means mQ and mR as follows:
m
(l)
Q = mR0 + (dm − 1)m
(l−1)
R (4.15)
m
(l)
R = J−1(
1
ln2
∞  
i=1
1
2i(2i − 1)
[E(T2i
mQl)]dc−1. (4.16)
Based on (4.15) we arrive at the variable node’s EXIT function:
IEv = I(X;Q) = I(X;R0,R1,...,Rdm−1) (4.17)
= f [I(X;R0),I(X;R)] = f(Ich,IAv).
Similarly, from (4.13) we derive the check node’s EXIT function as follows [72]:
IEc = I(X;R) = I(X;Q1,...,Qdc−1) (4.18)
= f(I(X;Q)) = f(IAc) =
1
ln2
∞  
i=1
1
(2i − 1)(2i)
[φi(J−1(IAc)]dc−1,
where Ich = I(X;R0) is the average channel output information, IAv = I(X;R) is the
average a priori information at the input of the message node decoder and IEv is the
average extrinsic information at the output of the message node decoder.4.2.3. EXIT-Chart Analysis of SLT Codes 101
The SLT code has the degree distributions D(dm) and D(dc) formulated in (4.7) and (4.8).
Therefore, the EXIT functions of the message and check nodes are given in (4.17) and
(4.18), which depend on the degrees of the message nodes and check nodes, respectively.
Again, we assumed that the LT encoding process of [20] using the ideal random integer
generator is employed. Hence, all the LT message nodes have the same degree, namely a
degree of (dc − 1). Finally, we arrive at the EXIT function of the message nodes and the
check nodes for the SLT code expressed in the following form:
• Message node EXIT function [72]:
IEv = f(Ich,IAv) (4.19)
= J
 
J−1(Ich + (j − 1)J−1(IAv)
 
.
• Check node EXIT function [72]:
IEc = f(IAc) (4.20)
=
dc  
j=2
dcjIEcj =
dcmax  
j=2
dc(j)  
1
ln2
∞  
i=1
(
1
2i(2i − 1)
)[φi(J−1(IAc)]j−1.
The EXIT chart of the SLT code is portrayed in Fig. 4.6.
The associated parameters are:
• The check bits obey the same degree distribution as the LT packets, namely the
Improved Robust Soliton Degree Distribution (IRSDD) proposed of Section 3.1.1
in [20].
• All of the message bits have a degree of one.
• A total of 500 LT-encoded packets are transmitted and each of them has 1,000 bits.
The rate of the SLT code was set to r = 1
3.
The SLT code’s message-node-related EXIT curve recorded at Eb/N0 = 1 dB intersects
the check-node-related curve relatively close to the point of perfect convergence, namely
the (1,1) point of Fig. 4.6, which was made more visible by expanding the top right corner
of Fig. 4.6 in Fig. 4.7. The point of intersection is marked by a bold dot in Fig. 4.7. Owing
to the intersection between the message-node’s EXIT curve and the check-node’s EXIT
curve, the SLT decoder is unable to reach an inﬁnitesimally low BER at Eb/N0 = 1 dB.
By contrast, observe in Fig. 4.7 that the SLT decoder becomes capable of approaching the
(1,1) point at Eb/N0 = 6 dB after 10 iterations.4.2.3. EXIT-Chart Analysis of SLT Codes 102
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Figure 4.6: EXIT chart of the SLT(1,000, 3,000) code.
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Figure 4.7: Expanded view of the SLT(1,000, 3,000) code’s EXIT chart.4.2.4. Simulation Results 103
4.2.4 Simulation Results
Erasure probability Pe 0.0; 0.1
LT code parameters in
Eq.(4.24) δ= 0.5; c= 0.1
The number of source SLT packets 500
SLT packet size 1000 bits
SLT code rates r 1/3
Modulation QPSK
Noise channel AWGN
Number of the SLT code’s iteration 0, 2, 4, 6
Table 4.1: System parameters of SLT codes.
Fig. 4.8 shows the attainable BER performance of the SLT(1,000, 3,000) code using
the message-passing decoding technique, when communicating over the AWGN channel,
having an erasure probability of PE= 0. Fig. 4.8 may be contrasted to Fig. 4.9, where
transmission over the Wireless Internet associated with diﬀerent Eb/N0 values and Pe = 0.1
is considered. Fig. 4.10 shows the performance of the SLT code for transmission over
the BEC having diﬀerent erasure probabilities Pe, where the abscissa axis was scaled in
terms of the values of (1 − Pe). Again, the Improved Robust Soliton Degree Distribution
(IRSDD) of (3.6) in Section 3.1.1 was used for the variable nodes of the SLT(1,000, 3,000)
code characterized in Fig. 4.8, Fig. 4.9 and Fig. 4.10. The degree distribution parameters
of c= 0.1 and δ = 0.5 were used of (3.6) in Section 3.1.1 as deﬁned in [20]. We can
see in Fig. 4.8 that for Pe= 0 the BER becomes as low as 10−5 at Eb/N0= 3.5 dB. By
contrast, when the erasure probability is Pe= 0.1, the decoder reaches BER= 10−5 at
Eb/N0= 4.5 dB. The proposed scheme has the potential of maintaining a lower BER at a
given Eb/N0 and capable of tolerating higher Pe values than the system of [20], because
the hard-bit LT decoding used in [20] is very sensitive with the contaminated received
packets and it can cause error propagation from a single contaminated received packet, as
exampled in Fig. 4.2. When we increase the size of the SLT codes from SLT(1,000, 3,000)
to SLT(10,000, 30,000), their performance is improved, as seen by contrasting in Fig. 4.11
to Fig. 4.8, because the length of the SLT codeword is increased. More speciﬁcally, a BER
of 10−5 may be attained at Eb/N0 = 3.0 dB after 6 iterations of the SLT decoder. Finally,
observe in Fig. 4.10 that the SLT decoder is capable of maintaining an inﬁnitesimally low4.2.4. Simulation Results 104
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Figure 4.8: BER versus Eb/N0 performance of the SLT(1,000, 3,000) code of Table 4.1 in
AWGN channels using BPSK modulation and no erasures.
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Figure 4.10: BER versus 1 − Pe performance of the SLT(1,000, 3,000) code of Table 4.1
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Figure 4.11: BER versus Eb/N0 performance of the SLT(10,000, 30,000) code of Table 4.1
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BER for erasure probabilities as high as Pe = 0.4 in the BEC.
4.2.5 Conclusions
The concept of SLT codes was introduced with the aid of appropriately modifying the
RSDD of Section 3.1.1 [10] and [20]. The SLT coding concept of Section 4.1 facilitated
the employment of the classic belief-propagation based soft decoding of the resultant SLT
codes. The main beneﬁt of the proposed scheme is that it is capable of mitigating the
eﬀects of catastrophic error propagation across the LT-encoded packets. For the sake of
improving the performance of the SLT codes in the next section, we consider their degree
distribution and design a random integer generator for coining the speciﬁc degree of the
individual LT packets.
4.3 An Improved Degree Distribution and A Random Inte-
ger Generator for SLT Codes
4.3.1 Introduction
When designing LT codes, there are three important factors, which determine the at-
tainable performance of the LT code, namely the degree distribution, the integer random
generator used for coining a particular packet’s degree and the total number of source
packets to be transmitted [10], [11], [36], [25]. However, as mentioned in [10], [11] and [36]
the degree distribution design is the most inﬂuential factor. The original distribution
proposed in [10], [11] and [36] for SLT codes is no longer suitable, when using soft bit
decoding. Hence, the novel contribution of this section is that of designing an improved
degree distribution for SLT codes. This distribution is referred to as the Truncated De-
gree Distribution (TDD), which will be outlined in Section 4.3.2. Furthermore, we also
introduce a novel random integer generator for determining the speciﬁc degree of each
packet during the LT encoding process. This random generator is termed as the condi-
tional random integer generator, which will be detailed in Section 4.3.3. In Section 4.1
the soft bit based SLT is discussed, while in Section 4.3.4 its performance is analysed by
using EXIT charts. Finally, in Section 4.3.5 the achievable BER performance is detailed
and our conclusions are oﬀered in Section 4.3.6.4.3.2. Truncated Degree Distribution 107
4.3.2 The Truncated Degree Distribution Designed for The SLT’s Parity
Packets
For the sake of ﬁnding an improved degree distribution, we commence our discourse by
revisiting the original RSDD  (d) of Section 2.2.5.1 [10], [20]. The RSDD  (d) is composed
of two parts, namely ρ(d) and τ(d) formulated as follows [10]:
ρ(d) =



1/K for d = 1,
1
d(d−1) for d = 2,3,...,K,
(4.21)
and
τ(d) =

        
        
S
K
1
d for d=1, 2, ..., K
S − 1,
S
Klog(S
δ ) for d = K
S ,
0 for d > K
S ,
(4.22)
which are combined as:
 (d) =
ρ(d) + τ(d)
Z′ , (4.23)
where K,S,d are the number of input packets, the number of packets having a degree-one
and the degree of packets, respectively. These distributions were plotted in Fig. 2.13 of
Section 2.2.5.1. Finally, we have Z′ =
 
d [ρ(d) + τ(d)]. The number of degree-one packets
generated by this distribution is [10] S =
 
c
√
Kloge(K/δ)
 
, where c and δ constitute the
tuneable parameters of the distribution. There are two conditions, which have to be sat-
isﬁed by all input packets for them to be recovered from the received LT-encoded packets.
Firstly, the number of LT-encoded packets N has to satisfy [10], where N ≥ K+2Sloge(S
δ )
and secondly, the number of packets having the highest degree must obey d ≥ K
S [10], [36].
These are the prerequisites for designing the original LT code of Section 2.2.5.1 [36]. When
we design the SLT code of Section 4.2.2 [25], these are still suﬃcient conditions for the
decodability of SLT codes having a code rate lower than R = 1
2+ǫ, where ǫ = 2loge(S
δ )
is the relative packet-level overhead of the original LT codes. However, these conditions
are no longer suﬃcient for SLT codes having a code rate higher than R = 1
2+ǫ, because
the density of both the parity and generator matrices of the SLT codes are low. For the
sake of improving the density distribution of both the parity and generator matrices of
the SLT codes, we re-deﬁne the degree distribution used for generating the parity check4.3.2. Truncated Degree Distribution 108
part of SLT codes as follows [26], [27]:
Ω(d) =  (d,γ,ν) =

           
           
0 for d = 1,
1
Z
 
1 + S
k + ν
 
for d = γ,
γ
Z
 
1
d ( d
γ −1) + S
k
1
d
 
for d = 2γ,3γ,    ,
k γ
S − 1,
S
Z k
 
loge(S
δ ) + 1
( k
S−1)
 
for d =
γ k
S ,
γ
Z
 
1
d ( d
γ −1)
 
for k > d >
γ k
S .
(4.24)
where K is the total number of original information source packets contributing to the
SLT code constituted by m number of (n,k) codes, S is the number of packets having a
speciﬁc degree γ, where the variables satisfy the condition of [36]
 
S = c
√
Kloge(K/δ)
 
and γ is an integer number higher than unity. Furthermore, ν represents the extra frac-
tion of redundant packets required for the Improved Robust Soliton Degree Distribution
(IRSDD) of Section 3.1.1 [20] to ensure decodability. Still referring to (4.24), we have
{Z =
 
d [(ρ(d) + τ(d)) + ν]}. Maintaining the maximum packet degree of
 
dmax =
γ K
S
 
ensures that all original input packets will be represented in the set of SLT-encoded parity
packets at least γ times [10], [11], [36]. Hence, the resultant packet degree distribu-
tion may be referred to as a truncated distribution having a maximum abscissa value
of
 
dmax =
γ K
S
 
and an ordinate value step size of γ in the ﬁctitious degree-histogram
not included here. The probability that upon generating a new SLT-encoded parity
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Figure 4.12: An example of the truncated RSDD designed for the SLT-parity packets
having parameters of K = 10,000,δ = 0.5, c = 0.1, γ = 2.
packet having a degree of γ, (K−γ) number of SLT input information packets still remain4.3.2. Truncated Degree Distribution 109
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Figure 4.13: The original RSDD  (d) of (2.16) for the case of K=10,000, c=0.1, δ=0.5
unrepresented up until the instant of generating the SLT-encoded parity packet in the
encoder’s output buﬀer was termed as the Degree Release Probability (DRP) [10], which
was formulated as [11]:
• p(γ,K − γ) = 1;
• p(d,L) =
d(d−1) L Πd−1
j=0(K−(L+1)−j)
Π
d−1
j=0(K−j) for d = 2γ,3γ,    ,
γ K
S and L = K −d+1,    ,γ;
• for all other d and L values we have p(d,L) = 0,
where L is the number of still unrepresented input information packets, when a new SLT-
encoded parity packet having a degree d is generated. Hence, given the degree distribution
Ω(d) of (4.24), the probability that there are still L unrepresented input packets, when a
new SLT-encoded parity packet is generated, is given by [P(d,L) = Ω(d)   p(d,L)], where
p(d,L) is the DRP of an SLT-encoded parity packet having a degree of d.
Finally, the average degree of the SLT-encoded packets is calculated as follows [26], [27]:
D =
K  
d
d   (ρ(d) + τ(d) + ν(d))
Z
+ 1. (4.25)
It can be readily shown that this average SLT-encoded packet degree gives the average
row weight in the parity check matrix of the SLT codes designed in [25]. Having derived a
novel degree distribution for SLT codes, in the next section we contrive a novel conditional4.3.3. Conditional Random Integer Generator 110
integer random generator, which is used for determining the speciﬁc degree of each SLT-
source packet during the SLT encoding process.
4.3.3 Conditional Random Integer Generator Designed for The Degree
Distribution of The SLT’s Source Packets
For the sake of random equally generating the integer index for coining the speciﬁc source
SLT packet in the SLT encoding process, two types of random integer generators have been
proposed in [22], which are the Linear Congruential Random Integer Generator (LCRIG)
and the Bit Swapping Random Integer Generator (BSRIG). Given the current integer Ij
and the parameters C and M, the next integer generated by the LCRIG for coining the
index of the next chosen SLT-source packet is given as follows [22]:
Ij+1 = (aIj + C) mod M, (4.26)
where M is the basis of the modulo function used, while a and C are positive integers
referred to as the multiplier and the increment, respectively.
There are two types of the BSRIGs [22]. The ﬁrst type suggests that the bits representing
the integer (In−j + In−k) mod 2b are rotated i.e. circularly shifted by r bit-positions
according to:
In = [(In−j + In−k) mod 2b] rot r, (4.27)
where ’rot’ denotes the rotation function. By contrast, the second type proposes that the
bits representing the integer In−j and In−k are rotated by r1 and r2 positions, respectively
before their modulo 2 addition
In = [(In−j rot r1) + (In−k rot r2)] mod 2b, (4.28)
where In is an integer represented by b bits and the notation (In−j rot r1) means that the
bits of In−j are shifted to the right by r1 positions, as exempliﬁed by {000011112 (rot) 3 =
111000012}. As detailed in [22], the employment of a LCRIG has a limited beneﬁt, because
the probability of having diﬀerent packet degrees is diﬀerent. More explicitly, Fig. 4.14
portrays the packet degree distribution produced by the LCRIG of [22] for the SLT code of
(1200, 1800, c = 0.1, δ = 0.5), where c and δ are two parameters of the SLT code of [25].
The horizontal axis quantiﬁes the speciﬁc degrees of the original source information pack-
ets, while the vertical axis represents the relative frequency of the speciﬁc degrees having
corresponding values along the horizontal axis. As we can see in Fig. 4.14, the relative4.3.3. Conditional Random Integer Generator 111
frequency of the source information packet’s degrees spans the range from degree-1 to
degree-12.
By contrast, the relative frequency of the degrees created by the bit swapping random
integer generator of [22] characterized in Fig. 4.14 is concentrated to a slightly narrower
degree distribution range, most of which range from dm = 2 to dm = 6. When designing
the random integer generator used for encoding SLT codes, we aim for making this range
as narrow as possible, since this allows us to maintain a near-constant probability of the
original information packets being represented by the parity packets. Consequently, the
resultant probability that an original information packet is recovered from the parity pack-
ets also becomes near-constant. Hence, we may conclude from the above interpretation
of Fig. 4.14 that the performance of SLT codes using the BSRIG is expected to be better
than that of the LCRIG of [22].
Nonetheless, the degree of SLT source packets still varies over quite a wide range even
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Figure 4.14: Three degree distributions for the source SLT packets created by two diﬀerent
random integer generators of [22] and the conditional random integer generator.
for the BSRIG in Fig. 4.14, which degrades the performance of the resultant SLT codes.
Hence, for the sake of generating the desired ’Dirac-delta-like’ degree distribution ideally
associated with a single degree value for all input packets, we speciﬁcally design a novel
random integer generator, which we refer to as the conditional random integer generator,
in order to improve the BSRIG of [22]. More speciﬁcally, we improve the BSRIG of [22],4.3.4. EXIT Chart Analysis of SLT Codes 112
while satisfying the condition of dm ≤ Dm for the output degree of the message nodes,
where Dm is the mean degree of the message nodes, which is calculated as follows:
Dm =
 
1 − R
R
  (dc − 1)
 
. (4.29)
Furthermore, dc is the average degree of the (n − k) check nodes, which is calculated as
follows:
dc = d + 1, (4.30)
where d is generated by the degree distribution Ω(d) of (4.24), while R = k
n is the code
rate of the SLT code. When using this conditional random integer generator, we arrive at
the degree distribution marked in Fig. 4.14 by the hollow bars. Observe that most of the
output degree values are concentrated around dm = 4. This is expected to improve the
attainable performance of the resultant SLT, as we will demonstrate in Section 4.3.5.
4.3.4 EXIT Chart Analysis of SLT Codes
As argued in Fig. 4.5 of Section 4.2.2 [25] the EXIT chart of SLT codes is constituted by a
message passing function between the message nodes and parity check nodes speciﬁed by
the PCM H. Let us now consider the EXIT chart of our novel SLT code, which employs the
degree distributions mentioned in Section 4.3.2 for transmission over the AWGN channel.
At the beginning of the decoding process, the LLRs of the SLT-encoded bits are calculated
from the output of the matched ﬁlter in the demodulator according to:
log
 
Pr(bi=0/r)
Pr(bi=1/r)
 
= log



 
si∈S0 e
(−
|r−si|2
N0
)
 
si∈S1 e
(−
|r−si|2
N0
)


, (4.31)
where si ∈ S0 denotes a modulated symbol with the ith bit being equal to zero. Initially,
the a priori LLRs of the parity check nodes are set to the above-mentioned matched ﬁlter
output LLRs. The output LLRs of the check nodes are set to zero at this stage. At the
ﬁrst iteration, the LLR messages R(j) passed from the jth check nodes to the message
nodes are updated as follows:
R(j) = 2   arctanh
 
dc  
i
Q(i)
 
, (4.32)
where Q(i) represents the associated LLR message passed from the ith message node to
the check nodes and dc is the degree of the parity check node, which obeys our truncated4.3.4. EXIT Chart Analysis of SLT Codes 113
degree distribution proposed in Section 4.3.2. The extrinsic LLRs Q(i) passed from the
ith message node to the jth check node are updated according to:
Q(i) =
dv  
j
R(j), (4.33)
where R(j) is the associated LLR message received from the jth check node and dv is the
degree of the message node.
From the above extrinsic LLRs we generated the EXIT curves for the SLT(1200,3600)
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Figure 4.15: EXIT chart of the SLT(1200,3600) code of Table 4.2.
code, which is seen in Fig. 4.15. The message-node-related EXIT curve of the R = 1/3-rate
SLT(1200,3600) code recorded at Eb/N0 = 0dB intersects the check-node-related curve.
Consequently, at Eb/N0 = 0dB the EXIT curves of the SLT(1200,3600) code indicate
that we cannot achieve an inﬁnitesimally low BER. By contrast, at Eb/N0 = 1.5dB the
EXIT curves of the SLT code no longer intersect and the decoding trajectory matches
well the EXIT curves, hence after about I = 20 decoding iterations an inﬁnitesimally low
BER may be attained as indicated by the bit-by-bit decoding trajectory printed in dotted
line. By contrast, at Eb/N0 = 2dB only I = 12 decoding iterations are necessitated.
When gradually changing the factor γ from 2 to higher values such as 3, 4, the BER
performance of the SLT(1200,3600) code degrades, as seen in Fig. 4.16. This happens
because the density of the PCM H is increased, which decreases the Hamming distance4.3.5. Simulation Results 114
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Figure 4.16: EXIT chart of the SLT(1200,3600) code using the CRIG and TDD of (4.24)
in conjunction with γ= 3.
between the columns of H and hence causes error propagation during the decoding process.
By observing the EXIT charts plotted in Fig. 4.15 and Fig. 4.16 we may conclude that γ=
2 is the best choice for the TDD of the SLT(1200,3600) code. Finally, our simulation-based
BER results are provided in the following section.
4.3.5 Simulation Results
An AWGN-contaminated BEC typically encountered in line-of-sight wireless Internet sce-
narios was assumed, where the statistical multiplexing-induced random uniformly dis-
tributed packet dropping events had a probability of Pe = 0.1. The parameters of the
system investigated are summarised in Table 4.2.
The BER performance comparisons between SLT codes and LDPC codes are given
in Fig. 4.17 and Fig. 4.18. As seen in Fig. 4.17, at BER = 10−5 the SLT coded systems
having a code rate of R = 1/2 require an approximately 1 dB lower Eb/N0 value than the
quasi-regular LDPC coded benchmarker having the same code rate r, when transmitting4.3.6. Conclusions 115
The TDD’s parameters in (4.24) δ= 0.5 c= 0.1
The total number of source information packets 1200 × 100
SLT packet size 165 bits
SLT(1200,2400), SLT(1200,3600) γ = 2
SLT(1200,1800) γ = 3
LDPC(1200,1200
R ) with code rate R 1/3, 1/2, 2/3
Maximum number of iterations 20
The erasure probability Pe 0.0 and 0.1
Modulation QPSK
Channel types BEC, AWGN and uncorrelated
non-dispersive Rayleigh channels
Table 4.2: System parameters.
over the Additive White Gaussian Noise (AWGN) channel. By contrast, an Eb/N0 value
of about 2.5 dB required in for maintaining BER≤ 10−5 Fig. 4.18, when transmitting
over the uncorrelated Rayleigh fading channel. The BER performance of the SLT code
using the truncated degree distribution of Eq.(4.24) and the conditional random integer
generator of Section 4.3.3 is shown in Fig. 4.19 for transmission over the AWGN channel
using a QPSK modulator. Fig. 4.20 characterizes the BER performance of SLT codes for
transmission over the BEC-AWGN channel having an erasure probability of Pe = 0.1. The
BER performance of SLT codes is shown in Fig. 4.21 for transmission over the uncorre-
lated Rayleigh fading channel. Finally, Fig. 4.22 shows the attainable BER performance of
SLT codes for transmission over the wireless Internet channel, where the data is contami-
nated by both uncorrelated non-dispersive Rayleigh fading and erased owing to statistical
multiplexing induced collisions.
4.3.6 Conclusions
Recall from Fig. 4.17-Fig. 4.22 the SLT codes using both the proposed truncated degree
distribution of (4.24) and the conditional random integer generator of (4.28) achieved
a high performance for transmission over various combinations of the BEC, AWGN and
Rayleigh fading channels. The system using the SLT(1200,3600) code of Table 4.2 requires
low Eb/N0 values for attaining output BERs lower than 10−5, when communicating over4.3.6. Conclusions 116
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Figure 4.17: BER performances of the SLT and LDPC codes for transmission over the
AWGN channel, when using a QPSK modulator and Pe < 6.10−5. All other parameters
were summarized in Table 4.2.
the diﬀerent channels. Quantitatively, observe in Fig. 4.19 that this system is capable of
achieving BER ≤ 10−5 for an Eb/N0 value around 1.5 dB for transmission over the AWGN
channel and at 3.5 dB over the uncorrelated, non-dispersive Rayleigh fading channel for
Pe < 6.10−5. By contrast, the corresponding benchmark system using the Low Density
Parity Check code LDPC(1200,3600) requires an Eb/N0 value of about 2.5 dB, as observed
in Fig. 4.17 to achieve BER ≤ 10−5 over the AWGN channel. For the sake of improving
the achievable of various MIMO systems, SLT codes are used for supporting the operation
of diﬀerent MIMO systems, such as Space Time Coded (SPC) [73] and V-BLAST [74] in
the next section.4.3.6. Conclusions 117
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Figure 4.18: BER performance of the SLT and LDPC codes for transmission over the
uncorrelated non-dispersive Rayleigh channel, when using a QPSK modulator and Pe <
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Figure 4.19: BER performance of the SLT codes over the AWGN channel, when using a
QPSK modulator and the parameters of Table 4.2.4.3.6. Conclusions 118
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Figure 4.20: BER performance of the SLT codes over the BEC-AWGN channel associated
with Pe = 0.1, when using a QPSK modulator and the parameters of Table 4.2.
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Figure 4.21: BER performance of the SLT codes over the uncorrelated non-dispersive
Rayleigh channel, when using a QPSK modulator and the parameters of Table 4.2.4.3.6. Conclusions 119
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Figure 4.22: BER performance of the SLT codes over the Wireless Internet channel inﬂict-
ing uncorrelated, non-dispersive Rayleigh fading and an erasure probability of Pe = 0.1,
when using a QPSK modulator and the parameters of Table 4.2.
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Figure 4.23: BER performances of SLT (12000, 24000) and quasi-regular LDPC (12000,
24000) codes for transmission over AWGN and uncorrelated non-dispersive Rayleigh chan-
nels, having a packet erasure probability of Pe= 0.0, when using a QPSK modulator.4.4. SLT Code Design 120
4.4 SLT Code Design
This section analyses BER performances of SLT codes using diﬀerent degree distributions
of the SLT-parity packets and using diﬀerent random integer generating algorithms for
designing the degree distribution of SLT-source packets. There are three main types of
degree distributions that are the IRSDD, the Poisson distribution and the TTD designed
for the parity degree distribution of SLT codes. These distributions were mentioned in
Chapter 3 and the previous Sections of this chapter. On the other hand, for designing the
degree distribution of SLT-source packets, there are also three types of the random integer
generating algorithms. These random integer generating algorithms are the LCRIG, the
BSRIG and the CRIG. The BER performances and the complexity of SLT codes depend
closely on these degree distributions and random integer generating algorithms as analysing
as below.
4.4.1 Diﬀerent Degree Distributions Designed for SLT-Parity Packets
and BER Performances of SLT Codes
The SLT-parity degree distribution is designed based on three main distributions which are
the Improved Robust Soliton Degree Distribution (IRSDD), the Possion Degree Distribu-
tion (PDD) and the Truncated Degree Distribution (TDD). These degree distribution are
proposed in Chapter 2 and Chapter 3. Again, the functions of these degree distributions
follows:
* The Improved Robust Soliton Degree Distribution [20]:
D(d) =

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where S is the number of degree-one SLT parity packets and S ≡ c   loge(K/δ)
√
K,
Z is the normalized factor and {Z =
 
d [(ρ(d) + τ(d)) + ν]} and K is the number
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* The Truncated Degree Distribution [20]:
Ω(d) =  (d,γ,ν) =
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(4.35)
where S is the number of degree-γ SLT parity packets and S ≡ c   loge(K/δ)
√
K.
* The Poisson Degree Distribution [20]:
Ωd(λ) =



  λ
1+    1
Ω(λ) for d = 1,
λd
d(d−1)   1
Ω(λ) for d = 2,3,...,D,
(4.36)
where d is the variable degree, (D + 1) is the maximum degree and [D =
4(1+ε)
ε ], ε
is the real number bigger than zero, λ is the real number and {λ ∈ [δ,1]}, (δ = 1
D)
and [  = (ε
2) + (ε
2)2]. The function Ω(λ) is deﬁned as follows
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In this section we analyse the BER performance of SLT codes using the Truncated
Poisson Degree Distribution (TPDD) which were optimized in [11] as follows:
Ω1(d) = 0.007969d1 + 0.5161d2 + 0.166220d3 + 0.072646d4 + 0.082558d5 +
0.056058d8 + 0.037229d9 + 0.055590d19 + 0.025023d65 + 0.003135d66; (4.38)
Ω2(d) = 0.007544d1 + 0.5033d2 + 0.166458d3 + 0.071243d4 + 0.084913d5 + 0.049633d8
+ 0.043365d9 + 0.045231d19 + 0.010157d20 + 0.010479d66 + 0.017365d67, (4.39)
where IRSDD denotes the Improved Robust Soliton Degree Distribution deﬁned in (4.34)
with c= 0.1 and δ= 0.5, IRSDD1 denotes the Improved Robust Soliton Degree Distribution
deﬁned in (4.34) with c= 0.2 and δ= 0.05, TDD2 denotes the Truncated Degree Distribu-
tion deﬁned in (4.35) with γ= 2, TDD3 denotes the Truncated Degree Distribution deﬁned
in (4.35) with γ= 3, TPDD1 denotes the Truncated Poisson Degree Distribution deﬁned
in (4.38) and TPDD2 denotes the Truncated Poisson Degree Distribution deﬁned in (4.39).
LCRIG stands for the Linear Congruential Random Integer Generator, SBRIG stands for
the Swapping Bit Random Integer Generator and CRIG stands for the Conditional Ran-
dom Integer Generator used for designing the SLT source packet degree distributions.4.4.1. Diﬀerent Degree Distributions 122
The BER performance of SLT codes recorded for transmissions over the AWGN channel
using diﬀerent distributions for designing the SLT parity packets and the LCRIG for the
source packet degree distribution is portrayed in Fig. 4.24. By contrast, Fig. 4.25 shows
the BER performance of SLT codes using diﬀerent distributions for designing the SLT
parity packets and the SBRIG for the source packet degree distribution. Finally, Fig. 4.26
plots the BER performance of SLT codes using diﬀerent distributions for designing the
SLT parity packets and the CRIG for the source packet degree distribution. Observe in
Figs. 4.24, 4.25, 4.26 that SLT codes using the TDD2 of (4.35) with γ= 2 for designing the
SLT parity packet degree distribution and employing the three random integer generators
LCRIG, SBRIG, CRIG for coining the speciﬁc source packets outperform the identical
SLT codes using other degree distributions, despite employing the same three random
integer generators. Also as seen in Figs. 4.24, 4.25 and 4.26, SLT codes using the TPDD1
of (4.38) has a worse BER performance than SLT codes using other SLT parity packet
degree distributions.
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Figure 4.24: BER performance of the SLT codes over the AWGN channel using diﬀerent
distributions for designing the LT parity packets and the LCRIG for the source packet
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Figure 4.25: BER performance of the SLT codes over the AWGN channel using diﬀerent
distributions for designing the LT parity packets and the SBRIG for the source packet
degree distribution.
4.4.2 Random Integer Generators and Their BER Performance
There are three types of random integer generators used for coining the SLT source packets
which are randomly chosen to create the SLT parity packets in the SLT encoding process.
These random integer generators proposed in Section 3.3.4 are the LCRIG, the SBRIG
and the CRIG. The BER performances of SLT codes using diﬀerent random integer gen-
erators are plotted in Figs. 4.27, 4.28, 4.29, 4.30 and 4.31. We can see in Figs. 4.27, 4.28
and 4.29 that the BER performances of the SLT codes using IRSDD, TPDD1 and TPDD2
of (4.34), (4.38) and (4.39) for designing the parity packet degree distribution are fairly
diﬀerent, when using diﬀerent random integer generators for designing the source degree
distribution. By contrast, as shown in Figs. 4.30 and 4.31 when employing the TDD2 and
TDD3 of (4.35) with (γ= 2 and 3) for designing the SLT parity packet degree distribution,
the BER performances of the SLT codes employing diﬀerent random integer generators
for designing the source degree distribution are only marginally diﬀerent.4.4.2. Random Integer Generators 124
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Figure 4.26: BER performance of the SLT codes over the AWGN channel using diﬀerent
distributions for designing the LT parity packets and the CRIG for the source packet
degree distribution.
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Figure 4.27: BER performance of the SLT codes over the AWGN channel using the IRSDD
for designing the LT parity packets and diﬀerent random integer generators for the source
packet degree distribution.4.4.2. Random Integer Generators 125
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Figure 4.28: BER performance of the SLT codes over the AWGN channel using the TPDD1
for designing the LT parity packets and diﬀerent random integer generators for the source
packet degree distribution.
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Figure 4.29: BER performance of the SLT codes over the AWGN channel using the TPDD2
for designing the LT parity packets and diﬀerent random integer generators for the source
packet degree distribution.4.4.2. Random Integer Generators 126
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Figure 4.30: BER performance of the SLT codes over the AWGN channel using the TDD2
for designing the LT parity packets and diﬀerent random integer generators for the source
packet degree distribution.
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Figure 4.31: BER performance of the SLT codes over the AWGN channel using the TDD3
for designing the LT parity packets and diﬀerent random integer generators for the source
packet degree distribution.4.4.3. Conclusions 127
4.4.3 Conclusions
SLT codes using the TDD2 and TDD3 can achieve BER ≤ 10−5 at Eb/N0 in excess
of 2dB with all types of random integer generators applied for designing the SLT source
packet degree distribution, while SLT codes using other distributions such as the IRSDD
needs Eb/N0 in exceed of 6dB with the LCRIG as seen in Fig. 4.24, in exceed of 5dB
with the SBRIG as plotted in Fig. 4.25 and in exceed of 3dB with the CRIG as portrayed
in Fig. 4.26. The SLT codes using the Truncated Poisson Degree Distribution (TPDD)
type 1 and type 2 (TPDD1,TPDD2) require Eb/N0 in exceed of 8dB as seen in Fig. 4.24
and Fig. 4.25 to get BER ≤ 10−5. However, the PCM’s density of the SLT codes using
the TDD is higher than the one of the SLT codes using the IRSDD and TPDD, hence,
the SLT codes using the TDD2 has the complexity higher than two times the one of the
SLT codes using the IRSDD and about four times the one of the SLT codes using the
TPDD1 and TPDD2. When the density of the SLT codes using the TDD is increased by
raising the factor γ in (4.35) from 2 to 3, the BER performances of the SLT codes slightly
decrease. This happens because the PCM’s column and row weights, which relates to the
size of SLT code words as well as the density of SLT codes’ PCM, reach their upper limit.4.5. A Systematic Luby Transform Coded V-BLAST System 128
4.5 A Systematic Luby Transform Coded V-BLAST System
4.5.1 Introduction
The fundamental limitations of reliable wireless transmissions are imposed by the time-
varying nature of typical multipath fading channels, which may be eﬃciently circumvented
by sophisticated transceiver design [75] employing multiple antennas at both the trans-
mitter and the receiver. Recent information theoretic studies [76] [77] have revealed that
employing a Multiple-Input Multiple-Output (MIMO) system signiﬁcantly increases the
capacity of the system. In [74], Wolniansky et al. proposed the popular multi-layer MIMO
structure, known as the Vertical Bell Labs Layered Space-Time (V-BLAST) scheme. In
V-BLAST systems, each transmit antenna simultaneously transmits an independent data
stream within the same carrier frequency band. At the receiver side, provided that the
number of receive antennas is higher than or equal to the number of transmit antennas, a
low-complexity Successive Interference Cancellation (SIC) based detection algorithm may
be applied for detecting the transmitted data [56]. The V-BLAST receiver is capable of
providing a tremendous increase of a single user’s eﬀective bit-rate without the need for
any increase in the transmitted power or the system’s bandwidth. However, its impedi-
ment is that it was not designed for exploiting transmit diversity and the decision errors
of a particular antenna’s detector propagate to other bits of the multi-antenna symbol,
when erroneously cancelling the eﬀects of the sliced bits from the composite MIMO signal.
SLT codes were proposed in Section 4.3 [25] for exploiting that soft-bit decoding algorithms
are capable of providing good BER performances, while communicating over both the tra-
ditional BEC modelling statical multiplexing-induced packet loss event of the Internet
and noise contaminated channels. The algorithm of Section 4.3 was further developed for
achieving an improved performance in single-antenna aided systems, when communicating
over a wide class of channels such as the BEC channel, the AWGN and the uncorrelated
Rayleigh fading channels. The SLT codes advocated in Section 4.3 outperform conven-
tional quasi-regular LDPC codes in the wireless channel.
In this section we study the performance of a novel SLT aided V-BLAST system commu-
nicating over a MIMO channel. The proposed scheme employs set partitioning [78], [79]
based bit-to-QPSK mapping and at the receiver side iterative extrinsic information ex-
change is used between the SLT decoder and the QPSK demapper. The SLT coded scheme
is compared to a Recursive Systematic Convolutional (RSC) coded and Unity Rate Coded4.5.2. System Architecture 129
scheme. We will demonstrate that the SLT coded system outperforms its benchmark
scheme.
The organization of this section is as follows. In Section 4.5.2.1 we describe the basic
concept of the V-BLAST architecture, while in Section 4.5.2.3 the SLT coded V-BLAST
system. In Section 4.5.3 we analyse the SLT coded V-BLAST system using EXIT charts.
Finally, in Section 4.5.4 we present our BER performance results followed by our conclu-
sions in Section 4.5.5.
4.5.2 System Architecture
4.5.2.1 V-BLAST
Again, V-BLAST [80] provides a high throughput, at the cost of a modest diversity gain.
Let xT = [x1 x2 x3 x4] denote the vector of QPSK symbols to be transmitted by the
four antennas during a symbol interval. Then the corresponding received vector can be
represented as
rt = H   xt + nt, (4.40)
where rt is the received signal vector, H is the (nr×nt)-element Channel Impulse Response
(CIR) matrix, where nt is the number of transmit antennas, nr is the number of receive
antennas and hij represents the CIR coeﬃcients between transmit antenna j and receive
antenna i, while nt denotes the noise vector at time instant t. V-BLAST detection may
be carried out using for example SIC or the Zero Forcing (ZF) algorithm [74].
4.5.2.2 Systematic Luby Transform Codes
The SLT codes of Section 3.1 [20] were based on the Improved Robust Soliton Distribution
(IRSD)1 of Section 3.1.1 [20], which were invoked for the sake of designing the degree
distribution of the parity part of the generator matrix.
1The degree distribution of a SLT code determines the speciﬁc number of source packets, which con-
tribute to an SLT-encoded packet. A further important code parameter is the particular random number,
which determines the speciﬁc degree of a given SLT-encoded packet.4.5.2. System Architecture 130
4.5.2.3 SLT Coded V-BLAST System Overview
The SLT coded V-BLAST system’s structure is portrayed in Fig. 4.32, which employed
four transmit and four receive antennas. At the transmitter side, the source information
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Figure 4.32: The block diagram of the SLT coded V-BLAST system.
bits are encoded by the SLT encoder, which are then mapped to the QPSK symbols of
the modulator employing set partitioning based mapping [81]. The symbols at the output
of the QPSK modulator are encoded by the V-BLAST encoder and transmitted by the
four antennas over a correlated narrow-band Rayleigh fading channel having a normalised
Doppler frequency of 0.01.
At the receiver side of Fig. 4.32, the received signal is decoded by the V-BLAST de-
coder, as described brieﬂy in Section 4.5.2.1. The output of the V-BLAST decoder is
then passed to the QPSK demapper, which also receives a priori information from the
SLT decoder. The extrinsic LLR values at the output of the QPSK demapper are passed
to the SLT decoder as a priori information. The SLT decoding process is assisted by
the syndrome-checking block of Fig. 4.32. The output LLRs of the SLT decoder directly
correspond to the a posteriori LLRs, when the syndrome checking block detects the syn-
drome S = C   HT = 0, where C is a legitimate codeword of the SLT code and HT is the
transpose of the PCM H of the SLT code. However, when the syndrome becomes S  = 0,
then the output LLRs of the SLT decoder no longer constitute the a posteriori LLRs.
Instead, they constitute the extrinsic LLR information, which is calculated by subtracting4.5.2. System Architecture 131
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Figure 4.33: The block diagram of the RSC-URC coded V-BLAST system.
the a priori LLRs from the a posteriori LLR values.
As seen in Fig. 4.32, the output LLRs of the SLT decoder are fed back to the QPSK
demapper as a priori LLRs. The extrinsic information aided iterative decoding process is
then continued between the SLT decoder and the QPSK demapper, until all syndromes S
at the SLT decoder become equal to zero or the number of iterations reaches the maximum
aﬀordable value. During the last iteration, the a posteriori LLR values generated at the
output of the SLT decoder are passed to the hard decision block for the sake of recovering
the original information bits.
The benchmark scheme considered in this paper consists of a Recursive Systematic Con-
volutional (RSC) code used as the outer code and a Unity Rate Code (URC) as the inner
code, as shown in Fig. 4.33. The beneﬁt of using the RSC code combined with the URC
is that the system’s impulse response has an inﬁnite memory, which assists the system in
eﬃciently exploiting the extrinsic information even at relatively low interleaver delays. In
the benchmark scheme, the information bits are ﬁrstly encoded by the RSC encoder and
then precoded by the URC encoder, before they are Gray mapped by the QPSK modu-
lator and transmitted using the V-BLAST scheme. The benchmark receiver carries out
decoding iterations between the RSC decoder and the URC decoder.4.5.3. EXIT Chart Analysis 132
4.5.3 EXIT Chart Analysis
In the SLT code aided V-BLAST system of Fig. 4.32, the SLT code constitutes the outer
code and the QPSK-set partitioning based mapper is the inner decoder.
The iteration process is implemented by passing extrinsic LLRs between the SLT
decoder and the QPSK-set partitioning based demapper at the receiver. In Fig. 4.34
we plot the inverted EXIT curve of the SLT decoder as well as the EXIT curves of the
QPSK demapper for various Eb/N0 values. As seen in Fig. 4.34, the interleaver length is
L = 2,400 bits. The EXIT tunnel between the demapper and the SLT decoder is quite
wide at Eb/N0 = 3dB, when we use the set partitioning based mapper, but the bit-by-
bit stair-case-shaped decoding trajectory does not accurately match the EXIT curves of
the inner and outer codes. This decoding trajectory mismatch is because for the short-
duration 2400-bit interleaver length the LLRs are no longer Gaussian distributed, although
this assumption is exploited by the EXIT chart2. Hence, the BER performance of the
system employing an L = 2,400-bit interleaver does not match accurately the predictions
of the EXIT chart. By contrast, the decoding trajectory does match the EXIT curves
for Eb/N0 > 6 dB quite accurately. Observe that two EXIT curves are plotted for the
SLT code in Fig. 4.34, one of them is drawn using a continuous line and the other using
dashed line. The dashed curve represents the EXIT curve of the SLT decoder dispensing
with the syndrome checking block of Fig. 4.32, while the other does employ the syndrome
checking block. In other words, when using syndrome checking at the SLT decoder, the
achievable BER performance improves and the size of the open EXIT-chart area S seen
in Fig. 4.34 is characteristic of the achievable BER gain. For the sake of improving the
BER performance of the SLT coded V-BLAST scheme let us now increase the interleaver
length to L = 24,000 bits. The system now becomes capable of achieving convergence
at Eb/N0 = 5dB after I = 2 iterations, as seen in Fig. 4.35. Increasing the interleaver
length will improve its BER performance, but the complexity of the SLT coded V-BLAST
system will also increase, as discussed in the next section.4.5.3. EXIT Chart Analysis 133
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Figure 4.34: EXIT charts and decoding trajectories of the SLT coded V-BLAST system
for L= 2,400 bits with all parameters of Table 4.3.
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Figure 4.35: EXIT charts and decoding trajectories of the SLT coded V-BLAST system
for L= 24,000 bits with all parameters of Table 4.3.4.5.4. Performance Analysis 134
Parameters in (4.24) δ= 0.5 c= 0.1
SLT code rates r 1/2
γ 2
The maximum number
of inner iterations
Imaxinner of SLT codes 30
Modulation QPSK-set partition mapping
Parameters V-BLAST
Number of
transmit antennas Tx 4
Number of
receive antennas Rx 4
Iterative lengths 2,400 or 24,000
Table 4.3: System parameters.
4.5.4 Performance Analysis
In this section we characterise the BER performance of the SLT coded V-BLAST scheme
against that of the benchmark scheme of Fig. 4.33. The benchmark scheme employs a 1/2-
rate memory-2 RSC code having octally represented generator polynomials of Gr = 7 and
G = 5, where Gr denotes the feedback generator polynomial and G denotes the feedforward
generator polynomial. The URC code has a memory of 1. All simulation parameters are
listed in Table 4.2. Fig. 4.36 shows the BER performance of the SLT coded V-BLAST
system and that of the RSC-URC coded V-BLAST system, when using an interleaver
length of L= 2,400 bits and L= 24,000 bits. When employing an L=2,400-bit interleaver,
the SLT coded V-BLAST system achieves BER ≤ 10−6 at Eb/N0= 6.5 dB, while the
RSC-URC coded V-BLAST arrangement requires an Eb/N0 in excess of 11 dB to achieve
the same BER. When we increase the interleaver length to L = 24,000 bits, as seen in
Fig. 4.36, the BER performance of the RSC-URC coded V-BLAST system improves more
substantially than that of the SLT coded V-BLAST system, but still requires an Eb/N0
value in excess of 5dB for achieving BER ≤ 10−6. However, the SLT coded V-BLAST
system still achieves BER≤ 10−6 at Eb/N0= 4.5 dB.
The complexity of the two systems mainly depends on that of the SLT decoder and on
2Observe in Fig. 4.34 that the stair-case-shaped decoding trajectory is unable to reach the point of
perfect convergence to an inﬁnitesimally low BER, namely the point of (IA,IE) = (1,1).4.5.4. Performance Analysis 135
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Figure 4.36: BER performance of the proposed and the benchmark systems at an inter-
leaver length of L = 2,400 and L = 24,000 with all parameters of Table 4.3.
that of the RSC-URC decoders, when calculated based on the method proposed in [82].
We employed the Max-Log-MAP decoding algorithm [30] for the RSC and URC decoders,
while the message passing technique for the SLT decoder. Let us consider an interlever
length of L = 2,400 bits. Recall furthermore that R = 1/2 is the code rate of the SLT
and RSC codes. The number of outer iterations used by the RSC-URC coded V-BLAST
system was set to IRSC−URCouter= 10, while m1 = 2,m2 = 1 represents the memories of the
RSC and URC codes, respectively. The message passing algorithm exchanged information
between the message nodes and parity nodes. Hence, if i = 8 is the number of binary ones
in a row of the PCM, then j = i + 1 = 9 is the number of binary ones in a column of
the PCM of the SLT(1200,2400) code using the TDD distribution of (4.24). Hence, the
PCM of the SLT has i = 8 and j = 9. The maximum number of inner iterations used
by the SLT code is Imaxinner = 30 and the number of outer iterations is ISLTouter = 3.
The complexity ΛSLT of the SLT decoder is calculated in terms of the number of Add-
Compare-Select (ACS) arithmetic operations as follows [82]:
ΛSLT = ISLTouter × (Imaxinner × 4 × i × L + Imaxinner × j × L)
= 3 × (30 × 4 × 8 × 2400 + 30 × 9 × 2400)
= 8,856,000 ACS. (4.41)4.5.5. Conclusions 136
On the other hand, the complexity ΛRSC−URC of the benchmark scheme is calculated as
follows [82]:
ΛRSC−URC = IRSC−URCouter × L × (10 × 2m1
+10m2 + 2 × 4 × 2m1 + 2 × 2m2
+2 × 4 × 2m2 + 4m1 − 2 + 4m2 − 2)
= 10 × 2400 × (10 × 22 + 10 × 21
+2 × 4 × 22 + 2 × 4 × 21
+4 × 22 − 2 + 4 × 21 − 2)
= 3,072,000 ACS. (4.42)
From (4.41) and (4.42) we calculate the complexity ratio Λratio between the SLT coded
and the RSC-URC coded V-BLAST systems as follows:
Λratio =
ΛSLT
ΛRSC−URC
=
8,856,000
3,072,000
= 2.88. (4.43)
The number of inner iterations imposed by the SLT decoder when aiming for BER≤ 10−5
is related to the Eb/N0 value and the syndrome checking process. In other words, as Eb/N0
increases, the number of inner iterations required in order to arrive at a syndrome of S = 0
decreases. Hence, the complexity of the SLT aided system obeys ΛSLT ≤ 2.88×ΛRSC−URC.
4.5.5 Conclusions
In this section we proposed a SLT coded V-BLAST scheme for the sake of improving
the V-BLAST system’s performance. EXIT charts were used to analyse the system’s
performance. Observe by comparing Fig. 4.36 that the SLT coded system outperformed
the benchmark scheme by about 5 dB for an interleaver length of L= 2,400 bits and by
about 0.5 dB for L= 24,000 bits. When communicating over the correlated MIMO channel
using the parameters of Table 4.3, the complexity of the SLT coded scheme was deemed
to be 2.8 times higher than that of the RSC-URC coded scheme.
4.6 Chapter Conclusions
SLT codes using the soft-bit decoding algorithm have better BER performances in com-
parison with the original LT codes using the hard-bit decoding algorithm. LT codes alone4.6. Chapter Conclusions 137
will propagate error when decoding contaminated received packets, which are transmitted
across complicated channels such as the wireless Internet channel, where the transmitted
packets are aﬀected by erasure as well as noise and fading events. SLT codes using the
soft-bit decoding algorithm combine more ﬂexibly with other FEC codes than the origi-
nal LT codes in the amalgamated systems as analysed above. For the sake of improving
the BER performance of SLT codes in the combination schemes, we can implement the
iteration between SLT decoders and other components of the systems such as demappers,
other FEC decoders. Improving in designing the degree distributions for input and parity
packets of SLT codes helps SLT codes out perform the other benchmark FEC codes such
as the quasi-regular LDPC codes.Chapter 5
Systematic Luby Transform Codes
in H-ARQ Aided Iterative
Receivers
5.1 Hybrid-Automatic Repeat reQuest Aided Coded Mod-
ulation
5.1.1 Introduction
In Automatic Repeat reQuest (ARQ) aided protocol [83] the source message is splitted into
packets, each of which is provided with an information header H, as seen in Fig. 5.1. The
integrity of the received packets is checked by the Cyclic Redundancy Checking (CRC)
scheme for detecting any residual errors. When the receiver detects errors, it will use a feed-
back channel to request the transmitter to retransmit the packets containing errors. There
are three classic ARQ schemes using diﬀerent protocols, namely the stop-and-wait [84],
the go-back-N [85] and the selective-repeat protocols [86]. The stop-and-wait protocol [84]
is formulated as follows:
• The stop-and-wait protocol is the heart of the original Internet protocol [87], where
the transmitter transmits one packet at a time and the receiver sends an ACKnowl-
edgment (ACK) message, whenever it receives a correct packet. The transmitter
then retransmits the packet after timeout, unless it received an ACK message from
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H Packet H Packet H Packet
File
Figure 5.1: The source message is partitioned into transport packets in the ARQ protocol.
Timeout
Packet−0 Packet−1 Packet−2 Packet−2
ACK−0 ACK−1 No ACK ACK−2
Figure 5.2: Timing issues in the stop-and-wait protocol.
the remote receiver, as seen in Fig. 5.2.
• The transmitter numbers the packets using Sequence Numbers (SN) and the receiver
uses the so-called Request Numbers (ReqN) when managing the received packets.
For instance, the receiver requests the retransmission of the (j − 1)st packet by
sending the message ReqN= j to the transmitter.
• The transmitter is idle while waiting for an ACK, as seen in Fig. 5.3.
• This protocol does not require the storage of packets.
• However, the protocol becomes ineﬃcient, when the propagation delay is longer than
the packet duration.
• The eﬃciency E of this protocol is limited by the round-trip delay and may be
formulated according to Fig. 5.3 as follows:
E = DTP/S, (5.1)
where S = DTP +2 DP +DTA, DP is the prop delay, DTA is the ACK transmission
duration and DTP is the packet transmission duration.
The go-back-N protocol is described as follows [84]:5.1.1. Introduction 140
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Figure 5.3: Timing issues in the stop-and-wait protocol.
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Figure 5.4: The go-back-N protocol.
• The go-back-N protocol uses a window-based mechanism, where the transmitter
can send packets that are within a ”window” of packets, allowing the transmission
of new packets before a number of earlier ones are acknowledged. Fig. 5.4 shows the
transmission process of the go-back-N protocol.
• If the window size is N packets, then the transmitter cannot send packet i+N, until
it has received the ACK for packet i.
• The receiver operates as in the stop-and-wait protocol and it cannot accept packets
out of their original sequence. When the receiver sends Receive Number (RN)=
(i + 1), this acknowledges all packets in the window.
• The go-back-N protocol requires that the size N of the window is set to a suﬃciently5.1.1. Introduction 141
Packet Packet Packet Packet
ACK
S
Transmitter
Receiver
N×DTP
DTP
DTP
DTP DTP
S= DTP+2DP+DTA
Figure 5.5: Timming issues in the go-back-N protocol.
high value to allow continuous transmission, while waiting for an ACK of the ﬁrst
correctly received packet within the window, where N has to satisfy:
N > S/DTP. (5.2)
• The go-back-N transmission protocol is portrayed in Fig. 5.5.
• In the absence of transmission errors the eﬃciency of the go-back-N protocol is
E = min{1,N × DTP/S}. (5.3)
• The go-back-N protocol does not require buﬀering of packets at the receiver.
• The transmitter has to buﬀer up to N packets while waiting for their ACK.
• The transmitter has to retransmit all the packets in the entire window in the event
of an error.
• The receiver can only receive packets in their original order. In other words, the
receiver cannot receive packet (i + 1) before packet i.
Finally, the selective-repeat protocol may be described as follows [86]:
• It attempts to retransmit only those packets that are actually lost due to errors.
• The receiver must be able to accept packets out of order. Hence, the receiver of this
protocol has to use a buﬀer.5.1.1. Introduction 142
• The receiver acknowledges every error-free packet, packets that are not acknowledged
before a time-out are assumed to be lost or to be in error.
• An explicit NAK (selective reject) message can be transmitted to request the re-
transmission of a single packet.
• The window-based protocol is identical to that of the go-back-N protocol and the
window size is W.
• In the ideal case, only erroneously received packets are retransmitted when the eﬃ-
ciency of the selective-repeat protocol may be calculated as:
E = 1 − P, (5.4)
where P is the probability of a packet error.
The proposed Hybrid-ARQ scheme is based on the selective-repeat protocol combined
with FEC coding. There are two basic types of H-ARQ schemes, namely H-ARQ type I
and H-ARQ type II [50], [88]. The transmitter of the H-ARQ type I scheme retransmits
both the information part and the parity part of corrupted packets, when the transmitter
receives a repeat request from the remote receiver. This process is typically implemented
within the Media Access Control (MAC) layer. Naturally, retransmitting both the infor-
mation and parity part of the packets reduces the achievable eﬀective throughput. Hence,
the H-ARQ type I [50] scheme is often replaced by the H-ARQ type II [88] arrangement.
In the H-ARQ type II scheme, the information part and the parity part are sent together
during the ﬁrst transmission attempt. However, during the second transmission attempt
additional parity information is transmitted. The receiver then uses the parity received
during all transmissions to correct the information received.
Hybrid-Automatic Repeat reQuest (H-ARQ) conveniently amalgamates packet retrans-
mission techniques with error-correction and error-detection algorithms in order to im-
prove the performance of wireless communication systems over hostile channels [89], [90].
For the sake of achieving a low BER, H-ARQ aided modulation schemes were employed
in [91], [8] which invoked various coded modulation techniques [92], [93] and [78]. Iterative
decoding was used for exchanging extrinsic information between the FEC decoder and the
bit-to-symbol demapper of the demodulator.
The SLT codes of Section 4.3 were proposed in [25], [26], [27], which achieved signiﬁcant
BER performance improvements for transmission over both noisy and fading channels.5.1.1. Introduction 143
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Figure 5.6: The block diagram of H-ARQ-SLT coded modulation scheme.
Against this background, the novel contribution of this section is an amalgamated H-ARQ
SLT coded modulation scheme, which outperforms the classic H-ARQ aided coded mod-
ulation schemes of [94], [95] with the aid of using CRC to detect the erroneously received
packets.
We used a modiﬁed version of the well-known H-ARQ Type II [88]. In the classic H-
ARQ Type II scheme the transmitter implements the retransmission process by initially
puncturing some bits of the parity and then incrementally transmitting additional por-
tions of the punctured parity, whenever it receives a request for further parity from the
receiver. The receiver then uses both the previously and the currently received parity
portions in order to repeat the decoding process with a higher chance of decoding success.
If the receiver is still unable to generate error-free decoded information, this process is
still repeated until the maximum number of retransmissions is exhausted. By contrast,
our simpliﬁed H-ARQ Type II scheme was implemented as follows. The receiver invokes
the syndrome checking technique of [28] for detecting the legitimate codewords at the
output of the SLT decoder. When an illegitimate codeword is deemed to be present at the
output of the SLT decoder, the receiver requests the transmitter to retransmit the entire
parity part of the illegitimate SLT codeword. The SLT decoder retains the previous LLRs
of the information bits generated by the message passing between the information part
and the previous parity part of the parity matrix H. The new parity part of the parity
matrix H continues its message passing algorithm with the aid of the updated LLRs, until
a legitimate SLT codeword is arrived at or the maximum number of iterations is exhausted.5.1.2. H-ARQ-SLT Coded Modulation Scheme 144
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Figure 5.7: The IP structure.
5.1.2 H-ARQ-SLT Coded Modulation Scheme
As seen in Fig. 5.6 and Fig. 5.7, the source data is packetized by the Internet Protocol
(IP) packetizer at the transmitter [96], before being passed to the SLT encoder block.
A frame of k IP packets is buﬀered and then passed to the SLT encoder. Due to the
fact that the number of bits in the IP header part is lower than in the data part, the IP
header bits may be protected by strong SLT codes without substantially increasing the
overheads. An example of the relation between the SLT packets and IP packets is shown
in Fig. 5.8. Here, k bits of each SLT packet are arranged in the horizontal dimension and
K bits of each IP packet are assigned in the vertical dimension. Each IP packet contains
an L-bit header part and an S-bit data part, while K source SLT packets are formed from
k IP packets. An SLT codeword is constituted by K SLT source bits representing an IP5.1.2. H-ARQ-SLT Coded Modulation Scheme 145
source packet plus M number of SLT parity bits. The SLT codewords at the output of the
SLT encoder are interleaved, where the interleaver has a length of N bits and then passed
to the mapper for forwarding in terms of 4-bit symbols to the 16-Quadrature Amplitude
Modulation (16-QAM) modulator, where N is the SLT codeword’s total length. We term
this serially concatenated system as the Hybrid-ARQ aided Systematic Luby Transform
coded modulation (H-ARQ-SLT) scheme. The mapper of the 16-QAM modulator employs
diﬀerent types of mapping schemes, namely Gray mapping and set-partitioning based
mapping [97], [98], as seen in Fig. 5.9(a), 5.9(b). The mappers are designed to attain the
largest minimum Euclidean distance between phasor points having a Hamming distance
of one and the smallest average number of nearest neighbor signal points [99]. Viewing
the constellation from a diﬀerent perspective, the average number of bits Nmin that diﬀers
between two closest phasor points in the constellation is calculated as follows [99]
Nmin =
1
L   N0
 
s∈S
 
s′∈Ss
dH(s,s′), (5.5)
where s denotes the speciﬁc phasor considered in a two-dimensional signal set S, s′ rep-
resents a phasor in the neighboring signal subset Ss of the phasor s, L = 2m denotes the
number of phasor points in the constellation, with m being the number of bits in a symbol
of the constellation and ﬁnally, dH(s,s′) denotes the Hamming distance between s and s′.
Still referring to (5.5), N0 physically represents the average number of nearest neighbor
phasor points in the constellation and it is calculated as follows:
N0 =
1
L
 
s∈S
Ns, (5.6)
where Ns is the number of nearest neighbor phasor points adjacent to s, i.e. the number
of phasors in the subset and Nmin= 1, when using the Gray mapper seen in Fig. 5.9(a).
Again, the modulation scheme is 16-QAM, hence each modulated symbol is represented
by four bits. The transmitter is also equipped with an ACKnowledgement (ACK) receiver,
while the receiver has an ACK transmitter in order to feed back the ACK signal to the
transmitter. The ACK transmitter employed at the receiver side is controlled by the SLT
decoder and the syndrome checking block of Fig. 5.6, as proposed in [28] in order to identify
the error-free legitimate SLT codewords. When a legitimate codeword is detected at the
output of the SLT decoder, the SLT decoder generates a signal Sc for the ACK transmitter
of the receiver, which is then conveyed to the system’s transmitter. By contrast, if the
output of the SLT decoder is an illegitimate codeword, the SLT decoder activates the
ACK transmitter of the receiver to send a Negative-ACK (NACK) signal to the system’s5.1.2. H-ARQ-SLT Coded Modulation Scheme 146
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Figure 5.8: An Example of the relation between IP packets and SLT packets.
transmitter to request the retransmission of this codeword.
For each QAM symbol x = f(b), where b is the m-bit sequence b= (b0, b1,    , bm−1),
associated with the a priori LLRs spanning from LLR(b0) to LLR(bm−1) we have [30]:
LLR(bj) = log[P(bj = 1)]/log[P(bj) = 0] j= 0,   , m-1. (5.7)
The received signal yk is represented as yk = akxk + nk [30], where nk is the complex-
valued zero-mean Gaussian noise process having a variance of σ2 = N0/2 per dimension.
The notation ak represents the complex-valued time-variant fading gain and xk denotes
the transmitted QAM symbol, when detection beneﬁtting from coherent perfect channel
knowledge is used. Then the conditional Probability Density Function (PDF) of the5.1.2. H-ARQ-SLT Coded Modulation Scheme 147
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Figure 5.9: a) The constellation diagram of Gray mapping; b) The constellation diagram
of Set-partitioning mapping.
received signal y may be calculated as follows [30]:
P(y|x,a) =
 
1
πN0
)exp(−(
Es
N0
)|y − ax|2
 
. (5.8)
Taking the logarithm of both two sides of (5.8), we arrive at the logarithmic-probability
of [30]:
logP(y|x,a) = log
1
πN0
−
Es
N0
|y|2 − |a|2 Es
N0
|x|2 + 2|a|
Es
N0
(yIxI + yQxq), (5.9)
where the inphase and quadrature-phase transmitted signal x and received signal y can be
represented as x = xI + jxQ and y = yI+ jyQ, respectively, and Es/N0 is the modulated
symbol energy-to-noise ratio. If all bits bj in the bit-sequence b are independent, we have:
logP(x) = logP(b) = logP(b0)P(b1)   P(bm−1), (5.10)5.1.3. EXIT Chart Analysis 148
although in case of Gray-coding this is clearly not the case. From (5.8) and (5.10), we
have the soft output of the demapper, expressed in terms of the LLRs as [30]:
LLR(ˆ bj) = log
P(bj = 1|y)
P(bj = 0|y)
(5.11)
= log
 
x:bj=1 exp[logP(y|x,a) + logP(x)]
 
x:bj=0 exp[logP(y|x,a) + logP(x)]
(5.12)
= log
 
x:bj=1 exp[γ(y,x)]
 
x:bj=0 exp[γ(y,x)]
, (5.13)
where the receiver’s estimate of x is denoted as ˆ x and we have ˆ b = (ˆ b0,    ,ˆ bm−1), while
the notation γ(y,x) represents [30]:
γ(y,x) = − |a|2 Es
N0
|x|2 + 2|a|
Es
N0
(yIxI + yQxQ) +
m−1  
j=0
bjLLR(bj). (5.14)
The extrinsic information output is calculated as follows [30]:
LLRE(ˆ bj) = LLR(ˆ bj) − LLR(bj). (5.15)
The capacity of the SLT coded modulation scheme is denoted as C, and when transmitting
over the AWGN channel and using 16-QAM, we have [78]:
C =
1
16
 
x∈16
I(x;y) =
1
16
 
x∈16
  ∞
−∞
P(y|x)log2
P(y|x)
P(y)
dy, (5.16)
where I(x;y) denotes the mutual information between the received signal y and the trans-
mitted signal x, while P(y|x) is given in (5.9) and a is a constant.
In the block diagram of the H-ARQ-SLT coded modulation scheme seen in Fig. 5.6, the
demapper constitutes an inner decoder, while the SLT decoder acts as an outer decoder.
Following deinterleaving the output extrinsic information LLRs gleaned from the demap-
per are fed to the input of the SLT decoder. These LLRs are processed by the inner
SLT decoder. The extrinsix LLRs at the output of the SLT decoder are fed back to the
demapper after interleaving, as seen in Fig. 5.6. If the syndrome checking block of the
SLT decoder detects an illegitimate decoded codeword, it will send the control signal Sc to
activate the ACK transmitter. An ACK will then be sent to the transmitter, requesting
the transmission of extra parity. The receiver will continue the iterative decoding process.
This retransmission process will then be repeated, until a legitimate SLT codeword is
decoded or upon reaching the maximum number of retransmissions.5.1.3. EXIT Chart Analysis 149
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Figure 5.10: EXIT chart and the decoding trajectory of the H-ARQ-SLT coded modulation
scheme using the classic Gray mapper (Scheme-2) of Fig. 5.9a.
5.1.3 EXIT Chart Analysis
In this section we use EXIT charts [70], [72] to analyse the convergence of the H-ARQ-
SLT coded modulation scheme. The EXIT chart of the H-ARQ-SLT coded modulation
scheme includes three curves in Fig. 5.10 and Fig. 5.11, namely the inner decoder’s curve,
the outer decoder’s curve and the Monte-Carlo simulation based trajectory. The inner
decoder’s curve constitutes that of the demapper, the outer decoder’s curve constitutes
that of the SLT decoder and the decoding trajectory represents the extrinsic information
exchange between the demapper and the SLT decoder.
The inner decoder’s curve seen in Fig. 5.10 and Fig. 5.11 visualises the apriori input mutual
information IAmap and output extrinsic information IEmap relationship of the demapper.
By contrast, the outer decoder’s EXIT curve seen in Fig. 5.10 and Fig. 5.11 represents5.1.3. EXIT Chart Analysis 150
the relationship between the input mutual information IASLT and the output mutual in-
formation IELST of the SLT decoder of Fig. 5.6. If there is no retransmission between the
transmitter and receiver of the H-ARQ-SLT coded modulation scheme, then the a priori
LLRs of the SLT decoder are exactly the same as during the previous iteration, because
the extrinsic LLRs of the demapper remain unchanged. Hence, the decoding trajectory
of the H-ARQ-SLT coded modulation scheme represents the relationship between the a
priori LLR input of the demapper and the extrinsic LLR output of the SLT decoder after
l iterations. The output mutual information obeys the following function [27] [72]:
IESLT = f
 
IEmap,IAm
 
, (5.17)
where IAm = I(X;R) is the average a priori information at the input of the SLT decoder’s
message node and R is the LLR message gleaned from the check nodes of the SLT decoder.
When there is a retransmission between the transmitter and the receiver of the H-ARQ-
SLT coded modulation scheme, the decoding trajectory of the system is a function of both
the input mutual information of the demapper as well as of the output mutual information
of the SLT decoder and of the mutual information IAretrans input to the SLT decoder. The
retransmission-aided extra input mutual information IAretrans of the SLT decoder is related
to the number of retransmissions.
Again, Fig. 5.10 shows the corresponding EXIT curves and the decoding trajectory of the
H-ARQ-SLT coded modulation scheme at Eb/N0 = 4 dB, when using 16-QAM and the
classic Gray mapper. As seen in Fig. 5.10, the dashed-dotted line represents the inner
EXIT curve of the original Gray mapper at Eb/N0=4 dB, while the bold-continuous line
marks the EXIT curve of the Gray mapper in the H-ARQ-SLT coded modulation scheme.
Initially, the H-ARQ-SLT receiver attempts to iteratively decode the received codewords by
exchanging extrinsic information between the SLT decoder and the demapper. However,
the trajectory reaches the point of intersection between the two EXIT curves after a single
iteration, which is marked by a circle, as seen in Fig 5.10. Hence, we cannot achieve an
inﬁnitesimally low BER. In the presence of SLT errors the H-ARQ-SLT receiver requires
the H-ARQ-SLT transmitter to retransmit the parity part of the corrupted codewords. At
this time, the EXIT curve of the inner mapper is moved upward, as indicated by the bold
line seen in Fig. 5.10. The a priori LLRs at the input of the SLT decoder are gleaned from
the extrinsic LLRs of the previous decoding iteration at the output of the SLT decoder.
The receiver decodes again the received codewords and hence the decoding trajectory now
reaches the point (0.64, 1), as seen in Fig. 5.10. The EXIT curve of the outer SLT code5.1.3. EXIT Chart Analysis 151
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Figure 5.11: EXIT chart and the decoding trajectory of the H-ARQ-SLT coded modulation
scheme using the set-partitioning mapper (Scheme-1) of Fig. 5.9b.
having a code rate of 0.5 [28] has a speciﬁc form, as seen in Fig. 5.10 and after four
iterations the H-ARQ aided SLT decoder becomes capable of achieving BER≤ 10−5 at
Eb/N0= 4 dB, as seen in Fig. 5.12 and Fig. 5.13.
Let us now embark on improving the achievable system performance by creating a more
beneﬁcial EXIT-curve shape for the inner demapper with the aid of set-partitioning. The
EXIT chart of the H-ARQ-SLT coded modulation scheme using the set-partition demapper
is portrayed in Fig. 5.11. The original EXIT curve of the inner set-partitioning mapper
is plotted by the dashed-dotted line, while the EXIT curve after one retransmission is
represented by the bold-thick line seen Fig. 5.11. If the receiver using the set-partitioning
based demapper without the aid of retransmission invokes only four decoding iterations
between the SLT decoder and the demapper, the decoded output codewords cannot achieve
an inﬁnitesimally low BER, because the trajectory’s evolution is curtailed at the point5.1.4. Simulation Results 152
marked by the asterisk seen in Fig. 5.11. For the sake of achieving BER≤ 10−5, the
receiver has to allow for upto 8 iterations.
We can see by comparing Fig. 5.10 and Fig. 5.11 that at Eb/N0 = 4 dB the H-ARQ-SLT
coded modulation scheme using the Gray mapper requires a lower number of iterations for
achieving BER≤ 10−5 in comparison to the H-ARQ-SLT coded modulation scheme using
the set-partitioning mapper. By contrast, the intercept point of the two EXIT curves is
closer to the (1,1) point of perfect convergence, where an inﬁnitesimally low BER can
be achieved, if the associated higher number of decoding iterations and the ARQ-aided
retransmission of the set-partitioning aided scheme are deemed aﬀordable.
5.1.4 Simulation Results
SLT code rates r 1/2
Parity packet Truncated Degree Distribution
degree distribution proposed in [26]
The maximum number
of inner iterations
Imax of SLT codes 12 and 20
The number of outer iterations 2 and 4
Number of bits 10×1200×165
Modulation 16-QAM
Channel type AWGN channel
Mapping Gray mapping
Set-partitioning mapping
H-ARQ Modiﬁed Type II
The maximum number of retransmitting times 1
H-ARQ aided SLT coded modulation using set-partitioning Scheme-1
mapping scheme
H-ARQ aided SLT coded modulation using Gray Scheme-2
mapping scheme
H-ARQ aided SLT scheme Scheme-3
H-ARQ scheme Scheme-4
SLT coded modulation using Scheme-5
set-partitioning mapping scheme
SLT scheme Scheme-6
Table 5.1: System parameters.5.1.4. Simulation Results 153
Our simulation parameters used in Scheme-1, Scheme-2, Scheme-3, Scheme-4, Scheme-
5 and Scheme-6 are seen in Table 5.1. Fig. 5.12 and Fig. 5.13 represent the BER perfor-
mance of the H-ARQ-SLT coded modulation scheme using the parameters of Table 5.1.
The left vertical axis represents the BER values, while the right vertical axis represents
normalized throughput values and the horizontal axis the Eb/N0 values. The normalized
throughput values are calculated by normalizing the eﬀective throughput by the through-
put1 of the H-ARQ-SLT coded modulation scheme, recorded at high Eb/N0 values, i.e.
when the data transmission is error-free. The SLT code rate of the scheme is 0.5, hence
the maximum throughput of the 16-QAM H-ARQ-SLT coded modulation scheme is 2
bits/symbol, which represents our throughput normalization factor. As seen in Fig. 5.12
and Fig. 5.13, the continuous line marked by the hollow diamond represents the BER
versus Eb/N0 performance of the H-ARQ-SLT coded modulation scheme, which attains
BER < 10−5 for Eb/N0 values in excess of 3.8 dB. An SLT coded modulation scheme
dispensing both with ARQ assistance and with the required feedback link is used as one of
our benchmarkers. The BER performance of this scheme is represented by the continuous
line marked by the hollow square in Fig. 5.12, which requires an Eb/N0 in excess of 4.5 dB
to achieve BER < 10−5. Another benchmark scheme we employed in Fig. 5.12 was based
on separate SLT coding and 16-QAM2, which was marked by the hollow circles. When
we brieﬂy compare the performance of the three schemes in Fig. 5.12 in terms of their
achievable throughput, a near-unity throughput is achieved by the amalgamated H-ARQ-
aided SLT coded modulation scheme for Eb/N0 values in excess of about 4 dB. The other
two schemes exhibit both a higher BER and a lower normalized throughput, indicating
the superiority of the proposed scheme. Let us now focus our attention on Fig. 5.13,
where we repeated the H-ARQ-aided SLT coded modulation scheme’s performance curve
from Fig. 5.12. Furthermore, the curves marked by the triangle represent the scenario,
where the joint SLT and 16-QAM coded modulation scheme was replaced by separate
SLT and 16-QAM schemes. Finally, the curves denoted by the circled-plus-sign represent
a H-ARQ-aided but uncoded 16-QAM benchmarker, which hence has a 4 bits/symbol
eﬀective throughput. In the high-SNR region the throughput of this H-ARQ-aided but
uncoded 16-QAM benchmarker is twice as high as that of the 0.5-rate SLT-coded system.
By contrast, in the low-SNR region the normalized throughput of the uncoded H-ARQ-
1The eﬀective throughput is deﬁned as the ratio of the number of correct bits per the total number of
transmitted bits.
2Separate SLT coding and 16-QAM is implemented by dispensing with the iterative decoding process
exchanging extrinsic information between the SLT decoder and the demapper.5.1.4. Simulation Results 154
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Figure 5.12: BER performances and normalized throughputs of Scheme-1, Scheme-5 and
Scheme-6 seen in Table 5.1, having a maximum of I= 20 SLT decoder iterations, when
transmitting data over an AWGN channel using 16-QAM.5.1.4. Simulation Results 155
2 4 6 8
Eb/N0
10
-5
10
-4
10
-3
10
-2
10
-1
1
B
E
R
2 4 6 8
Eb/N0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
N
o
r
m
a
l
i
z
e
d
t
h
r
o
u
g
h
p
u
t
The BER performance of Scheme-1, outer iter I= 4
The BER performance of Scheme-3
The BER performance of Scheme-4
Normalized-throughput of Scheme-1, outer iter I= 4
Normalized-throughput of Scheme-3
Normalized-throughput of Scheme-4
Figure 5.13: BER performances and normalized throughputs of Scheme-1, Scheme-3 hav-
ing a maximum of I= 20 SLT decode iterations and Scheme-4 seen in Table 5.1, when
transmitting data over an AWGN channel using 16-QAM. Note that while the joint SLT
coded 16-QAM scheme exchanges extrinsic information, the separate scheme does not,
hence iterations are only carried out within the SLT decoder. The anonym SP represents
set-partitioning in the context of the schemes represented by the diamond and square
legends, while Gray-mapping was used by the separate SLT and 16-QAM-aided scheme.5.2. Chapter Conclusions 156
aided scheme becomes ∼ 0.33, because in this region the receiver is unable to attain an
inﬁnitesimally low BER at the output, hence it requires the maximum aﬀordable number
of retransmissions. The H-ARQ-SLT scheme using separate SLT and 16-QAM arrange-
ments has an approximately 3 dB higher Eb/N0 requirement than our proposed scheme,
as indicated by the continuous line marked by the triangle in Fig. 5.13. The ARQ scheme
operating without the assistance of the SLT code requires an Eb/N0 value in excess of 18
dB to attain BER < 10−5, although this BER value is not reached within the Eb/N0 range
shown in Fig. 5.13, hence indicating BER≈ 0.5.
Finally, in Fig. 5.14 we compare the set-partitioned and Gray-coded H-ARQ-aided SLT-
16-QAM schemes. Observe that the Gray-coded scheme performs better both in terms
of its BER and normalized throughput, when using two iterations between the demapper
and the SLT decoder.
5.2 Chapter Conclusions
The proposed H-ARQ-SLT aided scheme is capable of achieving an Eb/N0 gain ranging
from 0.5 dB upto 3.5 dB and a higher throughput in comparison to the benchmark schemes.
The H-ARQ-SLT scheme advocated is also capable of attaining an inﬁnitesimally low BER
at a low Eb/N0 value, while maintaining a high normalized throughput. By exploiting the
syndrome checking capability of the SLT decoder we can reduce the complexity of the
scheme, while simultaneously eliminating the redundant bits used for checking the parity
of the IP packets in classic CRC schemes. Furthermore, it was shown that the H-ARQ-SLT
coded modulation scheme using the Gray mapper performs better in terms of its BER,
while imposing a lower complexity and achieving a higher throughput in comparison to
the set-partitioning mapper, which was proposed in [28].5.2. Chapter Conclusions 157
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Figure 5.14: BER performances and normalized throughputs of the H-ARQ-SLT sys-
tem having a maximum of I= 12 SLT decoder iterations, when transmitting data over
an AWGN channel using 16-QAM and employing either SP (Scheme-1) or Gray-coding
(Scheme-2).Chapter 6
Conclusions and Future Work
In this concluding chapter, a summary of the thesis and the main ﬁndings of our investi-
gations will be presented. This will be followed by a range of future research ideas.
6.1 Summary and Conclusions
This thesis investigated the application of Fountain codes especially for the BEC channel
and wireless Internet channels. Five type of erasure codes are continuously mentioned in
the Chapter 2 which are Tornado codes, random linear codes, Luby transform codes, Rap-
tor codes and systematic Raptor codes. A general concept of Tornado codes is introduced
in Section 2.1.1. The concept of erasure decoding is rooted from the decoding process of
the Tornado code. This erasure decoding process is implemented by ﬁnding, XOR-adding
and erasing the edge connecting between encoded packets. The performance of Tornado
codes is not good when the error happen in the information part of the code words because
of the encoding structure based on the assumption that erasure events only happen in the
parity part of the tornado code words. Even Tornado codes are not good in implementing,
but analysing their encoding and decoding processes help us having a basic to analyse
the Fountain code later in Section 2.2. Section 2.2 presents four types of fountain codes
which are random linear codes, Luby transform codes, raptor codes and systematic codes.
The random linear code is analysed in Section 2.2.1 to expose the encoding and decoding
methods used in fountain codes. A history and some basic concepts of Luby transform
codes are given in Section 2.2.2. In this subsection, the generator matrix creating process
as well as the decoding process are dissected more clearly. Section 2.2.3 shows a new ver-
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sion of fountain codes which was proposed by Shokrollahi et al in 2002. The architecture
of raptor codes was produced and some concepts such as Tanner graphs, pre-codes, e.t.c
are given in this subsection. The advantages and disadvantages of raptor codes are also
analysed in this subsection. Section 2.2.4 outlines the systematic raptor codes, a special
version of the raptor codes, and its applications in communication systems. The degree
distribution designed for both Luby transform codes and raptor codes is very improtant
and it will be the main key of Section 2.2.5. In other words, the performance as well as the
complexity of both Luby transform codes and raptor codes are dependant on the degree
distribution design. The robust soliton degree distribution is analysed in Section 2.2.5.1
and the Poisson degree distribution is introduced in Section 2.2.5.2 let we know about the
condition and meaning of each parameters of each degree distribution.
Chapter 3 presents the novel contributions as well as applications of Luby transform codes
using the hard bit decoding algorithm in communication models. Section 3.1 proposed a
novel improvement of the degree distribution and introduces an improved degree distri-
bution known as the Improved Robust Soliton Degree Distribution. The improved robust
soliton degree distribution supplements the shortcoming of the original robust soliton dis-
tribution. As seen in this section, we showed out the unfeasability of the probability of
events having an appearing times smaller than 1. By supplementing a new factor termed
as ν(d) in the degree distribution, it makes the packet error rate performance of Luby
transform codes becomes better than the Luby transform codes using the original robust
soliton degree distribution as seen in Figure 3.4 and Figure 3.5. A concatenated scenarios
of Luby transform codes and BICM-ID codes is proposed in Section 3.1.2 and its perfor-
mances in the BEC contaminated AWGN and uncorrelated fading channels are given in
Section 3.1.3. For the sake of improving the performance of communication systems using
Luby Transform codes over Wireless Internet Channels(WICs) with the aid of exchanging
the feedback information between Luby Transform codes and other block codes, a new
scenario of Luby Transform and Generalize-Low Density Parity Check(G-LDPC) codes is
presented in Section 3.2. The purpose of this scenario is that the packet error rate acknowl-
edgement is very important for decoding process of Luby transform codes. Knowing the
error rate of each received packets helps the Luby transform decoder reject contaminated
packets from the decoding process to avoid propagating errors when recovering source in-
formation packets from contaminated packets. The contribution of this Section is that the
author gave out a new reliable Amalgamated Luby Transform codes and G-LDPC codes
scheme and using a clever G-LDPC code word mapping into LT packets. This scheme6.1. Summary and Conclusions 160
improves further PER and BER performances of Luby transform codes in noisy channels.
The simulation results are given in Section 3.2.2. A novel random integer index generator
for the degree distribution of source information packets of Luby transform codes. A bit
by bit decoding method and hard bit decoding method based on the LLRs estimation
of BICM-ID codes applied for Luby transform codes, are presented in Section 3.3. The
degree distribution design is not only important for the Luby Transform encoded packets,
but also for the input packets. A novel random integer generator termed as the Swapping
Bit Random Integer Generator (SBRIG) as well as hard bit by bit decoding based on the
LLRs estimation of constituent BICM-ID codes are proposed for the amalgamated Luby
transform and BICM-ID code scheme to achieve further improvement BER performance of
the Luby transform codes in noisy channel. The performances of this scheme are given in
Section 3.3.3. Section 3.4 proposes the Luby Transform Coding Aided Iterative Detection
for Downlink SDMA Systems, which invokes a low-complexity near-Maximum-Likelihood
(ML) Sphere Decoder (SD). The Ethernet-based Internet section of the transmission chain
inﬂicts random packet erasures, which is modelled by the Binary Erasure Channel (BEC),
while the wireless downlink imposes both fading and noise. A novel Log-Likelihood Ratio
based packet reliability metric is used for identifying the channel-decoded packets, which
are likely to be error-infested. Packets having residual errors must not be passed on to
the LT decoder for the sake of avoiding LT-decoding-induced error propagation. The pro-
posed scheme is capable of maintaining an inﬁnitesimally low packet error ratio in the
downlink of the wireless Internet for Eb/N0 values in excess of about 3dB. The PER and
BER performances of this scheme are given in Section 3.4.4.
Chapter 4 proposes the Soft bit decoding algorithm for systematic LT codes and their
performance in the wireless Internet and MIMO channels. For the sake of improving fur-
ther the performance and making LT codes more ﬂexible in the communication systems
we introduced a novel soft bit decoding algorithm in Section 4.1. From the analyse in
Section 4.1 we modiﬁed the systematic Luby transform codes for applying the soft bit de-
coding algorithm in Section 4.2. Analysing the performance of SLT codes base on EXIT
charts is implemented in Section 4.2.3. The BER performances of SLT code using the
soft bit decoding algorithm over AWGN-contaminated BEC channels are given in Sec-
tion 4.2.4. A conclusion is given in Section 4.2.5. Section 4.3 presents a novel improved
degree distribution termed as Truncated Robust Soliton Degree Distribution applied for
the degree of the encoded SLT packet and a new conditional random integer generator
applied for the degree distribution of the SLT input packets. Again, the performance of6.1. Summary and Conclusions 161
the new version of SLT codes is analysed by EXIT charts in Section 4.3.4 and its BER per-
formances are given in Section 4.3.5. Section 4.3.6 concludes that SLT codes using both
the proposed truncated degree distribution and the conditional random integer genera-
tor achieved a high performance for transmission over various combinations of the BEC,
AWGN and Rayleigh fading channels. The system using the SLT(1200,3600) code requires
low Eb/N0 values for attaining output BERs lower than 10−5, when communicating over
the diﬀerent channels. Quantitatively, this system is capable of achieving BER ≤ 10−5 for
an Eb/N0 value around 1.5 dB over the AWGN channel and at 3.5 dB over the Rayleigh
fading channel. By contrast, the corresponding benchmark system using the Low Density
Parity Check code LDPC(1200,3600) requires an Eb/N0 value upto 2.5 dB to achieve BER
≤ 10−5 over the AWGN channel. Section 4.4 investigates the BER performance of SLT
codes using diﬀerent degree distribution and diﬀerent random integer index generating al-
gorithm and the section conclusion is given in Section 4.4.3. Section 4.5 proposes the SLT
coded V-BLAST system and BER performance of the SLT coded V-BLAST, when trans-
mission over MIMO channels. A short conclusion of this section is given in Section 4.5.5.
The chapter conclusions are detailed in Section 4.6.
Chapter 5 presents the H-ARQ SLT coded modulation and H-ARQ irregular SLT coded
V-BLAST schemes. An introduction of conventional H-ARQ schemes is provoked in Sec-
tion 5.1. For the sake of achieving high throughput and BER performance of SLT codes in
communication systems we proposed the H-ARQ SLT coded modulation in Section 5.1.2.
The proposed H-ARQ SLT coded modulation scheme in Section 5.1.2 achieves the best
BER performance as well as the highest throughput in comparison to other schemes such
as the SLT coded modulation without H-ARQ, the H-ARQ aided SLT and the conven-
tional H-ARQ schemes. Section 5.1.3 shows the EXIT chart analysis of the H-ARQ SLT
coded modulation scheme using the Gray mapping and the Set-Partitioning mapping.
Section 5.1.4 presents the BER performance and throughput of the proposed H-ARQ SLT
coded modulation scheme. Finally, the chapter conclusion is given in Section 5.2. The
parameters used in the sections are listed as follows:6.1. Summary and Conclusions 162
The Parameters of Simulation Results in Sections
Parameters of simulation results in Section 3.1.1
The number of source packets K 10,000
The IRSDD parameters in (3.6)
Fig. 3.4 δ= 0.5, c= 0.1.
Fig. 3.5 δ= 0.5, c= 0.03.
Parameters of simulation results in Section 3.1.2
RS codes C(7,3,2)
LT codes C(10,000, 13,000)
LT-BICM-ID codes C(30,000, 52,000)
BEC erasure probability 0.1
Modulation 16QAM
Number of source packets K 10,000
Number of transmitted packets K′ 13,000
Number of bits per source packets P.n 165
Table 6.1: System parameters used in Section 3.1.1 and Section 3.1.2.
Parameters of simulation results in Section 3.2
Erasure probability Pe= 0.1
LT code parameters δ= 0.5 c= 0.1
Number of bits per LT packet 168
Number of source packets K 10,000
Number of encoded LT packets N 13,000
G-LDPC component codes BCH(15,11,1)
Component code rate of G-LDPC r = 11
15
Code rate of G-LDPC 7
15
Modulation BPSK
Parameters of simulation results in Section 3.3
BICM-ID code rate r=3/4
Modulation 16QAM
Number of source packets 10,000
Number of transmitted packets 13,000
Number of bits per source packet 165
BEC erasure probability Pe=0.1
LT degree of distribution IRSDD
Table 6.2: System parameters used in Section 3.2 and Section 3.3.6.1. Summary and Conclusions 163
Parameters of simulation results in Section 3.4
LT Packet size 120 bits
LT Distribution IRSDD [20]
Number of source packets K 10,000
Number of redundancy packets N − K 3,000
Erasure probability of BEC Pe 0.1
Recursive Systematic Code RSC(5,7)
Interleaver length 105 bits
Modulation 4 QAM
Number of users K′ 3
Number of transmit antennas M′ 6 for Ls = 1,
8 for Ls = 1.333
Number of receive antennas Nk 2
Normalized Doppler frequency fd = fD   T = 0.001
Parameters of simulation results in Section 4.2.2
Erasure probability Pe= 0.0; 0.1
Parameters of IRSDD in
Eq.(4.24) δ= 0.5; c= 0.1
The number of source SLT packets K 500
SLT packet size 1000 bits
SLT code rates r 1/3
Modulation QPSK
Noise channel AWGN
Number of the SLT code’s iteration 0, 2, 4, 6
Table 6.3: System parameters used in Section 3.4 and Section 4.2.2.6.1. Summary and Conclusions 164
Parameters of simulation results in Section 4.3
The TDD’s parameters in (4.24) δ= 0.5 c= 0.1
The total number of source information packets 1200 × 100
SLT packet size 165 bits
SLT(1200,2400), SLT(1200,3600) γ = 2
SLT(1200,1800) γ = 3
LDPC(1200,1200
r ) with code rate r 1/3, 1/2, 2/3
Maximum number of iterations 20
The erasure probability Pe 0.0 and 0.1
Modulation QPSK
Channel types BEC, AWGN and uncorrelated
non-dispersive Rayleigh channels
Parameters of simulation results in Section 4.5
Parameters of TDD in (4.24) δ= 0.5 c= 0.1
SLT code rates r 1/2
γ 2
The maximum number
of inner iterations
Imaxinner of SLT codes 30
Modulation QPSK-set partition mapping
Parameters V-BLAST
Number of
transmit antennas Tx 4
Number of
receive antennas Rx 4
Iterative lengths 2,400 or 24,000
Table 6.4: System parameters used in Section 4.3 and Section 4.5.6.1. Summary and Conclusions 165
Parameters of simulation results in Section 5.1
SLT code rates r 1/2
Parity packet Truncated Degree Distribution
degree distribution proposed in [26]
The maximum number
of inner iterations
Imax of SLT codes 12 and 20
The number of outer iterations 2 and 4
Number of bits 10×1200×165
Modulation 16-QAM
Channel type AWGN channel
Mapping Gray mapping
Set-partitioning mapping
H-ARQ Modiﬁed Type II
The maximum number of retransmitting times 1
H-ARQ aided SLT coded modulation using set-partitioning Scheme-1
mapping scheme
H-ARQ aided SLT coded modulation using Gray Scheme-2
mapping scheme
H-ARQ aided SLT scheme Scheme-3
H-ARQ scheme Scheme-4
SLT coded modulation using Scheme-5
set-partitioning mapping scheme
SLT scheme Scheme-6
Table 6.5: System parameters used in Section 5.1.6.2. Suggestions for Future Work 166
6.2 Suggestions for Future Work
￿ Designing an Irregular Systematic Luby Transform (IrSLT) code and optimise its
degree distribution using EXIT charts. The IrSLT is constituted of two parallel con-
stituent SLT codes which exchange extrinsic information using iterative detection,
like classic turbo codes [100].
￿ Combining Hybrid Automatic Repeat reQuest (H-ARQ) with the proposed IrSLT,
while employing V-BLAST for the transmission of data.
￿ The SLT code’s performance is promising as demonstrated in Chapter 4 and Chap-
ter 5. Therefore, the application of SLT codes in communication systems may be
beneﬁcial.
￿ The SLT code with an adaptive degree distribution applied for diﬀerent communi-
cation channel models also promises a better BER performance of SLT codes.
￿ The implementation of LT and SLT codes in the mobile ad-hoc network is also
needed to be investigated. The mobile ad-hoc network is a kind of wireless ad-hoc
network, it is a self- conﬁguring network containing mobile routers connected by
wireless links and its topology may change rapidly and unpredictably causing a very
complicated communication environment. The transmitted data is aﬀected from
either the erasure events and the noise of this wireless Internet channel. Hence, an
adaptive SLT codes are needed to be designed for applying in the mobile ad-hoc
network.Appendix A
BICM-ID stands for Bit Interleaved Coded Modulation - Iterative decoding. The basic of
BICM encoder is the concatenated scheme between an binary encoder having a codeword
C and an N-dimensional memoryless modulator creating a set X of symbols having a size
of m bits, through a bit interleaver. The output bit sequence of the encoder is interleaved
bit by bit and mapped to the symbol X. Finally, the resulting signal sequence x at the
output of the modulator is transmitted over channels. At the receiver side, the output
LLRs of the soft bit demodulator decoder are de-interleavered and passed to the binary
decoder. The output LLRs of the binary decoder are interleaver and fed back to the de-
modulator input. The scenario of a BICM system using convolution codes, is portrayed
as in Figure A.1.
For the sake of increasing the Euclidean distance between any two points in the constella-
tion map, instead of using the Gray mapping we use the set partition mapping. The Gray
mapping and set-partition mapping are portrayed in Figure A.2.
Clearly, the set partition mapping creates the minimum Euclidean distance bigger than
that of the gray mapping for both Bit2 and Bit1 as seen in ﬁgure A.2.
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Figure A.1: An example of a BICM system
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Figure A.2: The Gray and Set-partition mappingsAppendix B
A Parity Check Matrix (PCM) of G-LDPC codes portrayed in Figure B.1 is created
from constituent Single Parity Check (SPC) codes having a size SPC(4,3). The PCM
of GLDPC-codes in Figure B.1 has three submatrices. The ﬁrst matrix H1 is a block
diagonal matrix having the matrix elements SPC(4,3) constituted along its main diagonal.
The second submatrix H2 is created by interleaving the ﬁrst submatrix and the third
submatrix H3 is created by interleaving the second submatrix H2. The parameters of the
G-LDPC code are K,N,J, where K = 3, N = 12, J = 3. The code rate of the G-LDPC
code equals to K/N = 1/4.
An example of structure of G-LDPC codes is shown in Fig. B.1 as follows.
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Figure B.1: A parity check matrix of G-LDPC codes
iiiList of Symbols
General notation
• The superscript ∗ is used to indicate complex conjugation. Therefore, a∗ represents
the complex conjugate of the variable a.
• The superscript T is used to indicate matrix transpose operation and the super-
script −1 is used to indicate matrix iverted operation. Therefore, HT represents the
transpose of the matrix H.
• The notation ∗ denotes the convolutional process. Therefore, a ∗ b represents the
convolution between variables a and b.
• The notation ˆ x represents the estimate of x.
ivList of Symbols v
Special symbols
A: The Non-singular matrix existing in a generator Matrix.
B: The component part of generator Matrix.
d: The degree of one packet.
ρ(d): The Ideal Soliton degree distribution of degree d
τ(d): A part degree distribution of degree (d) of the robust soliton degree distribution.
K: The number of input LT packets.
N: The number of output LT packets.
Z: The sum of all ρ(d) and τ(d) in function of the robust soliton degree distribution.
D,Ω,Λ: The degree distribution functions.
S: The number of LT encoded packets having a degree-one.
δ: The probability at which the LT decoder fails to recover all source packets from
a certain number of output encoded packets just after encoding process.
c: The positive factor is used in calculating the number of LT encoded packets having
a degree-one.
N0: Noise energy.
Eb: Bit energy.
Eb/N0: Ratio of bit energy to noise power spectral density.
Pe: Erasure Probability.
ν(d): The supplement function of the improved robust soliton degree distribution.
C: The code word.
IE: Mutual Information of output Extrinsic LLRs at the output.
IA: Mutual Information of output a priori LLRs at the input.
In: The integer number nth.List of Symbols vi
rot: The rotation function.
mod: The modulo function.
Det: indicates the detector.
apr: A priori.
ex: Extrinsic.
apt: A posteriori.
K′: The number of users in the SDMA system.
M′: The number of transmit antennas.
N′: The number of receive antennas.
Ls: The system load.
tanh: The hyperbolic tangent.
dc: The degree of check nodes.
dm: The degree of message nodes.
γ: A positive integer factor used in the truncated degree distribution for designing
the generator matrix of systematic Luby transform codes.
Q: Log-likelihood ratio message passed from message nodes to parity nodes.
R: Log-likelihood ratio message passed from parity nodes to message nodes.
ν: An extra probability is deﬁned in IRSDD.
G,G’: Generator matrices.
Gm: A component generator matrix.
H,H’: Parity check matrices.
Hm: A component parity check matrix.
B,A,C, R,S,0: Matrices.
ξ: A set of coding graphs.List of Symbols vii
ξm: A component of ξ.
ǫ: An error percentage of a LT packet.Glossary
16QAM 16-level Quadrature Amplitude Modulation
3G Third Generation
AAODD All-AT-One Degree Distribution
ACK ACKnowledgement
ARQ Automatic Request, Automatic request for retransmission of cor-
rupted data
AWGN Additive White Gaussian Noise
BCH Bose-Chaudhuri-Hocquenghem. A class of forward error correct-
ing codes (FEC)
BEC Binary Erasure Channel
BER Bit error ratio, the number of the bits received incorrectly
BICM-ID Bit-Interleaved Coded Modulation with Iterative decoding
BP Belief Propagation
BPSK Binary Phase Shift Keying
BS A common abbreviation for Base Station
CIR Channel Impulse Response
CRC Cyclic Redundancy Check
CRIG Conditional Random Integer Generator
viiiGlossary ix
DVB-H Digital TeleVision Broadcasting-Handheld
DVB-S Digital TeleVision Broadcasting-Satellite
DVB-T Digital TeleVision Broadcasting-Terestrial
EXIT EXtrinsic Information Transfer
FEC Forward Error Correction
G-LDPC Generalized Low Density Parity Check
GM Generator Matrix
H-ARQ Hybrid Automatic Repeat reQuest
IP Internet Protocol
IPTV Internet Protocol TeleVision
IRSDD Improved Robust Soliton Degree Distribution
LCRIG Linear Congruential Random Integer Generator
LDGM Low Density Generator Matrix
LDPC Low Density Parity Check
LLR Log Likelihood Ratio
LT Luby Transform
LT-SDMA Luby Transform coded Spatial Division Multiple Access
MAC Medium Access Control
MAP Maximum A Posteriori
MIMO Multi-Input Multi-Output
ML Maximum Likelihood
MMSE Minimum Mean Square Error
MS A common abbreviation for Mobile StationGlossary x
MUI Multi-User Interference
NACK Negative ACKnowledgement
OHRSA Optimized Hierarchy Reduced Search Algorithm
PCM Parity Check Matrix
PDD Poisson Degree Distribution
PER Packet Error Ratio
PRI Packet Reliability Information
QAM Quadrature Amplitude Modulation
ReqN Request Number
RIG Random Integer Generator
RN Receive Number
RS Reed Solomon Codes
RSC Recursive Systematic Convolutional
RSDD Robust Soliton Degree Distribution
SBRIG Swapping Bit Random Integer Generator
SD Soft Decision
SDMA Spartial Devision Multiple Access
SIC Successive Interference Cancellation
SLT Systematic Luby Transform
SN Sequence Number
SR Shift Register
SVD Singular Value Decomposition
TDD Truncated Degree DistributionGlossary xi
TDVD Time DiVision Duplex
TPDD Truncated Poisson Degree Distribution
V-BLAST Vertical Bell Labs Layered Space-Time
WIC Wireless Internet Channel
XOR Exclusive OR
ZF Zero ForcingBibliography
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