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Abstract—Driven by the emergence of new compute-intensive
applications and the vision of the Internet of Things (IoT), it is
foreseen that the emerging 5G network will face an unprece-
dented increase in traffic volume and computation demands.
However, end users mostly have limited storage capacities and
finite processing capabilities, thus how to run compute-intensive
applications on resource-constrained users has recently become a
natural concern. Mobile edge computing (MEC), a key technology
in the emerging 5G network, can optimize mobile resources by
hosting compute-intensive applications, process large data before
sending to the cloud, provide the cloud-computing capabilities
within the radio access network (RAN) in close proximity to
mobile users, and offer context-aware services with the help of
RAN information. Therefore, MEC enables a wide variety of
applications, where the real-time response is strictly required,
e.g., driverless vehicles, augmented reality, robotics, and immerse
media. The 5G network is broadly characterized by three service
types: extremely high data rate, massive connectivity, and low
latency and ultra-high reliability. Indeed, the paradigm shift
from 4G to 5G could become a reality with the advent of
new technologies. The successful realization of MEC in the 5G
network is still in its infancy and demands for constant efforts
from both academic and industry communities. In this survey,
we first provide a holistic overview of MEC technology and its
potential use cases and applications. Then, the main part of
this paper surveys up-to-date researches on the integration of
MEC with 5G and beyond technologies including non-orthogonal
multiple access, wireless power transfer and energy harvesting,
unmanned aerial vehicle, IoT, network densification, and ma-
chine learning. Furthermore, we briefly summarize the existing
literature that integrates MEC with other 5G technologies and
that focus on developing testbeds and experimental evaluations
for edge computing. We further summarize lessons learned from
state-of-the-art research works as well as discuss challenges and
potential future directions for MEC research.
Index Terms—5G Network and Beyond, Heterogeneous Net-
works, Internet of Things, Machine Learning, Edge Computing,
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Non-Orthogonal Multiple Access, Testbeds, Unmanned Aerial
Vehicle, Wireless Power Transfer and Energy Harvesting.
ACRONYMS
3GPP 3rd Generation Partnership Project
1G First Generation of Mobile Networks
2G Second Generation of Mobile Networks
3G Third Generation of Mobile Networks
4G Fourth Generation of Mobile Networks
4C Communication, Computation, Control, and
Caching
5G Fifth Generation of Mobile Networks
AI Artificial Intelligence
API Application Programming Interface
AR Augmented Reality
BBU Baseband Unit
BS Base Station
CDMA Code Devision Multiple Access
D2D Device-to-Device
DC Data Center
DL Deep Learning
DQN Deep Q Network
EH Energy Harvesting
eNB Evolved Node B
ETSI European Telecommunications Standards Institute
EVO Edge Video Orchestration
FDMA Frequency Devision Multiple Access
FiWi Fiber-Wireelss
HetNets Heterogeneous Networks
Het-MEC Heterogeneous MEC
HD High Definition
IoT Internet of Things
ICI Inter-Cell Interference
LTE Long-Term Evolution
MDP Markov Decision Process
MIMO Multiple-Input and Multiple-Output
MCC Mobile Cloud Computing
MCS Mobile Crowdsensing
MEC Mobile Edge Computing
mmWave millimeter Wave
ML Machine Learning
MNO Mobile Network Operator
NOMA Non-Orthogonal Multiple Access
NFV Network Function Virtualization
QoE Quality of Experience
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QoS Quality of Service
RAN Radio Access Network
RL Reinforcement Learning
RRH Remote Radio Head
RSU Roadside Unit
SBC Single-Board Computer
SCA Successive Convex Approximation
SWIPT Simultaneous Wireless Communication and
Power Transfer
OFDM Orthogonal Frequency-Division Multiplexing
OMA Orthogonal Multiple Access
SDN Software-Defined Networking
TV Television
TDMA Time Devision Multiple Access
UAV Unmanned Air Vehicle
VR Virtual Reality
WiFi Wireless Fidelity
WPT Wireless Power Transfer
I. INTRODUCTION
DURING the last four decades, the evolution of wirelesscommunication networks has changed every aspect of
our lives, society, culture, politics, and economics. Since the
commercialization of the first generation of cellular networks
in early 1980’s to support voice services, few generations of
cellular standards have been launched with enormous differ-
ences in terms of the network architectures, key technolo-
gies, coverage, mobility, security and privacy, data, spectral
efficiency, cost optimality, and so on. Concretely, each new
generation of cellular networks is introduced every ten years,
from the first generation (1G) in 1980, second generation (2G)
in 1991, third generation (3G) in 1998, fourth generation (4G)
in 2008, to hopefully fifth generation 5G in 2020. Funda-
mental services and applications supported in these network
generations are summarized as follows [1]. Back to early
1980s, 1G was introduced as the first commercial cellular
network, where voice services are supported with the peak
data rate of 2.4 kbps and no security mechanisms. The second
generation (2G) started to provide data services for mobile
users, such as short text messages, picture messages, and
multimedia messages. After that, e-mails and web browsing
are supported in the second and half generation (2.5G). The
2G network offers the theoretical maximum data rate of 64
kbps. Later, the appearance of smart-phones facilitates some
new services and applications in 3G networks, for example,
video telephony, quick downloading, mobile television (TV),
telemedicine, and video conference. The data transmission
speed is greatly improved compared to 2G, which depends on
the underlying technologies, e.g., up to 384 kbps for WCDMA,
up to 7.2 Mbps for HSPA, and up to 21.6 Mbps for HSPA+.
Currently, there are two 4G candidate systems: the Worldwide
Interoperability for Microwave Access (WiMAX) standard that
is based upon IEEE Std 802.16e-2005 and the Long-Term
Evolution (LTE) standard that was first proposed by Japan’s
NTT DoCoMo and is an ETSI registered trademark. Lots
of high-data-rate applications are newly introduced in 4G,
for example, mobile web access, cloud computing, gaming
services, high-definition (HD) mobile TV, and 3D TV. The 4G
network requires services and applications at the peak data rate
of 100 Mbps for high mobility and of approximately 1 Gbps
for low mobility communication. The evolution of wireless
communication is shown in Fig. 1.
Now, both academic and industry communities are making
tremendous efforts to finalize the 5G standardization and
commercialization, and it is reasonably expected that the 5G
network will be available in 2019. 5G is a new generation
of wireless communication network that not only improves
existing mobile broadband services but also expands mobile
networks to support a massive number of connected devices
and a vast diversity of services and applications [2]. In
general, the 5G use cases can be categorized into three service
types: enhanced mobile broadband (eMBB), mission-critical
communications, and massive Internet of Things (IoT). The
5G network will be responsible for performing four major
functions that are communication, computation, control, and
content delivery (4C) [3]. In addition, a wide range of new
applications and use cases are expected to be generated
with the advent of 5G, for example, virtual reality (VR),
augmented reality (AR), remote control of infrastructure, and
IoT scenarios. One could foresee that emerging applications
in 5G have different attributes and technical requirements.
For example [4], AR and VR require higher data rates and
lower latency (use case of eMBB); remote control of in-
frastructure needs network connections with extremely high
reliability/availability and low latency (use case of mission-
critical communications); and a massive number of devices
are connected in IoT applications with relaxation of data rates,
transmit powers, and mobility (use case of massive IoT). These
applications are poised to induce a significant surge in demand
for not only communication resources but also computation
resources. In terms of communication resources, various new
technologies have been suggested and developed for the 5G
network and beyond [5], e.g., non-orthogonal multiple access
(NOMA), dense heterogeneous networks (HetNets), unmanned
aerial vehicle (UAV), IoT, wireless power transfer (WPT)
and energy harvesting (EH), massive multiple-input multiple-
output (MIMO), millimeter wave (mmWave), and machine
learning (ML). In terms of computation resources, several new
computing paradigms have been introduced and realized for
different applications, for example, mobile cloud computing
(MCC), fog computing, cloud-radio access network (C-RAN),
and mobile edge computing.
The Cisco white paper [6] showed that global data traffic
grew 63 percent in 2016 and has grown 18-fold over the past
five years. Concretely, mobile networks carried 400 petabytes
per month in 2011, 4.4 exabytes per month at the end of 2015,
and 7.2 exabytes per month at the end of 2016. The number of
mobile devices and connections in 2016 reached 8.0 billion,
up from 7.6 million in 2015, where smartphones accounted for
most of that growth. The exponential boom of next-generation
Internet predicts that the number of connected things (e.g.,
sensors and wearable devices) will grow to over 20 billion
and 75 billion by 2020 and 2025, respectively. However, most
connected devices have limited communication and storage
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Fig. 1: Evolution of Wireless Communication.
resources and finite processing capabilities, which show the
mismatch between the stringent requirements for emerging
applications and the actual device capabilities. Despite recent
advancements in the mobile hardware capability, computing at
mobile devices (mobile computing) still cannot cope with the
demand of many applications that need to generate, process,
and store a massive amount of data and require large comput-
ing resources. One potential approach of dealing with these
challenges is to enable the computation offloading from end
devices to centralized clouds, which can however be burdened
by the congestion within backhaul and fronthaul networks
and by other issues, such as secure transmissions and privacy
policies. This has driven the development of mobile edge
computing that moves cloud services and functions towards
the edge of mobile networks.
A. From Centralized Clouds to Mobile Edges
In order to enrich computation resources to end users, the
very first computing paradigm that combines cloud computing,
mobile computing, and wireless communication networks is
mobile cloud computing [7]. On the one hand, MCC enables
developers and service providers to build more complex ap-
plications without imposing additional device requirements
of computing capabilities. On the other hand, MEC admits
mobile devices running more compute-intensive applications
since the majority of computation can be offloaded to and
processed in the central clouds [8]. MCC offers several ad-
vantages [8]: extending battery lifetime through the migration
of intensive computations from resource-limited devices to
resourceful clouds, improving storage capacity and processing
power by either storing data or remotely accessing stored data
in the cloud, and providing compute-intensive applications to
mobile devices. However, MCC also suffers from considerable
disadvantages as well. First, although the centralization of
MCC allows a big pool of computation resources, MCC is
not suitable for applications that desire the wide-spread distri-
bution of users. Second, the large physical distance between
mobile users and the central cloud implies high latency, which
fails to meet the stringent requirement of latency-sensitive
applications. Third, privacy and security are crucial factors in
the success of MCC. This is because the high concentration of
data information leaves the cloud highly susceptible to violent
attacks and data/application offloaded to the cloud through
wireless environments can be overheard by eavesdroppers.
Last but not least, as the number of devices and data volume
increase dramatically, moving the big data from all mobile
users to the central cloud is challenging due to the extreme
burden on bandwidth constraints and the network congestion.
One of the very first edge computing concepts, so-called
cloudlet, was proposed by Satyanarayanan et al. in 2009 [9].
The authors defined a cloudlet as a trusted and resource-
rich computer or a cluster of computers that are located
in a strategic location at the edge and well connected to
the Internet. The main purpose of cloudlet is to extend the
cloud computing to the network edge and support resource-
poor mobile users in running resource-intensive and interactive
applications. Although the storage and computing capabilities
of a cloudlet are relatively smaller than that of a data center
(DC) in cloud computing, cloudlets have the advantages of
low deployment cost and high scalability [10]. Mobile users
exploit virtual machine (VM) based virtualization to customize
service software on proximate cloudlets and then use those
cloudlet services over a wireless local area network to offload
intensive computations [9], [11]. The authors in [9] proposed
two different VM approaches for computation offloading: VM
migration and VM synthesis. Since VM provisioning is used
in cloudlets, cloudlets can operate in the standalone mode
without the intervention of the cloud [11], [12]. Mobile users
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can access cloudlet services through WiFi. In fact, the idea of
cloudlet to distribute the cloud computing in close proximity
to mobile users is similar to the WiFi concept in providing
Internet access [13]. The WiFi connection between users and
cloudlets can be a serious drawback. In this way, mobile users
are unable to access cloudlets in the long distance and use
both WiFi and cellular connection simultaneously [10], i.e.,
users have to switch between the mobile network and WiFi
when they use cloudlet services.
To address the inherent drawbacks of cloud computing,
fog computing has emerged as a promising solution. Fog
computing, a term put forward by Cisco in 2012, refers to
the extension of the cloud computing from the core to the
network edge, thus it brings computing resources closer to
end users [14]. The main purpose of fog computing is to
bring computational resources closer to end users as well
as reducing the amount of data needed to transfer to the
cloud for processing and storage. Therefore, instead of being
transferred to the cloud, most intensive computations from
mobile users and data collected by end users (e.g., sensors
and IoT devices) can be processed and analyzed by fog
nodes at the network edge, thus it reduces the execution
latency and network congestion [15], [16]. Compared to the
centralized implementation of cloud DCs, fog nodes (nodes in
fog computing) are generally deployed in distributed locations,
thus they are wide-spread and geographically available in
large numbers [17]. As a complement to the cloud com-
puting platform, fog computing stands out in the following
features [12], [18]: 1) edge location, low latency, and location
awareness, 2) wide-spread geographic distribution, 3) support
for mobility and real-time applications, 4) very large number
of nodes (e.g., sensors and fog nodes) as a consequence of
geographic distribution, and 5) heterogeneity of fog nodes and
predominance of wireless access. Due to its characteristics,
fog computing plays an important role in many use cases
and applications [18], for example, smart cities, connected
vehicle, smart grid, wireless sensor and actuator networks,
smart buildings, and decentralized smart building control.
However, unlike cloudlets, a fog node cannot act as a self-
managed cloud DC and needs the support of the cloud.
In terms of the node type, a fog node can be built from
heterogeneous elements (e.g., routers, switches, IoT gateways),
and a cloudlet can be referred to as a cloud DC in a box [19].
In terms of node location, a fog node can be deployed at
a strategic location ranging from end devices to centralized
clouds and a cloudlet can be deployed indoors as well as
outdoors. The cloudlet and fog computing are similar in that
cloudlets and fog nodes are not integrated into the mobile
network architecture, thus fog nodes and cloudlets are com-
monly implemented and owned by private enterprises and it is
not easy to provide mobile users with quality of service (QoS)
and quality of experience (QoE) guarantees [12], [13].
In this context, one of the concepts that capitalizes on
cloud computing is cloud radio access networks (C-RANs).
In the traditional networks (e.g., 1G and 2G), the radio unit
and baseband signal processing unit are integrated inside a
base station (BS) while in C-RANs, the traditional BS is
divided into distributed remote radio heads (RRHs) and a
centralized baseband unit (BBU), and the baseband signal
processing functionalities in the traditional BS are moved to
the central BBU [20], [21]. By that decoupling, RRHs are
responsible only for basic radio frequency functions and can
support high capacity in hot spots while the central BBU
provides the large-scale signal processing, e.g., centralized
encoding and decoding, and joint beamforming [21]. Although
the C-RAN architecture is promising in reducing the cost and
power consumption, improving spectral efficiency and energy
efficiency, and increasing the utilization of hardware [22],
the centralization of C-RANs leads to massive demands for
information exchange between the distributed RRHs and the
centralized BBU, thus imposing stringent requirements on the
fronthaul links. In addition, the virtualized BBU is mainly
utilized for centralized radio signal processing and cooperative
radio resource allocation [21] and rarely used for computation
offloading [13].
In late 2014, the European Telecommunications Standards
Institute (ETSI) Mobile Edge Computing Industry Specifica-
tion Group (MEC ISG) initiated the mobile edge computing
(MEC) concept. As a complement of the C-RAN architecture,
MEC aims to unite the telecommunication and IT cloud
services to provide the cloud-computing capabilities within
radio access networks in the close vicinity of mobile users
[23]. The main objectives of MEC are [24]: optimization of
mobile resources by hosting compute-intensive applications,
preprocessing of the large data before sending to the cloud,
enabling cloud services within the close proximity of mobile
subscribers, and providing context-aware services with the
help of radio access network information. In doing so, MEC
enables a wide variety of applications, where the real-time
response is strictly required, e.g., driverless vehicles, virtual
reality and augmented reality (VR/AR), robotics, and immerse
media. In order to reap additional benefits of MEC with
heterogeneous access technologies, e.g., 4G, 5G, WiFi, and
fixed connection, ETSI ISG officially changed the name of
mobile edge computing to mean multi-access edge computing
in 2017 [25]. After this scope expansion, MEC servers can
be deployed by the network operators at various locations
within RAN and/or collocated with different elements that
establish the network edge, such as BSs including macro-
eNBs and small-eNBs, optical network units, radio network
controller sites, routers, switches, and WiFi access points. Note
that while the BSs in traditional cellular networks are mainly
used for communication purposes, MEC enables them to
collocate with MEC servers for facilitating mobile users with
additional services. This transformation pushes intelligence
towards the traditional BSs so that they can be used for not
only communication purposes but also computation, caching,
and control services. In the following, the correct name for
MEC is multi-access edge computing and our work in this
paper uses that name accordingly.
B. Limitations of Prior Works and Our Contributions
Over the last few years, there have been a large number
of studies focusing on either technical aspects of mobile edge
computing architectures or reviews of attributes and applica-
tion use cases of mobile edge computing. Many also consider
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TABLE I: Summary of existing surveys on multi-access edge computing.
Theme Reference Major Contribution
Architecture and
Computation
offloading
[13] - A review on potential MEC architectures and computation ofloading.
- A summary of lessons learned from the state-of-the-art research works on computation offloading and
a vision for open challenges and future work.
[26] - An introduction of MEC and its key enabling technologies, e.g., NFV, SDN, and virtual machines.
- A coherent explanation of the MEC reference architecture along with the incentives for the MEC
management and orchestration framework.
Resource
Allocation
[3] - An extensive survey of the basic MEC models from the communication perspective, such as computation
task models, communication models, computation models of mobile users, and computation models of
MEC servers.
- A comprehensive review of MEC researches on joint communication and computation resource
allocation in three MEC scenarios, single-user, multi-user, and multi-server MEC systems.
[27], [28] A complete review of emerging techniques for the convergence and integration of communication,
computation, and caching.
Mathematical
Frameworks
[29] A comprehensive survey of research works on making the computation offloading decisions from multiple
perspectives.
[30] - A fundamental background in game theory (non-cooperative, cooperative, and evolutionary games) and
multi-access edge computing.
- A review of game theoretical contributions to wireless communication networks and multi-access edge
computing and a summary of research directions for theoretical game models and edge computing.
Research
Directions
[31] An overview of MEC background, application use cases, MEC infrastructure, and security and privacy
issues.
[32] A brief introduction of MEC including concepts, applications, architectures, and open research challenges.
[33]–[35] - A review on how to exploit MEC and other edge computing technologies for the deployment and
improvement of various IoT applications in the emerging 5G network.
- A holistic review of state-of-the-art research works and a discussion on challenges as well as potential
future works for MEC-IoT integration.
[36]–[38] A holistic review and detailed analyses of security and resilience of edge computing technologies, such
as fog computing and mobile edge computing.
the importance of mobile edge computing in 5G enabling tech-
nologies and applications and cover certain research aspects
discussed in our article, for example, [3], [13], [26]–[35]. The
previous surveys are summarized as follows. The surveys in
[31], [32] presented a general overview of MEC on definitions,
architectures, advantages, deployment scenarios and testbeds,
and security and privacy issues. The survey in [13] reviewed
several concepts that integrate the cloud services and functions
into the edge of mobile networks and focused on computation
offloading, a key use case from the user perspective. Mao et
al. in [3] first provided a comprehensive survey of joint com-
munication and computation resource management in MEC
systems. Then, they envisioned that the future research on
MEC can be categorized into five main directions: deployment
of large-scale MEC systems, cached-enabled MEC, mobility
management for MEC, green MEC, and security and privacy in
MEC. Taleb et al. in [26] first explained the evolution of edge
cloud computing considering cloudlets, and fog computing,
and then described four fundamental enabling technologies
for MEC including virtual machines and containers, network
function virtualization (NFV), software-defined networking
(SDN), and network slicing. Moreover, the authors provided
analyses of the MEC service orchestration, MEC service
mobility, and joint optimization of virtual network functions
and MEC services. Several works in [33]–[35] revealed the
role of MEC for IoT applications and realization, where
MEC empowers the computing capabilities of tiny IoT devices
through computation offloading, and IoT extends the MEC
services to various application scenarios and different types of
IoT devices. As the successful deployment of new applications
depends on not only high data rate, but also high computing
and caching capabilities, recent studies in [27], [28] focused
on reviewing the integration of communication, caching, and
computation. Some potential mathematical frameworks for
resource allocation problems in mobile edge computing were
reported in [29], [30]. In particular, the authors in [29]
conducted a survey on the computation offloading decisions
when multiple challenges, e.g., heterogeneous resources, large
amounts of computation and communication, intermittent con-
nectivity and network capacity, are considered (i.e., multi-
objective optimization). The authors in [30] provided back-
ground information on game theory and MEC and reviewed
research works that applied theoretical games in addressing
problems and challenges of MEC systems. In Table I, we
provide a summary of the recently published surveys and
reviews on MEC.
While previous surveys address important problems in MEC
systems, they have several limitations. These surveys are
limited to specific aspects and potential use cases of MEC, for
instance, MEC overview [31], [32], architecture and computa-
tion offloading [13], resource allocation [3], and mathematical
frameworks [29], [30]. Indeed, these articles provide only
high-level discussions of the problems and challenges of MEC
in the context of other 5G technologies. The evolution of wire-
less communication networks from the first generation to the
fourth generation mainly aims to improve the wireless access
speed of mobile users in order to support voice-centric and
multimedia-centric applications. Now, the whole academia and
industry are taking the final sprints toward the standardization
and commercialization of the 5G network. In fact, a wide range
of applications and services are emerging in the 5G network,
e.g., high-definition (HD) video streaming application, online
gaming, virtual reality (VR), public safety applications. Each
application/service may pose different requirements for high
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performance. For example, online gaming and VR require
very high data rate and low latency but less stringent re-
quirement of reliability, high data rate is required for HD
video streaming applications while the low performance on
latency and reliability can be more relaxed, and public safety
applications require extremely high reliability and low latency
but they may not require high data rate. In order to support
new applications and services with various requirements, the
final 5G network is required to meet three main requirements,
which are 1000 times increase in data rate compared to the
4G network, a roundtrip latency of about 1 ms, and 100
times increase of energy efficiency from 4G to 5G [5]. Newly
introduced technologies, such as NOMA, WPT and EH, UAV,
IoT, HetNets, massive MIMO, and mmWave, are promising
solutions which enable the emerging 5G network to meet the
aforementioned challenges and requirements.
To the best of our knowledge, there is no existing survey to
provide a discussion of MEC in the context of other 5G tech-
nologies. Therefore, this paper sets to provide a comprehensive
survey of the state-of-the-art research works which are focused
on the integration of MEC and 5G technologies. In a nutshell,
contributions offered by our survey can be summarized as
follows:● We conduct an overview of MEC systems including
benefits of MEC, current research progress, and potential
use cases and applications of MEC.● We undertake a holistic review of related works in the
last few years for the integration of MEC with NOMA,
WPT and EH, UAV, IoT, and dense HetNets, and ML.● We provide a concise summary of lessons learned from
the state-of-the-art research works and describe potential
future directions.
C. Paper Organization
The remaining of this paper is organized as follows. Sec-
tions II provides the fundamental background in MEC that
includes benefits of MEC, current research progress, and
key use case and scenarios for MEC. After that, the major
part of this work is a review of the state-of-the-art research
works on MEC in the context of NOMA (Section III), WPT
and EH (Section IV), UAV communications (Section V),
IoT (Section VI), dense HetNets (Section VII), and machine
learning (Section VIII). For each context, we first outline the
key challenges, then review the previously published papers,
and finally provide the lessons learned and potential research
directions. The paper is concluded in Section X with additional
insights. For the sake of clarity, Fig. 2 shows the organization
of this paper and a reading map for the readers.
II. AN OVERVIEW OF MEC RESEARCHES
A general overview of MEC is provided in this section.
We first present fundamentals of MEC by listing the main
features and discussing the design challenges of MEC and
the benefits offered by MEC. Then, we describe three main
use cases of MEC, including customer-oriented services, op-
erator and third-party services, and network performance and
QoE improvement, and further illustrate these use cases with
Section I: Introduction
Section II: An Overview of MEC Researches
 From Centralized Clouds to Mobile Edge
 Limitations of Prior Art and Our Contributions
 Paper Organization
 Fundamentals of MEC
 Use Cases and Applications
 Current Research Progress
Section III: MEC with Non-Orthogonal 
Multiple Access
Section IV: MEC with Wireless Power 
Transfer and Energy Harvesting
Section V: MEC for Unmanned Aerial 
Vehicle Communications
Section VI: MEC for Internet of Things
Section VII: MEC in Dense Heterogeneous 
Networks
Section IX: Miscellaneous  Researches
Section X: Conclusions
- Fundamentals
- Motivation
- State of the Art
- Learned Lessons and 
Potential Works
 MEC with Other 5G Technologies
 MEC Testbeds and Implementation
Section VIII: MEC and Machine Learning
 A Brief of Machine Learning in Wireless Networks
 Machine Learning for Multi-Access Edge Computing
 Challenges and Future Works
Fig. 2: Diagrammatic view of the organization of this survey.
representative examples. Finally, we focus on recent research
progress of MEC with emphases on the standardization efforts,
the list of special issues on MEC, and a brief review of
computation offloading and resource allocation. An overview
of multi-access edge computing, including challenges, char-
acteristics, potential use cases and applications, and market
drivers, is pictorially illustrated in Fig. 3.
A. Fundamentals of MEC
The development of MEC is based on different related
technologies including cloud computing, MCC, cloudlet, fog
computing. The key idea of MEC is “providing an IT service
environment and cloud-computing capabilities at the edge of
the mobile network, within the RAN and in close proximity to
mobile subscribers” [39]. Due to the use of MEC application,
the network can fulfill various requirements of emerging
applications that are compute-intensive, latency-sensitive, and
bandwidth-demanding. The demand for MEC has been driven
by many factors, such as the increasing pervasiveness of
smart and IoT devices, rapid increase in the data volume and
velocity, the increasing need for the rapid development of new
high-bandwidth and low-latency applications, introduction of
new wireless technologies, and increasing requirement of QoE
and QoS. Among those factors, low-latency computing is
considered as the primary driven factor for the development
of MEC. The demand for low-latency computing is increasing
rapidly as low latency is a fundamental metric for network per-
formance and is required by many emerging applications (e.g.,
VR, interactive gaming, and mission-critical controls). The
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development of MEC is further fortified by great opportunities
for business transformation. On the one hand, mobile network
operators (MNOs) need to shorten the time-to-market of new
applications and services to maximize the overall revenue.
On the other hand, the success and widespread deployment
of MEC are guaranteed only when there is the participa-
tion of multiple stakeholders (e.g., mobile operators, service
providers, vendors, and users) as well as their collaboration.
As suggested in [40], the key growth drivers in the MEC
market can be classified into four major categories: technical
integration, potential use cases, business transformation, and
industry collaboration (see Fig. 3). In the foreseeable future,
MEC will open up new markets for different industries and
sectors by enabling a wide variety of use cases, e.g., IoT,
connected cars, caching services, and edge video orchestration.
The general architecture of MEC can be illustrated in Fig. 4.
From Fig. 4, MEC exposes a wide range of applications (e.g.,
video surveillance and analytics, customized applications, and
IoT-related services) to various types of end users, such as IoT
devices, mobile phones, smart cameras at the edge of RANs.
Although MEC can operate in a standalone environment,
centralized cloud and distributed MEC complement to each
other extremely well. It is expected that the coexistence of
distributed MEC and centralized cloud will play an important
role in many scenarios since the resource bottleneck of MEC
servers has become more and more prominent due to the
rapid increase in the number of connected devices and in data
volume, velocity, and variety (big data) [41].
According to the ETSI white paper [42], MEC can be char-
acterized by some features, namely on-premises, proximity,
lower latency, location awareness, and network context infor-
mation. These features can be shortly explained as follows:● On-premises: MEC can operate in standalone environments
(i.e., MEC can run isolated from the rest of the network)
and has access to local resources.● Proximity: MEC servers are usually positioned in the close
vicinity of mobile users, thus MEC can capture information
from mobile users for further purposes such as data analytics
and big data processing. In addition, MEC may be able
to access mobile users directly, which can be exploited
by businesses for provisioning better services and enabling
specific applications.● Lower latency: although an MEC server has a finite com-
putation power compared to a cloud DC, the computing
capabilities of an MEC server is usually high enough to pro-
cess emerging compute-intensive applications in real time.
With the proximity of MEC servers to mobile users, MEC
also has the potential of shortening the communication and
propagation latency, which make MEC a promising enabler
for latency-critical 5G applications, such as autonomous
driving, virtual sports, and real-time online gaming. MEC
also opens up the opportunities to alleviate the burdens
on the fronthaul and backhaul links and to accelerate the
content and service responsiveness by appropriately caching
popular and locally-relevant contents at the network edge.● Location awareness: because of the physical distance, cloud
computing is not able to directly access local contextual
information, such as user location, network conditions, and
mobility behaviors [36]. However, due to the close prox-
imity, MEC can utilize low-level signals to discover the
precise location of mobile users. This becomes particularly
important for MEC location-based services.● Network contextual information: characterized by proximity,
MEC can utilize the knowledge of real-time radio network
conditions and local contextual information to optimize the
network and application operation. For example, MEC can
use real-time information to estimate the congestion and
network bandwidth of the radio access network and to
balance the workload among MEC servers. In addition, real-
time network and contextual information can be used to
improve user experience via personalized services that are
beneficial for individual preferences [40].
Even though several opportunities and potentials are brought
by MEC, the successful deployment of MEC faces a number
of challenges. The brief discussion on the design challenges
of MEC can be summarized as follows:
1) Distributed resource management: Since the computation
power of MEC servers is typically finite, resource alloca-
tion is one of the key challenges that hinder the success of
MEC in executing compute-intensive and latency-critical
applications. The optimization of resource allocation may
be multi-objective that varies in different situations, e.g.,
diverse nature of applications, heterogeneous server ca-
pabilities, various user demands and characteristics, and
channel connection qualities. As the number of offloading
users increases, the wireless channel would be bottlenecked
and the competition among users for scarce computing
resources becomes highly intense [43]. In addition, due
to the dynamics and distributed deployment of MEC,
the centralized optimization of resource allocation is not
always efficient. Although the centralized approach can
satisfy various QoS requirements and can achieve the
optimal solution and high performance for the resource
optimization problem, all users need to report their channel
qualities to the centralized entity, which is responsible for
accomplishing the optimization for the entire network [44],
[45]. Therefore, centralized optimization has the weak-
ness of high computational complexity and huge reporting
overhead. Additionally, there may not exist a dedicated
backhaul for information exchange and computation of-
floading and even if there is, the wireless backhaul in
5G heterogeneous networks would be congested due to
the high burden of huge data sharing [46]. All of these
points call for efficient and distributed resource allocation
schemes in MEC systems.
2) Reliability and mobility: Densification is a key block for the
emerging 5G network and it is expected that the integration
of MEC and network densification can gain enormous po-
tential benefits. In such environments, managing mobility
and ensuring reliability are quite challenging. First, MEC
servers are densely deployed and a mobile user is possibly
under the coverage of multiple small-scale MEC servers.
User mobility can cause frequent handovers among MEC
servers, which introduce the service disruption problem to
mobile users and affect the overall network performance
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[47]. Next, mobile users offload intensive computations to
the MEC server for remote execution while they can move
to new locations during the computation offloading period
due to mobility. In this case, mobile users may not be able
to receive the computational result since they already move
out of the service coverage of their serving MEC servers.
Therefore, how to derive the computation offloading model
and how to return the computational result back from the
serving MEC server to mobile users are mandatory for
the application accomplishment. In addition, the number
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of offloading users to an MEC server can change dynam-
ically because of user mobility, thus resulting in random
uplink interference and time-varying computing resources
allocated to offloading users [48]. Last, providing reliable
MEC services in mobile environments is really challenging
owing to time-varying dynamics of wireless connections
and user mobility. For instance, AR-based applications
usually require the real-time response and ultra-reliable
connection between the server and users. However, these
requirements would not be well fulfilled on account of
dynamic channel qualities and intermittent connections.
The research works on MEC have shown several potential
solutions to cope with the issues of mobility manage-
ment and reliability insurance, e.g., computation migration,
mobility-aware resource allocation and server scheduling,
and mobility-aware fault-tolerant MEC [3], [13].
3) Network integration and application portability: Depend-
ing on the underlying technology and technical and busi-
ness requirements MEC can be positioned at different
places within the RAN (e.g., WLAN and E-UTRA). Thus,
another critical challenge is the seamless integration of
MEC into the underlying network architecture and existing
interfaces in order to enable new services at the edge of mo-
bile networks and increase the network-wide performance
compared to providing the computing services through the
cloud [42]. The existence of MEC servers and enabled
MEC applications should not affect the standard speci-
fications of the core network elements and end devices.
The white ETSI paper [25] discussed 3GPP enablers for
seamless integration of MEC into 5G networks. According
to [25], the key component of the MEC integration is the
ability of MEC to interact with 5G networks in routing the
application traffic and receiving relevant control informa-
tion. Furthermore, the MEC application migration from one
MEC server to another, which is implemented and owned
by different network providers, necessitates a so-called
application portability requirement. This removes the need
for app developers to develop multiple application versions
for different MEC platforms. This is also an important
factor to ensure service continuity and QoS requirements
via VM migration.
4) Coexistence of distributed MEC and centralized cloud:
Cloud DCs, with abundant computing resources, can pro-
cess big-data applications in near zero time and support
a very large number of users. However, distributed MEC
is highly preferred since the computation at the edge of
RAN is not only able to meet the user requirement but also
reduce the end-to-end delay caused by the traffic congestion
and transmission delay in the RAN and core network. By
analogy to the HetNet architecture, it is highly beneficial
to implement MEC servers in a hierarchical-layer manner,
i.e., user layer, edge-computing layer, and cloud-computing
layer. In this way, the MEC vendor also injects computing
resources to the small-eNBs so that the advantages of Het-
Nets can be exploited for diversifying radio transmissions
and spreading computing demands over different MEC
servers/MEC tiers. However, this could make the MEC
system more complex and heterogeneous, where mobile
users with compute-intensive applications must address the
questions of which mode (i.e., local handling or remote
execution) and where to migrate [44]. An important fact is
that distributed MEC may not have enough computing re-
sources to process all computation requests, but it responds
to mobile users, much faster than cloud computing can
do, and complete reliance on the cloud poses challenges
of providing latency-critical services [49]. Therefore, it is
intuitive to distribute big-data/latency-critical computations
to distributed MEC servers while transferring compute-
intensive and delay-tolerant computation tasks to the cloud
DC [50]. However, due to the complexity of MEC het-
erogeneous systems, time-varying dynamics of wireless
channels, and various characteristics of computation tasks,
modeling an optimization framework that can derive the
optimal solution for task allocation is a challenging but
interesting issue for future MEC researches. Another crit-
ical challenge is how to coordinate different MEC servers
in coexistence with the cloud DCs in mutually processing
a complex computation task (e.g., both compute-intensive
and latency-critical).
5) Coexistence of human-to-human and MEC traffic: Incorpo-
rating both conventional Human-to-Human (H2H) traffic
(e.g., voice, data, and video) and MEC traffic in the
emerging 5G network is a challenging task due to the
unprecedented increase in the number of end devices
coupled with the diverse QoS requirements and unique
characteristics of MEC traffic [51]. For instance, the IoT
system comprises of human-type devices (HTDs) and
machine-type devices (MTDs) that are expected to run
different kinds of applications, e.g., MTD with sensors and
smart homes, and HTD with video game. While MTDs
have a mixed set of QoS requirements, such as latency,
reliability, and energy efficiency, HTDs typically require
a high-speed rate with the limited energy budget [52].
Similarly, the MEC system should be designed in a way
that the QoS requirements of H2H traffic are satisfied, in
the mean while, unique characteristics of M2M traffic (e.g.,
real-time response and context awareness) are maintained.
This requires to design efficient computation offloading and
resource allocation approaches that are tailored to the large-
scale and heterogeneous nature of MEC systems.
6) Security and privacy: Compared to MCC, MEC has the
capability to improve security and privacy. This enhance-
ment is a direct result of the distributed deployment and
small-scale nature of MEC systems [3]. However, there are
still increasing demands for secure and privacy-preserving
MEC services. First, MEC servers can be integrated into
various network elements and heterogeneous in terms of
computation power and hierarchical level (e.g. one MEC
server is placed at the small-eNB while another is col-
located with the macro-eNB with much more computing
capabilities). This makes the conventional privacy and
security mechanisms, which have been already operated
in MCC, inapplicable to MEC systems. Second, the task
offloading over wireless channels may not be secure since
computation tasks can be overheard by malicious eaves-
droppers. The transfer of compute-intensive applications
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can be secured by encryption at the user side and de-
cryption at the destination server side. This, however, can
increase the propagation delay as well as execution delay,
thus reducing the application performance [53]. Physical
layer security has emerged as an effective solution to secure
the wireless computation offloading in MEC [54]. Finally,
the sharing of the same storage and computation resources
among multiple mobile users raises issues of private data
leakage and loss.
B. Use Cases And Applications
There are many services and applications that could derive
substantial benefits from MEC by being executed at the
distributed MEC servers close to end users. No matter what
service is, the ETSI white paper [39] showed that MEC use
cases can be classified under three main categories, namely
consumer-oriented services, operator and third-party services,
and network performance and QoE improvements (see Fig. 5).
The fact is that MEC should support all these categories to
create a myriad of new services and applications at the edge
of mobile networks. Generally, the classification for MEC use
cases is dependent on who could reap the advantages and
benefits of MEC. The first use case category is “consumer-
oriented services”, which aims to bring direct benefits to
mobile users through the capability of running computation-
heavy and latency-sensitive applications in the emerging 5G
network. Under the second category, operators and third parties
take advantages of MEC computing and storage facilities to
place their own applications and services on the network
edge. The MEC services grouped under “network performance
and QoE improvements” intend to optimize the operations of
mobile networks, thus improving the network performance and
QoE. Next, we discuss individual MEC use cases and provide
several examples as the key applications within each category.
1) Consumer-Oriented Services: Since mobile devices are
typically constrained by limited computing capability, storage
capacity, and battery power, the users cannot fully enjoy
highly demanding applications on their own devices [13]. By
means of computation offloading, users can exploit substantial
computing resources on the MEC server so as to execute
compute-intensive functionalities. Computation offloading is
effectively used for especially computation-hungry applica-
tions and innovative services that directly benefit users, for
example, graphical rendering applications (e.g., 3D gaming,
AR/VR/assisted reality (AsR), and cognitive assistance), inter-
mediate data-processing (e.g., data analytics and video analy-
sis), and low-latency applications (e.g., video game, AR/VR,
remote desktop, and interactive applications).
AR/VR/AsR mobile applications have received a lot of
attention from customers and vendors due to their ability
to interact with the physical reality and their importance in
improving life quality. They are three different concepts with
several characteristics that are readily distinguishable from
each other. However, their similarities are requirements on
heavy computing resources and immediate response times.
Enabling these applications on mobile devices is strictly pro-
hibited due to the limitations in terms of battery lifetime and
computation capability. MEC is considered as a provisioning
solution to enable AR/VR/AsR applications on mobile devices
[55]. This becomes possible when these applications offload
part of local workload to the MEC server at the network edge.
As presented in Fig. 6 in [56], an AR application includes five
main components: video source, tracker, mapper, object iden-
tifier, and render. While video source and render components
must be executed locally, the compute-intensive parts (tracker,
mapper, and object identifier) can be offloaded to the MEC
server. The numerical result in [55] demonstrated that utilizing
MEC for AR applications can greatly reduce mobile energy
consumption while meeting the latency requirement.
Games are very popular applications in desktop personal
computers (PCs), tablets, and smart phones. Most graphi-
cally demanding games are designed for running on the PC
that is usually equipped with high-speed Internet access and
high-performance configurations. The growth of computation-
hungry and low latency-based mobile games is pushing the
physical limitations of hand-held devices. In order to reduce
strain on the local device and play PC games in mobiles with
low latency, a potential solution is to relocate some compute-
intensive tasks to the MEC server, e.g., rendering pipeline.
The connectivity between the application and users must be
maintained when the user moves to a new position. This is
possible to migrate computations from a server to a new one
if it can provide the user with better mobile gaming experience.
An interesting use case is to use MEC for location-based
service recommendation. Usually, activities of a user depend
on its location, e.g., a user at retail shops probably finds
detailed information on products she wants to buy while a user
at football matches tends to find information on teams, players,
and use social media. In order to improve QoE with respect to
usefulness of recommended user services, MEC applications
running on the MEC server can request users’ behavior and
preference and can also collect information around users. It
is well-known that one of the most widespread applications
of machine learning is recommender systems. Thus, based on
collected data and information, the MEC application can be
processed by learning-based algorithms to recommend proper
services for users.
2) Operator and Third-Party Services: It is envisioned that
MNOs have the primary responsibility for the support and
provision of MEC services. However, MEC is designed as
an open and interoperable environment that allows MNOs to
deploy applications and services from the third-party service
providers. This is to encourage innovation and development in
MEC from multiple parties as well as solving obstacles (e.g.,
deployment difficulties and operational costs) in providing
MEC services at the hard-to-reach areas [25], [57]. Some of
the leading applications and services offered by operators and
third-party vendors are connected vehicles, video analytics, big
data, active device location tracking, security and safety.
Connected vehicles are equipped with sensing, computing,
and wireless devices, thus they can talk to roadside units
(RSU) and other vehicles. In this way, vehicles can exchange
critical safety and operational information to enhance the
safety, efficiency, and convenience of the intelligent transport
system as well as making use of value-added services, e.g.,
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car finder and parking location. Cloud computing is crucial in
offering many valuable services for vehicles; however, com-
plete dependence on cloud computing poses challenges of long
latency, which is not suitable for a wide variety of connected
vehicle services, for example, autonomous driving, diagnostics
solutions, and voice-based navigation and geolocation ser-
vices. MEC addresses latency issues by creating a distributed
computing ecosystem for connected vehicles inside the RAN.
MEC applications can run on MEC servers, which could be
deployed at RSUs, wireless BSs, intelligent lampposts, and
near-road buildings. This enables MEC applications to collect
information from roadside and vehicle sensor and analyze for
further purposes, e.g., collision warning, road hazard warning,
congestion detection, and emergency vehicle warning.
Due to the close proximity, MEC can be used for active
device location tracking. Geolocation applications hosted on
the MEC server can request real-time network information
from active users, e.g., round-trip-time, timing advanced mea-
surement, received signal strength indicator (RSSI) measure-
ment, to ascertain their precise location. Applications can
also request some extra tracking information for additional
knowledge generation. This enables location-based services
for enterprises and densely-populated areas, e.g., restaurants,
venues, and retails shops or for limited areas where global
positioning system (GPS) tracking services are not available.
Note that geolocation applications can be deployed either
permanently or temporarily on the MEC server based on
the demand from MNOs or third parties. Depending on the
application and user authorization, the MEC host can track
only one user, a group of users, or all active users under its
service coverage.
MEC can be also used for security, safety, and data analyt-
ics. This use case represents an application that runs on the
MEC server, gathers huge amounts of data from connected
sensors and devices, processes the gathered information and
exacts meaningful metadata, and sends the result to the central
server. The MEC server can store a part of the gathered and/or
processed data for a period of time for future purposes. A
large number of service scenarios can be enabled by this
use case, e.g., big data, security, and safety. For instance,
in IoT and smart cities, a network of sensors, cameras, and
wireless devices are connected together to form infrastructure
and generate a huge amount of data, which can be processed
by distributed MEC servers. This enables civic authorities to
provide essential services in a faster and more efficient manner,
e.g., face recognition for criminal identification and real-time
traffic management.
3) Network Performance and QoE Improvements: Al-
though these services aim at improving the network perfor-
mance, user satisfaction is generally improved thanks to the
optimized network operation. Local content caching, video
delivery optimization, network optimization are considered as
three typical examples of the third MEC service category.
The proliferation of mobile devices and/or the growing pop-
ularity of multimedia applications place considerable pressures
on the network capacity to fulfill stringent requirements of
delivering content at high speed and low latency. A promising
solution is to cache the most frequently used contents at
the network edge. Characterized by the distributed computing
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environment, MEC services can store locally related content
at the MEC server in the close vicinity of mobile users. If the
requested contents are readily available in the edge server’s
storage, the MEC server can provide users with contents from
its local storage without additional requests to the remote
content provider. In this manner, the edge caching greatly
reduces the burden on backhaul capacity for large content
transmission, thus mitigating network congestion [58]. In
addition, users could benefit from content caching for reduced
download time and less power consumption.
Another practical application to demonstrate the power of
MEC is edge video orchestration (EVO) that produces and
consumes the visual data in a small geographical area with a
huge number of users, for example, games and music events.
Mobile users attending to such a case usually expect reliable
connections to access social networking sites, reveal event
statistics, view live video, and share replays with others. This
high demand for content is typically not feasible due to the
limited backhaul capacity and a very large number of users.
MEC can connect users for producing local video and the
MEC application that combines multiple videos from different
sources in order to improve the overall video experience
and establish the connection to users using the EVO service.
EVO provides users with options of selecting tailored views
from different angles in almost real-time. From the network
perspective, video traffic does not put any pressure on the
backhaul network and delivery of EVO service to users can
be done without any impact on the core network since EVO
applications can be deployed at the MEC server.
Different applications can be processed simultaneously on
the same MEC server and each application usually requires
a specific bandwidth resource, which is dependent on not
only the computation characteristics, such as input size and
computation workload, but also the dynamics of wireless
environments. In addition, an application may have multiple
computation subtasks with each having its own requirement. If
the bandwidth resource is not allocated efficiently, the network
performance may be degraded, thus negatively affecting the
user satisfaction. In this context, MEC can collect required
bandwidth resources of different MEC applications/subtasks
and radio network information, and then optimize the amount
of bandwidth resources allocated to each application/subtask.
In a similar way, MEC can take advantage of real-time
information to optimize resources in the backhaul and radio
network.
C. Current Research Progress
In this subsection, we first briefly summarize the ETSI
ISG’s recent standardization efforts and compile a list of some
special issues on edge computing. In addition, we focus on
a brief overview of a typical use case of consumer-oriented
services, computation offloading, and resource allocation in
the MEC system.
1) Standardization Efforts: Due to the great potentials
offered by MEC, there have been a huge number of research
efforts from both academic and industry communities in real-
izing MEC in the next-generation network. After initializing
the MEC concept, ETSI ISG has made numerous attempts
to further standardize and develop MEC. The purpose of the
ETSI ISG is to create a standardized and open environment,
which will allow the efficient and seamless integration of
applications from vendors, service providers, and third-parties
across multi-vendor MEC platforms [40]. The various mem-
bers in the value chain are actively advocating their efforts
for the development of MEC specifications based on industry
consensus. At the time of writing this paper, there are 59 MEC
members and 24 MEC participants, which are not only mobile
operators but also manufacturers, service providers, and uni-
versities, e.g., DOCOMO, Vodafone, TELECOM Italia, China
Telecommunications, PT Portugal SGPS SA, IBM, Nokia,
Huawei, Intel, NTT Corporation, and University CarlosIII de
Madrid. Their involvement is important since it can ensure
that MEC is an open and interoperable environment, and MEC
is beneficial to various stakeholders including MNOs, appli-
cation developers, over-the-top players, independent software
vendors, telecom equipment vendors, IT platform vendors,
system integrators, and technology providers. During the last
three years, the ETSI ISG has published a set of standards and
specifications focusing on, for example, service scenarios of
MEC [59], framework and reference architecture [60], tech-
nical requirements of MEC [39], radio network information
application programming interfaces (APIs) [61], end to end
mobility aspects [62], and deployment of MEC in an NFV
environment [63]. These reports are produced in various ways
as each report has its own respective purpose. For instance,
the document [39] discusses MEC typical use cases and their
technical benefits and specifies a variety of requirements for
MEC, ranging from generic requirements, through services
and operation requirements, to security, regulation, charing
requirements. In the meanwhile, the report [63] defines a ref-
erence architecture of how to enable the deployment of MEC
in an NFV environment and further provides the motivation
and solutions for a number of key issues.
The 3rd Generation Partnership Project (3GPP) has started
to include MEC in the 5G network standardization in the
technical specification 3GPP TS 23.501 [64], where a set
of new functionalities serving as enablers (i.e., functional
enablers) are defined for supporting MEC in the 5G network.
These enablers include user plane selection/re-selection, local
routing and traffic steering, session and service continuity,
network capability exposure, QoS and charging, and support of
local area data network, and the readers can refer to the clause
5.13 in [64] for their detailed explanation. The emergence of
5G networking capabilities will enable a large number of new
applications and services as well as increasing the number
of connected devices, which strongly promote the need for
new architectures and technologies to distribute the network
functions and demands. MEC uses the edge of networks to
bring computing closer to the end users so as to achieve
efficient service delivery by reducing latency, lowering energy
consumption, and increasing data rates. More recently, the
3GPP has published a white paper entitled “MEC in 5G
networks” to realize functional enablers from the technical
specification 3GPP TS 23.501 for the integration of MEC in
5G networks. This paper also illustrates a set of representative
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examples of the 3GPP ecosystem that can benefit from the
MEC system and its API as MEC can provide a set of
complementary capabilities to enable applications and services
environments in the network edge [25].
2) Special Issues on Edge Computing: To catch up with
the increasing importance of MEC in the future 5G network,
a large number of special issues of various journals have
been proposed to concentrate on different aspects of MEC
researches, from general to particular research themes. The
list of some special issues is displayed as follows.● Advanced computational technologies in mobile edge
computing for Internet of Things, IEEE Internet of Things
Journal [71].● Emerging computing offloading for IoTs: architectures,
technologies, and applications, IEEE Internet of Things
Journal [72].● Edge computing for the Internet of Things, IEEE Network
[73].● Special issue on edge computing for Internet of Things,
Elsevier Journal of Systems Architecture [74].● Special issue on mobile edge computing for autonomous
driving, Elsevier Journal of Systems Architecture [75].● Special issue on security and privacy for edge computing:
current progress and future challenge, Elsevier Computers
and Security [76].● Fog and mobile edge computing, Hindawi Wireless Com-
munications and Mobile Computing [77].● Special issue on Fog networks, Journal of Communica-
tions and Networks [78].● Recent advances in fog and mobile edge computing,
Wiley Emerging Telecommunications and Technologies
[79].● Recent advances in computational intelligence paradigms
for security and privacy for Fog and mobile edge com-
puting, IEEE Access [80].
However, MEC is still in its infancy as the result of the
facts that existing works have overlooked many critical factors
that are needed for the successful deployment of MEC in
real systems, and the MEC complete specification and 5G
final standardization have not been released yet. The authors
strongly believe that tons of extra research efforts are needed
to address challenges of MEC and more special issues will be
opened in the future.
3) Overview of Computation Offloading and Resource Allo-
cation: From the user perspective, computation offloading is
the key use case of MEC as it enables mobile users to run
new compute-intensive and/or latency-sensitive applications
while prolonging its lifetime and improving its experience.
Regarding computation offloading, a critical component is
to decide whether to offload the tasks or not. Basically, the
decision on offloading computation tasks can be categorized
into three models: local execution, binary offloading, and
partial offloading. When either the UE has a bad connection
with the MEC server, there does not exist any available MEC
servers, or the user does not benefit from the computation
offloading process, users locally handle all their computing
functionalities. Otherwise, users offload their computations to
the MEC server for remote execution. In binary offloading
(i.e., fully offloading), an integrated task, which cannot be
partitioned into sub-tasks, must be executed either locally at
the user or remotely at the MEC server. In the meanwhile, in
partial offloadable offloading, a task can be arbitrarily divided
into at least two sub-tasks, some of which are processed locally
while the others can be executed at the MEC server(s) by con-
sidering a variety of factors, e.g., computation characteristics,
user and server computing capabilities, resource availabilities,
and backhaul connection qualities [44]. Two other important
aspects of computation offloading are the determination of the
application model and management of the offloading process
in practice [13]. The former refers to the offloadability of
application, determines the amount of processed data, and
specifies the dependency among offloadable parts, while the
later means how a user determines what should be offloaded,
checks external factors such as the channel connection, system
bandwidth, and available computation resources at the MEC
server, and makes the offloading decision. In the presence of
multiple users, the MEC server must be able to simultaneously
execute multiple computation tasks and the scarce wireless
resource needs to be shared among multiple users. As op-
posed to the resourceful cloud, the MEC server usually has
finite resources. Therefore, the joint optimization of offloading
decisions and resource allocation is considered as one of the
most important problems in the MEC system to improve the
network performance of customer-oriented services [3].
The typical objective of computation offloading is to im-
prove the user experience by providing lower execution
latency, reduce the energy consumption by migrating the
computation to the MEC server, and optimize the trade-
off between the energy consumption and execution latency.
Actually, the objective can be designed from the system-wide
level, e.g., minimization of the total execution latency, to the
user-perceived performance, e.g., the minimum of individual
energy consumption and revenue. Further, the objective should
consider distinct requirements of the target applications. For
instance, to exploit MEC in handling IoT applications, since
the battery is limited at IoT devices, the tradeoff between
computation and transmission energy consumption should
be studied [33]. To achieve such goals for MEC, resource
(communication, computation, and storage) allocation plays
an important role. There are various types of resources, for
example, the computational speed of the user, computation
resource at the MEC server, transmit power of users, and
bandwidth and time allocated to offloading users. It is obvious
that if resources are allocated and used efficiently, more and
more users could benefit from computation offloading and the
network performance is improved. In fact, offloading decision
and resource allocation are tightly coupled with each other
and jointly affect the achieved performance. Taking a two-
task MEC setting as an example, the first latency-sensitive
task is offloaded to the MEC server and requires a substantial
portion of the server’s computing capability, which in turns
affects the remaining computation resource allocated to the
remaining task. Thus, the second task does not benefit from
remote processing. A possible solution, in this case, is to let
the first task and a part of the second task to be remotely ac-
complished. In Table II, we summarize the existing researches
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TABLE II: Summary of researches into offloading decision and resource allocation in MEC.
Theme Designed resource Reference Proposed framework
Computation
offloading
Local execution [13] If a user does not benefit from offloading, its task will be executed locally [44].
Partial offloading [13], [54], [65] If a task is divisible into at least two parts, partial offloading is possible. Partial offloading
is particularly suitable for latency-critical applications due to the execution parallelism.
Binary offloading [44], [66], [67] Binary offloading requires a computation task to be handled either locally or remotely,
which is suitable for simple and highly integrated applications [44]. However, having
too much offloading may be inefficient due to the finite remote computation capability,
especially in multi-server MEC networks.
Computation
resource
Computational speed [68], [69] The dynamic voltage frequency scaling technique is applied to control the CPU perfor-
mance by adjusting the CPU frequency and/or supply voltage.
Server computation
resource
[33], [44] Computation resource allocation at the MEC server depends on several factors, e.g., task
characteristics (e.g., data size, computation intensity, and completion deadline), server
computation capability, and network settings (e.g., the number of offloading users, access
points, and MEC servers).
Radio
resource
Transmit power [43], [44] Each MU can adjust the transmit power to reduce the energy consumption and increase the
offloading rate, thus shortening the uplink transmission time. The transmit power can be
configured considering, for example, the maximum power budget, latency requirements,
and (inter- and/or intra-cell) interference.
Bandwidth [65], [70] The system bandwidth can be divided into orthogonal subchannels, which are allocated
to offloading users to avoid intra-cell interference. However, inter-cell interference (ICI)
may exist in multi-server MEC networks and adversely affect performance achievement.
Time [65], [66] Offloading users can access and share the MEC server in the time manner [65]. Moreover,
in MEC systems with wireless power transfer, the time frame is slotted into different parts
for i) wireless energy broadcasting from the MEC server to offloading users and ii) task
offloading from users to the MEC server [66]. The optimal time allocation is highly
coupled with offloading decisions and task characteristics.
JCORA Joint optimization of
offloading decisions
and resource
allocation
[43], [44],
[65], [66], [70]
As the number of MUs has been increasing on an unprecedented scale, computation
offloading would be a bottleneck. Moreover, inspired by the economics and scalability
reasons, computation resource of the MEC server is finite, thus challenging the optimal
sharing of radio and computation resources for offloading users. Jointly optimizing the
offloading decisions and resource allocation is highly needed to further improve the
network performance.
on MEC in terms of the offloading decision and resource
allocation. In-depth surveys on the computation offloading,
resource allocation, and other aspects of MEC systems can
be referred to [3], [13], [81].
III. MEC WITH NON-ORTHOGONAL MULTIPLE ACCESS
A. Fundamentals of NOMA
The cutting-edge research topics for 5G networks and
beyond include multiple access, random access, and wave-
form techniques. Various radio access technologies have been
applied in the previous network generations, for example,
frequency-division multiple access (FDMA) for the 1G net-
work, time-division multiple access (TDMA) for the 2G
network, code-division multiple access (CDMA) for the 3G
network, and orthogonal frequency-division multiple access
(OFDMA) for the 4G network. All these multiple access
techniques share some similarity, where each user is served
on and assigned to an exclusively allocated resource and the
access of users to their allocated resources are not interfered
by another. However, these schemes (also known as orthogonal
multiple access (OMA)) limit the number of supported users
to the number of available orthogonal resources. With the aim
of supporting a massive number of connected devices and
fulfilling diverse requirements in terms of latency and spectral
efficiency in 5G networks, the design philosophy of the mobile
network has been changed from orthogonal to non-orthogonal
access [82].
Non-orthogonal multiple access (NOMA) has been consid-
ered as an essential principle for the design of radio access
techniques in the emerging 5G network [83]. The key idea
TABLE III: Comparison between OMA and NOMA.
Advantages Disadvantages
OMA
- Simpler receiver detection - Lower spectral efficiency
- Limited number of users
- Unfairness for users
NOMA
- Higher spectral efficiency - Increased complexity of re-
ceivers.
- Higher connection density - Higher sensitivity to channel
uncertainty.
- Enhanced user fairness
- Lower latency
- Supporting diverse QoS
of NOMA is the use of the superposition coding technique
at the BS side and interference cancellation techniques (e.g.
multiple user detection and successive interference cancella-
tion) at the user side. In contrast to the conventional OMA,
a set of users can share the same time-frequency resource.
There are various NOMA solutions; however, NOMA can be
classified into two main approaches: power-domain NOMA
and code-domain NOMA. Power-domain NOMA exploits the
channel gain differences between users and multiplexes in the
power-domain while code-domain NOMA uses user-specific
sequences for sharing the entire available radio resource [82].
Typical examples of code-domain based access strategies are
low-density spreading CDMA, low-density spreading-based
OFDMA, sparse code multiple access, multi-user shared ac-
cess, and successive interference cancellation amenable mul-
tiple access. Some other NOMA solutions have been also in-
vestigated, for example, pattern division multiple access [84],
spatial division multiple access [85], bit division multiplexing
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[86], and angle division multiple access [87]. NOMA has
the potential to accommodate more users than the number
of available subcarriers, which leads to various potentials,
including massive connectivity, lower latency, higher spectral
efficiency, and relaxed channel feedback [88]. First, since
NOMA can theoretically serve multiple users in an available
resource, NOMA is suitable for applications that require
a massive number of connections (e.g., IoT applications).
Although practical implementation issues (e.g., computation
complexity and hardware limitation) create challenges of
supporting massive connectivity, NOMA has the capability
to increase the number of simultaneous users. Second, it
is more difficult for OMA users to guarantee their delay
requirements since they must wait until a resource block is
available to transmit and/or receive data. By contrast, NOMA
can support flexible scheduling and grant-free transmission so
that more users can be served simultaneously, thus reducing
the waiting latency. Third, NOMA is superior to OMA in
terms of spectral efficiency and user fairness. Such better
performance is achieved due to the fact that NOMA users can
utilize all the channels, whereas OMA users can only enjoy a
small fraction of the entire spectrum [89], [90]. Lastly, only the
received signal strength, not exact channel state information
(CSI), is required and accurate CSI is only used for power
allocation in power-domain NOMA, thus the requirement of
channel feedback in NOMA is relaxed [91]. The comparison
between OMA and NOMA is summarized in Table III [92].
Although NOMA is able to support a large number of
users simultaneously and surpasses OMA in several aspects,
various challenging problems associated with NOMA must
be addressed before this technology can be employed in real
networks. Islam et al. in [91] and Dai et al. in [93] provide
some research directives for NOMA in their survey: dy-
namic user pairing, impact of transmission distortion, channel
and interference estimation, resource allocation, extension to
MIMO-aided NOMA, NOMA with HetNets, outage probabil-
ity analysis, uniform fairness, NOMA with antenna selection,
carrier aggregation, grant-free NOMA, decoding complexity
and receiver design, etc. To gain a deeper understanding of
the benefits and opportunities that NOMA offers as well as
its challenges and application scenarios, interested readers are
recommended to refer to NOMA research works, such as, [82],
[83], [89], [91], [93], [94].
B. Motivation to combine NOMA and MEC
Both NOMA and MEC are considered as the key en-
abling technologies in the 5G networks due to their enormous
potentials and wide-range applications. Although the basic
principles and key drivers of NOMA and MEC are somewhat
different, they share several points of similarity.
● Both MEC and NOMA aim at improving the user satis-
faction and network performance through the provision
of golden opportunities. While NOMA offers several
advantages at improving the spectral efficiency and cell-
edge throughput, relaxing the channel feedback require-
ment, and reducing the transmission latency, MEC brings
considerable benefits to not only users, but also operators
and third-parties, and enables to improve overall network
performance as well. It is expected that 5G will support a
massive increase in device connections, high-speed trans-
missions of 1–10 Gbps, and greatly reduced latency and
high reliability. Benefits and opportunities provided by
NOMA and MEC will definitely improve the performance
of the 5G networks.● MEC and NOMA reinforce the services and applications
that are supported by the 5G network. On the one hand,
NOMA does not strictly limit the number of simultaneous
users to the number of available orthogonal resources,
thus NOMA is expected to vastly increase the number
of users in various scenarios where rank deficiency can
occur [93]. However, prior works on NOMA mostly
focused on enlarging the network capability with lim-
ited communication resources. On the other hand, edge
computing in MEC indicates that computing resources
are provided for end users in close proximity and at the
edge of RANs. Therefore, MEC is capable of widely
distributing computing resources from centralized cloud
to the network edge and immediately serving a large
number of users, hence MEC has the potential to support
massive connectivity and distributed computation.● The 5G network will not completely rely on a single
technology, we must optimize the network from multiple
perspectives, e.g., air interface, network architecture, and
enabling technologies. To cope with demands for lower
latency, MEC and NOMA are two promising solutions.
MEC moves the cloud services and functions to the
network edge, where data is mostly generated and han-
dled. Hence, MEC empowers the services running at
the edge to better meet the lower latency requirements
of end users compared to the cloud computing. In a
similar sense, flexible scheduling and grant-free access
in NOMA enables lower transmission latency for users
in the 5G network. Accordingly, MEC and NOMA are
feasible solutions for low-latency scenarios.
There are many benefits of MEC and NOMA, including but
not limited to, increasing the number of connecting users and
shortening the transmission latency. Additionally, the use of
NOMA and MEC can reduce energy consumption of end users
and reduce pressures on the backhaul and core network.
Promoted by a variety of opportunities and advantages
offered by MEC and NOMA, both academic and industrial
communities have conducted extensive researches to design
the 5G network with MEC and NOMA. However, the state-
of-the-art MEC researches still have not explored the full
potential benefits of NOMA in the context of MEC. NOMA
and MEC are both conceived as the bids to fill the gap
between IoT devices and IoT applications and services. On the
one hand, MEC empowers resource-constrained IoT devices
with significant additional computational capabilities through
computation offloading, thus bringing new applications and
services to IoT devices. Similarly, with IoT, the scope of
MEC services and applications is applicable to not only
mobile phones, but also a wide range of smart objects ranging
from sensors and actuators to smart vehicles. On the other
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hand, NOMA is capable of substantially improving on system
capability since it enables multiple users to transmit using
a dedicated orthogonal channel resource. Furthermore, moti-
vated by the benefits of NOMA over OMA, it appears utterly
reasonable that one can exploit NOMA to further improve the
use of MEC in IoT networks, as compared to the performance
of conventional OMA-based MEC approaches. We illustrate
this by taking an example with two users, where user 1 needs
to send emergent small-size packets to the base station with
a low required data rate, but within a strictly short time
period, and user 2 needs to shift a computation-heavy, but
delay-tolerant task to the MEC server for remote processing.
Basically, OMA-based approaches serve these users with two
orthogonal channel resources, which possibly results in low
resource allocation efficiency and abysmal lacks of resources
in the case of massive connectivities. The use of NOMA
overcomes these drawbacks since the users can be served
by the same resources. Now, we assume that user 2 has a
computation-heavy and latency-sensitive task and there are
only two orthogonal radio channels. A possible solution in this
case is using the first channel for the user 1’s whole packet
and a part of user 2’s workload while using the second channel
for the remaining data of user 2.
Apparently, NOMA can be exploited to increase the effi-
ciency and performance of multi-user MEC systems. In the
following, we present an overview of research works that have
explored for the combination of NOMA and MEC and then
discuss fundamental challenges and open directions.
C. State of the Art
While the use case of NOMA or MEC has been widely
studied in the literature, there are only a few studies on MEC-
NOMA scenarios. The advantages of NOMA and MEC have
movitated several studies supporting the application of NOMA
to MEC [95]–[99]. When NOMA uplink transmission is ap-
plied to MEC system, multiple users can offload their tasks to
the MEC server simultaneously via the same frequency band.
By applying the SIC technology at the MEC server, the MEC
server can remove the interference from the user whose data
has been decoded before on the same frequency band. When
NOMA downlink transmission is applied to MEC system, one
user can utilize NOMA to offload multiple tasks to multiple
MEC servers simultaneously via the same frequency band. The
performance comparison of NOMA-MEC and OMA-MEC
systems was conducted in [95], which reveals that the NOMA-
MEC system can achieve superior performance in reducing
latency and energy consumption.
Most existing research works focus on resource alloca-
tion i.e., computation resource and communication resource.
Specifically, in [96], partial offloading assignment (i.e., each
user can partition the computation task into two parts for
local computing and offloading) and power allocation were
investigated to minimize the weighted sum of the energy
consumption for a multi-user NOMA-MEC system. In this
work, an efficient algorithm for user’s task partitioning, local
computing CPU frequency and transmit power allocation was
proposed to achieve the minimum energy consumption for
multi-user NOMA-MEC networks. Unlike OMA-MEC and
pure NOMA-MEC systems (i.e., both the users offload all of
their tasks at the same time) proposed in [95], [96], a hybrid
NOMA strategy (i.e., a user can first offload parts of its task
within time slot allocated to other user and then offload the re-
maining of its task during a time slot solely occupied by itself)
was proposed in [97]. In this work, power allocation and time
allocation were optimized to minimize the energy consumption
for an MEC-enabled NOMA system. Subsequently, the delay
minimization was investigated for the hybrid NOMA-MEC
system [98], in which the Dinkelbach’s method and Newton’s
method were compared and it was shown that both algorithms
converge to the same optimal point, while Netwon’s method
converges faster than Dinkelbach’s method. Different from
partial tasks, the authors in [99] considered that the offloading
tasks are independent and non-separate. Then the communi-
cation resource (i.e., frequency bands and transmit powers)
and the computing resource (i.e., computing resource blocks)
were jointly optimized to minimize the energy consumption
for NOMA-MEC system [99], in which an efficient heuristic
algorithm of user clustering and frequency and resource block
allocation was proposed to address the energy consumption
minimization problem per NOMA cluster.
D. Learned Lessons and Potential Works
Because of limited researches advocated to coexisting MEC-
NOMA scenarios there are many key open problems that must
be investigated. The potential works of NOMA and MEC can
be viewed from the following four aspects: 1. Joint resource
optimization; 2. User grouping for NOMA-MEC; 3. Secure
communications; 4. Cooperative NOMA MEC.
● Joint resource optimization: Generally, propagation, com-
putation and communication can cause different delay
for a mobile service. Propagation delay depends on
the distance from the user to the MEC server. The
longer distance may lead to poorer channel transmission
conditions. Thus the scheduler may need to decide the
computation load that the user can offload to the MEC
server, and the remaining can be computed locally to
minimize the latency. Moreover, computation capacity
(i.e. processing speed of MEC servers or mobile devices)
and communication resource (i.e. transmit power) are also
important factors to reduce the computation latency. Joint
optimization of these factors presents an open research
problem. When NOMA uplink transmission is applied
to the MEC system, multiple users can offload their
tasks to the MEC server at the same time. Therefore,
the total latency experienced by the multiple users can
be investigated. By controlling the offloaded computation
load and transmit power of each user, the optimal and
suboptimal strategies can be developed to minimize the
total latency of the system by considering the total energy
consumption. The proposed solution can be extended to
the NOMA downlink MEC system.● User grouping for NOMA MEC: In the NOMA system,
multiple users can transmit signals simultaneously on the
same radio resource. The number of users sharing the
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same resource must be controlled to limit the decoding
complexity at the receivers. Normally we set the number
of users not larger than three. For the setting where
multiple users want to offload their computation tasks in
the NOMA system, user grouping must be considered to
minimize the latency and energy consumption. Matching
theory [100] or game theory can be exploited to group
users into different groups which use different subchan-
nels to offload their tasks.● Secure communication: Security and privacy-preserving
communication attract lots of research attention, specially
when NOMA is applied to the MEC system. For example,
two users are offloading tasks to MEC server at the
same time by using the NOMA principle. When SIC is
performed, one user can decode the other user’s message.
During this period, an eavesdropper or an attacker may
attempt to decode the mobile user’s message. To address
the scenario with external eavesdropper, the physical
layer security (PLS) can be utilized to cope with this
challenge for the NOMA-MEC system [101], [102]. The
combination of PLS and NOMA-MEC is a promising
research topic.● Cooperative NOMA-MEC system: To improve the con-
nectivity of the NOMA-MEC network, the cooperative
MEC can be adopted to enable computation offloading
to the main MEC server. In this scenario, the mobile
device transmits the superimposed signals to the primary
MEC server and the helper MEC server, which acts as
a relay helping MEC server [103], [104]. Considering
the local computing capacity of the mobile users and
energy consumption constraint, the task assignment and
transmit power allocation can be optimized to improve
the performance of NOMA MEC system.● Channel estimation for NOMA-MEC system: the perfor-
mance of the SIC technology is sensitive to the channel
state information where poor estimated CSI can result
in ambiguous decoding order of SIC technology. One
possible direction to address this issue is to rely on partial
CSI. The application of partial CSI in downlink NOMA
system was investigated in [105]–[108].
IV. MEC WITH ENERGY HARVESTING AND WIRELESS
POWER TRANSFER
A. Fundamental of Energy Harvesting and Wireless Power
Transfer
Energy harvesting (EH, also known as energy scavenging)
is a promising technology that aims to capture available
energy from different sources to power the energy-constrained
communication nodes (e.g., mobile users, fog servers, and base
stations). EH, therefore, enables to prolong communication
nodes’ lifetime and enhance their capability [109]–[113].
Energy harvesting is simple in concept, but more complex
in implementation which strongly depends on the type of the
energy-harvesting power sources. The EH technologies can be
classified based on the characteristics of the energy sources,
such as, natural or human-made as illustrated in Fig. 7 [109].
Specifically, the harvestable energy sources can be classified
into two principal categories: (i) Natural Energy Sources:
Sources of energy from the natural environment, e.g., solar
energy, thermal energy, wind energy, and hydro flow energy,
and (ii) Human-made Power: Energy harvested from active and
passive body movements of humans, mechanical systems, and
from RF signals [114]. In general, there are two different EH
architectures: (i) Harvest-Use: Energy is harvested just-in-time
for use and (ii) Harvest-Store-Use: The energy is harvested
whenever possible and stored into a battery for future use
[109], [115]. Nodes in an EH based communication network
can perform different tasks such as sensing/listening tasks,
transceiver tasks, data processing, some specific tasks.
For each specific type of energy resource, the corresponding
techniques can be employed to convert that energy into the
electrical power [110]–[112]. In particular, solar cells can
be used to harvest sunlight power for solar energy [116].
The piezoelectric, electrostatic, and electromagnetic conver-
sion techniques are utilized to convert the energy from some
movement or mechanical deformation into electrical energy
for the mechanical sources [117]. The thermoelectric power
generation system is employed to capture the power from
waste heat, such as, geothermal, industrial engine exhaust,
sunlight, and human-body [118]. The kinetic energy of fluid
like wind and flowing power can be harvested by two meth-
ods, namely the mechanical turbine systems [119] and non-
mechanical like techniques for the mechanical sources, e.g,
utilizing piezoelectric, electrostatic, or electromagnetic princi-
ples. For RF signals, the received RF energy can be converted
into a stable direct current (DC) energy source. Further, the
energy sources can be controllable or uncontrollable. With
controllable sources, the energy can be harvested whenever
required while the energy from non-controllable sources is
simply scavenged whenever available. For example, passive
body movement of humans, such as, blood pressure, body heat,
and breath, is controllable by users [109] while other activities
of human, such as, finger motion, running and walking, are
under user’s control. In the non-controllable class, the energy
source can be predictable or unpredictable.
Compared with traditional natural energy sources, RF sig-
nals are less affected by weather or other external environ-
mental conditions. As a result, these signals can be efficiently
controlled and designed, so RF-based EH has great potential
to provide stable energy to low-power energy-constrained net-
works including WSNs, IoTs [120]. RF-EHN can be employed
in indoor, hostile, and harsh environments, e.g., sensors inside
a building or human body, toxic environment, and so on [120].
Generally, wireless energy sources can be classified into two
categories: (i) Ambient sources (Wifi, cellular, AM, FM ...)
which can be predictable or unpredictable and requires an
intelligent process to monitor the communication frequency
bands and time periods for harvesting opportunities; (ii) Dedi-
cated source: Dedicated RF sources can be deployed to provide
an energy supply to meet the requirements of the mobile/edge
nodes in the wireless networks.
RF-based EH with dedicated sources can be considered
as wireless power transfer (WPT) which was first proposed
by Nikola Tesla in 1899 [114] and continuously studied by
both industry and academic communities. Nowadays, RF-
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Fig. 7: Taxonomy of harvestable energy source in wireless networks.
based EH circuits are able to harvest power of 1 µW over
the range of 11 m for the transmit power of 3W and carrier
frequencies of 915 MHz [121]. Existing WPT technologies
can be categorized into three classes: inductive coupling,
magnetic resonant coupling, and RF-based WPT. The first
two technologies rely on near-field EM waves, which do not
support mobility for the energy-limited wireless communica-
tion devices due to the limited wireless charging distances
(a few meters) and the required alignment of the EM-field
with the energy harvesting circuits [122]. In contrast, RF-
based WPT exploits the far-field properties of EM waves over
long distances (hundreds of meters). Moreover, as RF signals
also carry information when they deliver energy, the concept
of simultaneous wireless communication and power transfer
(SWIPT) was proposed and studied in [123], [124] from an
information theoretical perspective. In practice, the energy
harvesting process may affect the modulated information (e.g.,
phase-embedded information) in the signal [122]; hence, the
receiver should separate the energy harvesting and information
decoding processes. A practical solution is to split the received
RF power into two distinct parts, one for energy harvesting
and the other for information decoding by implementing time
switching [125] or power splitting [126].
EH and WPT can bring benefits for WSNs and IoT systems,
but they also raise some technical challenges as follows.
● Designing an EH systems faces several challenges, such
as choosing an appropriate type of energy harvester and
energy storage, and a good duty cycle that gives the best
efficiency.● One of the major challenges in designing EH systems is
the unpredictability and uncertainty of produced power.
In general, the level of available power is low, variable
and unpredictable.● Balancing between power generation and power con-
sumption must be considered when using energy har-
vesting. Towards this end, one must well understand the
generating environment for the power generating element,
the power generated, and the time required, the device
power consumption and consumption time.● Coverage area, the communication distance, the type of
network to be built, the amount of data for transmission,
and underlying application specifics are important design
factors for consideration.● In WPT systems, since the energy harvesting process
may affect the modulated information, joint resource
allocation for the EH and data transmission should be
well addressed to improve the network performance.
An in-depth understanding of these challenges is required to
design an efficient wireless network, which must consider
different factors, like features of power generators, transducers,
power storage, power management methods and application
requirements. For better understanding of the benefits and
opportunities offered by EH and WPT techniques as well as
their challenges and potential application scenarios interested
readers are recommended to refer to EH and WPT surveys,
such as [110], [111], [127]–[130].
B. Motivation
While the EH and WPT techniques have been studied and
researched for almost a century, the MEC has been considered
and suggested by ETSI since 2014. Both have been considered
promising technologies for the future wireless systems where
are self-powering, long lasting, and almost maintenance free.
Although the basic principles and key drivers of EH and
MEC are different, they are similar in that both are developed
for improving the energy efficiency of mobile/edge devices,
prolonging their battery lifetime. While MEC enabling cloud
computing capabilities within the radio access network is
implemented to liberate the mobile devices from heavy compu-
tation workloads and utilize their limit power more efficiently,
EH techniques allow mobile devices convert the energy into
various forms of electrical power for battery re-charging. A
simple of EH-enabled MEC system is illustrated in Fig. 8 in
which the EH and WPT are employed at MEC servers and
mobile devices. Integrating EH and MEC into a single system
can significantly improve network performance by leveraging
the strengths of both underlying technologies. EH, WPT and
MEC technologies will leads the following benefits:● Intelligent computation offloading strategies employed by
the MEC systems with battery-powered devices cannot
take full advantages of the renewable energy sources.
EH and WPT techniques can power mobile devices or
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MEC servers which can greatly enhance the computation
offloading performance of these devices [131], [132].
Beside being adopted by the mobile devices, the EH
techniques can be employed to power MEC servers
by leveraging green energy (e.g. solar and/or wind),
especially when MEC servers are deployed outside the
coverage of the electric grid for reasons such as location,
reliability, carbon footprint, weather or disaster, and cost.● One can use the MEC server to learn the time-varying
properties of the energy source leveraged by the EH
enabled wireless network. Based on this, the intelligent
harvesting schedule with balancing power generation and
power consumption can be performed to optimize the
network performance [133].● An MEC server can be deployed to support a cluster of
mobile/sensor nodes in EH enabled wireless networks.
At the node level, MEC can help each EH device reduce
processing time and reserve more time to harvest energy
by offloading its heavy workloads to fog servers [127],
[134]. At the network level, MEC can allow to deploy
a centralized EH strategy to tune the functionality of all
devices to better exploit the harvestable energy source
and improve the network performance [109].● The MEC based wireless network employing the WPT
technology can facilitate mobile devices to flexibly make
their processing decisions where they can locally execute
or offload heavy computation tasks when their remaining
power is insufficient.
While EH and WPT bring many benefits as discussed above,
the MEC system also faces many challenges including com-
munication resource allocation, computing resource allocation,
latency minimization, and security problem. In the following,
we describe some major challenges which must be addressed
for efficient integration of EH/WPT into the MEC system.
● In general, mobile devices have limited battery size and
computation capability. EH/WPT techniques allow mo-
bile devices to have access to an external power source to
process heavy workload but integration of EH/WPT into
the MEC system also makes the workload processing and
offloading problems more complicated. Major research
issues include balancing between harvested energy and
energy consumption, the resource allocation for EH/WPT
and offloading transmission. Specifically, how to perform
the energy-effective computation offloading in EH/WPT-
MEC system considering practical constraints in the
harvesting process remains a challenge issue.● In the scenarios where MEC servers are primarily pow-
ered by renewable green energy, the random energy
arrival in space and time domain results in unstable
and non-uniform distribution of energy across different
MEC servers which leads to load unbalance among
servers. Hence, load balancing among all these MEC
servers should be efficiently perform to optimize MEC
performance.
C. State of the Art
Existing works on combining EH and MEC mainly consider
two scenarios. In the first scenario, the EH techniques are
deployed at the MEC server because connecting the MEC
server into the electric grid can be costly and even infeasible
in certain situations such as natural disasters, remote locations.
In such scenarios, on-site renewable energy is mandated as a
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major or even sole power supply source [135]. In the second
scenario, the EH/WPT techniques are implemented at mobile
device. This scenario can cover the WSNs, IoTs, and machine-
to-machine device where it is expected that there will be a
massive number of small battery-operated devices, where are
connected wirelessly to MEC servers for offloading and data
processing. Because these devices typically have very small
batteries to supply power for their communication, EH or
WPT provide valuable additional powers for their long-term
operations.
1) Load balancing design for multiple EH-based MEC
servers: In the EH-based MEC systems where the computa-
tion servers are mainly powered by the uncontrollable and un-
predictable energy sources (e.g, solar, wind), individual MEC
servers may be overloaded at any moment due to the limited
harvested power and computing capacity [127]. Hence, energy
predictation and load balancing among all EH-based servers is
an important research issue which must be tackled to achieve
effective MEC operations. In particular, [135] considered a
joint geographical load balancing and admission control for
EH-based MEC networks where its design objective is to
optimize the system performance in term of the long-term
system cost due to violating the computation delay constraint
and dropping data traffic. The challenge of this problem
comes from the spatial diversity of the available renewable
energy which leads to the spatial-temporal coupling in the load
balancing for geographically distributed MEC-enabled BSs. To
deal with this spatial-temporal GLB optimization problem, Xu
et al. developed an algorithm, called GLOBE, by leveraging
the Lyapunov stochastic optimization framework. In particular,
the algorithm allow MEC-enabled BSs to make GLB decisions
without requiring future system information. Thanks to its
distributed nature, the proposed algorithm is scalable to large
networks. Considering the EH-based small cell networks with
MEC-enabled BSs, authors in [136] investigated the joint
load management and resource allocation problem. This work
aimed to maximize the number of offloading users utilizing
the limited energy and computation resources, via managing
the load and distributing the resources to the users. solve
the underlying complicated problem, a distributed three-stage
iterative algorithm was proposed. In the first stage, the load
balancing among all BSs is conducted for a given channel
allocation and computation resource allocation scheme. In the
remaining two stages, the channel allocation and computation
resource are optimized in turn based on the load traffic
achieved in the first stage. Finally, an iterative algorithm is
developed to obtain the joint load balancing and resource
allocation solution.
2) Offloading and Resource Allocation for EH/WPT-MEC
systems: Optimization of different decisions to realize com-
putation offloading were studied in [67] where the authors
in [68] considered the selection of the edge device from all
the potential candidates within the radio coverage area, the
offloading rate, i.e., the fraction of workload to be offloaded
[137], [138]. When an edge device offloads data to fog servers,
it needs to consider how much power and time are required
for transmitting the offloading data, and receiving the com-
putation result compared with those corresponding the local
computation. This design becomes more complicated when
one must consider the additional energy harvesting stage in
EH/WPT enabled MEC systems. The complications associated
with offloading and energy harvesting have indeed attracted a
great deal of research interest.
For the EH-based MEC systems, [139] considered the multi-
user multi-task computation offloading problem which aims
to maximize the overall revenue of the wireless EH-enabled
devices. The Lyaponuv optimization approach was adopted
in this work to devise the energy harvesting policy and the
task offloading schedule. Lyapunov optimization techniques
were also employed in [140] where Mao et al. proposed
design a dynamic computation offloading policy for an MEC
system with wireless EH-enabled mobile devices focusing on
execution cost minimization. It was shown by the authors that
the proposed algorithm is asymptotically optimal. Moreover,
the algorithm is applicable even in unpredictable environ-
ments without requiring statistical information of the involved
stochastic processes, including the computation task request,
wireless channel, and EH processes. The tradeoff between
energy consumption and execution delay for an MEC system
with EH capability was studied in [141] in which the authors
considered an average weighted sum of energy consumption
and execution delay minimization problem subject to con-
straints on the stability of buffer queues and battery level.
This paper also employed the Lyapunov optimization method
to propose an online dynamic task assignment scheduling.
Employing the game theoretic approach, authors in [142]
studied the impact of the EH technique at mobile devices in the
computation offloading design. The work aimed to minimize
the social group execution cost. Different queue models are
applied to model the energy cost and delay performance,
based on which a dynamic computation offloading scheme
was designed. Using a different approach, [133] aimed to
minimize the long-term system cost (including both service
delay and operational cost). The authors in this paper proposed
an efficient learning-based resource management algorithm
in which a decomposition of the (offline) value iteration
and (online) reinforcement learning are exploited to improve
the learning rate and run-time performance. Using the deep
learning approach, authors in [132] proposed a reinforcement
learning based offloading scheme in which each EH-based IoT
device enables to select the MEC server and the offloading rate
without knowledge of the MEC model based on its current
battery level, the previous radio transmission rate to each
server, and the predicted harvestable energy.
For the WPT-enabled MEC systems, [138] aimed to max-
imize the (weighted) sum computation rate of all wireless
devices in the network by jointly optimizing the individual
computing mode selection (i.e., local computing or offloading)
and the system transmission time allocation (on WPT and task
offloading). [143] investigated the SWIPT-based MEC system
in which the power is split for information transmission and
power transfer. In this work, the authors aimed to minimize the
required energy under the constraints on required information
transmissions and processing rates. The time-switching pro-
cess for information and power transfer is considered in [144]
in which the SWIPT-based fog computing system consists
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of a multi-antenna access point (AP), an ultra-low power
(ULP) single antenna device and a fog server. In this paper,
the time slots devoted to EH, ID and local computation as
well as power required for the offloading are optimized to
minimize the energy cost of the ULP device. The time-division
strategy for power transfer and offloading for WPT-based
MEC systems was studied in [145]. In particular, harvest-
then-offload protocol was optimally designed to minimize the
AP’s total transmit energy subject to the constraints of the
computational tasks. Similarly, [146] considered the timeliness
of the two-way data exchange between the fog node and the
mobile user in WPT-based MEC systems. The closed-form
average age of information for both directions as well as the
achievable data rate of the mobile user were described in this
paper, based on which the tradeoff between the downlink and
uplink performance was investigated. The impact of energy
transmit beamforming technique in MEC system was investi-
gated in [147] where an innovative framework to minimize the
AP’s total energy consumption subject to the users’ individual
computation latency constraints was proposed. This design
focused on jointly optimizing WPT, the central processing unit
frequencies and the numbers of offloaded bits at the users,
as well as the time allocation among users. The cooperation
among edge users was studied in [148], [149]. Specifically, the
near user (NU) enables to forward the far users (FU) tasks to
the edge cloud utilizing its harvested energy in [148]. This
work aimed to maximize energy efficiency (EE) to ensure
the fairness of users. In [149], surrounding idle devices are
enabled as helpers to use their opportunistically harvested
wireless energy from the ET to help remotely execute active
users computation tasks. The work tried to maximize the
computation rate (i.e., the number of computation bits over
a particular time block) of the user, by jointly optimizing
the transmit energy beamforming at the ET, as well as the
communication and computation resource allocations at both
the user and helpers. [150] considered an WPT-based UAV-
assisted MEC system in which an UAV performs as an MEC-
enabled BS offering WPT and offloading services to a number
of EH-enabled ground mobile devices. The work aimed to
maximize the system computation rate under both partial and
binary computation offloading modes, subject to the energy-
harvesting causal constraint and the UAVs speed constraint.
D. Learned Lessons and Potential Works
Due to the great benefits offered by MEC and EH/MEC as
well as their complementary properties, it is convinced that
the combination of MEC and EH/WPT is unavoidable in the
future. Although various problems and issues in EH/WPT-
MEC systems have been intensively studied, there are still
several challenges. In the following, we discuss some chal-
lenges in EH/WPT-MEC systems and outline the open research
directions.
● Energy Prediction: Most of the green-renewable energy
sources are unpredictable. For example, clouds can appear
or disappear which can affect the solar harvesting process.
Other kinds of harvestable energy sources, e.g., wind,
heat, vibration, ..., all vary over the time. In WPT systems,
channel characteristics practically vary depending on the
environment in which the number of interferers and the
number of paths cannot be known in advance. Thus,
understanding the surrounding ambient environment is
the big challenge in implementing the EH and WPT tech-
niques. Recently, advanced machine-learning and deep-
learning methods can be utilized to predict the accurate
arrival energy based on the historical and geographic
data. Notwithstanding considerable benefits, particularly
machine/deep learning mechanisms and big data analytics
raise several challenging issues for implementation, such
as, collecting data, computation resources required to
process the high-dimensional big data, which can be
overcome by employing the MEC concepts. Exploiting
learning at MEC servers to extract useful information
collected by all EH-enabled devices can reduce the time
caused by sending the data to cloud server; hence, the
predicted information can be achieved on-time for high
efficient EH. It can extend the capability of EH-enabled
devices.● EH/WPT-based MEC for IoT/dense networks: IoT net-
work aims at supporting massive number of connections
from machine-type devices which are small, fabricated
and deployed at very low cost, and are expected to
operate in a self-sufficient manner for a long time.
The large number of connecting devices and their low
power operation requires an advanced wireless access
networks, such as, dense access points or multi-hop data
transmissions. MEC systems can play a relevant role
in this scenario to manage functionality of individual
nodes in terms of synchronization, reliability, efficiency
of utilizing channel resource and energy, to exploit the
available harvestable energy source, to cooperate with
others for WPT, data transmission and offloading. The
other challenge for successful large-scale deployment of
devices in an IoT infrastructure is to minimize their
impact on human-body and the environment [113]. The
presence of multiple devices implementing various EH
technologies corresponding to different kinds of energy
sources, WPT and SWIPT over different frequency bands
in the dense-users networks also requires novel efficient
and scalable offloading and resource allocation designs.
V. MEC FOR UAV COMMUNICATIONS
A. Fundamentals of UAV
Historically, UAVs have been considered as enablers of
various applications that include military, surveillance and
monitoring, telecommunications, delivery of medical supplies,
and rescue operations, owing to their autonomy, flexibility
and broad range of coverage [151], [152]. However, in those
applications, UAVs mainly focused on navigation, control, and
autonomy. As a result, the communication challenges of UAVs
have typically been either neglected or considered as part of
the control and autonomy components [153]. UAVs are com-
monly known as drones or remotely piloted aircrafts, and have
several key potential applications in wireless communication
systems due to its high mobility, flexibility, adaptive altitude
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and low cost [154]. Specifically, small UAVs are more easily
accessible to the public recently due to its continuous cost
reduction and device miniaturization, thus small UAVs can
be used in weather monitoring, forest fire detection, traffic
control, emergence search and rescue, cargo transport etc.
In recent years, UAV-based wireless communication systems
attract lots of attention due to cost-effective wireless con-
nectivity without infrastructure coverage, which is caused
by severe shadowing by urban or mountainous terrain, or
damage to the communication infrastructure caused by natural
disasters [155]. Among the UAV applications in wireless
communication systems, UAV mainly serves as two important
roles: 1. aerial base station, 2. flying mobile terminals. In the
first scenario, when UAV serves as an aerial base station,
it can provide additional capacity and network coverage in
emergency and public safety situations to enhance coverage,
capacity, reliability and energy efficiency of the wireless
networks. In the second scenario, UAV can serve as a flying
mobile terminal within the cellular networks to deliver real
time video streaming.
For UAVs classifications, several factors, e.g., outlook and
application goals, need to be taken into account. The different
types of UAVs depend on their functions, and capabilities. Ac-
cording to their outlook characteristics, UAVs can be broadly
classified into two categories: fixed-wing UAVs and rotary-
wing UAVs. Each type has own strengths and weaknesses.
Specifically, fixed-wing UAVs such as small aircrafts usually
have high speed and heavy payload, but they must maintain
continuous forward motion to remain aloft, and thus are not
suitable for stationary applications like close inspection. In
the contrast, rotary-wing UAVs such as drones and quadro-
tor drones, while having limited mobility and payload, are
able to move in any direction and remain stationary over
a given area. Thus, the choice of UAVs critically depends
on applications. According to various UAVs application and
goals, one alternative classification of UAVs can be defined to
meet various QoS requirements, the nature of the environment
and federal regulations. To properly classify the applications
and use of UAVSs, UAVs’ flying altitude and capabilities can
be taken into account. Amonge these factors, flying altitude
is generally utilized for UAVs classification: high altitude
platforms (HAPs) and low altitude platforms (LAPs). HAPs,
e.g., balloons, usually operate in the stratosphere that is 17
km above the Earths surface. Generally, large geographic areas
of reliable wide-scale wireless coverage can be provided by
HAPs UAVs due to the high flying altitudes [154]. In contrary,
LAPs, flying at altitudes not exceeding several kilometers,
have several important advantages: fast movement and more
flexibility compared to LAPs. One application of LAPs is
to collect data from ground sensors. Compared to HAPs,
which are designed to have longer flying endurance (e.g.,
up to few months), LAPs have low cost and can be readily
recharged or replaced if needed during the flying time. The
application cases of UAV in wireless communication system
can be concluded as: 1. UAV-aided ubiquitous coverage; 2.
UAV-aided relaying; 3. UAV-aided information dissemination
and data collection [154]. The benefits of UAVs application in
wireless communications can be described as follow:
● Cost-effective, fast, flexible and efficient deployment:
UAVs can provide cost effective wireless communications
and can be more flexibly deployed for the unexpected or
limited-duration missions. One of the main applications
is that UAVs can be used as aerial base stations. As we all
know, building a conventional terrestrial base station, in-
cluding expensive towers and infrastructure deployment,
is very expensive. In general, UAV aided base station can
provide on-the-fly communications with low cost since
UAVs do not require highly constrained and expensive
infrastructures. Therefore, UAVs aided base station can
serve in a complementary network of the traditional
network. For example, sometimes the terrestrial base
stations are damaged or destroyed by nature disasters, e.g,
floods, earthquake, hurricanes and severe snow storms,
etc. UAV aided base station provides a vital mean to build
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a robust, fast, and capable emergency communication
system for search and rescue operations.● Line-of-sight (LoS) link: Compared with the conventional
terrestrial base station, the UAV-aided flying base station
is able to offer on-the-fly communications and to establish
line-of-sight (LoS) communication links to ground users.
Especially in low-altitude UAVs, LoS communication
links can be usually established, which improves the
performance of the network significantly. LoS commu-
nication can facilitate reliable communications in high
frequency (e.g., mmWave). Combined with other 5G
technologies, e.g., mmWave communications, MIMO,
UAV aided base station can establish LoS communication
links to achieve high capacity. For example, by leveraging
the advantages of both UAVs and mmWave links, UAVs
equipped with mmWave capabilities can establish LoS
connections to ground users which significantly reduce
propagation loss while operating at high frequencies.
Moreover, combining UAVs with MIMO techniques can
create a mmWave LoS channel in UAV-to-ground com-
munications cellular network.● Coverage and capacity enhancement: In the downlink
scenario, UAV aided flying base station can rapidly
reconfigure UAV-to-ground user links to provide a large
coverage network due to the UAV’s maneuverability.
Compared to the conventional ground base station, UAVs
can easily and dynamically adjust their moving directions
and positions to disseminate or deliver delay-tolerant
information to the distributed mobile users or devices
within the serving coverage area. In the uplink scenario,
the UAV-aided flying base station can also collect delay-
tolerant information from the distributed wireless devices
within the coverage. Since UAVs experience good chan-
nels, e.g., LoS link, they can provide higher transmit data
rates. Besides, the manoeuvrability and adaptive commu-
nication can be jointly designed to improve the capacity
performance of UAV aided wireless communications.
In general, UAV-aided base stations usually experience
good channels, e.g., LoS link. Thus it can transmit high
data rates to the ground users. Moreover, the speed of
UAVs can be manually adjusted to support enhanced
connectivity to the ground terminals. The benefits of large
coverage and capacity improvement make UAV-aided
wireless communication a promising integral component
of the 5G wireless systems.● Complementary network for emergency situations and
disaster relief localization, search and rescue: Compared
to the traditional network scenarios (e.g., 4G long term
evolution (LTE) and WiFi), UAVs aided wireless commu-
nication network can provide a complementary network
to the existing networks in emergency situations. For
example, UAVs can play as hotpots for an ultra dense net-
work, when the ground base station is overloaded. When
the ground base station is damaged or even completely
destroyed by nature disasters (e.g., earth quake, floods,
severe hurricanes and snow storms), UAV aided wireless
networks enable to provide effective communications and
contribute to rescue lives.
B. Motivation to combine MEC and UAV
Due to the features of UAV, such as mobility, maneuver-
ability, and flexibly development, the application of UAVs can
provide seamless, reliable, low relay and cost-effective com-
munication in wireless communication systems [156], [157].
On the one hand, UAV can be served as aerial base stations
[158]. In this scenario, to improve the computation capability,
UAV can be equipped with MEC server. Thus, MEC-enabled
UAV server provides opportunities for ground mobile users
to offload heavy computation tasks. After computation, the
mobile users can download the computation results from
UAV based MEC server via reliable, cost-effective wireless
communication links. In the other scenario [159], [160], UAVs
can be new aerial mobile users of the cellular network as
illustrated in Mode 2 of Fig. 9. In such scenario, the cellular-
connected UAV is able to provide the seamless and reliable
wireless communications for UAVs. Generally, due to the
small size, weight and limited resources, UAVs have limited
computing capability especially when UAVs need to compute
some latency-sensitive and computation-intensive tasks. To
improve the computation performance of UAVs aided wireless
communication systems, MEC can be applied to solve this
problem. In this scenario, UAV can offload its computation
tasks to the ground base station equipped with MEC server.
UAV-UEs play key roles in air delivery application, such as
Amazon primer air and surveillance application and virtual re-
ality application [161]. MEC has strong computing capability
which can be complementary to the UAVs enabled wireless
communications systems. Due to the limitation resources of
UAVs, i.e., sizes, weight and powers, the combination of UAV
and MEC technology will lead to the following benefits:
● UAV based MEC server: In this scenario, UAVs can be
used as mobile cloud computing systems, in which UAV
based MEC server can provide offloading opportunities to
ground mobile users. Due to its flexibility and mobility,
UAVs can receive the offloaded tasks especially when the
terrestrial MEC servers are not available. For example,
when the emergency relief or disaster happened, the
mobile device with limited processing capability can
benefit from the moving UAV aided MEC server to help
execute tasks, e.g., analyzing assessment of the status
of victims, enemies and hazardous terrain [158]. Due
to LoS links between UAVs and ground mobile users,
the offloading and downloading capacity can be largely
enhanced. Moreover, the coverage can be improved by
the UAVs based MEC communication system.● UAV-UE MEC system: Different from the traditional
scenario that the mobile user is associated with a fixed
ground BS (GBS) by the complex fading channel, the
UAV-UE MEC system enables the high-mobility UAV-
UEs to offload their computation tasks to the large num-
ber of optimized GBSs simultaneously by more reliable
LoS links. There are two advantages of this scenario.
On the one hand, the trajectory of the UAV can be
jointly designed with the resource allocation (offloading
task scheduling) as it has controllable mobility in 3D
airspace. On the other hand, UAVs can be associated
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with a group of GBSs simultaneously by LoS links to
exploit their distributed computing resources to improve
the computation capability.
Despite the promising benefits from the combination of
UAV and MEC, there are also several technical challenges ex-
isting in the MEC-enabled UAV systems. The main challenges
in UAV-BS scenario are the optimal 3D deployment of UAVs,
the flight time optimization and the trajectory optimization
to achieve different objectives of the wireless networks, such
as throughput maximization and low latency control. Besides,
handover management, channel modeling, 3D localization and
interference management are main challenges in UAV-UE
scenario. The MEC system also faces the challenges including
communication resource allocation, computing resource allo-
cation, latency minimization and security problem. Therefore,
combining UAV with MEC system may face the following
challenges:
● Mobility control and trajectory optimization: Since UAV
has limited flight time, the optimal path planning for
UAVs MEC system. For UAV-based MEC server, the
location and flying path must be optimized to provide the
offloading opportunities for the mobile devices. Similarly
with the UAV-UE scenario, the location and flying path
must be optimized to offload computation tasks to a
group of GBSs to provide seamless communication with
other UAVs. In both scenarios, the mobility control has
a significant impact on the quality of the network. It is
challenging to optimize the trajectory of UAV as it is
continuous optimization problems. The channel variation
and energy consumption and maximum flying speed
must be considered in this design. In addition, coupled
with other optimization factors, such as QoS metric, the
trajectory optimization is challenging to tackle.● Communication and computation resource optimization:
In the UAV based MEC server communication system,
UAVs can act as flying base station equipped with
MEC server. The communication resource (i.e., offload-
ing power) and computation resource (i.e., task offloading
factor) need to be jointly optimized considering dif-
ferent objectives, e.g., relay minimization and energy
consumption minimization. In the UAV-UE MEC system,
UAVs act as high-mobility relay users to offload their
computation-intensive tasks to the MEC server based
GBSs for remote execution. In this case, trajectory of
UAVs can be jointly optimized with the communication
and computation resource allocation, which is more chal-
lenging from the fixed user and base station case.
C. State of the Art
There are two scenarios of UAV combined with MEC in
communication systems. In the first scenario, UAV is acting
as flying base stations equipped with MEC server and offering
offloading opportunities for the users on the ground [158]. This
scenario is quite common in practice. For example, the moving
MEC enabled UAV plays an important role in disaster response
and emergence scenario, in which the ground base station
(GBS) cannot provide any service due to the damages of the
sudden disaster, e.g. earthquake. Mobile devices with limited
processing capabilities can benefit from the UAV based MEC
server. In the scenario of UAV-based MEC server [158], the
UAV is employed as a moving MEC server in the sky to help
execute the computation tasks offloaded by multiple ground
users. In this work, the authors aim to minimizing the total
energy consumption by considering the QoS requirement. By
means of successive convex approximation (SCA) methods,
the bit allocation was studied to minimize the mobile energy
for OMA uplink and NOMA downlink in UAV based MEC
system. An energy consumption minimization problem was
investigated for the UAV-enabled MEC system in [162]. To
address the limited computing capacity and finite battery life
time of the mobile device, UAV based MEC server was
proposed to provide offloading opportunities to the mobile
device. An alternative algorithm was proposed to minimize
the UAV’s energy consumption by optimizing the offloaded
computation bits and the CPU frequency of the users and the
trajectory of the UAV with the maximum speed limitation.
Simulation results in this work showed that the proposed
scheme outperforms the benchmark schemes.
In the second scenario, a cellular-connected UAV is served
by multiple ground base stations that are equipped with MEC
servers [163]. In this scenario, UAV needs to complete certain
computation tasks during the time it flies and visits some given
locations. Thus the tasks can be offloaded to some selected
ground base station. The authors in [163] aimed to minimize
the UAV’s mission completion time by jointly optimizing its
trajectory and computation tasks scheduling considering the
maximum speed constraint of the UAV and the computation
capacity of the GBSs. It turns out that the formulated problem
is nonconvex, and it is difficult to find the global optimal
solution within polynomial time. Therefore, the alternating
optimization and SCA were exploited to obtain a high-quality
suboptimal solution.
D. Learned Lessons and Potential Works
Due to the great benefits from the combination of MEC and
UAVs as well as their limited resource, it can be concluded
that MEC-UAV is an inevitable trend in the future wireless
communication systems. Although some existing works have
been done to engineer MEC-UAV systems, there are still
several challenges. In the following, we discuss key open
problems in MEC-UAV systems:
● Performance analysis of UAV-MEC systems: A funda-
mental performance analysis is required for UAV-MEC
system. In particular, the coverage probability, through-
put, delay or reliability can be investigated to evaluate
the impact of each design parameter on the overall
system performance. Due to the 3D development and
short flight duration of UAVs and the delay awareness
of MEC, the performance analysis for UAV-MEC system
is challenging.● Energy-aware resource allocation: The flying time and
the resource of UAVs are limited due to characters of
UAVs, such as small sizes, weight and limited power.
Therefore, the trajectory and resource allocation (i.e.,
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communication resource and computation resource) need
to be optimally designed to reduce the energy con-
sumption. However, most existing works only considered
designing trajectory and optimizing resource allocation
separately, which cannot enhance the highest network
performance. Hence, the jointly optimizing the path plan-
ning and resource allocation for MEC-UAV system is an
open challenging problem. It becomes more challenging
when other optimization factors, such as, QoS require-
ment, offloading power allocation and task assignment
together with the channel variation, delay constraint and
maximum flying speed, are considered in such design.● User grouping and UAV association: In the UAV based
MEC server communication system, UAV is acting as
flying MEC-enabled base station. The ground users need
to offload their tasks to one UAV or multiple UAVs
simultaneously. Thus the user grouping problems need
to be solved by using suitable approaches, e.g., matching
theory, game theory and convex optimization methods.
On the contrary, in the UAV MEC systems, UAVs need
to offload tasks to GBSs for remote computation. The
subchannel allocation and UAVs association can be in-
vestigated.
VI. MEC FOR INTERNET OF THINGS
A. Fundamentals of IoT
The Internet has been considered as one of the most
significant and vigorous innovations in the human history due
to its impacts on education, communication, business, science,
healthcare, government, and humanity [164]. In the last few
decades, the internet has undergone a dramatic paradigm shift
from computer-to-computer wide area networking to world-
wide-web and mobile-web [33], [165]. Nowadays, thanks
to the significant development of computation and storage
technologies, and communication networks, billions of de-
vices with their every domain-specific applications are able to
connect to the internet to generate/collect data, to exchange
important messages amongst themselves, and to coordinate
decisions via complex communication networks [164]. This
phenomenon has opened new era of Internet, the so-called
the Internet of things (IoT) [164]. The basic concept of
IoT is that anything can be interconnected with the global
information and communication infrastructure at any time and
any place [166]. Things can be physical things existing in the
physical world which are capable of being sensed, actuated and
connected, or virtual things existing in the information world
which are capable of being stored, processed and accessed.
Things can be identified and integrated into communication
networks and the associated information can be static and
dynamic. IoT has been playing a significant role in solving
various challenges of modern society effectively and improv-
ing the quality of human life, such as, safer, healthier, more
productive, and more comfortable [16]. According to [166],
the fundamental characteristics of IoT can be condensed as
follows:
● Interconnectivity: As to IoT, anything including people,
cars, wearable devices, computers, smart devices, sensors,
industrial components, society-utility objects, data, infor-
mation can be interconnected with the global information
and communication infrastructure.● Things-related services: Other than the traditional human-
activity services, the IoT has the capacity to provide
the services related to things with use cases of human-
to-machine and machine-to-machine interaction. Raising
the new type of services expects the change of the
technologies in both real and virtual worlds.● Heterogeneity: The devices in the IoT are heteroge-
neous due to various contexts, huge set of diversified
applications, multiple domains of services, and different
set of protocols, hardware platforms, design patterns,
communication interfaces and standards.● Dynamic changes: Every components in IoT change dy-
namically and continuously. New sensors, machines, data,
and analytic are continuously being developed, innovated,
introduced, implemented, which create opportunities for
new services, applications, technologies, and solutions.
For example, the state of devices change dynamically,
e.g., connected and/or disconnected, sleeping and wak-
ing up, collecting, processing, performing new critical
jobs, etc. Moreover, the explosively increasing number of
devices and the device-triggered communication among
them also demand the dynamic changes of IoT.
Fig. 10 illustrates a basic architecture of IoT as well as its
specific every-domain applications. In particular, the IoT basic
architecture consists of three layers: Perception, Network, and
Application [167], [168]. In the first layer, the perception or
objects (devices) represents the physical sensors to collect
useful information/data from things or the environment (such
as querying location, temperature, weight, motion, vibration,
acceleration, humidity, etc.) which are then transformed into
digital form. This layer also has an additional obligation
to mark all objects with unique address identification. The
principal responsibility of the second layer, network layer, is to
help and secure data transmission between the perception and
the application layers. In essence, this layer is a convergence
of networks based on Internet and communication systems
such as wired, wireless and satellite [169]. The application
layer, top layer of conventional IoT architecture, provides the
personalized based services according to user relevant needs.
The main obligation of this layer is to link the major gap
between the users and applications. It combines the industry
to attain the high-level intelligent solutions for IoT specific
every-domain applications such as the disaster monitoring,
healthcare, smart house, transposition, production monitoring,
health care, retail, education. In other aspects, the third layer is
further divided into three sub-layers: The service management
layer – facilitating information processing, decision-making,
and control of pairing request or information processing for
relevant tasks; The application layer – providing the cus-
tomers with smart high-quality facilities according to the pre-
request of the customers; The Business layer – representing
the business model and data received from the application
layer. Recently, due to the high-level requirement of some
applications and services, one more layer has been potentially
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Fig. 10: The overall picture of IoT applications and architecture.
placed between the application layer and network layer which
consists of MEC and fog computing servers to perform some
specific computation duty or pre-data processing.
Although, IoT can potentially benefit modern society, many
technical issues as well as requirements remain to be ad-
dressed. Some fundamental requirements relevant for the IoT
are summarized as follows [166]:
● Identification-based connectivity: The connectivity
among things in IoT needs to be established based on
the thing’s identifier. Also, the possibly heterogeneous
identifiers of the different things are processed in a
unified way.● Interoperability: Interoperability needs to be ensured
among heterogeneous and distributed systems for provi-
sion and consumption of a variety of information and
services.● Autonomic networking: IoT needs various intelligent
control functions for autonomic networking includ-
ing self-management, self-configuring, self-healing, self-
optimizing and self-protecting techniques and/or mecha-
nisms, in order to adapt to different application domains,
different communication environments and large numbers
and types of devices.● Autonomic services provisioning: The services need to
have the capabilities of capturing, communicating and
processing automatically the data of things based on
the rules configured by operators or customized by sub-
scribers.● Location-based capabilities: Location-based capabilities
complying with security laws and regulations need to be
supported in the IoT for autonomic services.● Security: Security concerns need to be carefully ad-
dressed when handling of data and information is in-
volved in IoT.● Privacy protection: Privacy protection needs to be sup-
ported in the IoT. Many things have their owners and
users. Sensed data of things may contain private in-
formation concerning their owners or users. The IoT
needs to support privacy protection during data trans-
mission, aggregation, storage, mining and processing.
Privacy protection should not set a barrier to data source
authentication.● High quality and highly secure human body related
services: High quality and highly secure human body
related services need to be supported in the IoT. Different
countries have different laws and regulations on these
services.● Plug and play: Plug and play capability needs to be
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supported in the IoT in order to enable on-the-fly gen-
eration, composition or the acquiring of semantic-based
configurations for seamless integration and cooperation
of interconnected things with applications, and respon-
siveness to application requirements.● Manageability: Manageability needs to be supported in
the IoT in order to ensure normal network operations.
IoT applications usually work automatically without the
participation of people, but their whole operation process
should be manageable by the relevant parties.
For more information on the techniques and future trends of
IoT, we invite the reader to further refer to the following
references.
B. Motivation to use MEC for IoT and challenges
ETSI, in its report [170], has distinguished IoT as one of the
most important MEC application instances. With the predicted
surge in the number of connected IoT devices which include
all types of smart objects ranging from sensors and actuators
to smart vehicles, machines, MEC has become increasingly
necessary. There are many benefits of employing MEC into
IoT systems, including but not limited to, lowering the amount
of traffic passing through the infrastructure and reducing the
latency for applications and services [171]. Note that delay
is a key performance metric in provisioning the Quality of
Service (QoS) for many IoT applications. Among these, the
most significant is the low latency introduced by MEC due
to the reduced physical and virtual communication distance.
With MEC deployment, edge computing (or fog computing) is
deployed to distribute a part of virtual machines (VMs) from
the cloud computing centers to the network edge. Therefore,
fog computing can alleviate the computing and routing burdens
significantly and improve resource utilization. Since the fog
node is closer to the IoT devices, the end-to-end delay can be
reduced. Additionally, the use of MEC in IoT can enable the
lower energy consumption of end users and reduce pressures
on the computation load in the cloud. MEC empowers tiny
IoT devices with significant additional computational capa-
bilities through computation offloading. Furthermore, MEC
has opened many new frontiers for network operators, service
and content providers to deploy versatile and uninterrupted
services on IoT applications.
Inversely, IoT also energizes MEC with mutual advantages.
In particular, IoT expands MEC services to all types of smart
objects ranging from sensors and actuators to smart vehicles.
MEC architecture can be seen as the middle layer which
can aggregate and process the small data packets generated
by IoT services and provide some additional special edge
functions before they reach the core network. Integrating MEC
capabilities to the IoT systems come with an assurance of
better performance in terms of quality of service and ease
of implementation. To realize the benefits of MEC for IoT
applications, several technical aspects such as scalability, com-
munication, computation offloading and resource allocation,
mobility management, security, privacy, and trust management,
should be considered.
a) Scalability: The IoT environment will require a dy-
namic range of capabilities in the network space if such large
numbers of devices are to be supported effectively [172].
This requires MEC to be applied to many different possible
scenarios. The larger the deployment scenarios for MEC the
broader the range of capabilities it can handle, this also
translates to higher scalability for MEC-enable technologies
like IoT.
b) Communication: In MEC-enabled IoT systems, MEC
servers are placed as the middle layer between IoT devices
and cloud. Hence, there are main communication categories:
(i) wireless access between edge computing nodes and IoT
devices; (ii) wireless/fiber/cable backhaul access between edge
node and cloud; (iii) communication among MEC servers
[172]. These communication categories together with number
of connected devices in MEC-enabled IoT systems require
addressing heterogeneous communication technologies, e.g.,
FiWi, mmWave, massive MIMO, 5G, and Low-Power Wide
Area Networks (LPWANs) [173]–[176].
c) Computation Offloading and Resource Allocation:
Providing computation offloading is the important service of
MEC in IoT which not only prolongs the battery life of
the IoT sensor nodes, but also reduces end-to-end latency
needed for executing explicit applications. To maximize the
benefits of MEC, one should address the joint computation
and communication resource allocation [177].
d) Mobility Management: In MEC-enabled IoT, a large
majority of the nodes will be mobile nodes or attached on the
moving objects (people, vehicles, robots, etc.) which demands
MEC to offer an ultra-reliable mobility management scheme
for IoT applications.
e) Security and Privacy: Security and privacy are the
critical issues of edge network due to lack of physical security
and the absence of or weakness of security framework in the
devices using edge computing [178]. In addition, data sharing
for remote processing at edge computing node could raise
a lot of privacy concerns [179]. Thus, developing security
framework and protecting the privacy for MEC-enable IoT
are the application challenges in present and future networks.
f) Trust management: Trust in MEC-enabled IoT is
not only limited to system security robustness and privacy
preservation [178], the latency and reliability, but also the
trust relationship among all IoT system entities. It includes the
reliability of data sensing and collection in the IoT perception
layer, the efficiency and trustworthiness of big data handling
in the IoT network layer, the quality of IoT services and
identity trust. To provide an effective trust management, MEC
server should introduce more trust related objectives such as
maintaining the trust for computation offloading IoT services
or collected data to the edge cloud and the cooperative trust
among edge servers. The edge servers should ensure the
trustworthiness of end users and IoT devices, which acquire
the resources from the edge cloud. Likewise, the edge servers
should also assure their reliability and trustworthiness to
the end users/devices and other edge servers for providing
guaranteed services. More importantly, the efficient resource
sharing among the edge servers has to be accomplished based
on a proper trust management framework. The comprehen-
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sive literature surveys in [180], [181] summarize the recent
research works on IoT trust.
To gain the deeper understanding of the technical require-
ments in MEC-enabled IoT, interested readers are recom-
mended to refer to the existing survey papers on MEC-IoT
topic which are listed in Table IV.
C. State of the Art - MEC-enabled IoT Application Scenarios
This section provides a survey on recent MEC-enable IoT
application scenarios.
1) Smart home and Smart city: One of the most important
use cases of IoT is smart city and its important subset smart
home. Recently, the MEC contexts and novel 5G technologies
have enabled to emerge the judicious edge big data analysis
and wireless access for IoT systems to further improve the
urban quality of life for citizen. For instance, an fog-based IoT
automation mechanism was validated in [194] to optimize the
resource management for smart home systems. By leveraging
the fog-enabled Cloud computing environments, the novel
implemented smart home systems can reduce 12% utilized
network bandwidth, 10% response time, 14% latency and
12.35% in energy consumption. An innovative analytics on
IoT captured data from smart homes was presented in [195]
employing the fog computing nodes. This fog-based IoT sys-
tem can address the challenges of complexities and resource
demands for online and offline data processing, storage, and
classification analysis in smart homes. For monitoring and
controlling the smart home or smart buildings, [196] presented
some solutions, reference architecture, and testbed relying
on Information Centric Networking (ICN) with Cloud/Fog
resources. Using the concept of fog computing at the edge
of the network, [197] proposed a framework for monitoring
the patient health in smart homes. By embedding data mining,
distributed storage, and notification services, the proposed
model enables to make decision based on real-time healthcare
data with better accuracy and response time in comparison
to other classification algorithms. Increasing speed rates and
decreasing latencies in wireless communication in IoT-based
smart home systems by employing distributed fog computing
resources was considered in [198]. In particular, a Home
Automation System (HAS) was implemented carrying out
seamless communications among ZigBee and WiFi devices
which shows that the developed fog services respond several
times faster than the evaluated cloud services, and that cross-
interference has to be taken seriously to prevent collisions.
For the smart city use cases, many aspects have been studied
recently. Considering the security and privacy, [199] proposed
a blockchain-based smart contract services for the sustainable
IoT-enabled economy in mega smart cities. At the fog nodes,
AI is employed for processing and extracting significant event
information, and blockchain algorithms are then exploited
to save and deliver results for safety. An MEC-enabled IoT
system for green energy management in smart city was de-
signed in [200]. Applying the deep reinforcement learning,
the proposed mechanism enables to manage the energy grid
more efficiently. [201] also confirms the benefits of enabling
MEC in IoT-based smart city systems by proposing a scalable
and sustainable IoT framework integrating hierarchical mul-
tiple access and computation offloading between MEC and
cloud to support the smart city vision. Numerical comparison
results demonstrate the efficiency of the proposed framework
in reducing the end-to-end delay and energy consumption
of computing data from massive IoT devices. Safety and
convenience aspects were also considered in [202] where a
smart routing for crowd management algorithm based on deep
reinforcement learning is developed to make the distributed
computing and communication infrastructure thoroughly vi-
able while simultaneously satisfying the latency constraints of
service requests from the crowd.
2) Education and Smart School: In IoT era, the innovative
and easy-to-use technology products are expected for the
smart-school and e-learning systems to help engage students
learn new things more effectively, efficiently, flexibly and
comfortably. Some features of smart learning environments
were presented in [203] as behaviours (recorded location,
activities), resource connection, ubiquitous, technology-riched
environment of services and platforms. To realize these fea-
ture, the smart computing with at the edge with multiple-tier
MEC plays a key role. The MEC-enabled IoT frameworks in
[204]–[206] focus on behaviour features by monitoring the
student’s location and activities in smart school environment.
In particular, [204] developed a school shuttle bus system for
tracking the locations of students and vehicles in which a
Raspberry Pi-based MEC server is implemented on each bus.
[205] designed a platform to identify any student activities
that occur at the classroom level in which the raw indoors
environment data is processed at an edge computing server
(Raspberry Pi) for detecting the presence of individuals in
classroom. [206] exploited the deep learning algorithms in an
MEC-enabled IoT smart classroom for person recognition. In
addition, enabling MEC with cloud functions can increase the
efficiency of mobile learning and the competence of context
learning [207], [208]. With a comparative performance study
and analysis, the work shows that the edge and fog com-
puting can reduce latencies and achieve real-time responses
for the present IoT application. In particular, [209] proposed
an OpticalFog assisted virtual reality (VR) framework to
enhance the elearning experience while the Quality of ex-
perience (QoE) is improved with low latency. A campus
edge computing network in the hardwaresoftware co-design
process was proposed in [210], in which the radio-access
edge-computing devices were implemented over street lighting
system. The platform enriches the learning environment by
integrating regulatory networks, mobile wireless networks,
with computing services in the university. Neural network
learning algorithms were employed to manage the computing
resource and allocate resources efficiently. An edge computing
system framework for university education was also proposed
in [211], which includes the infrastructure layer, the resource
management layer and the data support layer in order to
provide hardware support, management of computing resource
and storage resource, and security control respectively. In
this system, the network resources are optimized to meet
the requirements of response time, energy consumption and
security, and improve the effects of teaching and learning.
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TABLE IV: Summary of existing survey papers on MEC-IoT topic.
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[33] A holistic overview on the exploitation of MEC technology for the realization of IoT applications
and their synergies. Technical aspects of enabling MEC in IoT and provide some insight into
various other integration technologies therein.
✓ ✓ ✓ ✓ ✓
[182] The current research state-of-the-art of 5G IoT, key enabling technologies, and main research
trends and challenges in 5G IoT
✓ ✓
[183] Proposing a Mobile Edge Internet of Things (MEIoT) architecture by leveraging the fiber-wireless
access technology, the cloudlet concept, and the software defined networking framework
✓ ✓ ✓ ✓
[184] Explaining the shortcomings of the network methodologies to support them. Discussing the
relevant network methodologies which may support the real-time IoT analytics. Presenting
research problems and future research directions.
✓ ✓ ✓ ✓
[185] Proposing a hierarchical fog computing architecture in each fog node to provide flexible IoT
services while maintaining user privacy: each user’s IoT devices are associated with a proxy VM
(located in a fog node), which collects, classifies, and analyzes the devices’ raw data streams,
converts them into metadata, and transmits the metadata to the corresponding application VMs
(which are owned by IoT service providers)
✓ ✓ ✓ ✓
[186] A comprehensive survey on the recent research and technological development in the area of
MEC and its application domains, research challenges, and open issues in IoT.
✓ ✓ ✓ ✓ ✓
[187] Proving a brief tutorial on MEC technology, an overview of the MEC framework, architecture,
and its role in IoT.
✓ ✓ ✓ ✓
[188] Advocating edge computing for emerging IoT applications that leverage sensor streams to
augment interactive applications.
✓ ✓
[189] A new architecture is proposed to store and process scalable sensor data. ✓ ✓ ✓
[190] A concise tutorial of three edge computing technologies including MEC, cloudlets, and fog
computing.
✓ ✓ ✓ ✓
[191] The hardware architectures of typical IoT devices and sums up many of the low power techniques
which make them appealing for a large scale of applications
✓ ✓ ✓
[192] A comprehensive survey on the employment of fog computing to support IoT devices and
services.
✓ ✓ ✓ ✓
[193] An overview on edge-assisted data processing for IoT from security and efficiency perspectives. ✓ ✓ ✓ ✓ ✓
On another approach, [212] presented an IoT-based platform
that provides an integrated solution for real-time monitoring
and traffic-management of 18 educational buildings. In this
platform, the sensor data processing takes place at the edge
devices (e.g., such as Raspberry Pi) to reduce the network
traffic across the network core layers. The evaluation indicates
that with edge-computing deployment can increase the traffic
up to 5 times higher from the existing one.
3) Healthcare: Healthcare solutions with more intelligent
and prediction capabilities have been developed and imple-
mented based on the rapid developments of IoT and cy-
ber physical systems. MEC-enabled IoT has shown a huge
potential in improving the performance of healthcare sys-
tems which includes but not limit to the mobile monitoring
healthcare scheme. In this scheme, the MEC-enabled gateways
can offer several higher-level services such as local storage,
real-time local data processing, embedded data mining, etc.
beside controlling the data transmission [213]. These enable to
empower the system to deal with many challenges of managing
the remote devices, i.e., security, reliability, latency, energy
efficiency issues. Freshly, Li et al. in [214] considered the
security issue in mobile healthcare systems by proposing a
secure and efficient data management system named Edge-
Care. In this system, healthcare data and facilitating data
trading are processed at edge servers with security consid-
erations. The Stackelberg game-based optimization algorithm
is designed to optimize the data collection mechanism and
fair decentralized data trading. Focusing on improvement of
latency and reliability performance, [215] proposed BodyEdge,
a novel body healthcare architecture consisting of a tiny mobile
client module and an edge gateway for collecting and locally
processing data coming from different scenarios. A real imple-
mentation of this platform demonstrates its great advantages
in terms of high reliability, low data load and processing
delay. Sharing the same view, [216] implemented an accurate
and lightweight classification mechanism employing the edge
computing to detect the seizure at the network edge based on
the information extracted from the vital signs with precise
classification accuracy and low computational requirement.
The implementation results show that the proposed system out-
performs conventional non-MEC remote monitoring systems
by: (i) achieving 98.3% classification accuracy for seizures
detection, (ii) extending battery lifetime by 60%, and (iii)
decreasing average transmission delay by 90%.
Additionally, MEC-enabled IoT is also applied in the
emergency medical scenarios in which the managing and
processing the patients’ information requires high reliability
and low latency. For instance, Soraia et al. [217] proposed
a resource preservation net (RPN) framework integrated with
cloud and edge computing which can be exploited for Emer-
gency Department (ED) systems. In this framework, the key
performance indicators such as patient length of stay (LoS),
resource utilization rate and average patient waiting time
are modeled and optimized with considering high reliability,
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efficiency and security. [218] employed MEC with computing
resources close to the end devices for efficient processing real-
time medical data such as video-based heart rate. Interestingly,
experimental results have shown that the best performance can
be achieved under multi-layer offloading model where both the
edge server and the cloud server are employed.
4) Autonomous Vehicles/IoT Automotive: In [219], 3GPP
has identified 5G as the key technology supporting the
Vehicle-to-Everything (V2X) concepts in several use cases:
Information (state map, environment, traffics) sharing, vehicle
platooning, remote driving, grouping-based cooperative driv-
ing, communication between vehicles, cooperative collision
avoidance, dynamic ride sharing. The QoS requirements in
data rate and communication range may vary in different
V2X applications [220], [221]. However, the crucial factors
such as ultra low latency, high reliability, and security have
to be improved due to the safety in most of use cases,
which can be fulfilled by employing MEC technologies [222],
[223]. The security concepts were considered in [224] which
enables a Cooperative Intelligent Transportation System (C-
ITS) with MEC for increased safety on roads and future
autonomous vehicle deployments. In this system, an MEC-
equipped cell tower hosting V2X services is deployed to
allow local communication with dynamic scalability and low
latency for increasing the traffic efficiency with smoother and
more efficient traffic flow. [225] focused on the latency in
MEC based dense millimeter wave V2X networks. In this
system, the offloaded computing tasks and transmit power
of vehicles and road side units was optimized for minimiz-
ing the energy consumption under delay constraint resulting
from vehicle mobility, based on which the trade-off between
between energy consumption and task computing latency is
illustrated. Moreover, the placement of the MEC server within
the RAN provides flexible network services for the vehicle
and to efficiently control the radio network resources [226].
In addition, the deep learning can be enabled at the edge side
with MEC deployment in V2X networks based on which the
performance on information sharing and communication can
be improved [227], [228]. For instance, the object recognition
enhancement with MEC enabling deep learning was studied
in [229] where an Intel Movidius Neural Compute Stick along
with Raspberry Pi 3 Model B is used to analyze the objects in
the real time images and videos for vehicular edge computing.
5) Industrial Internet: MEC yields a significant paradigm
shift in industrial IoT (IIoT), well-known as Industry 4.0
[230], by bringing resource-rich edge data center and M2M
communication for the lightweight IIoT mobile devices (MDs)
in IIoT domain [231], [232]. Intelligently managing the edge
resources, MEC enables to power the IIoT system to address
some significant issues, e.g. latency, resilience, cost, peer-
to-peer, connectivity, security. For instance, [232] considered
the joint resource allocation and offloading problem in MEC-
enabled IIoT systems where two auction-based schemes with
claimed bids and asked prices given by edge servers were
proposed. The results show that enabling MEC in IIoT can
improve the system efficiency significantly. The SDN and
MEC were employed for IIoT in [233] to dynamically classify
the traffics with different latency constrains. The work aims
to optimize the routing path considering the aggregation of
time deadline, traffic load balances, and energy consump-
tion to provide better solution for IIoT data transmission in
terms of average time delay, throughput, energy efficiency,
and download time. [234] proposed a service popularity-
based smart resources partitioning (SPSRP) scheme for fog
computing-enabled IIoT. By demonstrating the notable perfor-
mance improvements on delay time, successful response rate
and fault tolerance, the authors confirm the significant benefit
of enabling fog computing to cope with the large-scale IIoT
services. Another use case of MEC in IIoT was presented in
[235] where parallel computing with MEC servers is imple-
mented to improve the efficiency of equipment identification.
In particular, adopting the long short-term memory to analyze
big data features and build a non-intrusive load monitoring
system with MEC can enlarge the average recognition rate
to over 80%. [236] presented an interesting MEC-IIoT use
case with network congestion caused by transferring raw data
(e.g., pictures or video clips) between publisher and workers.
In this work, a smart blockchain-based platform with many
MEC servers is employed to effectively solve the network
congestion. MEC can also be applied for smart IoT-based
manufacturing to improve edge equipment, network commu-
nication, information fusion, and cooperative mechanism with
cloud computing [237], based on which the excellent real-
time, satisfaction degree and energy consumption performance
of the manufacturing system can be significantly improved
[238]. Caching management for IIoT system can be improved
by enabling MEC as studied in [239] in which a proposed
cache architecture for MEC-enabled IIoT system can achieve
higher goodput and real-time and other performance. [240]
implemented the coordination of AI at the edge to enhance
the range and computational speed of IIoT devices remarkably.
The proposed AI and MEC-based IIoT framework enables to
increase the energy efficiency and battery lifetime at accept-
able reliability ( 0.95) by appropriately tuning duty-cycle and
TPC unlike conventional methods.
6) Retail: In retail businesses, IoT technology is playing
an important role with many benefits that include but not
limited to connecting e-customers to store window, sales assis-
tants to e-commerce sites. With the power of edge/fog/cloud
computing resource, IoT also enables to collect and analyze
the big retail-related data for efficiently managing business
strategy and transforming the way retailers locate and track
their stock to near 100% accuracy [241], [242]. However,
there is limited number of academic published research works
explicitly focusing on MEC-enabled IoT for retail business
[243]. Recently, [244] proposed a targeted advertising in retail
(TAR) framework to learn the interests of customers in-store
using accurate tracking cameras. The results show that TAR
achieves 90% accuracy in two different real-life deployments,
which is 20% better than the solution in literature. An MEC-
based electronic coupon distribution system, namely Aggio,
was designed in [245] that enables the distribution of lo-
calized, targeted coupons while minimizing bandwidth and
energy usage. User’s privacy and security is guaranteed in
this mechanism since the customers’ information including
interests and shopping decision are stored in the edge devices,
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the privacy preserving communication between the shopper’s
mobile device and the Coupon Hubs is considerably employed.
A new robust retail point of sale (POS) system leveraging
Blockchain and Edge Computing techniques were developed
in [246] in which the transaction records are stored in the
blockchain network with distributed POS edge computing
servers to deal with unexpected network interruptions. [247]
developed an automatic date fruits classification system to
satisfy consumers in smart cities. A deep learning approach
together with edge computing and caching techniques were
utilized in this framework to provide a low latency and real-
time transmission of the date fruits images to customers
efficiently.
7) Wearable IoT, AR and VR: The newly emerging appli-
cations corresponding to mobile Augmented Reality, Virtual
Reality (AR/VR) and wearable devices, e.g., smart glass
and watch are anticipated to be among the most demanding
applications over wireless networks so far, but there is still lack
of sufficient capacities to execute sophisticated data processing
algorithms. To overcome such challenges, the emergence of
MEC and 5G techniques would pose the longer battery life-
time, powerful set of computing and storage resources, and low
end-to-end latency [248]. Sharing this view, [249] presented
Outlet system to explore the available computing resources
from user’s ambience, e.g., from nearby smart phones, tablets,
computers, Wi-Fi APs, and so on, to form a mobile computing
edge for executing the offloading tasks from wearable devices.
Promising performance achieved by Outlet, e.g., mostly within
97.6% to 99.5% closeness of the optimal performance, has
demonstrated the advantage of enabling edge computing tech-
nique into wearable IoT systems. [250] proposed a precise and
pervasive ergonomic platform for real-time risk assessment
in the healthcare wearable IoT systems. A mobile computing
layer is implemented in this platform for synchronizing and
pre-processing the collected data from wearable sensors. Then,
processed data is stored at the server layer for further analysis.
Leveraging by MEC context, the system usability scale is
up to 76.6. [251] presented an application of inhomogeneous
Poisson point processes with hard-core repulsion to model
feasible MEC infrastructure deployments. With the presented
methodology a mobile network operator knows where to
locate the MEC points of presence (PoPs) and associated base
stations to support a given set of services. An effective solution
with MEC to deliver VR videos over wireless networks was
presented in [252] where a task scheduling strategy was pro-
posed to minimize the communication-resource consumption
under the delay constraint. The work also demonstrates the
interesting tradeoffs among communications, computing, and
caching. MEC-based mobile VR was also considered in [253].
Specifically, a novel delivery framework enabling field of
views caching and post-processing procedures at the mobile
VR device was proposed to optimize resource allocation. The
work demonstrates that the proposed framework is able to
save communication bandwidth while meeting low latency
requirement. Employing edge computing and mmWave trans-
mission for VR services, [254] proposed a novel framework
to minimize the computing latency by employing proactive
computing and caching to pre-compute and store users’ HD
video frames. Simulation results in this work demonstrate
that edge computing and mmWave transmission can reduce
30% end-to-end delay. Increasing the performance of VR
devices by using edge servers was considered in [255]. In
this work, Li et al. suggested to let an edge server adaptively
memorize the previous results of VR frame rendering of one
user and considerably reuse them for others to reduce the
computation load. The implementation over Android OS and
Unity VR application engine demonstrates that MEC enables
to impressively reduce more than 90% computation burden,
and more than 95% of the VR frame data being transmitted
to mobile devices.
8) Mechanized Agriculture with IoT: IoT emerging the use
of low-cost hardware (sensors/microcontrollers) and 5G com-
munication technologies has opened new era for cultivating
soil, namely “smart agricultural” [256], [257]. MEC-enabled
IoT can offer advanced abilities for smart agricultural, e.g.,
predictive analytic, weather forecasting for crops or smart
logistics and warehousing [258]. Recently, there are some
works on emergence of MEC and IoT in agriculture. In
particular, [259] considered the water monitoring platform, an
important issue in the smart IoT-based agricultural. This work
proposed an intelligent agricultural water monitoring system
with advanced Mobile Edge Computing (MEC) technology to
effectively manage the data collected by the sensor system in
real time. As a part of EU DrainUse project, [260] presented a
local/edge/cloud three-tier platform for monitoring and man-
aging soil-less agriculture in full recirculation greenhouses
using moderately saline water. In this platform, the edge plane
is deployed to increase system reliability against network
access failures while the data analytic modules are located
in the cloud. To protect the plant on the vineyard fields,
[261] implemented a disease alerting platform using a low-
cost sensors in the municipality of Vilafame´s (Castello´, Spain).
In this platform, the edge computing is deployed to improve
the capablity of monitoring meteorological phenomena collect
(temperature, humidity, etc.) based on that an alert disease
model on the cultivation of the vine is developed for improving
the product quality.
9) Environment/Disaster Monitoring: Nowadays, disaster
detection by monitoring the environment conditions (air qual-
ity, noise detection, waste management, water pollution) from
many threats has become a major issue for avoiding or
reducing infrastructural damages, monetary costs, distresses,
injuries and deaths caused by natural and human-induced
disasters [262]. When disaster happens, quick actions are vital
to mitigate the potential damage from the disasters, ensure
immediate and suitable assistance to the victims, and attain
effective and rapid recovery. In these scenarios, the MEC-
enabled IoT technology has the potential to be very useful
where the big data of information analytics can be performed
on the edge of the system dynamically. [263] proposed an
edge computing architecture adequate for massive scale mobile
crowd-sensing services with large number of wearable sensors
monitoring environmental conditions over large geographical
areas. The system supported by MEC facilitates coordination
between multiple devices can reduce the latency relating
to communication and information collection. Regarding the
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smartphones, [264] developed a cellular-based multiple-access
Edge Computing network to collect environment information
in which smartphones can interact with the cellular network
and the IoT devices at the same time. Monitoring the marine
environment with IoT including cloud, fog, and edge comput-
ing mechanisms was also discussed in [265]. For disaster man-
agement, a Crowd-sourcing Disaster Management Fog Com-
puting (CDFMC) is recommended by authors in [266] which
takes advantage of fog computing platform. In this system,
a block-chain data offloading mechanism was proposed for
sending IOT data to fog layer when the regular communication
links are destroyed. [267] studied an edge computing-based
systems equipped with sensors and augmented reality devices
for supporting operations in the scenarios of medium or large-
scale accidents. The proposed system enables the coordination
of fire brigade teams to manage the resources, minimize the
time for exploiting local and external information and also
considers the security and dependability issues. Matthias et
al. in [268] realized a cooperative edge framework in wire-
less sensor network for hazard monitoring with co-detection
technique to avoid false positive warnings and to actively
identify humans in hazard zones. A machine-learning-based
classification is implemented for substantially reducing the
total consumed power and improve the sensors’ response time
and memory requirement. A platform to detect potholes and
road monitoring was studied in [269] to cope with flooding
on the roads in rainny seasons for traffic safety.
D. Learned Lessons and Potential Works
Several research works and implementations in the literature
have demonstrated that MEC is an ideal solution for IoT
systems. In many applications and use cases, exploiting MEC
resources for managing the data collection or pre-processing
the massive data at the edge networks is able to lead to signif-
icant advantages. These advantages include but not limited to
reducing the radio resource consumption (i.e., 12% in [194]),
shortening the reaction time (i.e., 10% in [194]), lessening
the system latency (i.e., 14% in [194], 90% in [216]), and
diminishing the overall energy consumption (i.e., 12.35% in
[194]). In addition, MEC also helps offloading the computa-
tional burden at IoT devices, which results in prolonging their
battery life (i.e., 60% in [216]), increasing the accuracy rate
of task processing (i.e., improving the seizures detection rate
over 98% in [216]), mitigating the amount of transmission
data (i.e., 95% in [255]), and lowering the computation load
(i.e., 90% in [255]). However, to maximize benefits of MEC in
IoT applications, one requires the more efficient management
of the MEC resources and access networks, and capacities
as well as abilities of the IoT components or elements.
These demands open many potential research directions to
effectively governance MEC in IoT systems. The future works
considering the technical aspects of IoT and MEC, i.e., scal-
ability, communication, computation offloading and resource
allocation, mobility management, security, privacy, and trust
management, have been well indicated and manifested in some
recent MEC-IoT surveys, such as, [33], [186], [188], [191]–
[193]to which the interested readers are recommended to refer.
In the following, we discuss key open problems in MEC-
enabled IoT systems which are different to the mentioned
challenging technical aspects.
● Effective cooperation in dense MEC-based IoT networks:
Currently, each MEC server is deployed by the edge
infrastructure providers (EIP) to supply the computing
and radio access services to a specific set of distributed
edge IoT nodes at the IoT network edge. In addition, a
provisioning set of computation or networking functions
including data analyzing, compressing, caching, routing,
etc., are installed at a distributed MEC server to serve its
set of devices from the aspect of their applications. In the
dense IoT-based smart cities, massive heterogeneous IoT
devices running diverse advanced services corresponding
to various domains of city life [270]. This leads to a
huge number of devices with diverse service requirements
from different EIPs locating in a same geographical area.
Although an out-set-of-function service requirement can
be supported by MEC by offloading raw data to cloud
for processing, this may lead to huge cost of energy and
time. In addition, non-cooperative edge servers deployed
by different EIP may result in severe under-utilization of
resources. Hence, enabling cooperative edge computing
environment can open the resource of many types of edge
computing servers for serving the diverse requirements in
the dense IoT networks. However, to realize the cooper-
ation among the edge nodes to maximize their benefits,
several particular challenges should be solved: The trade-
off between the cloud and the edge; The optimization
of the service placement on distributed and limited edge
resources; The contradiction between the computation-
intensive edge services and the limited edge resources
[271].● Employing AI techniques in MEC-based IoT systems: Re-
cently, AI techniques with ML/DL have been considered
as important tools for processing big data in the IoT-based
environment. The integration of machine/deep learning
and AI algorithms at the edge of the networks can
provide efficient data analysis, make accurate decisions,
predict tasks at the network edge, optimize the mobile
edge caching, computation offloading, and preserve net-
work security and data privacy. In addition, adopting AI
techniques for MEC-enabled IoT system can extract the
behaviors of physical/networking resources and users in
different time and scenarios, dynamically monitor and
adjust the configuration of network resources, and realize
real-time data collection of loT, efficient processing of
computation, based on which the intelligent services
for heterogeneous IoT devices can be optimized [272].
However, to apply the AI technology regularly requiring
big data processing at the edge nodes which are com-
monly equipped limited computation, storage resource,
one needs novel ML/DL-based algorithm with distributed
computing and data access which is an challenging issue
for the future works.
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Fig. 11: Heterogeneous Networks Architecture [273].
VII. MEC IN DENSE HETEROGENEOUS NETWORKS
A. Fundamentals of HetNets
In response to an unprecedented increase in network traffic
volume and the massive number of connected devices, network
densification has become the cornerstone of the 5G networks,
where more base stations and access points are added and
spatial spectrum reuse is exploited. HetNet is defined as
an integration of higher-tier macrocells and lower-tier small
cells, for example, picocells, femtocells, and relay nodes as
illustrated in Fig. 11. In other words, HetNets are created by
integrating small cells into the existing cellular networks to
provide seamless device-to-core network connectivity [274].
Nodes in HetNets can adopt and employ different access
technologies over both licensed and unlicensed bands, for
example, one node can use LTE as the access technology
while the other uses WiFi. According to [274], the minimum
requirements of HetNet architectures are as follows:
● Scalability: Since many thousands of small cells can be
deployed in one single network, the new architecture
should support sufficient scalability.● Transparent integration: This requirement means that the
deployment of small cells to the existing cellular networks
should be easy and transparent.● Security: Small cells are usually deployed in insecure
environments, thus the new architecture should provide
sufficient security for both mobile networks and users.● Limited backhaul capacity: With the increasing network
densification, deploying all small cells with wired back-
haul would not be a feasible and cost-effective solution
due to fiber backhaul link installation obstacles [70].
This has motivated the adoption of wireless backhaul for
small cells so as to enable small cells receiving from and
sending data traffic to macro base stations (MBSs) in a
wireless fashion.
HetNets have been developed because of many reasons.
Main benefits of HetNets are summarized as follows [275]:
● Better coverage and capacity: As more small cells are
integrated into HetNets, the distance between transmit-
ters and receivers becomes shorter. Therefore, HetNets
can prolong battery life and achieve higher signal-to-
interference-plus-noise ratio (SINR), thus resulting in
larger capacity [275]. The larger the number of small
cells is, the higher the number of users can be served
in an area with the same spectrum, hence, HetNets can
improve the spectral efficiency or network capacity.● Improved macrocell reliability: By means of traffic of-
floading, macrocells can reserve their resources to provide
better quality to their serving users.● Cost benefits: The deployment of small cells can re-
duce the operational expenditure and capital expendi-
ture of cellular network operators [276]. According to
[277], expenses scale from $60000/year per macrocell to
$200/year per femtocell.● Reduced subscriber turnover: When small cells are avail-
able, mobile users are not limited by poor coverage
of macrocells, thus removing the tendency to keep the
wireline connection or switch to other MNOs.
Recently, in the context of 5G networks, HetNet is consid-
ered under the terms of dense network, hyper-dense network,
extremely-dense network, and ultra-dense network [278].
Here, the term “dense” refers to an extreme point, where the
number deployed BSs becomes higher than the number of
active users. There are several points that make dense HetNet
different from regular HetNet as well as traditional networks
[279]. Firstly, the density of users is larger than that of BSs,
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thus it is possible that a mobile user is under the coverage of
multiple small-eNBs. In such a scenario, user association is
required for users to determine the suitable eNB to associate
with and plays an important role in optimizing the operation
and improving the performance of dense HetNets. However,
an adverse consequence of network densification is frequent
handover, which significantly affects the instant performance
[47]. More specifically, each handover necessitates the need
for information exchange between users and eNBs, and the
connection can be dropped if the handover operation fails
[280]. Secondly, forwarding and receiving (i.e., backhauling)
massive traffic from small-eNBs to macro-eNBs and over the
core network is challenging. Actually, backhaul for small cells
consists of wired and wireless backhauling [70]. Choosing
these backhaul solutions would depend on several factors,
such as the cost of implementing backhaul connections, traffic
load intensity, latency, and service requirements of mobile
users. As small cells are densely deployed in 5G networks,
implementing wired backhaul for a great number of small
cells would not be affordable or even feasible. In this context,
wireless backhaul has emerged as a viable solution and has
received enormous attention from the academic and industry
communities [281]–[283]. Thirdly, interference is a limiting
factor in dense HetNets. As network densification increases,
the distance among small cells becomes smaller but the
interference becomes more severe. Compared to traditional
networks, new types of interference are introduced in (dense)
HetNets: macro- to small cell interference, small- to small
cell interference, and small- to macrocell interference. As
the fundamental limits of capacity and achievable data rates
mainly depend on the received interference, new and efficient
interference management schemes, e.g., small-eNB on/off and
frequency reuse, are of importance for guaranteeing the net-
work performance. Finally, more sophisticated and practical
propagation models are required in dense HetNets [279].
While users and eNBs are positioned in 2D planes in tra-
ditional networks and regular HetNets, they can be distributed
over both the horizontal space and vertical dimension in dense
HetNets, such as in urban areas with many skyscrapers. In
such a case, mobile users are close enough to the targeted
eNBs to establish the line-of-sight (LoS) connections. On the
other hand, the received signal at mobile users can be largely
dominated by the LoS interfering links. This makes the single-
slope path loss model used in regular HetNets not suitable for
propagation modeling in dense HetNets [284].
In order to model, optimize, and analyze dense HetNets,
several performance metrics have been used in the existing
literature, including SINR distribution/outage probability, rate
coverage and rate outage, average spectral efficiency (SE),
area SE, network throughput, energy efficiency, and fairness
and priorities. Several techniques can be used to address the
challenges of dense HetNets, e.g., centralized optimization,
stochastic geometry, game theory, and machine learning. For
more information on these metrics and mathematical tools, we
invite the reader to further refer to the following references
[278], [285]–[287].
B. Motivations and Challenges
While the concept of HetNets has been introduced for
almost a decade, the concept of edge computing and MEC
has been recently developed by ETSI since 2014. On the
one hand, the main idea behind HetNets is to offload traffic
from macrocells to small cells so as to reduce the congestion
in macrocells as well as enhancing the user QoS and the
network performance. On the other hand, MEC is to move
computing capabilities and storage resources from the core
to the network edge. Despite different developing reasons
and goals, HetNet and MEC share various similarities and
complement each other. First, both the concepts aim at bring-
ing manageable resources close to end users, wireless radio
resources with HetNets and computing resources with MEC.
Two terms, traffic offloading and computation offloading, are
very common in HetNet and MEC. Specifically, the former
indicates the offloading process of traffic data from higher-
tier macrocells to lower-tier small cells, and the latter implies
a typical use case of MEC as computing tasks can be of-
floaded from local resource-poor users to remote MEC servers.
Next, the popularity of smart phones and the unprecedented
increase in traffic volume have motivated the prosperity of
many emerging services and applications, which usually have
strict requirements of compute-intensive, delay-sensitive, ultra-
reliable, and high-data-rate. The combination of MEC and
HetNet is unavoidable to comply with these requirements. We
consider the IoT with several thousands of users with low-
latency and compute-intensive applications as an example. An
MEC server that is collocated with the macro-eNB would not
be able to serve a very large number of IoT devices due to
the fact that MEC servers have typically limited computing
resources. Moreover, because of small size and insufficient
battery energy, many IoT devices are tiny and not able to
directly connect with the macro-eNB collocated MEC server.
In such a case, the presence of small cells can not only
move storage and computing resources closer to users, but also
decrease the transmission range between IoT devices and MEC
servers, thus supporting the direct connection and reducing the
latency. Thirdly, merging MEC with the dense deployment
of small-eNBs is a potential solution for using cloud func-
tionalities in a real-proximity and low-latency manner. Due to
the sparse radio resources, offloading too many computation
tasks to the single macro MEC server is very inefficient. If
there is no available radio resource, users must wait until a
resource block is available to offload their computation tasks.
The integration of computing capabilities into small-eNBs can
increase the number of offloading users compared to traditional
network settings, where MEC servers are merely collocated
with macro-eNBs. Finally, integrating MEC into HetNet pro-
motes the design of heterogeneous MEC (Het-MEC) systems
[3], where MEC servers with various communication and com-
putation capabilities are placed at different tiers, i.e., macro-
MEC and small-MEC servers. It is worth noting that MEC and
MCC are two complementary technologies in the sense that
the centralized cloud can provide huge computation resources
but long latency while the distributed MEC can achieve
lower latency and higher reliability but limited computing
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capabilities. In such kinds of multi-tier and hierarchical MEC
systems, mobile users can exploit various computing servers
with heterogeneous computation capabilities, thus being able
to run more complicated applications, and MEC servers at the
same, even different, tiers can collaborate to execute enormous
computations and reduce the peak computation workloads so
as to improve the computing performance [288].
With the concept of network densification and recent ad-
vancements in computing hardware, there may exist multiple
MEC servers, where each one is connected to and collocated
with a small-eNB. Very recently, few works have considered
the existence of multiple servers in MEC networks for var-
ious problems, such as jointly adjusting the computational
speed and offloading subtasks of a single user to multiple
MEC servers [68], joint computation offloading and resource
allocation in multi-server MEC networks [44], [289], and the
minimum number of active MEC server [290]. Compared with
the single-server MEC network, MEC with multiple MEC
servers could provide enormous benefits as follows [44], [289]:
● Due to the economic and scalable deployments, the MEC
server usually has limited computation resources. In ad-
dition, it is predicted that the mobile traffic will increase
1000 times over the next decade and the number of
connected users will reach 50 billion in 2020, the single
MEC server will likely become seriously overloaded.
In contrast, mobile users can offload their computations
to the best among several available MEC servers, thus
reducing the burden of computation from the single MEC
server.● Under the coverage of multiple MEC servers, each user
can offload the computation task to the MEC server with
more favourable channel gain and computation capability.
Therefore, mobile users can save the transmission energy
consumption (thus the total energy consumption) and
shorten the execution latency.● In the case of partial offloading, each user can divide
its computation task into several parts and offload them
to different MEC servers, thereby reducing the execu-
tion latency. MEC servers can coordinate to exchange
information to reduce ICI among offloading users across
neighbouring MEC servers and improve the resource
allocation efficiency. Moreover, collaboration among dif-
ferent MEC servers can help potentially increase the
cluster resources, so affordable to support applications
with higher computation requirements.
In addition to extra benefits, there exist several challenges in
Het-MEC systems that can be induced by the characteristics of
dense HetNets, features of MEC, uncertainty of user locations,
and running applications and services. In the following, the
major challenges of Het-MEC systems are discussed [44],
[286], [291].
● The availability of multiple MEC servers and/or small-
eNBs makes the offloading decision problem particularly
complex. Each MU must decide that i) what is the
optimal operation mode: offload or not offload and ii)
which small-eNB and MEC server should be selected to
associate with and offload to, respectively, such that the
achieved performance is maximized while the constraints
on resource allocation and computation tasks are satisfied.● Due to the existence of ICI, the resource allocation
problem in Het-MEC networks is much more challeng-
ing than that in homogeneous MEC systems [289]. To
mitigate this effect, the spectrum resource within each
cell can be divided into orthogonal subchannels, which
should be efficiently allocated to mobile users (i.e., which
subchannel a user should use to offload its computation
task to the MEC server). The network performance can
be further improved by jointly optimizing the subchannel
assignment and adjusting the transmit power of mobile
users.● On the one hand, it is foreseeable that a massive number
of MEC servers will be distributedly deployed in the near
future, which can be distinctly different in sizes (com-
puting units) and configurations (computational speeds).
On the other hand, the association between users and
MEC servers is greatly dependent on the deployment
locations of the MEC servers, e.g., a specific area may
be densified by a large number of MEC servers while
only one server is deployed in other areas. Mobile users
may run applications and services with different priorities
and security levels, e.g., some services can only run
in private MEC servers due to security consideration.
Moreover, computation tasks may be different in input
data size, computation workload, and execution deadline.
As a result, the joint resource allocation problem should
take into account the above properties and characteristics.● In terms of resource allocation, the computational com-
plexity arises as one of the most key issues. Unlike tra-
ditional MEC systems, where typically there is one MEC
server per cell and several tens of mobile users, in dense
Het-MEC systems, the number of variables needed to
be optimized increases exponentially with the number of
active users, deployed eNBs, MEC servers, and great deal
resources. Various types of resources are considered in
dense Het-MEC systems including not only conventional
wireless resources (e.g., subchannel, transmit power, time,
and space) but also newly introduced ones (e.g., backhaul
spectrum, harvested energy, computing capabilities, and
caching storage). The major challenges of dense Het-
MEC systems are user association, computation offload-
ing, interference management, and resource allocation.
More importantly, these problems are tightly coupled
and must be solved simultaneously. In such dense Het-
MEC systems, how to design efficient algorithms in the
distributed fashion with low-complexity and small signal-
ing overhead is challenging, thus demanding enormous
efforts from the communities in the future.
C. State of the Art
The majority of the existing studies have focused on single-
server MEC networks. Typical network settings are i) single-
cell networks, where an MEC server is integrated into the BS
and ii) single-server MEC HetNets, where multiple small cells
are overlaid within a macrocell, the macro BS is equipped
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with an MEC server, and MUs offload tasks to the MEC
server through the small BSs. Fig. 12 provides the pictorial
illustration of these two network settings. The similarities of
the aforementioned literature are in the assumption of the
single MEC server and/or the fixed user association even in
the case where an MU is under the coverage of multiple BSs.
1) Single-server Het-MEC: Merging MEC with the dense
deployment of small-eNBs can provide many benefits; how-
ever, computation offloading and resource allocation schemes
become very complicated due to the presence of inter-cell
interference. There have been several papers working on
interference management in dense Het-MEC systems [292]–
[297]. In [292], the authors investigated a joint problem of
radio and computational resources to minimize the total energy
consumption of all mobile users under transmit power budget,
latency, and maximum computing capability constraints. Be-
cause of the presence of inter-cell interference, the transmit
covariance matrices of users are all coupled, thus resulting
in a highly non-convex problem, even in the special case of
a single user. With the aim of solving the original problem,
two main approaches were considered [292]. The first solution
was to apply the idea of successive convex approximation
(SCA), where the original problem was replaced by a sequence
of strongly convex problems, while the other alternative was
to decompose the original problem into subproblems that
were solvable in parallel across the small-eNBs with limited
signaling exchange between small-eNBs and the central cloud.
Numerical simulation in [292] showed that (1) the joint
optimization was superior to disjoint schemes, where radio
and computational resources were optimized separately and
(2) computation tasks with high computational load and small
number of bits were more beneficial from offloading and
remote execution since the computing capability allocated to
each offloading user is proportional to its computation task’s
workload. Similarly, Al-Shuwaili et al. in [293] considered
several issues in single-server multi-cell Het-MEC systems: (1)
the management of uplink and downlink interference, (2) the
allocation of backhaul capacity for task offloading, and (3) the
allocation of computing capabilities at the cloud for offloading
users. In doing so, an optimization problem to optimize the
uplink/downlink precoding, computation resource allocation,
and uplink/downlink backhaul allocation was considered and
then solved based on the SCA method. Simulation in [293]
showed the effectiveness of joint allocations of computing
and backhaul resources and demonstrated the importance of
backhaul capacity over the offloading energy consumption.
In the presence of multiple users, the MEC server must
be able to simultaneously execute multiple computation tasks
and the scarce wireless bandwidth needs to be shared among
multiple users. Compared to the resourceful cloud, the MEC
server usually has finite resources and would not be able to
meet all users computation requirements. As a consequence,
the joint optimization of offloading decisions and resource
allocation is an important research problem in MEC systems to
improve the network performance [70]. This joint optimization
has been widely investigated in the literature [70], [294],
[295]. Zhang et al. proposed a three-step algorithm for solving
the optimization problem of offloading decisions and radio
resources in a HetNet with a macro-eNB, a small-eNB, and
an MEC server. In the first step, users were divided into
three groups, such as, “offloading”, “local execution”, and
“not specified”. Next, based on the delay constraint, radio
resources, and the offloading energy gain, different priorities
were identified for users. Finally, the radio channels were
allocated to mobile users based on their priorities. The al-
gorithm proposed in [294] was an iterative scheme, where
the second and third steps were iteratively updated until the
convergence condition was satisfied. In [294], there was a
backhaul between the small-eNB and macro-eNB such that
the computation offloading from users through the small-eNB
incurs an extra delay due to the limited backhaul capacity.
Different from [294], Pham et al. in [70] optimized the offload-
ing decisions, backhaul partitioning factor between wireless
access and wireless backhaul transmissions, and computing
resources at the MEC servers. Due to the problem NP-
hardness, the authors proposed an iterative algorithm, where
the offloading decisions were found based on the idea of
matching theory and the resource allocation problem is convex
and decomposable. The result conducted in [70] indicated
that the bandwidth partitioning was of critical importance
to computation offloading in MEC with wireless backhaul.
Another study devoting for the joint problem of computation
offloading and resource allocation was considered in [295].
In term of resource type, the authors considered the uplink
subchannel, transmit power of mobile users, and computation
resource at the MEC server. Unlike [70], [294], the offloading
strategy in [295] was formulated as a distributed potential
game. Based on the offloading decisions, two solutions were
proposed for subchannel allocation: uniform zero frequency
reuse method where there was no interference among users
and fractional frequency reuse based on Hungarian method
and graph coloring method, where interference among users
was taken into consideration.
In order to realize the potential benefits of dense Het-MEC
networks, a new technical challenge is mobility management.
According to [298], [299], there are several key issues for
mobility management in Het-MEC systems. First, users may
experience frequent handover when they move across different
small-size and small-coverage smallcells/ MEC servers, thus
increasing the overhead and interrupting the MEC services. In
fact, handovers allow users to transfer their connections from
the source to target MEC server while maintaining continuous
computations and ensuring QoS. However, frequent handovers
among small-cell MEC servers can increase handover failures
and may be unnecessary for high-mobility users [300]. Second,
continuously performing handover measurements and process-
ing, which is needed to discover new target MEC servers
in dense Het-MEC systems, is power- and radio resource-
consuming, especially for battery-limited users. Third, in tra-
ditional dense HetNets, handover decision is mainly based
on the quality of radio signals between users and potential
eNBs. Actually, it is not suitable to use traditional handover
decision criteria for mobility management in dense Het-MEC
systems because (i) using MEC services requires both radio
and computation resources; and (ii) scarce radio spectrum
needs to be shared between normal and MEC servers; (iii)
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Fig. 12: Two typical network settings of single-server MEC networks [288].
new challenges exists in MEC systems such as heterogeneous
computing capabilities and various computation workloads. In
addition, due to the lack of future information, e.g., channel
conditions, available computing resources, task arrivals, the
offloading and handover decisions should be known without
prior information and be optimized in a long-term manner
[297].
Due to its critical importance, an extensive body of work has
appeared in the literature to address the challenges of mobility
management in conventional dense HetNets [298]–[305]. For
example, two localized mobility management schemes for
dense HetNets were proposed in [298], a cache-enabled mobil-
ity management framework in mmWave-microwave HetNets
was studied in [299], various energy-efficient cell discovery
techniques were discussed in [301], a comprehensive review
of mobility management was provided in [302], and the
adoption of distributed mobility management was presented
in [303]. Although interesting, the body of work in [298]–
[305] solely focused on mobility management in HetNets.
Taking challenges of mobility management in dense Het-
MEC systems into consideration, the study in [297] optimized
the association (which MEC server is selected for remote
execution) and handover (i.e., when task migration is needed)
decisions to minimize the average delay with the long-term
energy budget constraint. Simulation in [297] indicated that
without complete future information, the proposed algorithm
for energy-efficient mobility management can still achieve
close-to-optimal performance while guaranteeing the long-
term energy budget constraint.
2) Multi-server Het-MEC: The sever diversity in multi-
server Het-MEC systems opens great opportunities for users
to receive better MEC services but at the same time intro-
duces new technical issues including server selection, server
collaboration, and service migration [3].
a) Server selection: When multiple MEC servers are available
for remote computation, a key issue is the selection of the
target server, which is similar to the concept of user association
(UA) in dense HetNets. Presently, there exist two main direc-
tions for server selection: (i) user association when a mobile
user is under the coverage range of multiple MEC servers and
(ii) server selection when the cooperation of MEC and cloud
servers is needed to process heterogeneous computations. In
[68], the joint problem of local CPU frequency and computa-
tion offloading was studied for MEC systems with a single user
and multiple MEC servers. The objective was to minimize the
computation overhead, which was defined as the weighted sum
of total energy consumption and execution latency, and the
constraints ensure that each computation task can be handled
by only one MEC server. Due to the problem NP-hardness, the
exhaustive search method was used to find the optimal solution
while a semidefinite relaxation-based approach was proposed
to find the near optimal solution in polynomial time and with
low complexity. Tran et al. in [306] explored the problem of
server selection and resource allocation, where resources were
subchannel used to offload computations to the target server,
transmit power of mobile users, and computing resources at
the MEC servers. The main challenges arised from binary
computation offloading and subchannel assignment, which
made the optimization problem NP-hard. To cope with these
issues, the authors decomposed the underlying problem into
two smaller problems of computation offloading and resource
allocation and proposed solving these two subproblems by a
new heuristic method and the convex optimization technique,
respectively. The simulation results reported that the consider-
ation of multiple MEC servers, even in the presence of inter-
cell interference, can improve the performance compared to
the scheme, where the computation offloading and resource
allocation were optimized independently at each MEC server.
This work was further improved in [44], where the offloading
decisions and subchannel assignment were achieved by using
38 PREPARED FOR IEEE COMMUNICATIONS SURVEYS AND TUTORIALS
the matching theory. It was shown that the proposed algorithm
can find the offloading decisions in a distributed manner while
still guaranteeing the solution convergence and performance
gap. More recently, other relevant studies have been conducted
in small-cell networks with MEC, for example, the combina-
tion of genetic algorithm and particle swarm optimization was
utilized to solve the joint problem of offloading decision and
resource allocation in [307], [308] and a distributed offloading
scheme was investigated in [309].
Inspired by the fact that MEC and MCC are two com-
plementary technologies, several recent works were proposed
to tackle the shortcomings of each computing paradigm and
further enhance the user performance from the perspective of
computation offloading [41], [310]. In [41], [310], [311], a
general architecture of hybrid fiber-wireless (FiWi) networks
for the coexistence of centralized cloud and distributed MEC
servers was proposed. Specifically, a FiWi network comprises
two parts, including (1) the optical backhaul connecting be-
tween users and the central cloud and (2) the front end segment
providing wireless accesses for users. Moreover, adopting
the proposed network architecture, the authors investigated
a collaborative computation offloading scheme, where com-
putations can be offloaded to either the distributed MEC
server or the centralized cloud server. The design of FiWi
networks with MEC capabilities was generalized in [312]. For
the illustration of MEC over FiWi networks, discussions with
three typical RAN technologies in the wireless front (wireless
local area network, 4G LTE, LTE-A HetNets) end were
provided. In addition, a two-layer time-division multiplexing
based resource allocation scheme for the coexistence of H2H
and MEC traffic was proposed, where the first layer was
designed for the optical backhaul segment and the second
layer schedules transmissions of mobile users. Some recent
works extended the study in [312] for resource management
[313], [314], a virtualized FiWi network with MEC [315],
the proof-of-concept demonstration [316], and a novel MEC
architecture for IoT [183]. Other recent studies in [317]–[319]
derived the offloading decision and resource allocation in a
three-tier MEC setting with an MEC server and a remote
cloud. Specifically, in [317] an optimization problem was
formulated to minimize the total system cost that was defined
as the weighted sum of the total energy consumption, the
offloading and processing costs, and the transmission and
processing delays. This problem was extended in [318] for
multi-user MEC settings and in [319] for multi-user multi-
task scenarios. Since the considered problems were all non-
convex, thus generally NP-hard, the offloading decision was
solved by heuristic algorithms, which were designed based on
semidefinite relaxation and a randomization mapping method
b) Server collaboration: Conventionally, the MEC concept
does not describe the collaboration and synergy among dif-
ferent MEC servers. Due to the limited resource of each MEC
server, it is hard to handle all of the compute-intensive tasks
from a large number of mobile users by only one single server
[320]. Computations that exceed the MEC server’s maximum
computing capability have to be offloaded to the centralized
cloud, thus incurring extra latency and computation overhead.
Therefore, relying on individual MEC for computation can
limit the performance of MEC systems. Recently, several
research works focusing on collaborative MEC have been
proposed in the literature [289], [321], [322]. In [289], [321],
three case studies of MEC were presented to demonstrate
the benefits of collaboration among MEC servers, including
mobile edge orchestration, collaborative video caching and
processing, and two-layer interference cancellation. The au-
thors also provided some challenges and open research issues
in collaborative MEC such as resource management, interop-
erability among different MEC infrastructure providers, and
service discovery and synchronization. Wang et al. in [322]
proposed a novel edge computing framework for vehicular
networks. Since SDN offers many advantages, e.g., the low
cost for deployment and development of new services, the
global knowledge of the network state, and the ability to
control in a vendor-independent manner, the authors proposed
using SDN to control the operations of collaborative MEC. To
make the concept of MEC collaboration a reality, NFV, SDN,
smart collaborative networking, and blockchain were identified
as three enabling technologies of the collaborative vehicular
edge computing framework.
More recently, Ndikumana et al. in [320] indicated that a
variety of issues and challenges emerge in MEC systems when
dealing with big data and edge analytics: (i) users offload their
computation tasks and corresponding to the MEC server with
either finite or infinite flow, (ii) collaboration among nearby
MEC servers is needed to reduce the data exchange between
users and the remote cloud and handle big data, and (iii) a new
model that integrates communication, computation, caching,
and control is required for big data MEC. To address these
challenges, the authors first proposed a new algorithm for
grouping MEC servers into different collaboration spaces, that
was based on the overlapping k-mean method [323]. Within
each cluster, an optimization problem was formulated to
maximize the bandwidth saving and minimize the total delay,
which was difficult to solve because of its non-convexity.
Instead of solving the problem optimally, a block successive
upper bound minimization (BSUM) was applied to achieve
a sub-optimal solution that was able to converge with sub-
linear convergence speed. This work was extended in [324] for
self-driving car, where MEC servers are deployed at roadside
units (RSUs). It was shown that the proposed algorithms in
[320], [324] can reduce the total delay compared with the
existing schemes. Based on the concept of collaborative MEC,
several studies have been proposed recently, for example,
a collaborative cache allocation and computation offloading,
where MEC servers collaborate with nearby neighbors for
executing computations and caching [325], an adaptive bitrate
video (ABR) caching and processing scheme, where an MEC
server collaborates with others for both caching and transcod-
ing ABR videos [326], a novel survivable virtual network
embedding framework for collaborative edge computing in
smart cities [327], [328], and a socially-trusted platform for
ultra-dense edge computing networks, where users are allowed
to select the target small-eNB and the security-aware incentive
collaboration among MEC servers was designed based on the
coalitional game theoretic framework [329].
c) Service migration: A critical problem in MEC systems is
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dynamics at the network edge, which are mainly caused by
the user mobility and limited coverage of small-scale MEC
servers. When a mobile user moves from the service coverage
of the source MEC server to others, there are two options to
ensure the service continuity [330]: (1) migrate computations
from the source MEC server to the target server that is
near the current user location and (2) continue executing the
computations on the source MEC server and then forward the
result to users via the target MEC server. One the one hand,
computation migration has the advantages of guaranteeing the
MEC service continuity and improving the user QoS (e.g.,
lower latency). On the other hand, one has to pay some extra
cost for computation migration, e.g., migration execution cost,
incentive payment to the target MEC server, and transmission
cost due to radio resource usage. Several challenges arise in
computation migration due to the following reasons [331].
First, when should the computation task be migrated from the
source server? Next, which is the target server to execute the
task when a computation is needed? This problem becomes
very challenging since the ultra-dense deployment of small-
scale MEC servers is expected in 5G networks and beyond.
Last, how to process computation migration? This is critical
when various QoS requirements are taken into consideration
and the tradeoff between QoS improvement and migration
cost is considered. The principle of computation migration
is illustrated in Fig. 13, where the mobile user is initially
offloaded to the source MEC server. When the user moves to
a new location that is close to the new server, the computation
migration from the source to target MEC server is to ensure
the MEC service continuity.
Mobile 
user
New location
Movement
Computation 
migrationSource 
MEC server
Backhaul
Old location
Target 
MEC server
Fig. 13: Illustration of computation migration.
Motivated by potential benefits, several studies have been
carried out for computation migration in Het-MEC systems
over the last few years. The problem of computation migration
for an MEC system with a single user and multiple MEC
servers was formulated as a Markov decision process (MDP)
[332], where the mobile user followed a 1-D asymmetric
random walk mobility model. While the optimal policy of
the proposed problem was solved by standard algorithms for
MDP in [332], which was later extended in [330] to derive
a threshold policy-based mechanism, in [333] to consider
general cost models, 2-D mobility model, and application
to real-world traces, and in [334] to remove the Markovian
assumption and deal with dynamic service arrivals and de-
partures. In [335], a three-layer framework was proposed for
computation migration in MEC. The traditional framework
includes two layers that are the base layer and the instance
layer while an additional application layer, which has an idle
version of the application and any application-specific data,
was introduced in order to reduce the migration downtime.
The main advantage of the proposed three-layer was that
it was designed based on existing technologies (e.g., virtual
machines and containers) so that new computation migration
can be fastly deployed without any internal modification. For
more details of service migration in edge computing, interested
readers may refer to the recent survey paper [331].
D. Learned Lessons and Potential Works
Due to the great benefits offered by MEC and HetNet as
well as their complementary properties, it is convinced that
the combination of MEC and dense HetNet is unavoidable
in the future. Although various problems and issues in dense
Het-MEC systems have been intensively studied, there are
still several challenges. In the following, we discuss some
challenges in dense Het-MEC systems and outline the open
research directions.
● Computational complexity and signaling overhead: Ob-
viously, centralized optimization is usually easy to imple-
ment compared to distributed approaches and can provide
the optimal/near-optimal solution with the desired perfor-
mance guarantee. However, such centralized approaches
are not scalable due to the explosive increase in the
number of mobile users, eNBs, and MEC servers. As
a result, there is a need for lightweight and effective
algorithms. In these schemes, distributed approaches can
offer many benefits as it does not need any central entity
and the algorithms are based on only local information
or small amounts of signaling overhead. However, it is
hard to guarantee the solution optimality with distributed
approaches due to the lack of complete information.
Therefore, one needs to tradeoff between the computa-
tional complexity and solution optimality. An effective
way is to decompose the entire network into several
regions and assign the responsibility for executing the
algorithm to distributed MEC servers, that is the under-
lying problem is decomposed into subproblems, which
are executed distributively at different MEC servers. This
would significantly reduce the amount of information
which need to be exchanged between the central entity
and all users; hence, the network overhead can be also
degraded.● Mobility management: Ensuring the benefits of mobile
users through computation offloading while taking into
account user mobility is a challenging issue. Most exist-
ing studies in (dense Het-) MEC systems ignore the effect
of user mobility due to its difficulty and intractability.
Because of mobility, users may change their positions
while using MEC services, e.g., they can move out of the
coverage area of their source MEC servers and are in the
serving coverage of other ones. In this case, MEC needs
to be aware of user mobility in order to maintain service
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continuity. This is important since there are various
types of users with different mobility levels including
static users (e.g., environmental sensors), low-mobility
users (e.g., pedestrian users), and high-mobility users
(e.g., express trains). One potential solution to deal with
user mobility is enabling MEC servers to continuously
update the user context and then designing context-aware
algorithms. Instead of using one-shot optimization, long-
term optimization can be used to tackle the challenges
of user mobility. To illustrate this point, we consider the
following example with a mobile user, which is located
far from the MEC server. The short-term optimization
for computation offloading decision is not offloading,
that is local execution. However, fixing this short-term
decision is not always optimal since the user can move to
a new position with better channel quality. Moreover, the
short-term offloading decision affects not only the instant
performance but also the long-term energy budget. In
summary, there is a big room for researches into mobility
management in dense Het-MEC systems.● Interference management: Inherited from dense HetNets,
the challenges for interference management in dense
Het-MEC systems remain to be solved for many
reasons. First, the ultra-dense deployment of users,
eNBs, and MEC severs make the distance between
any two points shorter; therefore, interference becomes
more severe, thus lowering the overall performance.
Second, heterogeneity of mobile users and MEC servers
makes the interference problem more challenging
due to various transmit power budget of users in the
uplink and of MEC servers in the downlink. Next,
the various computation task characteristics require
different priorities for users in accessing radio and MEC
resources. Finally, interference management is highly
coupled with other domains, such as resource allocation
and network planning. Hence, more sophisticated
interference management schemes incorporating features
of dense HetNets and MEC systems would be highly
required for improving the users QoS with MEC services.
● Wireless Backhaul: Most of the research works on Het-
MEC share the assumption of wired backhaul links be-
tween any two small-eNB and macro-eNB, thus ignoring
the backhaul transmission latency. At the time of paper
writing, there is only one study focusing on MEC with
wireless backhaul [70]; however, the network setting in
this literature is simple, comprising a small-eNB and an
MEC server collocated at the macro-eNB. This work is
served as a fundamental study for more complex frame-
works, e.g., the extension to dense Het-MEC systems and
the consideration of mixed wireless and wired backhaul
links.
VIII. MEC AND MACHINE LEARNING
This section reviews the fundamentals of machine learning
(ML) and its advantages in the context of wireless communi-
cations and networking. Then, we review applications of ML
in addressing various MEC problems: edge caching, compu-
tation offloading, joint optimization, security and privacy, big
data analytics, and mobile crowdsensing. Finally, we identify
several challenges and potential research directions to energize
further studies on applications of ML in MEC.
A. A Brief Review of Machine Learning in Wireless Networks
Machine Learning was born from pattern recognition and
the notion that computers are able to learn without being
explicitly programmed. Recently, ML has been applied in a
myriad of applications, for example, virtual personal assistants,
video surveillance, social media services, email Spam and
malware filtering, search engine result refining, and product
recommendation. There are several reasons why machine
learning algorithms are increasingly being used: 1) ML enables
systems that can automatically adapt and customize them-
selves to individual users, 2) ML can discover new knowledge
from large databases, 3) ML can mimic human and replace
certain monotonous tasks, which requires some intelligence,
4) ML can develop systems that are difficult and expensive to
construct manually because they require specific detailed skills
or knowledge tuned to a specific task, and finally 5) there is
a vast increase in computational power, growing progress in
available algorithms and theory developed by researchers, and
increasing support from industries. Generally, ML is divided
into three core types: unsupervised learning, unsupervised
learning, and reinforcement learning. In supervised learning,
the training data includes both inputs and labels (outputs) and
the goal is to estimate the unknown model that maps known
inputs to known labels whereas in the unsupervised learning,
the training data does not include the labels and thus the goal
is to learn a more efficient representation of a set of unknown
inputs [336]. In reinforcement learning, the agent is not told
what actions to do, but instead continuously interacts with en-
vironment and tries to follow a good policy that yields the best
return [336], [337]. Deep learning (DL) has been introduced as
a breakthrough technique and a huge step forward in machine
learning, which can achieve higher-level representations based
on simpler ones. Deep learning works in a similar way as the
human brain processes information and learns and is heavily
based on statistics and applied mathematics [338]. The clas-
sification and applications of machine learning in mobile and
wireless networking, also in MEC and other edge computing
paradigms, are illustrated in Fig 14. Recently, some surveys
and tutorials on machine learning [339], deep learning [340],
(deep) reinforcement learning [341]–[343], as well as their
applications in communications and networking [344]–[346]
have come out, and readers can refer to the aforementioned
literature for more details.
Due to the rapid evolution of wireless communications and
networks, it is believed that artificial intelligence in general
and ML in particular will play vital roles in the next-generation
wireless network (i.e., 5G network and beyond) [347], [348].
In general, ML can provide the following advantages:● First, the most natural advantage of ML is the ability
to learn from big data to improve the network operation
and performance, which can be done without any hand-
crafting feature. The importance of learning from data
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Fig. 14: Classification and applications of ML in mobile and wireless networking.
naturally arises in wireless networks since 1) mobile data
is massive (i.e., the amount of data is very large and is
expected to increase in upcoming years), 2) mobile data
is generated at increasing rates (data comes from mobile
broadband services), 3) mobile data is non-stationary
(i.e., the time duration for data validity can be relatively
short), 4) mobile data quality is not guaranteed (i.e., data
collected can be low-quality and noisy), and 5) mobile
data is heterogeneous (i.e., data can be generated from
many sources, such as mobile users and IoT devices, and
in different types) [349]. For example, ML and neural
networks can be used for channel estimation and signal
detection [350], [351], localization based on channels
state information [352], [353], and channel decoding
[354], which all show that ML is a promising tool in
wireless communications.● Second, the design and optimization of wireless net-
works are sufficiently challenging without known channel
and mobility models. In such networks, conventional
optimization techniques for resource allocation, mobility
prediction, and interference management are usually per-
formed in an offline, heuristic, or iterative manner, which
cannot guarantee the performance optimality or is not
suitable for dynamic and time-varying systems. Recently,
ML is considered as a promising tool for various prob-
lems in wireless networks such that the network operation
can be optimized over time by learning, thus continuously
improving the network performance. For example, ML
can be used to control the transmit power to manage
uplink interference in 4G cellular networks [355], which
showed a significant improvement in uplink data rate.● Third, the emerging 5G network and beyond not only
supports communication, but also computation, caching,
and control, thus the joint optimization of 4C (e.g.,
Communication, Computation, Caching, and Control) is
immensely complicated due to large state and action
spaces, heterogeneous network devices, and various QoS
requirements. In such a case, ML is capable of provid-
ing online and/or fully-distributed algorithms. Moreover,
model-free wireless networks introduce various issues of
channel modeling, problem formulation, and closed-form
solution, which, however, can be efficiently solved by ML
approaches.● Next, ML should be deployed at the IoT device level
and on large-scale distributed networks without violat-
ing users’ data privacy. In 2017, Google introduced an
additional ML approach, called “federated learning” that
enables individual devices collaboratively learn a shared
prediction model while keeping their own data locally,
thus improving the training efficiency and data privacy.
As the network will be highly dense and heterogeneous,
federated learning is expected to be a major tool of
beyond 5G cellular network. Motivated by the application
of federated learning in Google board in Android [356],
there have been a wide range of applications and prob-
lems in wireless networks that can adopt federated learn-
ing. For instance, in ultra-reliable low-latency (URLLC)
vehicular networks [357], federated learning enables each
vehicle user to estimate the tail distribution of network-
wide queue length from locally available training data,
which can achieve very high accuracy and reduce the
amount of exchanged data by 79%.● Last, since edge computing will play an important role
in providing low-latency actions and the majority of
intelligent applications will be deployed at the network
edge, the emergence of edge learning is unavoidable. On
the one hand, exploiting edge learning to extract useful
information from a massive amount of mobile data can
extend the capability of small IoT devices and enable
the deployment of compute-intensive and low-latency
application at the edge [358], [359]. On the other hand,
edge learning can circumvent drawbacks of cloud AI and
on-device AI through the tradeoff between the learning
model complexity and the training time [360].
B. Machine Learning for Multi-Access Edge Computing
Optimizing MEC face several challenges of caching place-
ment, allocation of radio and computing resources, assignment
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of computation tasks, as well as joint optimization of 4C
resources. The existing literature has studied a number of
problems related to using ML for MEC such as computation
offloading [132], [361]–[367], caching [368]–[374], joint 4C
optimization [374]–[379], security and privacy [380]–[388],
big data analytics [349], [384], [385], [389], and mobile crowd
sensing [390]. In what follows, we summarize the sate-of-the-
art related to applications of ML approaches in these aspects.
1) Edge Caching: The centralized information management
and the limited capacity of wireless access and backhaul
connections have motivated the development of caching at the
network edge. Studies on mobile edge caching have focused
on three main issues that are where to cache, what to cache,
and how to cache [27]. In terms of caching places, the state-
of-the-art showed that the requested content can be cached at
macro-eNBs, small-eNBs, and/or end users, where the storage
resource of nearby mobile devices is exploited for content
caching and device-to-device (D2D) communication is used
for content retrieving [391]. To decide what to cache, one
of the most well-known metrics is the content popularity,
which is defined as the ratio of the number of requests for
a particular content to the total number of requests from all
users within a specific region during a period of time. The
survey paper [27] showed that there are five main algorithms:
content replacement policies such as the least frequently used
(LFU) and least recently used (LRU), user preference based
policies, learning based policies, non-cooperative caching, and
cooperative caching.
As the content popularity is time-varying and cannot be
known in advance, there have been an increasing number of
research works focusing on machine learning based caching
strategies in edge computing networks. Most of the existing
works focus on applications of DRL for proactive caching
since DRL is able to learn caching policies automatically with-
out any predefined network model and explicit assumption.
For example, the authors in [368] explored the key challenges
of edge caching and reviewed the state-of-the-art related to
learning-based caching policies and algorithms. They showed
that mobile edge caching schemes can be classified into
two main approaches: popularity-prediction-based approach,
where the popularity estimation and caching policy are learned
separately, and reinforcement learning based approach, where
these two terms are treated and learned as a whole system.
Other studies on (deep) reinforcement learning based caching
algorithms can be found in [369], [372]–[374], [392], [393].
All of the experimental results in above literature proved the
effectiveness and the great performance of the reinforcement
learning algorithms in terms of average cache hit ratio, training
accuracy, and energy cost compared to baselines approaches
such as LFU, LRU, and FIFO (first in first out). It is a widely
held axiom that besides the historical data, the correlation
between social and geographic data of mobile users can be
utilized to provide more accurate content popularity prediction.
Thus, the authors in [371] proposed using big data analytics
techniques to advance edge caching designs and proved the
effectiveness of these techniques via two case studies of eNB
caching and device caching. Notwithstanding considerable
benefits, big data analytics, particularly machine/deep learning
mechanisms, has several challenging issues for implementation
[394]: huge computation resources required to process the
high-dimensional big data, lack of an appropriate prediction
model for various types of DL models, optimization of DL
parameters, for example, the depth of deep neural networks,
type of layers (e.g., convolutional, recurrent and fully con-
nected layers), and learning rate.
2) Computation Offloading: By means of computation of-
floading, MEC has the potential to shorten latency, prolong
the battery lifetime of mobile devices, and reduce traffic
congestion. Due to the importance of computation offloading
from the user perspective as it enables resource-poor mobile
users to run computation-hungry applications and innovative
services such as 3D gaming and AR/VR/AsR, recent years
have seen many research works pertaining to computation of-
floading. In the following, we will summarize the existing ML-
based computation offloading problems. In [362], the authors
formulated the computation offloading decision problem of a
user in ad-hoc mobile clouds as an MDP. More specifically,
both channel gains between the user and cloudlets and the
user’s and cloudlets’ queue states are considered in the system
state, the action is the task distribution decision (i.e., how many
tasks to process locally and how many tasks to offload to each
cloudlet), and the reward function is defined to maximize the
user utility and minimize the cost of required payment, energy
consumption, delay and, task loss probability. Simulation re-
sults showed that the DQN based offloading decision algorithm
performed well under various task arrival rates. In [132], the
authors proposed combining a “hotbooting” Q-learning1 and
deep learning to find the computation offloading decision in
IoT with energy harvesting. In this work, the offloading policy
includes the selection of target MEC server and the offloading
rate, that is the amount of computation workload to offload to
the target server and achieved according to the previous radio
bandwidth to each MEC device and the predicted amount of
the harvested energy, and the current battery level. Another
study on computation offloading in IoT with energy harvesting
can be found in [367]. The work in [363] formulated the
offloading decision problem as a multi-label classification
problem and then utilized the deep supervised learning to
minimize the computation and offloading overhead. Simulation
results were provided to demonstrate that the proposed deep
learning-based offloading scheme can reduce the system cost
in average by 49.24%, 23.87%, 15.69%, and 11.18% compared
to the no offloading, random offloading, total offloading, and
multi-label linear classifier-based offloading schemes, respec-
tively, and can achieve a higher offloading accuracy. The joint
optimization of bandwidth allocation and offloading decision
in single-server multi-user MEC systems was solved by the
DQN based algorithm in [395] and by the distributed DL-
based offloading algorithm in [396], [397]. The literature [364]
jointly studied the offloading policy (i.e., the amount of work-
load is offloaded to the centralized cloud for remote process-
ing) and autoscaling policy (i.e., the number of MEC servers
is activated) in energy harvesting MEC systems, which can be
1The hotbooting Q-learning technique exploits experiences in similar sce-
narios to initialize the Q-function value so as to save the exploration time at
the beginning of learning.
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learned by a post-decision reinforcement learning algorithm. In
[365], the DQN was deployed to learn the offloading decision
and energy allocation of a representative mobile user in ultra-
dense sliced RAN. In the considered MDP framework, the
state is characterized by the energy queue length, computation
task queue, MU-BS association, and channel gain quality, and
the immediate reward is the weighted sum of satisfaction of
the task execution delay and computation task drops, the task
queuing delay, the penalty of failing to execute a computation
task, and the payment of accessing the MEC service. The work
in [366] utilized reinforcement learning to jointly consider
traffic and computation offloading for industrial applications
in fog computing.
3) Joint Optimization: Due to the facts that 1) the joint 4C
optimization is needed for improving the network performance
and 2) conventional approaches cannot efficiently solve the
optimization problems with large action and state spaces,
recent studies on MEC have addressed various problems
pertaining to joint 4C optimization. For example, the authors
in [374] investigated two deep Q-learning models for mobile
edge caching and computing in vehicular networks. To reduce
the computational complexity of the original problem and
circumvent the high mobility constraint of vehicles, the authors
further proposed deploying two DQN models at two distinct
timescales. In particular, each epoch is divided into several
time slots and then the large timescale deep Q-learning model
is executed at every epoch while the small timescale model
is performed at every time slot. We note that the concept
of multi-timescale control has been applied for some existing
research works, e.g., cross-layer optimization [20], [398]. The
work in [375] optimized the offloading decision and com-
putational resource allocation in single-server MEC systems.
To deal with the NP-hard non-convex problem and adapt the
proposed algorithm to dynamic MEC systems with random
variations of wireless channels, the authors investigated two
learning models: one is based on classical Q-learning and
the other is based on DQN method. The authors in [376]
observed that existing works on DRL based offloading for
MEC networks consider discretized channel gains as the input
data, thus suffering from the curse of dimensionality and
slow convergence in the case of high quantization accuracy.
Therefore, they proposed a continuous control with DRL based
framework of computation offloading and resource allocation
in wireless powered MEC systems. As shown in Fig. 15, the
proposed algorithm in [376] is composed of two alternating
phases: offloading action generation and offloading policy
update.
● Offloading action generation: the output of the DNN xˆt
is a relaxed offloading action, thus it is not applicable to
binary offloading. The relaxed action is then quantized
into a number of binary offloading actions xk.● Offloading policy update: the best offloading action x∗t =
argmaxQ∗ (ht,xk) among quantized ones is used to
update the DNN, which is based on the seminal work
on DRL [341].
More recently, there have been some works that study the
joint optimization of computation, caching, and networking
(i.e., communication). For instance, the work in [377] studied
the joint optimization of resource allocation in hierarchical
networks of fog-enabled IoT with edge caching and computing
capability. In [378], the authors proposed an integrated frame-
work of networking, caching, and computing for connected
vehicle networks and showed that the proposed DRL based
algorithm is superior to the existing static scheme and those
without virtualization, MEC offloading, or edge caching. Be-
sides the integration of edge computing, in-network caching,
and D2D communication, the work in [379], [380] also took
into consideration the social relationships among mobile users
so as to improve the reliability and efficiency of resource shar-
ing and delivery in mobile social networks. They considered
that the trust value of a mobile user is calculated based on
the combination of both direct and indirect observations. The
simulation results showed the effectiveness of the DRL based
algorithm in a comparison with those without edge computing,
D2D communication, and indirect observation.
4) Security and Privacy: Many challenges need to be
entirely studied in order to create an edge ecosystem where all
network actors (i.e., IoT users, service/infrastructure providers,
and mobile operators) can benefit from edge services. The
following reasons explain why security and privacy are the
greatest challenges [399]. First, since there are many enabling
technologies of MEC, it is necessary to not only protect
individual enabling technology, but also orchestrate the diverse
security algorithms. Second, the distributed feature of MEC
causes many new network situations such as heterogeneous
computing capabilities of mobile users and collaboration
between edge devices, which new security mechanisms are
required. Third, in hyperconnected networks such as IoT, it
is possible that a large-scale network can be severely affected
by the security threats of just a network component. Finally,
there are many scenarios and aspects that can be influenced by
privacy and security threats, e.g., private data generated by in-
car sensors and critical emergency systems. In edge computing
paradigms, there are numerous security and privacy threats,
for example, wireless jamming, denial of service, man-in-
the-middle, spoofing attacks, privacy leakage, virtual machine
manipulation, and injection of information [382], [399].
Recently, ML-based security and privacy in MEC have been
studied from various perspectives. The use of deep learning
for cyber-attack detection in edge networks was considered
in [381], where the experiments demonstrate that the deep
learning based model is better than that with shallow model
in terms of learning accuracy, detection rate, and false alarm
rate. Since most existing MEC security solutions are based
on fixed network and attack models, the authors in [382]
proposed different reinforcement learning based MEC security
mechanisms of anti-jamming mobile offloading, physical au-
thentication, and friendly jamming. Taking the randomness and
variation of wireless channels between mobile users and fog
nodes, the literature [383] studied Q-learning based physical
layer security in fog computing to improve the impersonation
detection attack and the accuracy of receivers by learning
from the dynamic environment. The work in [386] investi-
gated a new machine learning based privacy-preserving mul-
tifunctional data aggregation framework in order to overcome
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Fig. 3: The schematics of the proposed DROO algorithm.
selected based on the achievable computation rate as in (P2). The network takes the offloading
action x∗t , receives a reward Q
∗(ht,x∗t ), and adds the newly obtained state-action pair (ht,x
∗
t )
to a memory.
Subsequently, in the policy update stage of the t-th time frame, a batch of training samples
are drawn from the memory to train the DNN. After training, the DNN will update its parameter
from θt to θt+1 (and equivalently the offloading policy piθt+1). The new offloading policy piθt+1
will be used in the next time frame to generate offloading decision x∗t+1 according to the new
channel ht+1 observed. Such a reinforcement learning iteration will repeat thereafter as new
channel realizations are observed, and the DNN will continuously improve its policy piθt (and
the quality of offloading decisions generated). The descriptions of the two stages are detailed as
the following subsections.
B. Offloading Action Generation
Suppose that we observe the channel gain realization ht in the t-th time frame, where t =
1, 2, · · · . The parameters of the DNN θt are randomly initialized following a zero-mean normal
distribution when t = 1. The DNN first outputs a relaxed computation offloading action xˆt,
represented by a parameterized function xˆt = fθt(ht), where
xˆt = {xˆt,i|xˆt,i ∈ [0, 1], i = 1, · · · , N} (7)
and xˆt,i denotes the i-th entry of xˆt.
xt*
Fig. 15: Architecture of the DRL based online offloading algorithm [385].
drawbacks of existing methods, which are high computation
overhead, communication efficiency, and single aggregation
function calculation. In [387], [388], privacy-aware computa-
tion offloading in MEC-enabled IoT was studied, where the
post-decision learning is used in conjunction with the standard
DQN to accelerate the learning speed.
5) Big Data Analytics: As aforementioned, there are three
main challenges of mobile big data (MBD) analytics: large-
scale and high-speed mobile networks which reflect MBD vol-
ume and velocity, portability which causes MBD volatility, and
crowdsensing which introduces MBD veracity and variety. Big
data analytics enable the design of many smart applications,
such as smart city, smart building, and smart manufacturing
[400]. Intelligence at the edge is expected to play a major
role in data analytics applications. In [349], deep learning
is considered as an attractive solution for MBD analytics by
lever gi g several advantages: 1) deep learning scores highly
accurate results, which are a top priority for growing mobile
systems, 2) de p learning can automatically generate intrinsic
features from MBD, 3) deep learning does not require labeled
samples as the input training data, and 4) multimodal deep
learning allows the learning from heterogeneous data sources.
While cloud computing has been an enabling platform for big
data processing, privacy concern and cost of data transmission
are still two major drawbacks that limit the application scope
of cloud computing [401]. MEC is considered as the most
novel paradigm for big data processing, which makes use of
distributed computing at the network edge so as to greatly
relieve the burden on the central cloud and reduce the latency.
However, a number of challenges arise when MEC is used to
deal with big data and edge analytics [50], [320]: 1) how to
distribute big data to distributed resource-finite MEC servers,
2) collaborative MEC for resource sharing and optimization
is needed, 3) 4C resources are tightly coupled, and 4) privacy
issue is critical due to the lack of a central management entity
of distributed MEC servers.
Some recent studies have utilized ML to address various
problems pertaining to MEC big data. The work in [384],
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Fig. 16: Random noise based big data privacy methods [385].
[385] divided big data processing into three steps: data collec-
tion, aggregation, mining and analysis, and then analyzed big
data privacy issues in MEC. Moreover, the authors proposed
two privacy-preserving methods, namely output perturbation
(OPP) and objective perturbation methods (OJP). In particular,
training data privacy can be achieved by adding randomization
noise to aggregated query results in the OPP method and to the
objective function in the OJP method. The illustration of these
two methods is pictorially provided in Fig. 16. Experimental
results showed the high accuracy and data utility of OPP
and OJP algorithms. In [389], the authors tried to provide
users with better QoE in pervasive edge computing environ-
ments. The authors first deployed a Tensor-Fast convolutional
neural network (TF-CNN) algor thm to guarantee accuracy
and increase training speed with big data and next managed
high-dimensional big data by using different accurate data
transmission rates. It was shown that the proposed TF-CNN
algorithm can achieve a higher QoE performance than the
state-of-the-art training model.
6) Mobile Crowdsensing: While mobile crowdsensing
(MCS) has been widely studied in the literature, there are only
a handful of studies on edge computing empowered MCS.
There are several benefits of MEC in the context of MCS as
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follows [402]. First, MEC enables the parallelization and parti-
tioning of the centralized and large-scale problem, where MEC
servers are responsible for controlling the sensing process
on mobile devices located within their deployment area and
manage MCS tasks within the same area. Second, the immense
computational complexity of the central cloud that is caused
by a large number of mobile users participating in MCS tasks
with frequent context changes can be greatly reduced because
of the distributed deployment of MEC. Third, MEC can reduce
the latency of data and information propagation, that is suitable
for real-time MCS services. Next, intensive computations can
be offloaded from both mobile users and cloud servers to
the edge and then being processed therein. Finally, MEC
can reduce privacy threats since privacy-sensitive data can
be distributed and handled across MEC servers. Recently,
the work in [390] proposed a framework that integrates deep
learning and MEC for robust MCS services. In particular, the
proposed framework can be implemented by firstly designing a
reverse Vickrey-Clarke-Groves auction with a reservation price
(RVRP)-based active participant recruiting mechanism, then
using deep learning for data validation, which is done via three
steps: preliminary filtering, data authentication verification
and relevance identification, and finally implementing data
processing at the network edge. In [390], the authors also
discussed several open research problems, including how to
leverage deep learning to detect privacy and security threats,
how to reduce computational overhead in vastly and rapidly
changing environments, and how to implement deep learning
in mobile users for energy and cost efficiency.
C. Challenges and Future Works
Clearly, ML techniques will be an important tool for various
problems in mobile and wireless networks, especially for pre-
diction tasks at the network edge so as to optimize mobile edge
caching, computation offloading, enhance big data analytics,
and preserve network security and data privacy. A summary
of key problems that can be solved by machine learning
techniques in multi-access edge computing is presented in
Table. V along with major challenges. Despite a considerable
number of ML-based studies on MEC, there are still many
key open problems that could be investigated in the future.
Machine learning based frameworks of ultra-dense MEC
systems: It is widely expected that both wireless and wired
backhaul solutions will coexist in future wireless networks.
The simulation results in [70] showed that the bandwidth
allocation between wireless access and wireless backhaul plays
a major role in the achievable performance. In this case, ML-
based approaches can be deployed at the macro-eNB to predict
the appropriate bandwidth partitioning factor based on mobile
users’ CSI and computation characteristics, such as the size
of input data and computation intensity. Moreover, a critical
issue in ultra-dense MEC system is user association (i.e., sever
selection) and its joint optimization with other aspects such
as computation offloading and resource allocation. However,
the joint problem of user association, offloading decision,
and resource allocation are typically NP-hard non-convex,
which are further exacerbated in time-varying and dynamic
environments. In such networks, DRL can be used to provide
fast and near-optimal solutions.
Distributed and collaborative ML implementation in hier-
archical and heterogeneous MEC: Although ML has many
potentials in optimizing the allocation of MEC resources and
enhancing the network operation, the central implementation
of ML-based algorithms faces serious challenges, such as
learning complexity, storage and computation resources, and
non-suitability for pervasive computing applications and large-
scale MEC systems. A potential solution is distributed ML,
where the computation of a learning algorithm is divided into
smaller parts and then these computations are allocated to
distributed MEC servers. However, a number of questions
need to be exhaustively answered when distributed ML is
used: which computation parts can be divided?, how to divide
the computation to subtasks?, how to synchronize the output
among different MEC servers? and how to integrate the
outputs from subparts into the output of the master model?
The distributed ML approaches become particularly important
when a learning agent (e.g., MEC server) cannot observe the
global state and action, and is merely aware of its local state,
reward, and action.
Actually, there is a tradeoff between the computation capa-
bility and learning efficiency when ML-based mechanisms are
centralizedly implemented at resource-limited MEC servers.
Thus, it is hard to efficiently implement a ML-based algorithm
at MEC server with a very large number of users and an
enormous amount of training data. Due to the fact that an
artificial neural network (ANN) is composed of many layers
(e.g., input, hidden, and output layers) [348], the ANN model
and the hierarchical MEC architecture are supposed to fit
together, where an immediate layer of the entire ANN model
can be offloaded to and performed by MEC layers (e.g.,
MEC at macro-eNBs and at small-eNBs) and the output of
the edge learning is then transferred to higher-tier clouds for
further processing. This collaborative learning offers consid-
erable benefits from the reduction of training data size, the
exploitation of ubiquitous computing, and the preservation of
user data privacy. Moreover, DL approaches can be deployed
at the MEC servers to detect contaminated and/or fake data,
thus improving the data quality. For instance, Li et al. in
[359] considered a two-layer DL model for video recognition
with IoT devices. Since an MEC server has very limited
resources compared to cloud servers, the authors proposed
determining the maximum number of computation tasks that
can be handled at the edge layer.
Federated learning and applications in MEC: The conven-
tional ML approaches require that the training server collects
all data generated by individual devices and learns the training
model centralizedly. Massive users can generate voluminous
data, however, users may not be willing to share their data
with the training server and other users. For example, such
shared information can be any type of data collected by
in-car sensing devices including cameras, radar, ultrasonic,
and location-identifying sensors [403]. Moreover, data privacy
is applied to not only vehicle owners, but also the vehicle
occupants. For instance, the image/video of customer captured
by the in-car camera can be shared with the centralized
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TABLE V: Summary of key MEC problems that can be solved by machine learning techniques.
Applications Existing Works Proposed
Framework
Challenges
Edge caching
DRL-based caching
strategies
[368], [369],
[372]–[374],
[392], [393]
● Combination of transfer learning and DRL to further exploit knowledge from other
domains, e.g., the content distribution in mobile social networks can be used to
learn caching strategies in D2D.● Tradeoff between exploration and exploitation due to edge dynamics.● Competition and collaboration between caching nodes (e.g. eNB or device caching).
DL-based caching [394] ● Determining the suitable model among various types of deep learning models.● Configuring hyperparameter settings.
Big data analytics
based caching
[371] ● Utilization of different features of the previously requested data.● Time-varying and spatio-temporal user behaviors.
Computation
offloading
DRL-based computa-
tion offloading
[132], [361]–
[367], [395]–
[397]
● Dependence on statistical information of channel quality and task arrival rates.● Time-varying user behaviors and unknown MEC network model.
Joint resource
optimization
ML for caching, com-
putation, communica-
tion, and/or control
[324], [364],
[374]–[380],
[395]–[397]
● The complexity of joint optimization problems, and immense action and state spaces
due to the combination of couple of different resource types.● Real-time learning training model for time-varying and dynamic MEC systems.● High overhead of signaling transmission and information exchange for Generation
of the network state and action spaces, especially in ultra-dense networks.
Privacy and
Security
DRL-based privacy
and security
[381] ● Lack of massive and high-quality training, validation, and test datasets, which is
caused by heterogeneous characteristics of wireless networks, mobile devices, and
edge nodes.● Limited storage and computation for training DL models.
DL-based privacy and
security
[382], [383],
[387], [388] ● Inaccurate and delayed state information, such as CSI and energy state information
(ESI) in wireless powered MEC.● Evaluation of the reward function that is usually estimated according to the
security/privacy gain and the protection cost (e.g., computation and communication
delay, and energy cost).● Bad security policies at the beginning of learning (the basis of the trial and error
methods), which can be effectively addressed by transfer learning techniques.● Tight coupling between privacy and performance gain, thus requiring the optimiza-
tion of privacy-aware computation offloading and resource allocation schemes.
Big data
analytics
ML-based big data
processing
[349], [384],
[385], [389] ● Storage and computation burdens due to the curse of big data dimensionality.● Tradeoff between the resource-limited MEC servers and the large-scale DL models.
Mobile
crowdsensing
DL based MCS [390] ● Lack of privacy and security protection schemes for crowdsensing data.● High computation overhead for collecting training data, i.e., the DL model requires
a large amount of data to retrain the learning model due to edge dynamics.● Lack of efficient DL approaches that can be deployed at the lower-tier devices, such
as computing access points [318] and mobile users, and to detect contaminated or
fake data.
cloud for the caching prediction model. The standard ML
is not a suitable way to preserve data privacy. Federated
learning leaves the training data distributed across individual
users instead of being centralized, thus enabling them to
collaboratively learn a shared model while keeping their own
data locally [404]. Moreover, federated learning is able to
address major drawbacks of distributed learning [404], which
are (i) lack of time and training data, (ii) low performance
due to heterogeneous user capabilities and networks states,
(iii) unbalanced number of training data samples, and (iv)
nonindependent and identically distributed data among users.
Federated learning is expected to be a sharp tool for various
problems in MEC. Take the computation offloading problem
as an example, where massive users are trying to offload
their computations to an MEC server for remote execution.
Conventionally, to determine the offloading decision, users
need to report their information such as channel gain, current
battery level, and computation characteristics, to the MEC
server [365], [376]; however, such information can be revealed
by eavesdroppers and can be used illegally to predict the
user location. Applying federated learning, each user needs
to download the master model from the MEC server and then
learns the offloading decision based on its local information
only, and the MEC server is merely responsible for updating
the master model according to updates from individual users.
In such a way, federated learning can preserve data privacy and
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provide distributed offloading decisions, thus being suitable
for large-scale MEC systems. Recently, the authors in [357]
applied federated learning to estimate the tail distribution of
the queues in URLLC vehicle communications and the works
in [405], [406] proposed a new adaptive federated learning
protocol in heterogeneous MEC systems.
IX. MISCELLANEOUS RESEARCHES
A. MEC with Other 5G Technologies
Besides the above key technologies which can be com-
bined with MEC system, there are still other 5G technologies
can be combined with MEC system to enhance the system
performance. Among these technologies, (massive) MIMO
and mmWave technologies offer huge advantages in terms of
energy efficiency, spectral efficiency, robustness, and reliabil-
ity. In this section, we will focus on (massive) MIMO, and
mmWave technologies in combination with MEC system.
1) (Massive) MIMO enabled MEC system:
● MIMO based MEC system: Since MIMO systems can
efficiently support multiple users for the offloading trans-
mission in the MEC system, to deeply exploit channel
quality of multiple antennas, the MIMO technology has
been considered to be applied in MEC system [407],
[408]. It can be concluded that MIMO enabled MEC
system can save more energy consumption at the mobile
users than SISO or MISO enabled MEC system. [13].
The power minimization problem was investigated for
MIMO enabled MEC system in [407], where a method
of jointly optimizing the transmit power, the number
of bits per symbol and the CPU cycles was proposed
to minimize the power consumption at the mobile side.
Different from power minimization, the authors in [408]
investigated the overall users energy consumption min-
imization by jointly optimizing the radio source, i.e.,
precoding matrices and CUP frequencies of multiple
users, for MIMO enabled MEC system. A successive
convex approximation based iterative algorithm was pro-
posed to obtain a local optimal solution. Moreover, the
computation can be offloaded more frequently if MIMO
is exploited in the MEC system. Recently, the authors in
[409] studied the computation tasks and communication
resource allocation for MIMO based MEC by considering
the prefect channel state information and imperfect CSI
estimation. In this work, the maximum weighted energy
consumption was minimized by the proposed optimal and
suboptimal algorithms.
Even though some countable research works have been
done for MIMO enabled MEC system, there are still
some potential works in this research area. One potential
work is the interference management. In a more complex
network, i.e., multi-cell network, MIMO can be exploited
to mitigate the inter-cell interference. Another major
challenge in MIMO based MEC system is the imple-
mentation of MIMO to balance the latency minimization
and offloading data rate maximization. For example, the
number of antennas and precoding matrix design are
important issues for further study.
● Massive MIMO based MEC system: For the application
of massive MIMO in MEC system, the MEC server based
BS can be equipped with large-scale antenna systems. In
the offloading transmission from the mobile devices to the
BS, the mobile users send pilots based on the estimated
CSI. In the downlink transmission, the computation re-
sults will be downloaded from the MEC server to the
mobile users. The BS sends out pilot waveforms. Both
transmission schemes can reduce power consumptions
[410].
There are still some challenges for the application of
massive MIMO in MEC system. Massive MIMO highly
relying on spatial multiplexing MIMO can improve the
offloading and downloading data rate, which can rela-
tively reduce the tasks delay by optimizing the beamform-
ing. Developing low complexity beamforming algorithms
for massive MIMO based MEC system presents the
possible research challenges in 5G.
2) MmWave based MEC system: To meet explosively in-
creasing requirement of data rate in 5G, mmWave was pro-
posed to provide gigabits/s data rate transmission [411]. It has
been considered as promising technologies in 5G due to its
high frequency band (30 GHz to 300 GHz). To improve the
computation capacity of MEC, the authors in [222] proposed
to integrate mmWave and MEC system into 5G network
architecture. This integration can support the applications that
require high data rate offloading, low latency and high mobility
support [412]. There are still some challenges and potential
works in mmWave based MEC systems.
● Antenna beamforming design: It is known that mmWave
surfers severe shadowing [413]. Antenna beamforming
design can compensate for the excessive path and pen-
etration losses at millimeter wave frequencies [414].
A proper beamforming scheme design is significant to
effectively improve the system performance. Therefore,
low complexity beamforming algorithms can be investi-
gated for outdoor mmWave offloading and downloading
transmission in MEC system.● Accurate mmWave channel model: The system with
mmWave transmission will need to adapt to the spatial
dynamics of the channels. If the perfect CSI is available
at transmitters and receivers, the optimal beamforming
design can be obtained to enhance the array gain. Thus a
proper CSI estimation design is essential research interest
for mmWave based MEC system.● Joint computation and communication resource alloca-
tion: when mmWave is applied into MEC offloading and
downloading transmission, the resource allocation plays
an important role to enhance the system performance.
Due to the different channel model, the computation and
communication resource optimization is another potential
research works. This is especially important when it
applies to a more complex network, e.g., heterogeneous
network. Finding an optimal solution or tradeoff between
performance enhancement and complexity reduction is
more challenging.
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B. MEC Testbeds and Implementation
Almost all existing research works have verified the ideas,
concepts, and algorithms by numerical simulations. However,
there have been some efforts devoted to the implementation of
MEC as well as other edge computing paradigms in practice.
In the following, we will look at such studies.
1) Single-Board Computer based Edge Cloud: There are
many ways to create an edge server; however, the imple-
mentation of single-board computers as edge clouds has been
considered as an efficient and cost-effective solution. The
increase in popularity of single-board computers (SBCs) (e.g.,
Raspberry Pi (RPi), Asus Tinker Board S, Arduino Mega 2560,
Pine A64-LTS, and Banana Pi M64) is due to their low cost,
low energy, enough resource for a variety of applications, wide
uses in not only education, but also in industry, hobbyists,
prototype builders, and gamers [415], [416]. The availability
of SBCs has introduced a new concept, disposable computing,
such that we can deploy SBCs as edge servers at any location
where the edge service is not available or the current edge
server is discarded and needs to be replaced by a new one.
Another advantage of SBCs is its potential use to emergency
applications and security crises. For example, SBCs can be
used to instantly build edge servers for rescue missions that are
deployed at the location, where the underlying infrastructure
has been destroyed by natural disasters, e.g., earthquakes,
windstorms, floods.
Elkhatib et al. [417] considered the concept of “micro-
cloud” and examined the suitability and performance tradeoffs
of RPi-based micro-clouds using four metrics: serving latency,
hosting capability, the cost of memory writing/reading, and
booting time. Experimental evaluations in [417] demonstrated
that RPi-based micro clouds are able to serve a sufficiently
large number of users with low latency and booting time, but
with a relatively high cost of reading/writing. However, it was
shown that newer RPi models can further reduce the cost in
comparison with that of Amazon Elastic Compute Cloud. In
[418], the authors proposed an IoT-edge cloud framework for
smart healthcare information system, where the edge server is
built by an SBC that collects the patients’ information for local
storage, handle collected data, and generate warning messages
to the doctor if necessary. The authors in [419] implemented
an MEC framework with the OpenAirInterface2 and evaluated
their prototype framework with a streaming face detection
applications by a number of experimental results. Other studies
have been conducted to realize SBCs for various applications
at the network edge: fast and accurate object analysis for
AR applications [420], real-time image-based object tracking
from live videos [421], social sensing applications [422], and
latency-aware video analytics [423].
2) Lightweight Platforms for Edge Computing: As MEC
and D2D communication are both applications of the of-
floading concept [13], [424], the authors in [425], [426]
proposed different MEC architecture to further improve the
network performance compared with the standard MEC. A
2The OpenAirInterface is an open source software and hardware project that
is devoted to the development of 5G cellular stack on commercial off-the-shelf
hardware. For more details, please access http://www.openairinterface.org/.
D2D-based MEC architecture was proposed in [425], where
each relay gateway can act as a local cloud. In addition, D2D
communication is used to establish direct connections between
a relay gateway and mobile users so as to provide edge
services and between two neighbor relay gateways to balance
the traffic and computation demands among them. The work in
[426] introduced a new concept, “MEC D2D”, which includes
several computation and communication technologies. More
specifically, D2D MEC enables the direct link between mobile
users and the MEC server, neighboring D2D helps users to
connect with the other MEC server if they are not satisfied
with the local MEC sever, cooperative relay can extend the
MEC service, conventional MEC provides service to users via
the collocated eNB, and remote cloud let all mobile users
with Internet access use cloud services. Experimental results
showed that the integration of D2D and MEC can significantly
improve the energy efficiency and sharply reduce the response
time.
Wang et al. [427] proposed a lightweight edge computing
platform that is based on single-board servers, lightweight vir-
tual switching, and lightweight container virtualization. Taking
into account both the QoS requirements of edge services and
the deployment cost and status of the underlying hardware, a
lightweight platform for service deployment at the network
edge was considered in [428]. To evaluate performance of
the proposed edge computing platform, the authors developed
RPis as edge servers and identified a set of the system param-
eters, such as, the number of services that can be deployed
simultaneously at an edge server and the number of users
that a service can support. The work in [429] proposed an
open carrier interface to offer a fair pay-on-use business model
and provide edge services in a distributed and autonomous
manner. The OCI was implemented on the top of the NFV
infrastructure at the network service provider’s central office
and could obtain a good performance for a number of latency-
critical and bandwidth-hungry applications.
3) Middleware for Edge Computing: The very first context-
adaptive middleware, named CloudAware, for computation of-
floading in MEC was proposed in [430]. CloudAware (i) does
not restrict its application scope to any specific domain and (ii)
is able to predict arbitrary context attributes, thus CloudAware
can support a wide range of applications with dynamics of the
underlying network. The evaluation of CloudAware, using real
data from the Nokia Mobile Data Challenge dataset, showed
that compared with the local execution, where all computation
tasks are handled locally, CloudAware can greatly reduce the
execution time (by 276%) while maintaining the same level
of offloading success rate. More recently, there have been a
number of other studies on messaging middleware for edge
computing applications. For example, the middleware inves-
tigated in [431] continuously optimizes diverse QoS require-
ments imposed by mobile users and orchestrates connections
between users and brokers, and the work in [432] leverages
SDN to monitor network conditions and critical events so as
to design a messaging middleware for resilient data exchange
of mission-critical applications, and the messaging middleware
proposed in [433] enables the development and deployment of
emerging applications in distributed and heterogeneous edge
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computing systems.
In [434], the author proposed a middlebox approach to
implement the MEC paradigm in 4G LTE networks. In order to
implement the proposed approach without the need to modify
the underlying infrastructure, some critical issues needed to
take into consideration are 1) how to intercept and forward the
data packets, 2) how to serve the data packets by the MEC
servers, 3) how to redirect data traffic to the MEC servers and
to the centralized clouds, and 4) how to identify the tunnel
for specific users? To solve these issues, the authors in [434]
proposed implementing the MEC middlebox between the LTE
eNB and the core network, and utilizing some novel design
principles, for example, tunnel stateful tracking and traffic
redirection.
X. CONCLUSION
MEC provides a breakthrough computing paradigm that
enables the deployment of compute-intensive and latency-
critical applications at resource-poor end devices within RAN.
Many leading-edge technologies and tools, including non-
orthogonal multiple access, wireless power transfer and en-
ergy harvesting, unmanned aerial vehicle, Internet of Things,
ultra-dense network, and machine learning, are considered as
enablers of the emerging 5G network and beyond. This paper
covers both fundamentals of MEC and state-of-the-art research
works on “MEC in 5G and beyond”. In each section, we have
presented a very brief background, motivations, and up-to-
date literature in combining the corresponding individual tech-
nology in MEC-based wireless systems. In addition, we have
outlined and discussed the lessons learned, open challenges,
and future directions. We strongly believe that this paper can
help the readers to deeply understand the fundamentals of
MEC and the state-of-the-art of MEC in 5G and beyond, and
select interesting MEC problems for their research.
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