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ABSTRACT
Neural cache language models (LMs) extend the idea of reg-
ular cache language models by making the cache probability
dependent on the similarity between the current context and
the context of the words in the cache. We make an exten-
sive comparison of ‘regular’ cache models with neural cache
models, both in terms of perplexity and WER after rescoring
first-pass ASR results. Furthermore, we propose two exten-
sions to this neural cache model that make use of the content
value/information weight of the word: firstly, combining the
cache probability and LM probability with an information-
weighted interpolation and secondly, selectively adding only
content words to the cache. We obtain a 29.9%/32.1% (val-
idation/test set) relative improvement in perplexity with re-
spect to a baseline LSTM LM on the WikiText-2 dataset, out-
performing previous work on neural cache LMs. Addition-
ally, we observe significant WER reductions with respect to
the baseline model on the WSJ ASR task.
Index Terms— languagemodeling, LSTM, cache, speech
recognition
1. INTRODUCTION
Language models (LMs) play a crucial role in many speech
and language processing tasks such as speech recognition and
machine translation. The current state of the art are recurrent
neural network (RNN) based LMs [1], and more specifically
long short-term memory (LSTM) [2] LMs [3, 4].
This work focuses on extending LSTM LMs with a
cache [5], which gives the LM two main advantages: firstly,
the cache is a simple and computationally cheap manner
to adapt the LM to the current topic since it increases the
probabilities of words recently seen. Secondly, Kuhn and De
Mori [5] first proposed a cache model as a means to overcome
one of the limitations of n-gram LMs, namely that they are
not capable of modeling short-term patterns in word use. One
can argue that LSTMs are better at this because they should
be able to remember words for a longer time. However, the
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effect of a single word might be obscured after a certain
amount of time steps since with each time step, a complete
update of the cell state and hidden state is done. Explicitly
adding previously seen words to a cache and combining the
cache and LSTM probabilities can counteract this effect.
Grave et al. [6] recently proposed a continuous cache
(henceforth referred to as neural cache, as opposed to Kuhn
and DeMori’s regular cache [5]), that assigns cache probabil-
ities based on the similarity between the current hidden state
and the hidden state associated with the word in the cache.
As a result, words previously seen in a similar context get a
higher cache probability than words seen in a different con-
text. The advantages of the neural cache for neural LMs have
also been demonstrated by Merity et al. [7] and Khandelwal
et al. [8], but they use only a neural cache and do not compare
with a regular cache, and only evaluate on textual data.
The manner in which the cache probability is combined
with the LSTM LM probability is a crucial part in cache
LMs. Grave et al. [6] mention linear interpolation and an-
other method called global normalization, but the latter ap-
proach does not outperform linear interpolation. One can
argue that linear interpolation – assigning the same weight
to the cache probability regardless of the type of word – is
suboptimal since the cache probability will be more helpful
for content words whereas the LM probability should receive
more weight for function words. Kuhn and De Mori [5]
train separate interpolation weights and use separate caches
for each part-of-speech (POS), combining the cache model
with a class-based n-gram model in which the classes cor-
respond to POS classes. However, we believe that keeping
a separate cache for certain classes such as determiners and
prepositions does not make much sense because for those
classes, the overall statistics captured by the LM should be
much more meaningful. For example, having seen the word
in multiple times before does not increase the probability of
seeing it again. On the other hand, certain constructions such
as verbs requiring this preposition (e.g. believe, specialize)
or sentences in which adverbial phrases indicating time or
space are plausible (e.g. On the day of its release in Japan,
Work began on the Tower Building in 18401), do increase
the probability of seeing in, and such dependencies should
1Extracts from WikiText [9].
be captured by the LM. Another disadvantage of Kuhn and
De Mori’s approach is that it needs LM training data that has
been tagged for POS.
The goal of this paper is two-fold: 1) we propose to weigh
the cache model with a measure that is solely based on the
frequency statistics of the training data and which hence does
not need training data augmented with POS: the information
weight (IW) of a word (see section 2.3 for a definition). This
measure can be automatically calculated, and we investigate
whether it can give further improvements for a cache model.
The IW can be used in information-weighted interpolation
and/or for an information-weighted selective cache, to which
only words with an IW larger than a certain threshold are
added.
Secondly, as far as we know no comparison between regu-
lar and neural cache models for automatic speech recognition
(ASR), an application for which cache models typically give
good improvements, has been made. Thus, 2) the second goal
of this paper is to investigate what advantage a (information-
weighted) neural cache can have for ASR. Typically, neural
LMs for ASR are used in a multi-pass approach: in a first
pass, the search space is narrowed down with the help of a
simple (usually n-gram or FST) LM, producing a set of hy-
potheses in the format of a lattice or an N-best list. We evalu-
ate our models by rescoring N-best lists.
In the remainder of this paper, we will first define the dif-
ferent cache models and different manners of interpolation
(section 2) and validate the proposed methods experimentally
(section 3). We end with a conclusion and an outlook to future
work (section 4).
2. CACHE LANGUAGE MODELS
2.1. Regular cache
A regular cache model keeps track of the words previously
seen and computes the probability of the next word being wt
as follows:
Pc(wt | wt−|C|−1 . . . wt−1) =
t−1∑
j=t−|C|−1
I{wj=wt}
|C|
(1)
where C is the cache and |C| its size, t is the current time
step and I the indicator function, which is 1 if wj = wt and
0 otherwise. An exponential decay can be used to give more
weight to words seen more recently: I{wj=wt}e
−α (t−j), with
α the decay rate.
2.2. Neural cache
The neural cache model proposed by Grave et al. [6] calcu-
lates the cache probability as follows:
Pc(wt | (wt−|C|−1, ht−|C|−2) . . . (wt−1, ht−2)) =
t−1∑
j=t−|C|−1
I{wj=wt}e
(θ hTt hj−1)
∑
wi∈C
t−1∑
j=t−|C|−1
I{wj=wi}e
(θ hT
i
hj−1)
(2)
In the equation above, hj−1 is the hidden state of the LSTM
cell, which corresponds to the cell’s output that is used to pre-
dict the next word wj . In other words, the cache hc contains
pairs of hidden states and corresponding target words. θ is a
hyperparameter that controls the flatness of the distribution –
the lower θ, the flatter the distribution of the cache probabili-
ties. Given that hTt hj−1 is in the range (-1,1), the minimum
value of e(θ h
T
t hj−1) will always be < 1 and the maximum
value > 1 (for θ > 0), as opposed to a regular cache, where
the value in the denominator is always 1.
If a word is in the cache, its cache probability is calcu-
lated based on the inner product between the current hidden
state of the LSTM ht and the hidden state stored in the cache
hj−1. Hence, the probability is not solely based on whether
the word has been seen before or not – as happens in regu-
lar cache models –, but also based on the similarity between
the current context and the context in which the cache word
occurred, since we assume that the hidden state of the LSTM
captures the previous context of the word. For example, in a
Wikipedia article about the Chinese poet Du Fu, we see that
the neural cache assigns a much higher probability (compared
to the unigram probability of the regular cache) to Fu if Du
is the input word, since these two words occur together very
frequently.
2.3. Information-weighted interpolation of probabilities
Grave et al. [6] describe two ways of combining the cache
probability with the standard probabilities output by the net-
work, of which linear interpolation performs slightly better.
However, knowing that a word has been seen beforemight
be more meaningful for certain words than for others. Hence,
we propose to exploit this fact by assigning a larger interpola-
tion weight to words with a large content value than to words
with a low content value, such as function words. The infor-
mation weight λi of a word is defined as follows:
λi = 1 +
∑N
j=1 P (j|i) log(P (j|i))
log(N)
(3)
where P (j|i) is the probability of document j given that word
i occurs in it, and is equal to the frequency of word i in doc-
ument j divided by the frequency of word i in the whole
corpus. N is the number of documents in the corpus; for
our experiments we split the corpus in documents of an equal
amount of sentences. Equation 3 corresponds to 1 – normal-
ized entropy, hence giving higher importance to words that are
sparsely distributed across the corpus. This measure is among
others used by Dumais [10] and Bellegarda [11] as a global
weighting for the Latent Semantic Analysis word-document
matrix. The values for λ range between 0, for words that
are uniformly distributed among the corpus, and 1, for words
that appear in only 1 document. For example, bilingual has a
weight of λ = 0.910 whereas the has a weight of λ = 0.019
for the WikiText-2 corpus [9].
The final probability for word i is obtained by information-
weighted linear interpolation:
P (wt | history) =
(1− γ λt)PLM (wt | ht) + (γ λt)Pc(wt | hc)∑
w∈V
(1− γ λt)PLM (wt | ht) + (γ λt)Pc(wt | hc)
(4)
where γ is a hyperparameter that scales the information
weights and needs to be set empirically. We only consider
values smaller than or equal to 0.5, such that the cache prob-
ability will never be assigned a higher weight than the LM
probability. Thus, the LM probabilities have more weight for
frequent words, while for topical words a combination of LM
and cache probabilities is used, which will lead to increased
probabilities for topical words in the cache.
2.4. Information-weighted selective cache
Another manner to use the information weight of a word is
to use it as a hard threshold: only words with an information
weight greater than or equal to a certain threshold φ are added
to the cache. This approach has the advantage that no space
is ‘wasted’ on words with low content value. It effectively
enlarges the scope of the cache. A selective cache can be used
in combination both with a regular and neural cache model,
and with linear and information-weighted interpolation.
3. EXPERIMENTS
3.1. Setup
For perplexity experiments, we train our LMs on WikiText-
2 [9]. This dataset is also used by Grave et al. [6] and contains
2Mwords for training, 220k words for validation, 250k words
for testing and has a vocabulary of 33k words.
All training and perplexity experiments are implemented
with TensorFlow [12]. The LSTM LMs trained on WikiText
have 1 layer of 512 LSTM cells, randomly initialized with a
uniform distribution between -0.05 and 0.05. We use mini-
batches of 20 samples and train the LSTMs with backprop-
agation through time (35 steps) and 50% dropout [13]. The
norm of the gradients is clipped at 5. We train with stochastic
gradient descent: during the first 6 epochs, the learning rate
is 1, after which we apply an exponential decay: the learning
rate for epoch i, ηi, is equal to α ηi−1, with α the learning rate
decay which is set to 0.8. After each epoch, we check how of-
ten the validation perplexity has not improved with respect to
the previous epochs: if it has not improved for 3 times, we
stop training. If the validation perplexity keeps on improv-
ing, we stop training anyway after 39 epochs. We train on
discourse level, which means that we do not reset the LSTM
state at sentence boundaries and predict the first word of the
next sentence from the end-of-sentence token (for more infor-
mation, see Verwimp et al. [14]). This model gives a baseline
perplexity close the the one reported by Grave et al. [6]. The
hyperparameters specific to the cache model are optimized on
the validation set. We provide all values for the hyperparam-
eters together with the results, since it has been shown that
these have an important influence [15].
We use Kaldi [16] for the ASR experiments. We follow
the standard nnet2 recipe for Wall Street Journal (WSJ), gen-
erating 1000-best lists for rescoring. The first pass of the
recognition makes use of a 3-gram LM with a vocabulary of
120k words. The training data for the LSTM LMs consists of
37M words with a vocabulary of 40k. It contains years 87–89
with non-verbalized punctuation. The new LM probability is
calculated as follows:
Pnew(W ) = (1− λLSTM ) ∗ Pngram(W )
+ λLSTM ∗ PLSTM+C(W )
(5)
where Pngram is the first-pass LM probability and PLSTM+C
is equal to the probability in equation 4. A scaled version of
Pnew(W ) (β = scaling factor) is combined with the score of
the acoustic model P (O|W ):
logP (W ) = logP (O|W ) + β log(Pnew(W )) + L ω (6)
ω is the word insertion penalty and L the number of words in
the hypothesis. For every model type, hyperparameters such
as word insertion penalty ω, LM scale β, LSTM LM weight
λLSTM are optimized on the validation set. The LSTM LMs
used for rescoring are trained with TensorFlow [12] with the
same hyperparameters as theWikiText models, except that we
train on sentence level instead of discourse level.
We use the bootstrap method of Bisani and Ney [17] for
significance analysis of the WER results, which is imple-
mented as Kaldi’s compute-wer-bootci script. This method
generates (by default 10k) random bootstrap samples of the
data and calculates the percentage of times the bootstrap sam-
ple from system B improves over the bootstrap sample from
system A: the result is a ‘probability of improvement’ (poi)
of system B over system A.
Since the length of the cache is usually longer than the
length of the hypotheses in a single N-best list, we would like
to be able to transfer the cache across lists. We keep track of
the probabilities and caches for every hypothesis in the list,
and initialize the cache of the next N-best list with the cache
of the most likely hypothesis from the previous list.
Regular cache Neural cache
Model Size Interp. IW select. Valid Test λ / γ φ α Valid Test λ / γ φ θ
Baseline [6] - - - - 99.3 - - - - 99.3 - - -
Cache [6] 100 linear - - - - - - - 81.6 - - -
Our baseline - - - 102.5 97.6 - - - 102.5 97.6 - - -
Cache 100 linear no 92.6 87.9 0.10 - - 85.6 81.1 0.10 - 0.3
Cache 100 IW no 91.9 87.1 0.20 - - 86.1 81.9 0.25 - 0.3
Our baseline - - - 103.0 98.6 - - - 103.0 98.6 - - -
Cache 100 linear yes 90.7 86.8 0.05 0.2 - 84.4 81.3 0.05 0.2 0.3
Cache 100 IW yes 86.3 82.6 0.25 0.4 - 79.6 76.7 0.35 0.2 0.3
Baseline [6] - - - - 99.3 - - - - 99.3 - - -
Cache [6] 2000 linear - - - - - - - 68.9 - - -
Our baseline - - - 103.4 98.1 - - - 103.4 98.1 - - -
Cache 2000 linear no 88.6 83.8 0.10 - 0.005 73.4 69.6 0.15 - 0.3
Cache 2000 IW no 87.4 83.0 0.30 - 0.004 73.9 70.9 0.35 - 0.3
Our baseline - - - 103.3 97.5 - - - 103.3 97.5 - - -
Cache 2000 linear yes 88.3 84.0 0.05 0.2 0.008 76.6 73.4 0.20 0.1 0.3
Cache 2000 IW yes 82.4 78.3 0.35 0.2 0.006 72.4 66.2 0.45 0.2 0.3
Table 1. Validation and test perplexities for LSTM LMs with a cache trained on WikiText-2, along with their optimal hyperpa-
rameters (if applicable). The column λ / γ contains the optimal interpolation weight λ for models with linear interpolation and
the optimal scale for the IW γ for models with IW interpolation.
3.2. Perplexity results
We report the perplexity of the LSTM LMs in table 1. Due
to implementation requirements, we have to train 4 different
models: one with a non-selective cache of size 100, one with
a selective cache of size 100 and the same options for a cache
size of 2000. The baseline perplexities for LSTMs without
cache of these four models do not differ much, but we report
them all for the sake of completeness (‘Our baseline’ in the
table). All perplexity results shown below the same baseline
can thus be attributed solely to the cache component since
they are obtained with the same trained model.
Firstly, we combine the LSTMwith a regular cache model
with linear interpolation (left part of the table) and see that
this simple combination already gives us improvements:
11.4%/11.6% relatively on the validation/test set for a cache
size of 2000 (with exponential decay). This result confirms
our hypothesis, namely that an LSTM in itself is not sufficient
in remembering the relevant words in the previous context.
Using information-weighted (IW) interpolation or IW selec-
tive cache usually gives additional improvements. The two
IW-based techniques seem to give complimentary improve-
ments, because the combination yields the best perplexity
result (relative improvement of 20.2%/19.7%) for the regular
cache model.
The results for LSTM LMs with a neural cache are re-
ported in the right part of the table. We observe that, similarly
to the regular cache, the combination of both information-
based extensions yields perplexity improvements, also with
respect to the results reported by Grave et al. [6]. Using
only one of the two IW-based techniques does not result in
better perplexity results. Additionally, we observe that the
neural cache consistently outperforms the regular cache. The
best result is obtained with a neural selective cache of size
2000 with information-weighted interpolation: a relative im-
provement of 29.9%/32.1% (validation/test) with respect to
our own baseline.
3.3. Analysis
Taking a closer look at the optimal hyperparameters, we
firstly observe that γ is larger for the neural cache than for
the regular cache. For the best model, γ = 0.45, resulting
in weights close to 0.5 for words with a large IW λ, which
indicates a large reliance on the cache for content words.
Secondly, the optimal threshold φ for most IW selective
cache models is quite low, 0.2. This threshold essentially ex-
cludes only 222 word types from the cache, that albeit form
more than 50% of the test set (135k out of 240k).
In figure 1, we plot how often the information-thresholded
cache assigns a larger interpolated probability to the target
word than the original LM probability. Firstly, since φ is
0.2 for the selective model, very frequent low-content words
(with IW < 0.2) will always have a lower interpolated prob-
ability than the softmax probability because the cache prob-
ability is 0. However, for IWs larger than 0.2, the selective
model is more likely to result in a better interpolated proba-
bility, and that probability increases if the IW itself increases.
As a result, if we look at the predictions over all IWs,
the non-selective model outperforms the LM probability in
31.9% of the cases and the selective model only in 25.1%
of the cases. But for IWs > 0.2, the selective models out-
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Fig. 1. The proportion of times that the interpolated proba-
bility is higher than or equal to the baseline LM probability
with respect to several ranges of IWs, for the best neural cache
models with IW interpolation and with the combination of IW
selective cache and IW interpolation.
performs the baseline in 43.5% of the cases, and the non-
selective one only in 33.9% of the cases. When the inter-
polated probability is higher than the softmax probability, the
relative improvement of the interpolated probability with re-
spect to the softmax probability, averaged over the test set,
is 55.4% for the non-selective model and 54.3% for the selec-
tive model. For IWs> 0.2, the relative improvement is higher
for the selective model (67.8%) than for the non-selective one
(65.8%), although the difference is small. Thus, the cache
model combining the IW interpolation and the IW selection
gives worse estimates for very frequent words than the base-
line model and the cache with only IW interpolation since
they have a cache probability of 0, but better estimates for
topical words, resulting in an overall perplexity improvement.
3.4. Speech recognition results
In table 2, we report the perplexity results on the WSJ val-
idation set and the validation and test WER after rescoring
with LSTM LMs. Similarly as for WikiText, we report the
results for two different baseline models, a selective one and
a non-selective one. Notice that all results within the upper
part and respectively the lower part of the table are obtained
with the same trained model. Thus, differences in perfor-
mance can be attributed to the cache parts solely and not to
different initialization settings that might lead to better con-
vergence of the model during training. As a sanity check,
we tested whether the differences in WER between the two
baseline models were significant: according to the bootstrap
method [17], the probability of the first baseline improving
over the second baseline is 39.97.5%/73.57% (validation/test
set). Thus, we conclude that the difference between the base-
lines is not significant. We only test models with a cache
size of 100, since preliminary perplexity results with a larger
cache size did not give substantial improvements with respect
to a cache of 100 for this dataset.
Firstly, we observe that the differences in perplexity are
much smaller than for WikiText: this shows that on the WSJ
dataset, much less can be gained by using a cache. This
is not surprising given the fact that WikiText is specifically
designed to contain many long-term dependencies [9]. Sec-
ondly, the neural cache is not consistently better than the regu-
lar cache, as opposed to WikiText. The combination of a neu-
ral cache with linear interpolation gives the best results, both
for a non-selective and a selective model, but the improve-
ment is only 4.6%/4.1% (non-selective/selective) relative to
the baseline. Overall, the differences in perplexity between
the cache models are quite small, but notice that this dataset
is quite small (8k words, compared to 210k/240k words for
the validation/test set of WikiText) and hence we should be
careful in drawing strong conclusions based on these results.
The cache models give WER improvements between 0.2
and 0.32 absolute for rescoring the 1000-best lists of the val-
idation set. Between brackets we indicate the probability of
improvement with respect to the baseline: all results except
the neural cache with linear interpolation are significant with
a confidence larger than 95%, but the best results are still quite
far from the oracle WER of 2.18. We observe that the best
model in terms of perplexity does not yield the best WER re-
sults, and that the WER differences between the cache models
are not significant.
On the test set, the non-selective models achieveWER re-
ductions between 0.12 and 0.3 absolute; notice that the largest
possible reduction is 1.43 (oracle WER 1.21). However, only
the regular cache with IW interpolation achieves a significant
WER reduction with respect to the baseline. This model also
significantly improves the results for the neural models (both
with a confidence > 98%), but not significantly the result of
the regular cache with linear interpolation (poi of 89.63%).
The regular cache with linear interpolation significantly im-
proves its neural counterpart (poi 98.36%), but not the neural
cache with IW interpolation (poi 72.26%). Given that there
are no significant differences between the cachemodels on the
validation set on which the hyperparameters are optimized,
this suggests that the regular cache models are more robust
against hyperparameter settings that are possibly not optimal
for the test set.
The selective models on the other hand, show no or only
minor improvement with respect to their baseline model on
the test set. The best model only gives 0.03 absolute reduc-
tion in WER. We investigated several possible explanations
for this large discrepancy between the results of the selec-
tive models on the validation and on the test set. Firstly, it is
possible that the selective models are much more sensitive to
hyperparameter settings, but tuning the hyperparameters on
Model Valid PPL Valid WER (poi) Test WER (poi) λ / γ φ λLSTM β ω
baseline 176.9 5.61 2.55 - - 0.5 18 0
regular linear 170.5 5.36 (96.55) 2.34 (93.95) 0.05 - 0.5 15 -0.5
regular IW 171.2 5.41 (96.47) 2.25 (99.34) 0.4 - 0.5 13 -0.5
neural linear 168.8 5.38 (94.63) 2.43 (80.66) 0.05 - 0.5 15 -0.5
neural IW 170.3 5.38 (97.21) 2.39 (89.87) 0.7 - 0.4 13 0
baseline 175.1 5.59 2.64 - - 0.5 18 0
select. reg. linear 170.2 5.32 (99.10) 2.68 (33.68) 0.05 0.05 0.3 13 0
select. reg. IW 168.1 5.27 (99.81) 2.61 (58.75) 0.1 0.05 0.3 13 0
select. neur. linear 167.9 5.32 (99.10) 2.64 (46.33) 0.05 0.05 0.3 13 0
select. neur. IW 168.8 5.31 (99.57) 2.63 (52.32) 0.1 0.005 0.3 13 0
Table 2. Perplexities on the validation set of WSJ and WERs after rescoring the 1000-best lists of the validation and test set.
All cache models have a cache size of 100. ‘poi’ = probability of improvement [17] of the cache model with respect to its
baseline. The 5 last columns contain the hyperparameter values optimized on the validation set by rescoring, which are also
used for rescoring the test set. The column λ / γ contains the optimal λ for models with linear interpolation and the optimal
γ for models with IW interpolation. We do not include the decay values since exponential decay did not improve the results.
Oracle WER for the 1000-best lists is 2.18 (validation) and 1.21 (test).
the test set as an oracle experiment does not improve the re-
sults. A second possible explanation is that the selective mod-
els only work well on data with a specific structure/specific
patterns, and both WikiText and the validation set have such
structure while the test set does not. However, if we cal-
culate perplexity of the test set, the selective neural cache
with IW interpolation is among the best models (5.7% rela-
tive improvement). On the other hand, we observe with this
dataset that perplexity results do not always extrapolate nicely
to WER results. This might be because the perplexity is cal-
culated on the references only, while the WER is the result
of rescoring many hypotheses, of which some might be more
probable than the reference according to the LM. If the wrong
hypothesis is selected, the wrong cache is transferred across
N-best lists. Since the selective models have a larger scope
because no space is wasted on function words, the wrong
words are effectively longer in the cache. The effect of wrong
words in the cache might be worse for certain datasets (e.g.
the WSJ test set) than for others (e.g. the WSJ validation set).
A very crude measure that provides some evidence for this
explanation of the validation versus test set discrepancy, is
counting the number of times that a wrongly selected hypoth-
esis is followed by another wrongly selected hypothesis. We
observe that for all non-selective models, this number is lower
for the cache models than for the baseline model, while for all
selective models, this number is higher for the cache models
than for the baseline model, providing plausible evidence for
the fact that errors are propagated longer for selective mod-
els. This is even the case for the validation set, but on this
dataset, the gains that the selective model provides are larger
than the losses, such that the overall WER is lower for the
cache models than for the baseline model.
4. CONCLUSION AND FUTURE WORK
In this work, we present an extensive evaluation and compar-
ison of regular and neural cache LMs, in terms of perplexity
and WER. Additionally, we propose two extensions based on
the information weight/content value of words that can be ap-
plied to any cache model: IW interpolation of cache and LM
probabilities and an IW selective cache.
On the WikiText benchmark, we obtain large improve-
ments in perplexity, the largest one obtained by the combina-
tion of the two information-weighted extensions proposed in
this paper. Additionally, we observe that neural cache models
consistently outperform regular cache models on this dataset.
We also test the cache models on ASR by rescoring 1000-
best lists of WSJ. We observe significant improvements with
respect to a baseline LM on the validation set, while on
the test set the regular cache with IW interpolation was the
only model giving a significant improvement. As opposed
to WikiText, neural cache models are not consistently better
than regular cache models, and the combination of the two
information-weighted extensions is not the best option. The
neural cache seems to be more sensitive to hyperparameter
settings, since the regular cache models are significantly bet-
ter than the neural cache models on the test set, but not on the
validation set. The selective models provide significant gains
on the validation set, but not on the test set: we hypothesize
that those models are more sensitive to the selection of wrong
hypotheses in previous segments, because the wrong words
stay longer in the cache.
In the future, we would like to test our models on ASR
tasks that might give more gains, and test a ‘smarter’ manner
of transferring the cache across N-best lists, e.g. a weighted
combination of all hypotheses from the previous list.
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