In the present paper we consider application of overcomplete dictionaries to solution of general ill-posed linear inverse problems. In the context of regression problems, there have been enormous amount of effort to recover an unknown function using such dictionaries. One of the most popular methods, Lasso and its versions, is based on minimizing empirical likelihood and, unfortunately, requires stringent assumptions on the dictionary, the, so called, compatibility conditions. Though compatibility conditions are hard to satisfy, it is well known that this can be accomplished by using random dictionaries. The objective of the paper is to show how one can apply random dictionaries to solution of ill-posed linear inverse problems. We put a theoretical foundation under the suggested methodology and study its performance via simulations.
Introduction
In this paper, we consider solution of a general ill-posed linear inverse problem Qf = q where Q is a bounded linear operator that does not have a bounded inverse and the right-hand side q is measured with error. In particular, we consider equation
where y, q, f, η ∈ R n , Q ∈ R n×n and η i , i = 1, · · · , n are independent standard normal variables. Here, matrix Q is invertible but its lowest eigenvalue is very small, especially, when n is relatively large. A general linear inverse problem can usually be reduced to formulation (1.1) by, either expanding y and f over some collection of basis functions, or by measuring them at some set of points.
Solutions of statistical inverse problem (1.1) usually rely on reduction of the problem to the sequence model by carrying out the singular value decomposition (SVD) (see, e.g., [6] , [7] , and [15] and references therein), or its relaxed version, the wavelet-vaguelette decomposition proposed by Donoho [11] and further studies by Abramovich and Silverman [2] . Another general approach is Galerkin method with subsequent model selection (see, e.g., [8] ).
The advantage of the methodologies listed above is that they are asymptotically optimal in a minimax sense. The function of interest is usually represented via an orthonormal basis which is motivated by the form of matrix Q. However, in spite of being minimax optimal in many contexts, these approaches have drawbacks. In particular, in practical applications, the number of observations n may be low while noise level σ high. In this situation, if the unknown vector f does not have a relatively compact and accurate representation in the chosen basis, the precision of the resulting estimator will be poor.
In the last decade, a great deal of effort was spent on recovery of an unknown vector f in regression setting from its noisy observations using overcomplete dictionaries. In particular, if f has a sparse representation in some dictionary, then f can be recovered with a much better precision than, for example, when it is expanded over an orthonormal basis. The methodology is based on the idea that the error of an estimator of f is approximately proportional to the number of dictionary functions that are used for representing f, therefore, expanding a function of interest over fewer dictionary elements decreases the estimation error. Similar advantages hold in the case of linear inverse problems (see [14] ). However, in order to represent a variety of functions using a small number of dictionary elements, one needs to consider a dictionary of much larger size than the number of available observations, the, so called, overcomplete dictionary.
A variety of techniques have been developed for solution of regression problems using overcomplete dictionaries such as likelihood penalization methods and greedy algorithms. The most popular of those methods (due to its computational convenience), Lasso and its versions, have been used for solution of a number of theoretical and applied statistical problems (see, e.g., [3] , and also [4] and references therein). However, application of Lasso is based on maximizing the likelihood and, unfortunately, relies on stringent assumptions on the dictionary {ϕ k } p k=1 , the, so called, compatibility conditions, for a proof of its optimality. In regression set up, as long as compatibility conditions hold, Lasso identifies a linear combination of the dictionary elements which represent the function of interest best of all at a "price" which is proportional to σ n −1 log p where p is the dictionary size (see, e.g., [4] ). Regrettably, while compatibility conditions may be satisfied for the vectors ϕ j in the original dictionary, they usually do not hold for their images Qϕ j due to contraction imposed by the operator Q. Pensky [14] showed how Lasso solution can be modified, so that it delivers an optimal solution, however, compatibility assumptions in [14] remain very complex and hard to verify.
In the last decade it has been discovered that in regression setting, one can satisfy compatibility conditions for Lasso by simply using random dictionaries. In particular, Vershynin [17] provided a variety of way for construction of such dictionaries. The purpose of [17] , however, is that the methodology is intended for the recovery of a function which is directly observed. The purpose of the present paper is to explain how random dictionaries can be adopted for solution of ill-posed linear inverse problems.
The rest of the paper is organized as follows. Section 2 introduces some notations, formulates optimization problem with Lasso penalty and lists compatibility conditions of [14] . Section 3 contains the main results of the paper: it explains how one can obtain fast lasso convergence rates by using random dictionaries. Section 4 contains examples of applications of the Lasso technique and presents a limited simulation study. Finally, Section 5 contain proofs of the statements in the paper.
2 Construction of the Lasso estimator and a general compatibility condition
In the paper, we use the following notations. For any vector t ∈ R p , denote its ℓ 2 , ℓ 1 , ℓ 0 and ℓ ∞ norms by, respectively, t , t 1 , t 0 and t ∞ . For any matix A, denote its i th row and j th column by, A i· and A ·j respectively. Denote its spectral and Frobenius norms by, respectively, A and A 2 .
Denote P = {1, · · · , p}. For any subset of indices J ⊆ P, subset J c is its complement in P and |J| is its cardinality, so that |P| = p. Let L J = Span ϕ j , j ∈ J . If J ⊂ P and t ∈ R p , then t J ∈ R |J| denotes reduction of vector t to subset of indices J. Also, Φ J denotes the reduction of matrix Φ to columns Φ ·j with j ∈ J.
Denote by λ min (m; Φ) and λ max (m; Φ) the minimum and the maximum restricted eigenvalues of matrix Φ T Φ given by
Following [14] , we estimate the true vector of coefficients θ as a solution of the quadratic optimization problem with the weighted Lasso penalty
where z is given by (2.5) and α ≥ α 0 where
Subsequently, we estimate the unknown solution f by f = Φ θ.
Note that since we are interested in f θ rather than in the vector θ of coefficients themselves, we are using Lasso for solution of the so called prediction problem where it requires milder conditions on the dictionary. In fact, it is known (see [14] ) that with no additional assumptions, for α ≥ α 0 , with probability at least 1 − 2p −τ , one has
It is easy to see that if t = θ, then f t = f. Then, with high probability, the error of the estimator f θ is proportional to σ n −1 (τ + 1) log p j ν j . This is the, so called, slow Lasso rate. In order to attain the fast Lasso rate proportional to σ 2 n −1 j ν 2 j , one needs some kind of compatibility assumption.
Pensky [14] formulated the following compatibility condition: matrices Φ and Υ are such that for some µ > 1 and any J ⊂ P
where
Pensky [14] proved that, under assumption (2.10), for α = ̟α 0 where ̟ ≥ (µ + 1)/(µ − 1) and α 0 is defined in (2.8), with probability at least 1 − 2p −τ , one has
Note, however, that unless matrix Φ has orthonormal columns, assumption (2.10) is hard not only to satisfy but even to verify since it requires checking it for every subset J ∈ P. Indeed, sufficient conditions listed in Appendix A1 of [14] rely on the results of Bickel et al. [3] and require very stringent conditions on λ min (m; Φ) and entries Υ in (2.6). In the present paper, we offer an alternative to this approach.
3 Lasso solution to linear inverse problems using random dictionaries
An advantage of using random dictionary lies in the fact that one can ensure, with a high probability, that the dictionary satisfies a restricted isometry condition (see, e.g., [5] or [12] ).
In particular, if matrix Φ ∈ R n×p satisfies the restricted isometry property of order s ≥ 1, then λ min (s; Φ) > 0. The latter allows one to formulate the following results.
Theorem 1 Let θ be the solution of optimization problem (2.7) with α ≥ α 0 where α 0 is defined in (2.8) . Let Φ ∈ R n×p be a random dictionary independent of y in (1.1). Denote
where f L J = proj L J f and assume that Φ is such that for some s, 1 ≤ s ≤ n/2 and δ, ǫ 1 , ǫ 2 , ǫ 3 ∈ (0, 1), the following conditions hold
3)
Note that for α = α 0 and K 0 = 4/(1 − δ) 2 , under assumptions (3.2) -(3.4), (3.5) yields the following result
As Lemma 1 below shows, assumption (3.2) can be guaranteed by choosing a dictionary of a particular type.
Lemma 1 Let matrix Φ ∈ R n×p be independent of y and satisfy one of the following conditions: a) Matrix Φ has independent sub-gaussian isotropic random rows; b) Matrix Φ has independent sub-gaussian isotropic random columns with unit norms; c) Matrix Φ is obtained as
matrix with i.i.d. standard Gaussian entries and columns of the matrix D ∈ R
n×m form a non-random k-tight frame, so that for any vector x, one has x T DD T x = k 2 x 2 . If, for some δ ∈ (0, 1) and 1 ≤ s ≤ n/2, one has
then condition (3.2) holds with ǫ 1 ≤ 2 exp(−C 2 δ 2 n). Here, C 1 and C 2 depend on the kind of sub-gaussian variables that are involved in formation of Φ and are independent of n, m, p, s and δ.
Finally, conditions (3.3) and (3.4) can be ensured by restricting the set of solutions t to vectors with cardinality at most s. In this case, ǫ 2 = ǫ 3 = 0 and the following corollary of Theorem 1 is valid.
Corollary 1 Let θ be the solution of optimization problem
θ = arg min t: t 0 ≤s Φt − z 2 2 + α Υt 1 ,(3.
8)
with α ≥ α 0 where α 0 is defined in (2.8) . Let Φ ∈ R n×p be one of the random random dictionaries defined in Lemma 1. If, for some δ ∈ (0, 1), condition (3.7) holds, then
where C 2 depends on the kind of sub-gaussian variables that are involved in formation of Φ and is independent of n, m, p, s and δ.
Note that case c) above offers a structured random dictionary since each of its elements is a linear combination of smooth functions. This is the case that we are considering in our simulation study in the next section.
Examples and simulation studies
In order to evaluate the performance of the procedure suggested in the paper we carried out a limited simulation study. We considered the Laplace convolution equation
with g(x) = exp(−x) and n observation points uniformly spaced on the interval [0, T ]. For our study, we chose T = 4 and n = 32 or n = 64. THis is a problem studied in [1] , [9] and [16] . We constructed a fixed dictionary using the Laguerre functions of the form
We chose m 1 = 4, m 2 = 16, obtaining the total of m = m 1 m 2 = 64 dictionary elements. We evaluated the dictionary functions on a grid, scaled them to have unit norms and formed matrix D with columns ϕ j , j = 1, · · · , m.
Vector y was calculated at n observation points as y = q + σ T n ξ where ξ ∈ R n is a standard normal vector.
Matrix Q was constructed so that it carried out numerical integration in formula (4.1) for 0 ≤ x ≤ T , i.e., q = Qf. We obtained matrix Ψ of the inverse images as the numerical solution of the exact equation Q * Ψ = W and evaluated vector z with elements (2.5). For the sake of obtaining a solution of optimization problem (2.7), we used function LassoWeighted in SPAMS MatLab toolbox (see [13] ).
In order to evaluate the value of the Lasso parameter α, we calculated α max as the value of α that guarantees that all coefficients in the model vanish. We created a grid of the values of α k = α max * k/N, k = 1, · · · , N, with N = 200. As a result, we obtained a collection of estimators θ = θ(α k ). For the purpose of choosing the most appropriate value of k, we estimated q by a wavelet estimator q based on Daubechies degree 8 wavelets and hard universal thresholding rule. Finally, we chose α =α = α k . Here
wherep k is the number of nonzero components of θ(α k ) and setf Las,cv =f (α k ). We compared the Lasso estimatorf Las,cv with the estimatorsf Lag andf SV D , wheref SV D is recovered by the singular value decomposition (SVD), andf Lag is constructed by expanding the unknown function f over the system of the Laguerre functions (4.2). The Laguerre functions dictionary has been proven to be extremely efficient for the Laplace deconvolution (see, e.g., [9] ). We used K s eigenbasis functions for SVD and K L Laguerre functions for the Laguerre function solution. In order to simplify our numerical work, for both competitive estimators, the SVD and the Laguerre functions based estimator, we used the "ideal" parameter choices, selecting parameters K s and K L by minimizing the difference between the respective estimators and the true function f which is unavailable in a real life setting. Therefore, precision of the competitive estimators is somewhat higher than it would be in a real life situation where parameters of the methods have to be estimated from data. We carried out numerical experiments with two sample sizes, n = 32 and n = 64, three noise levels, SNR = 1 (high noise level), SNR = 3 (medium noise level) and SNR = 5 (low noise level), and three test functions: f 1 (x) = x 2 exp(−3x), f 2 (x) = x 4 exp(−4x) and f 3 (x) = exp(−x/2). Table 1 below compares the accuracy of the Lasso estimators with the two competitive estimators: Laguerre functions expansion based estimator described above and the SVD estimator, Precision of an estimatorf is measured by the estimated L 2 -norm R(f ) = n −1/2 f −f 2 of the difference between the estimatorf and the true vector f averaged over 100 simulation runs (with the standard deviations listed in parentheses).
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Proofs
Proof of Theorem 1. The beginning of the proof is similar to the proof of Lemma 2 in [14] . However, for completeness, we provide the complete proof here.
Let θ be the true parameter vector, so that f = f θ = Φθ. Denote ζ = Ψ T η. Then, it is easy to check that
Following [10] , by K-K-T condition, we derive that for any
so that, subtracting the first line from the second, we obtain for any t ∈ R p obtain Plugging the last inequality into (5.4) and recalling the definition of J * , we derive (3.5).
Proof of Lemma 1. In cases a) and b), λ min (m; Φ) ≥ 1−δ is ensured by Theorem 5.65 of Vershynin [17] . In case c), note that entries of matrix Φ are uncorrelated and, hence, are independent Gaussian variables due to Therefore, λ min (m; Φ) ≥ 1 − δ by Theorem 5.65 of [17] .
