ABSTRACT Agriculture is a major part of the world economy as it provides food safety. However, in recent years, it has been noted that plants are extensively infected by different diseases. This causes enormous economic losses in agriculture industry around the world. The manual inspection of fruit diseases is a difficult process which can be minimized by using automated methods for detection of plant diseases at the earlier stage. In this paper, a new method is implemented for apple diseases identification and recognition. Three pipeline procedures are followed by preprocessing, spot segmentation, and features extraction, and classification. In the first step, the apple leaf spots are enhanced by a hybrid method which is the conjunction of 3D box filtering, de-correlation, 3D-Gaussian filter, and 3D-median filter. After that, the lesion spots are segmented by the strong correlation-based method and optimized their results by fusion of expectation maximization (EM) segmentation. Finally, the color, color histogram, and local binary pattern (LBP) features are fused by comparison-based parallel fusion. The extracted features are optimized by genetic algorithm and classified by One-vs-All M-SVM. The experimental results are performed on plant village dataset. The proposed methodology is tested for four types of apple disease classes including healthy leaves, Blackrot, Rust, and Scab. The classification accuracy shows the improvement of our method on selected apple diseases. Moreover, the good preprocessing step always produced prominent features which later achieved significant classification accuracy.
I. INTRODUCTION
Efficient identification and recognition of fruit leaf diseases is a current challenge in computer vision (CV) due to their important applications in agriculture and agro-economy [1] . In agriculture, various types of fruit diseases exist which affect the production and quality of fruits. Most of these
The associate editor coordinating the review of this manuscript and approving it for publication was el-Hadi M. Aggoune. diseases are judged by the naked eyes of an expert in this area on the basis of their symptoms. However, it is expensive due to the unavailability of experts [3] and higher cost. In this regards, the computing researchers in collaboration with agriculture experts have suggested many algorithms for automated detection of diseases in plants and fruits [2] .
Leaf symptoms are an important source of information to identify the diseases in several different types of fruit plants.
Apple is an important fruit plant and widely famous for its M. A. Khan et al.: Optimized Method for Segmentation and Classification of Apple Diseases nutrient values. However, its production and quality are damaged by the attack of different diseases like black rot, rust,and blight. Therefore, it is essential to develop an automated computerized system for detection and classification of apple leaf symptoms at early stage. The early detection of these symptoms are helpful to improve the fruits quality and production. In the field of computer vision, it is an active research area to find out the lesion spot [4] and recently several methods are introduced for fruits diseases detection through image processing and machine learning algorithms [5] . Normally, the apple lesion spots are examined by their color, texture, and shape, therefore, the features like color, texture, and shape are essential for classification of apple diseases. A lot of segmentation, features extraction, and classification techniques are proposed in literature for fruits diseases segmentation and recognition such as combination of features based symptoms identification [6] , color based segmentation [7] , correlation based features selection [4] , optimized weighted segmentation [8] , texture features [9] , shape features [10] , Support Vector Machine (SVM) [11] , and few more [12] .
A. PROBLEM STATEMENT
Various global challenges exist in the agriculture domain such as change of environment and appearance of multiple symptoms in one image. The complex background and multiple symptoms regions are not easy to detect from an image. The presence of symptom regions on the boundary of image, various characteristics of leaf symptoms, the existence of noise, change in lighting condition, and color based similarity among various symptoms. Each lesion spot has a different shape, color, and texture which makes the detection process difficult which later utilized in the classification phase. The challenges which researchers faced in this domain using computer vision and machine learning techniques are: a) correctly segmentation of leaf symptoms in the image which exist in various symptoms and most are similar to background regions, (b) extraction of sufficient number of features for classification because the irrelevant features do not produce good accuracy and also effects on the system execution time, and (c) selection of most prominent features. The justification behind these key challenges of any computer vision system are: (a) the correct symptoms segmentation is performed only through clear difference among symptoms pixels and healthy pixels, which are defined through a good preprocessing step, (b) a good computer-based automated method always needs a minimum good number of features for sufficient accuracy along better execution time.
B. CONTRIBUTIONS
A new automated apple leaf diseases method is implemented for detection and recognition through symptoms segmentation and best features selection. Three pipeline procedures including image enhancement, lesion spot segmentation, and prominent features selection & classification are utilized. Our major contributions are in contrast enhancement, segmentation, and feature selection blocks, which are enumerated below. a) A hybrid contrast stretching technique is proposed in which a 3D-Box filter is applied, which initially blurs the boundary of a lesion spot, followed by an implementation of a de-correlation function to reduce image distortion. This complete procedure is facilitated by 3D-Gaussian and 3D-Median filter -making the foreground and background maximally differentiable.
b) A diseased spot segmentation algorithm is proposed in which 'S' channel of HSI color space is considered, which is later used to identify set of clusters having higher pixel values. A strong correlation (SC) based method is later proposed to select a strong cluster, followed by an optimization step using expectation maximization (EM) algorithm. This step plays its role especially under the scenario when the infected regions are small in size. c) A method is designed to utilize color and texture features, which are later fused through parallel approach. An addition of feature selection step using genetic algorithm (GA) further expedite the process for getting improved classification results using support vector machines.
C. ABBREVIATIONS AND ACRONYMS

II. RELATED WORK
The common apple plant diseases are apple rust, apple rot, apple scab, apple greening, and powdery mildew. Recently, several researchers introduced various techniques such as Dubey and Jalal [13] described a new computer vision based method using multiple features. The described method followed three major steps-i) diseased regions are segmented by K-Means, ii) color, LBP and shape features are extracted using segmented lesion spots. Finally, classification [6] presented an automated system for multiple fruit diseases using deep learning. The presented method process into two primary steps-disease segmentation through correlation based approach and classification of fruit diseases by deep features extraction from pre-trained CNN models like VGG16 and AlexNet. Chuanlei et al. [4] introduced a new image processing based technique for the recognition of apple diseases. In the presented method, RGB color transformation structure is designed and segment the symptoms through region growing. Finally, features are extracted for each spot with reduced dimensions of extracted features by GA and correlation coefficients. For experimental results, 90 diseased leaves images are selected from three types of disease classes including powdery mildew, mosaic, and rust with classification rate is 90%. Dubey and Jalal [14] utilized a K-Means clustering method for apple fruit diseases segmentation. After that, extract texture (LBP, CLBP), color and global color histogram features and combined using simple concatenation method. For experimental results, three types of apple fruit disease images are selected and achieved recognition accuracy up to 93%. Also, the described method performs well for CLBP features and achieved recognition accuracy 89.88%, 90.71%, 96.66%, and 99.33% for apple blotch, rot, scab, and healthy. Ormani et al. [15] introduced an automated technique for detection of apple diseases. The introduced method is based on three series of steps. In the first step, the lesion spots are segmented by K-Means clustering method. Then, the color, GLCM, and wavelet features are extracted from segmented spots, which are classified by support vector regression (SVR). The major advantage of SVR algorithm is to minimize the error rate and increase the classification accuracy. Shuaibu et al. [16] presented an optimized stochastic algorithm for identification of apple marssonina disease. A PSO algorithm is utilized to find out the optimal features based on their highest discrimination. The selected features are classified by SVM and achieved 100% accuracy. Sing and Misra [17] described a two step automated technique. The disease lesions spot are segmented by an optimized genetic algorithm. The GA perform significant well with SVM and achieved the segmentation accuracy 95.71%, which is significantly better as compared to MDC with K-Means and MDC with the proposed method. The major advantage of GA is that it can process a large number of variables at the same time. Barbedo [18] introduced a new method for segmentation of disease spots on plant leaves based on manipulation of a color channel and boolean operation, which is performed on the binary mask. The introduced method resolves many challenges such as variability and change in condition. For experimental results, 77 disease images are selected of 11 plants including citrus, coffee, corn, cotton, and few more. Ali et al. [19] described an automated method for detection and classification of citrus diseases. The described method is based on two major steps including symptoms segmentation and feature extraction. In segmentation, the Delta E method is utilized and later on, texture and color features are extracted. The extracted features are reduced by PCA and fed to SVM for classification, which achieved maximum recognition accuracy 99.9%.
III. PROPOSED METHODOLOGY
Three primary steps are incorporated int he proposed systemcontrast enhancement and symptom segmentation, multi-type features extraction, and prominent features selection and recognition, main architecture demonstrated in Figure. 1.
A. DISEASE SPOT ENHANCEMENT
Preprocessing step has gained much importance in CV and image processing because of low contrast images effects overall accuracy. This step is essential for later work on disease spot segmentation and feature extraction because diseases can be usually identified according to the symptoms shape, color, and texture. In this article, Plant Village dataset is used for evaluation. The Plant Village dataset contains several types of problems such as noise, brightness, and change of the origin. In this article, an optimized algorithm is implemented to address these problems and to improve the performance of quantitative image analysis. The proposed method consists of three pipeline procedures including 3D-Box filtering, De-correlation, and the combination of a 3D-Gaussian and 3D-Median filter.
1) 3D-BOX FILTERING
For smoothing the disease spot region in the image, 3D-Box filter operation is performed. The 3D-box filter is used equally weighting a rectangular neighborhood of pixels in three major steps: a) compute filter size; b) padding, and c) normalization factor. Let φ xyz is an RGB input image having dimension 256 × 256. Let ϕ abc be an intensity value of size a × b × c 3-dimensional image ϕ at position (m, n, o), while ϕ is 3D-box filter into φ. Then, the size of the filter is defined as follows:
where, ϕ ijk denotes the size of filter, a 1 = 4, b 1 = 4, and c 1 = 3. After that, we perform padding on φ xyz using filter size as:
where, P D denotes the padding window, which is performed on RGB image φ xyz as follows:
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where t is a constant parameter for both left and right window at the time of updating. Finally, performed normalization on the image after completion of all padding iterations as follows:
where, NL φ denotes the normalization factor, and () denotes the product of padding image. The effects of 3D-bx filtering operation on the original RGB image is shown in Figure 2 .
2) COLOR DIFFERENTIATION
Color differentiation is used to improve the color difference between each pixel in the image. Therefore, to address this problem, we used decorrelation. Decorrelation is a general term for any process that is used to reduce the serial correlation between two similar processes. It is done on the basis of band to band correlation. Therefore, the excessive color improves the visual perception of an image and also make it easier for feature discrimination.
Let BF(x, y) denotes the 3D-box filter image, which is obtained from equation 1 to 5. Let DC(x, y) denotes the target output decorrelation image. Then, the vector x ∈ u i ×v j , where u i and v j denotes the nbands − by − 1 vector of 3D-box filter image BF(x, y) and target output image DC(x, y). Therefore, the vector u i containing the pixel value of BF(x, y) is transformed into the corresponding pixel v j in the output image DC(x, y) as follows:
where, T (x, y) is an nBands − by − nBands matrix, µ denotes the mean of BF(x, y), and µ t is mean of target output image DC(x, y). Then, calculate the covariance matrix of u i and v j as follows:
where, µ = E(u i ) or E(v j ). After that,we compute target output T (x, y) to perform an eigen decomposition of covariance matrix as:
where, σ t denotes the standard deviation (SD) of target output, and σ −1 is SD of input 3D-box filter image. The SD (σ ) is computed as:
Hence, the final enhanced decorrelation image is obtained as follows:
The effects of decorrelation stretching is shown in Figure 3 .
3) IMAGE NORMALIZATION
In general, the image normalization is a process that improves the range of pixel intensity values which is sometimes called contrast stretching [21] . Normalization is performed in form of smoothing the image and removing the noise factor. The enhanced decorrelation image (DC F (x, y)) is used for this processes because it contains too much noise as shown in Figure 4 . Therefore, we used 3D-Gaussian and 3D Median filter to remove these artifacts. The Gaussian filter smoothes the disease spot region but at the same time it reduces the disease information, therefore, an extra 3D Median filter is performed after performing the 3D-Gaussian filter on the image. Let DC F (x, y) denotes the three dimensional enhanced decorrelation image having dimension 256 × 256 × 3. Let G(x, y) denotes the 2D gaussian filter, which is defined as follows:
where, σ 2 denotes the variance of given image and σ is SD. The variance σ 2 and σ is computed as follows: (13) where, N denotes the total number of pixels in the input DC F (x, y) image. To following above 2D gaussian filter process, the 3D Gaussian filter [20] is defined as:
where, G (x, y, z) is 3D-Gaussian filter image, whose effects are given in Figure 4 (d). Finally, a 3D-Median filter (3 × 3 × 3) is performed on Gaussian filtered image, which efficiently removes the remaining noise after performing 3D-Gaussian filter. The effects of enhancement after performing 3D-Median filter image are shown in Figure 4 (e).
IV. DISEASE SEGMENTATION
Plant disease is one of the major factors which impacts to diminish quantity and reduce the quality of the product. Therefore, to control the plant diseases, it is much important to diagnose them at early stages. Several image processing methods have been utilized for segmentation of such diseases in agriculture such as Fuzzy-C Means, K-Means Clustering, Otus segmentation, and color segmentation. From all segmentation methods, the color segmentation is much important because each disease spot has a different color. Moreover, there are several challenges including the shape of disease spot, change in color and texture, and change in origin and scale. To address these challenges, we present an optimized disease segmentation method based on Strong Correlated Pixels (SCP) and Expectation Maximization (EM) algorithm. The optimization is performed based on the fusion of SCP and EM by entropy method as shown in Figure 5 . The detailed description of the optimized method is given below. As G (x, y, z) is an enhanced RGB image, where
denote the extracted red, green, and blue channel from enhanced image. Then, HSI transformation [22] is performed and extract saturated channel (S) as as follows:
where, S(u, v) is saturated channel and overall effects are shown in Figure 5 , which shows that the disease spots are clearly highlighted after performing HSI transformation. After that, we calculate the histogram of selected S channel based on their mesh representation. Then, the number of bins based on the higher brightness probability value is calculated. The higher brightness value is computed based on their histogram as given in Figure 13 (c). The probability is defined as follows:
where, Prob(pix) denotes the probability value of image pixels, p i denotes the intensity value of each pixel, and (P(pix)) denotes the intensity value of all pixels in the image. Then, we select the lower intensity value probability pixels in one cluster and later in other clusters. Let C 1 denotes the cluster which have higher probability intensity values (in other words those pixels which pixels range is near to 180 or greater), which means that those pixels which are ≥ 180. Let C 2 denotes those pixels, which pixel range is < 180. Then select the higher intensity value pixels as follows:
where SL(bin) denotes the clustered matrix. Then, C 1 is selected based on their higher pixel values and Euclidean Distance (ED) between each pixel is calculated. In pattern recognition and computer vision, the ED playa an important role to measure the distance between objects in the image. Therefore, we calculate the ED between selected image pixels and select the minimum distance pixels. Let be the pixel values of cluster C 1 , where C 1 denotes the high-intensity value pixels. Let x i ∈ , where i = x 1 , x 2 , . . . x n number of pixels. Then ED between x i pixel is calculated as follows: where, ED(x i ) denotes the distance pixel values, which are later utilized in threshold function to convert image into binary form.
The threshold function T (x i ) gives a binary image, which is shown in Figure 6 . In Figure 13 (a) the highlighted regions are disease spots, (b) denotes the mesh representation of highlighted regions, (c) represents the histogram of mesh representation, and (d) shows its initial binary representation after performing threshold function. Finally, we perform correlation coefficient (CC) to measure the strength between pixels, which are computed after threshold function. Through CC, select the strong correlated pixels as follows: As we know that strong correlation between two variable is (Strong r = 1) and weak correlation is defined by Weak r = 0, then r is computed as follows:
where, r denotes the correlation value of threshold image, which is utilized as a threshold value to obtain final VOLUME 7, 2019 M segmented image.
where, Segm g (x, y) denotes the proposed SCP based segmented image. Moreover, some morphological operations such as border removal and area removal are performed on SCP image to remove some extra regions as shown in Figure 7 . In Figure 7 , the thresholded image is given in (a), then SCP based segmented image is shown in (b), which is improved in (c) by using morphological operations. Finally, EM algorithm is implemented on S channel (which is computed from Equation 15 and optimize proposed SCP segmented image based on entropy based mutual information (EMI). The EMI method is used for fusion of SCP segmented image and EM segmented image. Let EM (x, y) denotes the EM segmented image, Segm g (x, y) is SCP segmented image, CM (x, y) ∈ egm g (x, y), EM (x, y) which is addition of both segmented images and S g (x, y) denotes the final optimized image, where (x,y) denotes the number of optimized pixels. Then the EMI method is defined as follows:
where, ζ (x) and ζ (y) denotes the marginal entropies, and ζ (x, y) denotes the joint entropy of x, y, which are computed as:
By putting the values of ζ (x), ζ (y), and ζ (x, y) in Equation 22 and obtain an optimized segmented image, which contains more information as compared to original SCP and EM image.
where, S g (x, y) ∈ ζ (x, y), which denotes the final optimized segmented image. The effects of EMI method are given in Figure 8 . Moreover, some other sample results of optimized segmentation method are shown in Figure 9 . The detailed analysis of segmentation accuracy with their corresponding ground truth image is given in Section VI.
V. CLASSIFICATION
In machine learning, image classification is a difficult process that may be induced by several factors such as prominent feature extraction and selection. Four types of apple disease classes are classified including apple Blackrot, Rust, Scab and healthy. The classification process consists of two series of sub-steps including feature extraction and selection. In feature extraction step, three types of features are fused and selected the best features by employing the genetic algorithm (GA) as given in Algorithm 1. The detailed description of each step is given below.
A. FEATURE EXTRACTION
The development of pattern recognition and computer vision applications, the texture and color features plays a major role in classification. The LBP features also known as texture features has been favorably employed for image classification under several conditions such as rotation invariant and multi-resolution constraints [23] . Moreover, the color features are also employed in many applications such as medicine and agriculture. However, in this article, the color features are used for classification of apple diseases. The color features work better with LBP features because every disease spot has their own characteristics such as shape, color, and texture [24] . Therefore, in this article, three types of features are extracted including color, color histogram (CH), and LBP. The CH features are fused with color and LBP features for improving the classification accuracy.
1) LBP FEATURES
The LBP features are popular in pattern recognition to take the texture analysis of an image. The LBP extract the texture information of an image by estimating their neighborhood pixels. Let S g (x, y) be an optimized segmented image having size M × N , where (x, y) denotes the position of pixels in image. Given a central pixel p c and its neighbouring pixel p g , then the LBP is computed as follows [23] :
where, s(x) = 1, x ≥ 0 0, x < 0 , g and r denotes the neighbouring pixel and radius of neighbourhood, respectively. The size of extracted LBP vector is 1×59, which is later fused with color, and CH features as shown in Figure 10 .
2) COLOR HISTOGRAM FEATURES
As G (x, y) be an RGB enhanced image having size J × L, where J = 256, and L = 256. Then, we perform conversion of three color spaces including RGB, HSV, and HSI for CH feature extraction. Initially, we divide each image into their respective three channels. For example, the RGB image consists of three channels such as red, green, and blue. Thereafter, we perform histogram equalization on each color channel and extract 8 different feature including mean, variance, SD, skewness, kurtosis, entropy, energy, and mode for all channels. The mean of the channel describes its general brightness, however, the variance and SD are used to find out how each pixel in the image varies from the neighboring pixels or central pixels, and contrast of an image, respectively. Moreover, the skewness finds the asymmetry in their intensity values, entropy explains that how many bits are needed to code the image data, and energy tells about the smoothing pixels in the given channel. These selected features are calculated as follows: where R(u, v), G(u, v), and B(u, v) presented red, green, and blue channel, respectively, where (u, v) denotes the pixel of red channel. Then, mean, variance, SD, skewness, kurtosis, entropy, energy, and mode of R(u, v) is calculated as follows [25] :
Mode c = µ c σ c × SK c (30) Entropy c = − where, µ c is mean feature for red channel, Z denotes the total number of pixels in R(u, v) channel, σ 2 c is variance feature for red channel, σ 2 c is SD feature for red channel, SK c is skewness feature, z 1 ∈ (u, v), Prob g is probability of gray levels Z −1, Mode c is mode feature for red channel, Entropy c is entropy feature, Prob(R(u, v)) probability of red channel pixels, Energy c is energy feature for red channel, and Kur c is kurtosis feature for red channel. Hence, for one channel, total 8 features are extracted. Similarly, the length of all three color spaces, the feature vector (FV) is 1 × 72 as shown in Figure 10 . Finally, the simple color features are extracted from the original RGB image. To follow above CH features extraction process, 8 similar feature parameters are extracted for each channel. The size of extracted feature vector for one channel is 1 × 8 and length of final color FV is 1 × 72, which is later fused with CH and LBP feature vector.
Prob(R(u, v)). log 2 Prob(R(u, v)) (31)
For feature fusion, a high-value feature based parallel fusion is employed. The fusion process is completed in two steps: a) same length of each feature vector, and b) high-value feature based fusion. In the first step, make the same size of each feature vector based on ''0'' appending. After, that each index of given feature vectors is compared to each other and the higher-value feature is selected for a fused vector. The length of a final fused vector is 1 × 72. The detailed flow of color feature extraction and fusion is given in Figure 10 .
where, FV (i) denotes the final fused feature vector, ψ(CH ) sl , ψ(CL) sl , and ψ(SF) sl denotes the selected color histogram, color, and LBP feature, respectively.
B. FEATURE SELECTION
For computational purposes, images are represented by collection of features. To build an efficient classification model, it is essential that features contain much information and number of features are kept as small as possible. However, it is difficult to distinguish that which features are appropriate for accurate classification of images. Because, the extracted features are large in number and it contains many irrelevant features, which not only degrade the system accuracy but also effect on the system execution time. To remove the adverse consequences of unnecessary and redundant features, many feature selection techniques have been proposed such as competitive swarm optimizer based algorithm [26] . As given FV (i) is fused feature vector having dimension 1 × 72. Let ψ(OP(i)) denotes the optimized feature vector having dimension A × B, where A denotes the index of extracted feature and B denotes the length of optimized feature vector. Generally, the GA is comprised of five major steps including initialization, crossover, mutation, selection, and fitness function. In initialization step, the selected number of iterations (It = 500), number of populations (NP = 20), crossover rate (CP = 0.4), mutation rate (MP = 0.001), and selection of parent pressure is β = 6. Amongst, several crossover techniques, we select the uniform crossover technique [27] with crossover rate 0.4. The crossover function is defined as follows:
where, h 1 , h 2 denotes the given input features, and f 1 , f 2 are new offspring individuals after crossover operation.
In the next step, the offsprings are mutated using uniform 
Its make the length of features equal 14: ψ(CH )(length(ψ(CH )) + 1 : Length(ψ)) = 0 15: ψ(SF)(length(ψ(SF)) + 1 : Length(ψ)) = 0 16:
Save max feature from each iteration 18 [28] with MP = 0.001. The mutation operation is found to some unique individuals, which are generated by crossover. Then, offspring is evaluated and the actual population is selected through the replacement of individuals. The selection is done by Roulette Wheel [29] , which is based on their probability values. The probability is defined as follows: where, i ∈ 72,
), S p denotes the sorted population, and W c denotes the last value of population. Finally, the fitness function is performed to select the best features for classification. The fitness function is defined as follows:
where, λ 1 ∈ λ which denotes the selected feature by employing Roulette Wheel, and ψ(OP(i)) denotes the final optimized feature vector, which is later classified by One-Vs-All multi-class support vector machine (M-SVM) [30] .
VI. EXPERIMENTAL RESULTS AND DISCUSSION
The proposed method is evaluated on Plant Village dataset, which contains thousands of images of several types of classes including citrus, apple, grapes, corn, tomato, and few more. In this article, we select four apple leaf disease classes including apple scab, apple rust, apple black rot, and healthy images as shown in Figure 11 and brief detail is presented in Table. 2 including total number of images in each class, number of training and testing samples, and capturing condition like controlled and uncontrolled environment. The background is same which is used at the time of image capturing and also all images includes pepper noise which generates irrelevant features and make the classification process difficult. The validation of proposed system is calculated through eight classification methods including complex tree (CT), linear-SVM (L-SVM), quadratic-SVM (Q-SVM), fine-KNN (F-KNN), weighted-KNN (W-KNN), ensemble boosted tree (EBT), ensemble discriminant analysis (ESDA), and M-SVM. The M-SVM is used as a Base classifier and compared its performance with other selected classifiers. The classification performance is calculated based on eight performance parameters named as sensitivity (Sen), specificity (Spec), FNR, FPR, precision (Prec), Informedness (INF), G-Measure (G-M), and accuracy (Acc). Moreover, the system performance is also measured by their execution time. The evaluation is analyzed by three different test such as without feature selection algorithm, PCA based feature reduction, and proposed feature selection algorithm. All the results are done on Matlab 2017a using Intel Core I7 with 16GB of RAM and 8GB GPU.
A. SEGMENTATION RESULTS
The proposed symptoms segmentation method is tested on total of 300 images (100 apple scab, 100 apple rust, and 100 apple rot) which are collected from a database (Plant Village) and few of sample images are shown in Figure 12 . The ground truth of selected images is drawn from an expert in this area from Agriculture University Fasilabad, Pakistan. The accuracy of segmented images is computed by their corresponding ground truth images and few of segmentation results in numerical form are also presented in Table 3 . The average accuracy is 93.916% which is good as compare to other methods as plotted in Figure 14 . The maximum segmentation accuracy on our method is achieved as 97.79%. Moreover, the sample visual segmentation results with their corresponding ground truth images are shown in Figure 13 . The above discussion clearly showed that the proposed segmentation method performs well on selected images.
B. TEST 1: WITHOUT FEATURE SELECTION
In this test, the color, color histogram, and texture features are extracted using proposed disease segmentation algorithm. The extracted features are fused one vector based on parallel method. The fused vector is fed to classifiers and classification results are obtained. For experimental results, we opt a ratio of 50:50 ratio and results are evaluated using 10-fold cross-validation (10CV). The best achieved accuracy of 92.9% for M-SVM as given in Table 4 . The classification accuracy of M-SVM is also verified through Table 5 . Moreover, the graphical comparison of classification methods is given in Figure 14 , which shows that the M-SVM perform significantly well for Test 1 in terms of specificity, accuracy, INF, and G-measure. Moreover, the testing execution time of M-SVM is 7.862 seconds, which is better as compared to other classification methods. The worst execution time is 69.260 seconds for ESDA but its classification rate is 91.50%, which is better as compared to CT, L-SVM, F-KNN, W-KNN, and EBT. the error rate is 5.7%, which is achieved on M-SVM as given in Table 6 . Moreover, some other parameters for M-SVM are including INF, specificity, sensitivity, G-M is 0.849, 92.49%, 92.50%, and 93.37%, respectively. The classification accuracy of M-SVM is confirmed by their confusion matrix given in Table 7 . Moreover, the graphical comparison of classification methods is given in Figure 15 , which shows that the M-SVM perform significantly well for 
D. TEST 3: PROPOSED METHOD RESULTS
The proposed method results are presented in this section. The fused vector is fed to GA for selection of robust and most Figure 16 , which shows that the M-SVM perform significantly well for Test 3 (proposed method) in terms of specificity, accuracy, INF, and G-measure. Moreover, the test execution time of M-SVM is 0.651 seconds, which is better as compared to other classification methods. The worst execution time is 5.659 seconds for L-SVM with classification result of 93.6%. From above discussion and results, it clearly shows that the proposed method outperforms. As compared to Table. 4 and Table. 6, it's clearly shown that the proposed method (Test 3) results outperform the others. Moreover, the execution time of proposed method compared to Test 1 and Test 2 is shown in Figure 17 . 
E. DISCUSSION
Three pipeline procedure including image enhancement, image segmentation, and classification are performed in this work as shown in Figure 1 . In the first step, the preprocessing is performed on query image to improve the contrast of disease part as shown in Figure 2 , 3, and 4. In the second step, an SCP based segmentation algorithm is implemented as shown in Figure 5 , 6, and 7. The proposed SCP image is optimized by EM segmentation and their effects are given in Figure 8 and 9. In classification step, three types of features are fused including color, CH, and LBP and select the best features based on GA as flow diagram is given in Figure 10 . For qualitative analysis, four apple classes are collected including apple scab, apple black rot, apple rust, and healthy images. Before classification results, the segmentation accuracy is obtained based on their corresponding ground truth image. For this purpose, 30 images are randomly selected and their results are given in Table 2 , and Figure 11 . For classification results, three different experiments are done on select dataset such as without feature selection, PCA based feature reduction, and proposed feature selection based analysis. The maximum classification accuracy of Test 1 is 92.9% as presented in Table 3 and Table 4 . In Test 2, the PCA based feature reduction method performs well as compare to Test 1 and achieved maximum classification accuracy is 94.3% as given in Table 5 and Table 6 . The proposed achieved maximum classification accuracy 97.20% as presented in Table 7 , which is confirmed by their confusion matrix in Table 8 . The proposed method performs significantly well as compare to Test 1 and Test 2 in terms of execution time, INF, G-M, Sensitivity, and Precision. Moreover, the graphical representation of all three Tests is shown in Figure 12 , 13, and 14.
Existing well-known techniques such as Yolo, RCNN, F-RCNN, and SSD models show improved performance in object detection for both real-time and static image. For the case when the object/s of interest is too small, the overall performance will be compromised in terms of overall accuracy. In [34] , authors validated YOLO CNN model on the traffic signs and concluded that a set of stop signs which are quite far, as well as small in size are not easy to detect, hence, showed only 30% accuracy. Whereas, in this work, our primary objective is to detect the region of interest (infected) and then extract its features for recognition. Due to a fact, the features from cropped images give better accuracy, as the irrelevant information (background) is discarded, and only the relevant information is considered. For the aforementioned CNN models, a large number of ground truth images are required for training, which in our used dataset, are not publicly available. Moreover, our algorithm detects minuscule symptoms from the leaf images more accurately -compared to set of CNN models, as well as other algorithms like thresholding etc. The recognition accuracy of existing techniques are also presented in Table 10 . For comparison, we are only considering the methods tested on plant village dataset. Recently, Khan et al. [6] presented an automated approach for fruit diseases by achieving an accuracy of 98.10% on apple black rot and for apple scab, 96.90%. In this work, we achieve an average accuracy of 98.10% on of apple black rot, on apple scab its 97.30%, and 94.6% on apple rust. From the results, it can comfortable concluded that the proposed method outperforms existing methods -validated on same dataset.
VII. CONCLUSION
In this article, an optimized automated computer-based method is proposed and validated for recognition of apple diseases. The lesion spot contrast stretching, lesion segmentation, and prominent features selection & recognition steps are utilized. The contrast of infected spot is enhanced and segmentation is performed by the proposed SCP method. The performance of the proposed SCP method is further optimized by EMI approach. Then, multiple features are extracted and fused by using a parallel method. A Genetic algorithm is applied to select the best features, which are later utilized by M-SVM for classification. The M-SVM achieved a classification accuracy of 92.9%, 94.30%, and 97.20% for without feature selection (Test 1), PCA based feature reduction (Test 2), and proposed features selection method (Test 3), respectively. The results show that the selection method gives better performance in terms of accuracy and execution time.
The deep learning gives promising results and has a large potential to further improves. Recently, deep learning has been successfully applied in various computer vision field and also registered in agriculture for a variety of plants and fruits classification. Through deep learning, data is represented through a hierarchy of convolutions [32] , [33] , [35] . In the future, deep learning based features are extracted through cropped symptoms regions. Through deep learning, there is no need to perform preprocessing, therefore this step can be skipped which further improves the computational cost.
