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Biomedical data analysis has been playing an important role in healthcare provision services. 
For decades, medical practitioners and researchers have been extracting and analyse 
biomedical data to derive different health-related information. Recently, there has been a 
significant rise in the amount of biomedical data collection. This is due to the availability of 
biomedical devices for the extraction of biomedical data which are more portable, easy to use 
and affordable, as an effect technology advancement. As the amount of biomedical data 
produced every day increases, the risk of human making analytical and diagnostic mistakes 
also increases. For example, there are approximately 40 million diagnostic errors involving 
medical imaging annually worldwide, hence rise a need for the development of fast, accurate, 
reliable and automatic means for analysis of biomedical data. Conventional machine learning 
has been used to assist in the analysis and interpretation of biomedical data automatically, but 
always limited with the need for feature extraction process to train the built models. 
    To achieve this, three studies have been conducted. Two studies were conducted by using 
EEG signals and one study by using microscopic images of cancer cells. In the first study with 
EEG signals, our method managed to interpret motor imaginary activities from a 64 channels 
EEG device with 99% classification accuracy when all the 64 channels were used and 91.5% 
classification when the number of channels was selected to eight (8) channels. In a second 
study which involved steady-state visual evoked potential form of EEG signals, our method 
achieved an average of 94% classification accuracy by using two channels, skin like EEG 
sensor. In the third study for authentication of cancer cell lines by using microscopic images, 
our method managed to attain an average of 0.91 F1-score in the authentication of eight classes 
of cancer cell lines. 
    Studies reported in this thesis, significantly shows that CNN can play a major role in the 
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development of a computerised way in the analysis of biomedical data. Towards provision of 
better healthcare by using CNN in analysis of different formats of biomedical data, this thesis 
has three major contributions, i) introduction of a new method for EEG channels selection 
towards development of portable EEG sensors for real-life application, and ii) introduction of 
a method for cancer cell lines authentication in the laboratory environment towards 
development of anti-cancer drugs, and iii) Introduction of a method for authentication of 
isogenic cancer cell lines.
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Modern healthcare services include all kinds of efforts made to maintain or restore physical, 
mental, or emotional well-being especially by trained and licensed healthcare professionals [1]. 
Efforts towards the improvement of healthcare can be delivered in different ways. This can be 
done by provision of effective interventions, early detection of diseases, through drug 
development for therapeutic or management purposes or by provision of quality care to the 
people in need like people with disabilities. Biomedical data, such as images and human 
physiological signals, plays an important role in healthcare provision services. Medical 
practitioners and researchers have been extracting and analysing human biomedical data to 
derive different health-related information. Analysis of human biomedical data has been 
essential in understanding physiological phenomenal of a person [2], understanding how 
different organs work [3], the development of drugs and in the diagnosis of different diseases 
[4]. Human biomedical data can be extracted from both healthy people and patients, by using 
transducers in capturing physiological signals [5] or by using imaging devices such as medical 
imaging devices and microscope in capturing biomedical images [6]. 
The extracted biomedical data can be continuous signals like physiological signals such as 
Electroencephalogram (EEG), Electrocardiogram (ECG), Electrooculography (EOG) and 
Electromyography (EMG) or can be in the form of images like Magnetic Resonance Imaging 
(MRI), X-rays image, Computed Tomography (CT scans), microscopic images or ultrasound 
images. EEG signal is an electric signal produced by the brain when performing different 
activities as the brain cells communicate and mostly used to monitor the brain as it is non-
invasive [7], MRI medical images are produced by using strong magnetic fields and waves [6], 
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while microscopic images are produced by using microscope devices [8]. 
The obtained biomedical data are conventionally analysed by medical practitioners or 
researchers to extract relevant and meaningful information such as diagnosis of diseases, its 
causes and a possible treatment [9]. It is through simple and rapid methods such as microscopic 
images analysis which has been used in the diagnosis of common tropical diseases like malaria 
in conventional hospital laboratories [10], to complex methods of medical imaging like MRI 
images which have been used in the detection of complex cases like brain injuries and signs of 
stroke [11]. Analysis of physiological signals like EEG signals has been significant in the 
diagnosis of brain-related diseases like epilepsy, dementia, stroke or brain tumour [12], or 
EMG (which is an electrical signal produced by muscular movement [13]) which has played a 
major role in identify neuromuscular diseases or disorders of motor control [14]. Conditions 
like bone fracture, some tumours, Tuberculosis (TB) [15], infections such as pneumonia and 
blood vessel blockages, have been detected by radiologists by the analysis of X-ray images 
[16]. Unlike X-ray which has known side effects, ultrasound imaging technology with no 
known side effects for over thirty (30) years of its application, has been used to find sources 
of diseases by visualising internal body structures such as blood vessels, muscles, joints and 
internal organs [17]. Although a doctor can screen a disease based on someone’s symptoms, it 
is through analysis of the taken biomedical data like chest-X-ray which can distinguish 
between a lung infection and pneumonia which have similar symptoms of coughing [18]. 
Indeed, biomedical data analysis has been essential in the diagnosis of diseases, treatment of 
diseases and also follow up treatments [9]. 
However, the analysis of biomedical data by human analysts is time-consuming and highly 
dependent on the experience of the person analysing the data and therefore subjected to human 
errors [19], [20]. Recently, the capacity to collect biomedical data has been growing 
significantly due to the technological advancement and availability of cost-effective sensors 
and medical devices for production and recording of biomedical data in different formats 
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[21], [22]. For instance, there have been invention of more convenient, cheap, and stretchable 
skin-like EEG sensors such as the Graphene-based Epidermal Sensor System (GESS)[23], 
pocket size and affordable ultrasound machines [24], and advancement in MRI technology 
which produces high-quality images at lower costs [25]. The advancement in technologies in 
biomedical devices has resulted in massive availability of biomedical data which needs real 
time and accurate analysis and interpretation methods. In addition, the analysis and 
interpretation of biomedical data by human analysts has always been affected by sample 
sparsity, high dimensional feature space and noises associated with biomedical data [26]. 
Techniques introduced in this thesis can address those limitations. For example, by using data 
augmentation and transfer learning, sample sparsity issues can be addressed, use of CNN 
which doesn’t need manual feature extraction can address the dimensionality nature of 
biomedical data features and the associated noises. Towards the provision of better healthcare 
services, there is a high demand and potential in the development of fast and accurate ways of 
interpretation and analysis of the obtained biomedical data due to the amount and nature of 
the biomedical data captured with latest technologies. 
Thanks to the recent advancement in computing power, Artificial Intelligence (AI) has 
shown great potentials in providing a computerised way for interpretation and analysis of 
biomedical data. Machine learning, a subset of Artificial intelligence, is the ability of a 
computer program to learn from the provided data without being explicitly programmed [27]. 
AI has found applications in a variety of applications areas such as image-based object 
recognition [28], voice recognition [29] and computerised credit scoring system, and through 
these has revolutionised different fields such as transport, security and finance, just to mention 
a few. For a long time, the applications of AI in healthcare has been gaining interests, 
increasing recently due to advancement in computing power. In healthcare, researchers have 
explored the use of machine learning algorithms in the diagnosis of diseases, 
recommendations of treatment and in the analysis of electronic medical record [30]. To train 
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conventional machine learning algorithms, features need to be extracted from the training data 
manually. A manual process of extracting features from the training data is called feature 
engineering [31]. Depending on the application areas, different features have been studied 
and extracted from the raw data to train conventional machine learning models. For example, 
features like Standard Deviation (SD), variance, Fast Fourier Transforms (FFT) [32], Wavelet 
Transform (WT) [33], and Power Spectral Density (PSD) [34] have been extracted from EEG 
signals and used to train conventional machine learning models for Brain to Computer 
Interface (BCI) applications. For object recognition using images, features such as colour, 
texture, shape of the objects in the image have been extracted from the training image 
samples [35]. The feature extraction process can reduce machine’s efforts in building variable 
combinations (features), hence facilitate the speed of learning and generalisation steps in the 
machine learning process. 
Feature engineering is tiresome, complex, time-consuming and highly dependent on human 
experience in the field to be able to extract relevant and useful features [36]. A new class of 
machine learning algorithm called deep learning, which does not need manual feature 
engineering, provides an alternative to be used in the interpretation and analysis of 
biomedical data. Deep learning is a subset of the broader family of machine learning using 
artificial neural networks. A deep learning model has the capabilities of finding its own 
features from the provided training data. By training deep learning models with the obtained 
biomedical data, the models will be able to find and detect the learnt relevant features in the 
unseen data of a similar problem. This thesis explores the applications of deep Convolutional 
Neural Networks (CNN), a popular deep learning algorithm, in the healthcare domain 
(Chapter 3, Chapter 4 for details). We demonstrate the application of CNN in two separate 
case studies, with a focus on two most common forms of data in healthcare, the time series 
and image data, these studies are: 
1. Application of CNN in interpretation electroencephalography (EEG) signals for 
16  
the brain-computer interface (BCI) applications to provide a communication 
pathway for people with disabilities (Chapter 3). 
2. Application of CNN in the authentication of cancer cell lines using microscopic 
images, to understand resistant behaviour of cancer cell lines to anti-cancer 
drugs (Chapter 4). 
 
1.1 Conventional machine learning in BCI applications. 
 
For individuals who cannot communicate via conventional means, either verbally or 
physically, as a result of severe motor disabilities (like spinal cord injuries or Amyotrophic 
Lateral Sclerosis (ALS) disease) or loss of limbs due to accidents or diseases, Brain to 
Computer Interface (BCI) may offer a possible means of re-establishing their communication 
capabilities. BCI is a technology that allows direct communication between the human brain 
and external devices or prosthesis [37]. 
    For BCI applications using EEG signals, researchers have been interpreting the variations 
in the generated EEG signals. During the performance of different activities by a human, like 
the imaginary or actual performance of activities [38], exposure to different environmental 
conditions like humidity and temperature [39], or external stimuli like light  or a sound [40], 
can lead to variations in the EEG signals generated by someone’s brain. By interpreting 
variations on the generated EEG signal, one can extract relevant information in the EEG 
signal which corresponds with the actual event/action taking place. The interpreted activities 
from EEG signals can be sent to control external devices like prosthetic arm [5], wheelchair 
[41], computer games [42] in BCI applications. For interpretation the patterns of the complex 
EEG signals, different techniques have been explored, including machine learning. 
It was until 1970s were EEG signals found application in BCI technologies by using 
sophisticated signal processing techniques for translation of the incoming signal into output 
command [43], since its invention in 1929 [38]. For many years, machine learning has 
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become a core part of BCI for translation of the EEG signal [44]. Conventional machine 
learning has been used to interpret and extract meaningful and useful information from the 
captured EEG signals for different applications such as detection of emotion status of an 
individual [45], BCI applications like control of exoskeleton to support heavy lifting and for 
people with disabilities [22], and seizure detection [46]. Patterns can be found in the recorded 
EEG signals which are relevant to the activity taking place during the recording. Several 
studies have used machine learning models to interpret EEG signals [47]. For instance, 
machine learning algorithms including Fisher Linear Discriminant (FLD) and Support Vector 
Machine (SVM), to interpret and classify motor imagination based on EEG signals to control 
a humanoid robot [7]. Apart from the limitations of having to manually extract features from 
raw training data to train a conventional machine learning, noise interference from the 
functioning of other human organs activities like eye movement has been affecting EEG 
signals in particular and makes feature extraction process more challenging. 
 
1.2 Conventional machine learning in biomedical images. 
Another important form of data in healthcare is images, which involves both medical imaging 
(such as MRI, MRA, Ultrasound and X-rays) and microscopic images. The process of medical 
imaging seeks to visualise the internal parts of the body hidden under the skin, bones or other 
organs. It is also used to reveal details which can’t be seen by normal human eyes due to their 
sizes or complicated patterns through microscopic images on medical samples or specimen in 
the laboratory environment [48]. This thesis focuses specifically on microscopic images. The 
microscope is a common imaging device in the medical field and play a crucial role in 
medical research and testing [10]. Microscopy of clinical specimens is a rapid and 
inexpensive method for diagnosis of diseases such as malaria [49], different types of cancer 
like leukaemia [36][50]. 
Although the analysis of biomedical images can be done by human experts in the laboratory, 
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there are considerable human errors associated with the process [20][51]. According to studies, 
there are approximately 40 million diagnostic errors involving imaging annually worldwide 
[52]. In a study of diagnostic error in medical images, researchers found that, out of the 54% 
of the errors which arose from radiotherapy, CT images analysis contributed majority of the 
errors with 23% of the errors, followed by MR reading with 9% [53]. Nuclear medicine 
contributed 7% and ultrasound 1% of the errors [53]. The inexperience of human operators of 
microscope has been cited to be the major source of microscopic diagnostic errors [54]. These 
errors can lead to an increased radiation dose which may lead to other diseases such as cancer, 
misdiagnosis, and clinical mismanagement, unwanted costs or even death [55]. Besides the 
problem of human errors, laboratory tests are also time-consuming and expensive, and there 
are risks of contamination of the samples under examination as well as a risk of infection for 
people undertaking the procedures [56]. 
The computerised automation using AI in the analysis of medical images offers important 
benefits, as it will reduce the possibility of human errors and subsequently increase the analysis 
accuracy, protect human analysts from the risk of coming in contact with the samples under 
examination for a long time and reduce the analysis time. Conventional machine learning 
models such as Artificial Neural network (ANN), Support Vector Machine (SVM), Naïve 
Bayes and Decision Tree, have been used in the analysis and classification of medical images 
in the prediction of mortality among cancer patients [57], lesion detection such as that of brain 
haemorrhage, or lung nodules [58]. In medical images, the use of machine learning to perform 
classification can be complex, particularly feature engineering when pre-existing knowledge is 
needed, can be challenging [70]. 
In a study of different feature selections as applied in images classification, there are no 
universal features that can work well in a range of different applications, so researchers still 
have to extract and test several features manually in each case [59].
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In one study, only 20 features out of 4059 features extracted from histopathology images of 
heart tissue to predict heart attack were good enough to train a machine learning model [60]. If 
feature extractions are not performed well, it may result in consistently low performance and 
non-robust conventional machine learning model [61]. Indeed, the performance of a 
conventional machine learning model is greatly depending on how features are extracted [62]. 
In addition, the application of machine learning in the healthcare domain is highly affected by 
the problem of the imbalanced dataset. In AI world, imbalanced dataset refers to a situation 
where the training dataset contains unequal distribution of the number of observations in all 
classes [63]. In some domains like healthcare, imbalanced data problems are quite common. 
Taking an example of rare diseases diagnosis, the number of negative cases will dominate in 
the dataset compared to the positive cases [64]. As a consequence, machine learning 
algorithms trained with imbalanced dataset tend to favour the class with the largest proportion 
of observations (known as majority class), which may lead to misleading output [65]. 
 
1.3 Deep learning with biomedical data 
Deep learning offers huge potential as an alternative to the conventional machine learning for 
the development of computerised methods of interpreting and analysis of biomedical data as 
it does not need manual feature engineering. Hence it becomes an attractive option for the 
fast- growing amount of biomedical data. Deep learning models have the capability to search 
for their own features and patterns in the training data set and avoid the complexity of feature 
engineering as required in conventional machine learning. For example, deep learning 
approaches have achieved a remarkable performance in complex tasks such as speech 
recognition [66], natural language processing [67], and image classification [58], by training on 
raw data. Deep learning has been reported to have capabilities of detecting necessary features 
despite the external/unwanted signals interference which is common in biomedical data like 
EEG signals recording [68], hence it is becoming a promising technique for classification of 
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biomedical data. In a study of heart failure prediction [60], CNN outperformed conventional 
machine learning trained with 4059 features and also outperformed two experienced 
pathologists by over 20% classification accuracy. In a study of comparison of conventional 
machine learning and deep learning models in White Matter Hyperintensities (WMH) 
segmentation on brain MRI with mild or no vascular pathology, it was concluded that, deep 
learning models perform better than conventional machine learning [69]. In that study, authors 
used SVM and Random Forest (RF) for conventional machine learning models and Deep 
Boltzmann Machine (DBM), Convolutional Encoder Network (CEN) and patch-wise 
convolutional neural network (patch-CNN) [69] which are deep learning models. 
    In this thesis, we explore the application of Convolutional Neural Network (CNN), a popular 
deep learning algorithm. The algorithm is created with the concepts of artificial neural network 
which mimics how the human brain’s neural network work [70]. CNN has been popular with 
image data, specifically for object recognition. Its various architectures like AlexNet [71], 
VGGNet [71] and InceptionResNet [72] have won global competition for general object 
recognition, the ImageNet [73]. ImageNet is a popular large-scale image database, contain 
more than 14 million images of 1000 classes of general objects [73]. Recently, CNN models 
have been successfully applied in healthcare domain for analysis of biomedical data such as 
diagnosis of breast cancer [74], brain tumour segmentation [56], early detection of seizure 
[75] and BCI applications for people with disabilities. 
1.4 Research challenges of biomedical data analysis. 
 
Although deep learning can be a potential substitute for conventional machine learning models 
in the analysis of biomedical data, there are research challenges that need to be resolved. 
 
1.4.1 Challenges of EEG based BCI 
It should be noted that most of the currently available EEG devices used to capture EEG signals 
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from the human brain are bulky, with a lot of channels which can easily capture noise and time- 
consuming to set up. Furthermore, the current existing EEG devices require the application of 
gel between the electrodes and the scalp to provide enough contact. The quality of the 
recorded signal falls as the gel dries out. In addition, to have a universal BCI system is still a 
challenge. In addition, a plenty of training trials are needed from the targeted user, causing 
the calibration period to be unacceptably long for a realistic model[76], apart from other 
challenges like psychophysiological and neurological challenges [77], variations in precise 
electrode placement has a major contributions in the limitations of universal EEG bases BCI 
applications. A slight change in the electrode placement between users may significantly 
affect the models accuracy [78], which has resulted in the need of calibration . These factors 
make them hard to use in daily life applications. 
    The challenges like the costs, high error rate, low response time and the large size of the 
current existing EEG devices have limited the application of EEG based real-life BCI 
applications [79]. Most of the challenges can be reduced by using small portable EEG devices 
with few electrodes as can lower the costs of the devices, reduce the size of the device and 
reduce the noises captured by the device hence decrease the error rate. Furthermore, the use 
of small and portable EEG devices can increase the information transfer rate which will result 
in the high response time. Although there are attempts to reduce the number of EEG channels 
with intentions to reduce the size of the current existing EEG devices, the methods used have 
been investigated to be inefficient as they are based in trial and errors of different channels 
combination, which is a hard task and consumes a lot of time and computationally expensive 
[5][80][81]. Channel reduction is a challenging task because when fewer channels are used, less 
spatial information is captured, making it difficult to detect artefacts as spatial information 
obtained in electrode placement is significant for accurate detection of artefacts in the 
collected EEG data [82]. In addition, when portable EEG devices are used, a method for 
precise placement of the devices on the scalp is needed. For these portable devices to work 
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practically in everyday environment, we need to restrict the number of channels significantly, 
to reduce costs, reduce setup time, and to improve usability and user acceptance. Also, the 
introduction of a method for precise channel placement on the scalp, can reduce the probably 
of inter personal variations and open the doors for creation of universal BCI applications. 
 
1.4.2 Challenges of availability of medical images 
Applications of deep learning is limited by the ability to get enough training dataset, a common 
problem in medical images. Generally, the performance of deep learning models largely 
depends on the amount of training data available. Conventional machine learning performs 
better than deep learning approaches when only a small data set is available [83]. The problem 
of obtaining a big enough and balanced training data samples to train a deep learning model is 
significant in medical images. Development of large medical imaging data is quite challenging 
as annotation requires extensive time from medical experts especially it requires multiple 
expert opinion to overcome the human error [84]. The manual annotation is highly affected by 
the absence of qualified medical experts especially in developing countries [85]. In addition, 
unbalancing of data is very common in health sector especially dealing with rare diseases. By 
virtue of being rare, are underrepresented in the data sets. Training a deep learning model with 
unbalanced dataset can result in a biased model [84]. 
1.5 Research questions 
 
This thesis focuses on investigating the application of CNN in interpretation, analysis, 
authentication and classification of biomedical data for healthcare applications. Through two 
case studies, this thesis aims to address the challenges in section 1.4 through in the following 
research questions, 
Case study 1: Application of CNN in interpretation and analysis of EEG signals for BCI 
applications. The research questions for this case study are: 
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1. How can CNN be applied without the need of feature engineering in interpretation, 
classification and analysis of raw EEG signals for BCI applications. 
2. How CNN can be applied for EEG channels selection to reduce the number of channels 
for EEG device, towards the development of portable and more efficient EEG devices 
for real-life application of BCI. 
3. How can CNN be applied to determine the location on the scalp for placement of 
portable few channels EEG devices on the human scalp for BCI applications. 
Case study 2: Application of CNN in the authentication of cancer cell lines using microscopic 
images. The research questions for this case study are: 
1. How CNN can be used towards the development of fast, easy to use, relatively cheap 
and computerised ways for authentication of the cancer cell line in the laboratory 
environment using microscopic images, without the need of feature extraction. 
2. What additional authentications of cancer cell lines which can be provided by the 
application of CNN in the authentication process, to complement the current existing 
authentication method. 
3. What techniques can be applied to take advantage of CNN while addressing the 
limited training data, a common problem in medical images. 
1.6 Proposed solutions for applications of CNN for analysis of 
biomedical data. 
Deep learning, specifically CNN, can offer solutions to the above-mentioned research 
questions. This is explained below, 
1.6.1 CNN on the EEG channel selection. 
When training a CNN model from scratch, the weights of the neurons are randomly initialised. 
These randomly initialised weights will be learned during the learning process. Through 
learning process of the model, the randomly initialised weights will be updated with a focus 
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of reducing the prediction error through a back-propagation process. The significant features 
(channels in our case) to the output related class will be assigned higher weights. This 
phenomenal of CNN in which significant channels being assigned higher weights gives an 
opportunity of knowing significant channels by extracting the weights of a trained CNN 
model. By using the same concept of CNN assigning significant channels with higher 
weights, a precise significant location on the scalp for placement of portable EEG devices can 
be identified. This can be done by training a CNN model with EEG data set obtained by using 
EEG devices with the large number of channels which cover the whole scalp. By using the 
weights extracted from a trained CNN model, a heat map can be drawn on the scalp and the 
significant location can be located. 
 
1.6.2 Possible solutions on the lack of enough biomedical images. 
When learning on a limited amount of data, data augmentation and transfer learning are two 
methods that can be used to improve the performances of deep learning models. Data 
augmentation is the process of artificially increasing the training data sample size by 
performing multiple operations, such as zooming, rotation and flipping on the available training 
data [86]. Transfer learning involves the use of pre-trained models, mostly pre-trained on an 
easily accessible dataset, the weights learned transferred to a task which is hard to get enough 
training data set [87]. Most of the available pre-trained models are trained on ImageNet [88], a 
dataset currently containing more than 14 million images of more than 20,000 categories of 
general objects like kites and balloons [89]. 
1.7 Thesis structure 
By addressing the challenges in analysis and interpretation of biomedical data, this thesis will 
focus on the application of CNN towards interpretation of EEG signals for BCI applications 
without the need of feature engineering and in EEG channel selection. This thesis will also 
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focus in providing a computerised way of authentication of cancer cell lines for anti-cancer 
drugs development research and in early detection of signs of a stroke on children with sickle 
cell diseases, by addressing the limitation of availability of getting enough training data on 
the former. Techniques such as data augmentation to artificially increase the training sample 
size and transfer learning are employed to solve the problem of scarcity of biomedical images 
for CNN applications. Generally, in this thesis, we demonstrate the application of CNN in the 
analysis of the two most common forms of data in healthcare, time series and images data. 
Time series data are those data that varies with time, like physiological signals such as EEG, 
ECG, EMG and EOG. For images, we used microscopic images. This thesis can be summarised 
as shown in Figure 1.1 below, the figure shows the path of all studies reported in this thesis. 
Studies which demonstrate the application of CNN in EEG based BCI are presented in chapter 
3, while studies which demonstrate the application of CNN in biomedical images, for cancer 










Figure 1. 1: Thesis structure showing how this thesis addresses the two most common forms of 
biomedical data, time series data which are mostly physiological signals and the images. The structure 
further shows how the dataset analysis were approached by using deep learning, in which we used EEG 
data for BCI applications and Microscopic images for cancer cells authentication. 
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By the research questions in section 1.5, the novel contributions of this thesis can be outlined 
in the following two key areas, 
1. Real-life and real-time applications of BCI technologies by introducing portable, 
durable and user-friendly skin-like sensor for EEG signals with just 2-channels. The 
design and development of the sensor are achieved through a new method for EEG 
channels selection by using CNN introduced in this thesis. For precise placement of 
portable few channels EEG devices on the scalp, this thesis contributes a method by 
using CNN for determining the location on the scalp for placement of the newly 
developed few channels sensor. During real-time demonstrations, the developed 2-
channels skin like EEG sensor was able to capture and send the signals via Bluetooth 
to our developed CNN model running on a mobile device for interpretation. The 
interpreted output was used to control a wheelchair, a robotic car and a PowerPoint 
presentation in real-time. 
2. This thesis contributes a new and computerised way for authentication of cancer cell 
lines, an important step in the development of anti-cancer drugs. Apart from the method 
introduced by this thesis been relatively fast and easy to use in the laboratory 
environment compared to the current authentication methods such as STR, it provides 
more authentication parameters like the authentication of samples from the same 
genetic origin which cannot be achieved with current existing authentication. Most of 
the applications of CNN with biomedical images have been on the diagnosis of different 
diseases, this thesis introduces the application of CNN in an important and novel area 




The contributions made in this thesis have been published in several numbers of peer- 
reviewed publications conferences and journals as highlighted in the table 1.1 below, 
Table 1. 1: List of publications and contributions of the work in this thesis 
 
S. No Publication title Journal/conference Contribution 
1 "Efficient  Channel 
Selection Approach for 
Motor Imaginary 




Conference on Cyborg 
and Bionic Systems 
(CBS), pp. 418-421. 
IEEE, 2018. 
Introducing a method for EEG 
channels selection by using 
CNN. 
2 "A Channel Selection 
Approach Based on 
Convolutional Neural 
Network for Multi- 
channel EEG Motor 
Imagery Decoding." 
IEEE  Second 
International Conference 
on Artificial Intelligence 
and Knowledge 
Engineering (AIKE), pp. 
195-202. IEEE, 2019 
Introducing a method for 
determining scalp location for 
placement of EEG electrodes 
3 "Fully portable and 
wireless universal brain- 
machine interfaces 
enabled by flexible scalp 




Contributions made in the first 
two papers were put into real 
world demonstration 
4 “Towards Image-based 
Cancer Cell Lines 
Authentication Using 
Deep Neural Networks” 
Nature scientific report 1.Introduction of a method for 
computerised authentication of 
cancer cell lines by using CNN. 
   2. Additional authentication 
parameters which can’t be done 





1.10 Thesis structure 
 
Apart from the introduction chapter and conclusion chapter which introduces and concludes 
the work done in this thesis, there are other four main chapters which describe all the studies 
and work done reported in this thesis, with literature coming in the second chapter and they are 
organised as follows. 
Chapter 2: This chapter describes the literature review on biomedical data production and their 
essential in healthcare. The importance of analysis and authentication of biomedical data, both 
28  
times series as physiological signals and medical images, the microscopic and MRI are 
introduced here. Different ways for analysis of biomedical data, dominantly machine learning 
and its weakness in analysis and classification is also introduced. Deep learning as a solution 
for the replacement of conventional machine learning is introduced and discussed in this 
chapter. 
Chapter 3: Chapter three contains the major area of this thesis which is in the brain to machine 
interface for healthcare application. It covers the two studies which involve both motor imagery 
and steady-state visual evoked potential for triggering EEG signals for application in the brain 
to computer interface for healthcare applications. The first part of the chapter contains a study 
for motor imaginary and the second part contain a study for steady-state visual evoked 
potential. In both two studies, channels selection by using deep learning is extensively applied 
and the location of the dominant region on the scalp of the human is also located. For the second 
part, a study which involved the real application of the work done in this chapter is introduced 
and explained with real-life application of the findings of the two studies mentioned here. 
Chapter 4: Chapter four contains a study for the application of deep learning in the 
authentication of cancer cell lines. As it is difficult to get enough medical images for training 
deep learning as deep learning requires a lot of data for training, different techniques for taking 
the advantage and power of deep learning while having small training data set are practised in 
this chapter. Techniques such as data augmentation and transfer learning are introduced. 
Furthermore, this chapter introduces different essential authentication parameters which cannot 
be offered by the current state of the art cancer cell lines authentication method, the STR. 
Finally, in this chapter, a visualisation technique is introduced to point out where the trained 
deep learning model is looking at to come into the conclusion in the authentication process, 
through a classification process. 
Chapter 5 is the final major chapter in this thesis work. This chapter discusses all the work 
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done in this thesis and concluded on the findings and point out research direction for further 





This chapter presents the literature background covering from the role of traditional, manual 
human biomedical data analysis to the need and potential use of automatic computerised 
methods. In regard to the latter, this chapter discusses conventional machine learning, showing 
how its limitations can be addressed by the use of deep learning, with a focus on Convolutional 
Neural Network (CNN). The literature provided is built around the EEG and microscopic 
images in which the studies reported in this thesis are based on. 
Traditionally, in the process of diagnosis of diseases, genetic studies [90], pharmaceutical 
researches [4], and biotechnologies all rely on biomedical data analysis to extract health and 
biological information for treatment plans and research purposes. Analysis of biomedical data 
by human experts is a difficult and tiresome task, requires long training and is highly affected 
by human experience and can be affected by human errors. Recently, due to the advancement 
of technology in biomedical equipment, we have seen an exponential increase in the 
availability and access of biomedical data. This increase of the production of biomedical data 
adds work load and more room for human error, hence raising the need for the development of 
computerised methods for the analysis of biomedical data. 
Supported by the advancement in computing technologies, Artificial Intelligence (AI) can 
assist humans in providing computerised methods for the automatic analysis of biomedical 
data. AI is concerned with the development of computers able to engage in human-like thought 
processes such as learning, reasoning, and self-correction [91]. Machine learning, a subset of 
AI, has been applied for the automatic analysis of biomedical data with high efficiency. 
Machine learning is the ability of a system to learn without being explicitly programmed [92]. 
Conventional machine learning has largely been limited by the need for manual feature 
extractions to train the model, a complex process that takes time and needs knowledge in the 
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domain of the dataset from which features are extracted (see section 2.3.4 for details). On the 
other hand, deep learning, a subset of machine learning, has offered an alternative to automated 
data analysis without the need for feature extraction. However, deep learning requires large 
training data sets that are of high quality and annotated. Therefore, these techniques have 
largely been applied in fields where a large amounts of training data are relatively easy to 
produce, such as voice recognition [93] and general object recognition [94]. The lack of data 
in the healthcare sector has been a major limitation in its application in this domain. 
Nevertheless, the data limitation can be somewhat addressed by techniques like data 
augmentation [95] and transfer learning [96] as discussed in section 2.6.5. As in most cases, 
the extracted biomedical data are in the form of time-series data [2] or images [97], studies in 
this thesis addresses both forms. 
This chapter is structured as follow: Section 2.1 introduces the analysis of time series 
biomedical data, with a focus on EEG data and its application in BCI technology in which the 
first two main studies of this thesis are based on. Section 2.2 focuses on image form of 
biomedical data, with more emphasis given on Microscopic images in which the third study 
of this thesis is based on. An introduction to conventional machine learning for computerised 
automatic analysis of biomedical data is provided in Section 2.3, as an alternative to the 
manual analysis of biomedical data by human experts. Both the limitations of conventional 
machine learning in the analysis of biomedical data in general and the limitations of the 
current existing EEG devices for real-life BCI applications are also discussed in section 2.3. 
Section 2.5 discusses deep learning and how it addresses the limitations of conventional 
machine learning. It further explains the structure of CNN, a now widely used deep learning 
model. The section also discusses the limitations of deep learning. The applications of CNN 
in interpreting biomedical data are introduced and reviewed in section 2.6 and its limitations 






































Figure 2. 1: Literature flow structure. For simplicity of the figure, ML stands for Machine Learning and 
DL stands for Deep Learning. 
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2.1 Time series Biomedical data 
 
Time series biomedical signals are one of the most common form of biomedical data. Time 
series data are data which constantly vary with time [98]. A time-series data of variables "	of 
length $	 is an ordered sequence of observations recorded at equispaced instants and can 
be denoted by "%, "', "(, … . "+. This data can be, for instance, an hourly reading of 
patient’s temperature or physiological signals which are continuously generated by the 
human body, sampled at a certain frequency for a particular period [2]. Human 
physiological signals have been widely used for research studies, the diagnosis of diseases 
and for different healthcare conditions [99]. Some of the common physiological signals 
are Electroencephalography (EEG), Electrocardiography (ECG), electromyography 
(EMG), and Electrooculography (EOG). EEG signal is an electric signal produced by the 
brain when performing different activities as the brain cells communicate and mostly used 
to monitor different functions of the brain [7]. ECG is an electric signal produced by the heart 
while performing its activities [100], EOG is an electric signal produced due to eye movement  
and EMG is an electrical signal produced by muscular movement [13]. Parameters like pain 
intensity [101], emotions [27], or early detection of diseases like seizure [102] and Brain to 
Computer Interface (BCI) applications [103] have been possible through the analysis of 
physiological signals. 
2.1.1 Background of Electroencephalography (EEG) 
The first two main studies of this thesis focus on the application of EEG signals for BCI 
applications (see chapter 3). This section provides a general literature background of EEG, how 
it has been applied in BCI technologies and the limitation of the current existing EEG devices 
in real life BCI applications. 
    EEG signals are measured in small electrical values, namely microvolts (µV), which can be 
recorded from the scalp. They are commonly sinusoidal in shape [104]. The existence of 
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the electrical activities in the human brain was discovered more than 100 years ago from the 
exposed brain of rabbits and monkeys by Richard Caton [104]. Most of the recent medical and 
non-medical applications of EEG signals were established by Hans Berger in the 20th century 
[105]. He discovered that EEG signals can be detected by amplifying the EEG signal using 
ordinary radio equipment in the laboratory environment [104], removing the need to open the 
skull. During the execution of voluntary and involuntary activities by the human, EEG signals 
with varied frequency bands and amplitude which describe the undergoing activity will be 
generated by the brain [106]. The generated EEG signals can generally be categorised into four 
different frequency bands: alpha (8-13 Hz, 30-50 µV amplitude), beta (13-30 Hz, 5-30 µV 
amplitude), gamma (≥ 30 Hz), delta (0.5-4 Hz), and theta (4-7 Hz, ≥ 20µV amplitude) 
[107]. The generated EEG signals vary during the execution of different kinds of actions 
like the movement of arms and legs [108], visualisation [109] , problem-solving [110], 
counting, or even just by imagining performing a certain activity. Previously, EEG signals 
have been mostly used in medical applications in areas of diagnosis of different diseases like 
seizure [111], post-surgery monitoring of brain surgeries [112] and other brain related 
medical researches. Current advanced research in EEG has made these technologies more 
accessible to people outside the medical field, resulting in the development of cost-effective 
EEG devices and opening the door for different applications of EEG signals in areas such as 
neuromarketing [113], social interaction studies [114] and studies of cognitive capabilities 
[38] and BCI applications [115].
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2.1.2 EEG-based Brain to Computer Interfaces (BCI): 
A relatively new field, but gaining attention for EEG applications, is brain to computer 
interfaces (BCI). BCI is a technology that allows a direct communication pathway between the 
human brain and an external device [37]. BCIs bypass the conventional neuromuscular output 
pathways and apply computational models (mostly machine learning) to translate brain signals 
into action [116]. This section provides a background to BCI technologies, and presents 
background literature on the application of EEG signals in BCI technology which is most 
commonly used in BCI systems. 
2.1.2.1 Introduction to BCI 
 
Typically, a BCI system has a hardware component that includes sensors for the acquisition of 
signals generated from brain activities and software component that is composed of the 
computational model such as a machine learning for translation/ interpretation of the acquired 
signal. Although EEG is dominant, there are other several methods of acquiring brain signals 
for BCI applications. These methods can be grouped into invasive and non-invasive methods, 
shown in figure 2.2. Invasive methods involve the insertion of sensors or other materials inside 
the brain to capture the brain activities. Examples of invasive methods are Positron Electron 
Tomography (PET) [117], Cortical surface (ECoG) [118] and Intracortical [119]. Non- 
invasive methods capture the brain signals on top of the scalp without the need for a direct 
contact with the brain. Examples are Functional Near-Infrared Spectroscopy (fNIRS), EEG 







Figure 2. 2: Different techniques to acquire brain signal. In which EEG method is one of the non-
invasive methods [47]. 
2.1.2.2 EEG for BCI 
 
Naturally, EEG signals are continuously produced by the brain. Traditionally, EEG signal has 
been widely used in medical applications, such as the diagnosis of neurophysiological disorders 
like epilepsy, dementia, autism. Until recently, due to the advancement in computing 
technology, EEG signals have started being used in BCI applications. To apply EEG signals 
for BCI applications, an internal or external stimulus is required to trigger signal variations 
[121]. The variations are then detected and translated into a required command. Internal stimuli 
can be voluntary or involuntary intention to perform a particular activity for motor imaginary 
activities [42]. External stimuli can be visual sources, such as light signals [149] or audio 
signals [122]. All BCI applications follow the same trend, i.e. the signal needs to be triggered 
by an internal or external stimulus, captured by the EEG device and interpreted by a 
computational model such as a machine learning model. The interpreted output from the 
model will be sent to control the external device. The whole architecture of the EEG based 
BCI application is shown in figure 2.3. The feedback component helps the user to modulate 




Figure 2. 3: EEG based BCI application system [124]. 
2.1.2.3 Paradigms of EEG for BCI applications 
 
For BCI applications, variations should be triggered in the EEG signals. These variations are 
related to particular events or stimuli. In brain activity patterns, based on how the EEG signal 
variations is triggered for BCI applications, EEG signals can be categorized into three major 
paradigms. These are: Event-Related Desynchronisation (ERD)/synchronisation (ERS), Event- 
Related Potential (ERP) and Slow Cortical Potential (SCP). 
    Event-related desynchronisation (ERD) describes a short-lived and localised amplitude 
attenuation or blocking of rhythms within the alpha band of the EEG signal frequency bands 
[125]. Event-related synchronization (ERS) defines a temporary amplitude enhancement in the 
EEG signals. Both ERD and ERS are frequency bound and can be quantified in space and time 
with a couple of movement experiments, hence are ideal for BCI applications [126]. The most 
common form of EEG in this category is Motor Imaginary activity (MI), which is applied in 
the first study of this thesis in EEG based BCI application (reported in Chapter 3). MI way of 
triggering EEG variations and its concept is further explained in section 2.1.2.4 of this chapter. 
The second paradigm of EEG for BCI applications is Event-related potentials (ERPs), which 
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are very small voltages generated in the brain structures in response to specific events or stimuli 
[127]. For the ERPs to be studied as a result of external stimuli, several repetitions of the event 
or exposure to the stimuli should be done for a computational model to able to detect the 
changes in the recorded EEG signals [90]. The stimuli can be of different forms, such as visual 
which will result in Steady-State Visual Evoked Potential (SSVEP) [128]. The second study of 
this thesis (also reported in Chapter 3) in EEG based BCI application utilizes the SSVEP form 
of EEG, which is further explained in section 2.1.2.5. The last type is Slow Cortical Potential 
(SCP), which are EEG signals of less than 1Hz and are related to sensory, motor, and cognitive 
processes of the brain [129]. The activations of SCP will result in a slow direct current shift 
related to the event [130]. 
Among all types, the ERD/ERS, which contains the Motor Imaginary (MI) activities, the 
ERPs which contains SSVEP, and their hybrids have attracted more interest from the 
researchers in the field of BCI [131]. Generally, based on BCI applications, EEG can be divided 
into two main categories according to how they are generated, which are evoked and 
spontaneous [105]. For the evoked form of EEG, an external stimulus is required to trigger 
the variations of the EEG signals. These external stimuli can be visual, auditory, or sensory 
stimulation. For spontaneous EEG, the EEG signal is generated with different mental activities 
and no external stimuli are required [42]. The first two major studies of this thesis apply MI 
and SSVEP, the two types are further explained in the following sections. 
 
2.1.2.4 Motor Imaginary (MI) Activities for BCI 
 
Motor imaginary (MI) is a common example of spontaneous EEG in which no external stimuli 
are required to trigger their generation [42], and it belongs to ERD/ERS type of EEG signals 
for BCI applications. The EEG signals related to MI activities are naturally produced when 
performing a certain movement [132]. All human beings’ voluntary movement starts with an 
intention in the brain to make such a movement. The brain will generate small electrical 
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signals (EEG) related to the intended activity and pass the signal through the nervous system 
to the muscles that generate displacements or movement of the body part intended [133]. The 
same process happens during the execution of involuntary actions. Involuntary actions such 
as breathing and heartbeat are also controlled by the brain as the brain realises the need of that 
particular action to happen and send the electrical signals through the nerve system to the 
muscle of the particular organ to execute the required involuntary action need [134]. 
During the execution of the real or imaginary motor task, there are always variations in a 
particular region of the brain (figure 2.4), such as an increase and decrease of power spectrum 
and amplitude of the generated EEG signals related to the activity. The motor imaginary 
activities are more dominant in the motor cortex region of the brain, shown in figure 2.5. These 
variations mostly occur in the alpha (8Hz-13Hz), sigma (14Hz-18Hz), and beta (18Hz-30Hz) 
frequency bands of the recorded EEG signals [135]. Individuals with a high-level of amputation 
or neuromuscular disorder lack sufficient residual muscles or body part to control for execution 
of the intended action. In this case, the EEG signals generated by their brain for the particular 
movement intention will be lost as there are no muscles or weak muscles to respond to the 
generated EEG signals or absence of body part to be controlled. By interpreting the obtained 
EEG signals related to motor imaginary activities, one can interpret an intention of movement 
or imaginary activity patterns that are hidden in the produced EEG signals. 
 
Figure 2. 4: Motor cortex region of the brain, marked in red [136]. 
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To trigger EEG signals related to MI tasks in the lab environment, a subject needs to imagine 
performing a certain motor activity, like the movement of the limb [137]. To collect EEG 
data related to motor imaginary activities in the laboratory environment, a prompt should be 
used to alert a person under study to start imagining they are performing a particular activity, 
while a marker is also included in the recorded EEG signals to mark the start and end of the 
particular activity, as shown in the figure 2.5 [62]. To be able to get enough EEG data for 
application in BCI technologies which uses machine learning as a computational model for 
interpretation the EEG data, the experiment needs to be repeated several times, with a 
predefined time of execution of each of the motor imaginary activity. MI related EEG signals 
have been playing a major role in BCI technology [28]. A research project [104] managed to 
record EEG signals related to five different motor imaginary activities for BCI applications in 
the lab environment. 
 
 
Figure 2. 5: A laboratory set up to trigger motor imaginary potential generation in the human brain. An 
action is displayed on the monitor to inform a participant which action to imagine in doing, while the 
EEG signals is recorded on the scalp [138]. 
 
2.1.2.5 Steady-state visual evoked potential (SSVEP) 
 
Steady-state visual evoked potential, or SSVEP, is an electrical signal generated by the brain, 
as a resonance phenomenon evoked when a subject looks at a light source flickering at a 
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constant frequency [132]. It is an evoked form of EEG as it requires an external stimulus. The 
rise of EEG amplitude has been reported to be observed when a person focuses on a light source 
flickering at a constant frequency [132]. To trigger visual evoked potential related EEG signals, 
it needs an external flickering virtual stimulus light of above 6Hz [139]. The virtual evoked 
EEG signals are more dominant in the virtual cortex region of the brain [92], which is found 
in the occipital lobe region of the brain as shown in figure 2.6 [80]. 
 
Figure 2. 6: The occipital lobe region of the brain. This is where the virtual cortex region of the brain is 
found. It is in the virtual cortex region where the SSVEP form of EEG are dominant [140]. 
 
The source of the flickering light can be programmed light-emitting diodes  or programmed 
flickers on a monitor of a computer screen [141]. A whole set up for SSVEP application of 
someone using light-emitting diodes is as shown in the figure 2.7. 
 
 
Figure 2. 7: A complete set up of SSVEP based EEG for BCI application. The stimuli source is a 
programmed light emitting diode flickering at different frequencies. 
 
2.2 Biomedical images 
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Apart from time series data explained above, Biomedical images is another common form of 
biomedical data. Biomedical imaging involves the process of capturing, processing, and 
visualising medical images of living objects, systems, or biological samples. The main purpose 
of biomedical imaging is to monitor the functions of different body organs, diagnose of 
diseases or other medical conditions like bone fracture [141] and also for medical research 
[142]. Biomedical imaging spans from simple and common technologies like microscopy to 
produce microscopic images in medical laboratories, to more complex imaging technologies 
like magnetic resonance imaging (MRI). Most of biomedical imaging techniques are non- 
invasive and provide uniquely valuable information about tissue composition, morphology and 
function, as well as quantitative descriptions of many fundamental biological processes and 
play a crucial role in diagnostic and therapeutic purposes [143]. 
 
2.2.1 Background of biomedical images 
Since the discovery of X-rays more than 120 years ago, the world has seen different discoveries 
of biomedical imaging devices. Now it is possible to image the interior parts of the human body 
in intricate detail using advanced biomedical imaging devices like Computed Tomography 
(CT) scans, Magnetic Resonance Imaging (MRI), Positron Emission Tomography (PET), 
ultrasound, nuclear scans and other numerous modalities [92]. X-ray is a form of high energy 
electromagnetic radiation, it finds applications in the medical field in producing images of 
tissues and structure inside the body [144]. CT scan uses a combination of multiple X-rays 
taken from different angles to produce cross-sectional (tomographic) images of a specific area 
of an object under scanning [145], and the method is widely used in the diagnosis of diseases 
and injuries in the medical field [146]. Ultrasound uses high-frequency sound waves to produce 
live images from inside of the body and has been used for obstetrical purposes, abdominal 
scanning and diagnosis of pulmonary and renal diseases [147]. Another popular imaging 
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technique, MRI, uses strong magnetic fields and radio waves to produce images of organs in 
the medical field [148] and has been used in the diagnosis of muscle, spinal and brain disease 
[149]. The most common biomedical imaging is the microscope. A microscope applies light 
concept and is used in the visualisation of small and abstracts structures that cannot be seen 
with naked eyes, and is used in many fields, mostly in biology laboratories [150]. 
Biomedical images are typically analysed by human analysts (e.g. a radiologist or 
pathologist) to obtain meaningful insights into the patient or function of different organs and 
systems, as well as in medical research, such as in discoveries of new drugs. It is through 
pathological samples that common fungal and parasitic common diseases such as Malaria 
[151] can be diagnosed by using a microscope in the laboratory, and full-body scans of highly 
imaging technologies like CT scans that can identify complex diseases like cancer and 
internal injuries [177]. 
 
2.2.2 Categories of biomedical images 
Although most forms of biomedical images are medical images which produce internal 
visualisation of the body, microscopic images are common form for magnification and 
visualisation of samples in the laboratory. Microscopic images are produced by using a 
microscope device, a common laboratory device for magnification and visualisation of 
biomedical samples. This section describes the two forms of biomedical imaging. 
 
2.2.2.1 Medical imaging 
 
Medical imaging is the method of producing visual representations of the interior of a body for 
clinical and medical analysis and intervention, as well as visual representation of the function 
of some organs or tissues (physiology). Lately, different ways of medical imaging have been 
developed and largely applied in healthcare and medical researches. Based on the operation 
mechanism, medical imaging can be classified into the following: 
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I. Radioactive medical imaging 
This is the form of medical imaging that involves the use of ionising radiation. Ionising 
radiation is the part of the electromagnetic spectrum with sufficient energy to pass through 
matter and physically extricate orbital electrons to form ions. Although they are known for 
producing high-quality images, both X-rays and CT scans use ionising radiations and have 
limited applications on the patients due to their radioactive side effects [ 1 5 2 ] . 
II. Non-radioactive medical imaging 
 
On the other hand, non-radioactive imaging does not use any form of ionising radiation. 
Examples of non-radioactive medical imaging include ultrasounds that produce images by 
using high-frequency sounds and MRI which produces images by using a strong magnetic 
field [17]. Most of the non-radioactive imaging, such as the ultrasound, have no known 
side effect to the users [147]. 
2.2.2.2 Microscopic imaging 
 
One of the oldest and most common imaging devices is microscopy. It uses the concept of 
light refraction to produce a magnification of the sample under investigation. In the medical 
laboratory it is used in visualisation of pathological samples [153]. Recently, due to 
advancements in technology, electronic microscopes have been developed with the ability to 
produce high quality microscopic images [154]. 
 
2.2.3 Limitations of manual biomedical images analysis 
Human-based biomedical data analysis is error-prone. Globally, it is estimated that 94,000- 
142,000 people died between 1990 and 2013 as a result of diagnostic errors [155]. 
Approximately 850,000 diagnostic errors are reported yearly in developed countries, which 
results in both health and economic impacts [156]. A recent study from Johns Hopkins suggests 
that medical errors are now the third leading cause of death in the US [157], surpassing stroke, 
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Alzheimer’s and diabetes. Delays or misdiagnoses have been identified as major contributors 
of diagnostic errors in healthcare [33], in which human errors are one of the major reasons. 
Another study categorised human errors related to diagnosis errors into knowledge-based, rule- 
based, skill-based, or ‘other’ (such as violations or failures by deliberate deviations from rules 
or procedures) [158]. 
In biomedical images in particular, although factors related to the imaging modality such as 
image resolution, intrinsic or extrinsic contrast, and noises, can lead to diagnosis errors, most 
missed radiologic diagnoses are attributable to image interpretation errors by human analysts 
[159]. Intrinsic contrast factors are those that cannot be changed as they are inherent to the 
body's tissues, while the extrinsic contrast parameters are those that can be changed because 
they are under our control. An eight-year study by Kim at.al [53] found 1279 errors 
examining 656 exams with delayed diagnoses. The same study [53], reported that 54% of the 
errors arose from the interpretation of general radiography, with CT and MRI reading errors 
accounted for 23% and 9% of the errors respectively. Nuclear medicine and ultrasound 
contributed 7% and 1% respectively. Under reading was the main cause of the errors, 
contributing to 42%, while the failure of radiologists to thoroughly examine anatomy after 
seeing abnormalities relevant to a primary diagnosis, was the second most common error [145]. 
The errors in biomedical imaging can be classified into two major groups: perceptual errors 
(those in which an important abnormality is simply not seen by human on the images) and 
cognitive errors (those in which the abnormality is visually detected but the meaning or 
importance of the finding is not correctly understood or appreciated) [159]. These errors can 
lead to increased radiation dose, misdiagnosis, clinical mismanagement, unwanted costs, or 
even death, and can affect public trust. 
The advance of different technique of biomedical imaging has resulted in the production of 
large data sets of biomedical images which need to be analysed by human analysts [153]. 
Healthcare data amounted to about 500 petabytes in 2012 globally [160], and this figure is 
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projected to grow at 36% annual rate through 2025 [161]. As the availability of the number of 
biomedical data increases, the workload on human analysts to analyse these biomedical data 
also increase and hence error rates grow as well [94]. This necessitates the development of 
more accurate and quicker methods for the analysis of biomedical images. 
2.3 Biomedical data analysis with conventional machine learning 
During the last few decades, due to the advancement in computing technologies and digitisation 
of biomedical data, there has been the development of different computerised ways for the 
analysis of biomedical images. Due to the need of development of computerised methods for 
automatic analysis of biomedical data, this section introduces machine learning as a potential 
computerised method to assist human analysts. This section presents literature background on 
machine learning, and how it has been applied in the automatic analysis of biomedical data, 
with a focus on EEG for BCI applications (in section 2.3.2) and biomedical imaging (in section 
2.3.3), as well as its potential drawbacks. 
 
2.3.1 Introduction to conventional machine learning 
The whole concept of machine learning can be categorised into three major tasks, which are: 
classification, regression and clustering. Based on how the model is trained, machine learning 
can be categorised into two major groups: supervised training and unsupervised learning. 
Supervised learning is when a machine learning model is trained with a data set that contains 
labels. Unsupervised learning is when a machine learning model is provided with a training 
dataset that does not contain labels, so the model will find the patterns in the dataset and 
group the dataset based on the patterns found [162]. There is another category which falls 
between the two, Semi-supervised learning. Semi-supervised learning is an approach to 
machine learning that combines a small amount of labelled data with a large amount of 
unlabelled data during training [163]. Classification is a supervised learning which category 
the data set into classes [164]. This involves tasks like handwriting recognition [165], facial 
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recognition [166] and voice recognition [167]. In healthcare, machine learning has been used 
in the classification of cancer cells into benign and malignant by using biomedical images 
[51], classification of motor imaginary activities [168], and visual evoked potentials [169] for 
BCI applications by using EEG signals. Regression is also a supervised learning technique, in 
which the output variable is real and continuous and has been used in predicting genetic 
sequences [170] and risk of cardiovascular disease. Clustering involves the grouping of data 
points, in which data points in the same group are more similar to each other than data points 
in the other group [171]. Clustering techniques have been used in segmenting patients to 
provide them with effective treatments [172]. Some of the most popular conventional 
machine learning models include Artificial Neural Network (ANN), Support Vector 
Machines (SVM), Linear and Logistic regression, Random Forest, and Decision Trees. 
The process of training a conventional machine learning model involves pre-processing of 
the data and manual extraction of features from the training data [173]. The data set is usually 
divided into training set, validation set and the test set. The training set will be used to train the 
model, the validation set will be used to monitor the model performance during training, and 
the test set will be used to test the model for generalisation. After the model been trained, 
optimised and tested, the model will be deployed for use. The prediction process of the model 
involves acquiring the data on which the prediction must be made. A pre-trained model will be 
loaded and features extracted from the incoming data and fed into the model to make 
predictions. The pre-trained model will make a prediction on the new incoming data based on 
the knowledge gained through the patterns learned from the training data [174]. 
 
2.3.2 EEG with conventional machine learning for BCI 
applications 
Nearly all BCI systems use a machine learning algorithm as a computational model to 
interpret the captured EEG signals [44]. With a focus on Motor Imaginary (MI) and Steady State 
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Visual Evoked Potential (SSVEP), this section explains how conventional machine learning 
has been used to interpret the commands found in raw EEG signals, for BCI applications. 
Conventional machine learning has been successfully applied in finding patterns in the 
obtained EEG signal related to someone’s intention to move a limb or attention on a flickering 
light from the recorded EEG signals. BCI systems which apply machine learning as a 
computational model have been successfully applied in controlling prosthetic arms [42], 
wheelchair [47], and computer applications. EEG signals as other biomedical data, have tens 
of thousands of features that can be studied and interpreted to produce deep information 
about different physiological activities [175]. Over the past decades, several handcraft 
techniques have been used for EEG feature extraction, such as standard deviation (SD), 
variance, Fast Fourier transforms (FFT) [32], Wavelet Transform (WT) [83], and Power 
Spectral Density (PSD) [34] to mention a few. Neurophysiology prior knowledge plays a major 
role in determining significant features that will provide more discriminative information 
among EEG classes [44]. 
Linear Discriminant Analysis (LDA), K-Nearest Neighbour (KNN), Artificial Neural 
Network (ANN), and Naive Bayes (NB) are among the most common conventional machine 
learning models which have been used for interpretation of EEG signals for BCI applications 
[176]. Wang at al. used Fisher Linear Discriminant (FLD) and Support Vector Machine 
(SVM), to interpret MI-based EEG signals to control a humanoid robot [103]. ANN and 
SVM were again used to interpret SSVEP based EEG triggered by four different flickering 
frequencies displayed on a Liquid Crystal Display (LCD) for BCI applications, with SVM 
attaining 88.5% classification accuracy [177]. The performance of a machine in classifying the 
patterns largely depends on the features extracted to train the model and the model itself 
[178]. 
 
2.3.3 Conventional machine learning in Microscopic images 
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In biomedical images, conventional machine learning has been used in tasks such as the 
classification and segmentation of biomedical images. Low-level features such as colour, 
texture, and shape [179], as well as high-level features such as intensity histogram features 
and Gray Level Co-Occurrence Matrix (GLCM)[179], have been extracted from biomedical 
images and used in training conventional machine learning models. For instance, HS 
Sheshadri et.al [180] extracted statistical features such as mean, standard deviation, 
smoothness, third moment, uniformity, and entropy from digital mammograms of breast 
tissue for early breast cancer detection. 
Conventional machine learning models such as Artificial Neural Network (ANN), Support 
Vector Machine (SVM), Naïve Bayes and Decision Tree, have been used in biomedical images 
classification [74], performing segmentation of areas of interest on biomedical images [181], 
identification of biomedical image samples and anomalies detection [182]. A study by C.Qin 
et.al [183], analysed several conventional machine learning models in their analysis of Chest 
X-ray images to detect different chest diseases like pulmonary nodules, tuberculosis (TB), and 
interstitial lung diseases. In another study, Smita et.al [183], found that Support Vector 
Machines (SVM) performed the best compared to other conventional machine learning models 
at classifying cancer images. Another study introduced an automatic feature extraction method 
from biomedical images by using the spatial orientation of high-frequency textural features of 
the processed image, and trained SVM binary classifier [184]. 
    The microscope is one of the common and simple imaging devices, commonly found in 
medical laboratories for diagnosis of disease and bioscience researches. Features extracted 
from microscopic images of cancer cells were used to train conventional machine learning 
models such as Artificial Neural network (ANN), Support Vector Machine (SVM), Naïve 
Bayes and Decision tree, to classify cancer cells into benign and malignant [96]. In addition, 
2D microscopic images of the parasite were used successfully in 3D reconstruction of small 
organisms like parasite monogenean by using a Machine learning models like ANN. 3D 
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modelling is essential in studying structural and functional morphology of small organisms as 
some are not visible in the 2D image [185]. Figure 2.8 below shows a whole process on how 
machine learning is used to perform different analysis tasks with microscopic images. 
 
 
Figure 2. 8: Process of training a conventional machine learning with pathology samples of microscopic 
images, as modified from [186]. Part A shows an image of a tissue sample, which patches of interesting 
areas will be produced as shown on part B where features will be extracted from the patches as shown in 
part C and the conventional machine learning model will be trained for different tasks in part D. 
 
2.3.4 Limitations of computerised biomedical data analysis 
Although there are some real-life applications of computerised biomedical data analysis based 
on conventional machine learning, the practice has always faced some challenges for the real- 
life applications [187]. This section discusses the limitations of conventional machine learning 
in the development of computerised biomedical data analysis. 
The major limitation of conventional machine learning is the need for manual feature 
extraction. This section discusses how manual feature extraction affects the application of 
conventional machine learning in both EEG signals and biomedical images. Biomedical data 
are known to be heterogeneous, temporal dependent, sparse, irregular, noisy and of high 
dimension, hence becomes too complex to perform feature extraction to train conventional 
machine learning model [188]. Determining the most representative feature set is a major 
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challenge as it needs someone who has vast knowledge and experience on the field in which 
features are extracted. Furthermore, the task of extracting robust and accurate features is always 
affected by noises and interference from other signals, a common limiting factor in biomedical 
data. 
In EEG signals, feature extraction process is always affected by factors like motion artefacts 
[189], electrooculography (EoG) [190] and EMG. EOG is a small electrical signal produced 
by the eye’s movement, and EMG is an electrical signal produced by muscular 
movement. In MI classification tasks particularly, the imagined movement is often lost in this 
mixture of other signals such as EOG and EMG [82].  
In biomedical images, pre-processing of the obtained images data is needed first to 
improve the quality and specifying the region of interest before feature extraction as 
mentioned in section 2.3.3.2. For example, in breast cancer feature extraction, tumour in 
breast tissue is always surrounded with calcification [ 1 9 1 ] . Calcification is the deposit of 
Calcium on tissues, which is the marker of the underlying process occurring in the breast tissue 
including cancer [191]. To extract relevant features in situations like this, pre-processing of 
the image is needed to isolate the region of interest. Manually identifying and extracting 
features from medical images such as mammograms, using good discriminative features to 
train a conventional machine-learning model, is time consuming, complex and highly 
affected by the experience in the field of the person extracting the features. 
Generally, biomedical data have high dimensions with tens of thousands of features, hence 
it becomes challenging to extract relevant features due to dimensionality factors. Although 
several techniques for reduction of feature dimensions like Principle Component Analysis 
(PCA) have been applied, it is a challenging task to link the features from original feature space 
to new features [192] as PCA takes the principle components are a linear combination of the 
original features [193]. The efficiency of machine learning models that are trained on features 
extracted from acquired biomedical signals are always affected by redundant features 
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extracted [194]. 
2.4  Limitations of current existing EEG devices for real-life 
applications of BCI 
Most of the current available EEG devices are still dense, bulky, and hard to wear, which makes 
them difficult to use in daily life [63], as shown in figure 2.9 below, most applications are 
found in research labs only. These factors limit the development of real-life EEG based BCI 
applications. The real-life BCI applications need to be conducted in a way that makes it easy 
for subject to go about their normal life activities. To apply EEG devices in everyday 
environments, we need to restrict the number of channels significantly, to reduce their costs, 
reduce setup time, and to improve usability and user acceptance. Hence, rise it is necessary to 
study the EEG channels reduction towards development and efficient use of small, portable, 
and easy to use EEG devices. 
 
Figure 2. 9: Components of current existing EEG devices which are hard to use, takes a lot of time to 
wear, not user-friendly, and almost impossible to use real-life applications of EEG based BCI 
applications [195]. 
 
The reduction of EEG channels will result in the reduced size of EEG devices, reducing 
computational costs as now only a few relevant channels with significant information will be 
used [196]. The core functions for EEG channel selection process can be categorised into three 
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major areas: i) To minimise computational expenses in analysis and interpretation of EEG 
signals; 
ii) To improve the machine learning model performance by training the model with only 
significant channel with less noise; and iii) to reduce the setup time and complexity when 
wearing the EEG device [197]. An improvement on the generalisation of the classifier was 
observed when EEG channels selection was conducted by selecting six (6) significant 
channels out of thirty-two (32) in a BCI application. 
2.5 EEG Channels selection 
Channel reduction is a challenging task. There are several methods already in the literature 
for EEG channels selection, many of them have been complex and takes a lot of time to 
implement and are computational expensive [81]. The most known channel selection methods 
include the following. 
 
2.5.1 Filtering method 
In the filtering method for channel selection, a search algorithm will create a subset 
combination of the selected EEG channels [198]. The possible combinations generated will be 
autonomously assessed in terms of distance measure, correlation, dependency measure, and 
information measure among the channels of the same combination. Apart from the advantages 
of high speed, independence from the classifier, and scalability, filtering methods are known 
to be of low accuracy [199]. This is because of their inability to consider the combinations of 
different channels [81]. 
 
2.5.2 Wrapper method 
The wrapper method uses a prediction model and its output as an objective function to calculate 
the subset of channels [81]. Generally, wrappers technique achieves better recognition rates 
than filters since they are tuned to the specific interactions between the model and the dataset. 
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The wrapper has a mechanism to avoid over-fitting due to the use of cross-validation measures 
of predictive accuracy. The disadvantages of wrapper technique are slow execution and lack 
of generality. The solution lacks generality since it is tied to the bias of the classifier used in 
the evaluation function. The “optimal” feature subset will be specific to the classifier under 
consideration [80]. 
 
2.5.3 Hybrid method 
The hybrid method is the combination of the above two techniques, which eliminates the pre- 
specification of a stopping criterion. The hybrid model was developed to deal with large 
datasets and avoid the drawbacks of filtering and wrapping techniques while keeping their 
advantages by using evolution techniques [200]. 
 
2.5.4 Embedded method 
In the embedded techniques, the channel selection depends upon the criteria created during the 
learning process of a specific classifier because the selection model is incorporated into the 
classifier construction [81]. Embedded techniques reduce the computation time taken up in 
reclassifying different subset, which is required in wrapper methods [187]. They are less prone 
to over-fitting and require low computational complexity. 
    A study [81], surveyed several existing channels selection techniques acknowledge their 
several limitations such as trial and error selection of channel subset, complexity of the 
process and the need of experience to select the significant channels for different 
applications. The study argues for a need of development of more efficient methods for 
channels selection. 
Deep learning, a subset of machine learning, can find its features from a training data set 
without the need for feature engineering and poses an alternative to conventional machine 
learning in the analysis of biomedical data. 
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2.6 Deep learning 
 
To address the limitations of conventional machine learning towards development of 
computerised ways for biomedical data analysis, this thesis applies deep learning, in particular 
CNN. Deep learning has the ability to learn from data which is unstructured by using multiple 
layers of neural network in processing the data [201]. This section introduces deep learning 
concepts, with a focus on CNN, the most popular deep learning model, which has been applied 
in studies reported in this thesis in Chapter 3, Chapter 4 and Chapter 5. The section also 
explains concepts of CNN and how it can be applied in EEG channels selections towards 
development of portable EEG devices for real life BCI applications, set out in section 2.6.2. 
In a review study of the application of deep learning in healthcare, it was suggested that the 
use of deep learning models in biomedical data is useful due to their ability of end-to-end 
learning from complex data like biomedical data [188]. Deep learning models have been 
reported to perform better than conventional machine learning models in several cases. For 
example, in a challenge to predict 5-year occurrence of stroke by using Electronic Medical 
Claims (EMCs) data of more than 800,000 patients, CNN outperformed conventional machine 
learning models, including SVM and Logistic regression models. 
There are several deep learning algorithms like Convolutional Neural Network (CNN), 
Recursive Neural Network (RNN), Restricted Boltzmann Machine (RBM) and Long Short- 
Term Memory (LSTM) to name a few. Originally, CNN was designed for image data as it has 
the ability to detect spatial information on data, but it has recently successfully been applied to 
other forms of data, such as in time series data including physiological signals [202] and voice 
[203]. RNN and LSTM have been applied in time series data due to their ability to remember 
what the net learned the previous time, a useful feature for stock prediction [204] and voice 
recognition [205]. 
As this thesis covers both time series and image forms of biomedical data, CNN’s ability 
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to deal with both forms becomes an ideal deep learning model for our aims. This section 
provides a literature background for CNN and how it has been applied in the healthcare domain 
with biomedical data. 
 
2.6.1 Introduction to Convolutional Neural Network (CNN) 
CNN is the most popular deep learning algorithm and has become dominant in various 
computer vision applications including in healthcare. The model has captured attention since 
its astonishing results in a general object recognition competition, the ImageNet Large Scale 
Visual Recognition Competition (ILSVRC) in 2012 [71]. CNN is designed to automatically 
extract spatial features through convolution and pooling layers and adaptively learn the 
extracted features through backpropagation and fully connected layers attached before the 
output layer. 
 
2.6.1.1 Background of CNN 
 
Today, CNN, or some close variant, is used in most neural networks for image recognition in 
the healthcare domain – such as in the diagnosis of diseases like cancer and TB by using X-ray 
image [206]. Although CNN has become popular and more applicable in image data, in recent 
years it has attracted attention in non-image data and has shown remarkable advantage in 
modelling time-series data like physiological signals [82]. Since 2006 when Hinton and 
Salakhutdinov applied deep learning in dimensionality reduction in big data [207], learning 
high-level features using deep architectures like CNN from raw data has become a huge wave 
of new machine learning paradigms [208]. 
 
2.6.1.2 CNN structure 
 
Generally, CNN, as with other deep learning algorithms, is composed of an input layer, hidden 
layers and output layers. In hidden layers, it contains multiple convolution, pooling and fully 
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connected layers [209], shown in figure 2.10 below. Each layer contains multiple numbers of 
neurons. The number of neurons in the input layer matches the shape of the input data, while 
the number of neurons at the output layer should be the same as the number of output classes. 
Each specific neuron receives several inputs features and then takes a weighted sum over them, 
where it passes it through an activation function and responds with an output that will be sent 
as an input to the neurons of the next layer. 
 
Figure 2. 10: An example of a CNN architecture with two hidden layers, one fully connected layer and 
a 2 classes output. 
 
    CNN uses three basic ideas to extract features: local receptive fields, shared weights and 
pooling. The local receptive fields (patches, also known as filters), are small sliding window 
with a predefined shape which moves across the entire input data. This happens in the 
convolution layer, where most of the computational heavy lifting occurs [210]. A patch 
convolves over the input data, resulting in feature maps, which are the modified versions of the 
input. Mathematically, convolution is an operation of two functions to produce a third function, 
which is viewed as the modified version of one of the first two functions [211]. Weights and 
biases between layers, except the ones between convolution and pooling layers, are acquired 
by learning after being randomly initialised at the beginning of training. Unlike in fully 
connected neural networks, a convolution layer is advantageous because it considers the spatial 
structure of the features [34]. 
58  
    The function of the pooling layer is to down sample the feature maps obtained from the 
convolutional layers. At the pooling layer, these feature maps will be down sampled, only 
feature maps with maximum weights (max-pooling) or the average weight (average pooling) 
will be calculated and taken to the output layer for classification [212]. The resulting down 
sampled feature maps from the pooling layer become more robust to changes in the position of 
the feature in the input data [212]. The features extracted in convolutional and pooling layers 
are then used to train fully connected layers which are connected to the output layers for 
predictions. 
At the output layer, the features maps will be flattened to a single column, and contains an 
activation function such as softmax or sigmoid to classify the output. The error value will be 
calculated between the actual output and the predicted output by using a loss function. A loss 
function can be defined in many different ways but a common one is MSE (mean squared 




(456784 − :;4<;4)'…………(i) 
                                               Where ,-.-/0 stands for the total calculated error. 
The whole process from the input to the output when the error is calculated is called feed 
forward propagation. In order to reduce the prediction error, the network will try to update its 
weight by using gradient descent techniques such as Stochastic Gradient Descent (SGD), 
Adam or Root Mean Square (RMS). This error will be propagated back inside the model to 
update the weights of the neurons in the hidden layers, and that of the filters in each 
convolutional layer through a process in which significant features will be assigned higher 
weights [213]. Dense layers are updated to help the net to classify. Convolution layers get 
updated to let the network learn the features itself. The process will be repeated in rounds of 
epochs until the error value is minimised to the smallest possible value and a local minima 
point is reached through a gradient descent process [214]. Local minima in neural networks 
where the weight adjustments for one or more training patterns simply offset the adjustments 
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performed for a previously trained pattern One epoch is when an entire training dataset is 
passed through a CNN model both forward and backward only once [215]. To find the 
maximum number of iterations of training our models we used early stopping criterion. Early 
stopping is a method that allows you to specify an arbitrary large number of training epochs 
and stop training once the model performance stops improving on a validation dataset  
2.7 CNN in biomedical data analysis 
 
CNN approaches have achieved remarkable performances in tasks such as speech recognition 
[93], natural language processing [216], and image classification [217]. In healthcare, CNN 
has been reported to have capabilities of detecting necessary features automatically despite 
external/unwanted signals interference [218], hence it is becoming a favourable technique for 
classification of biomedical data which typically contains a lot of interference. This section 
looks into how CNN has been applied in biomedical data analysis, with a focus on EEG for 
BCI applications and biomedical images, which are the major focus areas of studies of this 
thesis. 
Thodorof at.al [102] used Recurrent Convolutional Neural Networks, a modified version of 
CNN for automatic seizures detection by capturing spatial, spectral, and temporal information 
from raw EEG signals. CNN-based EEG analysis has also found its application in biometrics, 
where Mao at.al [219] successfully performed biometric identification from EEG signals. In 
biomedical images, Angel et.al [220] and Jinhua et.al [221] both used CNN for detecting the 
presence of invasive tumor cells in breast cancer tissue samples. 
 
2.7.1 CNN with EEG for BCI applications 
Inspired by the success of CNN on image data since winning the hand-written character 
recognition competition, the ImageNet [71], researchers have been adopting CNN in time 
series analysis [222]. The ability of CNN to learn spatially and temporal invariant features 
[223], a common artefact in time series data, has made them applicable in time series data 
60  
[224]. For BCI applications in particular, CNN has shown high capabilities in interpreting 
EEG signals. Apart from the nature of EEG signals being highly compromised with noise 
interference, CNN has been applied without the need for manual feature engineering 
[112][223], researchers managed to interpret motor imaginary activities intended or executed 
by using CNN, for BCI applications. In most BCI applications, the BCI system is calibrated 
per user. Without user specific training (re-calibration), a study managed to interpret SSVEP 
by using CNN and created a universal BCI system without the need of feature engineering 
[225]. Their method was tested on a seven (7) classes and twelve (12) classes publicly 
available EEG dataset, attaining 79% and 81% classification accuracies, respectively. For a 
while, most of the machine learning and deep learning models trained to interpret EEG 
signals for BCI applications, have been trained and applied for a particular BCI paradigm. 
With CNN, researchers managed to create a CNN based algorithm, named EEGNet, which 
was able to be use in across different EEG based BCI paradigms. Their CNN based algorithm 
was tested for both within-subject and cross-subject classification [226]. This position CNN 
model particularly fit for EEG based BCI applications. 
2.7.2 CNN for EEG channels selection 
During training of a CNN model, initially the model weights are randomly initialised. During 
learning, these random weights will be fine-tuned through a back-propagation process as 
explained in section 2.6.1.2. The features with high significance and more influence to the 
output label will be assigned higher weights. By extracting the weights of a training model, 
we can be able to know the significant channels and drop the less significant channels based 
on the assigned weights [227]. After the non-significant channels are dropped, only few 
remaining significant channels can be used to design and develop portable EEG devices. For 
a portable EEG device to work, determining the location on the scalp is of high importance as 
it will be used as a guidance for channels placement. Using the weights extracted from a 
trained deep learning model, a heatmap can be drawn on the scalp to determine the location 
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were EEG signals for a particular activity are dominant, hence a portable EEG device can be 
placed. 
 
2.7.3 CNN in analysis of biomedical images 
CNN has been increasingly applied in biomedical image analysis due to its ability to 
automatically extract distinguishing features which can be missed by humans. This ability 
makes CNN a potential tool aiding the reduction of human related diagnosis errors in 
biomedical images. Due to factors like inter- and intra-reader variability in reading pathology 
images, a common issue in biomedical imaging, researchers have turned to CNN to detect the 
presence of invasive tumor cells in breast cancer tissue [37]. For the diagnosis of breast cancer, 
CNN achieved an accuracy of 87.3%, compared to 85.8% by a Support Vector Machine 
working on the same task [39]. Again, another study showed a reduction of human error by 
85% by combining CNN models with a professional pathologist in detection of metastic breast 
cancer [228]. In another application, researchers managed to predict cardiovascular risk factors 
from retinal fundus photographs by using CNN [229]. CNN was also applied for the 
classification of Alzheimer's disease versus mild cognitive impairment and normal controls on 
the Alzheimer from the dataset of 3D structural MRI brain scans [14]. Indeed, the performance 
of CNN models in biomedical images shows its use as a potential tool for the development of 
computerised methods in the analysis of biomedical data. 
 
2.7.4 Challenges of using CNN in biomedical data analysis 
Biomedical data are generally complex, heterogeneous, poorly annotated and always 
unstructured. Furthermore, biomedical data are unbalanced in most cases as it is hard to get 
balanced data especially when dealing with rare diseases. Unlike conventional machine 
learning, all deep learning models including CNN need a lot of data to be trained with. In most 
cases, deep CNN models contain millions of parameters to be trained, which makes them 
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require a large amount of data in order to generalise well [209]. For example, some of the 
popular CNN architecture, the MobileNet, has more than 4 million parameters [230] and 
VGG16 has 138 million parameters [231]. Conventional machine learning performs better than 
deep learning when only small training data set is available [69]. CNN has been successful in 
other domains like voice recognition [93] or general object recognition [232] due to the easy 
access to large training data, unlike in the healthcare domain. In addition, training a deep 
learning model is computationally expensive and time-consuming [233]. Although, due to the 
development of computer technologies, high computing devices have been available, not all 
research labs can afford the devices. The next section introduces possible solutions to deal with 
the data limitations of CNN. 
 
2.7.5 Possible solutions to the limitation of data 
When there is a limited amount of data, data augmentation and transfer learning are two 
methods that can be used to improve the performance of deep learning models. Data 
augmentation is a technique which is used to artificially increase the diversity and size of the 
training sample. This is done by performing operations like shift, zoom, flip, and rotation on 
the available training data. Study [232]reported how data augmentation contributes to the 
performance of deep learning models in the classification of medical images. The authors 
further analysed which data augmentation techniques retain the properties of the original image 
as it contributes to the model performance. Another study [ 2 3 4 ] , has surveyed the 
significance of different data augmentation techniques in fields that are difficult to get 
enough training data sets, including healthcare. 
Transfer learning, on the other hand, involves the use of pre-trained models designed to 
perform a particular task in one context. Their top layers are removed and new layers attached, 
to be trained to perform a new task, in a different context. Since only the last few layers of the 
model will be retrained, computation costs and training time are reduced and only a smaller 
63  
amount of data is needed. There are several pre-trained models available, such as GoogLeNet 
[235], VGG [236], MobileNet [230], and InceptionResNet V2 [72]. Most of the existing 
pre-trained models for image classification are trained on the Large-Scale Visual Recognition 
Challenge (ILSVRC) ImageNet dataset [237], a general object recognition dataset that includes 
1000 classes [238]. For instance, researchers compared three popular models – VGG 16, 
VGG19 and ResNet50 – for the classification of breast cancer into benign and malignant, 
using both transfer learning and training from scratch. It was found that with transfer learning, 
both models significantly outperformed the non-transfer learning method. The transfer 
learning scores were VGG16(AUC-95.65%) and VGG19(AUC-91.85%), while the non-
transfer learning scores were VGG16 (AUC-75.00%) and VGG19 (AUC-65.40%). Transfer 
learning was again used to classify lung cancer types in a study by Nicolas et al. [220] with a 
high level of accuracy (0.97 AUC- Area under the Receiver Operating Characteristic Curve). 
Using Inception V3, a pre-trained model on ImageNet, it was also possible to predict the ten 
most mutated genes in Lung Adenocarcinoma (LUAD)[220], using the same model [220]. 
Mark et al. [233] explored several deep learning architectures (VGG16, Inception and 
ResNet50), to detect glaucomatous optic neuropathy in fundus photography with transfer 
learning outperforming training the models from scratch. J. Huang et. al [239] proposed 
InceptionResNet V2 and MobileNet as a feature extractor together with the Faster Regions 
Convolutional Neural network (R-CNN) as a meta-architecture for the image identification 
and detection. InceptionResNet V2 has provided a good accuracy at the cost of more 
computational time, whereas MobileNet’s accuracy is comparable to the VGG model but has 
1/30 of the computational cost. Google’s Inception V3, a deep learning model pre-trained on 






This chapter has highlighted a need for the development of computerised ways to analyse of 
biomedical data. More specifically, the discussion focused on EEG and microscopic images, 
which are the focus of the main studies reported in the thesis. Conventional machine learning 
has been reviewed as a possible tool, and its limitations analysed in section 2.3. The limitation 
towards realising BCI applications in real life due to the size of the current existing EEG 
devices has also been discussed. To address the limitations of conventional machine learning, 
deep learning, particularly CNN was suggested in section 2.5 above. The major challenge of 
applying deep learning in biomedical data has been highlighted and possible solutions given. 
The next chapters demonstrate the application of CNN in EEG signals for BCI applications 


















Convolutional Neural Network for 
interpretation of EEG signals and channels 
selection for BCI applications 
3.1 Introduction 
 
This chapter reports the first two main studies of this thesis, both of which focus on the analysis 
of EEG signals in Brain to Computer Interface (BCI) applications, with the aim to provide 
answers to research questions of case study one as highlighted in section 1.5 of chapter 1. Case 
study one comprises of two studies, using two common EEG triggering mechanism for BCI 
application, the Motor Imaginary (MI) and the Steady-State Visual Evoked Potential (SSVEP). 
By using Motor Imagery (MI) or Steady-State Visual Evoked Potential (SSVEP) EEG 
paradigms, a computational algorithm can be developed to interpret an individual’s 
movement intention or visual stimulation. In BCI applications, the interpreted output is then 
used to help an individual to interact with his/her environment without having to make any 
physical movement. By using Convolutional Neural Network (CNN) as a computational 
model, the studies reported in this chapter address three major challenges to the 
implementation of real- 
life BCI applications. These challenges are: 
 
a) The limitation of using conventional machine learning due to the need for feature 
engineering by using CNN with minimal data pre-processing; 
b) The limitation of current existing EEG devices due to their size and the complexity 
required in using them by using CNN to perform channels selections; and 
c) Determining locations on the scalp for the placement of fewer electrodes of 
portable EEG devices by analysing the weights of a trained CNN model. 
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This chapter is divided into two main sections, Sections 3.2 and 3.3, which report on the 
application of CNN on interpreting MI activities and SSVEP, respectively. 
MI and SSVEP are among the most common paradigms of EEG for BCI applications. In the 
first EEG study (section 3.2), we first investigate the use of CNN in interpretation of MI 
activities from raw EEG signals without the need of feature extraction (section 3.2.3). Then, a 
method for channels selection by using the weights learned by a CNN model was extensively 
studied and reported in section 3.2.4. To test the consistency of our method for channel 
selection by using the weights learned by a trained CNN model, the technique was further 
tested on a publicly available MI EEG data set as reported in section 3.2.5. Findings in this 
study were subsequently implemented in the second EEG study. 
In the second study (section 3.3), we performed EEG channels selections and determining 
significant points on the scalp for fewer electrodes’ placement (section 3.3.1) by using a 32- 
channel EEG device. Then, a 2-channels, portable and skin-like EEG sensor was designed and 
fabricated (section 3.3.2). The real-life application of BCI by using the newly fabricated 2- 
channels EEG device was demonstrated in controlling a wheelchair, robotic car, and a 
PowerPoint presentation, as demonstrated in section 3.3.3. The conclusion of the two studies 
is reported in section 3.4. 
3.2  Study 1: CNN in interpretation Motor Imaginary 
activities for BCI 
Motor imaginary (MI) is one of the most common ways of triggering EEG variations for BCI 
applications. In this study, a Convolutional Neural Network (CNN), a deep learning 
algorithm, was implemented to interpret five (5) classes of imagined upper limb movement 
from raw EEG signals acquired from transhumeral amputees without handcrafted features. 
This is among the few datasets obtained from real amputees. The possibility of applying CNN 
methods for real-time application was investigated by experimenting with smaller window 
sizes of input EEG data. Subsequently, channel selection was extensively explored using the 
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developed CNN model to reduce the number of EEG channels to the lowest possible number 
while maintaining good classification accuracy. The significant locations for fewer channels’ 
placement on the scalp of the participants corresponding to the multi-class motor imagery 
tasks were also identified and reported. The channel selection method was then tested on a 
widely used publicly available motor imagery dataset, commonly known as the physionet 
[240] to further test the effectiveness of our proposed method. 
This was a collaborative study with Shenzhen Institute of Advanced Technology (SIAT), in 
Shenzhen, China. Previously, researchers at SIAT performed interpretation of the obtained 
EEG signals by using conventional machine learning methods and their results are reported in 
Table 
3.3 of this chapter and published in [138], in comparison to our results by using CNN as 
reported in this section. 
 
3.2.1 EEG Data from Amputees 
This section provides the study description and the data acquisition process, 
 
3.2.1.1 Study description 
 
Four male transhumeral amputees (with an average age of 41.50±7.05 years and mean residual 
limb of 25.50±4.20 cm as measured from the shoulder blade downwards) were recruited. The 
participants willingly permitted the publication of their photographs/data for scientific and 
educational purposes in a written approval. Data collected was carried out by our collaborators 
from Shenzhen Institute of Advanced Technology. The Institutional Review Board of 
Shenzhen Institutes of Advanced Technology, Chinese Academy of Sciences, China, approved 
the study protocol. 




For data collection, we utilized a commercial EEG signal acquisition system (EasyCap, 
Herrsching, Germany) incorporated with the Neuroscan software (version 4.3), sampled at 
1000Hz. The equipment has 64-channels of Al-AgCl electrodes on a cap. The electrodes were 
distributed over the scalp of a participant based on the 10-20 international system standard. 
Before the placement of the electrode cap, each participant’s hair was properly washed to 
ensure that high signal quality is acquired. Besides, the impedance between each electrode and 
the scalp was maintained below 10 kΩ. After setting up the signal acquisition system, 
participants were asked to sit straight facing a computer screen where five different motor 
imagery (MI) tasks were displayed. The five MI tasks include hand close (HC), hand open 
(HO), wrist pronation (WP), wrist supination (WS), and no movement (NM). Each MI task 
was displayed for 5 seconds. Participants were asked to perform the action continues 
throughout the 5 seconds. To avoid mental fatigue, which often affects the quality of the EEG 
signals, a rest session of 5 seconds was introduced between any two consecutive MI tasks. To 
acquire a significant amount of dataset for training, validation, and testing of the proposed 
CNN model, each participant accomplished five experimental trials. In every trial, each MI 
task was repeated ten times thus producing 50 seconds of data recordings per MI task per trial. 
This results into 51200 data points for each trial. Figure 3.1 shows the experiment setup. 















Figure 3. 1: Experimental setup. A subject sit in front of a monitor display, asked to perform different 
motor imaginary activities as displayed on the monitor[138]. 
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3.2.2 Data Analysis 
This section we describe all the pre-processing done on the data, the CNN model building 
and the training of the model, 
3.2.2.1 Data pre-processing 
 
The dataset is in the time domain and considering each participant’s data, a moving window 
(non-overlapping) was used to slice the input resulting in samples of dimension (>0 , 64). 
Different window length >0,	was tested to imitate the possibilities of real-time classification. 
2-D image like data, where the width (64) represents the spatial structure whilst the height 
(>0) represents the temporal structure [101]. For every trail which produces 51,200 data 
points, each trial was divided with the window length to produce multiple windows of data. 
The used windows were the 0.5 Second, 1 Second and the 2 Seconds. 1 second window 
contained 1000 data points. For training purposes for each window size, 80% of the dataset 
was used (of the windows produced), while the remaining 20% were used for testing. Batches 
of 128 were fed into the CNN model. Figure 3.2 shows EEG data sample record. 
 
Figure 3. 2: EEG sample record using a 64 channel EEG device, the visualisation was produced by 
using EEGLAB Open Source MATLAB Toolbox for Physiological Research. 
70  
3.2.2.2 CNN architecture 
 
Generally, CNN has two main parts that include the feature extractor and the trainable 
component. The feature extractor part contains multiple layers of convolution and pooling. The 
convolution layer is able to learn and extract features from the raw data automatically and the 
pooling layer is used for down sampling. The trainable part contains a fully connected 
multilayer perceptron, which performs classification based on the features learned in the 
feature extractor part. 
The developed CNN model was trained, validated, and tested with each participant’s data 
separately. As the real-time application is one of the main aims of this study, small and simple 
architecture was preferred out of other tested models as smaller models are computationally 
affordable to run on low-cost smart devices during real-time applications. The network had 
two convolutional layers, and each layer had filters of size (5, 5), with a stride of 1, to form 
feature maps after dot product between the filter and the input. A single layer CNN model 
was also tested with poor results. We opted for a simple CNN model with low computational 
expenses for real time application considerations. These filters are aimed to capture different 
local spatial and temporal patterns/features related to imagined motor activity. 32 and 64 
filters were used in convolutional layer 1 and convolutional layer 2 respectively, hence 32 and 
64 feature maps were formed in the first and second convolutional layers respectively. After 
every convolution layer, the ReLU activation function was applied. Max pooling was used 
after every convolutional layer as it is considered to better improve the network performance 
[241].	
One fully connected layer was used to perform classification. The output layer had five nodes 
with softmax nonlinearities and the output class was assigned to the one with maximum among 
the five (argmax). The fully connected layer combined all the feature maps at the output of 
the last convolution layer. To avoid overfitting, a dropout regularization technique was 
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applied to the fully connected layer. 75% dropout was used as the optimal dropout after a trial 
of several dropouts. Figure 3.3 shows the CNN architecture. 
 
Figure 3. 3: A 2-layer CNN, with one fully connected layer and five class outputs. 
3.2.3 Classification results 
With the proposed CNN model, an overall average accuracy of 99.7% was recorded with a 0.5 
second moving window (no overlap), as the performance metrics shown in Table 3.1 across 
all participants. Accuracy was measured as a percentage of the total number of samples 
correctly classified over the total number of samples classified. Different window sizes were 
used to test the possibilities of real-time classification. As shown in Table 3.1, one second 
window and two seconds window were tested, and the implemented model maintained a 
highly classification accuracy for both windows. 












0.5 99.75 99.20 100.00 99.49 
1.0 99.23 98.47 99.29 98.49 
2.0 99.00 100.00 100.00 100.00 
 
 
The learning curves for all four participants, for 0.5 Second, 1 Second, and 2-seconds window 
sizes are shown in Figures 3.4, 3.5, and 3.6 respectively. It took a little bit longer for the model 
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to converge when a smaller window was used as it can be seen in Figures 3.4-3.6. One possible 
reason for this observed phenomenon is that our dataset is larger for smaller window hence 
the minibatch corrections might oscillate the learning. P1, P2, P3 and P4 stands for 
Participants one, two, three and four respectively, all denoted with different colours. 
 




Figure 3. 5: Learning curve for 1-second window length 
 
 
Figure 3. 6: Learning curve for 2 seconds window length 
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Table 3.2. Shows the performance of the conventional machine learning models as reported on 
the previous work on the same dataset [138], in which spectral and time domain features 
extracted from a 2 seconds window of EEG recordings in frequency domain were used to train 
conventional machine learning classifiers, the linear discriminant analysis (LDA), artificial 
neural network (ANN) and k-nearest neighbors (kNN). 
Table 3. 2: Conventional machine learning model’s performance 
 
 LDA ANN kNN 
Average accuracy (%) 97.81 96.44 96.92 
 
 
3.2.4 Weight analysis 
To be able to perform channels selection and generating topographic, we extracted weights 
from a trained CNN model and performed analysis, 
3.2.4.1 Topographic maps 
 
To identify the best discriminant channels for EEG classification, we extracted weights from 
the trained CNN model for each participant and constructed the topographic maps. With 
reference to EEG data, topographic map is the map of the distribution of EEG electrodes on 
the skull of an individual. For weight extraction, to avoid mixing up features contained in 
different channels, we retrained our model with the same architecture used above but we 
changed the size of the filters from a matrix of 5*5 to a vector of 20*1 and stride of (1,1) for 
the filter to convolve along a single channel at a time. This modification was done only on the 
first convolutional layer and before the first pooling layer. We then extracted the weights 
from the feature maps formed in the first convolution layer. The Sum of weights of all the 
feature maps was obtained as we have 32 scalars in the first convolution layer. That is, the 
20*1 filter convolving on the 100*64 input window to form 32 features of the dimension as 
the input window. We used the first convolution layer as the feature maps are still in the same 
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shape since the dimension of the channels are still preserved as the original dimension of the 
input before maxpooling. The weights were calculated using the following formula in (2). ?	
Stands for window length, which is 500 for this study, < stands for the number of channels 
which is 64 maximum, and @ stands for the number of filters/ feature maps which is 32 in the 
first convolutional layer,  
>A=∑ >(A,C)
CDEF
CDG               (2) 




3.2.4.2 Channel reduction and performance analysis 
 
Training a model with all available channels takes time and hence affects the inference speed 
of the model as it learns from a large number of channels, some of which are not related to 
the motor activity of the brain. Identifying the necessary channels will help in the design and 
manufacturing of smaller, more portable, and cheaper EEG devices with fewer channels. Using 
these portable EEG devices with fewer channels, we will need precise placement of the 
channels on the scalp. From the topographic maps generated based on the extracted weights 
from the trained CNN model, it can be seen that the channels with the highest weights are 
around the motor cortex region of the brain, indicating that these channels are the most 
discriminating ones. 
To perform channel reduction, the summed weights obtained from each channel were first 
arranged in descending order. Then the first twenty (20) channels with the highest weights were 
selected for each participant. The number 20 was randomly selected based on the topographic 
shown in figure 3.8 below. For each participant, the network was then retrained using these 
20 channels. We then carried out a systematic analysis, reducing the number of channels down 
to two (2) in ascending order of the weights across all the participants. Table 3.3 shows the 
accuracy results of channel reduction for all participants, based on a 0.5 second window using 
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the two hidden CNN model reported in this study. The model trained with fewer channels 
maintained reasonable accuracy when fewer electrodes up to eight channels with higher 
weights are selected. This is because the models learn from less but significant channels 
’data. When fewer channels are used, the training time was significantly reduced as now the 
model learns from fewer but significant channels. Significant channels are the channels that 
carries most of the EEG variations related to the performed activity. A small variation of the 
significant channels was observed, this might be the case of variation during electrode 
placement. Our results show that by selecting fewer channels located around the motor cortex 
region we can still obtain a reasonably high classification accuracy in comparison to using all 
the 64 channels. It worth noting that, the channels with higher weights were not identical 
among the participants. This might be due to variation in electrodes placement variations 
among participants. 
The topographic maps created from the weights extracted from the trained model show that 
the regions with the highest weight are common among participants and they are situated 
around the motor cortex region of the human brain, as seen in Fig 3.7. It should be noted that 
the third amputee reported Phantom Limb Pain (PLP) when he was performing a motor 
imagery task during data collection. Since the left motor cortex region of the human brain 
controls the right side of the body and his amputated arm was on the right side, we believe that 
the participant was not performing enough motor imagination due to the pain reported [88]. This 
can be seen in Figure 3.8 for the third participant, which shows high weight values on only one 
side of his brain. And it has been previously reported that amputees with PLP generally have 







                     First participant               Second participant 
 
 
                         Third participant        Fourth participant 
Figure 3. 7: Topographic maps showing the region of the brain with the most contributively channels of 
the four participants. 
 





Number of Channels and Accuracy (%) 
64 20 16 12 8 4 2 
P1 100.00 99.60 99.12 98.01 92.20 66.18 47.20 
P2 99.10 100.00 98.75 97.40 93.18 71.23 86.45 
P3 99.15 99.35 99.34 98.28 92.52 91.26 44.40 
P4 99.23 98.67 95.67 96.45 89.34 69.47 62.36 
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3.2.5 Evaluation of our method on the publicly available data set 
This performance of the proposed CNN model for channel selection was further evaluated on 
a different EEG dataset which is publicly available from the PhysioNet eegmmidb (EEG motor 
movement/imagery database) database [243]. The data set was collected using a 64 channels 
BCI200 EEG system at 160Hz sampling rate, with 109 participants. Each participant performed 
four tasks with a rest between each task. The participants performed three trials while sitting 
in front of a computer screen. A resting-state was included as a class in our case. To perform 
the tasks, the participants were instructed as explained in the PhysioBank Automated Teller 
Machine [240]. For our experiment, four participants were randomly selected to match the 
number of participants we had in our own dataset. 32,000 labelled instances of EEG data 
were used from each participant. 
Accuracy was used as a performance measure for evaluating the proposed channel selection 
method on this data set. The same methodology was used to perform channel selection, as 
described in section 3.2.4.2. We eventually reduced the number of channels from 64 to 12 and 
even further lower down to 2 based on the computed weights associated with channels. A drop 
of accuracy in the range of 2 ~ 3% was observed when the channels were reduced from 64 to 
12, as seen in Table 3.4. Meanwhile, at 12-channels, the accuracy seems to be reasonably high 
and stable and begins to drop when the channel numbers were below 12. Note that the proposed 
CNN model was trained per instance record of EEG record as it was done in [244], the model 
learned most of the spatial features and less temporal features. We believe this affected the 
performance when less than 12 channels were utilized compared to the case of amputee’s data 










Number of Channels and Accuracy (%) 
64 20 16 12 8 4 2 
P1 96.10 93.23 94.18 92.19 70.28 30.78 24.90 
P2 95.77 95.25 94.12 93.27 80.45 29.23 22.13 
P3 98.19 96.49 93.54 92.76 79.34 49.36 42.23 
P4 99.50 96.18 93.78 90.35 79.76 50.34 22.27 
 
 
3.3 Study 2: CNN in interpretation SSVEP EEG signals for BCI 
 
Another common method for triggering EEG variations and mostly applied in BCI applications 
is by using a flickering source of light, which results in the generation of Steady-State Visual 
Evoked Potential (SSVEP). This study reports the application of CNN in interpretation 
SSVEP for BCI application. SSVEP is an electrical signal generated by the brain (EEG), as a 
resonance phenomenon evoked when a subject looks at a light source flickering at a constant 
frequency [132]. Conventional EEG systems typically suffer from motion artefacts, extensive 
preparation time, and bulky equipment. This study applies the findings in the first study for 
EEG channels selection (reported in section 3.2.4.2 above) and determining scalp location for 
placement of the portable EEG devices with few channels by using the CNN model (reported 
in section 3.2.4.1 above). A 2-channels, fully portable, wireless, flexible scalp EEG device 
(referred to as ‘SKINTRONICS) was designed, fabricated and applied in this time-domain 
analysis of EEG signals using CNN allows for an accurate, real-time classification of steady-
state visually evoked potentials on the occipital lobe. With the developed 2-channel scalp 
EEG device, we managed to perform a wireless, real-time, universal EEG classification for 
an electronic wheelchair, robotic car, and PowerPoint presentation. We demonstrate a new 
capability to train a CNN model offline and integrate them into wireless mobile devices for a 
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real-time, universal EEG classification. Our method achieved an average of 94.54% in offline 
classification and 94.01% in online classification accuracy at a 0.5-second window of the 
incoming raw EEG data. The off-line term means the model was trained and tested with the 
recorded EEG data, the online means a model was trained with the recorded EEG data but 
tested in real-time application. 
    This is a joint study with the Georgia Institute of technology. Our role in the study was to 
perform EEG channels selection for SSVEP paradigm, locate the scalp location for placement 
of a few channels EEG devices and perform classification of the 2-channels EEG signals by 
using CNN as a computational model without the need of feature extraction. The role of the 
Georgia Institute of technology was to design and fabricated a few channels portable EEG 
device. The implementation of the study is divided into two major areas, a) The application of 
a 32 channels EEG devices to determine the significant channels for SSVEP applications and 
the scalp location for placement of a portable few channels EEG device, and b) The application 
of a fabricated 2-channels EEG device in BCI applications. 
 
3.3.1 Determining significant Channels and scalp locations with a 
32 channels EEG device 
During brain activities, EEG signals can be detected in more than 100 different locations on 
the scalp [105]. To detect a specific region of the brain which becomes active during a 
particular activity, an EEG device with many channels enough to cover the whole scalp needs 
to be used. For this purpose, a 32 channels EEG device was used in this study. 




Six health subjects were recruited. A 32-channel EEG system (ActiveTwo System, Biosemi 
B.V.), using water-based conductive gels (SignaGel, Parker Laboratories) was used for data 
80  
collection, with a sampling frequency of 256Hz. All the experiments, data collection and 
demonstrations were conducted in a lab environment at Georgia Institute of Technology. 









This section provides the methodology conducted in this study, to acquire the data and 
training of the model, 
I. Equipment setup 
 
Subjects were asked to focus on four different LEDs, one at a time, flickering at different 
frequencies (11.1, 12.5, 15.2 and 16.7 Hz) and alpha rhythms. We use alpha rhythms as the 
null class (no target interface action), intended for the user to relax their eyes in case of fatigue. 
Alpha rhythms are produced when an individual one closes his/her eyes. For the experiments, 
subjects were seated in front of the LED stimulus set up, about 0.8 m away from their head at 
eye level where all four stimuli are presented simultaneously. 
II. Data acquisition 
 
The procedure for gathering training data involved a continuous EEG recording of 15 s for 
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each class, separated by auditory cues. The classes were recorded in order of alpha rhythms, 
for the first 15 s, followed by 15 s of gazing at four different LED stimuli. Here, each recording 
where all five classes are performed constitutes a single trial. This trial was performed six times 
for each subject. The experimental results showed that training from a continuous stimulus 
was significantly more effective than a fast (<1 s) cue-guided task. This may be because the 
relevant SSVEP features required for training are most optimal during these longer sessions 
of looking at the stimulus. 
III. Model training 
 
A 2-layer Convolutional Neural Network (CNN) was then trained to classify the data obtained 
using the 32 channels EEG device. The input was split into epochs of 300 data points (1.172 
seconds at 256 Hz). Each epoch was high- pass filtered at 4 Hz and normalized from the range 
of 0 to 1. Therefore, the inputs were 32 channels x 300 data points, and convolutions were 
performed along the time domain signal to prevent data mixing across channels. 
3.3.1.3 Weights analysis 
Topographic maps 
From the trained network, relevant weights correlated to information presence were extracted 
and associated with specific channels. Electrode placement was then decided based on the 
channel locations with the most significant weights. The weights are extracted from the feature 
maps formed in the first convolution layer, before the pooling layer of the CNN. This is 
because, in the first convolution layer, the input is still in the same shape as the original input 
data. The sum of weights of all feature maps was obtained as we have 32 feature maps in the 
first convolution layer. The weights for each feature map were calculated using the formula 
as in equation (2) above. A resulting scale showing the activation weights for each channel 








Figure 3. 9: The topographic maps created from the weights extracted from the trained model show the 
regions with the highest weights are situated around the virtual cortex region of the human brain. 
This exercise is meant to be a proof-of-concept method for mapping biopotential signals 
from a range of sources with the intention of reducing the number of electrodes and the 
amount of data to process. 
 
3.3.2 2-Chanel EEG device development 
After determining the visual evoked potential were dominant on the visual cortex region of the 
brain which was covered by just two channels of the 32 channels device, a two channels EEG 
device was designed and fabricated. The analysis of the weights learned by a CNN model 
during the use of a 32 channels EEG data is used to isolate the best electrodes from a larger 
cluster of electrodes, as it does not require prior knowledge of the signal type. This method is 
useful when the signal’s features are difficult to decompose by conventional methods (e.g. 
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power-spectrum analysis). The photo in Figure. 3.10a captures the design concept of the 
flexible electronics that minimize the contact area (only 2 channels) on the scalp for a 
comfortable, dry EEG recording. For precise placement of the 2-electrodes on the scalp for 
data collection, Figure. 3.10b shows the optimal electrode locations (O1, Oz, and O2) as 
determined by the analysis of the weights extracted from the topographic maps of a CNN 
model trained by a 32-channel EEG recording of SSVEP data (detailed in section 3.3.1.3 
above). Figure 3.10c shows an overview of a 2 channels wireless, portable scalp electronics 
for SSVEP-based BCI. 
The fully flexible, wearable system enables real-time long-range wireless data acquisition 
and accurate classification of SSVEP with a high information transfer rate from only two 
recording channels. Due to the removal of unwanted electrodes for this purpose, 
SKINTRONICS exhibits a significant reduction of noise and electromagnetic interference, 
compared to the existing portable EEG systems with rigid electronic components [246]–[248]. 
Additionally, the use of conformal electronic components allows for easy wearability on the 
back of the neck or other bare skin locations. This soft system allows for a long-term wear 
versus other rigid devices with heavy plastic enclosures that hold the electrodes distributed all 
over the scalp. A set of dry, flexible elastomeric electrodes (Cognionics) that make intimate 
contact with the hairy region was used during the making of a 2 channels EEG device, resulting 
in long-term EEG recording [249]. With adequate skin preparation, conformal contact provided 
by these electrodes allows for superior skin impedance (less than 20 kΩ), and therefore lower 
noise in signal recording and transmission. Due to the use of the flexible contacts of the 
scalp-mounted dry electrode and the skin-like electrode on the mastoid, we maintained the 
skin– electrode contact impedance at a relatively low level. Also, there are only three scalp 
electrodes, effectively secured by using a single headband, which allows the electrode to 
splay its legs, separating and moving hair, to make effective contact with the scalp as 
demonstrated in Figure 3.10e. A flow chart in Figure 3.10f summarizes a high-level overview 
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of data collection, processing, wireless transfer, and machine control. 
 
Figure 3. 10: 2-channels EEG system, data acquisition and the BCI system set up [245]. 
 
 
3.3.2.1 2 Chanel EEG data acquisition 
 
By using a newly 2-channels fabricated portable EEG device, same experimental setting was 
used as in 32 channels experiment for data collection by using six participants. Target skin 
and scalp locations are cleaned with isopropyl alcohol before skin preparation. Abrasive skin 
preparation gel (NuPrep, Weaver and Co.) was gently applied to each of the electrode 
locations with a cotton swab to prepare the skin for electrode placement. Excess gel is 
removed using a gauze pad and the locations are cleaned with alcohol wipes before electrodes 
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are applied. For the single skin electrode location, adhesive tape is used to remove dead skin 
cells from the surface and alcohol wipes are used to clean and prepare the skin. Impedances 
between the hair mount electrodes to ground were maintained below 20 kΩ. Due to the use of 
the flexible contacts of the scalp-mounted dry electrode and the skin-like electrode on the 
mastoid, we maintained the skin– electrode contact impedance at a relatively low level. The 
recording procedure for training and test data allowed for an additional 0.3 s for gaze-shifting 
between stimuli. Each subject performed six trials. 
3.2.2.2 Data pre-processing and model training 
 
For all experiments, a 250 Hz sampling rate was used with the SKINTRONICS system. The 
training data were subdivided into window sizes of 128, 192, 256, 384 and 512 data points 
(corresponding to 0.512, 0.768, 1.024, 1.536 and 2.048 s data windows) to gauge changes in 
accuracy over different window sizes. The main aim was to use the smallest window possible 
to manifest the real-time application. From the training set, there were 2,700 samples from each 
subject used, 450 samples from each of the 6 recordings. Therefore, for 5 subjects, a single 
training epoch consisted of training on 13,500 samples. 
Data from five subjects was used for training of the model, a sixth subject’s data was used 
to test for universality of our proposed method. Since the universality was tested on only a 
single subject which is not big enough, our experiment opens the door of further experiment 
of using our system for universality experiments. For the five subjects, five epochs were used 
for training and validation and the sixth epochs for testing. After several parameter testing, a 
training batch size of 64 and learning rate of 1e-3 was selected. An early stopping training 
criterion was used for training of the model. An average accuracy of 94.54 ± 1.10% was 
achieved across all test subjects for 0.512 sec inputs in the time domain. The table below 








Classification Accuracy Per Subject (%) Average Standard  
Error (±) 
S1 S2 S3 S4 S5 S6 
0.512 95.33 95.11 90.09 93.71 96.44 96.53 94.54 0.90 
0.768 97.73 95.45 92.73 99.32 96.59 96.59 96.40 0.99 
1.024 98.84 96.74 97.00 99.77 96.28 97.49 97.69 0.69 
1.536 99.27 96.83 98.05 100.00 97.56 99.32 98.50 0.51 
2.048 99.74 99.23 98.46 100.00 99.74 99.69 99.48 0.29 
 
Figure 3. 11: Confusion matrix which shows the performance of our system at a 0.5 seconds window of 
the incoming raw EEG signal. 
 
Our collaborators from Georgia Institute of Technology successfully demonstrated a real- 
life application of the technology by performing an online test by using our developed CNN 
model to classify the SSVEP EEG data extracted by the newly developed 2-channels EEG 
device. Their test involved a control of a wheel chair, a robotic car and a PowerPoint 
presentation. The online demonstration reached a classification accuracy of 94.01%, and a 




Figure 3. 12: Online confusing matrix of the CNN model classification, which still maintain higher 
classification accuracy. 
 
To study the efficiency of CNN models without the need for feature extraction, our 
collaborators also compared the CNN model performance with SVM, a popular conventional 
machine learning model that needs feature extraction. Features like Canonical Correlation 
Analysis (CCA), Power Spectral Density Analysis (PSDA) and Cross-Spectral Density 
Analysis (CSDA) were used. CNN model against different architectures of SVM and results 
are reported in Table 3.6. Mean cross-validation (6-folds, one for each subject) test results for 
all subjects validated for each subject using 2-channels time-domain inputs. 














0.512 94.54 21.96 82.67 85.93 81.95 
0.768 96.40 22.79 84.29 86.69 83.59 
1.024 97.69 22.19 86.54 90.41 87.34 
1.536 98.50 22.59 87.92 90.96 88.41 
2.048 99.48 22.95 84.86 92.51 93.55 
 
3.4 Discussions and Conclusion 
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We demonstrated the use of CNN for the interpretation of multiple classes of motor imagery 
activities and steady-state visual evoked potentials (SSVEP) from raw EEG signals without the 
need for handcrafted features. The first study utilised EEG data from real amputees who are 
the primary target of BCI technologies, while the second study demonstrated the real-life 
application of highly portable BCI technologies. The proposed CNN possesses a number of 
characteristics to address the drawbacks associated with conventional machine learning 
methods. The ability of the proposed CNN model to learn its own features from raw data 
provides a significant advantage, especially in real-life applications. Handcrafting features 
from raw data by human experts can sometimes involve the extraction of features that are not 
related to the classes involved; hence the model’s performance can be adversely affected. 
Using a small moving window of 0.5 second experimented in the first study, allows the 
possibilities of performing real-time classification on low-cost smart devices. The size of the 
networks used with fewer parameters to learn, makes it easy for a pre-trained CNN model to 
be exported and embedded onto smart mobile devices. The use of small CNN models saves 
computation costs during training as well as running the trained model and an acceptable 
response time. Furthermore, as our model maintained high classification performance with 
fewer channels in both studies, the channel reduction technique with CNN demonstrated that 
it is possible to use portable EEG devices with fewer channels which can reduce the cost of 
devices while still achieving reasonably high and consistent accuracy. The second study has 
demonstrated that a small window of data (0.5 seconds) is practical and the response time is 
acceptable. 
 
Many of the previous methods for EEG channel reduction are performed on the extracted 
features [250], this will involve manual extraction of features from the obtained data before 
performing channel selection. This is not the case in our method as all of the drawbacks and 
limitations for feature extraction are avoided in both of our studies. In addition, our method of 
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channel selection can be used to locate the important/significant region on a human scalp for a 
particular activity, providing a systematic guideline for electrode placement for EEG devices, 
without the need of an expert to locate them. This becomes the case especially when a fewer 
channel EEG device is to be built and used, it will require precise placement of the device. 
Although both studies use EEG for BCI application, the successful demonstration of our 
proposed methods for channel selection, which has shown consistency in two different aspects, 
the motor imaginary the visual evoked potential. This provides an opportunity for our methods 
to be utilised in other domains in finding significant features. Machine learning and deep 
learning models trained on significant features will not only increase the model’s performance 
and robustness, but also reduce computational costs during both training and model 
deployment. 
The next chapter explore the application of CNN in the authentication of cancer cell lines, 





Image-based Cancer Cell Lines Authentication 
Using Deep Neural Networks 
This chapter presents a study of this thesis in applying CNN in biomedical images analysis 
towards the implementation of automatic analysis of biomedical images. By addressing the 
limitations highlighted in the literature review of manual biomedical images analysis (Section 
2.2.3 in the literature review of this thesis), and the limitations of conventional machine 
learning towards implementation of computerised analysis of biomedical images (section 2.3.4 
in literature review of this thesis), this chapter presents a study of the analysis of microscopic 
images by using CNN, focusing on human cancer cells. The main function of a microscope 
device is the magnification of substances which cannot be visualised by naked eyes. In 
medical laboratories, the microscope machine allows for nanometer-scale investigation of 
cells and molecules [251], hence becomes useful in cancer research which involves studies of 
cancer cells. 
Authentication of cancer cells is an important step in cancer cells biology studies and 
discovery of anti-cancer drugs. Towards implementation of computerised way for 
authentication of cancer cell line in the laboratory environment, this study introduces the 
application of CNN for automatic authentication of cancer cell lines. To implement the study, 
this chapter is organised as follows. Section 4.1 provide introduction to the study, while section 
4.2 describes the study. Through a pilot classification task reported in section 4.2.4, different 
experiments were conducted to find an optimal training strategy and the optimal model to be 
used in my analysis. After the optimal model and the optimal training strategy were found, 
further hyperparameter optimisation was conducted on the optimal model as reported in 
section 4.2.5. Using the fine-tuned optimal model, the authentication of the cancer cell lines 




Cancer is a major cause of death in developed countries and increasingly also in developing 
countries. Based on the GLOBOCAN 2018 estimates of cancer incidence and mortality by the 
International Agency for Research on Cancer, an estimated 18.1 million cancer cases (17.0 
million excluding nonmelanoma skin cancer) were newly diagnosed in 2018, and 9.6 million 
individuals (9.5 million excluding nonmelanoma skin cancer) died from cancer in the same 
year. The cancer incidence increases with age. Hence, the number of cancer cases is anticipated 
to rise further as a consequence of a rising lifespan. Thus, research is needed to improve cancer 
therapies. 
Cancer cell lines are cancer cells that have been isolated from human or animal cancers and 
that can be grown continuously as cell cultures in a laboratory. They are important and probably 
the most commonly used model system for both studying cancer biology and the discovery of 
novel anti-cancer drugs[175] [252]. However, many cell lines are misidentified, i.e. they have 
been swapped or contaminated with other cell lines, and as a result, researchers may work with 
cells that are not what they think they are. This has been a problem since the work with cancer 
cell lines started and continues to be a problem today [127], [253], [254]. The most applicable 
test for authentication of cancer cell lines is the Short Tandem Repeat (STR). STRs are short 
sequences of DNA, normally of length 2-5 base pairs, that are repeated numerous times in a 
head-tail manner. The STR test primers pick up these repeated segments of DNA to find 
matches between the cell lines for authentication purpose [255]. Although the STR analysis 
has been available as a reliable method to identify the genetic origin of a cancer cell line for a 
while [253], 15-20% of the currently used cell lines have been estimated to be misidentified 
[256], due to some factors like alteration of cell lines DNA fingerprinting profiles during in 
vitro manipulations and long-term culture [257]. For example, in a study based on the analysis 
of 482 different human tumor cell lines, up to 96 cell lines were misidentified [258]. Moreover, 
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the same study [258] found that STR profiling alone is insufficient to exclude inter-species 
cross-contamination of human cell lines, and the study argued for the need of additional testing 
and authentication methods. Hence, additional authentication methods that can be easily 
applied in the laboratory are highly desirable. 
Additionally, methods are needed that reliably discriminate between isogenic cell lines, such 
as clonal sublines and drug-adapted cancer cell lines, since this is not achievable using STR 
analysis. An isogenic cell line is a cell line that has been engineered from a parental line through 
the introduction of a targeted gene mutation [259]. Drug-adapted cancer cell lines are used as 
models of acquired drug resistance and have been used to identify many relevant drug 
resistance mechanisms [260]–[264] . Automated image recognition approaches may be an 
additional way to authenticate cells that may complement STR analysis and enable the 
differentiation between isogenic cell lines [265]. In this chapter, we are presenting a joint study 
with the school of biosciences at the University of Kent, which have established the Resistant 
Cancer Cell Line (RCCL) collection, the worldwide largest collection of drug-adapted cancer 
cell lines, currently consisting of >1,500 models of acquired resistance [266]. The aim of the 
study is to develop a computerised way for authentication of cancer cell to complement the 
current existing method, the STR, which relies on genetic content of a cell line to perform the 
authentication. Our study also aimed at developing other authentication parameters which can 
not be achieved by the STR method, such as authentication of isogenic cell lines. The role of 
scientists from the University of Kent’s school of biosciences was to carry out data collection, 
the contribution of this thesis was to perform an analysis of the data and present the results. 
To achieve the aim of this aims, this thesis is presenting a method for authentication of cancer 
cell lines based on cancer cells microscopic image recognition by using CNN. 
By applying CNN, this study aims to address the following challenges: 
 
4. How CNN can be used towards the development of fast, easy to use, relatively cheap 
and computerised ways for authentication of the cancer cell line in the laboratory 
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environment using microscopic images. 
5. What additional authentications of cancer cell lines which can be provided by the 
application of CNN in the authentication process, to complement the current existing 
STR authentication method. 
6. What techniques can be applied to take advantage of CNN while addressing the 
unavailability of enough training data, a common problem in medical images. 
4.2 Study description 
 
In this study, we investigate the use of two deep learning models, MobileNet and 
InceptionResNetV2 (details in Section 4.2.1), in the authentication of cancer cell lines through 
a classification process by using the microscopic images of the cancer cell lines. Both models 
are based on Convolutional Neural Networks (CNN), which have the capabilities of finding 
their own related features from the training data without the need for feature engineering. 
 
4.2.1 MobileNet and InceptionResnet 
This section describes the models used in our study, Inception ResNet V2 and the MobileNet. 
Both models are based on Convolutional Neural Network architectures. Inception ResNet V2 
has 164 layers with 55 million trainable parameters [267], it consumes more training time and 
computational resources compared to MobileNet which has only 28 layers and 4 million 
parameters [268]. As the aim is to demonstrate that it is possible to use deep learning 
algorithms in the authentication of cancer cell lines in the laboratory settings, two algorithms 
were chosen by considering the trade-off between model’s accuracy and training and 
deployment expenses. 
InceptionResNet combines the two major concepts of Inception and ResNet models as used 
by C. Szegedy et al. [269]. Inception incorporates each convolution in parallel and 
concatenates them at the end as proposed by C. Szegedy et al. [230]. The key benefit of the 
architecture is that, it increases the number of units at each stage without increasing the 
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computational complexity much [72]. Each inception unit has several non-linear convolution 
modules with various resolutions which makes it more applicable to tasks that need to 
process data with multiple resolutions like medical images [270]. Inception which shows 
good performance at comparatively low computation cost [271]. As Inception networks tend 
to be very deep, and residual connections adopted from ResNet perform good in training deep 
networks, the filter concatenation stage of the Inception networks can be replaced by residual 
connections[27] and give rise to InceptionResNet which takes advantage of both Inception 
and Residual architectures. 
Another model, MobileNet, deploys Depthwise Separable Convolution which applies a 
single filter to each input channel instead of standard convolution [237]. In MobileNet, a 
standard convolution is factorised into Depthwise convolution and a 1×1 convolution called a 
pointwise convolution. Depthwise convolution applies a single filter to each input channel. The 
pointwise convolution then applies a 1×1 convolution to combine the outputs of the Depthwise 
convolution. The MobileNet reduces the computational costs by avoiding standard convolution 
which filters and combines inputs into a new set of outputs in one step [237]. 
 
4.2.2 Data sets 
Two datasets were used, the cancer cell lines dataset (see section 4.2.2.1 for details), which is 
the objective of our authentication task, and the breast cancer cells dataset (see section 4.2.2.2), 
which is made of publicly available breast cancer cell images [272]. For transfer learning (a 
concept discussed in section 2.6.5 of Chapter 2 of this thesis), the two models used, the 
MobileNet and the InceptionResNet V2 were pre-trained on non-medical images, the ImageNet 
[73]. After determining and fine-tuning the hyper- parameters of the optimum model for our 
problem, a multi-stage transfer learning approach was therefore conducted on the optimum 
model configurations by using the breast cancer cells dataset as explained in section 4.2.1.2. 
During the multi-stage transfer learning, the breast cancer cell images were used as an 
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intermediate transfer learning stage before training the model on our target task of cancer cell 
lines dataset. The two datasets are detailed below, 
4.2.2.1 Cancer Cell Lines dataset 
 
The dataset consisted of microscopy images of parental cancer cell lines and their sublines, 
which had been adapted to grow in the presence of anti-cancer drugs. The set of cancer cell 
lines consisted of three ovarian cancer cell lines (EFO-21, EFO-27, COLO-704) and their 
sublines adapted to the anti-cancer drug cisplatin, as well as the neuroblastoma cell line UKF- 
NB-3 and its subline adapted to the anti-cancer drug oxaliplatin. The ovarian cancer cell lines 
were obtained from DSMZ (Braunschweig, Germany). The neuroblastoma cell line was 
established from a bone metastasis of a stage IV neuroblastoma patient [273]. All drug-resistant 
sublines had been established by continuous exposure to stepwise increasing drug 
concentrations as previously described [273][266] and were derived from the Resistant Cancer 
Cell Line (RCCL) collection [110]. The cisplatin-resistant ovarian cancer sublines had been 
adapted to 1µg/mL (COLO-704rCDDP1000) or 2µg/ml (EFO-27rCDDP2000 and EFO- 
21rCDDP2000) cisplatin. The oxaliplatin-resistant UKF-NB-3 subline (UKF-NB-3rOXALI4000) 
was adapted to 4µg/mL oxaliplatin [273]. Table 4.1 shows the number of images per cell line. 
Image samples for each class are shown in Figure 4.1. The first column shows the parental 
cell lines and the second column of cell lines shows its corresponding drug treated. 
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Figure 4. 1: Cancer Cell Lines sample images. All the images are in RGB, Joint Photographic Experts 
Group (JPEG) format with a resolution of 2560 x 1922 pixels. 
 
4.2.2.2 Breast Cancer Cells dataset 
As most of the available pre-trained models for transfer learning are trained on non-medical 
images, we proposed a multi-stage transfer learning through an inter-mediate training step 
using breast cancer cell images, to make sure our selected model had the knowledge of medical 
images before fine-tuning it for our cancer cell lines cell line authentication task. A multi-stage 
transfer learning is a technique of transfer learning in which a model can undergo several 
transfer learning before fine-tuned to its target task. Mostly, the intermediate transfer learning 
stage involves training a model with a data set from the domain similar to the domain of the 
target task. For this multi-stage transfer learning, we used publicly available breast cancer cells 
data set. The data had been produced by the Laboratory of Vision, Robotics, and Imaging (VRI) 
at the Federal University of Parana, and collected from 82 patients and comprised of 7909 
microscopy images of breast tumour tissue [272]. It is divided into two categories with 5429 
malignant samples and 2480 benign samples, both with 700x460 pixels resolution and 3 
channel RGB. Samples of the dataset are shown in figure 4.2. 
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Adenosis Fibroadenoma Phyllodes Tumor Tubular Adenoma 
    
Ductal Carcinoma Lobular Carcinoma Mucinous Carcinoma Papillary Carcinoma 
Figure 4. 2: Breast cancer sample images as extracted from the publicly available breast cancer dataset, 
contributed by [272], Laboratory of Vision, Robotics, and Imaging (VRI) at the Federal University of 
Parana. 
 
4.2.3 Data pre-processing 
Prior to model training, pre-processing steps like image splitting, cross-validation, conversion 
to grayscale and different data augmentation methods were performed [234][274]. To ensure 
each parameter (pixels in our case) has similar data distribution, a method to remove variance 
in brightness and to enhance the contrast of the images was used. This technique helps with 
exploding or disappearing gradients. This was done by subtracting each image from its mean 
pixel-intensity value to make convergence faster while training the network. In the case of 
RGB images, the mean was calculated channel-wise. All the processing conducted in this 
paper was done only on the cancer cell line dataset which is our target task. 
Our models were trained with both grayscale and RGB formats for comparison to find the 
optimal method during the pilot authentication task. the conversion to grayscale, data 
normalisation, and augmentation was done online during the training process. For 
augmentation, five most popular image augmentation parameters were selected, which are 
images shifts, flips, rotations, brightness and zoom [275]. Shift and zoom range of 0.2 was 
selected. A small value was selected for these parameters to make sure each augmented 
image contains the cancer cells, as large parameters can miss or affect the visualisation of the 
cancer cells. Other parameters included vertical and horizontal flip, a rotation of 360, and 
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brightness in the range 0.5,1.0 to 1.5. For brightness, the values less than 1.0 will add 
darkness to the image and greater than 1.0 will add light to the image. For image splitting, the 
dataset was separated into two main categories, parental cancer cell lines and their drug-
adapted sublines. The four parental cancer cell lines, their four sublines of drug-adapted, and 
the combination of the two which form a group of eight cell lines were treated as three 
separate authentication problems. 10-fold cross-validation was performed on all three tasks. 
Each fold had 10% of the data set selected randomly and without repetition. As we had a 
relatively small data set, data augmentation approaches were used to artificially increase the 
sample size as explained in section 2.6.5 of the literature review. As different data 
augmentation techniques have been proved to contribute different performance on the model 
[234], two data augmentation approaches were employed and compared, which are the 



















Rotation Horizontal flip Height shift Constant width shift 
Figure 4. 3: Image augmentation samples with different twisting parameters with nearest and constant 
width shifts pixels assignments. 
During data collection, the collected dataset may have images taken in a limited set of 
conditions but we might fall short in a variety of conditions that are not accounted for, like 
the orientation and zooming effects. Performing operations like flipping the image 
horizontally, vertically, padding, cropping, rotating and zooming on the training data during 
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data augmentation will not only increase the amount of the training data, but also the 
diversity of the data which were not originally present, hence a model gets to generalise well. 
The cell line data we used contain a set of four parental cancer cell lines and their sublines 
adapted to anti-cancer drugs. This dataset enables us to consider the ability to distinguish 
between cancer cell lines of different genetic origins and also those of the same genetic origin. 
We further perform separate classifications of the four parental cell lines and their respective 
drug-adapted sublines in a separate classification task as part of the authentication process. In 
contrast to Meng et.al [276], whose method depends on expensive machinery that is only 
available in very few specialised laboratories, our approach is based on phase-contrast images 
from well plates or cell culture flasks that can be obtained with every standard inverted cell 
culture microscope and will, therefore, be available to every standard cell culture lab. Our 
authentication method for drug-adapted sublines based on Convolutional Neural Network 
(CNN) will complement STR and help to ensure that researchers know what cell lines they are 
working with. 
 
4.2.4 Pilot classification task 
This section introduces a pilot authentication which was conducted to determine the optimal 
model, pre-processing, and training strategy for the cell lines authentication task. In this 
process, three authentication tasks were performed by using the two selected models with 
different method combinations. The three tasks (see inset A of Figure 4.4), were: 
a) The authentication of parental cancer cell lines, 
 
b) The authentication of drug-treated cancer cell lines and, 
 
c) the authentication of the combined dataset of parental and drug-treated cancer cell lines. 
 
We adopted a k-fold cross-validation (k=10 in our case) because when comparing the 
model’s performance using simple train/test split, different results may be obtained each time 
when different data samples are selected in the train/test sets [277]. During the pilot 
classification, for each class in all three tasks, eight folds were used for training, one for 
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validation, and the remaining one fold for testing. For fair comparison across all three 
authentication tasks, the folds selected for training, validation, and testing were kept constant 
during the pilot classification task. All results were analysed and compared and the optimal 
model and the optimal training strategy were selected based on the model’s performance. 
Optimal model is the highest performing model in this thesis’s case. For validation and 
testing, only the original (un-augmented) images were used [278]. The data preparation 
procedures, training, and model selection procedures are illustrated in insets A and B of Figure 
4.4, respectively. Two off-the-shelf Deep Neural Network models, InceptionResNet V2 and 
MobileNet, which have proven to work well in recognising pictures of general objects. Both 
models are CNN architectures. The two models were trained with different strategies to find 




Figure 4. 4: Pilot authentication task which was conducted to determine the optimal model with the 
optimal training strategy. 
 
4.2.4.1 Training strategies 
 
Different strategies for data pre-processing and model training were tested to determine the 




systematically fed to each of the two models separately and the model performance was used 
to determine the best performing strategy. Table 4.2 shows the different combinations of 
training strategies. 
Table 4. 2: Training strategies selection process to determine the optimal method for our authentication 
task 
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No tests were done on transfer learning for grayscale image, because the pre-trained models 
used for transfer learning are trained on the ImageNet dataset which has only RGB images. 
 
4.2.4.2 Performance measure metric 
 
The F1-score was chosen as a measure of performance as it considers both recall and precision. 
Recall is a true positive rate of a model and precision is the positive predictive value of the 
model. In machine learning, the true positive rate, also referred to sensitivity or recall, is a 
percentage of positive samples correctly classified as positive, false negative rate is a 
percentage of positive samples incorrectly classified as negative, false positive rate is a 
percentage of negative samples incorrectly classified as positive and true negative rate is a 
percentage of negative samples correctly classified as negative [279]. Recall and precision 
can be calculated as in equations 1 and 2 respectively, and F1 score as in equation 3. TP 


















4.2.4.3 Pilot authentication results 
 
This section presents pilot authentication results of the experiments conducted during a pilot 
authentication task as explained in sections 4.2.3.1 and 4.2.3.2, and summarised in figure 4.4 
above. The experiments were conducted through a classification process in three authentication 
tasks as mentioned above. 
It is more computationally expensive to train a model with RGB than with grayscale images, 
as it took 50 ms more to train a model with RGB images. This is because RGB images carry 
more information which can be essential for a model to learn. Hence the two ways, training 
with grayscale and with RGB images were tested and results compared. Both models were 
trained with normalised images. For data augmentation, several hyper-parameters were 
selected. The hyper-parameters selected for augmentation reflected that the cells can be 
anywhere in an image independently of how the cell culture vessel is placed under the 
microscope. The selected method and the optimal training strategy were determined during 
the pilot classification task. For training of the model from scratch we used random 
initialisation of the weights with Stochastic Gradient Descent (SGD). Random initialisation 
of weights when training the model neural networks are trained using a stochastic 
optimization algorithm called stochastic gradient descent. The algorithm uses randomness in 
order to find a good enough set of weights for the specific mapping function from inputs to 
outputs in your data that is being learned. It means that your specific network on your 
specific training data will fit a different network with a different model skill each time the 
training algorithm is run. 
Figures 4.5 - 4.7 below, shows that both models, InceptionResNet V2 and MobileNet, under 
different training strategy perform reasonably well in our pilot authentication task for cancer 
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cell line authentication, when trained on RGB images in all three authentication tasks. This is 
because RGB images contain a large amount of morphological information and thus play a 
significant role in differentiating cancer cell lines [280]. As the RGB images contain more 
information, this makes them computational expensive to train compared to grayscale images. 
Both data augmentation techniques, Nearest width shift and Constant width shift had a positive 
impact by significantly increasing the F1-score in both models, with the nearest width shift 
performing better than the constant width shift. With reference to training strategies selections 
in Table 4.2 above, figures 4.5 - 4.7 show that training strategy I, IV and VII, which did not 
include augmentation, performed worse than those which included data augmentation, i.e. 
training strategy II, III, V, VI, VIII and IX. Both models required more computational time for 
optimisation when applying augmentation since more data were generated by augmenting the 
training data. Transfer learning (using ImageNet) had a significant positive effect on model 
performance, as it always performed better (training strategy IV-V) compared to when the 
models were trained from scratch (training strategies I, II, III, VII, VIII, IX). With transfer 
learning, both deep neural network models performed better when transfer learning was 
combined with data augmentation (V, VI) than without data augmentation, method 
combination IV. A small difference in training time was observed when training the models 
from scratch or with transfer learning. An early stopping criterion was used.  A training time 
was calculated based on how long the model was trained until its performance flattened. This is 
because in both cases, the fully connected layers are the ones that get trained and are the ones 
containing more parameters to be trained, while the deeper layers are responsible for feature 
extraction. MobileNet optimises faster than InceptionResNet V2 due to its size, (Figure 4.5, 
4.6 and 4.7). By observing Figures 4.5 - 4.7, it is clear that in both models, training with RGB 
and data augmentation (nearest width fill), which is described as training strategy V, 
performed better than any other combination of approaches. 
The performance of the models (F1-scores), with the optimal strategy (method combination 
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V) observed in our pilot classification on the authentication of an eight-class authentication 
task, is shown in Table 4.3 below. In training a deep learning model that often takes a long 
time to train,  it  is  essential  to  observe  and  validate  the  model  during  training  to avoid 
overfitting. Figure 4.8 below plots the validation curves of our two models during training. 
From Figure 4.8, it can be seen that both models generalised well on the training set, with 
InceptionResNet V2 performing better than the MobileNet. InceptionResNet has over 50 
million trainable parameters hence become computationally expensive to train and to use the 
trained model for different applications compared to MobileNet which has only around 4 















Method combination I-III Method combination IV-VI Method combination VII-IX 
 
Figure 4. 5: Drug treated cancer cell lines classification model performance under different methods 
combinations. Top row for MobileNet and lower row for InceptionResNet V2, each block shows 

















Method combination I-III Method combination IV-VI Method combination VII-IX 
Figure 4. 6: Parental cancer cells classification model performance under different combination. Top 
















Method combination I-III Method combination IV-VI Method combination VII-IX 
 
Figure 4. 7: Combined cancer cell lines classification model performance. Top row for MobileNet and 
lower row for InceptionResNet V2, each block shows performance of the three tested combinations 
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The F1-scores on the test set in Table 4.3 shows that the trained models were able to perform 
well on the authentication of the unseen data. Table 4.3 and Figure 4.8 show that 
InceptionResNet V2 performed better on the pilot classification task on the best method 
combinations determined from Table 4.3. The results are shown in Table 4.3 and Figure 4.8 
are based on the eight classes authentication task during the pilot classification task. 
Table 4. 3: Model comparison based on one-fold, on an eight-class problem 
Model Test F1-Score 







Figure 4. 8: Learning curves for model comparisons 
 
Based on results from the three authentication tasks, InceptionResNet V2 was selected as 
the optimum performing model compared to MobileNet. Also, a combination of RGB images, 
data augmentation, and transfer learning (training strategy V) was observed to be the optimal 
configuration. Further fine-tuning of hyper-parameters was conducted on the optimal model 
under optimal training strategy as explained in the next section. 
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4.2.5 Hyper-parameters tuning of the optimal Model 
After selecting the optimal model with its optimal training strategies for our task through a 
pilot classification task, as explained in section 4.2.3 above, further tuning of hyper-parameters 
was performed to find the optimal hype-parameters which can increase the performance of our 
optimal model. For hyper-parameters tuning of our selected optimal model, an eight-class 
authentication task was used as it is a more complex authentication task and therefore ideal for 
the fine-tuning task. The fine-tuning was done by using a single fold, as in the pilot task, by 
keeping constant the training, validation and the test folds throughout the process. The 
following fine-tuning tests were conducted on our selected model; 
 
4.2.5.1 Resizing and cropping 
 
The original images in the dataset have a resolution of 2560x1922 pixels (RGB). In the 
experiments performed in the pilot classification, the images were resized by squashing the 
image to 299x299 pixels as a predefined input shape for InceptionResNetV2 and 224x224 
pixels for MobileNet. As the predefined input shape of our best performing model was 
299x299 pixels, several tests to transform the input image into the required input shape from 
our sample images were performed and compared. Govindaiah et.al [236] resized the images 
in their data set to a reference image before centre cropping when training their model for 
screening and assessment of age-related macular degeneration from fundus images. Several 
resizing and cropping dimensions were tested to find an optimal approach to our problem. 
To maintain the aspect ratio, the following methods were applied and then compared with 
image squashing and reported. 
I. centre crop the image without resizing. 
 
II. Resize the image to 1280x 961 pixels which is half of the resolution of the original 
image and then centre crop the image 
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III. Resize the image to 640x480 pixels which is a quarter of the resolution of the original 
image and then centre crop the image 
IV. Resize the image to 426x320 pixels which is 1/6 of the resolution of the original image 
and then centre crop the image. 
The model’s performance of the model at different resizing is as shown in Table 4.4 
below. The aspect ratio of the original image is 01.33:1 whereas the resized images have a 
1:1 aspect ratio. Hence, resizing the image by squashing, distorts the aspect ratio of the 
image. It was observed that resizing only without cropping performed better, which means 
that the distortion of the aspect ratio did not have an impact on cancer cell authentication. 
Resized and cropped samples and results of the model performance are shown in Figure 
4.9 and Table 4.4 respectively in the supplementary information. By visualising Figure 4.9 
it can be seen that resizing and cropping loses some details of the original image while the 
resized image looks like the original image. Hence, resizing only was taken as the best 
option. 
Table 4. 4: Resizing and cropping 
 
Model Test F1-score 
Resize to 2560x1922 then crop 0.44 
Resize to 1280x961 then crop 0.62 
Resize to 640x480 then crop 0.78 
Resize to 426x320 then crop 0.84 













Resized to 1280x961 
then cropped 
Resize to 640x480 
then cropped 
Resize to 426x320 
then cropped 
Figure 4. 9: Samples of resizing in a different dimension and cropping to find the optimal technique. 
 
4.2.5.2 Fully connected layers 
 
In deep learning models, layers closer to the input learn general features of the input data while 
deeper layers closer to the output learn more specific features for the target problem [97]. 
Hence, determining the number of layers to be added on a pre-trained model for transfer 
learning becomes an important aspect. In fact, the added layers play a crucial role in the 
learning of specific features for the target problem by the model. When using transfer learning, 
it is essential to control the depth at which the amount of ‘knowledge’ transfer between the 
source and target problem is optimal for the target problem. In deep neural networks, most of 
the parameters are in the fully connected layers [281], as the deeper layers are responsible 
with feature extractions while the fully connected ones trained with the extracted features. 
Furthermore, different popular models which have won ImageNet competition has used 
different number of fully connected layers, AlexNet has 3 fully connected layers, GoogLeNet 
and ResNet which both contributed to the development of our best performing model as they 
use Inception and ResNet techniques, respectively, both have one fully connected layer 
[ 2 6 9 ] [ 7 1 ] . We experimented to find the optimal number of fully connected layers to be 
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added and the number of neurons in those layers for our problem. 
Different numbers of fully connected layers and the number of neurons on the added layers 
were tested as shown in Table 4.5 below. An architecture with two fully connected layers had 
low training accuracy and F1-score, but it has a similar F1-score value as a one-fully- 
connected-layer architecture. Hence, we chose an architecture with one fully connected layer 
as it is less expensive computationally. 
Table 4. 5: Model comparison based on one-fold, on an eight-class problem 
 
Fully Connected Layers Test F1-score Training accuracy Training F1-score 
1x 256 Neurons 0.83 0.9406 0.96 
1x512 Neurons 0.86 0.9432 0.97 
1x1024 Neurons 0.87 0.9463 0.97 
2x1024 Neurons 0.87 0.9296 0.96 
 
4.2.5.3 Batch size 
 
The batch size, which is the number of samples processed before the model is updated during 
training, has an influence on the model performance in terms of both accuracy and training 
time. It is reported that the greater the batch size the higher the accuracy of the model [282]. 
The idea is contradicted in [277] where it is stated that models trained with large batch sizes 
have a high chance to generalize more poorly than those trained with small batch sizes. Studies 
[283] and [284] suggested a batch size of no more than 64 samples. In addition, a large batch 
size has a high computational cost when training a deep learning model; previous studies, 
[285] and [95], recommended large batch size when training with large datasets, but this 
choice comes with optimization difficulties. Since there is no clear recommendation of the 
batch size to use in general, different batch sizes were tested to find the optimum batch size 
value for our problem. 
For batch size selection, the results for the model learning curves are shown in Figure 4.10, 
and the final results of the model performance at different batch sizes are shown in Table 4.6 
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below. Based on these results, one can conclude that batch size 16 and Batch size 32 had the 
same and highest F1 score, in comparison with the other batch sizes. However, the training 
accuracy and F1-score on the training set was not the same. Batch size 16 had the higher 
training accuracy and F1-score compared to the batch size 32. Hence, based upon the result, 
the batch size of 16 was chosen. 
 
 
Figure 4. 10: Batch size learning curves 
 










16 0.87 0.9463 0.97 
32 0.87 0.9355 0.96 
64 0.84 0.9185 0.94 
128 0.77 0.8937 0.91 
256 0.68 0.7885 0.80 
 
 
4.2.5.4 Multi-stage Transfer learning 
 
A common practice in deep learning is that training and testing data should come from the 
same domain. In some scenarios, such as training a deep learning model with medical images, 
that practice becomes more challenging as it is hard to obtain sufficient medical images. 
Transfer learning could provide a solution by training the models with easily obtained data 
from a different problem and fine-tune the model with the smaller dataset for the target 
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problem. Some investigations into medical images have adopted multi-stage transfer learning 
by fine-tuning their models through other publicly available medical data sets, before fine- 
tuning the model to their target problem. Ravi et.al [97] observed an increment of 4 percent 
in F1-score when performing multi-stage transfer learning by using publicly available breast 
cancer data set to fine-tune a deep learning model as an intermediate transfer learning stage, 
before fine-tuning the model for their target task of classification of breast cancer. As there are 
common high-level features in cancer cells such as shape and size [286], we used the breast 
cancer cells data set as an intermediate transfer learning stage, since there is no publicly 
available data set to our specific problem (cell lines authentication), to the best of our 
knowledge. Figure 4.11 shows a single-stage transfer learning in the orange line and a multi- 
stage transfer learning in green. To implement multi stage transfer learning, we load the 
weights of the ImageNet into model with few new added fully connected layers, and train it 
with the BCC dataset and save the weight. The saved weights were loaded into the same 
model, with few new added fully connected layers and trained in the final stage.  
 
Figure 4. 11: Single-stage and multi-stage training strategies 
 
A modest increment of 1 percent was observed on the F1-score when a multi-stage transfer 
learning was conducted compared to the single-stage transfer learning. This may mean that, in 
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multi-stage transfer learning, our optimal model was able to learn extra cancer-related features 
from the breast cancer cells data set. This increment of F1-score produced by multi-stage 
transfer learning might have been small because we used images of breast cancer in the 
intermediate stage which is little different from our target task, Unlike a study by Ravi et.al 
[97] in which the intermediate stage dataset was of the same domain as the target task. Our 
target task, in fact, includes images from ovarian and neuroblastoma cancer cells, although they 
are all digital images of cancer cells. The small increment of F1-score in our case means there 
might be some little common features among cancer cells from different types of cancer. 
Hence, a multi stage trained model was used to perform all the authentication tasks reported in 
the next section. 
4.3 Authentication using the selected model 
 
After the fine-tuning of the optimal model, we performed the authentication of the cancer cell 
line by looking into different authentication angles. Unlike in the pilot classification task and 
the fine-tuning of the optimal model where the training, validation and test folds were fixed, at 
this stage, nine folds were used for training and validation and one for testing for all the 
authentications conducted by using the optimal fine-tuned model using the optimal training 
strategy. The process was repeated 10 times for each fold to be used for training, validation, 
and testing, the mean results with their standard deviation of all 10 folds are reported in this 
thesis. The predictions of any trained deep learning model are subjected to a degree of 
uncertainty; a trained model can perform well in identifying some classes and perform poorly 
on other classes. It is necessary to understand how a trained model performs in identifying 
individual classes trained on instead of just an overall performance, as some classes are hard 
to authenticate compared to others. We studied by investigating the confidence of our optimal 
model in authentication of each cancer cell line separately and the findings reported in section 
4.3.2. Besides, as it is difficult to get balanced datasets of biomedical images especially when 
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dealing with rare cases, we investigated the effect of sample size on cancer cell line 
authentication, reported in section 4.3.3. All the experiments conducted using our fine-tuned 
optimal model are as explained below; 
4.3.1 Authentication stages 
To complement the current authentication methods used in biology research (i.e. STR), which 
is not able to differentiate between parental cancer cell lines and their drug-adapted sublines, 
eight-class authentication of the mixed four (4) parental and the four (4) drug-treated cancer 
cell lines was conducted. To apply STR profiling for authentication, standardized protocol and 
a data-driven, quality-controlled and publicly searchable database will be required which is a 
complex and time-consuming process. To complement STR with a cheaper and quicker 
computerised method of authenticating cancer cell lines, we further performed authentication 
of the four (4) parental cancer cell lines and the authentication of the four (4) drug-resistant 
sublines separately using our optimal fine-tuned model. Furthermore, we perform a two-class 
task to authenticate the parental cell lines and their drug-adapted sublines in one approach. 
 
4.3.1.1 Four classes authentication 
 
Using the fine-tuned selected optimal model and training strategies, our model performed 
better on the authentication of parental cancer cell lines than on their drug-adapted sublines 
(Table 4.7) as two separate authentication tasks.  A total of 101 images in the drug-adapted 
cell lines were misclassified compared to just 30 images in the parental cancer cell lines. The 
misclassified drug-adapted were classified as other drug-adapted cell lines within the four 
available drug- adapted cancer cell lines while the misclassified parental cancer cell lines 
were classified as other parental cancer cell lines among the four available parental cancer 
lines as can be seen in Figure 4.12 and Figure 4.13 of the confusion matrices of the 10 folds, 
for parental and drug- adapted cancer cell lines, respectively. This might indicate that drug-
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adapted cancer cell lines develop a common resistance mechanism which makes them look 
more similar and more difficult for the model to differentiate them as they develop some 
common features as a result of drug treatment and development of resistance mechanism 






































Figure 4. 12: Confusion matrices of parental cancer cell lines. For clear visualisation of the Figure, 

















































Figure 4. 13: Confusion matrices of drug-treated cancer cell lines. For clear visualisation of the Figure, 
Drug treated cancer cell lines have been abbreviated as DT. 
Table 4. 7: Four class authentication 
 
Cell type Mean F1 score Standard deviation 
Parental cancer cell lines 0.96 0.02 
Drug treated cancer cell lines 0.91 0.03 
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4.3.1.2 Eight classes authentication 
 
On the combined data set classification problem (eight-class task), which is a more complex 
authentication task as it combines both four classes of parental and drug-treated cancer cell 
lines, an average of 0.91 F1-score is obtained with a standard deviation of 0.03, as shown in 
Table 4.8 below. A mean Area Under the Curve (AUC) of 0.95 was obtained with a standard 
deviation of 0.01 across the 10-fold. Figure 4.14 and 4.15 shows the ROC curves and the 
respective AUC for each class and the confusion matrices for the combined cancer cell lines, 
respectively. In figure 4.13 of the confusion matrices for the combined dataset, it can be noticed 
that the confusion occurred mostly between the parental class and its respective subline in most 
of the folds. This is due to the same genetic origin of the cell lines. The differences are only 
caused by the drug adaptation process. 
 
Table 4. 8: Eight classes authentication 
Cell type Mean F1-Score Standard deviation 
Combine cancer cell lines 0.91 0.03 
 
 
4.3.1.3 Per class performance 
When training a machine learning model, the model can learn to classify some classes well and 
fail on other classes of the same problem. This might be due to the quality of the data in a 
particular class, imbalances between the datasets, or a lack of diversity among the training 
samples in a particular class that prevents the model from capturing the patterns. It is important, 
therefore, to see how the trained models perform in classifying each class separately. The 
model performance in authenticating each class was studied and reported in Table 4.9. These 
results were extracted from the classification report of the eight-class authentication task. The 
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average F1-score of each class across the ten folds and its standard deviation was calculated 
and reported in Table 4.9. The model had low confidence in authenticating the cancer cell 
lines EFO-21rCDDP2000 (mean F1-score 0.76) and EFO-27rCDDP2000 (mean F1-score 0.71), 
with the highest standard deviations out of all other cell lines. Further analysis of this case is 
presented later in the paper to find out the reason for this case. 
Table 4. 9: Model performance per class 
 
Class Mean F1-score Standard deviation 
COLO-704rCDDP1000 0.95 0.03 
COLO-704 0.96 0.03 
EFO-21rCDDP2000 0.76 0.12 
EFO-21 0.95 0.04 
EFO-27rCDDP2000 0.71 0.16 
EFO-27 0.95 0.06 
UKF-NB-3rOXALI4000 0.98 0.04 




4.3.1.4 Two-classes authentication task 
 
Two class authentications were also performed to see how the model performs in classifying 
between the parental cell lines and their drug-adapted sublines (Table 4.10). With reference 
to table 4.1 which shows parental and its subline of drug treated cell line, Table 4.10 shows 
the classification between the two, for each of the four cell lines. Although there are common 
features between the parental cell lines and the respective drug-adapted sublines as they come 
from the same genetic origin, our model managed to authenticate them with an average F1-
score of around 0.95. 
Table 4. 10: Two classes authentication 
 
Cell line Average F1 score Standard deviation 
COLO-704/ COLO-704rCDDP1000 0.90 0.01 
EFO-21/ EFO-21rCDDP2000 0.94 0.02 
EFO-27/ EFO-27rCDDP2000 0.98 0.03 
UKF-NB-3/ UKF-NB-3rOXALI4000 0.98 0.03 
Average 0.95 0.02 
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The promising results of our method means that our method may be used for authentication of 
cancer cell lines in conjunction with STR or for tasks where STR cannot be utilised. 
 
 
Figure 4. 14: ROC curves of combined cancer cell lines. For clear visualisation of the Figure, Parental 
cancer cell lines have been abbreviated as P and DT for Drug treated cancer cell lines, with few folds 




Figure 4. 15: Confusion matrices of combined cancer cell lines, with few folds results presented. 
 
 
4.3.2 Effects of sample size 
Deep learning can easily overfit when trained on a small sample size, hence it is important to 
study the effect of sample size when training deep learning models to avoid overfitting 
[235][265][287]. To study the effect of sample size, we studied our selected optimal model 
performance at different training sample sizes, on an eight-class classification model based 
on 10 folds. The number of images in the test fold was kept constant while the number of 
images in the training folds was reduced in steps of 20%. This experiment was done just to 
study and give guidance on what data samples amount might be reasonable enough to get 
acceptable results. 
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Table 4.11 shows the performance of our optimal model when trained with different training 
sample sizes. It is crucial to know the optimum number of training samples sufficient for a 
deep learning model to generalise, especially with biomedical images as it is usually difficult 
to get large data samples for training. For this investigation, we kept the test sample sizes 
constant for fair comparison while reducing the training sample size stepwise by 20%, from 
100% to 20%. Table 4.11 shows that a drop from 100% to 80% in the number of training 
images from the original number of training image samples (i.e. from 1566 to 1253 training 
sample images) had a small impact on the F1-score, with a drop of 3%. Further reduction of 
the training data set has a significant negative effect on the model, with a significant reduction 
of the F1-score and an increase in the standard deviation. This suggests that, together with 
transfer learning and data augmentation techniques, a larger training data sample size will be 
required for better results. 
Table 4. 11: 10 folds cross-validation with the training sample size drop. 
 
Percentage (%) of 





100 0.91 0.03 
80 0.88 0.04 
60 0.80 0.12 
40 0.72 0.13 
20 0.57 0.16 
 
4.3.3 Model’s Classification confidence 
Despite the high accuracy attained by a trained CNN, it can have difficulties in predicting some 
of the classes [288]; this rises the importance of studying the confidence of a trained model in 
prediction. Some studies advise not to use prediction probabilities as the confidence of a deep 
learning model [289]. Researchers Y.Gal at.al [290] and Z. Ghahramani at.al [289] instead, 
used the probabilities of classes generated by the trained CNN models as the confidence score 
to reject noises and keep the predictions with high-class probabilities in a face detection task. 
Also, in an object detection network by Redmon et.al [94], probabilities of the bounding 
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boxes containing objects were used as the confidence score of the model. We, therefore, studied 
the prediction probabilities of our model in predicting a small set of randomly selected samples 
from our test set by extracting their probabilities of the assigned class. The predicted 
probabilities were extracted from the softmax layer of the trained model. Both probabilities 
incorrect and wrong predictions were studied and reported in this thesis. 
The probabilistic confidence of the model when making correct predictions was compared 
to when incorrect predictions were made (Table 4.12). This was done by randomly picking one 
image sample from the training sample set of each class. Overall, our model was very confident 
in predicting the correct class by attaining an average probability confidence of 0.92 for true 
positive predictions compared to 0.64 for false-positive predictions. This may mean that, the 
high confidence of the model on correct classification and low confidence in false prediction, 
this model can be used in real laboratory authentication of cancer cell lines. The lowest 
confidence of 0.76 and 0.78 were observed when correctly identifying EFO-27rCDDP2000 and 
EFO- 21rCDDP2000, respectively. This prompted a further investigation on the case. The 
model had the highest confidence in classifying COLO-704 and UKF-NB-3 cells with 
confidence of 0.99 and 1.0 probabilities respectively. The model had a low average confidence 
of 0.64 when predicting the wrong class, increase of the training samples might increase the 
confidence of the model presented. 
Table 4. 12: Model confidence in classifying different classes 
 
Cell line Correct confidence Wrong confidence 
COLO-704rCDDP1000 0.93 0.76 
COLO-704 0.99 0.74 
EFO-21rCDDP2000 0.78 0.70 
EFO-21 0.96 0.73 
EFO-27rCDDP2000 0.76 0.75 
EFO-27 0.96 0.79 
UKF-NB-3rOXALI4000 0.97 0.68 
UKF-NB-3 1.0 0 
average 0.92 0.64 
 
4.3.4 Further investigation on EFO-21 and EFO-27 
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Due to the low performance in authentication of the drug-adapted sublines of EFO-21 and 
EFO-27 in the per-class performance of the optimal model (Table 4.10) and also in the model 
confidence investigation (Table 4.12), a further investigation was conducted on these cell lines. 
This was done by testing the F1-score values by which the model can discriminate between the 
parental EFO-21 and EFO-27 cell lines and between their drug-adapted sublines (Table 4.13). 
Table 4. 13: Investigation on Efo-21 and Efo-27 
 
Cell line Mean F1-score Standard deviation 
Efo-21/Efo-27 Parental 0.94 0.01 
Efo-21/Efo-27 Drug treated 0.60 0.05 
 
The results show that our optimal model performed well in the authentication of the parental 
cancer cell lines, but was less reliable in the authentication of the cisplatin-resistant sublines 
(Table 4.13). These results are also supported by the performance observed in the confusion 
matrices of the parental cancer cell lines of EFO-21 and EFO-27 (Figure 4.12), and of their 
drug-adapted sublines (Figure 4.13). This may suggest that, apart from the drug-adapted cancer 
cell lines may be developing the same resistance mechanism which becomes harder for a deep 
learning model to authenticate as seen in Table 4.13 above, the parental cancer cell lines treated 
with the same anti-cancer drug develops more similar resistance mechanism compared to those 
treated with different anti-cancer drug. 
4.4 Summary 
 
The common issue of misidentification of cancer cell lines requires new ways for performing 
cell line authentication in a laboratory environment. Current authentication methods are 
expensive, time-consuming, and cannot differentiate between cell lines of the same genetic 
origin, like parental cancer cell lines and their drug-adapted sublines. Resistance formation is 
associated with morphological changes that make drug-adapted cell lines distinguishable from 
the parental cell line. Hence, approaches using computer-aided digital image analysis can be 
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used to develop effective authentication approaches that can be easily included into the daily 
laboratory routine and which may complement, or in some cases even replace other 
authentication methods. Such methods may also enable the discrimination between cell lines 
of the same genetic origin, a task for which established methods are currently lacking. Such 
approaches have the potential to improve the reliability of research results due to the reduction 
of the use of misidentified cell lines. By using deep learning, we have demonstrated that, it is 
possible to authenticate cancer cell lines, including parental cancer cell lines and their drug- 
adapted sublines, based on image recognition. Our data also suggest that resistance formation 
to a certain drug may be associated with specific morphological changes. An improved 
understanding of such processes may enable the further development of image-based strategies 
to gain mechanistic insights. Furthermore, our results suggest that, apart from the drug-adapted 
cancer cell lines developing the same resistance mechanism, cancer cell lines treated with the 
same drug develop much similar resistance mechanisms compared to those treated with 
different drugs. Hence, our results are not only promising with regard to the development of 
novel cell line authentication approaches but also provide initial evidence that image-based 
methodologies can be developed as tools for the performance of functional and mechanistic 




Discussion and Conclusion 
 
Sections 1.1 and 1.2 of Chapter one has introduced the application of conventional machine 
learning in the development of computerised ways for the analysis of time series biomedical 
data and biomedical images, respectively. The practice is further discussed in detail in Section 
2.3 of the literature Chapter with a focus on the EEG for BCI applications and microscopic 
images, with its limitations highlighted in Section 2.3.4. Apart from the limitations of 
conventional machine learning in the analysis, the size of the current existing EEG devices due 
to the number of channels has affected the development and deployment of real-life BCI 
applications as discussed in Section 2.4 of the literature Chapter. To address these limitations, 
this thesis explored the application of deep learning, specifically Convolutional Neural 
Network (CNN) in the analysis of biomedical data with a focus on EEG signals for BCI 
application and microscopic images for authentication of cancer cell lines. For the case of EEG 
based BCI applications towards the design and fabrication of user-friendly EEG devices, this 
thesis has also explored the application of CNN in the EEG channels selection and in 
determining precise locations for electrode placement. The present chapter provides a 
discussion and conclusion of the application of CNN in the healthcare domain for the analysis 
of biomedical data, with reference to the studies reported in this thesis. 
The chapter is broken down as follows: Section 5.1 reports on the discussion of the studies 
of this thesis, while section 5.2 concludes the findings, looks into the limitations of our 
suggested method and proposes future research directed towards the development of fully 
computerised biomedical data analysis based on CNN. 
5.1 Discussion 
 
The main focus of this thesis was to investigate the use of computerised methods for the 
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automatic analysis of biomedical data using CNN, with a focus on EEG signals for BCI 
applications and microscopic images of cancer cells for cancer cell lines authentication. This 
was done by addressing some of the limitations of conventional machine learning in developing 
computerised methods for automatic analysis of biomedical data by using CNN. Building 
around the research questions below, this section discusses the findings of the studies reported 
in this thesis. By looking into the two common forms of biomedical data, the time series and 
biomedical images as two separate case studies. 
The results of the three studies reported in Chapter 3 and Chapter 4 of this thesis focused 
on answering the research questions highlighted in section 1.5 of Chapter one. The findings of 
the studies in answering research questions in case study one is discussed in Section 5.1.1.1 
and that of case study 2 are discussed in Section 5.1.1.2. Although CNN can be potential 
towards implementations of computerised methods for the analysis of biomedical data, its 
demand for large training datasets has limited its application, especially in biomedical images 
as highlighted in Section 2.6.4 of literature. Section 5.1.2 discusses the methods applied in this 
thesis to address this limitation towards the implementations of our suggested methods. For a 
while, CNN has been termed as a “Black Box” as it’s hard to explain how it makes its 
prediction, Section 5.1.3 discusses the necessity of visualisation of a trained CNN model for 
both validation and explanation of the results. The recommendations and implications of this 
thesis are discussed in Section 5.1.4. 
 
5.1.1 CNN in computerised biomedical data analysis 
Studies reported in this thesis has demonstrated the application of CNN in two common forms 
of biomedical data, time series and biomedical images. By looking into the potential and 
challenges of applying deep learning in computerised biomedical data analysis, in particular 
CNN, this section brings together the two case studies and discusses their results as reported in 
the previous chapters. 
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5.1.1.1 The strength of CNN in automatic feature extraction 
 
This section addresses the first research questions in both case studies, i.e. application of CNN 
in biomedical data analysis without the need for manual feature engineering. Unlike 
conventional machine learning, Deep Learning has a promising potential because of its ability 
to learn robust feature representation from raw data. 
With conventional machine learning, researchers have been applying different manual 
feature extraction methods with varying number of features selected to train the models. The 
common approach to manual feature engineering is to build features one at a time using domain 
knowledge. This is a tedious, time-consuming, involves mathematical computations and error- 
prone process [291]. This complex process has been a major limitation in applying conventional 
machine learning in the development of computerised biomedical data analysis, detailed in 
Section 2.3.4 of the literature Chapter. Furthermore, there is no generic feature extraction 
scheme which works in all cases, one has to perform several tests to determine a suitable feature 
extraction method to use for a specific problem [4]. Traditionally, when applying conventional 
machine learning, one needs to extract many features and perform the selection of the features 
to identify significant features to use. As it is in the feature extraction process, there is no 
generic method for feature selection, several methods like filter, wrappers and embedded 
techniques as explained in Section 2.4 of the literature Chapter has been widely used [292]. 
The feature selection process is also known to be time-consuming, computationally expensive 
and experience-dependent [293]. For example, 80% of the extracted EEG features to train a 
Support vector machine (SVM) model for the diagnosis of Alzheimer’s disease turned out to be 
marginal or irrelevant [294]. In another study, Samuel O.W et al. [243]extracted 32 features 
from EEG data for interpretation motor imaginary activities, 20-time domain and 12 
frequency- domain features. To determine the significant features combination, they had to 
train four different conventional machine learning models like Linear Discriminant Analysis 
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(LDA), the Multi-Layer Perceptron (MLP), SVM, and Fisher Linear Discriminant classifier 
(FLD), while monitoring performance metrics such as classification accuracy, F1-score and 
sensitivity [264]. In the end, they found that only a combination of four (4) time-domain 
features or ten (10) frequency domain features were significant with accuracies of 90.68% 
and 99.55%, respectively [138]. On the same dataset as in Samuel’s study, our 2 hidden 
layers CNN model managed to achieve a 99% classification accuracy without the need of 
manual feature engineering, this comparison can be seen in Table 5.1. Table 5.1 also shows a 
comparison of the performance of conventional machine learning and that of CNN on 
interpretation motor imaginary activities. From Table 5.1, it can be seen that CNN 
outperformed conventional machine learning models in most cases except in literature [295] 
of ANN trained with frequency-domain features. Originally, EEG data are in the time 
domain, needs to be transformed into the frequency domain by Fast Fourier Time (FFT) 
method, a computation expense. Authors in studies [296] and [297] which used CNN, also 
compared their methods with conventional machine learning, in both cases, CNN 
outperformed the results they obtained with conventional machine learning. Compared to 
other studies that used the CNN model, our results outperformed the rest as shown in Table 
5.1 in terms of the number of classes involved and the number of hidden layers of the model. 
The reason why we think our method outperforms other CNN models, is detailed in Section 
5.1.1.3. When fewer layers are used, the computational costs of the model also drop, hence 
make it possible for the trained model to be deployed in portable devices like tablets and 






Table 5. 1: CNN performance compared to conventional machine learning models which require 
feature extraction and selection processes in our first study of first case study 
 











[299] Sample Entropy SVM Not 
applicable 
3 66.11 
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[295] Frequency domain 
features 
ANN No details 
provided 
2 90.00% 







CNN CNN 2 5 99.00 
[296] CNN CNN 5 2 90.75 
[297] CNN CNN 5 2 86.41 
 
 
In our second study of case study one, our collaborators trained several conventional 
machine learning models with Canonical Correlation Analysis (CCA), Power Spectral Density 
Analysis (PSDA) and Cross-Spectral Density Analysis (CSDA) features to interpret SSVEP 
for BCI application. An average classification accuracy of 65.63% was obtained in their 
study. As mentioned above and detailed in Section 2.3.4 of Literature, the extraction of these 
features is time-consuming, experience- dependent and computationally expensive. Without 
feature extraction, we obtained an average of 94.54% classification accuracy by using CNN. 
This comparison, together with other literature applied conventional machine learning and 
CNN on interpretation SSVEP are compared in Table 5.2. It can be seen that CNN 
outperformed conventional machine learning in most cases. 
Although CNN has been widely applied to image data, the convolution and pooling layers 
are significantly useful in capturing deep features in time series data like the EEG [320], 
detailed in Section 2.5.1.2 of the literature review. The overall model learns a fixed set of 
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rules (filters) and applies the rule to the portion of the data that it sees fit best. Although CNN 
was initially designed for image data, the above-mentioned properties make them efficient in 
extracting and learning discriminative features useful for the classification task even for time 
series data, outperforming conventional machine learning as it has been seen in Tables 5.1.and 
5.2. The reason why our CNN model performed better than other CNN studies in both cases 
(also can be seen in Tables 5.1 and 5.2) while we had more classes as explained in 
Section5.1.1.3 below. 






















[303] CCA, PSDA SVM Not 
applicable 
5 80.00 
[304] PSD ANN Not 
provided 
6 94.50 






Our work CNN CNN 2 6 94.54 
[68] CNN CNN 2 5 94.42 
 
 
Our findings imply that, CNN can be employed on interpretation raw EEG data more 
efficiently than conventional machine learning which needs manual feature engineering. This 
finding is in line with other research work which has shown that CNN without the need of 
manual feature extraction performs better than conventional machine learning in 
interpretation raw EEG data[306][307][308]. The architecture size we used in both of our two 
studies means small and simple architectures can be used and deployed in portable devices 
for real-time application, as it has also been demonstrated in real-life applications in study 2 
of case study one. 
The efficiency of CNN over conventional machine learning can also be seen in biomedical 
images. A study in comparing the performance of conventional machine learning models and 
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several deep learning models on biomedical image has acknowledged the superiority of deep 
learning models [69]. Their comparison involved deep learning models like Deep Boltzmann 
Machine (DBM), Convolutional Encoder Network (CEN) and Convolutional Neural Network 
(CNN). The superiority of deep learning over conventional machine learning has been mostly 
on the feature extraction process. Several literature has mentioned the automatic extraction of 
pixel-level features as a major strength of deep learning when dealing with image 
data[69][309][310], which is a significant advantage over conventional machine learning 
models. 
    Image data are known to have high dimensionality (as each pixel is considered as a 
feature) which suits the engineering structure of the CNN. CNN uses a convolutional layer to 
extract features from an input data. During the convolution process, CNN uses filters /patches 
of a certain dimension (A,	g) which convolves on top of the input data by considering each data 
point (pixels in case of image data). The ability to extract pixel-level features makes CNN 
efficient in extracting relevant features which can be missed by human when performing 
manual feature extraction as it is required in conventional machine learning. As mentioned in 
Chapter 4, the current authentication methods of cancer cell lines rely on the genetic content 
of the cell and not the features of the images. Authentication of cancer cell lines based on the 
cancer cell images is a new research area of computer vision, so no known image features to 
distinguish the cell lines. Only a few experienced cancer researchers can discriminate cancer 
cell lines based on their images and they can’t explain what features they are looking when 
making their decision. This may mean that, it will take time and expertise to manually 
identify and extract relevant and discriminative features if a conventional machine learning 
model needs to be used instead of a CNN model for authentication purposes. The significant 
results of CNN in different authentication levels mean CNN can find and extracts 
discriminative features even in cases when the features are not known by the expats of the 
field. This implies that, CNN can be reliable in the development of computerised 
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authentication of cancer cells in the laboratory environment in a much faster and cost-
effective way even in the resources limited to cancer research laboratories, compared to the 
STR. 
5.1.1.2 Addressing the “big data” problem in specialised 
domains 
Despite the increase of biomedical data due to advancement in technologies of biomedical 
devices, factors like low volume, high sparsity [311], and the need of manual annotation of the 
data [312], has always limited the use of deep learning in specialised domains such as 
healthcare [313][314]. Further detailed in Section 2.6.4 of Chapter 2, CNN models require a 
large amount of training data due to the number of parameters that need to be trained. Through 
answering research question 3 of case study 2, this thesis has addressed data limitation 
successfully by applying data augmentation and transfer learning techniques, the two most 
popular and successful methods in dealing with data unavailability. The two techniques are 
detailed in Section 2.6.5 of Chapter 2. Transfer learning makes sense when low-level features 
from the problem you are transferring from could be helpful and are relevant to the problem 
you are transferring to [315]. For example, a model trained with large scale image datasets like 
ImageNet can be fine-tuned to perform classification on brain MRI images for the detection of 
brain cancer. Despite the difference between ImageNet and medical images, there are generic 
representations that might be beneficial to be learned from a large-scale dataset like ImageNet 
[335]. This is because, all images contain some common low-level features like edges, local 
shapes, pixel intensity, pixel gradient orientation, colour and texture [316], [317]. 
Uran et.al [338] acknowledged the unavailability of data and the cost of producing sufficient 
high-quality annotations in EEG based BCI applications and suggested the use of transfer 
learning techniques. Although some researches have tried to use transfer learning techniques 
in EEG based BCI applications [318]–[320], privacy concerns associated with EEG signals 
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have limited the possibility of constructing a large EEG-BCI dataset for this purpose [321]. 
Privacy has been an issue in this regard as EEG signals reflect brain activities in numerous 
aspects, the potential abuse of EEG data may lead to severe privacy violations and hence acts 
like General Data Protection Regulation (GDPR) [322] prohibit organisations from exchanging 
data without explicit user approval. Another study by M.Kaya et.al [323] has mentioned that, 
development of more effective data processing and analysis methods for EEG BCI has been 
hindered by a lack of large, uniform and accessible datasets. These limitations have made 
transfer learning in EEG based BCI applications unpopular, hence the technique was not used 
in the studies of our first case study of this thesis. The use of transfer learning has achieved 
significant performance in biomedical images, due to the availability of large-scale image 
datasets from other domains. Most of the popular used pre-trained models for transfer learning 
in image data are pre-trained on the ImageNet [324], a large scale image dataset containing 
over 14 million images of general objects. With a diverse and large dataset like this, the CNN 
learns how to extract the features during pre-training, the knowledge which will be useful when 
the model needs to be fine-tuned to a specific problem. When the new dataset of a specific 
problem is provided, the pre-trained CNN model does not have to learn again on how to extract 
features as the required parameters are already there with the appropriate values. The model 
will just extract the features and train the last few fully connected layers with the features of 
the specific problem. The fully connected layers are simpler and have fewer parameters to 
learn, hence, only a small dataset can be enough to train them and achieve good results. 
Transfer learning does not only address the limitation of the dataset, but also lowers 
computation costs and training time as only the few last layers will be trained instead of the 
whole CNN model. 
As the popular models used in transfer learning are pre-trained on a general object dataset, 
the ImageNet, which is different from biomedical images, R.K.Samala et.al [97] suggested a 
technique called multi-stage transfer learning, detailed in Section 4.2.5.4 of Chapter 4. In their 
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study [325], authors reported a boost of 4% in F1-score as they used a common publicly 
available breast cancer dataset [272] in an intermediate transfer learning stage, before fine- 
tuning their model to their specific problem, breast cancer also. In our case, only an increase 
of 1% in F1-score was observed as we used the breast cancer dataset as our intermediate stage 
for multistage transfer learning, which is different from our specific task, cancer cell lines. 
According to Yoshua Bengio et.al [42], on CNN, the convolution layers near the input layer 
extract the generic features while the deeper layers extract specific features. This might be a 
reason for the low performance of multi-stage transfer learning in our case as our model was 
not trained with data set similar to the target task in the intermediate stage of transfer learning. 
As stated in Chapter 4, we couldn’t use another cancer cell line dataset in our intermediate 
stage of transfer learning as there is no publicly available cancer cell lines images, to the best 
of our knowledge. Our findings and that in literature by R.K.Samala et.al [97] on multistage 
transfer learning suggest that ,we may use the dataset from the domain where it is easy to get 
large training data even when its different from your target task in the first stage of transfer 
learning as only generic features like pixels [272] are needed, but training the last few layers 
with another dataset similar to the target task in the intermediate-stage phase to learn the 
specific domain feature. As stated above, the layers near the input extract the generic features 
which are common to many image data, while the deeper layers near the output extract the 
specific features, hence training a model with a dataset which contains features similar to the 
target task before fine-tuning to the target task will have a positive impact on the model 
performance. 
The other technique applied in this thesis to address the limitation of data availability 
(Research question 3, case study 2), a common problem in the healthcare domain, is data 
augmentation, detailed in Section 2.6.5 of Chapter 2. The idea of data augmentation is to 
generate a synthetic dataset from the available training data by covering the unexplored input 
space which is not available in the original training dataset [326]. Figure 4.3 in Chapter 4 shows 
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examples of augmented data. Several methods have been developed to alleviate overfitting in 
deep learning such as regularisation [327], transfer learning explained above [328], 
dropout [36] and batch normalisation [329], but only data augmentation has addressed the 
overfitting problem at the root, at the training data [234]. Data augmentation has been mostly 
applied in image data, there are very few studies which have explored the method in time 
series data [99][330], and less so for EEG data [331], [332]. Less attention has been given to 
explore data augmentation in time series due to factors like temporal dependency property of 
time series. Unlike image data, the time series data can be transformed in the frequency and 
time-frequency domain, in this transformed format, data augmentation methods can be 
designed and implemented. This becomes more complicated when we model multivariate 
time series where we need to consider the potentially complex dynamics of these variables 
across time, thus, simply applying those data augmentation methods from image and speech 
processing may not result in valid synthetic data [333]. Another factor limiting applications of 
data augmentation in time series is, data augmentation being task-dependent. The data 
augmentation methods applicable for time series classification may not be valid for time 
series anomaly detection [328], [333], [334]. In that case, in this thesis, data augmentation 
technique was applied in image data only, in case study 2. 
Data augmentation increases the data diversity and quantity by performing different 
transformations on the available training data. For example, Google’s AutoAugment, a new 
automated data augmentation technique, introduces 16 geometric and colour-based 
transformations [335]. As reported in Chapter 4, Section 4.2.3, we have performed operations 
like resize, flip, zoom and width shift during the data augmentation process. Shown in Section 
4.2.4.4 of Chapter 4, several experiments conducted during the pilot classification has proved 
that, data augmentation contributed to a huge improvement on the model performance by 
reducing overfitting and improves generalisation as the model gets to learn from more and 
diverse training data [89]. Through a pilot classification task shown in Section 4.2.4.4 of 
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Chapter 4, it can be seen in both tables 4.5- 4.7 that, a combination of both transfer learning 
and data augmentation had a significant impact on the model performance regardless of 
having a small training dataset. 
 
5.1.1.3 Role of CNN in complementing current practice and 
allowing new applications not possible previously. 
The issue of misidentification of cancer cell lines has always been a problem in cancer research 
which involves cancer cell lines. According to literature, limited research has been done in the 
development of computerised ways for the authentication of cancer cell lines. The 
authentication process mostly relies on the Short Tandem Repeat (STR) test which uses the 
genetic content of the cell line for authentication. As mentioned in Chapter 4, the STR test is 
known to be slow, expensive, incapable of authenticating isogenic cell lines, and not available 
in every cancer research laboratory. In addressing research question 1 of case study 1, we have 
tried to complement the STR with a computerised way for the authentication of cancer cell 
lines. Detailed in Chapter 4, we have successfully applied CNN in the authentication of cancer 
cell lines with an average of 91% F1-score through a classification task by using microscopic 
images of cancer cell lines. 
Unlike STR, microscopes are common devices that can be found in many research 
laboratories. The development of a CNN based computerised way for authentication of cancer 
cell lines by using microscopic images will enable even budget limited research laboratories 
with a cost-effective way for the authentication of cancer cell lines. The study also addressed 
the second research question of the second case study by providing additional authentication 
parameters which are important but can’t be conducted with the current existing authentication 
methods. The eight (8) classes authenticated by the CNN with 91% F1-score involved isogenic 
cancer cells as the four parental cancer cells with their sublines of drug-treated. To further 
address the isogenic issue, our optimal model attained an average F1-score of 95% when our 
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optimal model was trained with only two classes of cancer cell lines, the parental and its subline 
(drug-treated) as both are coming from the same genetic origin hence isogenic. This is an 
authentication parameter which cannot be performed with STR. This phenomenon of isogenic 
authentication may be applied in studying the anti-drug resistance behaviour of cancer cells, 
which can be of importance in the development of effective anti-cancer drugs. 
 
5.1.2 Contributions and implications 
This section discusses the contribution of the studies reported in this thesis and its implication 
to other research conducted in the field of computerised data analysis. It further looks into the 
implication to practitioners of this domain. 
5.1.2.1 Contributions 
 
Building around answering the research questions of the thesis, I identified four major novel 
contributions, as presented below: 
 
I. CNN towards the implementation of real-world BCI 
applications. 
Although CNN has been widely applied in interpretation EEG signals for BCI applications, 
real- world application of the technology has been limited with several factors including the 
size of the current existing EEG devices. The current existing EEG devices are bulky, 
containing a lot of channels which makes them prone to noises and difficult to wear. This has 
limited the application of BCI technologies only in laboratory settings. By restricting the 
number of channels, can make the design and fabrication of portable and more efficient 
EEG devices possible. There are several methods for EEG channels selection in literature, but 
many of them are difficult to use, computationally expensive, knowledge, and experience-
dependent, detailed in Section 2.4 of Chapter 2. Towards the implementation of real-world 
BCI applications, this thesis has contributed a method for EEG channels selection based on 
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the weights of a trained CNN model. During the training of a CNN model, significant 
features, EEG channels in our case, are assigned higher weights. Demonstrated in Section 
3.2.4 of Chapter 3 in CNN weight analysis, it can be seen that, the method of using the 
model’s learned weights is knowledge and experience independent, computationally 
affordable, and relatively easier compared to the current existing methods. In using portable 
EEG devices with fewer channels, precise placement of the electrodes should be highly 
followed. None of the existing methods for channel selection guides how to precise place the 
fewer electrodes on the scalp. By plotting the topographic map with the weights extracted 
from a trained CNN model, this thesis has further contributed a method for the guidance in 
knowing the possible number of channels to be used and for precise placement of the fewer 
selected electrodes. To test the significance of our contributions, the methods were used to 
implement and demonstrate real-world BCI applications as reported in the second study of 
the first case study of this thesis in Chapter 3. This was achieved by deploying a trained CNN 
model in a tablet, receiving EEG data via Bluetooth and perform classification in real time to 
perform the control mechanism. 
 
II. Introducing a computerised and automatic way of 
authentication of cancer cell lines. 
In both cancer research and the development of anti-cancer drugs, researchers rely on cancer 
cell lines to conduct their experiments. For this research to be carried out reliably minimising 
human errors, authentication of cancer cell lines is a crucial step to make the validity of the 
results obtained. A lot of research involving cancer cell lines is likely not to be reproducible 
due to the general reluctance of research labs to perform and report results that establish the 
identity and purity of their cell lines [336]. This has resulted in funding agencies and publishers 
to put the requirement for authentication of the cell line involved in the studies due to the 
critical nature of the issue [337]. There are several methods for the authentication of cancer 
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cell lines, but the STR test is regarded as the gold standard [337]. The STR test is known to be 
slow, expensive and knowledge dependent [338], hence not available in many research labs 
working on cancer cell lines. This works by comparing the genetic profiles of the cell lines. 
‘‘questioned’’ profile (the sample being tested), while the other is a ‘‘reference’’ profile, 
ideally from the same donor. Where another sample from that donor is not available, the 
questioned STR profile should be compared to other samples from that laboratory and 
databases online [338], a process subject to skills and experience [338]. This resulted in the 
need for resource-limited research labs to send their cell line samples to other research labs that 
have this capability of authentication, which adds costs and time expensive process. 
 
This thesis contributes a method for computerised authentication of cancer cell lines by using 
CNN, to complement the STR. The contributed methods involve the use of microscopic images 
of cancer cell lines for authentication. Microscopes are one of the common, relatively easier to 
operate, and affordable laboratory equipment. Microscopic images of cancer cell lines can be 
easily produced in the laboratory. The use of CNN in the computerised method for the 
authentication of cancer cell lines based on the microscopic images as reported in Chapter 4 of 
this thesis, is cost-effective, easy to use, and can be easily deployed in laboratory environment 
compared to the STR requirements. 
 
III. Additional parameters in the authentication of cancer cell 
lines. 
In the anti-cancer drug discovery and development process, it involves subjecting the cancer 
cell to different drugs and study how the cancer cell develops the resistance to different drugs. 
To study drug resistance mechanisms, differentiating the parental and the drug-treated cancer 
cell lines is of high importance. Since the parental and the drug-treated cell lines are coming 
from the same genetic origin, they are termed as “Isogenic”. As described above, the STR work 
by comparing the genetic profiles, hence won’t be able to differentiate the parental and drug- 
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treated cell lines which are isogenic. Presented in Section 4.3.1.2 of Chapter 4, this thesis has 
contributed a way for authentication of isogenic cancer cell lines, to complement the STR. This 
has been demonstrated by authenticating the eight (8) classes which involves the four (4) 
classes of parental cancer cell lines and their subline of drug-treated shown in Section 4.3.1.2, 
and in the authentication, the two (2) classes of a parental cancer cell line and its sublines 
reported Section 4.3.1.3. In this thesis, through cases study 2 reported in Chapter, we have 
contributed a method that can differentiate the two classes even though they are isogenic. This 
contributed authentication parameter which is not possible with the current existing 
authentication methods, including the STR, which might be useful in studying the resistance 
mechanism of resistant cancer cells to develop effective drugs. 
 
5.1.2.2 Implications to other research 
 
Supported by literature on CNN, the results reported in both two case studies of this thesis, 
imply that, CNN can extract useful features automatically and perform better than conventional 
machine learning. By using methods introduced in this thesis, one can use CNN to 
automatically extract features and perform weight analysis of the trained CNN model to 
determine the significant features. The ability to determine significant features from a trained 
CNN model can be used in understanding mechanism, signs and significant features. 
Understanding of the features can be useful in new areas of research in which significant 
features are not yet known. In healthcare, this can be useful in knowing and understanding of 
the features in unexplored areas like cancer cells resistance behaviours as reported in this thesis. 
This also becomes the case in new diseases in which very little information is known, like in 
the recent pandemic of COVID-19. There have been variations among radiologists on how to 
identify the COVID-19 by using imaging technologies like chest X-rays, CT scans, or 
ultrasound as not much are known about the disease. A study by H.X.Bai et.al [339] reported 
a strong variation among four (4) American and three (3) Chinese radiologists in differentiating 
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COVID-19 from viral pneumonia on chest CT. Although there are several successful studies 
in applying CNN on detection of COVID-19 by using chest imaging technologies [340], not 
much has been done in explaining how the models make their predictions. By using methods 
contributed to this thesis, it can be possible to identify the significant features, which can be 
used to understand the disease better. 
Much of the existing literature of CNN based BCI applications has been limited to laboratory 
tests and offline analysis [246][341][308], which do not reflect a realistic real-world 
environment. Performing EEG based studies like prediction of cognitive load [341], stress [342], 
or emotion [343] in the lab environment is unrealistic as the lab conditions are known to be 
calm, while in the real world these situation occurs with a lot of unexpected things happening 
around such as surrounding noises, and moving people and objects which can distract the user. 
The limitation of these studies to be conducted only in the laboratory environment has been the 
case due to the size of the current existing EEG devices mostly, as they compose a large number 
of channels, which makes the devices prone to capturing noises, difficult to wear and signal 
deterioration with time as the gel applied between the electrodes and the scalp dries out. 
Reported in Chapter 3, this thesis has successfully applied CNN in both EEG channels selection 
and determining scalp locations for fewer electrodes’ placement, with high-quality signal 
recorded. The newly fabricated 2 channels, skin-like wireless EEG sensor, with dry electrodes, 
recorded better signal quality in terms of Signal to Noise Ratio (SNR) and Information 
Transmission Rate (ITR). With the use of portable, durable, easy to use, skin likes sensor 
guided with an accurate way for placement of the electrodes of the sensor on the scalp, while 
using simple CNN model due to the quality of EEG signals recorded, all of this introduced in 
this thesis, can help other EEG based researchers to implement their research in a more real- 
world and realistic environment. 
The research and development of a new  drug can  take  up to 12 years and  cost at around 
 
£1.15 billion [344]. Due to the sensitivity of healthcare, time, and financial costs involved, no 
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mistake in the drug research can be afforded, hence authentication of biological samples in use 
in the research is of high importance [345]. Many of the authentication processes are based on 
comparing the genetic contents of the samples. Genetic based authentication is expensive, 
needs high knowledge to conduct and requires special machines and facilities. No much work 
has been done in the development of computerised ways for the authentication process and the 
misidentification remains a large problem. In a study by Y. Huan et.al [346], they 
uncovered 22 research laboratories out of 28 researched in China were working on 
misidentified/contaminated cell lines due to the unavailability of the STR in their laboratory 
environment. Introduced in this thesis, the use of CNN in the authentication process has been 
faster, relatively easier, and cost-effective, may provide resource-limited drug research 
laboratories with the ability to authenticate samples they are working on in the laboratory 
environment. This can also complement the resourceful laboratories with cost-effective and 
rapid means of the authentication of their biological samples. 
Explainable AI has been an important topic in recent times, the visualisation of the trained 
CNN models may add value to other researchers trying to build explainable AI solutions. The 
analysis of topographic maps in the case of EEG or class activation maps in the case of 
biomedical images demonstrated in this thesis can be used to visualise the trained model to 
validate, make sense of the result and provide an explanation to the users [347]. Furthermore, 
as the visualisation technique detects the region of the brain that becomes active during a 
particular situation, the technique can be used in other brain studies like detecting and locating 
a brain tumour [348] and intention detection, which might be useful in detecting sexual 
offenders , for early intervention. For biomedical researchers, the visualisation technique can 
also be useful in detecting and understanding of different medical conditions, like the 
detection of phantom pain highlighted in the first study of our case study one or the resistance 
mechanism of cancer cell lines as highlighted in our second case study. 
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5.1.2.3 Implications for practitioners 
 
The main focus of studies presented in this thesis has been the application of CNN for 
computerised analysis of biomedical data analysis. Towards improvement and provision of 
better healthcare services, the contributions made in this thesis may have a significant impact 
on both practitioners in the healthcare domain and their patients. 
Tracking changes in brain activities may be useful in diagnosing of different brain 
conditions, such as epilepsy [349], anxiety [350], brain tumour [351], and other seizure disorders 
[352]. Described in Section 3.2.4.2 and 3.3.1.3 of Chapter 3 of this thesis, by using topographic 
maps generated from a trained CNN model, it is possible to see which parts of the brain become 
activities under different conditions. For example, during other brain activities, only neurons 
of a particular part of the brain will fire at about 80 times per second while conditions like 
seizure are characterised by abnormal firing of neurons [353], as many as 500 times per second. 
The topographic maps described in the case study one, can be used as a tool by doctors to detect 
different brain conditions and be used as a second opinion right at their disposal. 
For end-users of BCI technologies, the implementation of real-life BCI technologies can 
improve the quality of life of people with disabilities as they can gain more control over their 
environment, and provide more fun to those applying BCI in the entertainment industry. 
Recently, there has been active research interest in smart homes. Smart homes are an extension 
of home automation for controlling different house parameters like utilities and appliances 
[354]. Smart homes are not yet a reality for end users as there are still accessibility challenges 
for the elderly or the disabled, who are the main potential targets for home automation[355] . 
The BCI control mechanisms demonstrated in this thesis can be expanded to different control 
mechanisms parameters changing TV channels, switching lights on and off, essential 
parameters in smart homes [356]. 
Besides, the ability to deploy CNN solutions in a laboratory environment can also be applied 
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in early detection and diagnosis of diseases in resource-limited countries. For example, 
Tanzania, a developing country with over 60 million population has only five hospitals with 
cancer diagnosis capabilities, with around 20 practicing oncologists [357], and just 15 
pathologists [358]. This makes cancer services inaccessible to everyone, only 26% of low-and 
middle-income countries (LMICs) reported having pathology services available in the public 
sector, compared to the 90% of high-income countries as reported by the World Health 
Organisation (WHO) [359]. Around 80% of women with breast cancer in Tanzania are 
diagnosed in late-stages which is hard to treat, as a result, more than half of women diagnosed 
with breast cancer in the country die of the disease [359]. The number of breast cancer new 
cases are approximated to increase by 82% by 2030 in the country [359]. The ability to detect 
breast cancer as it was seen in the intermediate stage in a multi-stage transfer learning described 
in this thesis may mean hat, CNN is deployed for early detection and diagnosis of different 
diseases to complement the current existing diagnosis methods. Applying CNN can reduce the 




This section provides the conclusion of this thesis by summarising the results of the studies 
reported, highlighting the limitation, and point out the future research direction in order to 




This thesis has been divided into two cases studies with the aim of exploring the two major 
forms of biomedical data, the time series data and the image data. In the first case study, we 
explored the application of CNN in interpretation EEG data for BCI application with two 
studies reported in this thesis. In the second cases study, we explored the application of CNN 
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in the authentication of cancer cell lines by using microscopic images of cancer cells. This 
section will highlight the limitations in the two case studies separately. 
In the application of CNN in interpretation EEG signals for BCI application in the first 
case study, both of the two BCI studies reported only a limited number of control classes. The 
first study demonstrated only five classes, while the second study demonstrated just six 
classes. To have BCI applications in daily life applications, there should be more control 
options. For the case of channels selection, the main limitation of this method is the pooling 
layer on CNN. We extracted learned weights from the first convolution layer as the learned 
features across the channels are still intact. The first layers in CNN learn only low-level 
features hence the weights learned for high-level features in the deeper layers were not 
accounted for in performing channels selection. Besides, both studies applied a pause in 
between classes, in different aspects. In the first study, the pause between the classes was 
manually removed while in the second study, the pose was included as a classification task. 
The pause was introduced as a way to avoid mental fatigue, a common problem when 
someone imagine a particular action repetitively as it happen in motor imaginary activities 
[360], and visual fatigue when someone focuses on a light source continuously as it happen in 
triggering of Steady State Visual Evoked Potential (SSVEP) [361]. In real life, people don’t 
pause during control activities, instead they switch from one activity to another seamlessly. 
Another major limitation of the real life BCI application is the size of the current existing EEG 
devices, as previously highlighted. Although this thesis contributed a channel selection 
method towards the development of portable EEG devices, our method is still limited to the 
need of a larger EEG device to identify significant channels and also to determine scalp 
location for the electrode’s placement. The first study has applied a 64 channels EEG device 
and a second study has applied a 32 channels EEG device. 
For the second case study in the authentication of cancer cell lines, our study was conducted 
on just four (4) cancer cell lines, while there are hundreds of cancer cell lines [362]. Our 
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findings need to be validated on more cancer cell lines. In addition, our method for visualisation 
is highly limited since it can’t be validated as there are no current methods for authentication 
of cancer cell lines based on the features of cancer cell images. Furthermore, a multi-stage 
transfer learning has shown a significant increase of 4% in F1-score in another study by Ravi 
et.al [87] because they used a dataset from their domain in the intermediate stage. Only a 1% 
increase in F1-score was observed in our case, this is because we were limited with the 
unavailability of publicly available cancer cell lines to be used in the intermediate stage. 
Finally, although techniques like data augmentation and transfer learning has shown significant 
improvement in the model performance, the unavailability of enough training data in medical 
images is still a huge limitation. In our case, we obtained only an average of 217 images per 
class were used, while the popular ImageNet dataset has more than 500 images for each class 
[73]. 
5.2.2 Future research directions 
By looking into the need and significance of computerised methods for the analysis of 
biomedical data, this section points several research directions towards the implementation of 
computerised analysis of biomedical data by using CNN, to mitigate some of the limitations 
addressed above, in each case study. 
In both of our two studies in case study one, we have conducted experiments on a few classes 
as in other work of literature, more control classes should be considered to realise the real-life 
application of BCI technologies. The limitation of the pulling layer in extracting weights for 
EEG channels selection can be avoided by removing the pooling layers, although this might 
result in a high computational coast. Thus, further studies should be conducted in this direction 
to explore our method more. To address the pause issue between classes of EEG events, we 
propose the use of continuous flow of event EEG data, and train the models to detect and reject 
the unknown events. The main reason why mental fatigue happens is due to the repetition of 
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activities in order to get enough training data of the intended events. Recording of continuous 
flow of data will require longer periods of data recording. This will provide users with more 
freedom to perform other activities while using a BCI system. In the case of the need of large 
EEG devices to determine significant channels and their scalp location, although the use of 
larger EEG devices comes with its limitations, we recommend the method to be use as large 
devices covers the whole heard which can be used to provide individual’s brain information 
before deploying BCI application to them. This can lead into personalised development of BCI 
applications. Finally, from the visualisation of the trained CNN model by using a topographic 
map, abnormalities were seen on the third participant in our first study as can be seen in Figure 
3.8 of Chapter 3. It was later found out that, the participant complained about the phantom 
pain. Future research can also apply some of the findings of this research which were not in 
our research goals. For example, further research can be done on how to use the topographic 
maps from a trained CNN model to detect other physiological abnormalities of the brain. We 
also suggest more research to be done in applying our method of channel selection in other 
domains for feature selection. 
In our second case study, our authentication contribution is limited to just four cancer cell 
lines. For this method of computerised authentication of cancer cell lines to be applied in 
research labs, it needs to be validated on a greater number of cancer cell lines. As currently, 
the authentication process looks into the genetic content of the cell line and not on the image, 
we recommend further studies to be conducted on the visualisation of the trained CNN model 
to make sense of the model towards implementations of explainable artificial intelligence. With 
reference to the last two limitations of the second case study highlighted above, this thesis 
argues the need of availability of public repositories of images of cancer cell lines. There are 
different cancer cell banks around the world in which researchers used to perform genetic 
comparisons, but not much has been done on the cancer cell images as many researchers 
focused on the genetic content of the cell and not the images. 
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5.2.3 Concluding remarks 
By addressing the research questions outlined in chapter 1, this thesis explored the application 
of the Convolutional Neural Network (CNN) in developing a computerised way for the analysis 
of biomedical data. To this end, this thesis presented the analysis of biomedical data by using 
CNN in three studies covering the two common types of biomedical data, the time series, and 
image data. 
For the case of time series biomedical data, CNN was applied in the interpretation of raw 
EEG signals for BCI applications without the need for feature engineering in the first two 
studies of this thesis as reported in case study 1. A method for EEG channels selection and 
determining locations on the scalp for placement of electrodes of a portable EEG device by 
using CNN was explored. This led to a fabrication of 2 channels, wireless, portable and 
durable skin like EEG sensor. In biomedical images, we successfully performed the 
authentication of the cancer cell lines to complement the current existing authentication 
methods. With our method of using CNN, we also performed authentication of isogenic 
cancer cell lines, an authentication parameter which cannot be performed by the currently 
existing authentication methods. 
Implications of these techniques and potential applications for which they might be used in 
both researchers and practitioners’ environments have been highlighted in this chapter. It was 
proposed in the discussion that, the various methods introduced by this thesis have significant 
implications for the studies of EEG based BCI applications and anti-cancer drug development. 
However, it should be noted that the techniques reported within the body of this thesis, such 
applications are conceptual at this time and further research is recommended to fully establish 
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