This paper considers solving the unconstrained ℓq-norm (0 ≤ q < 1) regularized least squares (ℓq-LS) problem for recovering sparse signals in compressive sensing. We propose two highly efficient first-order algorithms via incorporating the proximity operator for nonconvex ℓq-norm functions into the fast iterative shrinkage/thresholding (FISTA) and the alternative direction method of multipliers (ADMM) frameworks, respectively. Furthermore, in solving the nonconvex ℓq-LS problem, a sequential minimization strategy is adopted in the new algorithms to gain better global convergence performance. Unlike most existing ℓq-minimization algorithms, the new algorithms solve the ℓq-minimization problem without smoothing (approximating) the ℓq-norm. Meanwhile, the new algorithms scale well for large-scale problems, as often encountered in image processing. We show that the proposed algorithms are the fastest methods in solving the nonconvex ℓq-minimization problem, while offering competent performance in recovering sparse signals and compressible images compared with several state-of-the-art algorithms.
I. INTRODUCTION
Compressive sensing (CS) is a paradigm to acquire sparse, or compressible, signals at a significantly lower rate than the classical Nyquist sampling, which has attracted much attention in recent years [1] - [10] . Basically, the CS theory states that if a signal is sparse, or can be sparsely represented in a basis, only a small number of linear measurements of the signal suffice to accurately reconstruct it.
A large amount of reconstruction algorithms have been developed in the literature, among which the ℓ 1 -minimization algorithms are of the most successful and popular, such as the classical iterative optimization algorithms [11] - [13] , homotopy algorithm [14] - [16] , and greedy algorithms [17] - [21] . However, these approaches are often found to be inefficient and generally impractical for high-dimensional problems. Recently, highly efficient first-order algorithms have been developed, such as the proximal-point methods [22] - [24] , parallel coordinate descent (PCD) methods [25] , approximate message passing (AMP) [26] , templates for convex cone solvers (TFOCS) [27] , and alternative direction method of multipliers (ADMM) [28] . These methods enjoy much better worst-case complexity than interior-point, Homotopy, and greedy methods, in that the dominant computational effort is the relatively cheap matrix-vector multiplication, and hence are well suited for high-dimensional problems, as often encountered in image processing [29] - [32] .
Compared with ℓ 1 -minimization, ℓ q -minimization (0 ≤ q < 1) has the capability to achieve better reconstruction performance [33] - [43] . More specifically, it has been shown by both theoretical analysis [33] and empirical results that, ℓ q -minimization algorithms require significantly fewer measurements but obtain sparser and more accurate solutions in some applications. In general, these methods can be conveniently divided into two categories. The first category minimizes the ℓ q -norm of the signal subject to a linear constraint, which does not take the measurement noise into consideration, such as the Lq-Min and SL0 algorithms proposed in [34] , [35] . The Lq-Min algorithm minimizes an approximate ℓ q problem via solving a sequence of linear programming subproblems, whilst the SL0 algorithm solves an approximate ℓ 0 -minimization problem. The iteratively reweighted algorithms [36] - [39] also relate to the ℓ q -minimization problem of this category.
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As measurements in most practical applications are inevitably contaminated by some noise, the second category takes measurement noise into consideration and is more suitable for noisy measurements and approximately sparse signals. Algorithms in this category include StSALq [40] , IRucLq [41] , and Lp-RLS [42] . All these algorithms use a denoising model and solve an unconstrained ℓ q -norm regularized least squares (ℓ q -LS) problem. In general, relative to ℓ 1 -minimization, ℓ q -minimization is more difficult to tackle due to its non-convexity. Accordingly, most of these algorithms are found to be inefficient and generally impractical for large-scale problems. An exception is the Lp-RLS algorithm, which uses an efficient conjugate-gradient (CG) method in solving a sequence of smoothed subproblems and can handle large-scale problems.
The goal of this work is to develop highly efficient numerical methods for the nonconvex ℓ q -minimization problem. First, we introduce the proximity operator for nonconvex ℓ q -norm functions with 0 ≤ q < 1. Then, we propose two algorithms for the ℓ q -LS problem via incorporating this proximity operator into the fast iterative shrinkage/thresholding (FISTA) [23] and ADMM [28] frameworks, respectively, which are referred to as the Lq-FISTA and Lq-ADMM algorithms. Further, a sequential minimization strategy is adopted in the new algorithms to gain better global convergence performance. Unlike most of the existing algorithms solving the ℓ q -LS problem via smoothing (approximating) the ℓ q -norm, the new algorithms solve that problem directly in the FISTA and ADMM frameworks. All of the Lp-RLS, Lq-FISTA and Lq-ADMM methods are suitable for handling high-dimensional problems. However, compared with Lp-RLS, the new methods require much fewer steps in solving a set of subproblems in a sequential minimization procedure, and, hence, are more computationally efficient.
II. BACKGROUND
In CS, the compressed measurement of a sparse signal x ∈ R n can be typically modeled as
In this sparse representation model, A ∈ R m×n is the sensing matrix (also called the sampling or measurement matrix), n ∈ R m is additive measurement noise. In the CS setting, we have m < n and the recovery of x from the compressed measurement y is generally ill-posed. However, provided that x is sparse and the sensing matrix A satisfies some stable embedding conditions [3] , x can be reliably recovered with an error upper-bounded by the noise strength. To reconstruct x such that it is of the sparsest structure, the following optimization model has been well studied
where x 0 , formally called ℓ 0 -norm, counts the number of nonzero components in the vector x, ε > 0 bounds the ℓ 2 -norm of the residual error and is pre-determined by the noise level. This constrained optimization problem can be converted into an unconstrained form min
where λ is a regularization parameter that controls a tradeoff between the data fit term and the regularization term. Generally, solving the nonconvex problems (2) and (3) is known to be NP-hard, thus, convex relaxation methods are often considered, such as basis-pursuit (BP) [11] or LASSO [12] , which relax the ℓ 0 -norm regularization into the ℓ 1 -norm regularization min
This ℓ 1 regularized problem can be efficiently tackled by convex optimization techniques. The CS theory has established that if A satisfies some conditions, such as the restricted isometry property (RIP) [1] , [3] , [8] , [9] , the null space property [10] , and the incoherence condition [20] , the sparse signal can be reconstructed via ℓ 1 -minimization reliably. However, due to the relaxation, the recovery accuracy is often degraded, e.g., it often introduces extra bias [44] and cannot reconstruct a signal with the least observations [33] . Furthermore, for some applications, the result of the ℓ 1 -minimization is not sparse enough and the original signals cannot be recovered [37] . To address this problem, a number of improved algorithms have been developed, which employ the ℓ q -norm instead of the ℓ 1 -norm, e.g., min
where 0 ≤ q < 1, xis the nonconvex ℓuasi-norm defined as x= i |x i | q . Compared with the ℓ 1 -norm, the ℓ qnorm is a closer approximation of the ℓ 0 -norm. It has been shown in [33] that under certain RIP conditions of the sensing matrix, ℓ q -minimization algorithms require fewer measurements but gain a better recovery performance than ℓ 1 -minimization algorithms. Moreover, the sufficient conditions in terms of RIP for ℓ q -minimization are weaker than those for ℓ 1 -minimization [34] , [43] . The ℓ q -minimization (0 ≤ q < 1) has been well studied for CS [33] - [43] . As the ℓ q -norm is nonsmooth and nonconvex, most of the existing algorithms solve the ℓ q -minimization problem via smoothing (approximating) it, e.g., the works [40] - [42] uses an approximation of xas
Furthermore, the iteratively reweighted algorithms [36] - [38] uses the following two penalties (at the (k + 1)-th iteration)
which explicitly relate to the ℓ q -norm approximation. These algorithms have been shown to achieve better recovery performance relative to the ℓ 1 -minimization algorithms. However, due to the non-convexity of ℓ q -minimization, most of these algorithms are generally inefficient and impractical for large-scale problems (e.g., n = 10 6 ). For example, StSALq [40] requires repetitive computation of matrix inversion of dimension n × n, whilst IRucLq [41] solves a set of linear equations using matrix factorization of dimension n × n. Only Lp-RLS [42] is an exception, which uses an efficient CG method in solving a sequence of smoothed subproblems and, hence, can handle large-scale problems. In the following, we propose two more efficient first-order algorithms for the ℓ q -LS problem (5) without approximating the ℓ q -norm.
III. PROXIMITY OPERATOR FOR ℓ q -NORM FUNCTIONS
In this section, we introduce the proximity operator for the nonconvex ℓ q -norm functions, which will be used in the proposed algorithms. Recall the proximity operator of a function g(x) : x ∈ R n with penalty η [45] prox g,η (t) = arg min
For the case of g(x) = a xwith 0 ≤ q ≤ 1 and a > 0, this proximal minimization is generally easy to solve, since in that case g(x) is separable and the computation of prox g,η (t) reduces to solving a number of univariate minimization problems. The objective function in (9) is convex when q = 1 but nonconvex when 0 ≤ q < 1. In the former case with g(x) = a x 1 , which has been well studied [23] , [45] , the proximity operator has a closed-form expression as
where S a : R n → R n is the well-known soft-thresholding or shrinkage operator, t i is the ith element of the vector t.
In the following we show that the proximal minimization (9) can also be easily solved for nonconvex g(x) with 0 ≤ q < 1. Specifically, when q = 0, the solution is straightforward [49] 
Except for the two special cases of q = 1 and q = 0, the proximal operation does not have an explicit formula for 0 < q < 1 but can be efficiently computed as (see Appendix for details) where
and
The set I contains the two local minimizers of h(z), which is denoted by I = {0, z loc }.
z loc is the solution of ∇h(z) = aqz q−1 + ηz − η|t i | = 0 over the region z ∈ (β, +∞). Note that, ∇h(z) is a monotonically increasing function of z > β and lim z→+∞ ∇h(z) = +∞. Hence, ∇h(z) = 0 has a unique solution over the region (β, +∞) only when ∇h(β) < 0. When such a solution exists, it can be efficiently solved using a Newton's method, e.g,
Since ∇h(|t i |) = aq|t i | q−1 > 0 when t i = 0, the starting point can be simply chosen as z 0 loc = |t i |. It follows from (11) and (12) that, the optimal solution of the proximal minimization for g(x) = a xwith 0 ≤ q < 1 satisfies that sign(prox g,η (t) i ) = sign(t i ) and |prox g,η (t) i | ≤ |t i |. That is, similar to the well-known case of q = 1, the proximal operation for g(x) = a xwith 0 ≤ q < 1 is also a shrinkage operation which shrinks the values of t towards zero. Fig. 1 plots the shrinkage operation output of a univariable x for different q with a = 1 and η = 1. It is clear that, for each q, the value of x is shrunken to zero when its absolute value is below a threshold. This threshold does not has a closed-form formula except for the two special cases of q = 1 and q = 0. It is often the case that the Newton's method (14) achieves sufficient accuracy within a few iterations.
IV. PROPOSED LQ-ADMM AND LQ-FISTA ALGORITHMS ADMM and FISTA are two simple but powerful optimization techniques that are suitable for large-scale problems arising in machine learning and signal processing. In the following we propose two efficient algorithms for the nonconvex ℓ q -LS problem (5) based on ADMM and FISTA, respectively, using the proximity operator of ℓ q -norm functions given in the last section.
A. Lq-ADMM Algorithm
ADMM is well suited to distributed optimization for large-scale problems, which has been developed long time ago and reviewed recently in [28] . In the ADMM framework, the CS problem (5) is split to separate the nonsmooth regularization term from the smooth term via introducing an auxiliary variable. That decouples the variables and makes the problem easy to tackle. Specifically, using an auxiliary variable z = x ∈ R n , the problem (5) can be equivalently reformulated as
For this type of regularized objective function, ADMM considers the following augmented Lagrangian
where w is the dual variable, ρ is a positive parameter associated with the augmentation which improves the numerical stability of the algorithm. The augmented Lagrangian (16) can be equivalently formed as
where u = (1/ρ)w is the scaled dual variable. The ADMM algorithm minimizes the augmented Lagrangian by iteratively updating the primal and dual variables as follows
Since the objective function in the x-subproblem (18) is quadratic, the exact solution to (18) is directly given by
Using the matrix inversion lemma we have
where P = I + (2/ρ)AA T is an m × m matrix. Since the sensing matrix A is fat, i.e., m < n, the computation of the right hand in (22) is more efficient than that of the inverse in (21) . Further, in computing the inverse of P, Cholesky decomposition can be used to further reduce the computational complexity (see [28] for details).
In practice, it may be worth using an iterative method rather than the direct method (21) when the problem size is large. More specifically, for large-scale problems, the direct method may not work due to the requirement of too much memory. In this case, the x-minimization step can be done by any standard iterative methods, such as the gradient method, CG method, and the quasi-Newton methods such as L-BFGS method [46] . Using the CG method for example, the minimizer of the x-subproblem (18) can be found iteratively as
with
where
are the gradient and Hessian of the objective function in (18), respectively. In practice, this inner step is not required to be solved with high accuracy since ADMM would converge even when the inner steps are not carried out exactly [47] . Hence, a standard trick to speed up the ADMM algorithm is to terminate the iterative method (23) early [28] , i.e., before g k+1,l 2 becomes very small. Early termination in the x-update would result in more ADMM iterations, but much lower cost per iteration. Consequently, the overall efficiency of ADMM can be improved. The z-subproblem (19) is a form of the proximity operator (9), which can be easily solved as
The proposed Lq-ADMM algorithm has the same iteration procedure as the ADMM algorithm for the ℓ 1 -LS problem (4), but prox g,ρ (·) in the z-step is no longer restricted to the convex function g(x) = λ x 1 . For g(x) = λ xwith 0 ≤ q < 1, Lq-ADMM computes this step via (11) and (12), which is efficient since even in the case of 0 < q < 1, a possible local minimizer can be obtained by the Newton's method (14) with high-accuracy within a few iterations. However, in this case, the problem (5) is nonconvex and solving this nonconvex problem directly is likely to end up with one of its many local minimizers. To address this problem, we introduce a sequential minimization strategy in the following, which improves the global convergence performance of Lq-ADMM for q < 1.
Define the relative error of recovery as x − x o 2 / x o 2 , wherex is the recovered version of the true signal x o . Fig.   2 shows the averaged relative error of Lq-ADMM for different sparsity K of the signal. For each q, Lq-ADMM sovles the nonconvex ℓ q -LS problem directly with a starting point of zero. Each provided experiment result is an average over 1000 independent Monte Carlo runs. The detailed experiment setting is given in section V. It can be observed that when q < 1, Lq-ADMM degrades drastically when K exceeds a threshold. The threshold gets lower when the value of q gets smaller, which indicates that directly solving the nonconvex ℓ q -LS problem using a smaller value of q is more likely to converge to a local minimizer. However, a smaller value of q can result in better recovery accuracy in terms of the relative recovery error when the sparsity of the signal is below the threshold. This is due to the fact that, in principle, using a smaller value of q can achieve a sparser solution if the signal is indeed sufficiently sparse. Based on these observations, for a given target value of q, we propose to minimize the ℓ q -LS problem sequentially for a sequence of decreasing values of q, e.g.,
This scheme is summarized in Algorithm 1, where the convergence in the ith main step is determined when both the primal residual
and dual residual ρ(z k+1 i − z k i ) become sufficiently small. Similar sequential minimization strategies have also been utilized in smoothing based methods, e.g., [34] , [41] , [42] . For instance, the Lq-min and IRucLq methods [34] , [41] solve a sequence of subproblems using a non-increasing sequence of an approximation parameter, whilst the Lp-RLS approach [42] sequentially minimizes the smoothed ℓ q -LS problem with q and an approximation parameter decreasing simultaneously in iteration. Such a strategy is crucial for a smoothing based approach to achieve robust performance in solving the nonconvex problem (5). More specifically, the approximated ℓ q -norm in a smoothing based method is locally convex over a region which is relevant to the approximation parameter and/or q, e.g., this region enlarges as one or both of these two parameters increase. Hence, on the one hand, in order to reduce the probability of falling into local minimizers at the very start, relatively large values of these parameters should be used at the beginning of these 
Algorithm 1: Lq-ADMM algorithm
Step 1: Update
by the direct method (21) or the iterative method (23).
Step 2: Element-wisely update z k+1 i via the proximal operation (28) with g(z) = λ z qi qi .
Step 3: Update u k+1 i by (20) .
End while
Set x i = x k+1 i .
End for
Output: x M approaches. On the other hand, in order to approximate the ℓ q -norm more accurately and obtain a sparser solution, relatively small values of these two parameters should be used. In this scenario, a sequential minimization scheme using decreasing sequences of these parameters, starting at large values and gradually reducing them, is reasonably well suited.
Selection of q. Both Lp-RLS and Lq-ADMM solve the ℓ q -LS problem sequentially for a decreasing sequence of q. In each main step for a q in the decreasing sequence, a number of iterations are run to minimize a subproblem. However, Lq-ADMM uses far fewer main steps than Lp-RLS. Intensive numerical studies suggest that only a few steps are enough for Lq-ADMM to achieve sufficiently good performance, even in the case of very small q. For example, in implementing the Lq-ADMM algorithm for the three cases with target values of q are respectively 0.2, 0.5, and 0.7, using q = {0.7, 0.5, 0.2}, q = {0.7, 0.5}, and q = {0.7} respectively are able to obtain sufficiently good performance. In the three cases, the main steps are M = 3, M = 2, and M = 1, respectively, and using more steps with fine-grained sequences of q cannot further improve the performance of Lq-ADMM distinctly.
In practice, the Lq-ADMM algorithm with M ≥ 2 does not require much more computational effort than the basic ADMM algorithm (in which M = 1), since with the initialization x i−1 obtained in the previous step, each i-th (i ≥ 2) step in Lq-ADMM usually converges fast, e.g., within a few tens of iterations. Further, the first M − 1 steps are not required to be solved with high accuracy. Hence, we can speed up the Lq-ADMM algorithm via terminating the first M − 1 steps early, i.e., before the primal and dual residuals become very small.
Selection of ρ and an initialization strategy. From the general convergence results for ADMM [28] , the penalty parameter affects both the primal and dual residuals in an opposite manner, a large ρ tends to generate a small primal residual but a large dual residual and vice versa. In general, ρ = 1 works in most cases for an orthonormal sensing matrix. In practice, using an appropriately small value of ρ can improve the convergence rate of Lq-ADMM in both the convex (q = 1) and nonconvex (0 ≤ q < 1) cases, e.g., see Fig. 3 . Thus, we propose an initialization strategy which runs an ADMM procedure using q = q 1 and a relatively small value of ρ to obtain a starting point x 0 for Lq-ADMM. The benefits of this initialization strategy are twofold. First, it is often the case that, using an appropriately small value of ρ, ADMM achieves a modest accuracy fast, e.g., within a few tens of iterations. Second, in the nonconvex case with 0 ≤ q < 1, using a much smaller value of ρ would degrade the recovery accuracy when the sparsity of the signal is relatively low, but it has the potential to gain better performance when the sparsity is relatively high (e.g., see Fig. 2 ). Hence, this initialization scheme is particularly useful for Lq-ADMM when K is relatively large.
B. Lq-FISTA Algorithm
FISTA can be viewed as a variant of majorization minimization algorithms [48] which has a special choice for the quadratic majorization. The original FISTA scheme is proposed for the ℓ 1 -LS problem in [23] , and has been extended for robust CS problem in [30] .
Consider minimizing a general convex optimization problem of the form
where f (x) : R n → R is a smooth, convex function, g(x) : R n → R is a continuous convex function which is possibly nonsmooth.
The core idea of the iterative shrinkage/thresholding algorithm (ISTA) is to consider a quadratic majorization of f (x) such that it effectively decouples the variables. If such decoupling is possible, the approximate problem is then easier to solve even when the regularization term g(x) is possibly nonsmooth (such as g(x) = λ x 1 ), because it can be decomposed into a number of one dimensional optimization problems. In general, for any L > 0, ISTA uses the following quadratic approximation of
At iteration k +1, ISTA finds x k+1 via minimizing the approximation function Q L (x; x k ), which is in fact a proximity operator and can be equivalently expressed as
The simplicity of ISTA mainly depends on the ability to compute the proximal operation (31) when g(x) is separable. In particular, for the ℓ 1 -LS problem (4) with g(x) = λ x 1 and f (x) = Ax − y 2 2 , the proximal operation (31) is a case of (9) and has a closed-form formula as
where ∇f (x k ) = 2A T (Ax k − y). The ISTA is guaranteed to converge when the parameter L, which plays the role of a step-size, is chosen to be a Lipschitz constant of ∇f (x), e.g., L ≥ 2λ max (A T A), where λ max (X) is the maximal eigenvalue of X. The advantage of ISTA is in its much lower computational complexity per iteration. However, in practice, ISTA has also been recognized as a slow method as it shares a sublinear global rate of convergence. To speed up the convergence, FISTA does not compute the iterative-shrinkage step (32) on the previous point x k , but rather at the point b k that is a linear combination of the previous two points x k and x k−1 . This is known as the ravine step [22] and results in the following FISTA iterations
The proposed Lq-FISTA algorithm also iterates as (33) but prox g,L (·) in the x-step is no longer restricted to the convex function g(x) = λ x 1 . For g(x) = λ xwith 0 ≤ q < 1, Lq-FISTA computes this step efficiently via (11) and (12) . However, in this case, the problem is nonconvex and solving this nonconvex problem directly is likely to end up with one of its many local minimizers. Similar to the Lq-ADMM algorithm, directly solving the nonconvex ℓ q -LS problem using a smaller value of q is more likely to converge to a local minimizer, e.g., see Fig. 4 . However, a smaller value of q tends to result in higher recovery accuracy when the sparsity of the signal is below a threshold. In a similar way as Lq-ADMM, we introduce a sequential minimization strategy described in Algorithm 2 to improve the performance of Lq-FISTA for q < 1. Since each i-th (i ≥ 2) step in Lq-FISTA usually converges fast with the initialization x i−1 obtained in the previous step, and the first M − 1 steps do not need to be solved with high accuracy, the Lq-FISTA algorithm with M ≥ 2 does not require much more computational effort than the basic FISTA algorithm. Similar to the Lq-ADMM algorithm, only a few steps (i.e., a small M ) are enough for Lq-FISTA to achieve sufficiently good performance. Moreover, the initialization scheme proposed for Lq-ADMM can also be employed to accelerate Lq-FISTA, which preserves the capability of improving recovery performance when the sparsity of the signal K is relatively large.
Algorithm 2: Lq-FISTA algorithm
Input: λ, A ∈ R m×n , x 0 ∈ R n , b 0 = x 0 , y ∈ R m , 0 ≤ q ≤ 1, q = {q 1 , · · · , q M } with 1 ≥ q 1 > · · · > q M = q. For: i = 1, · · · , M Set x 0 i = x i−1 , b 1 i = x i−1 , and t 1 i = 1. While not converged (k = 1, 2, · · · ) do Update x k i , t
V. NUMERICAL EXPERIMENTS
We evaluate the performance of the new methods via numerical simulations, compared with three ℓ 1 solvers which solve the problem (4), including Homotopy [16] , L1-ADMM [28] , and L1-FISTA [23] , and three ℓ q solvers, including Lq-Min [34] , IRucLq [41] , and Lp-RLS [42] . Note that, the L1-ADMM and L1-FISTA methods are in fact special cases of the Lq-ADMM and Lq-FISTA methods with q = 1, respectively. Like Lq-ADMM and Lq-FISTA, IRucLq and Lp-RLS solve the ℓ q -LS problem (5), while Lq-Min solves the constrained ℓ q -minimization problem
Different values of q are examined for the new methods. We conduct mainly two experiments with simulated signals and real images, respectively. All the tests are performed under Windows 7 and MATLAB Version 7.10 on a desktop PC with an Intel Core i7-4770 CPU at 3.4 GHz with 8 GB RAM.
Selection of λ. All the compared algorithms, except for Lq-Min, require the selection of a positive regularization parameter λ. Selecting an appropriate value of this parameter is important for these algorithms to achieve satisfactory performance. For the ℓ 1 -LS and ℓ q -LS problems, λ controls a tradeoff between the data fit term and the ℓ 1 /ℓ q -norm regularization term, which balances the fidelity and sparsity of the solution. In general, the optimal value is difficult to obtain since it is related with the statistical information of the noise and the true signal, and depends on the value of q. For this reason, various suboptimal approaches have been designed for the selection. For example, it can be selected based on experience or by learning. Another popular approach is to compute the recovery for a set of λ, which is often called the regularization path, and select the optimal value via examine the value of the objective function [3] .
In practice, the λ achieving the best performance for each algorithm could be different. To compare the methods fairly, in all the methods, the corresponding regularization parameters are chosen by providing the (almost) best performance, in terms of the lowest averaged relative error in simulated signal reconstruction and the highest peak-signal noise ratio (PSNR) value in image recovery. Similar to the improved Lp-RLS method [42] , a natural manner which has the potential to further improve the performance of the Lq-ADMM and Lq-FISTA methods is to select an appropriate value of λ for each step, but this would increase the computational effort required.
A. Recovery of Simulated Sparse Signals
We first evaluate the performance of the algorithms using simulated signals. In constructing a K-sparse signal of length n, the positions of the K nonzeros are uniformly randomly generated, while the amplitude of each nonzero entry is generated according to the Gaussian distribution N (0, 1). Then, the signal is normalized to have unit energy value. The m × n sensing matrix A is chosen to be an orthonormal Gaussian random matrix, which is generated by the MATLAB commands A = randn(m, n) and A = orth(A ′ ) ′ . Appropriately scaled white Gaussian noise n is added to generate noisy measurements by the MATLAB command y = awgn(Ax, SNR,'measured'), where the desired signal-to-noise ratio (SNR), as is usually done measured in decibel (dB), is defined by
with E{Ax o } denotes the mean value of Ax o , x o stands for the true signal. Two noise conditions with SNR = 40 dB and SNR = 60 dB, respectively, are considered. Each provided experiment result is an average over 1000 independent Monte Carlo runs. A recoveryx is regarded as successful if the relative error satisfies
The IRucLq algorithm is run with q = 0.5, as it has been shown in [41] that q = 0.5 achieves the best performance. The Lp-RLS algorithm is run with parameters p 1 = 1, p T = 0.1, ǫ 1 = 1, ǫ T = 10 −4 , E t = 10 −25 and T = 80, whilst the Lq-Min algorithm uses the parameters n = 10, ε = 1/(k + 2), and q ∈ {0, 0.05, 0.1, 0.2}. The L1-ADMM and Lq-ADMM algorithms are run with penalty parameters ρ = 0.1 and ρ = 1, respectively, and with the x subproblem (18) solved by the direct method (21) . Note that, as shown in section IV, using ρ = 0.1 can improve the convergence rate of L1-ADMM without sacrifice in convergence accuracy compared with using a larger one, e.g., ρ = 1. However, for Lq-ADMM with 0 ≤ q < 1, using a smaller value of ρ, e.g., ρ = 0.1, cannot achieve sufficient recovery accuracy. In implementing the Lq-ADMM and Lq-FISTA algorithms with the three target values of q, q = 0.2, 0.5, 0.7, we use q = {0.7, 0.5, 0.2}, q = {0.7, 0.5}, and q = {0.7}, respectively. The initialization strategy introduced in section IV is employed to rapidly obtain a starting point for Lq-ADMM and Lq-FISTA. More specifically, it runs an ADMM procedure with q = 0.7 and using a relatively small value of the penalty parameter, i.e., using ρ = 10 −2 and ρ = 10 −3 respectively in the two noise conditions with SNR = 40 dB and SNR = 60 dB.
As the regularization parameter λ depends on the statistical information of the noise, the values of λ for a method to achieve the best performance in different noise conditions are generally different. For the Homotopy, L1-ADMM, L1-FISTA, IRucLq, and Lp-RLS methods, and the Lq-ADMM and Lq-FISTA methods with q = 0.2, 0.5, 0.7, in the case of SNR = 40 dB, we set λ = 3 × 10 −4 , 6 × 10
In the other case of SNR = 60 dB, the used values for these methods are λ = 3 × 10
, respectively. Fig. 5 and Fig. 6 show the performance of the compared algorithms versus sparsity K with m = 200 and n = 512 for the two noise conditions, respectively. Meanwhile, Fig. 7 and Fig. 8 display the performance of the algorithms versus CS factor m/n with K = 30 and n = 512 for the two noise conditions. The provided results include the averaged relative error of recovery and frequency of successful recovery. It can be clearly seen from Fig. 5 to Fig. 8 that, the three ℓ 1 solvers, Homotopy, L1-ADMM, and L1-FISTA, generally yield comparable performance in most cases. The ℓ q solvers, Lp-RLS, Lq-ADMM, and Lq-FISTA, significantly outperform the ℓ 1 solvers, especially in the relatively high noise condition with SNR = 40 dB. For example, in that condition, the Lq-ADMM and Lq-FISTA algorithms with q = 0.2, 0.5, and the Lp-RLS algorithm are able to achieve a successful rate of recovery no less than 0.9 when K < 80, while the ℓ 1 algorithms attain such a successful rate only when K < 25. Moreover, the ℓ 1 algorithms require much more measurements to obtain a sufficient good reconstruction performance compared with the ℓ q algorithms. Compared to the ℓ 1 methods, Lq-Min gives higher recovery accuracy only when K > 25 in the two noise conditions (in Fig.  5 and Fig. 6 ), and when the CS factor m/n is less than 0.4 (with K fixed at 30 in Fig. 7 and Fig. 8 ). This is due to the fact that the Lq-Min method is sensitive to measurement noise, as it solves the problem (34) which does not take the measurement noise into consideration, but it can be expected to yield good performance in noiseless conditions.
The Lp-RLS algorithm gives the best performance when the signal sparsity is relatively large, e.g., when K > 80 in both noise conditions, in terms of both the averaged relative error and successful rate of recovery. It is also the case when the CS factor is relatively low, e.g., when m/n < 0.25 in the low SNR case. However, the Lq-ADMM and Lq-FISTA algorithms using a proper value of q are able to achieve the highest recovery accuracy in some cases, e.g., using q = 0.2 when K < 20 in the case of SNR = 40 dB (see Fig. 5 ). This advantage thanks to the fact that, in contrast to the IRucLq, Lp-RLS, and Lq-Min algorithms, Lq-ADMM and Lq-FISTA solve the ℓ q -minimization problem without approximating the nonsmooth ℓ q -norm term. For the Lq-ADMM and Lq-FISTA algorithms, using q = 0.2 or q = 0.5 results in better performance than using q = 0.7 in most cases, especially when K is small and in the relatively low SNR condition. Moreover, for both the algorithms, using q = 0.2 and q = 0.5 generally yield comparable performance except for a few cases, such as when K < 20 in Fig. 5 where q = 0.2 generates better accuracy, and m/n < 0.25 in Fig. 7 where q = 0.5 gives slightly better performance in terms of successful rate. Fig. 9 displays the averaged CPU time taken by each algorithm to reach a preset tolerance versus the signal length in the case of SNR = 60 dB, with m = round(0.4n) and K = round(0.15n). We set a stopping tolerance parameter of 10 −7 for the Homotopy, IRucLq, L1-ADMM and L1-FISTA algortihms. For Lq-ADMM and Lq-FISTA, the first M − 1 steps terminate with tolerance of 10 −5 while the M th step terminates with tolerance of 10 −7 . The Lq-Min algorithm is run with the inner primal-dual method terminates if the duality gap is less than a default value 10 −3 . As suggested in [42] , the Lp-RLS algorithm is run with a fixed number of main steps T = 80, where in the tth step the CG method terminates when the descent become sufficiently small (with E t = 10 −25 ) or a maximal iteration number 6 + round(t/5) is reached.
It is clear that, the CPU time required by the Lq-ADMM and Lq-FISTA methods to converge is distinctly less than those required by the Homotopy, IRucLq, Lp-RLS, and Lq-Min methods, but is more than the L1-ADMM and L1-FISTA methods. In fact, L1-ADMM and L1-FISTA are respectively particular cases of Lq-ADMM and Lq-FISTA with q = 1 and M = 1, and hence require less computational effort. Homotopy has a complexity bounded by O(Km 2 + Kmn) if it correctly reconstructs a K-sparse signal in K steps. However, its worst-case complexity is still bounded by O(n 3 ) as the interior-point methods when the sparsity K and the measurement dimension grow proportionally with the signal length. As Lq-Min involves the use of a primal-dual interior-point method in solving a set of linear programming subproblems, whilst IRucLq involves the use of matrix factorization of dimension n × n in solving a set of linear equations, both of them are generally inefficient and impractical for large-scale problems. In contrast, in the first-order algorithms Lp-RLS, Lq-ADMM, and Lq-FISTA, the dominant computational load in each iteration is matrix-vector multiplication with complexity O(mn), thus, they enjoy much better worst-case complexity than that of the other ℓ q algorithms and scale well for large-scale problems. On the whole, the proposed Lq-ADMM and Lq-FISTA algorithms require the lowest computational effort among the compared ℓ q algorithms, and would be preferred in high-dimensional problems processing.
B. Recovery of Images
In this experiment, we evaluate the proposed algorithms on image recovery. The used images include a synthetic image, "Shepp-Logan", and three real-life images, "Fighter", "Lenna", and "Boat", as shown in Fig. 10 . Each of these images has a size 512 × 512 (n = 262144), and we set m = round(0.4n). Since it is hard for the Homotopy, IRucLq, and Lq-Min methods to recover such a high-dimensional signal, we only compare the new methods with the L1-ADMM, L1-FISTA, and Lp-RLS methods.
Unlike the low-dimensional cases in the previous experiment where an explicitly given sensing matrix A is well suited, in the applications with high-dimensional signals, the sensing matrix is hardly explicitly available and, instead, implicit representations are usually used. In this situation, we employ a partial discrete cosine transformation (DCT) matrix as the sensing matrix, which is obtained by randomly selecting m out of n rows of the full DCT matrix. The advantage of using such a sensing matrix is that the multiplication of A (or A T ) with a vector can be rapidly obtained via picking the discrete cosine transform of the vector. In this experiment, we solve the x subproblem (18) in the L1-ADMM and Lq-ADMM algorithms via the CG method (23) , as the direct method (21) is inefficient in this case. This inner CG method terminates when g k+1,l 2 / √ n < 10 −5 . For each algorithm, the corresponding regularization parameter λ is chosen by providing the highest PSNR value, via grid search in the range from 10 −7 to 10 −3 . We use the Haar wavelets as the basis functions, as an image can be sparsely represented in such a basis. Two noise conditions with SNR = 40 dB and SNR = 60 dB, respectively, are considered. Fig. 10 and Fig. 11 show the recovery performance of the compared algorithms respectively for the two noise conditions. The provided results include the PSNR and CPU time of recovery for each algorithm along with the recovered images. Different target values of q are tested for Lq-ADMM and Lq-FISTA, and only the results corresponding to the values which generate the highest PSNR are shown in Fig. 10 and Fig. 11 , while more detailed results on three typical values of q, q = 0.2, 0.5, 0.8, are compared in Table I. It is clear that, each of the algorithms is able to achieve a high PSNR greater than 50 dB in recovering the synthetic image, but degrades significantly in recovering the other three images. This is due to the nature that, the Haar wavelet coefficients of the synthetic image are truly sparse (approximately 3.2% nonzeros), while that of a real-life image are not strictly sparse but rather approximately follow an exponential decay, which is referred to as compressible. As expected, the recovery perfomance of an image by each algorithm is highly related to the compressibility of the image. More specifically, the four tested images, "Shepp-Logan", "Fighter", "Lenna", and "Boat", are in descending order of compressibility. For example, for these four images, the rate of the wavelet coefficients whose absolute values are greater than 1% of the maximal coefficient are 2.6%, 4.4%, 9%, and 11.7%, respectively. The PSNRs attained by each algorithm in reconstructing the four images are also reasonably in descending order, e.g., 60.95, 37.95, 31.33, and 28.64 dB by Lq-ADMM, whilst 55.81, 37.66, 32.09, and 29.36 dB by Lp-RLS when SNR = 40 dB. Moreover, the advantage of an ℓ q algorithm over an ℓ 1 algorithm generally decreases as the compressibility of the image decreases. For example, in the case of SNR = 40 dB, Compared with the Lp-RLS algorithm, the Lq-ADMM and Lq-FISTA algorithms are able to give better performance for highly compressible images, e.g., "Shepp-Logan" and "Fighter", but have worse performance in recovering "Lenna" and and "Boat" which are less compressible. The results in Table I show that, for Lq-ADMM and Lq-FISTA, q = 0.5 and q = 0.8 yield distinctly better performance than q = 0.2. In particular, for each of the new algorithms, q = 0.8 yields the best recovery performance for the two less compressible images, "Lenna" and "Boat". This is different from the results of recovering simulated sparse signals in the previous experiment, where a relatively smaller value of q, e.g., q = 0.2 or q = 0.5, generates better performance. That is due to the fact that, real-life images are not strictly sparse as simulated sparse signals but rather compressible, e.g., with wavelet coefficients approximately follow an exponential decay.
It can be observed from Fig. 10, Fig. 11 , and Table I that the CPU time required by Lq-ADMM and Lq-FISTA are less than that required by Lp-RLS, which is explained as follows. Due to the excellent convergence performance of the employed CG method, Lp-RLS requires a much smaller number of iterations than Lq-ADMM and Lq-FISTA in solving a subproblem in a main step. However, Lq-ADMM and Lq-FISTA require much fewer main steps compared with Lp-RLS, and, consequently, have better overall efficiency.
VI. CONCLUSION
In this work, we have proposed two highly efficient ℓ q -minimization algorithms for recovering sparse signals in the FISTA and ADMM frameworks, respectively. Unlike most existing algorithms solving a nonsmooth and nonconvex ℓ q minimization problem via smoothing (approximating) it, the new methods solve the ℓ q -LS problem directly using a sequential minimization strategy. Extensive numerical experiments on sparse signal and compressible image recovery have demonstrated the competent performance of the new methods compared with some state-of-the-art methods. In particular, the new algorithms show the best computational efficiency in solving the nonconvex ℓ q minimization problem, and, hence, are well suited for large-size signal recovery.
APPENDIX
For g(x) = a xwith 0 < q < 1 and a > 0, the objective function in (9) can be written as
where η > 0. The minimizer of (36) can be found in an element-wise manner. Define the scalar function
In the case of 0 < q < 1, f 0 (x) is nonsmooth and nonconvex. From the geometry of (37), it is easy to see that the global minimum point (or global minimizer) x opt of the function f 0 (x) has the same sign as t. Then, we have x opt = sign(t)x opt , wherex opt = |x opt | ≥ 0 is the global minimizer of the following function
The global minimizer of f 1 (x) lies in the set I = {0, F }, where the subset F contains the positive local minimizers of f 1 (x), i.e., F = {x : ∇f 1 (x) = 0, ∇ 2 f 1 (x) > 0, x > 0}.
When t = 0, the subset F is empty, i.e., F = ∅. In the following, we show that F contains at most one point when t = 0. That is f 1 (x) has at most one positive local minimizer in this case. The first-and second-order derivative of f 1 (x) are respectively given by (for x > 0) ∇f 1 (x) = aqx q−1 + ηx − η|t| (40) ∇ 2 f 1 (x) = aq(q − 1)x q−2 + η.
Denote β = [η/(aq(1 − q))] 1/(q−2) , it follows from (40) and (41) that f 1 (x) is concave over the region x ∈ (0, β], but convex over the region x ∈ [β, +∞). Thus, there exists at most one local minimizer, which if exists, denoted by x loc , satisfies that ∇f 1 (x loc ) = 0, ∇ 2 f 1 (x loc ) > 0 and x loc > β > 0. Note that ∇f 1 (x) is a convex function, whose minimizer is given by x = β. Then, it is easy to see that there is a unique local minimizer x loc only when the minimal of ∇f 1 (x) is negative, i.e., ∇f 1 (β) = aqβ q−1 + ηβ − η|t| < 0
which can be equivalently expressed as |t| > aqβ q−1 /η + β. In that case, ∇f 1 (x loc ) = 0 has a unique solution over the region x ∈ (β, +∞) which can be iteratively solved (e.g., by a Newton's method). Consequently,x opt is determined as
