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Abstract
In this thesis, slow dynamics of supercooled liquids are investigated in the framework
of the mode-coupling theory (MCT). Following the real-time generalized Langevin
equation in Newtonian liquids, the dynamic Gaussian factorization scheme leads to
mode-coupling (MC) closures. As an alternative approach to the projection operator
technique, the matrix formalism based on the complete basis set is developed for
studying dynamics in many-particle systems. In a dissipative system, the MC closures
have to be obtained from irreducible memory kernels instead of standard memory
kernels. The matrix formalism provides a new explanation of this preference by
comparing linear and nonlinear relaxation time scales, and generalizes the irreducible
memory kernel to higher orders. A simple kinetic spin model, the East model, is
used to test the matrix formalism and the mode-coupling closures, where the dynamic
Gaussian factorization scheme is replaced by a linear approximation due to the kinetic
constraint. Next, slow dynamics in Brownian liquids is studied and generalization
of MC closures is derived for both coherent and incoherent intermediate scattering
functions. Predictions of nonergodic parameters for these two correlation functions in
a hard-sphere colloidal suspension improve as the order of the MC closure increases.
New glass-transition phenomena are revealed by applying the standard MC closure
to a two-Yukawa colloidal suspension.
Thesis Supervisor: Jianshu Cao
Title: Associate Professor
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Chapter 1
Introduction and Overview
1.1 Background
In nature, materials can exist in different phases. For example, at I atm, water (H2 0)
is in the gaseous phase at the temperature T > 373K, in the liquid phase for
273K < T < 373K, and in the solid phase for T < 273K. The phases except gas
are usually included in the category of condensed matter, which is originally used in
the solid state physics. The most important property of condensed matter differing
from gas is that their composing particles, e.g., molecules or electrons, are corre-
lated in thermodynamics and dynamics. For the ideal gas, each point particle moves
freely, and the system is entirely controlled by kinetic energies of point particles. In
condensed matter, particles cannot move freely due to strong interactions with the
surrounding particles. As a result, collective phenomena such as phonon excitations
are observed in condensed matter. In fact, many-body effects become important in
dense gases, resulting in large deviations from the ideal gas laws, e.g., the van der
19
Waals equation. The total energy (Hamiltonian) H of a N-particle system with-
out an external field is given by the summation of kinetic energies and many-body
interactions,
H(pr, ra)= A' P + E 0 E(i, rj +- E 03 (, Fj, Fk) +**' (1.1)
i 2mi i<j i<j<k
where mi is the mass of particle i, ri and Pi are its coordinate and momentum,
respectively. A well-accepted assumption is that the summation of the two-body
interactions 02 dominates the many-body interactions in Eq. (1.1) so that 0n(n > 2)
can be ignored[15].
Based on their compressibility, condensed materials can be divided into three
sub-categories[67]. Crystalline materials such as metals and insulators have periodic
structures and are resistant to a static shear stress. On the other hand, simple liquids
are flexible to any shape of container and flow under a shear stress. In between,
varieties of materials such as Jello, fibers, and soaps are included in the sub-category of
'soft condensed matter', which usually includes colloidal suspensions, polymer melts or
solutions, membranes, and liquid crystals[67, 54]. Unlike crystals and simple liquids,
soft materials have a length scale much larger than the atomic size (A) but smaller
than macroscopic scales. These units with intermediate sizes still perform Brownian
motions or thermal fluctuations, similar to those in simple liquids. The complex
competition between energy H and entropy S yields a rough free energy surface in
the soft condensed matter, where the Helmholtz free energy is given by F = H - TS.
In addition to the global free energy minimum, which corresponds to the equilibrium
20
state, a local F minimum associated with a high free energy barrier can give rise to
a quasi-equilibrium state with an extremely long life time.
Although a crystalline solid is the equilibrium state below the melting tempera-
ture T,, a supercooled liquid can be stabilized as a quasi-equilibrium state through
a quenching process to avoid crystallization. Unlike simple liquids, the viscosity 7
and the structural-relaxation time r of supercooled liquids drastically increase as
T decreases. At a specific temperature Tg, r exceeds the time scale observable in
laboratory and the structure is arrested, forming a nonergodic glass differing from
periodic crystals. In the glass phase thermal equilibrium can never be reached and
the aging phenomenon is observed. The associated transition from the ergodic su-
percooled liquid to the nonergodic glass is defined as the glass transition and Tg is
called the glass-transition temperature[54, 29, 24]. An empirical standard to deter-
mine Tg in experiments is that al reaches a value of 1013 Poise. In this thesis, the
author is mainly focusing on the theoretical study of slow relaxation (dynamics) in
supercooled liquids and will not explore phenomena in the glass phase. In general,
slow dynamics of a supercooled liquid is characterized by a two-step process including
,-relaxation and a-relaxation[29, 44, 46], which are schematically demonstrated in
Fig. 1-1. During the first stage, the -relaxation, a particle diffuses inside a cage
formed by surrounding particles. As a result of the cage effect, the coherent inter-
mediate scattering function Fk(t) follows a power law, Fk(t) f - Akt -a , where k
is the modulus of the wavevector, fk and Ak are the k-dependent constants, and a is
the critical exponent of the P-relaxation. The particle escapes from its surrounding
cage in the a-relaxation. Although its mechanism is not totally understood, the a-
21
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Figure 1-1: Schematic representation of 3-relaxation and a-relaxation.
relaxation can be considered as an activation process via highly cooperative motions
of a group of particles[115, 26, 38]. The intermediate scattering function is well fit-
ted by a stretched exponential or Kohlrausch-Williams-Watts form, Fk(t) e- ( t/ r) ,
where the weak temperature-dependent exponent 3 is between zero and unity. The
relaxation time can be represented by the Vogel-Tammann-Fulcher (VTF) equa-
tion, - 70TeBI(T - T), where To and B are T-independent constants, and To is slightly
different from Tg. Another functional form often applied to fit -r is the exponential
inverse temperature squared, -r - 0roeB/T2[29, 95].
Such a special dynamic feature of supercooled liquids motivates many theoreti-
cal efforts to clarify the underlying physical mechanism. One kind of theory relates
dynamic slow-down with thermodynamic properties, e.g., the configuration entropy
S, in Adam-Gibbs's theory[1, 24]. Another kind of theories are based on kinetic
or topological constraints, e.g., the Fredrickson-Anderson (FA) model[34, 35, 38].
Probably the most popular microscopic theory to predict slow dynamics in super-
cooled liquids is the mode-coupling theory (MCT)[44, 46]. Historically, the MCT
was first proposed by Fixman, Kawasaki, Oppenheim et al., in the sixth decade of
22
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the last century to describe critical phenomena[32, 56, 16, 55]. Since the correla-
tion length of the system is much larger than the average distance between particles,
the MCT introduces nonlinear modifications in the hydrodynamics equations to ac-
count for strong many-body effects. With the help of the Gaussian factorization, a
closed integro-differential equation for the intermediate scattering function Fk(t) is
formulated[57]. In 1984, Leutheusser[69], and Gbtze and his coworkers[6, 43] pio-
neered in applying the MCT to supercooled liquids and the glass transition. They
found that the long-time limit fk of the intermediate scattering function Fk(t) jumps
from zero to a nonvanishing value at a temperature T accompanied by a smooth
change in the structure factor Sk, which is the only input of the MCT. Treating fk as
the nonergodic (Debye-Waller) parameter[80], the MCT predicts the existence of -
relaxation and a-relaxation[44, 46] as well as the power-law and asymptotic stretched
exponential form[36] for Fk(t) in these two processes, respectively. These predic-
tions are quantitatively verified in many systems such as the hard-sphere colloidal
suspensions[33, 37, 84, 102] and the Lennard-Jones mixtures[5, 63, 65, 64]. With a
short-range attraction, the MCT predicts the appearance of the attractive glass[7, 231,
which is observed in experiments[75, 17].
However, the development of the MCT is far from complete. Since the MCT is
originally based on the hydrodynamic equations of simple liquids where thermal equi-
librium and time invariance are presumably valid, this theory cannot be used to ex-
plore phenomena in the glass phase where the symmetry of the time invariance is bro-
ken. In addition, the transition temperature Tc predicted by the MCT is about 10%
higher than Tg obtained from experiments and computer simulations. The ergodic-to-
23
nonergodic transition predicted by the ideal MCT is thus called the 'ideal glass tran-
sition' to be distinguished from those observed in the laboratory. It is believed that
this difference reflects the intrinsic mean field nature in the MCT which overestimates
nonlinear frictions and ignores activation processes[115, 116, 26, 105, 38]. Although
rare in probability, these events help a particle escape from its cage permanently and
recover the ergodicity[29, 4, 3]. Another fundamental weakness of the current MCT
theory is its formulation, which is originally derived from hydrodynamic equations
in Newtonian (non-dissipative) liquids[48]. On the other hand, colloidal suspensions
and other soft condensed matter are better described by Brownian (dissipative) dy-
namics where solvent particles and momenta of colloidal particles have already been
averaged[20, 58, 59].
1.2 Outline of the Thesis
In this thesis, we will explicitly explore and improve predictions of slow dynamics in
supercooled liquids in the framework of mode-coupling theory. The overview of each
chapter is as follows:
In Chapter 2, we derive mode-coupling (MC) closures for Newtonian liquids based
on the real-time generalized Langevin equation by explicitly expressing the random
force of the slow hydrodynamic modes in terms of two-body interactions and by Gaus-
sian factorization of the resulting multiple-point time correlation functions into prod-
ucts of linear correlation functions. With the MC closure for the four-point bilinear
density correlation function, we demonstrate that the non-Gaussian behavior of the
24
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bilinear density correlation function is quantitatively related to the nonexponential
nature of linear hydrodynamic modes.
Based on the complete basis set representation for relevant hydrodynamic modes,
we develop a matrix formalism for investigating slow dynamics in many-particle sys-
tems in Chapter 3. This approach is an alternative to the projection operator tech-
nique and will be applied in this thesis. In a dissipative system, the MC closure
has to be obtained from the irreducible memory kernel instead of the memory ker-
nel. Examining the relaxation time-scales of linear and nonlinear modes leads to the
observation that the full correlation, irreducible correlation, and irreducible memory
functions defined in the complete space describe the slow dynamics of a dissipative
system and can be related to their equivalent physical quantities in non-dissipative
systems, whereas the reduced correlation functions and associated memory kernels de-
fined in the projected space involve faster time-scales and cannot be directly reduced
through mode-coupling approximations. This observation clarifies the preference of
the irreducible memory kernel in the MCT. Further, we obtain a generalization of the
irreducible functions.
In Chapter 4, the matrix formalism is tested in a kinetic spin model, the East
model. In addition to the basis set expansion, matrix relations allow us to recover
the simple mode-coupling (SMC) and extended mode-coupling (EMC) equations first
obtained through an elegant diagrammatic expansion by Pitts and Anderson. These
mode coupling approaches are extended to low temperatures by analyzing higher-
order nonlinear modes and correcting mode-coupling closures with the asymptotic
behavior. The second order full correlation function can be clearly separated into the
25
short time regime evaluated by basis set expansion and the long time regime described
by stretched exponential arising from domain dynamics, and the resulting single-spin
self-correlation function agrees with simulations over the whole temporal range.
Slow dynamics in Brownian liquids is studied in Chapter 5. Following the matrix
formalism developed in Chapter 3, Gaussian factorization of multi-particle irreducible
correlation functions leads to generalized mode-coupling closures for both the coher-
ent and incoherent intermediate scattering function. The first order of our results
recovers the standard mode-coupling closure, whereas higher orders provide system-
atic corrections for activated hopping. The predictions of the glass transition volume
fraction, and Debye-Waller, Lamb-M6ssbauer parameter for the hard-sphere colloidal
system converge with the increasing mode-coupling order and compare favorably with
experimental measurements.
In Chapter 6, we study a model colloidal system where particles interact via
short-range attractive and long-range repulsive Yukawa potentials. The kinetic phase
diagrams as functions of the attraction depth and the volume fraction are obtained by
calculating Debye-Waller parameters with the standard MC closure. In addition to
the glass-glass re-entrance phenomenon, competition between the short-range attrac-
tion and the long-range repulsion gives rise to new regimes associated with clusters
such as 'static cluster glass' and 'dynamic cluster glass'.
In general, we develop theoretical methods for studying slow dynamics and de-
riving mode-coupling closures in Chapters 2 and 3. The matrix formalism developed
in Chapter 3 is a central contribution of this thesis in theoretical methodology for
MCT. Although equivalent to the projection operator technique in principle, this ap-
26
proach is more straightforward in extending MCT to high orders, which improves the
standard MCT. In Chapters 4 and 5, generalized MC closures are obtained for the
East model and Brownian liquids, respectively. The two-Yukawa colloidal suspension
studied in Chapter 6 extends the current understanding of the glass transition and
provides the possible connection with other complex systems such as gels.
27
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Chapter 2
Real-Time Investigations of
Newtonian Liquids
In this chapter, the author will investigate slow dynamics in the Newtonian liquids
and derive the mode-coupling (MC) equations for several important hydrodynamic
variables in the time domain[112].
2.1 Introduction
2.1.1 Newtonian Liquids and Generalized Langevin Equation
The non-equilibrium response function to a small external field is proportional to the
corresponding equilibrium time correlation function, CA(t) (A(t)A t ) (AAt)-l, where
A(t) is a time-dependent stochastic variable, A abbreviates A(t = 0), (ABt) is the
canonical ensemble average over the phase space r, (ABt) = drfeq(r)A(r)Bt (r),
29
and feq(r) is the equilibrium distribution function. The correlation functions thus
play a central role in studying dynamics in many-particle systems. In a Newtonian
liquid, the equation of motion for a time-dependent variable A(t) is given by
A(t) = iLA(t), (2.1)
where L is the Liouville operator, L _ -i{...,H}, and {A, B} is known as the
Possion bracket between dynamic variables A and B. Following the approximation
that the two-body interactions dominate over higher order many-body interactions,
the Hamiltonian of the system is given by
H(pv, ra) = 2 + E ± 2(i, j) (2.2)
i<j
where N is the total number of particles in the system, mi is the mass of particle i,
and i and Pi are its coordinate and momentum, respectively. In an atomic liquid
02 is only dependent on the distance rij, whereas in a molecular liquid O2 is also
dependent on the relative direction of i and Fr. For simplicity, molecular liquids will
not be discussed in this chapter.
To obtain a meaningful solution of A(t) or CA(t), Eq. (2.1) has to be simplified,
which is realized by the projection operator technique or the matrix formalism. The
former was first introduced by Zwanzig[120] and Mori[79, 78], whereas the latter
will be discussed in detail in the following chapters. Using the projection operator,
30
P (... At ) (AAt)-
', the generalized Langevin equation (GLE) is derived as[8, 86]
t
A(t)= iQA(t) - j M(t - 7)A(T)dT + f(t),
CA(t) = iCA(t) - M(t - )C()dr, (2.3)
which is the basis to study slow dynamics in Newtonian liquids in this chapter. In
Eq. (2.3) Q is the eigenfrequency matrix of A, iQ = (iLAAt)(AAt)- 1 . The random
force f(t) represents the fast decay of the system, defined as f(t) = exp (iQLt) QiLA,
with the projector Q = I - P where I is the unity operator. The memory kernel is
related to the reduced correlation function of the random force by the fluctuation-
dissipation relation, M(t) = (f(t)ft)(AAt)-'.
2.1.2 Dynamic Gaussian Factorization
In statistics averages of stochastic variables with the Gaussian distribution, fc(x) oc
e-, are easily obtained through the cumulant expansion (Gaussian factorization),
e.g., (x2n) = n!!(x2) for a one-dimensional x with zero mean. The central limit
theorem proves that a set of N independent identical random variables with the same
finite mean and variance follow the Gaussian distribution in the limit of N -- oo.
Accordingly, a Newtonian liquid can be approximated as a Gaussian system at least
in the lowest order. Applying Gaussian factorization, an average of multiple collective
densities is approximated as
n n
(p(i)p (ki)) Hfl SkA, , if k < k < ... < kn and ki < k < < k, (2.4)
i=1 i=l1
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where p(k) is the collective density in the wavevector space, p(k) = AZdi ek' , Sk is
the structure factor, Sk = N- 1(p(k)p*(k)), and 6 is the Kronecker delta function. In
Ref. [90], Oppenheim and his coworkers showed that Eq. (2.4) is the leading ordering
result in the limit of N -* oo. Following the same factorization scheme, a four-point
time correlation function of the collective density is approximated as
(P(1; t)P(k2; t)p (k)p (k))
N2Fk(t)Fk 2(t)(6k,6k 2kt ± k1,k6 k2,k) + N2 SkSk2a a (2.5)
which is a major approximation leading to the mode-coupling (MC) equation. How-
ever, Eq. (2.5) is not rigorously proved, and experiments and computer simulations
have demonstrated that the non-Gaussian deviation which is not included in Eq. (2.5)
cannot be ignored in the a-relaxation. In this chapter and the following chapters,
Eq. (2.5) will be investigated in detail.
2.2 Coherent Intermediate Scattering Function
In this section, the coherent intermediate scattering function Fk(t) will be investi-
gated in atomic liquids, where Fk(t) = N-1(p(k;t)p*(k))[112, 48]. Our approach is
motivated by the observation that the random force on the slow mode involves the
interaction potential and its derivatives, which can be written as Fourier integrals
of the bilinear density mode. This bilinear density mode provides a natural choice
for the projection and decomposition used in the MC approximation. Beginning
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with a simplified vector of the relevant linear collective hydrodynamic modes[90],
A(t) = p(k; t), p(k; t)}, the corresponding GLE is explicitly given by
d p(k;t) 1 p(k;t)
dt p( ; 2)
d (k;t) j - o L p(;t)
o o p(t;,) t-it f ~0 0 | i p(k; r) d + , (2.6)
L ° M22(t - T) p(k;t ) °
where w = k2 /(Skm,3) and 3 is the inverse of the reduce temperature. By virtue
of the fluctuation-dissipation relation, the non-zero element MA22(t) of the memory
kernel matrix is written as
M22(t) = m/3([ip(k) + wp(k)]eiQLt[i(k) + .p(7)]*)M22(t) (2.7)Nk2
where the random force f 2(t) = exp(iQLt)[fi(k) + w2p(k)]. The second order time-
derivative of the collective density in Fourier space as,
N
pi(k, t) =- E Uqp(k - , t)p(q, t) - 2 j vz(t)eikf'(), (2.8)
q n=l
where Ug is the Fourier transform of the pair interaction potential. The second time
in the above equation is neglected because the first term is larger in the small k limit.
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The Gaussian factorization scheme of the relevant part of the memory kernel leads to
i(k)eiQLt*(k) = mV2 E qzUq-U (p(k - qp(qeiQLtp*(k - q')p*(q'))
qq
E m2V2 [qU~ + qz(k - qz)UqU_.] Ff-_(t)Fg(t), (29)
where V is the volume of the system, the wavevector k is directed along the z-axis, and
exp{iQLt} is approximated by exp{iLt} for the fast fluctuation force. The random
phase approximation (RPA) that Uk is proportional to the direct correlation function,
c = -Uk allows us to rewrite the above equation as the well-known MC memory
kernel for Fk(t),
M 2 2(t) = (2 )31 d-[q2c.- + q(k - qz)cqck-,] Fik(t)Fq(t), (2.10)
where n = (p) = N/V is the average number density. In this approach, the intro-
duction of the extra bilinear mode projection operator is avoided, and the nonlinear
coupling term comes from the Fourier expansion of the random force on the collec-
tive density p(k; t). Gaussian factorization and the RPA lead to a self-consistent
MC memory kernel M 2 2 (t), which has been used in computing linear and nonlinear
Raman line shapes[12, 13].
In this derivation, exp{iQLt} is approximated as exp(iLt) and higher order Ic
terms ignored. These difficulties have been resolved in a recent paper by Zaccarelli et
al.[119], where a self-consistent approach is introduced to derive an exact formal ex-
pression for the random force. In stead of the operator expression, f(t) = exp(iQLt),
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the random force is formulated by the GLE directly,
f2(t) = (k; t) + wp(k; t) + jM22(t - r)(k; t)dT. (2.11)
The fluctuation-dissipation relation is used to evaluate the memory kernel M2 2 (t).
Gaussian factorization of the memory kernel leads to
(f2(t)f) = E m2[2 [ + q(k - q)UqU_.] Fk_(t)F(t)
k4N k
+m 22 (1 + PnU- - 1)2F~(t)
kMO (1 /+ nUk - Sk) t K22(t - )t Fk(r)dr. (2.12)
The direct correlation function ck is related to the structure factor Sk by ck = (1 -
Skl)n, so that 1 + ,3nUk - S-l 0 with the RPA. Only the first term in the right
hand side of Eq. (2.12) is nonzero, resulting the MC memory kernel.
Based on the above description, a procedure to derive the MC memory kernel fol-
lows. The GLE for a set of slow variables A(t) defines an expression for the random
force, f(t) = A(t) - iA(t) - M * A, where A * B denotes fot A(t - r)B(r)dr. The
fluctuation-dissipation relation M(t) = (f(t)ft)(AAt)-' determines a self-consistent
equation for the memory kernel. The first term in the equation, (A(t)At), is rewritten
in terms of the interaction potential and the bilinear density mode, and is then de-
composed into products of linear hydrodynamic correlation functions. Several other
terms, including the self-consistent terms, are removed under the RPA or mean-field
approximations of a similar nature.
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2.3 Velocity Autocorrelation Function
The velocity autocorrelation function of one tagged particle in liquids has a long-
time tail, which decays as t-3 /2[27]. The mode-coupling theory (MCT) successfully
explains this long-time tail. We apply the approach outlined earlier to derive the
same MC memory kernel predicted by other methods[40, 76, 60]. Using a basis set
with a single element A(t) = vlt(t) and the GLE, the random force is written as
f(t) = A(t) + M * A, where the memory kernel is given by the fluctuation-dissipation
relation,
M(t) =m3(f(t)f *) = m3 ( [A(t) + M(t - )A(T)dT] A*). (2.13)
Expressing A(t) in Fourier space,
A(t)= miq ,, (q,;, t) [p(T;t) - pl(g;t)] (2.14)
the correlation function of the random force becomes
(af(t)f*) = E. mrv2 lqUl¢ (q; t) [p(q; t) -pl (qt)]
P1(i) [P() - pPl()]* ) + M(t - )(A(r)A*), (2.15)
36
where the density of the tagged particle is pl(k; t) = exp[ilk- rF(t)]. With Gaussian
factorization and the RPA (i.e., cl, = -,flU1 ), the MC memory kernel comes
M(t) = E q2 (tt/ IC1'~bl; .t)'V 4
(2.16)
where the incoherent (self) intermediate scattering function is defined as F(t) =
(p (k; t)pl(-k)). This result can also be obtained by inserting the projection operator
of a bilinear mode pl (k)p*(k) into M(t). Clearly, this bilinear mode arises from the
expansion of i1t(t) in Fourier space.
Next we study the time evolution of the longitudinal current and the density of
the tagged particle. Unlike the basis set for the collective density, this basis set A(t)
includes the second order time derivative of pl(k; t), A(t) = pl(k; t), pl (k; t), il (k; t) },
because the longitudinal current of a single particle is not a conserved quantity even
for zero wavevector. The GLE for A(t) is explicitly given by
d
dt
-it
pi(k; t)
P (k; t)
0
0
M 31(r)
0 1
O 0
o -(3Wo +
O O
o o
0 M 33(r)
0
1
QO) 
0
p1(k; t - T)
P (k; t - r)
fil(k; t - Tr)
pl(k; t)
1 (k; t)
0 (; t)
dr +
()
(2.17)
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where the random force is
f3 (t) = dil(k; t) + (3W2 + £Q)Pl(k; t)
+ / M31 (t - )pl (k, )dr + M33(t - r)Pi(k, r)dr. (2.18)
In the above equation, W2 = k2/(mp), and Qo is the Einstein frequency, o =
(A2 U (r))/3m. Then, dl(kc; t)/dt is explicitly expanded as
d ..
dpl (; t) = -ik 3v3 (t)eikrE(t) - 3ik2 e m --Uljl(k - q; t)p(q t)
+i E kq Ul, [qjl(k - ; t)] P(; t)
qV U1~. [qaija(q t)] P( - q; t), (2.19)q
-iE k- Ul,[qj.(4, t) p t, t),
where j(k; t) is the collective current density function along the a-axis, ja(k; t) =
N=l Va(t) exp[ik · rF(t)}], jl(k; t) is the single current density function along the
a-axis, j(k; t) = vl(t)exp[ik . r'l(t)], and the repeated a indicates the sum over
the three Cartesian axes. By substituting Eq. (2.19) into f3 (t), we calculate the
memory kernel through fluctuation-dissipation relation, using Gaussian factorization
and approximations Q0 = 0, F(t) = SkF~(t), and clk = -Ul-. The correlation
function of the fluctuation force simplifies to
(f 3 (t) = 2Nk2qz2q U 1 [ (t)F(t)+ Ft) (2.20)
q
where Ck-o(t) = N-l(j,,(k;t)j*(k)) and C}. (t) = N-l(jla(k;t)jl(k)). To obtain
38
Eq. (2.20) we ignore the longitudinal current correlation functions Ck-z(t) and C, (t)
since they decay faster than the transverse current correlation functions Ck (y)(t) and
Ck (y)(t). Equation (2.20) gives the same result as the MC expression obtained by
inserting the bilinear mode pl(k - q)5(q[48].
2.4 Bilinear Density Modes
2.4.1 GLE
In this section, we study slow dynamics of the bilinear collective density, p2(k; t) =
p(k; t)p(-k; t). As shown in Eq. (2.5), a simple approach to evaluating the time
correlation function of p2(k; t) is to decompose the four-point correlation function into
the product of two Fk(t)[12, 13]. Here we apply the proposed procedure in Sec. 2.2
to obtain the time evolution equation of P2 (k; t) with the MC memory kernel and, in
the next subsection, we compare the MCT result with simple Gaussian factorization
to establish the validity of the Gaussian factorization scheme.
A three-element basis set of bilinear modes is constructed,
A(t) =
Al (t)
A2 (t)
A 3(t)
p(k;t)p(-k; t)
p(k; t)P(-k; t) + p(-k; t)P(k; t)
P(k; t)P(-k; t)
(2.21)
where P(k; t) is the momentum density function, P(k; t) = _lj Piz(t)ei k' i( t), and
Piz(t) = mvi,(t) is the longitudinal momentum of particle i. A similar basis set
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was introduced by Madden for analyzing a depolarized Raman Spectrum[73]. As
an approximation, we neglect temperature fluctuations, the effects of which are rel-
atively smaller than the coupling between fluctuations of density and longitudinal
momentum[10].
We derive the GLE for A(t) with the projection operator technique. A complete
description of the projection operator includes the projection onto different wavevec-
tors. However, in the large N limit, the dominant contribution arises from the diag-
onal elements with the same wavevectors[73, 61, 90], which allows us to ignore the
mixing effects of different wavevectors in our derivation. The susceptibility matrix of
this basis set is approximated as
N2Sk) 0 -N 2 mSk//I
0 K2 2 0
-N2mSk/f, 0 K33
(2.22)
where C22 = 2Nm [NSk - Re(S_( 2) //, 33 = Nm4(vz4) + Nm2 -2(2N + S2k -
3). Here Sk4) = (p(k)p(k)p*(k)p*(k))/N2 is the four-point structure factor, which is
reduced to 2Sk2 in a Gaussian system; S(3) 2 is the three-point static correlation,
sk( 3) = (p(k)p(k)p(-2k))/N, with the same order of N as Sk. The GLE of A(t) is
40
)C =(AAf) =
thus explicitly written as
Al(t)
A2(t)
A3(t)
-I:0
=i
o Q 12 0 Al(t)
Q2 1 0 Q23 A 2 (t)
O Q32 0 A 3 (t)
M11(T) M12(r) M13(T) Al(t - )
M 21 (T) M 22(r) M 23(r) A 2(t - r)
.M31(T) M32(T) M 33(r) A3(t - r)
dr +
f/(t)
f2(t)
f3(t)
,(2.23)
where non-zero eigenfrequencies are
k= 
m
k 2m 3NSk + 2SkS2 k - 2Sk - Re(S _2k) S2Re( k- 2k)/N]
1 P/3 [N(2S(4) - S) + S2kS4)]
k 2 [N(Sk4) + S) + S2kS(4 ) -2SS - SRe(S 3 -)1
m N(2Sk 4 -S) + 2kS (4)
32 = -k m(N + S2k- 2Sk) (2.24)
m NSk - Re(S8.3,_ 2 )
Following the static Gaussian factorization in Eq. (2.4), these eigenfrequencies sim-
plify to
k 2k 2k k2
-12 = - Q21 -k' /123 -, 13 2 - (2.25)
m PSk m PSk'
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which is accurate to O(N-1). The random forces are given by
fi(t) = o,
f2(t) = A2(t) - iQ2 Al(t) - iQ2 3A 3(t) + M21 * A1 + M22 * A2 + M23 * A3,
f3(t) = A3(t) - i 32A2(t) + M31 * A1 + M3 2 * A2 + M33 * A3, (2.26)
where * denotes the convolution in the time domain as introduced in Sec. 2.2, A2(t)
and A3 (t) are explicitly expressed as
A2 (t) = i- [2A3(t) + E(k; t)p*(k; t) + E*(k; t)p(k; t)],
A3(t) = i- [E(k; t)P(-k; t) + E*(k; t)P(k; t)] , (2.27)
and E(k; t) is defined in Fourier space,
N U
E(k; t) ,.(t)ekn(t) + m -qz p(k - ' t)p(q t). (2.28)
n=l q
To derive the MC memory kernel, the dynamic Gaussian factorization is intro-
duced for six-point time correlation functions, e.g., (p(k - q' t)p(q t)p(-k; t)p*(k7 -
q')p*(q')p*(-k)) N3 Fk(t)Fk_,(t)Fj(t). A complicated mean-field approximation,
which reduces to the RPA in the Gaussian system, is introduced to removes the lin-
ear terms in the memory krnel matrix. As a result, the three nonzero elements of
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the memory kernel matrix are
M 22(t) ~ rmk2/ VSk E C(k, q)F- (t)Fq(t)Fk(t),
2(t) 3 k _2n 
q~kM31(t) Y 4S k-j2n EC(k 9q)Flk)(t)Fq(t)4ppk(t)
M33(t) M 3mk2PV E C(k, q)Fl_ql(t)Fq(t)4p(t), (2.29)qk
where the coupling vertex is written as C(k, q) = cq2(l q2 + cclkl[lk[ (k- q],
and the time correlation function of the bilinear momentum density is ppk(t) =
,3(P(k; t)P*(k))/(Nm).
Equations (2.23) and Eq. (2.29) relate the correlation function of bilinear density,
F 2)(t) = (p(k; t)p(-k; t)p(k)p(-k))/N 2, to that of the linear density and give the
explicit mode-coupling memory kernel matrix for evaluating F(2)(t) and 4Ippk(t). In
principle, once fast-decay memory kernels are incorporated, we can explicitly evaluate
the relaxation of the bilinear collective density over the complete time scale and
predict the non-Gaussian effects in F(2)(t). In the next subsection, we do not make
this explicit calculation; instead, we examine the long-time behavior of F (2)(t) and
the nature of Gaussian factorization.
2.4.2 Non-Gaussian Effects
In the linear hydrodynamic limit, Fk(t) - e-wkt, we can apply the Gaussian factor-
ization directly to the four-point density correlation function to yield the products of
two linear density correlation functions. In the previous subsection, the MC equations
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for F 2 (t) are derived using the Gaussian approximation in higher order modes. As
stated earlier, the GLE describes the true dynamics, which is neither linear or Gaus-
sian, whereas the Gaussian approximation introduces a closure to the hierarchical
equation. In a sense, the Gaussian approximation is not compatible with the nonlin-
ear nature of the GLE. Therefore, we can explore this inconsistency by calculating the
error introduced by non-Gaussian effects. In this subsection, we examine the nature
of non-Gaussian effects within the framework of the MC equations for F2)(t) and
demonstrated that the non-Gaussian effects can be quantified by the non-exponential
decay of the linear hydrodynamic modes.
In Sec. 2.4.1, we use the GLE to describe the time evolution of P2 (k; t) and explic-
itly derive eigenfrequencies and MC memory kernels. The expressions thus obtained
are
Al(t) = i-A2(t),
2k 2k
A2(t) = i Al(t) + i A3 (t) - M 22 * A2 + f2 (t),
1
3Sk m
2k
A3(t) = i-A 2 (t) - M31 * Al - M3 3 * A3 + f3 (t). (2.30)
Since the above memory kernels do not include the fast-decay friction in the short
time, we focus on the long-time behavior of the system. The Gaussian factorization
can be applied to either F. 2)(t) directly or the memory kernel to obtain a MC ex-
pression. These two procedures leads to inconsistency between the nonlinear memory
kernel and the linear Gaussian factorization. We thus can evaluate the non-Gaussian
behavior by comparing the results obtained from direct factorization and from fac-
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toring the memory kernel.
Direct Gaussian factorization of yields (Al(t)A*)G = N2 Fk(t). From Eq. (2.30)
the first order time derivative of (Al(t)A*) is
(Al(t)A) = i-(A 2(t)A;), (2.31)
which, after Gaussian factorization, becomes
(Al(t)A*)G = 2N2F (t)F(t). (2.32)
The first order time derivative of direct factorization, N2 Fk2(t), gives the exact same
result, i.e., (Al(t)A*)G = d/dt [(Al(t)A)G], which demonstrate that the Gaussian
factorization scheme of MCT is consistent for the first order time derivative.
The second order time derivative of (Al(t)A*) is
d2 k_ 2 k2(-tAl (t)At -2 (Al(t)A*) - 2-(A(t)AI) - M22 * (A1(T)A1), (2.33)dt2 / m Sk m 3
which, after Gaussian factorization, becomes
d2 2 2 2P2(t) ~ 2nN2
dt2AI(t)A)G = -2wN 2F2(t) - 2N2F-(t)- k2nVS
x E C(k, q) FkFql(t - )Fq(t - r)Fk(t -r)Fk(r)Fk(r)dr. (2.34)
qgk
To simplify the above equation, we notice that F(t - )Fk(7r) reduces to F(t)Sk
when -+ 0 or t. This equivalence holds for the exponential expression, which
45
corresponds to the linear hydrodynamic limit. Therefore, we introduce a difference
function defined by F:(t - -)Fk(T) = F(t)Sk + A(t, r). To be consistent, the MC
equation of the coherent intermediate scattering function Fk(t) is used for its second
order time derivative, giving
Fk(t) = -wkFg(t) - mk2VC(k, qX FJlk_(t- T)Fq(t- r)k(r)dr. (2.35)
q~)
Substituting the above equation into Eq. (2.34), the final result simplifies to
d2Al(t)A) = 2N21F(t)F(t) + 2N2F?(t)
mk2pVSk E C(k, q) A(t, T)Fj _q(t- )Fq(t - )Fk(r)dT. (2.36)
The difference between the two Gaussian factorization schemes, i.e., the non-Gaussian
deviation, is derivative is,
d l(t)A dt 2 (Al(t)A)G
2nN2 t
m- k 2 VSk Z C(k, q) ] A(t, )F, (t - T)Fq(t - T)Fk(T)d (2.37)
which depends on the difference function A(t, r).
Equation (2.37) relates the non-Gaussian behavior of the bilinear correlation func-
tion the non-Markovian nature of the correlation functions. The difference function
A(t, T) starts from zero and reaches a maximum at an intermediate time, and de-
cays to zero in the linear hydrodynamic limit, which agrees with the non-Gaussian
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behavior observed numerically[42, 66]. If the system is in the hydrodynamic limit,
the MC equation for p2(k; t) is consistent with the MC equation for p(k; t) up to the
second order time derivative. Thus, up to the second order, Gaussian factorization
is a good approximation for normal liquids in the long-time limit because A(t, T)
is small compared to Fk(t)Sk. The relaxation in supercooled liquids strongly devi-
ates from exponential decay, making the non-exponential factor A(t, -) important
in determining the non-Gaussian behavior of the glassy systems and improving the
MCT.
As the last step, we calculate the third order time derivative of (Al(t)A*). The
higher order time-derivatives are unnecessary because the original equations for this
basis set are only exact at the third order, and the higher order time derivatives
repeat the results of these three lower order derivatives. From Eq. (2.30), the third
order time derivative of (Al(t)A) is written as
( 3AltA) -2 -(A (t)A )- - (A(t)A*)
d rA- *2
-dt [M 2 2 (t - T)* (A1 (r)A1 (2.38)
Similar to the second order calculations, we rewrite the equation as
+ Fk(T)Fk(t)] + (t, ), (2.39)
(t- )(A(r)A)c = N2 Sk [2k(t)F k(r )
ppk(t- )(AL(r)A*)G = k lk(t)F(T) + A2 (t, ), (2.40)
q)pp(t - )(A 3(r)A*)G = 2- 2 Fk(t)Fk(r) + A3(t, r), (2.41)
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where Ai(t, -) are quantities similar to A(t, r) used in the second order time derivative
and also vanish in the linear hydrodynamic limit. The factored result of the third
order time derivative of (Al(t)A*) is
d3Al(t)A = -d(A(t)A*) + dt3 t3   nk2
x E C(, qj JdTFl_ (t - T)Fq(t - r)AF(t, 7),(2.42)
q-k)
where the effective difference function is
7 . 4 3AF(t, i-) -= Fk(t)Fk(r) - Fk(t)Fk(r) - -Fk(t)Fk(r) + E Ai(t, T), (2.43)
3 3 i=l
which vanishes in the linear hydrodynamic limit. Thus, in agreement with the second
order derivative result, ((d3 /dt3 )Al(t)A*) and (d3/dt3 )(A1 (t)A*) are the same in the
hydrodynamic limit.
Our results demonstrate the strong correlation between the non-Gaussian behav-
ior of the time correlation function of p2 (k; t) and non-exponential decay of linear
hydrodynamic modes. For simple liquids close to the hydrodynamic limit, Gaussian
factorization is a good approximation to F(2)(t) because A.F(t, T) is a small quan-
tity. For supercooled liquids, AF(t, 7) is significant and the non-Gaussian behavior
becomes more prominent. These conclusions are consistent with experiments and
computer simulations.
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2.5 Concluding Remarks
To study slow dynamics in Newtonian liquids, we derive MC memory kernels for
linear and bilinear hydrodynamic modes, and examine the non-Gaussian behavior
of the time correlation function of the bilinear collective density[12]. Based on the
observation that the random force f = QLA is related to pair interactions in liq-
uids, MC memory kernels can be expressed in terms of bilinear hydrodynamic modes.
Then direct Gaussian factorization of the memory kernel and the random phase ap-
proximation (RPA) lead to standard MC expressions. In this chapter, we adopt a
more rigorous approach introduced by Zaccarelli et al.[119] to derive essentially the
same results. In this approach, a self-consistent equation for the random force f(t)
arises directly from the fluctuation-dissipation relation and the pair interaction term
of the force on the slow variables. The MC memory kernel is obtained by removing
the self-consistent coupling terms with the mean-field approximation and factoring
multi-point time correlation functions. Thus, the RPA, or other approximations of
mean-field nature, is necessary for removing the coupling terms that are difficult
to evaluate in the self-consistent expression of the memory kernel. Effectively, this
derivation justifies the simpler scheme of applying Gaussian factorization directly to
the bilinear term in the memory kernel.
The non-Gaussian effects in the time correlation of bilinear collective density,
p(k; t)p(-k; t), is investigated in Sec. 2.4.2. In the linear hydrodynamic limit, we
can directly factor the four-point correlation function into the product of two pairs
of linear density correlation function. In principle, the same Gaussian factorization
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can also be applied to the GLE of the four-point density correlation function. In
order to examine the consistency of direct factorization and MC equations, we com-
pare the difference between applying factorization before and after taking the time
derivatives of the GLE for the four-point correlation function. The two procedures
are identical for the first order time derivative, but different for the second and third
order time derivatives. The differences depend on A(t, 7) = Fk(t - -)Fk(T) - Fk(t)Sk,
the deviation from exponential behavior of the linear density mode predicted from
hydrodynamics. This difference function starts small initially and then approaches
zero in the long-time hydrodynamic limit. It than follows that the non-Gaussian
indicator has a maximum at an intermediate time. The amplitude of the maximum
depends on the strength of the non-Markovian behavior in the liquid. For simple
liquids close to the hydrodynamic limit, the non-exponential deviation of the lin-
ear mode is small and the direct Gaussian factorization is a good approximation for
the four-point correlation function in the long-time limit. In contrast, supercooled
liquids exhibit strong non-hydrodynamic behavior in density fluctuation so that the
non-Gaussian behavior becomes significant. Since the non-hydrodynamic behavior
increases as temperature decreases, the non-Gaussian behavior shows a similar trend.
These observations agree with the results from several numerical simulations[42, 66].
Our analysis confirms and quantifies the correlation between the non-Gaussian be-
havior in multi-point time correlation functions and the non-hydrodynamic behavior
of linear modes.
The key relation established in Sec. 2.4.2 is also relevant to experimental measure-
ments. Scattering experiments have been carried out to quantify the non-exponential
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relaxation in density fluctuations[85, 49, 117, 118, 75]. Nonlinear experiments are de-
signed to investigate non-Gaussian behavior and dynamic heterogeneities[105, 21, 28].
Equations (2.37) and (2.43) demonstrate that the information content from these two
kinds of experiments can be correlated within the MC formalism. In other words, if
the system is not far from hydrodynamic regime, the two aspects of non-hydrodynamic
deviation, i.e., the non-exponential decay and non-Gaussian fluctuations, are related
quantitatively. The validity of this quantitative relation becomes questionable when
the system is far away from the hydrodynamic limit and is dynamically heterogeneous.
To interpret measurements in these systems, we should introduce non-Gaussian cou-
pling explicitly, as in stochastic diffusion/hopping models[121, 11, 108] and dynamic
frustration models[62, 101, 115, 116].
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Chapter 3
Matrix Formalism and Irreducible
Memory Kernels in Dissipative
Systems
In Chapter 2 we investigated slow dynamics of Newtonian liquids in the time domain
through the generalized Langevin equation (GLE). In this chapter we will develop
the matrix formalism alternative to the projection operator technique. The matrix
formalism and the resulting expansion equations will be applied in the remainder of
this thesis to investigate several different dissipative systems. To obtain acceptable
mode-coupling (MC) equations, Cichocki and Hess[20], and Kawasaki[58] introduced
the irreducible memory kernel, with several interpretations[20, 81], which has not
been well understood yet. In this chapter we propose a new interpretation based on
the matrix formalism.
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3.1 Introduction
As discussed in Chapter 1, the standard mode-coupling theory (MCT) has several
difficulties. Here the author will briefly recall one difficulty relevant in this chapter
whereas another one will be discussed in Chapter 5. The standard MCT was origi-
nally derived for Newtonian liquids, i.e., atomic and molecular liquids, where the time
evolution follows the GLE using the Liouville operator, L - -i{..., H}, as shown in
Chapter 2. Although supercooled Newtonian liquids can be prepared, more complex
systems such as colloidal suspensions are widely used to explore slow dynamics of
supercooled liquids and the glass transition due to easier detection in experiments
and better consistence with the predictions from the standard MCT. In colloidal
suspensions, small solvent molecules, e.g., H20, behave like a huge harmonic bath,
and large solute colloidal particles, e.g., Pluronic block copolymer L64[19], follow
Brownian (dissipative) dynamics after averaging solvent molecules. The sub-system
of solute colloidal particles becomes a Brownian liquid, which belongs to dissipative
systems. Dynamics of a dissipative system is characterized by the diffusion operator,
e.g., D = Do EN l V. (Vi + pi) in Brownian liquids, where Do is the diffusion
constant, the force on particle i is given by Fi = -ViU, and the internal energy
U = Ej>j,u(Fj,ij,) sums from a pairwise potential u(Fr,r2)[20, 58, 59]. Compared
to that in Newtonian liquids, the procedure of applying the Gaussian factorization
onto the memory kernel predicts incorrect dynamics in Brownian liquids[20, 58, 30].
Based on MC equations of Newtonian liquids, Gbtze and his coworkers introduced
an indirect approach to describe slow dynamics in Brownian liquids by ignoring the
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second order time derivative of Fk(t)[44, 46]. However, another approach is required
for deriving MC equations directly using Brownian dynamics so that we can compare
differences between these two liquids. One approach is to apply Gaussian factoriza-
tion to the irreducible memory kernel[72, 58, 59], which was introduced by Cichocki
and Hess[20], and Kawasaki[58]. Although Kawasaki proposed a systematic oper-
ator approach to obtain the irreducible memory kernel, the corresponding physical
interpretation of this function is not yet well understood[20, 81]. In this chapter
the irreducible memory kernel will be generalized by the matrix formalism with an
alternative physical interpretation.
3.2 Brownian Dynamics
In this section we briefly review Brownian dynamics in dissipative systems. The
time-dependent joint probability distribution function f (r 'N , t; FN, 0) in a N-particle
dissipative system is given by [58, 81]
tf (r', t; r, 0) = Df (r', t; r, 0), (3.1)
where particle i evolves from the initial state ri to the final state r at time t. The
stochastic state variables ri and the diffusion operator D are system dependent. For
example, in the kinetically-constrained spin models ri is a set of spin integers and D
arises from the master equation of spin flipping[34, 53, 113]. In Brownian liquids ri is
the spatial coordinate ri and D is given by D = iN= Vi (Vi + 3Fi)[20, 58, 59, 110],
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where the constant Do is set to be the unity for convenience. The diffusion operator
is usually non-Hermitian to satisfy the detailed balance. For a dissipative system
without boundaries, i.e., in the thermodynamic limit, Eq. (3.1) is solved with the
initial condition,
f (r', t; r, o) = fo(r)3 (r - r'), (3.2)
where 5(r) is the Dirac delta function and fo(r) is the initial distribution function.
To obtain time correlation functions in equilibrium canonical ensemble, fo(r) is given
by the Boltzmann distribution, feq(r) = e-H/ f dre aH, where /3- is the reduced
temperature. The formal solution of the joint distribution function is thus given by
f (r, t; r, o) = eDtfgf(r) (r - r').
Similar to SchrSedinger and Heisenberg pictures in quantum mechanics, the time
correlation function CA(t) of a relevant (slow) dynamic variable A(F) in dissipative
dynamics can also be obtained in the picture of the time-dependent variables A(r; t)
instead of f(r', t; r, 0). Based on the explicit definition of the normalized correlation
function,
CA(t) f drdr'A(r')At(r)f (r', t; r, o)
f drdr'A(r')At(r)f (r', 0; r, 0)'
the formal solution of f (rF, t; r, o) simplifies CA(t) to
Ca(t) = fdrA(r)eDt'At(r)fq(r) (AeDtAt)
f drA(r)At(r)feq(r) (AAt) (
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The bracket in the above equation denotes the canonical ensemble averages, where
feq is fixed to the foremost right under the operation of D due to its non-Hermitian
nature[20, 581. Equation (3.4) introduces the basic equation of motion for the time-
dependent variable A(t)[20, 30, 58],
A(t) = DtA(t), (3.5)
where D t is the backward diffusion operator, expressed as Dt = l(Vi -pi) -Vi
in Brownian liquids.
3.3 Matrix Formalism
In this section the matrix formalism will be reviewed in detail. Although our deriva-
tion is based on the Brownian dynamics, the matrix formalism is applicable for New-
tonian liquids as well, where the diffusion operator D is changed to the Liouville
operator L. For simplicity, this extension will not presented in this thesis.
As discussed in Chapter 2, a standard approach to derive the GLE is the projec-
tion operator technique introduced by Zwanzig[120] and Mori[78, 79]. The physical
basis of this approach is that the slow dynamic space consisting of relevant linear
variables can be separated from space of fast nonlinear variables, which underlies the
hydrodynamic theory for normal liquids with small nonlinear feedbacks. In super-
cooled liquids products of linear modes become relevant and nonlinear feedbacks have
to be included in the equation of the linear correlation function, e.g., Fk(t). Although
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the projection operator approach is still valid as we calculated F(2)(t) in Chapter 2,
another straightforward approach is to to construct the complete basis set with the
physical picture in supercooled liquids. Compared to the real-time GLE in Chapter 2,
we will calculate the time correlation function, CA(t) = (AeDtAt)/(AAt), indirectly
in the Laplace domain, where the transform CA(z) = (A[z - D]-lAt)/(AAt) can be
solved through the matrix inversion technique. To obtain CA(z), we express the equi-
librium distribution function feq(r) and the diffusion operator D in the completer
basis set with the matrix representation.
3.3.1 Complete Basis Set, Susceptibility Matrix, and Dy-
namic Matrix
The first step of the matrix formalism is to construct the complete basis set[90, 110,
111] through multiplications of relevant linear variables, schematically represented by
{A(t), A(t)A(t), A(t)A(t)A(t),...), where A(t) is the set of linear relevant variables.
The complete basis set defines a closed dynamic space including all the slow variables.
The Gram-Schmidt method[90] is usually applied to form an orthogonal basis set,
Al=A
(3.6)
A3 = AAA - (AAAAf) * ((A2A) - 1 * A2
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where * in (A * B) denotes the summation over all the repeated indices of variables
A and B.
With the complete basis set An), we introduce two matrices, KIC and D, to rep-
resent thermodynamics and dynamics of the system, respectively. Expressing the
equilibrium distribution function fe(Fr) in An), we obtain the Hermitian suscep-
tibility matrix, Cn,, - (AnAl,) = f drAn(r)feq(r)At,(r), which describes static
correlations between different An. The Gram-Schmidt method yields that C is a
block-diagonal matrix, Cn,n, = Cn,n(nn,,, where n',,n is the Kronecker delta func-
tion. In addition to C, we introduce the dynamic matrix, Dn,n, _ (AnDAn,) =
f drAn(F)DAn(F)feq(F), which in a Brownian liquid is explicitly written as
N
7nn' =- -- | d-An(-V) E [Vi (Vi- + hi) An, (nV)feq(rN)] (3.7)
Following the identity, 3 Fifeq = -Vifeq, which results from the Boltzmann distri-
bution feq(r) = e-BU/ f dre- and the internal force Fi = -ViU, and the partial
integral rule, f drVA('B) =- f drN(VA)B, we simplify Eq. (3.7) to
N N
Dn,-, = df' (dVAn) (ViAt) f() =- ((V;A (At)) .(3.8)
i=l i=l
Although the diffusion operator D does not appear to be Hermitian, Dt D,
Eq. (3.8) demonstrates that the matrix representation D in An) is Hermitian,
D,, = D),,[58, 1131. To facilitate future calculations, we rearrange {An} so that D
becomes block-tridiagonal, D,,,., = Dn,nn',,n + Dn,nln',n±l, which can be rigorously
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realized by the mode-coupling tree in the East model[113] or approximately estab-
lished for Brownian liquids[110, 111]. Since our calculation of the time correlation
functions is based on the matrix D, the backward diffusion operator D t appearing in
literature[20, 30] becomes unnecessary in the matrix formalism.
3.3.2 Matrix Inversion and Basis Set Expansion
The Laplace transform of the normalized correlation function of linear modes Al reads
C(z) = (Al (z - D)-' At)(AAt), (3.9)
where z is the complex Laplace variable. Since the complete basis set defines the
closed slow dynamic space, Eq. (3.9) becomes equivalent to inverting the matrix,
zZ-L£ =
z1 - 11 -L1,2
-L 2 ,1 zt - L2,2 -£L2,3
-L3,2 zZ - L3,3
.,
(3.10)
where I is the unity matrix and L = D)C-1. Applying block matrix decomposition,
Cl(z) becomes
di() = [ + - M(z)]-IC()= [ I ,- 1, C( )-
- z - lil - 1 2C12~(z)L2l] , (3.11)
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where 1Q2 = -1,1 is the first order eigenfrequency and M 1 (z) = £1,2C2(z) 2, 1 is the
first order memory kernel, and Cr(z) = [(zI - £)-]ll is defined by a submatrix,
- /22],1ideiebyasbarx
,/2,2 L2,3
£3,2 £3,3 (3.12)
Extending matrix decomposition to higher orders results in the n(> 2)-th order re-
duced correlation function, Cn(z) - [(zI - .C)-], 1, where- n)11 hr
r =
n
In,n £n,n+I
Cn+l,n Ln+l,n+l (3.13)
Similar to Eq. (3.11), we have a recursive equation for Cn(z),
dC(z)= [Z+ n- - Mn(z)], (3.14)
where the n-th order eigenfrequency is Qn = -n,n and the the n-th order memory
kernel is Mn(z)= £, n+lC[+l(z)n+,ln.
Equations (3.11) and (3.14) formally solve C1 (t) in the Laplace domain. For a N-
particle system in the thermodynamic limit (N oo), £ becomes a infinite matrix
and Cl(t) cannot be exactly obtained in most of cases. Motivated by standard trun-
cation techniques, we apply a basis set expansion method, which is equivalent to the
Mori's continued fraction formalism[78]. Truncated at the set of linear variables, Al,
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'Cr 
we have the first order approximation, z - £L zZ - L1, and Cl)(z) = (z + Q) -1.
Truncated at A2, we have the second order approximation,
Z - £11 , 12
Z7- , ,- ,2 (3.15)
-[ 2,1 ZI - L2,2
and C(2)(z) = [z + l - £1,2(Z + '2)-1'2,1] - '. In general, truncation at A,, ignores
all the modes higher than A,. As a result, we approximate the matrix (zI - ) as
z - LZ
zI - l1,1 -, 2
-L2,1 ,'. -., 
· ' ' ' ' ·-- £n-1,n
-- £n,n- 1 Z- n,n
(3.16)
and the n-th order basis set expansion of Cl (t) becomes
1(z) = {+ -L1,2 -Z + 2, ((z+ n)1 )C12 L3,2 ] } (3.17)
3.3.3 Non-Perturbative Closures
In the high temperature limit where nonlinear feedbacks are unimportant in dynamic,
Eq. (3.17) gives a reliable approach to evaluate the time correlation function Cl(t).
As temperature decreases and the many-body effect dominates, finite basis set expan-
sion becomes unreliable and non-perturbative closures such as mode-coupling (MC)
approximation are expected to improve the prediction of Cl(t). As we discussed in
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Chapter 2, MC equations for Newtonian liquids are realized by Gaussian factoriza-
tion on the first order memory kernel Mi(t) or the equivalent second order reduced
correlation function C2(t). With respect to the complete basis set An) and the basis
set expansion, we expect that Gaussian factorization can be applied to higher order
Mn(t) or Cr(t) to provide higher order MC approximations, which may improve the
prediction from the standard MC approximation. In Chapter 5 we will discuss this
possibility in detail. However, the previous approach is not applicable for dissipative
systems such as Brownian liquids. Gaussian factorization on M 1 (t) gives incorrect
predictions. To obtain reliable non-perturbative closures in dissipative systems, we
will introduce the irreducible memory kernels and irreducible correlation functions in
the next section.
3.4 Slow Functions and Irreducible Memory Ker-
nel in Dissipative Systems
3.4.1 Full Correlation Function
In the view of mathematics, factoring Cr(t) as the product of C1 (t) requires that
these two functions have correlated values at the same time point. In the case of
slow dynamics the linear correlation function Cl (t) has a slow decay in the long time.
Physically, bilinear modes have to have slow relaxation as well if they are products of
linear slow modes. However, the construction of the second order reduced correlation
function C2(t) excludes the linear modes, which decay slowest among all the modes
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in the complete basis set A,). On the other hand, following the definition of Cl (t),
we can define the n-th order full correlation function, Cn(t) = (AneDtA)/(AnAl) -l,
where all the modes in {An} are taken in account. Compared to C2(t), C2(t) is
expected to decay slower. To verify this expectation, we first derive the recursive
expression of Cn(t). Similar to Cl(z), the n-th order full correlation function Cn(z) is
equivalent to the (n, n) block matrix element of (zI - £)-1. By rewriting Eq. (3.10)
as
z - =
ZZ - L-1 -(n-I,n) 0
--(n-l,n)T zI - n,n -(Ln,n+l)
0 -(n,n+ 1)T ZIZ-Cn+
(3.18)
where LL is a sub-matrix,nv~uuIluulr
LCL =
li1 L1 ,2
L2,1 '- .
Ln-l,n
Ln,n-1 Ln,n
(3.19)
and L£ is defined by Eq. (3.13). Off-diagonal row block matrices are denoted by
(L,_1, ) = [0 0 ... Ln-,n], and the superscript T denotes the transpose matrix. We
obtain the n-th order full correlation function,
Cn(z) = [zI+ n(z) -Mn(z)] , (3.20)
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where the time-dependent frequency is
Qnr(z) = Qn - (z)
= - nn-l [ZI + - (Z)] cn- 1,n
= - n,n-1 [ZI + Qn-1 - Ln-l,n-2 (ZI + Qn-2-
... )- n-2,n-l]-i L£n-l,n- (3.21)
Following Eq. (3.14) and Eq. (3.20), an expression relating the reduced and full cor-
relation function at the same order is
[^r(z)]- 1 = d-'l(z) + 'L(z), (3.22)
which rewrites Eq. (3.20) as
Cn(z)= { nZ+fRj(z)- Cnn+1 [Cn (z +
zCn+l,n + () ,n+l] n+ (3.23)
Z + (z)
A matrix formula, [Z - A (Z + BA)-1 B] - 1 = I + AB, where the matrices AB and
BA are invertible, simplifies Eq. (3.23), resulting in a recursive expression for full
correlation functions,
n(Z) = + rLnn+lCn+l(Z)1Cn+l,n (3.24)
z +!i(rZ) Z + r2c(z [fn.±ir+(Z/)n z+ Q] (z)
65
After obtaining the recursive expressions for C (t) and C,(t), we compare their
integrate relaxation times, Tr and -n, which are defined as r, = Jf dtCr(t) and r =
fO dtC,(t), respectively. The Laplace transform and Eq. (3.22) provide a relation,
[<]- = -71 + nf, (3.25)
where Qn(z = 0). Because of kinetic constraints (,n > 0), 0 < r < ,n
holds for n > 2. Near the dynamic divergence point of the system, r - oo and
0 < r ,- (ln < rn are valid, indicating that Cn(t) always decays much slower than
Cn(t) in the long time. In summary, full correlation functions C,(t) defined in the
complete dynamic space describe slow dynamics of nonlinear modes, while memory
kernels Mn(t) and the corresponding reduced correlation functions Cn(t) defined in
projected dynamic spaces are not necessarily slow.
3.4.2 Irreducible Memory Kernel and Irreducible Correla-
tion Function
In the previous subsection we demonstrate that the full correlation function C,(t) is
a slower function than C, (t) by comparing their integrated relaxation times. With
the same r, nonlinear slow function actually can have other forms. In this subsection
we introduce the irreducible correlation function Cnr(t), which is consistent with the
irreducible memory kernel introduced by Cichocki and Hess[20], and Kawasaki[58].
Based on the matrix form of Cn(t) in Eq. (3.20), the n-th order irreducible corre-
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lation function is defined as
Cnr(z) - [z+ Qn - Mn(z)] (3.26)
where Qnr - r(z = 0) = n, - QL. Similar to the memory kernel Mn(t), we introduce
the n-th order irreducible memory kernel, Mir(t) £ ,,n+1C+1 (t)n+ 1 , To derive
the recursive equation for Cn(t), we rewrite Eq. (3.22) as
[d(z)]- = [r(z)]- + nQ (3.27)
which simplifies Eq. (3.26) to
Cnr(z) = Z + n- [ () + n+ln Lnn+l Ln+l,n 3.28)
By applying the block matrix inversion method, we obtain a recursive expression for
irreducible correlation functions,
dnr(Z) = + T Qir] (3.29)
+ n,n+ldn+l(Z)£Cn+l,n
Comparing the full correlation function Cn(t) and Cnr(t), we find that they have dif-
ferent initial behaviors, Cn(t) exp(-Qnt), Cnr(t) ~ exp(-Qirt), and Cnr(t) > C.(t)
for t - 0, but both have slow relaxations with the same integrated relaxation time
by Cn(O) = Cn(0).
After providing a self-consistent definition of Cin(t) and Mir(t). we prove the equiv-
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alence between our matrix expression and Kawasaki's operator expression. In Ref. [58]
Kawasaki introduced the irreducible operator,
D = D - Do = D - DAt)(A 1DAt)-'(A 1D, (3.30)
which defines the irreducible memory kernel as
Mlr(z) = (A-DQl[zI - D1Q1]-Q 1DAt)11. (3.31)
To be distinguished from those defined by the matrix forms, Kawasaki's irreducible
functions with the operator forms are denoted by Mir(t) and C2r(t) instead of M/(t)
and C2r(t), respectively. Orthogonal with the projection operator P1 = At)C -1(A,
the operator Q1 is given by Q1 = I - Pi, where I is the identity operator. The
block-tridiagonal nature of the matrix D simplifies Mr(t) to Mir(z) = i,22
where C2r(t) is written as an operator expression,
Cir(z) = (A2[zI - D1Q 1]-'At)K- (3.32)
On the other hand, the operation expression for the second order reduced correlation
function is
C~r(z) = (A 2[zI - DQ 1]-'A2)K. (3.33)
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By substituting Eq. (3.30) into Eq. (3.33), C2(z) becomes
C(z) = (A2 [(zI -D lQ)- ' + (zI- DQ)-'DoQl(zI- DQ 1)- ] A) ICK
= -C(z)f2(z), (3.34)
which is consistent with Eq. (3.27). As a result, we obtain C2r(t) C(t) and Mlr(t)
Ml r(t), demonstrating the equivalence of our matrix expression and Kawasaki's op-
erator expression for the first order irreducible memory kernel.
Although Kawasaki only provided the operator expression of Mir(t)[58], we can
extend it to higher orders. To be consistent with C2(z) in Eq. (3.32), the n-th order
irreducible correlation function is given by the (n - 1)-th order irreducible operator
Dn-1 as
Cr(z) = (A[zI - Dn-lQn -]- An)k,, (3.35)
which arises from the operator definition, Cn(z) = (feqAn[zI - DQn_]-1'A1)1Cy. As
the extension of P1 and Q1, nonlinear projection operators are Pn - At))- (A and
Qn Qn- - Pn = m.+ P. The operator formalism in Eq. (3.34) gives
n Z , feqA nZI- Dn-lQn-l zI- DQnl
(D - Dl)Q-Izi_ D_ _ ] A CK-1, (3.36)
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which is combined with Eq. (3.27) to give
Dl -= D- DAnl>/C-1
n-- 1
x (An- [D Pml - n--l,' ) n-1 (An-iD. (3.37)
3.4.3 Summary of Slow Functions
Through a systematic analysis, we observe that full and irreducible correlations are
slow functions whereas reduced correlation functions and memory kernels are rela-
tively fast in dissipative systems. Compared to Cn(t) which is defined in a projection
dynamic space {An, An+l,- -}, C(t) and Cnr(t) are both defined in the complete
space {A1 , A 2,.- , An,An+l, }. Physically, lower order modes are usually slower
than higher order modes and linear modes are always the slowest ones. Relaxations of
nonlinear modes in the long time are strongly affected by coupling with slow modes,
represented by QL (t). Once lower order modes {A 1, A2, * , An-,} are projected out,
the resulting reduced correlation function Cn(t) and the memory kernel Mn(t) fail to
capture the slow relaxation of nonlinear modes. Therefore, factoring M l(t) as prod-
ucts of Cl(t) cannot give reliable MC equations, whereas Gaussian factorization has
to be applied onto slow functions. Although the n-th order slow function can have
different forms with the same relaxation time n, our future investigation in several
dissipative systems will be restricted on Cn(t) and Cnr(t).
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3.5 Concluding Remarks
In general, this chapter provides a systematic theoretical approach, the matrix formal-
ism, for dissipative systems. In the following chapters this approach will be widely
applied. As we discussed in the beginning of Sec. 3.3, the matrix formalism can
be considered as a standard approach for all the many-particle systems, including
dissipative and non-dissipative systems. In principle, the matrix formalism is mathe-
matically equivalent to Zwanzig-Mori's projection operator technique. For example,
the irreducible correlation function Cr(t) can be defined by either a matrix or an
operator equation as shown in Sec. 3.4.2. However, the matrix formalism based on
the complete basis set {(A) is more transparent than the operator technique in su-
percooled liquids. In the operator technique, the projection onto linear modes Al by
P 1 excludes the rest of the dynamic space as a fast space by Q = I - P 1. This
generalization is a good treatment when the fast space is too complicated to specify,
or the simple Markovian approximation is reliable, e.g., in the high temperature limit.
The resulting memory kernel M1 (t) will be evaluated phenomenologically or approx-
imated by a 6-function. In supercooled liquids the drastic increase of -1 results from
dynamic feedbacks of nonlinear relevant modes, i.e., the products of relevant modes.
The complete basis set {An) and the resulting matrix formalism thus becomes more
straightforward than the projection operator technique.
The matrix formalism is generalized by the following: with the orthogonal com-
plete basis set An) , the susceptibility and dynamic matrices are introduced as
JCn,, = (AAt,) and 'D,,e = (AnDA',), respectively. The linear correlation func-
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tion Cl (t) is calculated in the Laplace domain through the matrix inversion, Cl(z) =
[(zI- £)-l]ll, where L = D)C-1. Although the inverse Laplace transform from eC(z)
to Cl(t) is difficult, standard matrix techniques are applicable for el(z). Because of
huge number of particles, N -+ oo, the exact inversion of (zI - £) is impossible in
most of N-particle systems, and appropriate approximations have to be introduced.
A direct perturbative method is the basis set expansion, equivalent to Mori's con-
tinued fraction formalism[78]. Another method for normal liquids is the Markovian
approximation. In supercooled liquids strong nonlinear dynamic feedbacks require
non-perturbative closures such as the MC approximation.
Unlike non-dissipative systems, dissipative systems cannot realize the MC equa-
tion by applying Gaussian factorization onto the memory kernel Mil(t). Comparison
between the relaxation time of the reduced and full correlation functions demonstrate
that the complete dynamic space, i.e., the complete basis set {An}, other than any
projected space, i.e., any sub-set of {An}, is required for a slow function in dissipative
systems. As a result, MC closures have to be obtained by approximating nonlinear
slow functions such as the full correlation function C, (t) and the irreducible corre-
lation function Cif(t). Although Gaussian factorization is valid for many systems,
other closures have to be used in some special systems, e.g., the linear closure in the
East model which will be discussed in the next chapter. Besides, we generalize the
irreducible functions Cr(t) and Mir(t) to higher orders, which extends the first order
irreducible memory kernel[20, 58]. Correspondingly, higher order MC equations can
be derived by factoring higher order Cnr(t), which will be tested in the following chap-
ters. Although Cn(t) is directly measurable in experiments and computer simulations,
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the MC closure on C,(t) underestimates nonlinear feedbacks and does not predict an
ergodic-to-nonergodic transition. The extension of the MC approximation to the full
correlation function C,(t) is a open question left in the future.
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Chapter 4
Slow Dynamics in the East Model
In this chapter the matrix formalism introduced in Chapter 3 will be applied to a
special dissipative system, the East model[53, 30].
4.1 Introduction
As we discussed in Chapter 1, slow dynamics of supercooled liquids has been stud-
ied by many models. In 1984 Fredrickson and Anderson (FA) proposed a kinetic
Ising model, where spin dynamics is controlled by local kinetic constraints instead of
many-body interaction potentials[34, 35]. The FA model can be viewed as a phys-
ical realization of the hierarchically constrained mechanism suggested by Abrahams
et al.[80] and exhibits cooperative motions often described by the thermal-statistical
theory of glass transitions developed by Adams and Gibbs[l] and by Wolynes and
co-workers[115, 116]. Jackle and co-workers extended the FA model to a large class
of kinetically-constrained models (KCM), including the East model[53, 30], which is
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the focus of this chapter. A key question one hopes to address with this type of
models is: Can the glass transition be understood from the perspective of purely
kinetic constraints without an underlying thermodynamic transition? This question
has inspired extensive discussions. For example, Garrahan and Chandler explored
the spatial-temporal structures of domain dynamics in the KCMs using the intrigu-
ing concept of trajectory statistics[38, 39]. However, this question is out of the scope
of this thesis. Because of the simplicity of the East model, we expect to achieve a
better understanding of the matrix formalism and the mode-coupling theory (MCT).
The East model is a one-dimensional (1D) spin chain where each spin is only
allowed to flip if the next spin on the right is in the up state. The concentration of
up-spins is given by a constant c, which is related to temperature by c = 1/(1 + el/T).
Among various approaches developed to study this model, the most relevant to our
work is the asymptotic relations and mode coupling closures. Jackle and Eisinger
used the Effective-Medium Approximation (EMA) and the Cluster Expansion Method
(CEM) to calculate response functions[30]. Mauch and Jackle extended CEM and
found that the mean relaxation time increases as 1 O(cl°g 2 C) in the small c limit[77].
Sollich and Evans explained this result by analyzing domains composed of down-
spins between two adjacent up-spins[95, 87, 31, 96]. Aldous and Diaconis provided
a rigorous mathematical proof of this asymptotic result[2]. These known asymptotic
relations and the high-order mode coupling trees (as shown in Fig. 4-1) make the
East model a unique and attractive choice for systematically studying the dynamic
slow-down at low temperatures (i.e., small c values).
Along a different line, MCT has been applied to the single-spin self-correlation
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Figure 4-1: The MC tree for sorting the complete basis set and visualizing mode
couplings, where all the modes upto q8 are displayed.
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function C1 (t) of the East model. Jackle was the first to evaluate the memory kernel
Ml(t) by a Gaussian factorization scheme: M(t) cc C2(t)[30]. The prediction from
this approximation is not satisfactory when compared with simulations. In Chapter 3
we have demonstrated that the mode-coupling (MC) equations have to be obtained
from the irreducible memory kernel Mir(t)[58]. Pitts and Anderson developed an
elegant diagrammatic theory for KCMs and obtained the irreducible memory kernel
from a set of irreducible diagrams[83, 82]. A subset of these irreducible diagrams leads
to the simple mode coupling approximation (SMC) for the East model: Milr(t) 
c(1 - c)Cl(t). The resulting correlation function is reliable for c > 0.5 but does not
decay to zero for c < 0.5 (T = oo). It is known that the East model does not have a
glass transition at a non-zero temperature and exhibits a divergent time-scale only at
c = 0 , i.e., Tg = 0. To avoid the unphysical ergodic-to-nonergodic transition, Pitts
and Anderson extended SMC to the extended mode coupling (EMC) by incorporating
higher order diagrams through a difference function A(z). The prediction of EMC
removes the plateau but decays too fast for c < 0.5. A central result of this chapter
is to derive SMC and EMC through the matrix formalism and improve the accuracy
of our prediction in the temperature regime between Tc and Tg through the use of
the asymptotic relations and better mode coupling closures. An interesting outcome
is the equivalence between the two formalisms for the East model as demonstrated in
Fig. 4-5.
Following the matrix formalism, the starting point of our calculations is the com-
plete basis set in Sec. 4.2[82, 57, 90]. The truncated basis set expansion represented
symbolically by the mode coupling tree in Sec. 4.3 is a direct and systematic method
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to calculate the single-spin self-correlation function C1(t). In Sec. 4.4 the basis expan-
sion combined with the small-c asymptotics allows us to evaluate the mean relaxation
times of linear and nonlinear spin correlation functions, as well as their relationships,
which confirms the conclusion in Chapter 3 that the complete dynamic phase space
rather than any projected sub-space is required in describing slow dynamics of dissipa-
tive systems. As a result, full correlation functions Ck(t) and irreducible correlation
functions Ckr(t) defined in the complete space are slow functions, whereas reduced
correlation functions Cr(t) and standard memory kernels Mk(t) defined in projected
space are not necessarily slow. MC closures or long-time asymptotic relations must
be applied to Ckr(t) and Ck(t), which are related through a simple identity.
Linear relations between Cl(t) and Cr (t) allow us to recover Pitts and Andersen's
SMC[83, 821 and its higher order generalization in Sec. 4.5. To remove the plateau
predicted by SMC closures, we calculate perturbatively a difference function A(z)
between the exact .l'r(z) and the SMC closure in Sec. 4.6.1, resulting in the EMC
formulation proposed by Pitts and Andersen[82]. From accurate long-time asymp-
totic relationships, we derive a long-time correction method, which agrees with the
simulation for small c in Sec. 4.6.2. However, all these microscopic methods can only
describe cooperative motions in a limited temporal range and are not applicable near
the divergence point.
In Sec. 4.7, we discuss the stretched exponential functional form in the East Model.
The stretched exponential form predicted by domain dynamics is found to fit C1 (t) in
a limited temporal range[31, 96, 83, 9]. Computer simulations show that the two-spin
correlation function C2 (t) can be clearly separated into a short-time regime described
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by the basis set perturbation and a long-time regime fitted by a stretched exponential
form. As a convolution of C2 (t), the approximation to Cl(t) agrees with simulations
over the whole temporal range. This result supports indirectly the notation of domain
dynamics, which can becomes an alternative approach to improve mode-coupling
closures.
4.2 Complete Basis Set of the East Model
We present a brief introduction of the East model in this section[53, 30]. Its complete
basis set qn} is constructed following the general approach by Oppenheim et al.[57,
90], and is the fluctuation basis defined by Pitts and Anderson[83, 82]. The dynamic
matrix D is obtained by expressing the diffusion operator D in qn}[90].
The East model is a one dimensional chain of spins that can have two values,
ni = 1, 0[53, 30]. A spin at position i can change the value of ni only if its nearest
neighbor on the right, spin i + 1, is in the upstate, ni+l = 1. The corresponding rate
constants are kol = c and k1l 0 = 1 - c. By satisfying the detailed balance, the
average concentration of up-spins (ni = 1) is c, which is related to the temperature by
c = 1/(1 + el /T) for 0 < c < 1/2. In the picture of the time-dependent spin variable
ni(t), the equation of motion is[30]
hi(t) = Dtni(t) = -ni+l(t)6n(t), (4.1)
where D t is the backward diffusion operator and 6ni(t) is the occupation fluctuation,
80
hni(t) = ni(t)-c. The equilibrium distribution of the system is trivial, feq(ni = 1) = c
and fq(ni = 0) = 1 - c.
Following the matrix formalism introduced in Chapter 3, we construct the com-
plete basis set using products of linear relevant dynamic variables, which arise from
the occupation fluctuation[30],
ni
Al(i)= (4.2)
which satisfies (Al(i)) = 0 and (Al(i)Al(i')) = ii, where 6ii, is the Kronecker delta
function. Nonlinear modes are generated from spins at different sites because of the
identity nS n (s > 0). Each m-th (m > 1) order nonlinear mode factorizes as
Am(ili2 . i) = AI(il)Al(i 2) Al(i,), (4.3)
where the indexes are ordered as (i1 < i2 < . < i) to avoid overcounting. Since
each mode is a unique function of its sequence, (ili 2 .- i) represents mode Am
unambiguously. As a result, the complete basis set is orthonormal, (A,mAm') = ,m,,
and the susceptibility matrix K becomes trivial, K = , where Z is the unity matrix.
We expand the diffusion operator D in this complete basis set to construct the
dynamic matrix VD, defined as Vm, _ (AmDAm,). We prove in Sec. 4.9 that the
diagonal matrix element is
Zm,m = (Am(ili 2 .im)DAm(ili2 . . im)) -[(m - p)c + p(l - c)], (4.4)
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where p is the number of spins that satisfy i[k+l] = ik + 1. Off-diagonal elements are
non-zero for the coupling between Am and modes in the set {Am,}, which is{ Aml(ili 2 iki[k+] .. im) if i[l] = ik + 1, (4.5)
Am+l(ili2 ' ik, [ik + 1], i[k+l] '' im) if i[k+l] > ik + 1,
and all the non-zero off-diagonal matrix elements have the same value,
Dm,m, = (AmDAm') = - C(1 - c). (4.6)
We denote the space composed of the modes with the same first spin i as Fi. Since each
mode in the space ri is only influenced by other modes in ri, ri is an independent
closed sub-space of r. Our future derivations are restricted to F0 , which will be
considered the complete space (basis set) in the remainder of this chapter.
4.3 Basis Set Expansion
The structure of matrix D implies that there is no cross correlation function between
different spins in the East model: Cl(i, j; t) (Al(i)eDtAl(j)) = Cl(t)6i,j, where C1(t)
is the single-spin self-correlation function. As the first step of our theoretical analysis,
we apply a basis set expansion method to calculate Cl(t) = (Al(O)eDtAl(O)).
For convenience, we sort all the modes in r 0 into basis sets of different orders,
denoted by qk where the order index is k. Note that qk refers to a set, whereas Am to
a single mode in this chapter. Beginning with the first order basis set q = {A1(0)},
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each subsequent (k+ 1)-th order basis set qk+l is composed of modes that are coupled
to one or more modes in the k-th order basis set qk. Each dynamic block matrix thus
satisfies
Dk,k' - (qkDqkl) = D)k,k±lk',kl + Dk,kk',k- (4.7)
As shown in Fig. 4-1, the first four basis sets are q = A1(O)}, q2 = A2(01)},
q3 = A 3(012)}, q4 = A2(02), A4 (0123)}. The dynamic matrix D becomes a block-
tridiagonal matrix after sorting.
To visualize D, we introduce the MC tree shown in Fig. 4-1. Numbers preceding
a bracket denote the spin sequence of a mode, and the number inside the bracket
denotes the eigenfrequency Qf of this mode, i.e., negative of the corresponding diagonal
matrix element of D. For example, O[c] represents Ai(0) with Q1 = c, and 01[1]
represents A2(01) with fl2 = 1. The modes in the same column belong to a basis
set of the same order. Each arrow represents a nonzero kinetic coupling by Eq. (4.6)
between the two modes connected by this arrow, corresponding to off-diagonal block
matrices Dk,k+l and Dk+l,k. For example, arrows between q4 = A 2(02), A4 (0123)}
and q5 = {A 3(023), A 5(01234), A 3(013)} give
D. = -vC- (1- c) , and D5,4 = -c(1-c)
~~~~~~4=-c10])
1 1
0 1
0 1
(4.8)
As discussed in Chapter 3, the single-spin self-correlation function Cl(t) is cal-
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culated in the Laplace domain by inverting the matrix (z - D). In this section the
basis set expansion is applied. Truncated at the first order basis set ql, we have
zI - D) z z1 - 1,1 = z + c and C(l)(z) = (z + c)-'. Truncated at q2, we have
[ ZI-D1 , 1 - 1, 2 z+c [ C( )
-D 2 ,1 zI -/ 2,2 c( -c) z+ 1 
and C(2) (z) = [z + c - c(1 - c)(z + 1)-1]-1. In general, truncation at qk ignores all the
modes higher than qk, which results in the the k-th order basis set expansion,
C()(z) = 1/z+c-c(1 -c)/z+1 -c(1 -c)/z+2-c -...... /z+- k, (4.10)
where matrix manipulations are implicit.
By plotting C(3)(t), C6)(t) and simulations in Fig. 4-2, we find that with the
increase of expansion order, the accuracy of the theoretical predictions systematically
increases. For a large c (0.8), the truncation at q3 already provides a reliable prediction
of Cl(t). As c decreases, the minimum truncation order to reliably predict Cl(t)
is around c-', which implies that the expansion method is not practical near the
divergence point, cg = 0 (Ts = 0). In fact, C()(t) predicted from the truncation
technique is a multi-exponential function of t. Heterogeneous cooperative motions
suggest that C1 (t) follows a more complicated form as demonstrated by Pitts, Young
and Andersen[83].
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tFigure 4-2: Comparison of the single-spin self-correlation function, Cl(t), from basis
set expansions and from simulations for c = 0.2, 0.4, and 0.8. The dashed lines are
C(3)(t) truncated at q3 = {A 3(012)}. The solid lines are C(6)(t) truncated at the sixth
order basis set q6 including A2(03), A4(0124), A 4(0134), A4 (0234), and A 6(012345)}.
The symbols are simulation results.
4.4 Mean Relaxation Time and Slow Dynamics of
Nonlinear Modes
To improve the prediction of C1 (t), the non-perturbative approximations such as MC
equations are expected in the small c limit. Before examining MC closures in the
next sections, we evaluate the mean relaxation time of linear and nonlinear modes
in the East model. As discussed in Sec. 3.4, the irreducible memory kernel Mn(t)
is preferred to the memory kernel Mn(t) in the MC closure for dissipative systems.
Here we demonstrate this preference through the example of the East model.
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4.4.1 Lowest MC Tree
The mean relaxation time of the linear mode is defined as ir- fo dtCl(t) = C(0),
which can be evaluated by the basis set expansion. Following Mauch and Jackle's
approach[77], we attempt to achieve the dynamic scaling by calculating Ti(N) for a
finite N-spin chain beginning with spin 0. Imposed by a fixed boundary condition,
nN(t) = 1, we have T1(1) = C- 1 for a 1-spin chain, and
-1(2) = (1- :)l,2Q2 lD2 ,1)-1 = [c - c(1 - )- 1 = c- 2 (4.11)
for a 2-spin chain. To facilitate calculations of r(N), we apply the MC tree introduced
in Sec. 4.3 to finite spin chains. Because only spin i (0 < i < N) is involved in the
N-spin chain, a new finite MC tree for this chain is constructed by excluding all
the modes with spin j(> N). Note that a truncation at spin N is different from
the truncation at qk for C(k)(t). As a result, the highest order reduced correlation
function is Ck(z) = (z + QK)-1 , where K denotes the highest order basis set in
the new MC tree. All the lower order functions are then recursively obtained, e.g.,
C2(z) = (z + 1)-1 and r1(2) = c- 2 for the 2-spin chain. The MC trees for 3-spin and
4-spin chains are shown in Fig. 4-3, giving -1(3) c° O(c-2) and -1(4) C-° O(C 3 ).
Similar to Mauch and Jackle's calculations[77], we find that modes in a finite MC
tree contribute to Tl at different orders of c. For example, for the 4-spin chain, the
lowest MC tree,
O[c] - 01[1] - 012[2 - c] - 02[2c] - 023[1 + c],
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_ _
3-Spin Chain: 0[c]-- 011)--- 01212-c] - 02[2c]
ql q2 q3 q4
02[2cJ (0231 +c
4-Spin Chain: O[cl-()I 11 I- 012[2-c
0123[3-2c] 013[1+cl - 03[2c1
ql q2 q3 q4 q; q;
Figure 4-3: The mode coupling(MC) trees for 3-spin and 4-spin chains. As a result of
truncation at spin 2 and spin 3, q in the 3-spin chain and q5, q in the 4-spin chain
differ from their counterparts in Fig. 4-1.
provides the leading term, r1(4) _ O(c-3 ), while a branch,
0123[3 - 2c] ) 013[1 + c] , 03[2c],
only help modify the coefficient of c-3 . By extrapolating results for N(< 16)-spin
chains, we find that rl(N) is predominantly determined by the lowest MC tree in the
small c limit. If s is a positive integer, the lowest MC tree for an N(= 2S)-spin chain
is constructed by excluding all the branches beginning with a mode having more than
s + 1 spins in the MC tree for the N-spin chain. The number of spins in each mode is
less than or equal to (s + 1) for the lowest MC tree, and the leading term of rl(N) is
given by r(N) c-° O(c-8-'), which is also valid for an N-spin (28 < N < 2s +1) chain.
The lowest MC tree for a 8-spin chain is shown in Fig. 4-4 as another example. The
proofs for an arbitrary chain of finite length are given in Refs. [77, 95, 87, 31, 96, 21.
The mean relaxation time, r1, for an infinite spin chain is derived from rl(N)
in the limit of N -* oc. Simulations and theoretical calculations have shown that
the relaxation of spin 0 is mainly controlled by the first up spin on the right[53,
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02451 +1+2c
02[2c] 7 023[1+cl- 0234[2]- 02413cl <
O[c]- 01[1]- 012[2-cl] 0124121 -MCI
0123[3-2c| MC2
/ 04[2c] 0146[1+2c]
MCI: 014[1+c]l 0451 11- 0456[21- 04] 0 46[3c7 
014512]1 0467[1+2c
0312cl 0135[1+2c
MC2: 01311+cl < 034[1+c] - 0345[2]- 035[3c]
0134[21 0356[1+2c]
Figure 4-4: Truncated at spin 7, the lowest Mode Coupling(MC) tree for a 8-spin
chain, where labels of basis sets are omitted. The number of spins for each mode is
smaller than or equal to 4 (1 + log2 8).
95, 87, 31, 96]. Since the mean distance between two adjacent up spins is c-1 in
equilibrium, it is reasonable to set N = c- l as the effective chain length of the
infinite spin chain, giving r ° O(c°g2C). This result has been derived rigorously
elsewhere[77, 95, 87, 31, 96, 2].
4.4.2 Slow Dynamics of Nonlinear Modes
In the previous subsection, we discussed the dynamic scaling of the East model by
studying 1. As the products of linear modes, the relaxation of nonlinear modes also
becomes slow as c -* 0. By calculating the mean relaxation times of the reduced and
full correlation functions, we investigate slow dynamics of nonlinear modes in this
subsection. In the small c limit, 1 scales as rl - O(c-S), where s - O(log 2 c-') c-0
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oo. The mean relaxation time for the second order reduced correlation function is
= c(l ) 1 1 + c+ ( 2 ), (4.12)
where r2 differs from 1 in the order of c, and does not diverge in the small c limit. On
the other hand, the mean relaxation time of the second order full correlation function
C2(t) is given by
T2 = C2 (0) = -(-') 2,2 O(C -S+ ) Cr,. (4.13)
By definition, r2 is obtained from the projected space {q2, q3,' }, whereas r1 and 1-2
are both from the complete space {ql, q2, - }. Equations (4.12) and (4.13) confirm
the conclusion in Sec. 3.4 that the complete dynamic space rather than projected
spaces is required for nonlinear slow dynamics. Another interesting result is that
the simple Gaussian factorization scheme is not valid in the East model because of
asymmetrical kinetic constraints[30]. For q = {A2(01)}, the kinetics of spin 0 is
controlled by the state of spin 1, whereas spin 1 is independent of spin 0. From this
microscopic picture, a reasonable factorization scheme is C2 (t) ,: cCl(t) where spin 0
achieves equilibrium quickly and spin 1 has a slow relaxation. Eq. (4.13) is consistent
with this factorization scheme. We extend the calculation of the mean relaxation
89
times to the third order, obtaining
-3r = -[(D)- l]l,l 1 c + O(c2), (4.14)
T3 = -(D-1)3,3 O(C- , +2 ) C2l 1 Cr2. (4.15)
The slow dynamics of q3 is again described by C3 (t) over {ql, q2, } whereas C3(t)
over a projected space {q3 , q4, } is fast. Extrapolating calculations of the nonlinear
mean relaxation times to higher orders, we find that near the divergence point of the
East model, i.e., c -- 0, rk -k- oo and 0 < -r fiL << k are valid, indicating that
Ck(t) always decays much slower than C(t) in the long time.
As discussed in Sec. 3.3, another kind of nonlinear slow functions are irreducible
correlation functions Ckr(t) defined in Eq. (3.26) and the corresponding irreducible
memory kernel M"(t) = Dk,k+1Kk+l,k+lCk+l(t)D)k+l,kgk-k. The recursive expression
of Cr(t) is provided in Eq. (3.29). Here we will not repeat the derivations. In com-
parison to Ck (t), Ckr(t) has slower initial but similar long-time behavior with the same
mean relaxation time.
Through the detailed investigation of the mean relaxation times of linear and
nonlinear correlation function, we confirm the conclusion in Chapter 3 that full and
irreducible correlation functions are slow functions, whereas reduced correlation func-
tions and memory kernels are relatively fast in dissipative systems. In the next sec-
tions nonlinear slow functions Cr(t) and Ck(t) will be used to obtain non-perturbative
closures in the low temperature limit, i.e., c -* 0.
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4.5 Simple Mode Coupling (SMC)
In the remainder of this chapter, we discuss the relationships of Cir(t) and Ck(t) with
MC closures and other non-perturbative approximations. Studying such a simple
kinetic system can help us improve our understanding of MC in the regime of Tg <
T < T,. The first order simple mode coupling (SMC) approximation is derived in
this section after comparing C2(t) with Cl(t). The second order SMC based on C2 (t)
and C3r(t) is found to improve the accuracy of predictions of Cl(t), but introduces the
same unphysical phenomena of the ergodic to nonergodic transition at small c as the
first order SMC.
4.5.1 First Order SMC
The second order irreducible correlation function is obtained from Eq. (3.26),
C(z) = 1 c(l -c) M 2(z)] = z + c - 2(z)]. (4.16)
Comparing Eq. (4.16) with Cl(z) = [z + c - A1(z)] , we find that C2r(t) has the
same initial decay as Cl(t), limt-.oC2r(t) z Cl(t) ' e- g , which makes Cir(t) a better
choice than C2 (t) in the first order SMC. Analysis of rl and r2 gives a long-time
expression, C2r(0) : C1(O) ' O(c-8), where the slight difference between the orders
of c is ignored since s "- O(log2 c - 1) - oo. Similarities between C2(t) and Cl(t) at
both short and long times suggest a reasonable linear MC closure,
C2(t) ; Cl(t), (4.17)
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which is the SMC approximation proposed by Pitts and Andersen using a diagram-
matic method[83, 82]. The equivalence between the diagrammatic method and the
complete basis set formalism is demonstrated in Fig. 4-5. Note that Eq. (4.17) is
not consistent with our factorization argument in Sec. 4.4.2, limtoo C2 (t) Z c Cl(t),
which will be explored to improve SMC in Sec. 4.6.2. Substituting Eq. (4.17) into
eCl(z) = {z + c [1 + (1- c)C r(z)] } ,(4.18)
gives a self-consistent SMC equation,
SMC (z) = + C(z) (4.19)
1 + (1 - )dsMc(Z)
which was first proposed by Pitts and Andersen[83, 82].
In Fig. 4-6, we plot CSMc(t) for c = 0.8, 0.4 and 0.2. Predictions of CSMc(t)
are accurate in the short time because of limt.o Cr(t) - Cl(t), and for large values
of c[82], but CsMC(t) becomes much less reliable as c or T decreases and predicts an
unphysical plateau for c < 0.5, limt-.eO CSMC(t) = (1-2c)/(1-c) > 0. The appearance
of this plateau corresponds to a SMC transition point at cc = 0.5 (To = oo), which
is different from the real divergence point, cg = 0 (Tg = 0). Figure 4-7 shows that
each mode in the MC tree for C2(z) is replaced by lower order modes, e.g., A3(012)
is replaced by A 2 (01), so that C2r(z) is overestimated and we have Tc > Tg. One can
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Pitts and Andersen's diagrammatic expressions Matrix expressions
lcz) I \+ c -c LI)'-i
M (Z) + + L+ 1 ,.2 CZ) L.
SMC • + + + * * * ()
EMC C (z)= C=(z)
A (z) I + Z2 + O * I+a(z)C (z)
Figure 4-5: One-to-one correspondence between Pitts and Andersen's diagrammatic
method and our matrix formalism.
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Figure 4-6: Comparison of C1 (t) from the first and second order simple mode cou-
pling(SMC) approximations and from simulations for c = 0.2, 0.4, and 0.8. The
dashed lines are the first order SMC results calculated from Eq. (4.19). The solid
lines are the second order SMC results calculated from Eq. (4.24). The symbols are
simulation results.
further understand the first order SMC through a continued fraction,
CSMC(z) = 1/z + c - c(1 - c)/z + 1 - c(1 - c)/z + 1-... , (4.20)
which corresponds to a MC tree without branches,
0[c] ,01[1] , 12[1] ) 2311] >. - * (i, i + 1)[1] --
indicating that the first order SMC is a mean-field approximation in which each spin
is affected by a 2-spin segment. Only two eigenfrequencies, Q1 = c and Q2 = 1, appear
in the partial resummation. However, simulations and theoretical calculations suggest
that C1(t) is a weighted average over domains at low T[96].
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02 12c I
MCTreeA: Oc]l- - 01111- 012[2-cl · · ·
0123[3-2cI
ql q2 q3 q4
0212cl
MCTreeB: 01[1-c(I-c)/c=c - 01 212-cj] * · *
012313-2cl
q2 q3 q4
Figure 4-7: Two MC trees for the first order SMC approximation. As an abbreviation
of Fig. 4-1, MC Tree A corresponds to Cl(z), whereas MC Tree B is for i(z), where
the eigenfrequency Q2 of mode A 2(01) is modified to 2ir.
Our calculations of the East model suggest serious deficiencies of MC in the tem-
perature regime between Tg and T¢. As shown in Chapter 1, we find that a four-
point correlation function is similarly overestimated by the Gaussian factorization
scheme[ll0, 112]. Recently, Schweizer combined the MC approximation with a hop-
ping model by a phenomenological potential and significantly improved the prediction
of the glass transition point in a hard-sphere liquid[91, 89]. However, it remains a
challenge to develop a microscopic technique to predict a crossover from the MC
trapping to the hopping process for Tg < T < Tc.
4.5.2 Second Order SMC
Ve now extend Andersen's SMC to higher orders. Although different MC closures
are possible, a simple calculation involving C:'' (t) and C2(t) is presented as an example
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of higher order SMC approximations. Explicit expressions of C2(z) and Cr(z) are
C2(z)= [zi+1 zC(lc ]A42(z)] (4.21)rc(1 - ) ga ^ -1
cr(Z)= [z± +2-c- ) -M 3(Z)]= [z + 1 - A3()] , (4.22)
respectively. The initial relaxations of these two functions are the same, limt- 0 C2(t) m
C3r(t) e- t. The integrated life times, r2 and r3, give a long time relationship,
C2 (0) C(0) O(c-), where we once again ignore the slight difference in the
orders of c. Because of these two limiting relationships, a linear SMC closure,
C3(t) C2(t), (4.23)
gives
SMC(z) [ 1 -c(l - c) c(1- C)eSMC(z) (4.24)
z + 1 + (1 - C)SC(z)
which is used to obtain Cl(t).
In Fig. 4-6, we compare C1 (t) predicted from Eq. (4.19), Eq. (4.24), and simulations
for c = 0.8, 0.4 and 0.2. Although a rigorous calculation shows that the transition
point predicted by Eq. (4.24) is the same as that by Eq. (4.19), c, = 0.5 (Tc = o),
the value of the long-time plateau of C1 (t) decreases from (1 - 2c)(1 - c)- l to (1 - 2c)
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for c < 0.5. Rewriting Eq. (4.24) as a continued fraction,
SMC2 (z) = 1/ + c( - c(-c)/z + 2 - c -
zzcc( 1 - c)) * - (4.25)z + c
reveals that the second order SMC is a mean-field approximation in which 3-spin
segments are involved. Similar results can be found for other higher order SMC
approximations. Recently, Szamel improved the MC prediction of the glass transition
point in the hard-sphere Brownian liquid by the second order calculation[97]. Our
results for the East model suggest that higher order MC approximations have the
potential to predict the glass transition but difficulties remaintll0].
In this section, we derived two SMC approximations for the East model, through
comparisons between Cl(t) and C2r(t), and between C2(t) and C3r(t), respectively. Our
calculations suggest that SMC has difficulties for Tg < T < Tc because the partial
resummation overestimates slow functions of nonlinear modes, e.g. C2r(t). The second
order SMC improves prediction but still fails to remove the unphysical plateau.
4.6 Nonlinear Closures Beyond SMC
Discussions in the previous section show deficiencies of SMC approximations in the
regime between Tg and Tc. In this section, we study two alternative MC methods and
in next section, we study a numerical approalh based on domain dynamics.
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4.6.1 Extended Mode Coupling (EMC)
As c decreases, detailed nonlinear kinetics in the East model become increasingly
important and cannot be simplified as in SMC. Exact expressions for Cl(z) and Cir(z)
suggest
c2r() = {Z + C- Ml() + [I(Z) - 2(Z)] }1 = [C1(z) + /(Z)] -1 , (4.26)
where a difference function is defined as A(z) Ml(z) - 2(z). Substituting
Eq. (4.26) into Eq. (4.18) gives the self-consistent equation,
[=c( -c)
EMC(z) =Z +C- [MC(z)]I- + A(z) + 1 - c (4.27)
which is consistent with Andersen's extended mode coupling(EMC) approximation.
In Ref.[82], Pitts and Andersen obtained expressions for A(z) through a set of dia-
grams, which represents corrections to SMC. Here Eq. (4.26) gives an explicit defi-
nition of A(z) which allows systematic calculations. Fig. 4-5 demonstrates the rela-
tionship between the matrix and diagrammatic approaches.
We evaluate A(z) by basis set expansion. To be consistent with Sec. 4.3, the order
of A(z) is defined by the order of the highest basis set involved in the calculation.
For example, truncated at q2, we get A((2)() = c(l - c)(z + 1)-'; A( 3)(z) is truncated
at q3,
A(3)(z) c(1 - c) _ c(l - ) (4.28)
z + 1 () z + 2 -c'8)
z+2-c
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Figure 4-8: Comparison of Cl(t) from the extended mode coupling(EMC) approxi-
mations and from simulations for c = 0.2 and 0.4. Using Eq. (4.28), the dashed lines
are calculated from A(3 )(z) truncated at q3. Similarly, the solid lines are calculated
from A( 6)(z) truncated at q6 and cannot be distinguished from C(6)(t) by basis set
expansion in Fig. 4-2. The symbols are simulation results.
In Fig. 4-8, we plot CEMC(t) evaluated by A( 3 ) (z) and ( 6)(z) along with simulations
for c = 0.4 and 0.2. The persisting long-time plateau of CSMc(t) is removed. Com-
paring Fig. 4-2 and 4-8, CEMC(t) and C(k)(t) at the same order are indistinguishable.
To understand these results, we rewrite Eq. (4.27) as
cEMC(Z) = 1/z + C - c(1-c)/z + 1+ A(Z)- C(1 -c)/... (4.29)
Since (0) - O(c - l') > 0, we have CEMC(t) t-o 0 and the plateau is removed.
Expanding A(k)(z) in Eq. (4.26), the leading term of CEMC(z) is
(4.30)
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dEMC(_) 'zz 1/2 + C - C - CZ + - C - ...· /Z Pk,
which is indistinguishable from Ck) (t) at the same order. Eq. (4.30) also shows that
the reliable prediction of CEMC(t) at a given c is obtained through expansion to order
of c-l, indicating that the EMC approximation is not practical in the small c limit if
A(z) is evaluated perturbatively.
4.6.2 Long-Time Correction
We introduce a long-time correction by considering accurate asymptotic relationships.
In the first order SMC, the short-time similarity between Cl(t) and C2r(t) is guaran-
teed, but the different long-time c-dependence is ignored. Assuming two limiting
expressions Ml(O) - c - O(cs) and M 2(0) m c - O(c-l1 ) can be extended to the
whole z axis, we have
Ml(z) : c + C [ -2(Z) C] (4.31)
Using Eq. (4.31) as a closure, we have a new self-consistent equation,
dLT)() = +- [ )(z (1-c)(c) (4.32)
where the superscript 2 in dLT(2)(z) indicates that the long-time correction is applied
to the second order memory kernel. Although this correction removes the plateau in
CSMC(t), the underestimation of M 1 (t) in the short time makes CLT(2)(t) decay much
faster than simulations in the long time. A long-time correction based on M 2 (z) and
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Figure 4-9: Comparison of Cl(t) from long-time corrections and from simulations for
c = 0.2. The dashed line is the long-time correction result obtained from Eq. (4.32).
The dot-dashed line is obtained from Eq. (4.33). The solid line is obtained by sub-
stituting Eq. (4.34) into Eq. (4.10). The symbols are the simulation result.
M/ 3(z) gives
LT(3))= {z+c- c(1- c) 
z +1- C(LT C(1-c)[dLT(3)()]1_i+C2(1_c)(lC 2)z
Calculating M3 (z) and M4 (z) in the 8-spin chain, we obtain another long-time cor-
rection,
(z) 2(1 - 3 2 - C3 - c5)[T( 4 )(Z)]- 1 - (1 - c)(1 + C)2 [Z - 2 (1 + C)2]
(1 - ){[ClT()(Z)]-1 C(1 + c2( + C)2 - Z2(434)
which is solved self-consistently with CLT(4)(z). In Fig. 4-9, we compare CT(t) pre-
dicted by these three long-time corrections and from the simulation for c = 0.2. We
find that CLT(4) (t) agrees with the simulation in a broad temporal range, but one must
still truncate the expansion at high orders for small values of c.
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In this section, we developed two MC-based methods to improve SMC. Although
the incorrect long-time plateau of CSMC(t) is removed by both methods, the improve-
ment of predictive power depends on the truncation of the basis set, scaling as c- l
for c -+ 0. EMC results are indistinguishable from those by the basis set expansion,
while the long-time correction method becomes less systematic as truncation order
increases. In general, MC-based closures become difficult near the glass transition
point Tg because of cooperative motions on large scales.
4.7 Stretched Exponential Form
From the previous sections, we find that the analytic methods associated with the
basis set expansion are not practical in the small c limit. In this section, we discuss
the stretched exponential form, which is commonly applied to systems exhibiting slow
dynamics. In principle, the correlation function CA(t) for a many-particle system can
be obtained by averaging over all the configurations,
CA(t) = Ep(L)CA(L,t), (4.35)
L
where p(L) is the equilibrium density of a configuration L, and CA (L, t) is the correla-
tion function associated with this configuration. Although kinetics differ as L varies,
a scaling behavior is valid in many systems[50], CA(L, t) z G[t/r(L), {aL}], where g
is a scaling function, r(L) is the relaxation time associated with configuration L, and
{aL} is a relevant parameter set dependent on L. This scaling has been demonstrated
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for the large length and long time scales[31, 9].
Our scaling argument for the East model is motivated by Garrahan and Chandler's
study of domain dynamics[38]. As we mentioned in Sec. 4.4.1, simulations and theo-
retical calculations indicate that the relaxation of spin 0 is mainly controlled by the
first up spin on the right. Down spins between two adjacent up spins form a dynamic
domain L, the size of which is denoted by 1. Since kinetic contributions from spins
outside L are negligible before L relaxes, the relaxation of spin 0 is approximated as
a weighted average over all the domains (0 < 1 < oo). In the continuum limit, the
equilibrium domain density is given by a Poisson distribution, p,,(l) = ce-d, which
gives
Cl(t) | dl ce-iCl(l,t), (4.36)
where C1(1, t) is the correlation function for a domain of size 1. In the second chap-
ter on the East model from our group[106], C(1, t) is evaluated by simulating do-
main life times; the corresponding averaged life time accurately reproduces C(t)
except for short times. The initial relaxation is mainly controlled by first few modes,
which differs from domain dynamics. For simplicity, we evaluate C1(1, t) with a sim-
ple exponential form, Cl(l,t) t exp{-t/r(1)}, where r(1) is the mean relaxation
time for a finite chain, r(l) O(c-I°g21). Using the saddle point approximation,
(a/81) exp{-[cl + c10921 t])} i, = 0, a crude estimate of Cl(t) in Eq. (4.36) is
Cl(t) / dl ce-Ce-ttg2 ~ e- CZ(Ote- tln l"(t)O °g2c -- e- e t? , (4.37)
2o
103
tFigure 4-10: Comparison of C2(t) from simulations and the stretched exponential
approximation for c = 0.4, 0.2, 0.1, and 0.05. The symbols are simulation results.
The solid lines are calculated from Eq. (4.38), where b, r and P are fitting parameters
as show in Table 4.1.
where limco0 p3 O ([log2 c-1 ]- ) - 0 is applied. Thus, the long-time decay of Cl(t)
follows a stretched exponential, which was first shown by Garrahan and Chandler[38].
The stretched exponential is applicable in the long time limit and cannot describe
Cl (t) in a broad temporal range. In fact, the simulation by Andersen and his coworkers
indicates the lack of evidence for exponential or stretched exponential behavior over
a broad range of time scales[83]. Recently, Sollich and Evans argued that a real
functional form of Cl(t) is more complicated than Eq. (4.37)[31, 96]. The fact that
predictions of Cl(t) are improved by high order SMC suggests testing the stretched
exponential form for slow functions of nonlinear modes. To facilitate comparisons
with simulations, we consider C2(t) instead of Cr(t). Simulations in Fig. 4-10 suggest
that C2(t) exhibits a clear time-scale separation. A multi-exponential function from
the basis set expansion truncated at q5 is applied in the short time, whereas a stretched
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0.05 0.04911 8.122x105 0.3346 149.1
Table 4.1: Fitting parameters for C2fit(t) in Eq. (4.38).
exponential is fitted in the long time. The overall fitting function is
C2(t) C25) (t)e(to- t) + C2fit (t)(t to)
8
- aie-'t(to - t) + be-(t/T)e(t - to), (4.38)
i=l
where the perturbation function C25)(t) with {ai) and {wi) is truncated at q5 similar
to C( )(t), and an asymptotic function Cft(t) is fitted by three parameters, b, r and f.
Here O(t) is the Heaviside step function, and to is determined by C2)(t ) = Cfit(to).
The fast equilibration of spin 0 in A2(01) determines b O(c), and 7 O(Cl° g 2c) and
~0 ([log2 c-l1 ]- ) are determined by Eq. (4.37). As shown in Fig. 4-10, Cit(t) agrees
with simulations for several values of c. Eq. (4.38) is valid not only for small values
of c (0.05) but also for intermediate values (0.4). The stretched exponential form is
applicable to C2(t) over a wide temperature range. Next we calculate Cl (t) from C2(t)
by substituting Eq. (4.38) into the recursive equation of the full correlation function in
Eq. (3.24). The results are plotted with simulations in Fig. 4-11, exhibiting agreement
in the whole temporal range. The fitting parameters for each value of c are displayed
in Table 4.1. As a convolution of Cit(t), Cl(t) has a more complicated form than the
stretched exponential.
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9.732x 103
0.40
0.20
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0.3358
0.1839
0.09474
0.6483
0.5339
0.4443
4.174
5.290
36.93
b 7TC to
tFigure 4-11: Comparison of Cl(t) from simulations and from the asymptotic approx-
imation for c = 0.4, 0.2, 0.1, and 0.05. The solid lines are calculated by substituting
C2(t) from Eq. (4.38) into Eq. (3.24). The symbols are simulation results.
In summary, we discussed the stretched exponential form arising from domain
dynamics. The second order correlation function C2(t) is fitted phenomenologically
to a stretched exponential in the long time, and calculated according to truncated
basis set expansion in the short time. Using the matched C2(t), we find agreement
between the approximated Cl(t) and simulations. Compared to analytical methods
in the previous sections, this functional form describes kinetics near the glass transi-
tion point. However, as a first-principle theory, we need to develop more systematic
approaches to describe domain dynamics.
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4.8 Concluding Remarks
4.8.1 Summary of Results
In this chapter we systematically analyze kinetics of the East model based on the com-
plete basis set and the dynamic matrix D. A mode coupling(MC) tree is designed to
organize the infinite matrix D to be block-tridiagonal. The finite-order-truncation of
the complete basis set leads to a systematic approach to calculate the single-spin self-
correlation function Cl (t). Our effort establishes a one-to-one correspondence between
the elegant diagram theory by Pitts and Andersen [82] and our matrix formalism as
shown in Fig. 4-5. The evaluations of mean relaxation times of linear and nonlinear
modes confirm the preference of the irreducible functions, Cr(t) and M(t), to the
reducible correlation function Ck(t) and the memory kernel Mk(t) in the MC closures
for dissipative systems.
Applying the algebraic relations between Cl(t) and C2r(t) in the East model, we
find Cr(t) w Cl(t) at short time and Jf; C'r(t)dt x fJ; Cl(t)dt at low temperatures,
which leads to the SMC closure, C(t) Cl(t), first proposed by Andersen and his
coworkers[83, 82]. Although the first order SMC approximation provides reliable
predictions of Cl(t) for large c, it fails for c < 0.5, predicting the transition point
at c = 0.5 instead of cg = 0. As a mean-field approximation, the first order SMC
cannot describe cooperative motions on large length scales. In comparison, the second
order SC improves the agreement but fails to remove the emerging plateau at T,,
indicating the difficulty of describing the slow but finite relaxation in the East model
using a imean-field approach.
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Two analytic methods, EMC and long-time correction, extend SMC. By introduc-
ing a difference function into the irreducible memory kernel to account for nonlinear
kinetics, we recovered Andersen's EMC approximation [82]. The long-time correla-
tion method is obtained from new MC closures based on asymptotic relationships.
These analytic methods predict the correct divergence point, cg = 0, and can reliably
predict Cl(t) by increasing the order of approximation. However, the minimum trun-
cation order to reliably predict Cl(t) from these two methods scales as c-l, indicating
the difficulties of these methods in the small c limit.
Hierarchical domain dynamics in the East model have been explored recently[38,
39, 95, 87, 31, 96]. Using the saddle point argument, we obtained a stretched ex-
ponential form. The second order full correlation function C2(t) is found to have
time-scale separation, and becomes a natural candidate for the basis set expansion
in the short time and the stretched exponential approximation in the long time. The
resulting C1 (t) agrees with simulations, and supports indirectly the notion of domain
dynamics in the long time at low temperatures.
The East model is probably one of the simplest non-trivial dissipative systems
that exhibit dynamic slow-down and divergence of time scales at low temperatures.
The simplicity of the East model provides a unique opportunity to construct the
mode coupling tree to high orders and to explain the intrinsic dynamic structures in
detail. The insights gained from such analysis are not only valuable for understanding
existing issues of mode coupling theory, but also shed light on how to improve MC
for realistic systems such as colloidal suspensions.
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4.8.2 Implication of Results
The purpose of this chapter is not restricted to the East model but is aimed at a
general understanding of mode coupling theory (MCT) by demonstrating its con-
struction, deficiency, and possible improvement. Here, we assess the predictive power
of our analysis of the East model and explore the broader implication of the matrix
formulation.
Although dynamics and long-time behavior of the East model have been predicted
with exact mathematical procedures, most of these approaches are model-dependent
and lack the generality of the matrix formulation. Because the MCT is a standard
tool for studying dynamics of supercooled liquids, it is meaningful to apply the MC
description to the simple East model and calibrate the underlying approximation
systematically. Pitts and Anderson were the first to develop MC closures to the East
model and proposed simple and extended mode coupling expression[83, 82]. Using the
matrix formulation, we are able to show that the results of extended mode-coupling
(EMC) are almost indistinguishable from those of the basis set expansion method.
The proposed long-time correction works well for c = 0.2, when the system exhibits
strong slow relaxation. Thus, both EMC and the long-time MC closure successfully
extend the validity of standard MCT to lower temperatures.
The strength of the matrix formalism lies in its simple and transparent structure.
To properly assess its predictive power, we must emphasize the differences between
the East model and colloidal suspensions. (1) Mode-coupling approximations belong
to a class of me(an-field approximation, which by definition works better if the inter-
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actions are more homogeneous. The East model has strong directional local dynamic
constraints, which render mode coupling approximations less accurate. (2) Because
of the unique coupling, the East model has a linear closure, whereas Gaussian factor-
ization and quadratic closures are often used for colloids and liquids. (3) The East
model has dynamic divergence at c = 0, while the hard-sphere colloid system has a
finite transition density observed experimentally[44]. More importantly, the length
scale of dynamic domains in the East model diverge at the glass transition temper-
ature. In real systems, the length scale does not grow to infinity. Consequently, the
East model may very well represent a more difficult case than colloid suspensions and
other realistic systems, for which the matrix formulation will be more reliable. To
support the above arguments, we will apply the matrix formalism to calculate the
dynamic scattering function of colloidal dynamics in the next chapter.
It is known that the standard MCT formalism is not adequate for describing the
glass transition or the long-time behavior of supercooled liquids. However, combining
complementary perspectives significantly extends the validity of standard MCT. For
example, in the 2-D rotor paper, we used the hydrodynamic basis set for the high
temperature phase and the spin wave basis set for the low temperature phase[107].
The connection between the two different basis sets remains a challenge. Another
possibility is to use the low-temperature phase to guide high-order corrections. In
a sense, the stretched exponential approximation is an example motivated by this
possibility. Scaling relations combined with thermodynamics may very well provide
the basis for understanding the low temperature behavior and serve as the proper
input for constructing high-order MCT closures.
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4.9 Appendix A: Dynamic Matrix in the East
Model
We construct a matrix D to represent operator D in the complete basis set of the East
model introduced in Sec. 4.2. The detailed calculations on the matrix elements of D
are presented below based on the fundamental rate equation, DA 1 (i) = -Al (i)ni+,.
For an arbitrary mode Am(ili2... ira), DA,, is given by a linear summation expression,
DAm(ii2 . im)
k= E 1 Al(ij) DAI(ik)
k=l j=(k) A(i
k=1 j=1(#6k)
and the identity n _ n (s > ) is used to simplify this equation. Since the spin
sequence is specified as (il < i2 < ... < i ) to avoid overcounting, only spin ilk+t
and ik + 1 can be the same, giving
(1-c)Al(ik + 1) + V/c(1-c) if i[k+ll = ik + 1
Al (ik+l)nik+l (4.40)
cAl(ik+l) + c(l - c)Al(ik + 1)Al(ik+l) if i[k+l] > ik + 1
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(4.39)
Substituting Eq. (4.40) into Eq. (4.39), DAm is simplified to
D+Am(ili2 ... im) = - [(m - p)c + p(l - c)] Am(ili2 im) -
V¢(1 -- c) Am-l(il ... iki[k+2] ... 'im)+
{k)
E Am+l(il' ik , [ik' + 1], i[k'+l] ... im)] , (4.41)
where p spins satisfy i[k+l] = ik + 1 and are denoted by ik, and all the other spins are
denoted by ik'. All the matrix elements of V are obtained by substituting Eq. (4.41)
into the definition, /,,, _= (A,DA,,), which leads to Eqs. (4.4)-(4.6).
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Chapter 5
Slow Dynamics in Brownian
Liquids and Higher Order MCT
5.1 Introduction
In this chapter we will apply the matrix formalism to investigate slow dynamics in
Brownian liquids, or more precisely, colloidal suspensions. A colloidal suspension
is a heterogeneous system where particles of solids or droplets of liquids ranging in
size from nm to /im are dispersed in a liquid medium[541. Since colloidal particles
are much larger than the dispersing medium molecules with the atomic length A,
these two substances are considered to be in two phases, differing from standard
solutions. Brownian motion keeps colloidal particles suspended in the medium instead
of aggregation. Compared to that of Newtonian liquids, slow dynamics of colloidal
suspensions is easier to be observed and detected. Besides temperature, colloids have
another control parameter, density or volume fraction, which can be easily changed
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by altering concentration or size of colloidal particles. Corresponding to the large size
of dispersing particles, many experimental techniques, e.g., the small angle neutron
and x-ray scattering[75, 17, 18], are applicable in detecting dynamics of colloids.
Recently, colloidal particles around 1 Im can be directly identified by imaging in the
laser scanning confocal microscopy[105, 41]. As a result, colloids become a widely
used model for studying slow dynamics in supercooled liquids.
In principle, colloidal suspensions can still be studied in the framework of New-
tonian dynamics once all the colloidal particles and dispersing medium molecules are
included. The relative size difference between these two substances results in separa-
tion of their relaxation time scales. The dispersing medium thus can be taken as a
huge harmonic bath, and colloidal particles follow Brownian dynamics after the bath
is averaged. As introduced in Chapter 3, the time evolution operator for a sub-system
of N colloidal particles becomes the diffusion operator, D = i- Vi · (Vi + jFi),
where the force F without the external field is given by Fi = -ViU, and U is the
internal energy. Although a colloidal particle can have a complex shape, we usually
model it as a point ri with a mass and an inertial moment if vibrational modes are
not considered. The interaction between two colloidal particles is approximated by
an effective functional form u(Fr, f2). To represent the impenetrable size of colloidal
particles, u usually has a hard core. In a isotropic colloidal suspension, the effective
two-body interaction is reduced to u(rl2), where rl2 = rf - 21. One of the the
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simplest form of u(Fl, 2) in three dimension is given by
00 r 12 < 
U(rl2) = , (5.1)
0 r12 _> 
where a is the effective diameter of a colloidal particle. Following the pair-wire
approximation, the internal energy U is thus written as the summation of the effective
interaction, U = i,>j u(Ii, j[I).
The derivation of the mode-coupling theory (MCT) in a Brownian liquid is dif-
ferent from that in a Newtonian liquid. Here the matrix approach developed in
Chapter 3 will be applied to obtain mode-coupling (MC) equations for the coherent
and incoherent intermediate scattering function, Fk(t) and Fk(t), respectively. Similar
to Lowen and Szamel[72], MC equations are derived by Gaussian factoring the irre-
ducible memory kernel Mir(t)[20, 58]. Because of the mean field nature, the dynamic
Gaussian factorization overestimates nonlinear feedbacks. The activation process or
the high cooperative motion is ignored in the MCT[29, 4, 115, 116, 26]. The ergodic-
to-nonergodic transition temperature TC predicted from the MCT is higher than the
glass transition temperature Tg observed in the laboratory. The relative difference Tc
and Tg can be around 10%. To improve the prediction, G6tze and Sjbgren proposed
the extended MCT[45], where a difference function A(t) is introduced to account for
processes ignored by the standard MCT. However, A(t) is hard to be evaluated self-
consistently; instead the phenomenological fit for A(t) becomes necessary. As shown
in Chapter 4, another approach to improve the standard MCT is to factorize higher
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order irreducible functions rather than Mr(t). Recently, Szamel proposed a similar
dynamic decoupling scheme on the second order functions. Its generalization to higher
orders becomes extremely difficult because of his complicated operator technique[97.
In this chapter we will derive generalized mode-coupling closures through the matrix
formalism, which is consistent with the standard MCT.
5.2 Collective Slow Dynamics
In this section we study collective dynamics of a colloidal suspension, where N indis-
tinguishable identical spherical particles with the diameter a are randomly dispersed
in a medium with the volume V. The average number density of colloidal particle is
n = N/V and the volume fraction is X = 7rn 3/6.
5.2.1 Standard Mode-Coupling Closure
As the first step of our theoretical investigation for collective dynamics, the complete
basis set is constructed through products of linear relevant modes. In a Newtonian
liquid, the linear modes for the coherent intermediate scattering function Fk(t) are
fluctuations of density and momentum. In a colloidal suspension, frequent collisions
from small medium molecules help the momentum of colloidal particles relax in a
much faster time scale than the density. The relevant linear mode is thus the collective
density of colloidal particles, p(k; t) = EN 1 eikr'(t), where is a wavevector and fj(t)
is the position of colloidal particle j at time t. Incorporating the Gram-Schmidt
method, the products of p(k; t) compose the block-orthogonal complete basis set {Pn}
116
as[llO, 111, 90]
pl(:) = p(h,
p2((kl, 2) = P(kl)P(k2) - T2,1(kl, k2; k)P(k)
p3(kI, k2, k3) p(k)p(k 2)p(k3) - 3,1(k, k2, k3 ; k)p(k)
-3, 2 (kl, k2, k3; k, k2) *p 2(k', )
(5.2)
where the dependence of each variable on time t is omitted for simplicity, and a static
coupling tensor T is introduced,
,n({k }; {f}) = K P(ki)Pn({ku})) * t, ({f }; {?}), n > W (53)
The susceptibility matrix IC and its inverse matrix IC- are block-diagonal, Cn,n,, =
(PnPn,) = and KC-,, = Kl, n,n, respectively. The dynamic matrix ) is de-
fined as D),n, = (pnDpn,). Before calculating K and , we introduce three constraints
on wavevectors. Since p(k = 0) _ N is an irrelevant mode, each wavevector is re-
quired to be nonzero, ki O. To avoid overcounting indistinguishable modes such as
P2 (kl, k2) and p2 (k2, kl), we implicitly require that the wavevectors in p,((k) satisfy
kl < k2 < -- < k. The translation invariance further requires that each nonlinear
variable pn((k}) coupled with p(k) must satisfy i l = k.
Since KC and D involve multi-point canonical ensemble averages, which are hard to
be evaluated analytically. static approximations introduced in Chapter 2 are applied.
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In Ref. [90] Oppenheim and coworkers showed that these approximations is consistent
with the N-ordering technique. The static Gaussian factorization in Sec. 2.1.2 is
assumed so that multi-point averages can be factorized into products of two-point
and three-point correlators. For example, a five-point static average is factorized to
(p(kl)p(k2)p(k3)p(kI4)p(k5)) ~ E NSk.(P()P(I@)P(In))6Fo,-F6:+ c+,,o, (54)
-y9?7A=1
in
where the summation E. is restricted by that each Greek letter denotes a
different integer belonging to {1,2,... ,n}, and Sk is the structure factor, Sk =
(p(k)p*(k))/N. Equation (5.4) implies that off-diagonal elements are in the lower
orders of N than diagonal elements in the block matrices /Cn,n and D,n, and thus
can be ignored. The Kirkwood approximation[48] is applied to the three-point dis-
tribution function, g3(Fr, 2, ) g(F12)g(i23)g(311), resulting in (p(k)p(/ 2)p(k3)) 
NS Sk 2Sk3S+ 2+k3,s, where g(i) is the pair correlation function.
The above static approximations allow us to simplify the second order collective
density, p2(kl, k2) w p(kl)p(k 2) - Skl Sk2p(k), and the second order susceptibility sub-
matrix, ) 2,2(k, k2; , k2) N2SkSk 25, k- £g. -Equation (3.8) is used to calculate
the dynamic matrix D, resulting in
D)ll() = (pl(k)Dp;()) = -Nk 2 , (5.5)
'ZDl,2 (k; k1 , k2) = (pl(k)Dp(kl, 2))
_ NnSk, Sk2 [(k kl)ck + ( k2)Ck2] , (5.6)
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where the direct correlation function Ck is related to the structure factor Sk as
nck = 1-S - 1'. Although the block matrices D1 ,l are nonzero for n > 3, the Gaussian
factorization scheme and the Kirkwood approximation demonstrate that the contri-
butions to MAir(t) directly from higher order modes, e.g., V1 ,3 Cr(t)D3,1 , are in the
lower orders of N than that from P2- Extrapolating this behavior to high orders, we
find that M.(t) is dominated by D,, n+C,,r+ (t)Dn+li,, and the dynamic matrix D is
approximately block-tridiagonal, Dnn', Dn,,, J,,n, + D,nlnl,n±l.
After obtaining the susceptibility matrix IC and the dynamic matrix D, next
we will calculate the first order normalized time correlation function, Cl(k; t) =
(pl(k)eDtp (k))(NSk) - l, which is related tothe coherent intermediate scattering func-
tion Fk(t) as Cl(k; t) = Fk(t)Sk 1. Following the recursive equation for irreducible
correlation functions in Eq. (3.29), the Laplace transform of Cl(k; t) is written as
, (c; z) = [z+ ,Q ,(k ) (k) z) (5.7)
where Q1(k) is the eigenfrequency of pl(k),
Q1(k) = k = -Dl,l(k)(NSk) 1- = k2 /Sk, (5.8)
and Mi4r(k; t) is the first order irreducible memory kernel,
Mr(k; t) 2 )1,2 * ·2,: * C2r(t) * D2,1 * Cl.
VSkSk2V2(k; kl k2)C2r(",1 k2; t). (5.9)
<2 VSkk (< k2)
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In the above equation, we introduce a dynamic coupling vertex,
V(k;, k2) = [(k ki) Ck + (k 2 ) Ck2] k2+k2 ,k (5.10)
Equation (5.8) is the basis of evaluating nonlinear dynamic feedbacks. To study
the colloidal glass transition, the dynamic Gaussian factorization scheme introduced
in Chapter 2 is applied to the second order irreducible time correlation function,
C2(k, k 2 ;t) Cl(kl;t)CI(k 2;t), which leads to the standard MC closure[44, 48, 72],
Mir (k; t) =E vSkS V2 (k;/ l, ik2)l(kl; t)Cl (k2; t). (5.11)12(KVt) = k .11)
k 2,
Equation (5.11) overestimates nonlinear dynamic feedbacks because Ci(kl, k2 ; t) neg-
atively deviates from C1 (ki; t)Cl (/k2; t) in the intermediate time scale[112]. In the next
section we extend our derivation to higher orders and obtain generalization of MC
closures for collective dynamics.
5.2.2 High Order Generalized Mode-Coupling Closures
Two earlier attempts[45, 97] to derive corrections to MC equations are not easy to
generalize systematically. To be consistent with the standard mode-coupling closure
derived in the previous subsection, we apply the dynamic Gaussian factorization
scheme to higher order irreducible correlation function expressed by Eq. (3.29).
The static Gaussian factorization and Kirkwood approximation simplify nonlinear
collective density pn({ki}). For example, third and fourth order modes are approxi-
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mated as
3
P3(kl,k2, k3) ;Z p(kl)p(k2)p(k3)- ' [NSk6k.k,76k-,k
-
SaSp(kkO= ,
(5.12)
and
P 4(,- 2 7 , -p4 (ki, k2, k3, k4) p(k)p(k 2)P(k3)P(k4) -
4
' [ Sk SkSp(k)6a kk+kk- +
Ck-Y767=1
SkSk, P3(k., k7y, + k,) IJ
respectively. The summations E Q' .. 1 have the same restriction on Greek letters
as that in Eq. (5.4). Keeping the leading orders of N, we obtain nonzero elements of
susceptibility block matrices,
n
Kn,n ({k}; r }) = (Pn(k}Pn(})) NI Ski{,{}
i=1
(5.14)
diagonal dynamic block matrices,
En~n({k}; {}) = (p.(jk}Dpn({k }))
.
n
nk
pz -Nn E i Skj {k,},{k},
i=l j=(#i)
(5.15)
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(5.13)
and dominant off-diagonal dynamic block matrices,
n n+l
Nn n E ' Sk V(ki; k,) I7I Skj (';k- ) ,(5.16)
i=l a1=l j(i)
where 6{,},{} denotes 1ti 1 $6j,, and 6(i;'{}) represents that each wavevector in {k}
except for ki has to be the same as a unique wavevector in {k'} except for k and k
and vice versa.
Following the recursive expression in Eq. (3.29), the second order diagonal irre-
ducible correlation function is explicitly written in the Laplace domain as
C2r(kl, 2;z) = lk2;) z( + 2 (5.17)
1 + (Qi2r(kl, k2)) .iAr(l,k2;z)
where the second order irreducible eigenfrequency is given by
(k, k2) = 2(k1, k2)- V2,l(NSk)-ll(k)l, 2 * C2
Q2(k, k2 ) X Wkl + Wk2 (5.18)
The dynamic Gaussian factorization approximates the second order irreducible mem-
ory kernel as
M2(kl, k2; t) A D2,3 * 3,3 * Clr(t) * D3,2 * 2,2
VS V ,,c t)Cl(;t)Cl(;t), (5.19)
vskit~ 1 =yl {A,}
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thus resulting in the second order MC closure. The summations over the wavevectors
{kI' in Eq. (5.19) require much more computation than that from the standard MCT.
Substituting Eq. (5.11) into Eq. (5.19) provides a simplified expression,
AMi2r(l, k2; t) Mir(k 1 ; t)C1 (k2; t) + Mir(k2; t)C1(kl; t), (5.20)
which expresses the second order irreducible memory kernel in terms of the first order
irreducible memory kernel and correlation function. Because the decoupling forms of
C'(t) in Eqs. (5.11) and (5.19) usually overestimate nonlinear dynamic feedbacks[45,
112, 97], this overestimation is partially offset by the underestimation due to the
combination of the first and second order expressions in Eq. (5.20). With the increase
of the mode-coupling order, we expect that the difference by this simplification will
become negligible.
The derivations of Mir(t) and Mi(t) are extended to an arbitrary n-th order.
Following the recursive expression in Eq. (3.29) and the approximated results of C
and V in Eqs. (5.14)-(5.16), the n-th order diagonal irreducible correlation function
is given by
r({};z) = Z+ ' (5.21)
+ } (k};123z)
123
where the n-th order irreducible eigenfrequency is
--- * *Qir- ln ( Q) = n, n,.-, * (n-_1) *Dn-l,n
n
In,=t E E ki (5.22)
i=1
The n-th order irreducible memory kernel is approximated as
Mn(({i}; t) n * * Cir+(t) * Dn+l , *nn
i 1 7=1 {} j'l
n-' n
~ '/~r(ki;t) [ Cl(k~J;t), (5.23)
i=l j=l(i)
where the dynamic Gaussian factorization scheme, Cir({k}; t) = lnlI Cl(ki; t), and
the standard MC closure in Eq. (5.11) are applied. Based on the same approxima-
tions, Eqs. (5.20) and (5.23) generalize the standard MC closure in Eq. (5.11) to
higher orders. To be consistent, Eq. (5.11) is taken as the first order mode-coupling
approximation whereas Eq. (5.23) as the n-th order approximation.
5.2.3 Debye-Waller Parameter in A Hard-Sphere Colloidal
Suspension
At the glass transition point, Cl(k; t) develops a nonzero long-time plateau, fk =
limt, C1 (k; t), which is called the Debye-Waller parameter or nonergodic parameter.
To test their reliability, high order MC closures will be used to calculate fk in a
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hard-sphere colloidal suspension, and compare the results with previous prediction
and experiments. The effective interaction between two colloidal particles in such a
system is given by Eq. (5.1), and the volume fraction 0 is the only control parameter.
Substituting the asymptotic limits of C1(k; t) and Mi(k; t), limt,.o M"(; t) =
Wofkl(l - fk), into Eq. (5.11) leads to the first order self-consistent prediction[44],
= dkl 1-fk Ik-klI
73Skklk2 2dk2 k v2 (k; k, k2)Sk Sk2fk, fk 2,192irqbk 5
v(k; kl, k2) = (k2 + k2 - k2) nck, + (k2 + k2 - kl2) nck2. (5.25)
The higher order self-consistent equations of fk are derived based on the recursive ex-
pression of Cnr(t) in Eq. (3.29) and the n-th order MC closure for Mir(t) in Eq. (5.23).
For example, the decoupling form of Mi2(t) in Eq. (5.20) gives rise to the second order
equation,
dk 1 dk 21-fk Jo JIk-kl
a3Skklk 2v2(k; kl, k2)
1927rqbk5
SkI Sk 2 fk fk 2
(-kl +wk2) 2fkf 2 / I(1- fk1)+°i 2/(-1fk2)
which becomes the same as Eq. (5.24) in the limit of fk -- 1.
Self-consistent equations of fk such as Eqs. (5.24) and (5.26) can be iteratively
solved with initial trial values, f) -+ 1[431. Integrating the right hand side of self-
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where
(5.24)
(5.26)
consistent equations using the i-th values fi) results in the (i + 1)-th order results,
fki+1) As the number of the iteration increases, f?) converges to fk. The double
integration over wavevectors k and k2 is approximated as a discretized summation
following the numerical method in Ref. [33, 37], where the grid resolution in the
wavevector axis is Ak = 0.4a-1 , and the integration ranges are 0.2oa-1 < k, kl, k2 <
39.8a-1 and Ik - kl] + 0.2a- 1 < k2 < k + k1 - 0.2a- 1. The structure factor, Sk,
is evaluated by the Verlet-Weiss (VW) approximation, which is more reliable than
the Percus-Yevick (PY) approximation at high-density[48]. The jump of f(k) from
zero to a non-trivial solution determines the ergodic-to-nonergodic transition point
s. The predictions of the MC transition volume fraction are, -C1 ) = 0.525 from
the first order solution in Eq. (5.24), 4(2) = 0.545 from the second order solution in
Eq. (5.26), and c) = 0.552 from the third order solution, respectively. The first
order result (1 ) is exactly the same as that predicted by G6tze and coworkers[44].
As the mode-coupling order increases, these predictions converge and become closer
to the glass transition observed in experiments, Og ;-. 0.58[84, 102].
We plot the critical Debye-Waller parameters at Oc and the experimental data[84,
102] at c = 0.563 in Fig. 5-1. The experimental measured fk curves depend strongly
on the volume fraction and would not yield a meaningful comparison with the MCT
predictions if the same volume fraction is used, because the predicted transition point
is at least a few percentage off. Instead, the comparison should be calibrated by the
distance to the transition point [ - b(i)]/(i) so that the observed and predicted
dynamics scale accordingly. As shown in Fig. 5-1, the predicted fk functions at the
MCT transition points agree well with the experimental fk at the colloidal glass tran-
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Figure 5-1: The critical Debye-Waller parameters predicted at the mode-coupling
transition point, where a is the diameter of the hard-sphere colloidal particles. The
dashed line is from Gbtze's standard MCT in Eq. (5.24) at ( ) = 0.525. The dot-
dashed line is from the second order MC prediction in Eq. (5.26) at b(2) = 0.545. The
solid line is from the third order MC prediction at ~b) = 0.553. The symbols are the
experimental data at = 0.563 from Megen et al.
sition point. This observation supports the use of the distance to the transition point
as the scaling parameter instead of the real density or temperature. The relatively
small variations of fk with increasing mode-coupling order indicate that MCT is a
convergent theory and can be systematically improved.
5.3 Slow Dynamics of A Tagged Colloidal Particle
In this section we use the matrix approach to derive the standard MC closure for the
linear correlation function of the tagged colloid and generalize it to higher orders. The
Lamb-Mbssbauer parameters in the hard-sphere colloidal suspensions are numerically
calculated as an example.
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5.3.1 Standard Mode-Coupling Closure
For simplicity, the tagged colloidal particle is assumed to be the same as other ones
in the system. In addition to the collective density p(k; t), an extra relevant linear
mode is the self density of the tagged particle labelled as particle 1, p(k; t) = eikr (t).
Here we assume that the slow relaxation of the tagged particle is due to the strong
coupling with other colloidal particles[44]. As a result, the complete basis set consists
of all the products of pS(k) and p(k), represented as {pS(kl) rIi p(ki), ni P(ki)}, where
each mode can only have at most one self density due to the identity, p()PS(k)p 2) 
pS(kl + k2). A straightforward but tedious calculation can demonstrate that modes
without pS(k) such as p(k) and p(kl)p(k2) contribute to the relaxation of the tagged
particle in the lower orders of N than those with pS(k) such as ps(k)p(k 2). A sub-set
is thus taken as the complete basis set,
a,(k) = p(k)
a2 (kl, k2) = pS(kl)p(k2)- 2,1(kl k2; k)pS(k)
2
i=l
(5.27)
where all the modes without the self density p are removed, and
sn,n,Q((k ;f})= p(k1)P(i)a*,Q(k }) *n ('k5k'}), 7>n' (528)
i=2
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The resulting susceptibility matrix KC and the inversion (Cs) - are block diagonal,
KIC , - (a,,an,) = Cn6,,, and [(K)-l],,, = [(K]s)-l]n,nn,,n, respectively. The
dynamic matrix Ds is defined as Dn,,n, = (anDa,).
Similar to the derivation for the collective dynamics in Sec. 5.2, we start by
discussing constraints for wavevectors and static approximations for multi-particle
ensemble averages before calculating the first order normalized correlation function
Cs(k; t) = (pS(k) eDtps*( )), i.e., the incoherent intermediate scattering function
Fs(k; t). To be consistent in notation, the first wavevector kI in a,,({k}) always
denotes a self density, pS(kl), whereas all the other wavevectors denote the collec-
tive densities. Three constraints for wavevectors in p,({}) are valid for an({k}) as
well. However, since the self density is distinguishable from the collective density,
we implicitly set kc2 < k3 < ... < k, whereas kl is free from this restriction. Next
the static Gaussian factorization and the Kirkwood approximation are also applied.
As a result, we obtain the second order mode, a2(kl,k 2) pS(kl)p( 2 ) -Sk2p(k),
the second order susceptibility block matrix, KC,2(k, k2; k,k) = NSk2 5,3,k,(}, and
dynamic block matrices,
(k; k) = -k2, (5.29)
D12 (k; k, k2) ; (k . k2)Sk2 nCk2 b6,+-2,1 . (5.30)
To facilitate the calculation of CS(t), we assume ,, D /nnS,,n + Dnl1n',nl,
which is a direct result of the above static approximations in the limit of N oo.
Following the recursive expression in Eq. (3.29), we express the incoherent inter-
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mediate scattering function CS(k; t) in the Laplace domain,
-1
(5.31)Cs(k; z) =
where the first order eigenfrequency is QS (k) = w -k 2 . With the block-tridiagonal
approximation for Ds, the first order irreducible memory kernel is written as
.M1 i(k; t) D,2 * C2,2 * C2'(t) * D2 * ll
nSk [(k; l, k2)] c2i(kl, k2;t), (5.32)
k2
where Vs(k; kl, k2) = ( 2)ck25kl+k 2,k Similarly, Eq. (5.32) is the basis of estimating
nonlinear dynamic feedbacks for C(k; t). In the limits of short-time and long-time,
the second order irreducible correlation function can be factorized, C2sir(kl, k2; t) M
Cs(k; t)Cl(k2; t), where Cl(k; t) = Fk(t)/Sk is discussed in detail in the previous sec-
tion. Substituting this approximated expression into Eq. (5.32), we obtain the stan-
dard MC closure for Cs(k; t),
m;ir(k; t)= nSk2 2Msi(; t) =C E v [1(;klz2)]C:k; Q C'(k;t)Cl(k2; t) (5.33)
5.3.2 High Order Generalized Mode-Coupling Closures
The non-Gaussian deviations between C2ir(k1, k2; t) and C(ki; t)C (2; t) in the inter-
mediate time scale requires improvements on Eq. (5.33). Encouraged by the achieve-
13()
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ments of high order calculations for the collective dynamics, we derive generalized
MC closures for Fk(t) in this subsection.
First, we simplify nonlinear modes to their leading orders under the static Gaus-
sian factorization and Kirkwood approximation. For example, the third and fourth
order modes are approximated as
and
a4(, _, --a4 (klX k2, k3, k 4 )
P p(klp2)p(kp(k3)- NSk 2p 1(k) ,kJ2,_k3
3
-Sk2Sk3a2(kl,k2 + kc3) - 'Ska2(k1 + ky,ka), (5.34)
aoy=2
pS(k)p(k 2)p(I3)p( 4) - NSk 2 Sk3Sk4 p (k)65,kk 2+ 3+k4,,o-
4
E' [NSke'SkypS(k)6k, 5 k -K -ke-NSka 2 (kl, ),-k -
a=2
SkSka3(kl k, k + ko)-Skaa3(kl + k, k, k)], (5 35)
respectively. The simplified forms of a({k}) are substituted into the definition ex-
pressions of IC and Ds to obtain block matrices of nonlinear modes. The leading term
of the n-th order susceptibility block matrix is diagonal,
(5.36)
n
Knn(fkl; {k'}) Nn-l I|Ski6ki
i=2
The n-th order dynamic block matrix is approximated as a summation from each
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a3(kC, ~-02, Q
wavevector,
n,.({k}; {k'}) -N - ' ki H Sk + ki Sk k};{k), (5.37)
i=2 i=2 j=2(oi)
and the dominant off-diagonal dynamic block matrices appear between a,({k}) and
an+1({P}),
n+ l n
,+,({} {k}) -Nn-n SVs(kl; , k) Sk, 5( l +
n n+ n
E E'Sk SkA V(ki; , y) Jl Skj ;` (5.38)
i=2 y=2 j=2(Ii)
where two symbols, 6Jk},{k,} and 65('{")' were introduced in Sec. 5.2.2.
With the approximated results of KC and DI, the recursive expression in Eq. (3.29)
leads to the Laplace transform of the n-th order irreducible correlation function,
1s+ ( ( ;i,(k}) (5.39)
1 + (Q~n'r({k})) ^s;ir
where r'((({k}) is the n-th order irreducible eigenfrequency,
* s -1 s -1 Ks -1
Qnir({k}) =- nn-_l*:n-lnl* (n-)1 *Dn-l*,n n ,n
n
Wkl + E ki (5.40)
i=2
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and Ms;ir({k}; t) is the n-th order irreducible memory kernel,
Mn ({k}; t) = sn,n+ * Ks+l1n+l * Cn+l(t) * n+1,n * CK n (5.41)
To derive the MC equation of MAsir({k};t), we systematically apply the dynamic
Gaussian factorization, Cir"(t) = Cs(k,; t) L C(ki; t), and incorporate the first or-
der closures in Eqs. (5.11) and (5.33), which decreases the computation time in prac-
tice and offsets the Gaussian approximation. As a result, we obtain the n-th order
mode-coupling closure for Cs(k; t),
M; ({k}; t)
n+l 2 n+l
! Ei V [Vs(/;[ :, ;)] C1;t) H C (kt+
a=2 {} j=2
n n n
S~i~ M'(kl; t)JJC 1(ki; t) + ZCOr(k,;t)) 7 C,(Qj;t). (5.42)
,=2 i=2 j=2(#i)
5.3.3 Lamb-Mossbauer Parameter in A Hard-Sphere Col-
loidal Suspension
Based on linear and nonlinear MC closures for Fk(t) in Eqs. (5.33) and (5.42), we nu-
merically calculate the Lamb-Mossbauer parameters in a hard-sphere colloidal suspen-
sion. At the MC transition volume fraction q, where the Debye-Waller parameter fk
becomes nonzero, the incoherent intermediate scattering function F~(t) also develops
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a nonzero long-time plateau as well, f = limt-,oo Fk(t), called the Lamb-M6ssbauer
parameter. Correspondingly, the first order irreducible memory kernel Ms;ir(k; t) does
not fully relax but reaches a plateau, limt.OO MI;ir(k; t) = k2fkS/(1 - fkS). Substituting
these two long-time limits into the standard MC closure in Eq. (5.33) results in the
first order prediction,
-f~a jdk 1 J dk2 5 Skik, f (5.43)
1 A- f J k-kl 967robk5
where vS(k; kl, k2) = (k2 + kl2 - k22)nckl. High order self-consistent equations of fk
are derived by substituting the long-time limits of Cs(k; t) and Ms (k; t) into the
generalized MC closure in Eq. (5.42). For example, the second order equation is
given by
I i=k+kl1 a 3kk 2[vs(k; k,k 2)12idki dk21-f, J J Ilk-kul 967rok5
x Sk fk (5.44)
[~k +("'Z)2]
fki f, + wA/I-fk1 )+(Wl )2/(-if2)
whereas higher order equations are not provided due to their complicated forms.
Beginning with the initial trial values, f(O) -* 1, the iterations of self-consistent
predictions such as Eqs. (5.43) and (5.44) converge to fk. The numerical procedure for
the Lamb-M6ssbauer parameters is the same as that for the Debye-Waller parameters
fk discussed in Sec. 5.2.3. From the structures of Eqs. (5.43) and (5.44), fk and Sk
are the two functions for input. To provide a meaningful comparison, f is calculated
from the first three order predictions at P( ) = 0.552 with the third order result of fk,
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Figure 5-2: The Lamb-Mdssbauer parameters fk predicted at the third order mode-
coupling transition point, (3) = 0.553, with the associated Debye-Waller parameters,
i.e., the solid line in Fig. 5-1, for input. The dashed line is from the standard MCT in
Eq. (5.43). The dot-dashed line is from the second order MC prediction in Eq. (5.44).
The solid line is from the third order MC prediction.
represented by the solid line in Fig. 5-1. The numerical results of f are plotted in
Fig. 5-2, where all the three lines can be well fitted by the Gaussian form, fk = e- r 2k2 .
The parameter r is related to the long-time limit of the mean square displacement
< 5r2(t) > as 6r 2 = limtO < r2 (t) >, which is fitted from the first order prediction
as r') = 0.055a, from the second order prediction as r ) = 0.060a, and from the
third order prediction as r(3) = 0.063a, respectively. Because the activation process
helps the tagged colloidal particle permanently escape from its cage, the delocalization
increases the mean square displacement. The increase of r(n) with n demonstrates
that the relaxation of cages is systematically included in our generalized MC closures
for C (k; t) as the MC order increases. Recently, Schweizer proposed a schematic
approach to connect the standard MCT with the activated hopping effects in the
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spirit of the density functional theory[91, 89]. An important step in this approach
is to approximate the Debye-Waller parameter as a function of the mean square
displacement,
fk = exp(-rk 2 /Sk). (5.45)
In Fig. 5-3, we test the results of fk from its third order equation and Eq. (5.45).
Compared to the Vineyard approximation[48], Fk(t) = F(t)Sk, which results in
fk = f, Eq. (5.45) is more reliable. For large wavevectors, the difference of fk
between the direct MC closure and Schweizer's approximation becomes smaller with
higher order fitting value of r. Since Eq. (5.45) leads to fk= = 1 whereas the MC
closures demonstrate that fk=O is around 0.5, Schweizer's approximation is not reliable
for small wavevectors.
5.4 Concluding Remarks
In the vicinity of the glass transition, nonlinear dynamic feedbacks becomes signif-
icant. Based on all the products of relevant linear modes Al, the complete basis
set {An} and the resulting susceptibility matrix KC and dynamic matrix D explicitly
describe thermodynamics and dynamics of a N-particle system. In practice C can
be transformed to block-diagonal using the Gram-Schmidt method and D can be
approximately block-tridiagonal, facilitating the calculation of the time correlation
function Cl(t). In the thermodynamic limit where N - oo, the static mean-field
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Figure 5-3: Comparison of fk at 0(3) = 0.553 from the third order MC closure and
from Schweizer's approximation. The dashed, dot-dashed, and solid lines are obtained
by substituting r = 0.055a, r 2) = 0.060o, and r ) = 0.063a into Eq. (5.45),
respectively. The dotted line is obtained from the third order MC closure for fk.
approximations, static Gaussian factorization and the Kirkwood approximation, are
applied to simplify KC and V[90]. Unlike a Newtonian liquid, a colloidal suspension is
a dissipative system. As demonstrated in Chapter 3, the memory kernel M (t) is fast
whereas the irreducible memory kernel Mr (t) is slow. Therefore, the dynamic Gaus-
sian factorization scheme is applied to M(t) to recover the standard mode-coupling
closures, i.e., the first order MC closures[57, 44, 72]. Mixing with the first order MC
closure, factorizing high order irreducible memory kernels leads to generalized MC
closures in Eqs. (5.23) and (5.42), which corresponds to the coherent and incoherent
intermediate scattering function, Fk(t) and Fk(t), respectively. To testify the relia-
bility of our generalized MC closures, we numerically calculate the the Debye-Waller
parameters fk and the Lamb-Mossbauer parameters f in a hard-sphere colloidal sus-
pension. Figures 5-1 and 5-2 demonstrate that predictions of fk and f are improved
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relative to experiments as the order of MC closure increases.
Investigations of the colloidal glass transition in this chapter confirm that the
matrix formalism is an alternative approach to the projection operator technique in
studying slow dynamics in a N-particle system. Although the MC closure for Fk(t)
in the second order is similar in this chapter and Ref. [97], Eq. (5.20) is more consis-
tent with the standard MC closure corresponding to the recursive expression of the
irreducible correlation function in Eq. (3.29). The complicated operator technique
in Ref. [97] increases the difficulty of the extension of the MC closure to higher or-
ders; instead, this extension becomes straightforward in the matrix formalism. As a
result, we obtain the generalized MC closures in Eqs. (5.23) and (5.42). In Chap-
ter 4, we derived and discussed the extension of the simple mode-coupling (SMC)
to higher orders for the East model. Here our derivation for colloidal suspensions
confirms that high order MC closures can improve predictions of slow dynamics and
glass transition point in supercooled liquids. This improvement is due to the fact
the nonlinear dynamic feedbacks are systematically included through the dynamic
Gaussian factorization scheme or other mean-field dynamic approximations.
However, the predictive power of the generalized mode-coupling closures is limited
by the the mean-field nature. As shown in Chapter 4, to fully account for nonlinear
feedbacks, the order of MC closure has to be extended to the infinity. Although the
third order prediction b() = 0.552 is much closer to the experimental value iog 0.58
than the first order prediction (1l) = 0.525 in a hard-sphere colloidal suspensions,
further improvement of As becomes hard in practice. Therefore, non-mean-field ap-
proximations should have to be introduced to improve the MCT. Unfortunately, such
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an improvement is also difficult currently. Although the extended mode-coupling
(EMC) proposed by Gdtze and coworkers[45] with a difference function A(t) is along
this direction, the evaluation of A(t) is hard without extra inputs. In Chapter 4
we demonstrated that Cl(t) by perturbatively evaluating A(t) is comparable to the
direct perturbation of Cl(t). The author will leave the development of the EMC to
the future.
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Chapter 6
Glass Transition in A Two-Yukawa
Colloidal Suspension
In this chapter the glass transition in another colloidal suspension with a two-Yukawa
interaction will be investigated[114]. Because of limiting computing capacity, only the
standard mode-coupling closure in Eq. (5.11) will be applied, whereas higher order
MC closures in Eq. (5.23) will be used in the future. Besides, the work in this chapter
is cooperated by the author and Yun Liu, who is a current Ph.D. candidate in the
Department of Nuclear Engineering, MIT.
6.1 Introduction
Recently, experiments and computer simulations on colloidal systems identify a local
peak in the structure factor at a wavevector much smaller than that of the first diffrac-
tion peak (particle peak)[71, 93]. This observation triggered much interest in the
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complex liquid community and raised fundamental questions regarding the nature of
gelation, aggregation, and the glass transition[93, 92, 22, 47, 94, 98, 88, 14]. Sciortino
and coworkers found that the presence of long-range repulsive and short-range attrac-
tive potentials[93] leads to the aggregation of colloidal particles and results in a liquid-
glass transition at low densities. Experiments on proteins and Laponite systems with
this kind of interactions revealed signatures of new cluster regimes[71, 94, 98, 88]. In
this chapter we systematically study a model system with a short-range attractive and
a long-range repulsive Yukawa potentials in addition to the hard-core potential. The
structure factors are calculated by the mean-spherical approximation (MSA)[51, 70],
and the kinetic phase diagrams for the idealized liquid-glass transition are obtained
in the framework of the standard mode-coupling theory (MCT)[69, 44, 46, 33, 37].
Liquids and glasses composed of clusters are analyzed in detail. Although high order
mode-coupling closures will not be applied in this chapter, we expect that the stan-
dard MCT can provide reliable predictions, at least in the lowest order, in our model
system.
6.2 Structure Factor
Small angle x-ray scattering (SAXS) experiments on lysozyme solutions reveal that
the protein-protein potential has a short-range attraction, and a long-range electro-
static repulsion[74, 100, 99] that can be described by a Yukawa form according to the
DLVO theory proposed by Derjaguin, Landau[25], Verwey and Overbeek[103], and
the generalized one-component macroion theory (GOCM)[109]. With the unclear ori-
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gin, the attraction has been simulated by different functional forms[74, 100, 99, 93].
To exploit the known analytical form of of Sq, we use a Yukawa form for the attraction
part in our system, resulting in
pV(r) = O< (6.1)
-Kr-le - i( r- 1) + K2r-le- z2(r1-) r > 1
where r is the dimensionless inter-particle distance in units of a, and , is the inverse
of the reduced temperature. The amplitudes of Yukawa terms are denoted by Ki and
their interaction range are denoted by Zi, where the index 1 refers to the attraction
whereas the index 2 refers to the attraction. As in the screened columbic potential,
the inverse of the dimensionless repulsion range is given by the DLVO theory as Z2 =
ica[103], where K = 8r73;e 2I/e is the inverse of the Debye-Hiickel screening length,
I is the ionic strength, and e is the permittivity of the solution. The dependence of
K2 on both the ionic strength I and the particle charge z can be calculated by either
DLVO[103] or GOCM[109].
The structure factor can be obtained by solving the Ornstein-Zernike (OZ) equa-
tion with various closures. MSA is used in our calculations because the analytical
solutions for Yukawa potentials were derived by Waisman and Stell[52, 104], and
Blum[51]. Following Blum's approach[51], we calculate the structure factor, which
will be discussed in detail in a forthcoming paper [70]. The resulting direct correlation
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function ck is written in Fourier space as[52, 104]
a [sin k- k cos k] b [2k sink- (k 2 - 2) cos k - 2]
nCk = -240k k3 k4
aO [(k2 - 6) 4k sin k - (k4 - 12k2 + 24) + 24]
2k6
hk(Kl, Z1 , vl) + hk(K2, Z2, V2)}, (6.2)
where n is the average number density,
v (1- cos k v' v2(kcosk- Zsink)
hk(K,Z,v) v 2KZz k2 Z2+k2 4KZ 2k (Z2 + k2)
v2 2Z (6-3)kcosk+Zsink v K) (
- k (Z2 + k2) ZeZ 4KZ2e2Z
and a, b, vl, and v2 are coefficients that depend on K 1, Z1 , K2, Z2, and the volume
fraction 0[51]. The structure factor Sk is related to ck by Sk = (1-nck)-l. In practice,
to obtain ck one must simultaneously solve six coupled equations[51]. Although this
six-equation array can be reduced to two nonlinear equations with multiple roots,
only one root is physically acceptable. Instead of manually determining this unique
root[68], we further reduce the two equations into a polynomial equation with all
the roots that can be solved numerically[70]. The acceptable root is determined by
the signs of vl and v2, and the condition that the mean absolute value of the pair
correlation function g(r) should he closest to zero for r < 1. Compared to other
methllods[68], our approach generates Sq efficiently and accurately over a broad range
of wavevectors, which serves as a reliable input for our MCT calculations.
Before presenting kinetic phase diagrams resulting from the standard MCT, we
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Figure 6-1: A) The structure factors for different attractive depths K 1, where Z1 = 10,
Z2 = 0.5, K2 = 0.3, and b = 0.3. B) The structure factors for different repulsive
ranges Zj 1, where Z1 = 10, K1 = 8, K2 = 0.3, and 0 = 0.3.
discuss the dependence of Sk on the attraction depth K1 and the repulsion range Z- 1.
The structure factors are plotted for increasing K1 in Fig. 6-1A for a set of parameters
given as Z1 = 10, K2 = 0.3, Z2 = 0.5, and X = 0.3. As the attraction strength grows,
a cluster peak appears at a wavevector much smaller than that of the first diffraction
peak (particle peak). As K1 continues to increase to K1 = 10, the strong attraction
facilitates the aggregation process to form close packing clusters. In Fig. 6-1B, the
dependence of Sk on the repulsion range Z- 1 is studied for fixed values of K1 = 8,
Z = 10, K2 = 0.3, and 0 = 0.3. With the increase of Z2 (the decrease of the repulsion
range), the structure factor for k > 4a -1 including the particle peak remains almost
the same, but the cluster peak quickly shifts to a lower wavevector with the increasing
intensity and eventually diverges at k = 0. This result demonstrates that clusters
grow with decreasing range of repulsion. With a strong attraction depth, we expect
145
to observe a gel phase, where colloidal particles form a percolating network.
In the remainder of this chapter, we will fix Z1 and Z2 and study the kinetic phase
diagram as a function of K 1 and 0 for three values of K2. Three repulsive heights are
employed, K2 = 0.3, 1, and 5, where the corresponding particle charges in the DLVO
theory are z = 1.5, 2.7, and 6, respectively. We set Z2 = 0.5, which corresponds to a
weak ionic strength of I = 2.1mM and o = 33A, and Z1 = 10, because the attraction
range in the protein systems is around 10% of the hard-sphere diameter[74, 100, 99].
Following the discussion on Fig. 6-1, we expect that the sizes of clusters are finite and
the spinodal lines where Sk10 = 0 are hard to be obtained even for extreme large K 1.
As a result, we will not show the spinodal lines in this chapter. The binodal lines and
dependence of Z1 and Z2 will be addressed in future work.
6.3 Kinetic Phase Diagram Predicted by MCT
Using the analytical structure factor Sk as the input, we employ the standard MCT[69,
44, 46, 33, 37] to calculate the Debye-Waller (nonergodic) factor fk, defined as
the normalized long time limit of the coherent intermediate scattering function,
fk = limt-.oo Fq(t)/Sk. The corresponding high-order MCT calculations[112] will
be investigated in the future. A central result of the standard MCT is the self-
consistent equation for fq in Eq. (5.24), which predicts the idealized liquid-glass
transition[44, 46]. When a system is in the liquid state (ergodic), only the trivial
solution, fk = 0, exists but when the system is in the glass state (nonergodic), an-
other nontrivial solution, fk > 0, appears. The transition point in the parameter
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space is determined by the discontinuity of fk from zero to a non-vanishing value. To
obtain fk in our system, we follow the same numerical method employed in Chapter 5
for a hard-sphere colloidal suspension[33, 37]. However, the cutoff in the wavevector
axis is changed to kM = 99.95a-1 and the resoultion becomes Ak = 0.la-', so that
the resulting fk converges.
The kinetic phase diagrams are plotted for three K2 in Fig. 6-2A-C, where the hori-
zontal axis is the volume fraction b and the vertical axis is the inverse of the attraction
depth, K-1. Similar to attractive colloidal systems[23], the liquid regime (LR) is sur-
rounded by the upper glass regime (UGR) and lower glass regime (LGR). As shown
in Fig. 6-2B-C, increasing the repulsion strength extends the liquid phase to larger 0
and K1 because the system requires stronger attraction to trap colloids or higher vol-
ume fraction to form arrested cages. The glass-glass re-entrance phenomenon occurs
at 0 > 0.516, where the transition line between the LR and UGR appears. When the
attraction is weak, the cage effect induced by high 0 dominates and the system is in
the UGR, similar to the repulsive glass in the attractive colloidal suspensions[23]. Be-
cause the colloidal particles move closer as attraction increases, the collective motions
recover the ergodicity and the system enters the liquid phase. When the attraction
is sufficiently strong, colloid particles are randomly trapped by potential wells deeper
than thermal fluctuations, and the system enters the LGR. Although sharing a simi-
lar mechanism, the LGR for the two Yukawa potential is more complicated than the
attractive glass state in the attractive colloidal system[23].
Clusters in the liquid and glass states of our systems are stabilized by the colmpe-
tition between the short-range attraction and long-range repulsion[93, 47, 94, 98. 14j.
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Figure 6-2: Kinetic phase diagrams and potentials for Z1 = 10 and Z2 = 0.5. Curves
labelled by 1, 2, and 3 correspond to K 2 = 0.3, 1, and 5, respectively. A) Kinetic
phase diagrams are shown in a wide range of 0 and K - 1. B) The lower part of
A) to show the transition between the LR and LGR. The stars mark the crossover
from the static cluster glass to the dynamic cluster glass (see text). The dotted line
demonstrates the separation of these two cluster glass states inside LGR for K2 = 5.
The solid circles mark 0 where the cluster peaks are equal to the particle peaks in Sk.
C) Another part of A) close to the ending point of LR to mark the termination of
the dynamic cluster glass. D) Potential surfaces for different K1 and K2. The dash
dotted line is for K2 = 0.3 and K1 = 1.3. The dotted line is for K 2 = 1 and K 1 = 2.
The solid line is for K2 = 5 and K1 = 6. The dotted lines correspond to the pure
long-range repulsion.
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Figure 6-3: A) Four Debye-Waller factors fk along the transition line between the
liquid regime (LR) and the lower glass regime (LGR) for K 2 = 5. B) The structure
factor Sk corresponding to the same parameters in A).
Based on microscopic descriptions with Sk and fk, we now discuss these cluster states
in detail. In Fig. 6-3, the structure factors and the corresponding Debye-Waller fac-
tors along the transition line between the LR and LGR are plotted for K2 = 5 and
for four values of ranging from 0.2 to 0.518. In addition to the particle peak at
km 7.3a- 1, we observe the cluster peak in several Sk and fk curves at a much
smaller wavevector, 2.3a - 1 < k < 3.3a -1. We discuss separately four states in
Fig. 6-3. (i) For 0 = 0.2, the cluster peaks are higher than the particle peaks in both
Sk and fk, and fk, is equal or close to one, indicating that colloidal particles aggre-
gate into stable close packing clusters. The characteristic size of clusters is finite due
to the balance of the attraction and repulsion. Because of their thermal and dynamic
stability, close packing clusters are the basic units of the system instead of colloidal
monomers. As a result, it is possible to improve our predictions for low volume frac-
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tions using the effective cluster description proposed recently[14]. Characterized by
the presence of the cluster peak in Sk, the ergodic state can be viewed as a cluster
liquid, the nonergodic state discussed here is a 'static cluster glass'. (ii) For b = 0.4,
we observe Sk, << Skm and 1 - fk, > fk,. Compared to the case of q = 0.2,
the cluster population substantially decreases, suggesting that the cluster structures
are less ordered. The large cluster peak in fk indicates that the less-ordered cluster
structure remains dynamically more stable than single colloids. Because the calcula-
tion is carried out along the transition line between the LR and LGR in Fig. 6-2B,
the attraction strength K1 decreases as 0 increases. The disordered cluster structure
is related to the decrease of the strength and effective width of the attractive well.
Compared to experiments and schematic phase diagrams[92, 94, 98], the glass states
at = 0.4 and 0.2 may be the precursors of the gel state in Ref.[94, 98], which is
an infinite percolating network resulting from the growth of the finite-size clusters in
our system. (iii) For q = 0.5, we observe an inflection point instead of a cluster peak
at k M 3.2 in Sk as shown in the inset of Fig. 6-3B, and the cluster peak in fk is
smaller than the particle peak. Affected by both the increase in b and the decrease
in K1, the cluster structure is highly disordered and does not have a characteristic
size. However, the cluster peak in fk suggests that disordered cluster structures in the
glass state are dynamically selected with a characteristic cluster size. The wavevector
of the cluster peak in fk is smaller than the inflection point in Sk, indicating that
clusters are more likely to result from dynamics than thermodynamics. These cluster
structures may be related to the heterogeneous structures in the activation picture of
glass formation[3, 115, 116]. Following these arguments, we consider this glass state
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Figure 6-4: This figure summarizes the intensity changes of the cluster peaks and the
particle peaks in fk and Sk along the transition line between the LR and LGR, where
figures A), B), and C) correspond to K 2 = 0.3, 1, and 5, respectively. Lines with
circles denote peaks in fk, referring to the left vertical axes, and lines with crosses
denote peaks in Sk, referring to the right vertical axes. The solid lines are the cluster
peaks, whereas the dotted lines are the particle peaks.
as a 'dynamic cluster glass'. (iv) For = 0.518, the cluster peaks in both Sk and
fk disappear. With the attraction depth of K1 = 4.5, we have PV(r = 1+ ) > 0 so
the binary bond between two colloidal particles is unstable and will dissociate. As a
result, the probability of forming stable clusters is small and the basic dynamic unit
in the glass state is a single colloidal particle.
We now extend the above discussion of Fig. 6-3 for one value of K2 to several
values of the repulsion strength. Figure 6-4 is a plot of the cluster and particle peaks
in Sk and fk along the transition line between the LR and LGR for K2 = 0.3, 1,
and 5, respectively. The basic behaviors of the peak values are similar for different
K2. With the rapid decrease of Sk,,,, the cluster peak in fk remains close to one for
< 0.4, but quickly decreases around 0.45 < < 0.5. Interestingly, as fk:,, becomes
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smaller than fk,, the cluster peak in Sk turns into an inflection point, indicating a
crossover from the static to the dynamic cluster glass regimes. We define the crossover
density 01 between the two regimes by the disappearance of the cluster peak in Sk,
giving 1(K2 = 0.3) = 0.49, 1(K2 = 1) = 0.48, and 01(K2 = 5) = 0.47, denoted by
stars in Fig. 6-2B. These values of 01 are close to the freezing point, 0.49, of hard-
sphere fluids[84, 102]. This coincidence implies a possible connection between cluster
aggregation and crystallization. To demonstrate the tendency for the separation of
these two cluster glass states inside LGR, a calculation for K 2 = 5 is provided as
the dotted line in Fig. 6-2B. The termination of the dynamic cluster glass regime is
marked by the disappearance of the cluster peak in fk, which defines another crossover
density 2. For the weak repulsive strength, e.g., K2 = 0.3 and 1, the attractive well
remains negative in the glass regime, excluding the observation of 02. For the strong
repulsive potential K2 = 5, the crossover density is 2(K2 = 5) = 0.5165, denoted
by a triangle in Fig. 6-2C. Although the above conclusions drawn from fk and Sk are
crude, future studies will also investigate other measures to explore cluster formation
in different regimes.
6.4 Concluding Remarks
In summary, we study the structural arrest transitions in a model system with a
short-range attractive and a long-range repulsive Yukawa potentials. Based on Blum's
approach[51], an efficient method is developed to obtain the structure factor for the
two-Yukawa system[70j. The calculated structure factor shows that the intensity of
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the cluster peak in Sk increases as the depth of the attraction increases and the
cluster peak shifts to the zero wavevector as the range of the repulsion decreases. By
computing the Debye-Waller factor fk from the standard MCT[69, 44, 46, 33, 37], we
obtain the kinetic liquid-glass phase diagrams and observe the glass-glass re-entrance
phenomenon. The detailed studies of cluster peaks and particle peaks in Sk and fk
along the transition line between the liquid regime and the lower glass regime reveal
different cluster regimes in our system, most notably the static cluster glass and the
dynamic cluster glass. Our results confirm and significantly extend recent computer
simulation results of Sciortino et al.[93] and experiments by Tanaka et al.[94, 98].
More studies are required to investigate detailed mechanisms for forming different
cluster regimes as well as their relationships to the gel phase and attractive glass
phase. As shown in Fig. 6-1, the ranges of attraction and repulsion strongly affect
the characteristic size of clusters. Following this line of research, we hope to find the
connection between the gelation process, which forms a network with an infinite size,
and the aggregation process, which forms clusters with finite sizes.
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