The aim of this contribution is to extend the techniques of composite materials design to non-linear material behaviour and apply it for design of new materials for passive vibration control. As a first step a computational tool allowing determination of macroscopic optimized one-dimensional isolator behaviour was developed. Voigt, Maxwell, standard and more complex material models can be implemented. Objective function considers minimization of the initial reaction and/or displacement peak as well as minimization of the steady-state amplitude of reaction and/or displacement. The complex stiffness approach is used to formulate the governing equations in an efficient way. Material stiffness parameters are assumed as non-linear functions of the displacement. The numerical solution is performed in the complex space. The steady-state solution in the complex space is obtained by an iterative process based on the shooting method which imposes the conditions of periodicity with respect to the known value of the period. Extension of the shooting method to the complex space is presented and verified. Non-linear behaviour of material parameters is then optimized by generic probabilistic meta-algorithm, simulated annealing. Dependence of the global optimum on several combinations of leading parameters of the simulated annealing procedure, like neighbourhood definition and annealing schedule, is also studied and analyzed. Procedure is programmed in MATLAB environment.
Introduction
The latest developments in computational mechanics have lead to integrated methodologies that permit not only the structural design and shape optimization of the mechanical component but also the tailoring of the material properties and consequently a design of new materials. This is particularly evident in the area of composite materials where the unit cell geometry (characterizing the composite material) is a key factor in its effective mechanical properties and thus can significantly improve the structural response of the mechanical component.
The aim of this contribution is to extend the techniques of composite materials design to non-linear material behaviour and apply them for design of new materials for passive vibration control. Objectives of the passive vibration control typically cover attenuation of the steady-state regime of the structure dynamic response. Then, at relatively low excitation frequencies is it important to reduce the steady-state displacements amplitude, which is generally obtained by an isolator of a strong material that may exhibit a low damping. On the other hand, at high excitation frequencies, a good isolator performance means that when the transmissibility is low. Then the isolator must possess high damping properties, which usually implies a soft material. Materials exhibiting high stiffness as well as high damping are not common [1] [2] . Efficient properties for passive vibration control can only be achieved in man-made composite materials. Two-phase composites composed of a stiff, low loss phase, and a compliant, high loss phase, can exhibit high stiffness combined with high loss, providing that the lower bounds (Reuss for Young's modulus of effectively orthotropic or Hashin-Shtrikman for effectively isotropic composite material) are saturated. These bounds must be rewritten by dynamic correspondence principle of the theory of linear viscoelasticity [3] . Actually very low volume fraction of stiff component embedded in high damping matrix can significantly improve the properties, [2] . The figure in merit is δ tan * E , where * E is the "norm" of the complex modulus E*, and ( ) ( ) namely, a material that soften at high frequencies [8] . The model presented in [8] requires also some components exhibiting the negative stiffness. As a first step in achieving the objectives of this work a computational tool allowing determination of macroscopic optimized one-dimensional isolator behaviour was developed. Voigt, Maxwell, standard and more complex material models can be implemented [9] . Objective function considers minimization of the initial reaction and/or displacement peak as well as minimization of the steady-state amplitude of reaction and/or displacement. Complex stiffness approach is used to formulate the governing equations in an efficient way. Material stiffness parameters are assumed as non-linear functions of the displacement. Numerical solution is performed in the complex space. Special attention is paid to the initial conditions, because in the complex space the transient solution yields an unreal behaviour originated by the fact that excitation frequency is already a part of the complex modulus. Steady-state solution is obtained by an iterative process based on the shooting method and imposing the conditions of periodicity on known value of the period [4] . Extension of the shooting method to the complex space is presented and verified. Non-linear behaviour of material parameters is then optimized by generic probabilistic meta-algorithm, simulated annealing. Dependence of the global optimum on several combinations of leading parameters of the simulated annealing procedure, like neighbourhood definition and annealing schedule, is also studied and analyzed. Procedures are programmed in MATLAB environment [10] .
Paper is organized as follows. In Section 2 problem statement is given. Simplifying assumptions are summarized and the cost functional is defined. Section 3 describes the techniques used for numerical implementation, namely the shooting method and the simulated annealing. Section 4 presents some of the results obtained. Paper conclusions are summarized in Section 5.
Results presented, although still related only to one-dimensional behaviour, facilitate the design of elastomeric cellular/composite materials with improved behaviour in terms of dynamic stiffness for passive vibration control. Future research will be directed to optimization of multidirectional properties, which will be used as target behaviour for design of cellular and/or composite viscoelastic materials. This application will have a direct and immediate impact on product design and development, especially in the design of new mechanical components such as engine mounts and /or new suspension systems.
Problem statement

Optimal one-dimensional behaviour
It is assumed that a mass of a given value, m, is connected through an isolator, s(t), to a fixed support. The mass is exited by time dependent set of forces, P(t). The objective is to determine the isolator characteristics which will provide an optimal dynamic performanec of the system. The reaction exhibited by the support, R(t), and the displacement exhibited by the mass, u(t) are selected as the crucial results for optimization according to practical applications. The model is schematically represented in Figure 1 . Displacement u(t) as well as the time dependent reation R(t) have a transient and a steady-state part. The objective in the optimization problem is to minimize u(t) and R(t) amplitude in both regions. Thus the optimization problem for the load cases (i) and (iii), specified in Figure 2 , can be stated as 
where tr α , st α express the importance of the reaction versus displacement in each of the considered regions and R , u are some convenient norms related to the particular problem. Further in Equation (1) 
, where T is the transmissibility.
Load cases (ii) and (iv) correspond to a set of discrete cases, where weights i λ must be attributed according to the importance or to the probability of occurrence, 
where r is the number of single load cases.
Simplifying assumptions and governing equations
It is necessary to impose some simplifying assumptions on the isolator behaviour. As already mentioned in Introduction, it is assumed only one-dimensional behaviour. Particular material model can be the Voigt, Maxwell, standard or more complicated. In these cases the spring part is assumed non-linear elastic and the damped part linear is taken as viscous with a constant damping coefficient. Then the isolator can be schematically substituted as indicated in Figure 3 , where ( ) ( ) t u S stands for the elastic force of the non-linear spring, c is the damping constant of the linear damper and "dot" represents the time derivative. We will name the non-linear relation of the elastic force S versus u is the "static curve". Figure 3 when Voigt model is assumed reads as, [11] :
where g is the gravity acceleration. Zero position of displacement can be shifted to the static equilibrium position if only mass is acting. Then:
where for the sake of simplicity designation of the displacement is remained unchanged. Then the support reaction is given by:
For other material models a system of equations must be written, [11] . For harmonic loading, however, it is then more convenient to introduce the concept of the complex stiffness, [9] . Then Equation (4) can be written as:
where i the complex unity
In this representation ( )
Regarding the steady-state final response, if originally the force applied was t sin P ω , then the imaginary part of the solution correspond to the final result, if t cos P ω was assumed, then the real part of the solution must be taken and if a general harmonic force was used, then the response corresponds to a combination of both parts. Following [9] it is easy to write the complex stiffness of any possible one-dimensional material model.
In order to characterize the design domain s , it is necessary to describe the allowable non-linear behaviour of the spring parts of the material models, i.e. the domain of admissible static curves. Practical applications require that spring rigidity is not arbitrary and that fixed and variable parts of the static curve must be identified. There is usually a final linear stage characterized by a rigid component, representing the alternative supporting system, which starts to actuate when the maximum allowable displacement ma u of the flexible part is achieved. It is assumed, that the allowable displacement ma u cannot occur later than the elastic force reaches the value ma F . Then in fact the final rigidity is not fixed but it is characterized by its minimum value fin k . Two possible designs of the non-linear spring are shown in Figure 4 , variable (dashed) part of the static curve is the subject of optimization. It must be estimated by a convenient curve satisfying certain requirements in the interval ma u , 0
, namely: a) Static curve must be continuous; b)
Static curve must be increasing, i.e. stiffness must be non-negative at any displacement value, in order to avoid dynamic instability; c)
Spring behaviour is perfectly hyperelastic, i.e. loading and un-loading paths matches exactly. In order to determine the optimal static curve, an optimization procedure must be implemented. Generic probabilistic meta-algorithm, simulated annealing, was chosen for this purpose. The algorithm will be described in the next section. Besides the cost functional definition and simulated annealing general steps, several other procedures must be established, like the procedure for the variable part of the static curve definition. Then it is possible to solve the problem stated in Equation (5) numerically and evaluate the cost functional for such particular case. One of the possible approaches for the static curve definition is: a)
Select a set of fixed points n ,..., As far as the spline approximation, linear and cubic Hermite approximations were tested for suitability. Linear spline approximation is easy to implement, it preserves continues and monotonic behaviour, however it does not preserve stiffness continuity in the separation points i u . Cubic Hermite approximation, on the other hand, establishes cubic polynomial approximation within each interval with continuity of the first derivative at i u . Derivatives i d at the separation points i u can be given by finite differences, as forward, backward or centred approximation. Let
. Implementation of Hermite approximation is also straightforward, requirement a) is assured, however, requirement b), is not preserved.
Monotonic behaviour is a crucial condition, therefore some adjustments must be implemented. Following [12] , if the conditions for monotonicity are not met in a certain interval, derivatives at the end points of this interval, states one possible choice of random forces, which is already related to the case study described further in this paper. Random values are connected by linear spline, red points mark initial end-points intervals, where at least one of the monotonicity conditions is not satisfied. Figure 6 shows the Hermite approximation within the first of these intervals determined by the original procedure (blue) and after the derivatives alteration (red). Figure 6: Efficiency of the monotonicity criteria: Hermite approximation before (blue) and after (red) the derivatives alteration.
The two possible spline approximations described in this section were tested for accuracy and computational time. No significant differences were found in either of these criteria. Therefore the linear spline approximation is used in all examples presented in this paper because of its simplicity.
Numerical implementation
Shooting method
In order to express the maximum amplitude in the steady state regime, the methodology of a "long simulation" can be implemented. This means that the total dynamic response must be recorded for a sufficiently long time, until it gets periodic. This is possible to do only in damped systems described by the equation in the real domain; it can be time consuming and it can accumulate numerical errors. When the complex stiffness is implemented, then the effect of the excitation frequency ω on the left hand-side of Equation (7) causes that the "natural" vibration instead of being attenuated, tends to the infinity. In this case the long simulation method is not possible to use. Due to these reasons it would be useful to implement a procedure which could directly seek only for the periodic solution. Very efficient iteration procedure is based on the shooting method. This method is presented in [4] , where it is implemented in the real case. It also performs well in dynamically unstable systems, where several periodic solutions may exist. When the dynamic response is chaotic, the methodology diverges. In order to implement the shooting method, Equation (5) must be written as a system of equations. Let us assume for the sake of simplicity that only one sinusoidal load is applied. Then:
where ( ) ( )
The shooting function h is defined as:
where
is the known period. The objective is to find the initial conditions ( )
x is an initial choice of initial conditions, then the solution F x can be found by an iterative procedure based on the Newton-Raphson method as:
The crucial point in this process is to obtain the Jacobian matrix, i.e. the derivatives:
Following [4] it is possible to prove, that these derivatives correspond to the solution of the linearized homogeneous system, expressed at the value of the solution of the previous step, when the base vectors are used for the initial conditions.
The methodology can be extended to the complex domain, then instead of 2x2 Jakobian matrix, 4x4 must be used. The advantage of the problem treated in this paper is that the original problem is already linearized.
Optimization algorithm
Generic probabilistic meta-algorithm, simulated annealing, was chosen as optimization tool to solve the problem specified in Equations (1-3) . In order to describe the optimization procedure let us assume for the sake of simplicity, that Voigt model is implemented and that at iteration k one has the respective static curve , where j T is the current cooling temperature. This criterion prevents the algorithm to stick at a local minimum and gives the possibility to search through the entire design domain. As the cooling proceeds, cooling temperature is getting lower and consequently the probability of acceptance decreases.
There are several crucial parameters in this algorithm which must be carefully chosen as they can distort the final result and/or make the calculation inefficient. They are: a)
The initial temperature; b)
The number of iterations within each temperature; c)
The cooling schedule; d)
The stopping criteria; e)
The neighbourhood definition.
The initial temperature is usually defined as a ratio of the initial value of the cost functional. It should be stated in the way that the acceptance probability in the initial temperature stage is around 50%. The number of iterations within each temperature must be high, around 500 or more and must be adapted to each particular load case. It does not make much sense to implement many temperature levels, since then the probabilities of acceptance in two consequent temperatures will be very similar. The algorithm can stop before completing the cooling schedule, whenever the number of consecutive failures reaches the user-input number.
The neighbourhood definition is crucial in a simulated annealing algorithm. In our problem it is defined in percentage terms from the given static curve. In more details, user-input values are: a) n m ≤ as number of forces which are allowed to vary; b) p the percentage of variation related to the total allowable force value ma F . After the new force values are obtained they must be ordered in an increasing way, in order to satisfy requirements specified in Section 2.2.
The numerical model is developed using software Matlab and permits the analysis of all load cases defined in Section 2.1. In the problems presented in this paper the following strategy was adopted: (1) first design from S is randomly selected and then optimization continues with conditional acceptance implemented and with wide neighbourhood definition (namely n=30, m=10, p=0.2) in order to give the necessary freedom for searching through the full design domain; (2) refinement of the previously obtained design: in this case conditional acceptance is deactivated and searching continues with tight neighbourhood definition (namely n=30, m=1, p=0.1). Nevertheless the global optimum is never guaranteed and usually several attempts must be performed in order to obtain reliable results. In addition, sensitivity analysis was performed in the following sense: perturbation of one design point from the final optimal design was allowed and histogram of the objective function values for 1000 such simulations was analysed.
Obtained results
In this paper; the engine mount suspension system is considered as a practical application. Then, according to real solicitations, 0 F has relatively high values, around 1000-2000N, and 1 F ranges about 1-2N with frequencies from 25Hz to 250Hz. Load case (i) stands for the action exerted on the engine in a sudden acceleration or a car stop. The harmonic contribution from load case (iii) represents the solicitation acting whenever the engine runs. Therefore, harmonic forces are always superposed to the step load. This means that load cases (i-ii) cannot occur in real applications, nevertheless they are worthwhile to study in order to draw conclusions about their particular influence. Voigt model is assumed, 
Load case (i)
First, let a linear undamped case is assumed. From analytical solution it is wellknown, that the maximum reaction achieves the value equal to the double of the applied force. This is simply justified by the energy comparison:
where k, max u and max R stand for the spring rigidity, the maximum displacement and the maximum reaction. If the damper is included, then the peak in the reaction decreases with the increasing damping coefficient c, and it is reached sooner than the maximum displacement. This case has also analytical solution, presented for instance in [11] . The lowest reaction peak is attained in the supercritical damping case, when km 2 m 2 c c 0 cr
. In our case, the viscous damping coefficient c is a fixed parameter, thus the rigidity must be decreased in order to obtain a supercritical or a high damping case. Therefore, one may expect a plateau in the static curve at the value of the applied force, as a result of the optimization procedure. The most effective solution will have displacements which will cover the full plateau but will not fall beyond the interval ( ) ma u , 0 u ∈ . The perfect plateau is thus not possible, because the static curve must have some rigidity to keep the displacement within the limits 0 and ma u . Beyond the interval ( ) ma u , 0 u ∈ the high rigidity causes high peaks in the reaction force. There are thus two contradictory conditions which must be combined together, the first one is forcing the rigidity to zero and the second one is forcing the rigidity to a non-zero value. Adapting Equation (14) for the non-linear damped case, the maximum displacement reads as:
The integral in Equation (15) corresponds to the integral of the static curve plus the energy loss caused by damping. It is impossible to evaluate it before the analysis, but it allows for estimates. The higher the damping coefficient, the higher the energy loss and thus the rigidity of the static curve does not have to be so high to keep the maximum displacement below ma u . When the damping is low, localized high rigidity should be formed around the equilibrium position to add an energy loss in the region where the velocity is the highest. These predictions are confirmed by the optimization procedure. Two values of the step force were tested: N 1000 F 0 = and N 1200 F 0 = . Damping coefficient is varied between, 400, 200 and 100 N.s/m. For the optimization simulation: n=30, in the first step m=10 and p=20% and in the second step m=1 and p=10%. In the first step the probability acceptance was allowed, while in the second not. Results are summarized in Tables 1 and 2 Table 2 : Summary of the optimization analysis: step force N 1200 F 0 = .
In Tables 1 and 2 , O ini and O fin , stand for the initial and the final value of the objective function (in the brackets the final value was recalculated with very fine time steps); k avr and u eq represent the average plateau in the static curve and the final equilibrium displacement. u max and u min are the maximum and minimum achieved in displacements, minimum value in displacement is considered after the first maximum peak. It is seen that the optimization procedure is very efficient if high c-values are considered. For low damping coefficient it was impossible to obtain a result, which would utilize the full plateau. In Figure 7 final static curves and in Figures 8 comparison of the total reaction of the initial and the optimized design is plotted for N 1200 F 0 =
. A sensitivity analysis of the obtained results was performed in the sense that objective function was calculated for 1000 design taken as the optimized static curve affected by one localized perturbation of one point within 1%. It is worthwhile to point out, that the ordering values procedure, rarely kept the perturbed value at the same place. As expected, the less optimized case (low c) showed the most stable values. In the following graphs of Figures 9-11 Next analysis confirms, that the perfect plateau is not an optimized design. Then internal bumps appear in the total reaction whenever the displacement value goes out from the allowable interval. It must be pointed out, that the first "design" point (0,0) is fixed and it corresponds to the static equilibrium position when no force is applied. This point is not included in the optimization procedure. Because 30 design values are used within 10mm interval, the first design point is located at 0.32mm. As a consequence, the allowable displacement interval is in fact only ( ) 
Load case (ii)
In order to perform some comparisons, two step forces with values as in previous section are assumed with the same probability of occurrence. Cost functional is given by Equation (3) . Results are summarized in Table 5 . It is worthwhile to mention that now the optimization procedure can be run in two ways, cost functional can be assumed in its scalar value, or, optimization can require improvement in each O i , i=1,2, to accept the corresponding design curve. This fact is designated in table as "scalar" and "vector" in the first row. No significant differences were found. c (N.s/m)
Step Optimised static curves are shown in Figure 12 for the scalar approach. It can be concluded, that formations of the respective plateaus at forces levels is not assured. Moreover, the difference between the optimization results from previous section is very large. Solution, which would mark plateaus at each equilibrium force level and within the range of corresponding displacements is impossible. In this formation there would be insufficient strain energy accumulated in the spring in order to prevent the bump at the maximum displacement. Therefore, mainly the higher plateau is above the second applied step force N 1200 F 0 , 2 = . 
Load case (iii)
In this load case the objective function can take into account both regimes, the transient as well as the steady-state one. Nevertheless, and because the transient effect is only temporary, we started with weight parameters 0 tr = γ and 1 st = γ . Then the optimization problem reduces to the minimization of transmissibility. In the linear case the transmissibility can be expressed as:
where ω stands for the frequency of the excitation force and 0 ω for the natural frequency of the system. Usually, transmissibility is plotted with respect to the excitation frequency. But in our case, ω is fixed and spring rigidity (governing the natural frequency) is the design variable. Therefore the graph of transmissibility with respect to the natural frequency will indicate the expected optimization result. This graph is shown in Figure 13a ) for Hz 50 f = and Hz 100 f = . It is seen that the transmissibility achieves the lowest value when the natural frequency tends to zero. Therefore the optimised static curve will tend to a curve with a plateau at the equilibrium force, like in load case (i). Now the plateau can be 
Then the graph of the transmissibility versus the excitation frequency for the different c-values used in this paper is presented in Figure 12b ). It is seen from Figure 12b ) that the transmissibility values are very low and that they increase with increasing damping. Low values of transmissibility will imply very low range of steady-state displacements and therefore hardly noticeable plateau. For this reason amplitude of the harmonic contribution was assumed as 500N instead of 1-2N. The optimised results confirmed all predictions. In each case plateau was easily formed and the objective function achieved the analytically lowest possible value. Results for excitation frequency ω=300rad/s=47.7Hz, F 0 =1000N and F 1 =500N are summarized in Table 6 . Table 6 : Summary of the optimization analysis for the load case (iii).
In Table 6 except for the values defined before, O anl stands for the analytical value and u max and u min now refer only to the steady-state regime. Objective function is very stable in all these cases, because significant part of the static curve does not influence the total dynamic reaction in the steady-state regime. However, in all these cases there is a very high reaction peak in the transient part. Therefore, in the next analysis 5 . 0 tr = γ and 5 . 0 st = γ were assumed. As expected, optimized solution is now very similar to the one obtained in load case (i). Plateau is formed at the equilibrium force level, because this condition is required in both regimes. Part of the objective function corresponding to the steady-state regime again achieves the analytically lowest possible value. Results are summarized in Table 7 , where also comparison with the previous results is given. Thus "Reg." stands for the regime, which is separated into "total" (the total objective function) and the parts from the transition ("tr.") and from the steady-state ("st.") part. Third column summarizes the objective function values obtained in the current analysis. Fourth column shows the objective function value for load case (i) on optimized static curve from the current analysis; and the next column brings the current analysis objective function values on the optimized static curve from load case (i). Last two columns include, for the sake of comparison, final values from Tables 1  and 6 and sixth column designated "Sum" shows the weighted sum value if the optimum would be obtained in both regimes. It is seen, that two different behaviours can be detected: (a) when c=400 or 200N.s/m, then the optimized curve from the load case (i) forms an optimum for the current analysis as well; and the weighted sum of last two columns is very similar to the value obtained here; (b) weighted sum of last two columns is much higher then the value in second column, because harmonic contribution smoothes the first peak in the total reaction in the way that the transient regime contribution is much less than in the case when only step force is considered. Comparison of reaction according to columns 3, 4 and 5 from Table 6 is given in Figures 15 and 16 . 
Conclusions
The work described here is a first step to design materials for passive vibration control. From the results obtained it is apparent that optimal behaviour can be achieved, however it is also clear that a precise definition of existing forces and design constraints is crucial for its success in practical applications. Once the optimal static curve(s) is identified future research will be directed to the design of cellular and/or composite viscoelastic materials achieving this behaviour(s). This application will have a direct and immediate impact on product design and development, especially in the design of new mechanical components such as engine mounts and /or suspension systems.
