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5.2 Nevronska mreža LSTM . . . . . . . . . . . . . . . . . . . . . 33
5.3 Priprava testnih podatkov . . . . . . . . . . . . . . . . . . . . 34
6 Eksperimentalni rezultati 39
6.1 Prikaz rezultata na podatkih, za katere poznamo pravilni izhod 39
6.2 Prikaz besedila iz spleta, pretvorjenega v MIDI . . . . . . . . 40
6.3 Prikaz GPS poti, pretvorjene v MIDI . . . . . . . . . . . . . . 40
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tuje čez mrežo . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
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pomnilnikom
MBS model-based sonification sonifikacija na osnovi modela
MIDI musical instrument digital in-
terface
elektronski standardni proto-
kol
MIT Massachusetts institute of te-
chnology
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Povzetek
Naslov: Sonifikacija podatkov
Avtor: Živa Škof
V diplomski nalogi vhodne podatke, to so besedila v formatu ASCII, pre-
tvarjamo s pomočjo nevronskih mrež v glasbo v formatu MIDI. S tem želim
doseči, da bi bila nevronska mreža sposobna sonificirati podatke in jim določiti
čustveni ton. Nevronsko mrežo učimo na slovenskih besedilih, ki so bila pred-
hodno ročno sonificirana. Cilj naloge je tudi, da poleg slovenskih besedil, z
isto mrežo sonificiramo tudi druge vrste podatkov, kot je na primer iskanje
po spletu ali sledi GPS naših sprehodov. Vsi vhodni podatki bodo v ASCII
formatu. Tako bo mogoče pot, ki jo prehodǐs npr. po Rožniku, sonificirati
in ji pripisati
”
obarvano sonifikacijo“. Poleg učenja nevronske mreže se di-
plomska naloga ukvarja tudi z iskanjem najučinkoviteǰse oblike vnosa ASCII
podatkov v nevronsko mrežo in prilagajanjem že obstoječe nevronske mreže,
da bo le ta čimbolj učinkovita pri doseganju zadanega cilja.
Ključne besede: nevronska mreža, sonifikacija, podatki, LSTM, RNN,
umetnost, glasba, MIDI.

Abstract
Title: Sonification of data
Author: Živa Škof
The diploma thesis describes a neural network which converts texts in ASCII
format into music in MIDI format. The neural network is trained on manually
generated sonifications of texts made manually by a composer. The goal
is that the sonifications would reflect the emotions contained in the text.
With the same neural network other types of data will be used as input for
sonification, for example data generated by internet browsing or GPS tracks
from walks.
Keywords: neural network, sonification, data, LSTM, RNN, art, music,
MIDI.
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Uvod
Kljub temu, da se verjetno ne zavedamo, nas sonifikacija podatkov spremlja
že od rojstva, saj je eden od verjetno nam vsem najbolj poznanih primerov
sonifikacije podatkov prav zvok našega utripa na monitorjih v bolnǐsnicah.
V svoji diplomski nalogi se bom sonifikacije podatkov lotila z bolj ume-
tnǐskega kot znanstvenega vidika. V sodelovanju z glasbenikom Boštjanom
Perovškom, ki mi je priskrbel MIDI datoteke starih slovenskih zapisov, ki
bodo služile kot moji učni podatki, bom nevronsko mrežo učila.
Da pa bom svoje delo malo popestrila in ga razširila še v druge smeri,
bom z že naučeno nevronsko mrežo sonificirala tudi druge vrste podatkov.
1.1 Motivacija
Temo mi je predlagal mentor, v sodelovanju z glasbenikom, ki si je zadal so-
nificirati besedila. Ko mi je mentor temo predstavil, mi je ideja predstavljala
velik izziv, saj s posameznimi deli, ki so zahtevani za uresničitev ideje, še
nimam izkušenj. Vendar je tema zelo zanimiva in sem jo sprejela za svojo
nalogo. Temo smo razširili do te mere, da smo jo iz sonifikacije določenih
besedil povzdignili na sonifikacijo podatkov. S temo bom združila tehnolo-
gijo in umetnost in tako prikazala, da je tehnologija lahko tudi kreativna,
zanimiva in zabavna.
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Rezultati moje diplomske naloge bodo najprej koristili glasbeniku s kate-
rim bom sodelovala, prav tako pa tudi vsem ostalim, ki bi si želeli izvedeti
kakšen zvok ima lahko na primer njihova najljubša trim steza, izletnǐska pot,
vsakdanje brskanje po spletu ali pa le besedilo, ki so ga prebirali v otroštvu.
1.2 Uporabljene metode in tehnologije
Za mojo diplomsko nalogo so primere naslednje raziskovalne metode:
Pregled literature Ker je diploma strokovni izdelek, je zanj potrebo pre-
brati in raziskati veliko literature, saj tako najučinkoviteje pridobim
znanja in dejstva o temi, ki jo bom implementirala. Za dobro izvedbo
svoje nalogo potrebujem zelo dobro teoretično podlago.
Simulacija Za mojo nalogo je zelo pomembno, da ugotovim, kaj se bo zgo-
dilo v določenih primerih, kako bo sistem reagiral v različnih situacijah
in ali bom dobila željene rezultate.
Nevronska mreža Je sistem za obdelavo informacij, ki deluje po principu
človeških in živalskih možganov. Njeni osnovni gradniki so množice
umetnih nevronov, ki so med seboj povezani in imajo več vhodov in le
en izhod. Najenostavneǰse mreže so sestavljene iz enega nivoja, tiste
bolj zakomplicirane pa jih imajo lahko tudi več.
Glavni pomen nevronskih mrež je, da so se sposobne same naučiti
kakšna je povezava med vhodnimi in izhodnimi podatki. Ko je ne-
vronska mreža naučena, lahko deluje tudi v situacijah, s katerimi se
med učenjem še ni srečala.
MIDI (Musical Instrument Digital Interface). Je elektronski standardni
protokol, s katerim lahko povežemo naprave, ki proizvajajo in nad-
zirajo zvok, kot so sintentizator zvoka, računalnik, zvočne kartice, itd.
S tem omogoča njihovo medsebojno komunikacijo z uporabo sporočil v
formatu MIDI. MIDI standard je prvič predstavil leta 1981 Dave Smith.
Uporabljati se ga je začelo leta 1983.
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Programski jezik Python Ustvaril ga je Guido van Rossum leta 1990.
Ima popolnoma dinamične podatkovne tipe, samodejno upravlja s po-
mnilnikom in je odprtokoden [9].
1.3 Struktura diplomske naloge
Diplomsko delo obsega sedem poglavij, ki si med seboj smiselno sledijo od
teoretičnega uvoda do praktičnega zaključka.
Prvo poglavje je uvodno, kjer v grobem povzamem namen dela, predsta-
vim motivacijo za izdelavo diplomske naloge, obstoječe implementacije
in oris predlagane rešitve.
Drugo poglavje najprej predstavi uporabo računalnikov v umetnosti, ne-
kaj prvih del v Sloveniji in tujini. Umetnosti sledi podpoglavje o glasbi,
v katerem predstavim delo, ki opisuje zvočno laminacijo, ki predstavlja
nek nov pristop glasbe v sami umetnosti. Za konec pa predstavim še
dve stareǰsi in dve noveǰsi deli, ki so prikaz sodelovanja umetnosti in
računalnǐstva.
Tretje poglavje predstavi sonifikacijo, ki predstavlja tudi glavni del moje
naloge, nekaj zgodovine in njene prve začetke. Poglavje se nadaljuje
s predstavitvijo formata MIDI, ki je format zvočne datoteke. Temu
sledi še poglavje o nevronskih mrežah na splošno in pregled sorodnih
del uporabe nevronskih mrež.
Četrto poglavje je namenjeno bolj obsežni predstavitvi motivacije diplom-
ske naloge. V njem predstavim problem, ki ga rešujem v svoji diplomski
nalogi in glasbenika Boštjana Perovška s katerim sem pri nalogi sode-
lovala.
Peto poglavje predstavi končno implementacijo z delčki kode.
Šesto poglavje predstavi končne eksperimentalne rezultate.
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Sedmo poglavje predstavi sklepne ugotovitve in možne izbolǰsave, ki bi jih
bilo moč realizirati v prihodnosti.
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Uporaba računalnika v
umetnosti
Umetnost je po splošni definiciji opredeljena kot človeška dejavnost, ki ni
povezana s preživetjem in ni opredeljena kot znanost. Preko umetnosti človek
izraža sebe, svoja čustva, svoje dojemanje sveta in okolice okoli njega.
Ob besedi umetnost vsi najprej pomislimo na umetnine, ki si jih lahko
ogledamo v raznih galerijah, parkih in jo kot prvo povezujemo s platnom in
čopičem, z glino in skalpelom, s papirjem in peresom. In s tem ni nič narobe,
saj je tako prva umetnost tudi nastala. Takšne asociacije so splošno sprejete,
se pa dandanes pojem umetnost z razvojem razvija in širi eksponentno z
novimi napravami in orodji. Že pred več kot stotimi leti so se v umetnosti
slikam pridružile fotografije, kiparskim umetninam funkcije interaktivnosti,
zgodbam in gledalǐskim uprizoritvam filmi itd. Kot pravi definicija, umetnost
ni znanost, a jo lahko s pomočjo znanstvenih dognanj tudi ustvarjamo.
2.1 Začetki uporabe računalnikov v umetno-
sti
Uporaba računalnikov v likovni umetnosti se je začela na področju grafike.
Razlog za to so tedanje izhodne naprave - tiskalniki in risalniki. Prva dela so
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se začela pojavljati v obdobju med letoma 1965 in 1975, prvi temelji pa že v
50-ih letih dvajsetega stoletja. Že leta 1965 so bile tri razstave, ki veljajo za
prve razstave digitalne umetnosti. Na njih so se predstavili Georg Nees na
univerzi v Stutgartu, A. Michael Noll in Bela Julesz v Howard Wise galeriji v
New Yorku in Frieder Nake z Georgom Neesom v Wendelin Niedlich galeriji
v Stuttgartu.
Prvi Slovenec, ki je računalnik uvedel v svoje umetnostno ustvarjanje, je
bil Edvard Zajec [28]. Sodeloval je z Matjažem Hmeljakom, ki je prispeval
programerski del, kasneje pa se je tudi Hmeljak sam začel umetnǐsko izražati s
pomočjo računalnika. Skupaj sta ustvarila tudi računalnǐsko sliko, ki je bila
uporabljena kot naslovnica prvega slovenskega učbenika za računalnǐstvo.
Eno od zadnjih Zajčevih del, ki je bilo razstavljeno v Vitanju (Center Noor-
dung) je prav vizualizacija glasbe [29].
Z razvojem računalnǐstva in novih vhodnih ter izhodnih naprav, se je
računalnǐstvo v umetnosti začelo širiti še na področje zvoka in videa. S pre-
pletanjem zvoka, videa in slike so se rodili multimediji. Največji razcvet novo
vpeljanih načinov uporabe računalnika se je zgodil leta 1993 s pojavom sve-
tovnega spleta, ki je poskrbel za svetovno razširitev. Uporaba računalnǐstva
je tako vstopila v svet umetnosti, kjer so se z novimi tehnikami in znanji
začeli spoprijemati številni umetniki [25].
Z razvojem tehnologije se razvija tudi umetnost. Seveda umetnost, kot jo
poznamo, še vedno ostaja, vendar danes umetnost v povezavi z računalnikom
ni več neka neznanka. Zaradi potrebe umetnikov se umetnosti prilagaja tudi
tehnologija. Poznamo zelo veliko število programske opreme, ki je bila razvita
za uporabo v umetnosti. Ima pa današnja
”
računalnǐska umetnost“ poudarek
na interaktivnosti. Umetnik želi v umetnost vključiti ali privabiti opazovalca.
Seveda pa se pojavlja tudi vprašanje, ali so takšna dela še vedno umetnǐska,
saj je za njihov nastanek potrebno širše znanje od le umetnǐskega. Ker smo
rekli, da je umetnost definirana kot nekaj neznanstvenega, tako pridemo
v konflikt z dejstvom, da so za določena interaktivna dela potrebni prav
znanstveniki. Vendar pa umetnost še vedno ostaja produkt, skozi katerega
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se umetnik izraža in v uporabniku/opazovalcu vzbuja čustva, razmǐsljanje in
vprašanja.
2.2 Glasba v računalnǐstvu in umetnosti
Glasba v povezavi z računalnǐstvom se je kot umetnost pojavila nekoliko
kasneje, kar je mogoče presenetljivo, saj jo verjetno lažje in hitreje povežemo
z računalniki. Uporaba računalnika je na primer potrebna že za snemanje in
urejanje zvoka preden ga spravimo v format, primeren za poslušanje. Prvi
začetki tudi tu segajo v 50-ta leta dvajsetega stoletja, ko je John Cage ustvaril
delo o skladanju, nastopanju in izdajanju na ploščah, z naslovom 4’33”.
Interaktivnost v sodobni umetnosti predstavlja veliko vlogo. V članku z
naslovom Sonic lamination (slovensko: Zvočna laminacija) Denis in Gašper
Trček opisujeta manj raziskano področje glasbe v povezavi z umetnostjo [27].
V svojem delu sta opisala umetnǐski pristop likovne umetnosti med digitalno
grafiko in zvokom. Glavni koncept povezave so plasti, ki niso povezane s
”
stvarmi“ nad ali pod njimi in so sorodne konceptu laminacije, ki pa je
skupek večih tesno povezanih plasti, ki so lahko med seboj enake ali različne.
Prav samo razmǐsljanje o plasteh pa omogoča ljudem lažje povezovanje z
realnostjo.
V članku se Trčka osredotočata na koncept zvočne laminacije. Zvočna
laminacija se začne z laminacijo (skeniranjem) delčkov slike (ki je za to pri-
merna) in njihovo pretvorbo v digitalno grafiko, ki jih skozi stopnje pretvori
v zvok. S tem, da se slikovni vhod pretvori v zvočni izhod, postane to inte-
raktivna umetnost.
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2.3 Primeri uporabe računalnikov in infor-
macijske tehnologije na področju umetno-
sti v Sloveniji
Deli iz podpoglavij 2.3.1 in 2.3.2 sta nastali na začetku uveljavitve računal-
nǐstva v umetnosti. Zadnji dve predstavljeni deli pa sta noveǰsi deli, ki sta
nastali nedavno. Tako lahko vidimo kako se je razvijala uporaba računalnikov
v umetnosti in kako se uveljavil princip interaktivnosti kot način, kako ume-
tnost približati in preplesti z opazovalci/uporabniki.
2.3.1 Slovenska virtualna galerija
Med ene izmed prvih slovenskih projektov in prvi, ki je bil ustvarjen v labo-
ratoriju za računalnǐski vid v prvi polovici leta 1995, sodi projekt Slovenska
virtualna galerija, ki je prejel tudi mednarodno priznanje [19].
Projekt je postavljen na svetovni splet, njegov namen pa je bil predstavi-
tev slovenske likovne umetnosti na spletu. Pri samem projektu so pri izboru
del sodelovali priznani slovenski umetnostni zgodovinarji. Sama virtualna
galerija je uporabniku omogočala
”
sprehod“ po galeriji in prehajanje med
prostori. Uporabnik pa je s klikom na izbrano umetnino pridobil informacije
o samem delu in njegovem avtorju.
2.3.2 Živa video slika preko interneta
Leto kasneje so prav tako v Laboratoriju za računalnǐski vid razvili lasten
sistem
”
Internetni video server“, ki je bil namenjen opazovanju na daljavo
preko interneta. Sistem predstavlja kamera na robotski roki, ki omogoča
gibanje v vse smeri koordinatnega sistema [23].
Zgoraj omenjeni sistem so naslednje leto in kasneje uporabili za gradnjo
panoramskih slik, ki je izbolǰsala natančnost in omogočila zajem slike v enem
koraku in ni bilo potrebe po naknadnem lepljenju slik v panoramsko sliko.
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2.3.3 Za zastrtimi okni
Kot primer uporabe računalnika v umetnosti v letošnjem letu, smo v sklopu
festivala Svetlobna gverila 2019 študenti s Fakultete za računalnǐstvo in in-
formatiko s študenti Akademije za likovno umetnost in oblikovanje naredili
interaktivno svetlobno inštalacijo z naslovom
”
Za zastrtimi okni“. Interak-
tivnost smo ustvarili s pomočjo informacijske tehnologije. Ustvarili smo pro-
gramsko opremo, ki je upravljala projektor, na katerem so se predvajali vi-
dei, ki so s sencami prikazovali dogajanje v posamezni sobi. S projektom
smo želeli vzpodbuditi vprašanje, kaj se v resnici dogaja za okni v človekovi
intimi. Opazovalcem smo z ustvarjeno spletno stranjo omogočili tudi vpo-
gled v samo dogajanje za okni in neposredno upravljanje s samo svetlobno
inštalacijo.
2.3.4 Empatija
Še v enem nedavnem projekt, ki se je odvijal v sklopu festivala Svetlobna
gverila 2019, sta Franc Solina in Enej Guček Puhar ustvarila interaktivno
inštalacijo z naslovom
”
Empatija“.
S svojo interaktivno projekcijo, katere idejni vodja je bil Franc Solina, sta
na interaktiven način poskušala prikazati empatijo med ljudmi. Empatijo
opisujemo kot nekakšen prenos čustev iz ene osebe na drugo. Z interaktivno
projekcijo sta s pomočjo uporabe infrardeče kamere, ki zazna gibanje človeka
in s pomočjo računalnika, te podobe pretvorila v silhuete. V primeru dotika
oseb, pa se je pojavil nov vizualni učinek, ki je s pomočjo barvnih krogov
ponazarjal empatijo med osebama.
Kot lahko vidimo iz zgornjih primerov današnja umetnost v informatiki
vedno bolj strmi k vključevanju človeka v samo umetnǐsko inštalacijo ali pa
vsaj nekakšno interaktivnost, ki naredi umetnino manj statično in veliko bolj
živo.
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Poglavje 3
Sonifikacija, računalnǐstvo in
informatika
3.1 Sonifikacija
Sonifikacija je metoda, ki poenostavi način analize podatkov. Ker je uho
občutljivo na čas, vǐsino tona in glasnost, je naučeno prepoznati vzorce ne
da bi ga bilo potrebno naučiti. Veliko manǰse spremembe v podatkih lahko
slǐsimo, če podatke ustrezno sonificiramo, kot če iste podatke opazujemo
vizualno [3]. Slušni način prepoznavanja malenkosti se v sodelovanju z znan-
stveniki uporablja tudi v medicini. Tako se na primer pri diagnosticiranju
raka uporablja za razločevanje zdravih in rakavih celic. V raziskavah epilep-
sije je lahko sonifikacija uporabljena za poudarjanje vzorcev možganskih slik,
kar omogoči napovedovanje epileptičnih napadov.
Zvok, ki ga slǐsimo, ločimo na dve kategoriji. Pasivni in aktivni zvok.
Pasivni zvok je zvok, ki prihaja iz zunanjega vira in ni neposredna po-
sledica naših aktivnosti. Z zvokom dobimo informacije o okolici. Ta vrsta
zvoka je pomembna, saj nas opozarja in usmerja. Aktivni zvok je posledica
fizične aktivnosti in ga proizvajamo sami. Primeri: zvok oblačil ob premikih,
korakov, neposrednega stika s predmeti in okolico, ipd.
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3.1.1 Zgodovina
Opis zgodovine sonifikacije skozi nekaj prvih pomembnih izumov [26].
• 1908 je bil izumljen Geigerjev števec, ki je bil eden izmed prvih in
najuspešneǰsih izumov, ki so uporabljali sonifikacijo. Namenjen je bil
merjenju radioaktivnosti. Nekaj let kasneje, leta 1928, je bil Geiger-
jev števec z Walther Müllerjevo nadgradnjo sposoben zaznati več vrst
radiacij.
• 1913 je dr. Edmund Fournier d’Albe izumil optofon, ki so ga upora-
bljali slepi. Skeniral je besedilo in generiral časovno različne akorde za
prepoznavanje črk.
• 1974 so John M. Chambers, Max Mathews, in F.R. Moore argumenti-
rali graf raztrosa z uporabo sonifikacije.
• 1980 se je razširila uporaba merilca kisika v krvi, ki sonificira koncen-
tracijo kisika v krvi.
3.1.2 Sonifikacija na osnovi modela
Sonifikacija na osnovi modela (angl. Model Based Sonification – MBS) je
definirana kot izraz za vse tehnike sonifikacije, ki uporabljajo dinamične mo-
dele. Ti matematično opǐsejo razvoj sistema v času. Sistem parametrizirajo
in konfigurirajo med inicializacijo z razpoložljivimi podatki in uporabniku
omogočajo interakcijo, kot vmesnik za aktivno poizvedovanje soničnih odgo-
vorov, ki so sistematično odvisni od začasne evolucije modela.
Je ogrodje za definiranje, oblikovanje in implementiranje posebnih soni-
fikacijskih tehnik usmerjenih k nalogam. Primer pridobljen z MBS je sonifi-
kacijski model. MBS je zgrajen na fizikalnih temeljih, vendar jih je mogoče
definirati tudi drugače. Lahko ustvarijo tudi dinamične modele, ki ne te-
meljijo na fiziki. Dobro definiran model mora vsebovati naslednje korake:
vzpostavitev, dinamiko, preskok, začetno stanje, povezane spremenljivke in
značilnosti poslušalca [26].
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Vzpostavitev modela določa kako podatki definirajo konfiguracijo di-
namičnega sistema z notranjo stopnjo svobode. Vzpostavitev zmanǰsa razliko
med nematerialnim, abstraktnim in statičnim svetom visoko dimenzionalnih
podatkov ter bolj otipljivim svetom dinamičnega modela, kjer se elementi
premikajo v času in tako povzročajo zvok.
Cilj Dinamike modela je dobiti zvočni signal, ki je zvočna predstavitev
analiziranih podatkov. Dinamika se nanaša na enačbo gibanja, ki predstavlja
kako se naslednje stanje izračuna iz preǰsnjega.
Preskok modela je najpomembneǰsi del MBS, saj predstavlja/definira
človekovo interakcijo z modelom.
Začetno stanje opisuje konfiguracijo sonifikacijskega modela takoj po
vzpostavitvi. Definira sistem in kako so podatki uporabljeni za določitev
arhitekture modela sonifikacije.
Povezovalne spremenljivke modela povezujejo dinamične procese mo-
dela z zvokom. V najbolj preprostem primeru lahko spremenljivke neposre-
dno uporabimo kot zvočni signal, kar je dober prikaz, kako se zvok generira
v resničnih akustičnih sistemih.
3.1.3 Različne vrste modelov sonifikacije
• Model sonifikacije podatkovnega sonograma (angl. The Data
Sonogram Sonification Model). Model uporabi en masno-vzmetni sis-
tem na podatkovni vektor v prostorskem modelu iste dimenzije kot
podatkovni prostor. Rezultat vsote premikov masnih-vzmeti tvori so-
nifikacijo, ki je specializirana za stereo okoli poslušalca, ki naj bi bil v
centru zvočnih valov.
Podaja nam informacije o podatkih sferičnega prometa. Vǐsja lokalna
entropija vodi do večjih vzmeti in se zazna v vǐsjih notah. Podatkovni
sonogram podpira in razume množice podatkovnih struktur [26].
• Skeniranje oprejemljivih podatkov (angl. Tangible Data Scan-
ning). Podatkovne točke modela so predstavljene na enak način kot
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Slika 3.1: Podatkovno sonogramski model [26]
v modelu podatkovnega sonograma. Podatki so v tri dimenzionalnem
prostoru okoli poslušalca. Model se v glavnem uporablja za tri dimen-
zionalne podatke ali njihovo projekcijo. Interakcija s tem modelom je
neposredna. Gibanje uporabnika je sledeno. Kadarkoli pride do in-
terakcije z masovno-vzmetnim sistemom v prostoru modela, pride do
proizvedbe zvoka [26].
Slika 3.2: Skeniranje oprejemljivih podatkov [26]
• Sonifikacija glavne krivulje (angl. Principal Curve Sonification) je
tehnika strojnega učenja za izračun čiste poti skozi set podatkov. Vsaka
podatkovna točka tega modela se odzove na izvor zvoka. Interaktivni
del modela je, da se uporabnik sprehaja skozi krivuljo in slǐsi le podatke,
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ki so na trenutni točki krivulje. Gibanje skozi krivuljo je glavni način
doživljanja podatkov [26].
Slika 3.3: Sonifikacija glavne krivulje. Podatkovne točke te krivulje so bolj
razumljivo interpretirane zvočno kot vizualno [26]
• Sonifikacija kristalizacije podatkov (angl. Data Crystallization
Sonification). Metoda je zgrajena po vzoru kemijskega procesa ra-
sti kristalov. Podatkovne točke predstavljajo pozicijo molekul, ki se
med postopkom ne spreminja. Vzbujanje nastane z določitvijo kon-
denzacijskega jedra. Vključitev molekul sprosti energijo, ki je dodana
vibracijski energiji rasti kristala, kar pusti zvočne posledice [26].
• Model sonifikacije trajektorija delcev (angl. Particle Trajectory
Sonification Model). Prikazuje kako lahko MBS celostno kodira infor-
macije v zvok. Prostor modela in podatkov je d-dimenzionalni vektorski
prostor. Vsota trenutnih energij delcev predstavlja celostno sonifika-
cijo. Na začetku, ko ima delec veliko energije, da se lahko giblje prosto,
se to pretvarja v zvok s šumenjem. Šumenje izginja z izgubo energije.
Podatkovne točke niso nujno odgovorne za strukturo zvoka. V kontra-
stu s tem zvočne točke prispevajo k celostnem kodiranju informacij v
zvočno valovno polje [26].
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Slika 3.4: Rast kristala sonifikacije kristalizacije podatkov [26].
Slika 3.5: Model sonifikacije trajektorija delcev [26].
• Model sonifikacije rastočega nevralnega plina (angl. Growing
Neural Gas Sonification Model). Vsebuje graf rastočega nevralnega
plina, naučenega s podatki. Vozlǐsča grafa so nevroni in so podatkovni
prostor. Nivo energije spremenljivke je povezan z vsakim nevronom.
Model je vzbujen z dodajanjem energije v nevron. Vsak nevron pri-
speva svoj zvok k sonifikaciji. Vsak nevron ustvari sinusni val, katerega
energija določa amplitudo in število robov, ki vplivajo na frekvenco.
Sonifikacija je implicitni prikaz notranje dimenzije, ki je pomembna
prednost za modeliranje in analizo podatkov [26].
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Slika 3.6: Model sonifikacije rastočega nevralnega plina, kjer energija potuje
čez mrežo [26].
3.2 MIDI
MIDI ali glasbeno instrumentalni digitalni vmesnik, je komunikacijski pro-
tokol, ki je namenjen snemanju, predvajanju in urejanju glasbe na elek-
tričnih inštrumentih (npr. električni sintesajzer), ki jih podpirajo zvočne kar-
tice osebnih računalnikov. Preko MIDI kabla se lahko prenaša do šestnajst
kanalov informacij. Vsak kanal je lahko povezan na različno napravo ali
inštrument.
MIDI ne predstavlja glasbenega zvoka direktno, ampak prenaša informa-
cije o glasbi. Prenaša podatke, ki predstavljajo navodila za glasbo kot so:
zapis not, ton, hitrost, zvočno vibracijo, pritisk ali spust
”
tipke“1, tempo.
Zvočni valovi so shranjeni v zvočno valovni tabeli prejemnika, ki je lahko
ali inštrument, ali zvočna kartica. Vsakič, ko je inštrument v uporabi in so
”
tipke“ MIDI inštrumenta pritisnjene, se signali pretvarjajo v MIDI podatke.
Podatki se lahko prenašajo preko MIDI kabla ali so posneti v sekvenco za
urejanje ali ponovno predvajanje.
1Tipka je uporabljena, saj je sintesajzer najbolj reprezentativen MIDI inštrument in
je najlažje opisan način proizvajanja zvoka. Tipka poleg glasbil s tipkami zajema tudi
strune, ustnike pihal, itd..
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3.2.1 Prednosti formata MIDI
• Majhne datoteke. Celotna pesem je lahko shranjena z nekaj sto MIDI
sporočili.
• Preprosto spreminjanje tona, hitrosti, trajanja, itd., brez ponovnega
snemanja.
• Inštrument ni predhodno določen, saj MIDI predpostavi note in ne
inštrumenta. Inštrument lahko spremeni zvok celotne kompozicije.
Razvoj MIDI-ja je omogočil povezovanje inštrumentov različnih proizva-
jalcev med seboj. Edini pogoj za povezovanje je, da naprava podpira MIDI.
Pred njim to ni bilo mogoče. Tako glasbeniki niso mogli povezati Yamahi-
nega sintesajzerja z Rolandovim. Ta problem je bil glavni povod za razvoj
MIDIja. V javno uporabo je prǐsel leta 1983.
3.2.2 MIDI sporočilo
MIDI sporočilo je sestavljeno iz 8 bitov. Prvi bit pove za kakšen tip sporočila
gre, sledi mu še 7 bitov informacij. MIDI sporočila so lahko kanalna sporočila,
ki jih dobi le en izmed šestnajstih kanalov, ali sistemska sporočila, ki jih prej-
mejo vse naprave. Naprave, ki prejmejo informacije, ki jim niso namenjene,
le te ignorirajo.
Poznamo pet tipov sporočil.
1. Glas kanala (angl. Channel Voice). Po enem kanalu v realnem času
prenaša podatke o uspešnosti (nota je pritisnjena, nota je spuščena).
2. Kanalni način (angl. Chanale Mode). Vsebuje omni., mono., poli.
sporočila, sporočila za vklop, izklop in sporočilo za reset vseh kontro-
lerjev v prvotno stanje ali pošiljanjem sporočil za izklop vseh not.
3. Pogosti sistem (angl. System Common) so uporabljeni za MIDI časovno
kodo.
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4. Sistem v realnem času (angl. System Real Time) za sinhronizacijo.
5. Ekskluzivni sistem (angl. Exclusive System) uporabljen za lastnǐska
sporočila v realnem času.
3.2.3 Sporočili za vklop in izklop note
Sporočilo za vklop note se pošlje ob pritisku na
”
tipko“ in vsebuje dve infor-
maciji. Informacijo o noti, ki opǐse ton pritisnjene tipke s številko od nič do
sto sedemindvajset, in informacijo o hitrosti. Vǐsja kot je hitrost, glasneǰsi je
zvok. Tudi hitrost je predstavljena s števili od nič do sto sedemindvajset.
Sporočilo za izklop note se pošlje, ko tipko spustimo. Tudi to sporočilo
vsebuje informacije o noti in hitrosti. Sporočilo o noti zagotovi, da se MIDI-
ju posreduje zaključek pravilne note. Sporočilo o hitrosti pa sporoči poda-
tek, kako hitro smo spustili tipko, tako da lahko MIDI dovolj hitro oziroma
pravočasno preneha izvajati noto.
3.2.4 Tabela MIDI
V spodnji tabeli so predstavljene vrednosti not v MIDI-ju.
Številke not
Oktave C C] D D] E F F] G G] A A] B
0 0 1 2 3 4 5 6 7 8 9 10 11
1 12 13 14 15 16 17 18 19 20 21 22 23
2 24 25 26 27 28 29 30 31 32 33 34 35
3 36 37 38 39 40 41 42 43 44 45 46 47
4 48 49 50 52 53 53 54 55 56 57 58 59
5 60 61 62 63 64 65 66 67 68 69 70 71
6 72 73 74 75 76 77 78 79 80 81 82 83
7 84 85 86 87 88 89 90 91 92 93 94 95
8 96 97 98 99 100 101 102 103 104 105 106 107
9 108 109 110 111 112 113 114 115 116 117 118 119
10 120 121 122 123 124 125 126 127
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3.3 Nevronske mreže
Nevronska mreža je naprava za obdelavo informacij, ki deluje po principu
človeških in živalskih možganov. Njeni osnovni gradniki so množice umetnih
nevronov, ki so med seboj povezani in imajo več vhodov in le en izhod.
Najenostavneǰse so sestavljene iz enega nivoja, tiste bolj zakomplicirane, jih
imajo lahko tudi več.
Glavni pomen nevronskih mrež je, da so se sposobne same naučiti kakšna
je povezava med vhodnimi in izhodnimi podatki. Ko je nevronska mreža
naučena, lahko deluje tudi v situacijah, s katerimi se med učenjem ni srečala.
3.3.1 Zgodovina
V raziskavi z naslovom
”
A logical calculus of the ideas immanent in ner-
vous activity“ [20] sta nevrofizik Warren McCulloch in matematik Walter
Pitts leta 1943 predpostavila delovanje nevronov v možganih. Za ponazoritev
delovanja sta ustvarila prvo preprosto nevronsko mrežo, ki je bila pomem-
ben prispevek za kasneǰsi razvoj umetnih nevronskih mrež.Njuna nevronska
mreža je imela veliko omejitev in še ni imela sposobnosti učenja.
Leta 1949 je Donald Hebb v svojem delu z naslovom
”
The Organization of
Behavior“ [18] predstavil svojo teorijo o prilagajanju možganskih nevronov
med učenjem. Pomembna je povezava med procesnimi centri (nevroni) in
povezave med njimi (sinapse).
Spodnja formula predstavlja njegov model:
wij = xixj (3.1)
formula predstavlja, da ima povezava med nevronom i in nevronom j neko
težo. Ta produkt je smiselno razumeti v smislu aktivnega in neaktivnega
nevrona. Ta vzorec je vzorec učenja, zato se utež wij, ki predstavlja moč
povezave med parom nevronov, po vsakem novem učenju posodobi. Prva
uspešna implementacije Hebbibianove mreže je bila leta 1954 na MIT-ju.
Drugi model, ki se je imenoval Perceptron, je nastal izpod rok Franka
Rosenblatta na osnovah raziskav Warrena McCullocha in Walterja Pittsa iz
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leta 1942. Model pravi, da nevron na podlagi vhodnih stimulusov izvede
aktivacijo ob nelinearnem odzivu. Spodnja formula predstavlja povezavo iz
enega ali večih nevronov v en nevron:
yi = f( ~W~x + b) (3.2)
kjer ~x predstavlja vektor vodilnih dražljajev, W povezavo med nevroni ( ~W
vektor uteži) in b konstanten produkt. Aktivnost in neaktivnost nevrona je
posledica zgoraj omenjenih konstant.
Na Standfordu sta leta 1959 Bernard Widrow in Marcian Hoff razvila
modela ADALINE in MADALINE. Oba modela sta bila v razvoju upora-
bljena v povezavi s telefoni. Model ADALINE je bil sposoben napovedati
naslednji bit in je bil razvit za prepoznavanje binarnih vzorcev, ki jih je
bral iz telefonskih linij. MADALINE pa je bila prva nevronska mreža, ki je
reševela resnični primer vsakdanje uporabe in sicer kako odstraniti odmev
pri telefonskem klicu. Oba modela sta v uporabi še danes.
Zaradi izida članka, v katerem je bilo predpostavljeno, da ni možna nad-
gradnja enoplastne nevronske mreže v večplastno, so se raziskave drastično
zmanǰsale. V tem obdobju je zanimanje za nevronske mreže upadlo.
Leta 1975 je Paul Werbos razvil sistem povratne zanke (backpropaga-
tion). To je sistem nagrajevanja in kaznovanja učenja nevronskih mrež. Pri
tem sistemu moramo najprej izračunati ali mreža deluje pravilno ali narobe.
Danes je eden izmed najpogosteje uporabljenih sistemov.
Večje zanimanje za nevronske mreže se zopet pojavi v 80 in 90 letih
dvajsetega stoletja. Leta 1982 je japonsko amerǐska zasedba organizirala
konferenco s področja nevronskih mrež. Prav z razvojem tehnologije pa je
prǐsla tudi potreba po razvoju in nadgradnji nevronskih mrež. Danes so
prisotne in uporabljene v številnih programih [14].
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3.3.2 Biološke in umetne nevronske mreže
Biološki nevroni
Človeški možgani so sestavljeni iz ogromnega števila nevronov, približno 10
bilijonov. Telo nevronske celice ima vhodne in izhodne kanale, dendrite in
aksone, preko katerih so med seboj povezane. Nevron prejme dražljaje od
dendritov, ki pridobijo informacijo sosednjih celic preko sinaps. Za aktivacijo
nevrona je potrebna dovolj visoka vsota dražljajev. Ob dovolj visoki vsoti
dražljajev aktiviran nevron preko aksona odda signal, ki ga ta posreduje
ostalim nevronom, katerih dendriti so z njem povezani. Po prejemu dražljajev
lahko nekateri nevroni odpadejo. V primeru, da vsota dražljajev ni dovolj
velika se nevron ne sproži in ni vmesnih stanj.
Slika 3.7: Biološki nevron [12]
Umetni nevroni
Umetni nevron je matematični model biološkega nevrona, ki prejema ele-
ktrične signale v obliki numeričnih vrednosti. Električni signal je produkt
vsake vhodne vrednosti z vrednostjo uteži. Umetni nevron je sestavljen po
vzoru biološkega, zato moramo za določitev njegovega izhoda doseči prag, ki
ga izračunamo z uteženo vsoto vhodov. Tako kot pri bioloških, se tudi tu
rezultat izhoda pošlje preostalim nevronom [14].
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Slika 3.8: Umetni nevron [21]
Vrste nevronskih mrež
Obstaja veliko različnih tipov nevronskih mrež, ki delujejo na različne načine
za dosego cilja. Še vedno pa je vsem skupno, da so narejene na način, ki je
podoben delovanju nevronov v možganih.
Nekaj najpomembneǰsih nevronskih mrež
• Povratna nevronska mreža (angl. Feedforward neural network).
Je najpreprosteǰsi tip umetnih nevronskih mrež. Podatki gredo le v
smeri vhoda proti izhodu brez vmesnih zank. Uporablja se jo lahko pri
tehnologiji prepoznavanja in računalnǐskega vida. Primerne pa so tudi
pri delu z nejasnimi podatki, ki vsebujejo veliko ”hrupa”. So preproste
za nadzorovati [11].
• Radialna funkcijska nevronska mreža (angl. Radial basis function
neural network). Funkcija na radialni osnovi upošteva razdaljo katere
koli točke glede na sredino. Mreža je sestavljena iz dveh plasti. V no-
tranji plasti so vhodi mapirani z osnovno radialno funkcijo. Nato se
izhodi teh vhodov upoštevajo pri računanju istih vhodov v naslednjem
koraku. Večinoma se uporabljajo v sistemih za obnovo električne ener-
gije [11].
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• Rekurenčna nevronska mreža (angl. Recurrent Neural Network).
Ena izmed lastnosti te mreže je možnost predvidenja izhoda plasti. To
je možno, ker se izhod določene plasti mreže shrani in pošlje nazaj na
vhod. V vsakem naslednjem koraku si zapomni nekaj informacij iz
preǰsnega. V primeru, da je predikcija napačna, se sistem nauči sam in
začne delovati v smeri nove predikcije med vračanjem nazaj. Uporablja
se jih pri pretvorbi teksta v govor [11].
• Modularna nevronska mreža (ang. Modular Neural Network). Mo-
dularna nevronska mreža ima več različnih mrež, ki pri izvajanju pod-
nalog med seboj delujejo neodvisno. Med procesom izvajanja različne
mreže med seboj ne sodelujejo ali komunicirajo in za dosego cilja delu-
jejo neodvisno. Zaradi neodvisnosti mrež so večji in zahtevneǰsi izračuni
narejeni hitreje, saj se problem razdeli na neodvisne komponente [11].
• Konvolucijska nevronska mreža (angl. Convolutional Neural Ne-
twork). Vsebuje eno ali več konvolucijskih plasti, ki so lahko povezane
ali združene. Zaradi konvolucijske operacije, ki jo mreža izvede nad
rezultatom preden ga pošlje na naslednjo plast, je lahko mreža globja
in s tem vsebuje manj parametrov. Zaradi te lastnosti se jih uporablja
pri jezikovnem procesiranju, sistemu predlaganja in slikovnem ter video
prepoznavanju [11].
3.3.3 Vrednotenje uporabnosti nevronskih mrež
Nekaj kritik nevronskih mrež
Nevronske mreže bodo vedno prepoznale le raznovrstnost zajeto v učnem
setu. Kar pomeni, da če bomo mrežo učili le na podatkih A, nevronske
mreže ne bodo prepoznale podatkov B.
Zaradi prevelike količine parametrov lahko pride do
”
over-fittinga“. Ta
problem lahko odpravimo z regulacijo tako, da optimiziramo maksimalno
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verjetnost in dodamo člen, ki je odvisen le od uteži:
L′ = L+↗ W 2 (3.3)
kjer ↗ predstavlja prost parameter. Od vseh uteži bomo izbrali utež z naj-
manǰso vsoto kvadratov, saj želimo rešitev, ki bo imela najmanj uteži polnih
(robustnost). To nam omogoča možnost omejitve števila parametrov. Druga
rešitev pa je dropout, kar pomeni, da lahko nekaj podatkov, ki niso kritični
za končni rezultat, zavržemo.
Kvaliteta nevronske mreže je odvisna od kvalitete podatkov, torej bo
nevronska mreža samo tako dobra kot so dobri podatki.
• Za kvaliteto je bistveno pre-procesiranje. Če le lahko, pomagamo mreži.
• Poskušamo vrednotiti vmesne rezultate, saj model ni črna škatla.
• Tu pregovor, da je več bolje, ne drži vedno, saj lahko, kot že prej
omenjeno, pride do over-fittinga.
Nekaj razlogov zakaj uporabiti nevronsko mrežo
Zmožne so razločiti in izločiti informacije kompleksneǰsih in nejasnih vzorcev,
ki jih človek ali računalnik ne zaznata/opazita.
Omogočajo nam predvidevanje rezultatov v neznanih situacijah in lahko
predvidijo odgovore na vprašanja ”kaj bi bilo”, ”kaj če”, ”kakšen bi bil re-
zultat”.
Nevronske mreže se lahko na podlagi vhodnih in izhodnih podatkov (te-
stnih primerov) naučijo opravljati dano nalogo.
Ko imamo naučeno nevronsko mrežo, lahko deluje tudi v ne prej poznanih
situacijah.
Zaradi velike neodvisnosti delovanja posamičnih nevronov, se lahko v re-
alnem času prilagaja tudi v kompleksneǰsih okoljih.
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3.4 Pregled sorodnih del uporabe nevronskih
mrež
Aljoša Rakita je v svojem diplomskem delu
”
Prenos slikarskega stila s pomočjo
globokih nevronskih mrež“ [24] s pomočjo globokih nevronski mrež prenesel
stil izbrane slike na ciljno sliko. Za zaključek pa je s pomočjo ankete preveril
ali so naključni posamezniki sposobni ločiti tako generirane slike od pravih.
Niko Colnerič je v svoji doktorski disertaciji
”
Prepoznavanje čustev na
Twitterju“ [15] z uporabo nevronskih mrež želel izbolǰsati modele za prepo-
znavanje čustev v tvitih po Ekmanovi, Plutchikovi in POMS-ovi klasifikaciji.
Poglavje 4
Motivacija in cilj diplomske
naloge
Problem, ki se ga lotevam v svoji diplomski nalogi je sonifikacija podatkov.
Sonifikacija je prisotna v našem vsakodnevnem življenju, čeprav na to niti
ne pomislimo in nas spremlja skozi celoten dan. Sonifikacija je bila sprva
ustvarjena in namenjena slabovidnim za zaznavanje okolice ter lažjemu pri-
kazovanje podatkov in rezultatov.
V svojem diplomskem delu se sonifikacije dotaknem na umetnǐski način.
V sodelovanju s skladateljem Boštjanom Perovškom, smo si zadali cilj so-
nificirati besedila slovenskih avtorjev. Podatke, s katerimi bom delala, je
priskrbel gospod Perovšek in vsebujejo zapise ter njihove MIDI in zvočne po-
snetke. Besedila, ki jih bomo sonificirali, so last Arhiva Republike Slovenije.
Besedili sta zaslǐsanje Edvarda Kocbeka in odlomek dela Frana Jakliča
”
Za-
dnja na grmadi“. Besedila zaradi avtorskih pravic in zakona ne smejo biti
javno prikazana. Prav tako smo prav zaradi zakona delali le na odlomkih in
ne na celotnem besedilu.
Naš cilj je tekstovno besedilo s pomočjo nevronske mreže pretvoriti v
format MIDI, ki ga bo kasneje skladatelj zvočno obogatil. Želja za prihodnje
je sonifikacija besedila z zaznavanjem čustev in več osebnih akterjev zgodbe.
Moj prvotni cilj je naučiti mrežo, ki bo znala spremeniti tekstovna besedila
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v format MIDI in možnost sonifikacije tudi drugih podatkov, kot so razna
iskanja po spletu, sledi GPS itd.
Rešitve problema se bom najprej lotila s pripravo podatkov za učenje
nevronske mreže. V programskem jeziku Python bom napisala kodo, za
pretvorbo vhodnih podatkov, ki so tekstovna datoteka, v ASCII znake. Za
izhodne podatke bom uporabila datoteke MIDI, ki jih je pripravil skladatelj
Perovšek. Pripravil jih je na podlagi zgoraj omenjenih besedil in jim dodal
nekaj pridiha razpoloženja. Besedilo je bilo pretvorjeno v MIDI po sledečem
vzorcu, črkam c, d, e, f, g, a, h, c bi pripadala tonska lestvica c, d, e, f,
g, a, h, c. Črkam, ki jih ni v zvočni abecedi so se dodelili vǐsaji oziroma
nižaji. Ker so bile note besedilu določene ročno, je pri realizaciji prǐslo do
odstopanj od začetno predpostavljenih parametrov, kar je tudi posledica, da
lahko ista črka dobi različne note in ista nota različne črke. MIDI datoteke
bom uporabila za izhodni podatek učenja nevronske mreže. Izhodne podatke
bom spremenila v MIDI note in tone in jih povezala z besedilom. Za testno
delovanje mreže bom del vhodnih testnih podatkov uporabila za podatke,
ki jih mreža še ni videla in tako preverila delovanje, saj predviden izhod
poznam. Po koncu testiranja in predvidevanja podatkov bom te podatke
pretvorila nazaj v format MIDI in tako dobila sonifikacijo podatkov.
Za nevronsko mrežo bom uporabila že implementirano LSTM nevronsko
mrežo, saj deluje na principu dolgega kratkoročnega spomina kar pomeni, da
na podlagi sekvence predvidi izhod, in jo prilagodila svojim potrebam. Ta
mreža je primerna tudi za kasneǰse morebitno nadgradnjo moje diplomske
naloge, saj lahko čustva dodamo le, če vemo kako se obnašajo podatki na
podlagi predhodnih in v kakšni medsebojni odvisnosti so. Mrežo bom testi-
rala na različnih sekvencah in s tem ugotovila ali deluje bolj natančno na
kraǰsih ali dalǰsih.
Pričakovani rezultat, ki ga želim pridobiti z naučeno nevronsko mrežo,
je zmožnost sonifikacije dotičnih besedil, na katerih sem mrežo tudi učila. S
podatki, ki sem jih uporabila za učenje bom preverila tudi natančnost de-
lovanja. Končni pričakovani rezultat je sonifikacija besedil in rahli zametki,
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čustvenega razpoloženja besedila, ki jih bo kasneje za svoje potrebe prej ome-
njeni skladatelj, gospod Perovšek, dodatno obogatil. Ideja same diplomske
naloge je tudi priprava neke osnove za sonifikacijo besedil, ki bi se jim v pri-
hodnje, kot že omenjeno, dodalo čustven pridih in jih obogatil ter omogočil
uporabo več inštrumentov, ki bi pripomogli k sami čustveni obarvanosti in
dialogu med različnimi osebami.
4.1 Boštjan Perovšek
Boštjan Perovšek je leta 1956 rojeni glasbenik, skladatelj, zvočni oblikova-
lec in skladatelj eksperimentalne elektroakustične glasbe, ki jo izvaja tudi s
skupino SAETA.
Poleg ustvarjanja filmske in gledalǐske glasbe ter multimedijskih inštalacij
se ukvarja tudi z bioakustično glasbo, ki je njegova posebnost. Bioakustična
glasba je glasba, ki temelji na živalskih zvokih, gospod Perovšek pa se med
živalskimi zvoki posveča zvokom žuželk.
Pomembneǰse področje, ki se ga dotakne, je področje združevanja ume-
tnosti in znanosti. Delo
”
Stenice, mrož in vrata plešejo kolo“ je rezultat
njegovega povezovanja znanosti in umetnosti. Še nekaj njegovih bolj znanih
projektov so delo
”
Dotik“, mednarodni projekt
”
Slǐsati je videti“, mednaro-
dni projekt
”
BorderLife“ z zvočno akcijo
”
Stražarji časa - Železna nit“. Leta
2013 je bil za svoje dosežke na področju ustvarjanja zvočnih prostorov za
potrebe muzejskih prireditev nagrajen s častnim Valvazorjevim priznanjem.
Tematike, ki se je lotevamo v mojem diplomskem delu, se je dotaknil že v
projektu
”
Pokisls“, kjer je raziskoval odnos med besedo, kot nosilcem pomena
in njeno zvočno realizacijo. V tem projektu so nastale tudi MIDI datoteke
besedil, ki jih pri svoji diplomski nalogi uporabljam za učenje nevronske
mreže in s katerimi želim doseči zadani cilj in mrežo učiti na podlagi teh
datotek.
Do več informacij o avtorju in njegovih delih lahko dostopate preko sple-
tne povezave [22].
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Poglavje 5
Implementacija
Za realizacijo praktičnega dela svoje diplomske naloge sem uporabila pro-
gramski jezik Python. Za uporabo tega jezika sem se odločila, ker je to
najpogosteje uporabljen jezik za delo z nevronskimi mrežami.
Nevronska mreža, ki sem jo uporabila za realizacijo svojega problema, je
bila že narejena [13]. Nevronsko mrežo sem prilagodila, da ustreza mojim
podatkom, njihovi obliki, namenu in pričakovanemu izhodu.
5.1 Programska oprema
5.1.1 Python ogrodja
Pri implementaciji sem uporabljala Python 3.5.
Potrebni paketi
• Music21 je Pythonova knjižnica razvita leta 2008 na MIT-ju in se
uporablja za računalnǐsko podprto muzikologijo. Uporablja se za pre-
učevanje muzikologije s pomočjo računalnika, učenje glasbene teorije,
generiranje glasbe, urejanje not, itd. Knjižnica vsebuje tudi preprost
vmesnik za pridobivanje in razvijanje MIDI datotek [17].
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V svoji nalogi ga uporabljam za delo z datotekami MIDI ter za prido-
bivanje not iz vhodnih in izhodnih podatkov.
• Keras je visokonivojski API za nevronske mreže, napisan v Pythonu
in deluje v interakciji s Tensorflowom. Namen njegove implementacije
je bila hitrost učenja. Omogoča hitro prototipiranje, s čimer omogoča
kvalitetne raziskave, saj rezultat dobimo hitro [1].
V nalogi je Keras uporabljen za izgradnjo in učenje modela LSTM. Ko
je model naučen, je uporabljen za generiranje not.
• Tensorflow je matematična knjižnica, uporabljena za strojno učenje,
kot na primer pri aplikacijah z nevronskimi mrežami [4].
V nalogi deluje skupaj s Kerasom.
• SciPy je odprtokodna knjižnica, ki se uporablja za tehnično in mate-
matično računanje. Vsebuje module, ki se uporabljajo za optimizacijo
nalog v znanosti in inženiringu [10].
• NumPy je odprtokodna knjižnica, ki podpira delo z velikimi večdi-
menzionalnimi matrikami in tabelami na osnovi visokonivojskih mate-
matičnih funkcij [7].
• Pandas je knjižnica za manipulacijo in analizo podatkov. Uporablja
se predvsem za številske tabele in časovne intervale [8].
• Matplotlib je knjižnica za prikaz in realizacijo grafov [5].
5.1.2 Sekaiju
Sekaiju je odprtokodna programska oprema za delo s podatki MIDI. Z njeno
pomočjo lahko generiramo, urejamo in pregledujemo MIDI podatke datoteke.
Program omogoča tudi generiranje glasbe z MIDI moduli [6].
Sekaiju uporabljam za preučevanje MIDI datotek, saj mi omogoča vpo-
gled v note datoteke in njihove vrednosti, s čimer lahko preverim pravilnost
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delovanja pretvarjanja MIDI datotek iz not. Po učenju mreže omogoča tudi
pregled napak in odstopanj.
5.2 Nevronska mreža LSTM
Nevronska mreža z dolgoročnim in kratkoročnim pomnilnikom ali mreža
LSTM je vrsta rekurenčne nevronske mreže ali mreža RNN, ki ima spo-
sobnost učenja dolgoročne odvisnosti. Zasnovana je tako, da si informacije
zapomni za dalj časa in ji to ne predstavlja težave. Vse mreže RNN imajo
verižno strukturo ponavljajočega se modela nevronske mreže. Po standardu
ima model mreže RNN preprosto strukturo kot je plast tanh. Mreža LSTM
ima enako strukturo, a se razlikuje po tem, da ima namesto ene nevronske
plasti štiri, ki so med seboj v interakciji [16].
Slika 5.1: Celica LSTM [16]
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5.3 Priprava testnih podatkov
Podatke, na katerih testiram, je v tekstovni in MIDI obliki pripravil Boštjan
Perovšek, saj so tekstovna besedila last Arhiva Republike Slovenije in se po
zakonu določenih delov besedila ne sme deliti. To je tudi razlog, da ne morem
prikazati testnih podatkov, saj se besedil, ki smo jih prejeli za ta projekt, ne
sme razširjati.
5.3.1 Vhodni podatki in izhodni podatki
Vhodne podatke za testiranje, sem najprej prečistila, saj so nekateri zapisi
napisani po odstavkih in je potrebno odstraniti številke odstavka, na katerega
se nanašajo. Nato sem jih pretvorila v znake ASCII in jih zapisala v obliki
stolpca, torej vsak znak v svojo vrstico. Izhodni podatek za testiranje je
datoteka MIDI. Ko odpreš datoteko, so podatki o notah zapisani v takšni
obliki:
...
<note_on channel=0 note=47 velocity=43 time=0.020833333333333332>
...
Ker za potrebe svojega izhoda potrebujem le vrednost note, sem vrstico
ločila po presledkih in enačajih in tako dobila le vrednost note. Vhod iz zgor-
njega zapisa zgleda po ločevanju vrstice takole: 47. Prav tako sem podatke
v notah zapisala v obliki stolpcev.
Stolpec testnega vhoda in izhoda sem za potrebe učenja združila. Po-
datki, na katerih učim svojo mrežo, so zdaj take oblike:
črka,nota
74,59
97,65
44,73
32,54
...
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5.3.2 Učenje mreže
V prvem koraku moramo pripraviti učne podatke tako, da ustvarimo zapo-
redja parov vhodnih in izhodnih podatkov, ki jih normaliziramo in zama-
knemo. V tem koraku prav tako določimo kateri stolpec predstavlja vhodni
in kateri izhodni podatek. S preoblikovanjem podatkov in določitvijo vhodnih
ter izhodnih podatkov, se algoritem nauči kako predvideti izhodne podatke
na podlagi vhodnih.
var1(t-1) var1(t)
1 0.545455 0.727273
2 0.727273 0.969697
3 0.969697 0.393939
4 0.393939 0.969697
...
Predno začnemo učiti mrežo, moramo podatke razdeliti v testne in učne
podatke, ki jih potem še razdelimo na vhodne in izhodne spremenljivke.
Ko pripravimo vse podatke za učenje, zgradimo in napolnimo naš model.
# zgradba LSTM modela
model = Sequent i a l ( )
# s t e v i l k a 50 p r e d s t a v l j a s t e v i l o v o z l i s c
# input shape pove mrezi kaksne o b l i k e so
# podatki s kate r imi se bo u c i l a
model . add (LSTM(50 ,
input shape=(tra in X . shape [ 1 ] ,
t ra in X . shape [ 2 ] ) ) )
# Dense j e povezna p l a s t k j e r j e izhod povezan z vodom
# s t e v i l k a 1 nam pove , da imamo 1 i zhodn i nevron
# za p r e d i k c i j o izhoda
model . add ( Dense ( 1 ) )
model . compi le ( l o s s =’mae ’ , opt imize r =’adam ’ )
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Model napolnimo z vhodnimi in izhodnimi učnimi podatki, mu povemo
število ponovitev, koliko podatkov bomo gledali naenkrat in funkcijo za hra-
njenje podatkov o izgubi testnih in učnih podatkov. Po koncu teh korakov
izrǐsemo graf izgube testnih in učnih podatkih. Kjer os x predstavlja število
ponovitev, os y pa izgubo. Število ponovitev (epoch) modela je 500, v eni
ponovitvi bomo najprej obdelali prvih 64 podatkov (batch size), nato drugih
64, in tako naprej. Kot je razvidno iz grafa na sliki 5.2, izguba postopoma
Slika 5.2: Graf izgube med učenjem modela
pada, kar je pokazatelj, da učenje deluje pravilno. Mreža se uči in je vedno
bolj natančna. Seveda, če bi mrežo pustila teči dalj časa, če bi torej bil epoch
večja vrednost, bi bila mreža še bolj natančna in izguba manǰsa.
5.3.3 Napoved izhoda
Ko je nevronska mreža naučena, jo lahko uporabimo za napoved testnih
podatkov, ki jih mreža ne pozna. Testni podatki so podatki vhoda, ki jih
nismo uporabili za učenje. Če je tako dolžina vhoda na primer 200 podatkov
in mreži povemo, da je učnih le prvih 100 podatkov, se bo mreža učila le
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Slika 5.3: Prikaz izpisa izgube koraki učenja
na teh prvih 100, ostalih 100 pa bo testnih, namenjenih napovedi izhoda
(predikciji). Ta način je uporabljen za testiranje podatkov za katere izhod
poznamo.
Za podatke katere izhoda ne poznamo, je postopek naslednji. Med samim
izvajanjem ponovitev izračunamo še utež, ki jo uporabimo v nadeljevanju za
računanje predikcij podatkov, ki jih mreža ne pozna. Podatke pripravimo
tako, da jih normaliziramo in vstavimo v model mreže, ki je enak modelu
za učenje in tako izračunamo predikcijo izhoda. Podatke, ki jih dobimo,
skaliramo in preoblikujemo v obliko, ki je potrebna za korak pretvarjanja
podatkov v MIDI.
Po učenju mreže in predikciji, dobimo kot rezultat tabelo številk, kjer je
za vsak vhodni testni podatek predviden njegov izhod.
47.32762 49.991673 50.661255 49.991673 49.991673 49.3229 49.3229...
Te podatke zaokrožimo in pretvorimo v note. Ko so podatki pretvorjeni v note,
se sprehodimo čez podatke in pogledamo ali predstavljajo noto ali oktavo
’B2’, ’D3’, ’E-3’, ’D3’, ’D3’, ’C#3’, ’C#3’,...
ter jih spremenimo v datoteko MIDI. Rezultati so predstavljeni v poglavju 6.
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Poglavje 6
Eksperimentalni rezultati
6.1 Prikaz rezultata na podatkih, za katere
poznamo pravilni izhod
Pri pretvorbi učnega besedila v MIDI so prisotna odstopanja in napake, saj ena
črka nima le ene note in ena nota nima le ene črke, kar pomeni, da črka j ne bo
vedno imela (namǐsljena vrednost, le za razlago) note C3, ampak bo lahko imela
tudi noto F#4. Je pa iz spodnjih tabel razvidno, da se rezultat izbolǰsuje z večjim
številom ponovitev.
VHOD (izhod za učenje, originalne note MIDI datoteke s katero učim):
[’F#3’, ’G#3’, ’F#3’, ’F#3’, ’E3’, ’E3’, ’E3’, ’D3’, ’C#3’, ’C#3’,
’C#3’, ’E3’, ’D4’, ’E-3’, ’C#3’, ’C#3’, ’C3’, ’C3’, ’G2’, ’E-3’, ’
C#3’, ’C3’, ’C3’, ’C#3’, ’C3’, ’C3’, ’C4’, ’B2’, ’F4’, ’F4’,
’E3’, ’C3’, ’D3’, ’C#3’, ’C3’, ’E3’, ’C3’, ’C3’, ’B-2’, ’C#3’,
’C3’, ’C3’, ’C#3’, ’B2’, ’A2’, ’B-2’]
IZHOD PO 500 PONOVITVAH:
[’C3’, ’D3’, ’D3’, ’D3’, ’D3’, ’C#3’, ’C#3’, ’C#3’, ’C#3’, ’C#3’,
’C#3’, ’C#3’, ’C#3’, ’E3’, ’C#3’, ’C#3’, ’C#3’, ’C#3’, ’C#3’, ’B2’,
’C#3’, ’C#3’, ’C#3’, ’C#3’, ’C#3’, ’C#3’, ’C#3’, ’E-3’, ’C3’, ’E3’,
’E3’, ’C#3’, ’C#3’, ’C#3’, ’C#3’, ’C#3’, ’C#3’, ’C#3’, ’C#3’, ’C3’,
’C#3’, ’C#3’, ’C#3’, ’C#3’, ’C3’, ’C3’]
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IZHOD PO 5000 PONOVITVAH:
[’B2’, ’E-3’, ’E-3’, ’E-3’, ’E-3’, ’D3’, ’D3’, ’D3’, ’C#3’, ’C#3’,
’C#3’, ’C#3’, ’D3’, ’E3’, ’D3’, ’C#3’, ’C#3’, ’C3’, ’C3’, ’A2’,
’D3’, ’C#3’, ’C3’, ’C3’, ’C#3’, ’C3’, ’C3’, ’E3’, ’B2’, ’E3’,
’E3’, ’D3’, ’C3’, ’C#3’, ’C#3’, ’C3’, ’D3’, ’C3’, ’C3’, ’B2’,
’C#3’, ’C3’, ’C3’, ’C#3’, ’B2’, ’B-2’]
Za lažji prikaz ujemanja grafa 6.1 in 6.2 vsebujeta vizualizacijo vhodnih in
izhodnih MIDI not.
6.2 Prikaz besedila iz spleta, pretvorjenega v
MIDI
Graf na sliki 6.4 prikazuje sonifikacijo besedila
”
Ti si moj sonček“ na podlagi istih
učnih podatkov, na katerih so vizualizirani zgornji prikazi. Pri epoch= 50000.
6.3 Prikaz GPS poti, pretvorjene v MIDI
Graf na sliki 6.7 prikazuje sonifikacijo GPS poti Ljubljana - Šentvid [2] na podlagi
istih učnih podatkov, na katerih so vizualizirani zgornji prikazi. Pri epoch= 50000.
Sonificirana je sprememba nadmorske vǐsine, kjer vǐsina not narašča in pada s
spreminjanjem nadmorske vǐsine. Sliki 6.5 in 6.6 prikazujeta GPS pot, ki sem jo
sonificirala.
Rezultati zgornjih primerov in še ostale pretvorbe, ki sem jih pretvorila v
format MIDI so dostopne na povezavi: https://www.youtube.com/playlist?
list=PLXZZluZrzf0jHDm4Z8TT8L5oEhYMbaHjh
6.4 Možne napake in njihove izbolǰsave
Do odstopanj izhoda po predikciji in učnega izhoda je lahko prǐslo zaradi raznih
dejavnikov:
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Slika 6.1: Prikaz vhodnih in izhodnih podatkov pri epoch=500
Slika 6.2: Prikaz vhodnih in izhodnih podatkov pri epoch=5000
Slika 6.3: Prikaz vhodnih in izhodnih podatkov pri epoch=50000
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Slika 6.4: Prikaz sonifikacije nepoznanega besedila,
”
Ti si moj sonček“, pri
epoch=50000
Slika 6.5: GPS sonificirane poti
Slika 6.6: Graf nadmorske vǐsine so-
nificirane GPS poti
• Pomankljivi podatki so eden izmed možnih razlogov, saj se črke niso
ujemale le z eno noto, prav tako se tudi ena nota ni ujemala samo z eno črko.
Da bi se kakovost podatkov izbolǰsala, bi bila potrebna nazorna predstavitev
pretvarjanja v MIDI. Prav tako pa bi bilo potrebno tem navodilom kasneje
dosledno slediti.
• Pretvarjanje v MIDI note: do napak je lahko prǐslo pri pretvarjanju iz
not v MIDI datoteke in nato nazaj v MIDI noto.
• Premajhno število ponovitev: odstopanje se zmanǰsuje s številom po-
novitev. Več ponovitev izvedemo, lahko tudi več kot milijon, bolj natančni
so podatki.
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Slika 6.7: Prikaz vhodnih in izhodnih podatkov za GPS koordinate pri
epoch=50000
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Poglavje 7
Zaključek
Cilj diplomske naloge je bila sonifikacija podatkov s pomočjo nevronske mreže.
Učni podatki so vsebovali tekstovna besedila in datoteke MIDI, ki so bile gene-
rirane ročno in neposredno glede na besedilo. Pri generiranju MIDI datotek sem
sledila nekemu vzorcu, pri katerem so se pojavila tudi odstopanja, ki pa so bila
kasneje sprejeta kot pravila. Ravno ročno generiranje not je razlog za takšne re-
zultate, kot sem jih dobila. Iz grafov na slikah v poglavju 6 je razvidno, da prihaja
do odstopanj, vendar se z večanjem števila izvajanj tudi ti rezultati začnejo pri-
bliževati pravi vrednosti. Kljub odstopanjem in napakam je bil cilj dosežen, saj
je sonifikacija uspela in bo lahko uporabljena kot osnova za nadaljevanje in ročno
obogatitev datoteke MIDI.
7.1 Nadaljevanje
Sonifikacija besedila je bila z nekaj odstopanji izvedena uspešno. V svoji nalogi
sem ustvarila osnovo za nadaljnjo obdelavo sonifikacije, ki jo bo skladatelj Boštjan
Perovšek ročno obogatil.
V nadaljevanju bi bilo dobro preizkusiti še drugačne tehnike sonifikacije besedil,
saj je kvaliteta nevronske mreže odvisna od kvalitete podatkov. V kolikor so
podatki pripravljeni preveč
”
umetnǐsko“ ali nekonsistentno, se nevronska mreža
lahko ne izkaže za najbolǰso opcijo avtomatičnega sonificiranja podatkov, saj se
lahko pojavijo prevelika odstopanja.
Ena od idej za nadaljnje delo je tudi nadgradnja zmožnosti nevronske mreže
45
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in obogatitev učnih vhodov. Mrežo bi lahko preoblikovali tako, da bi iz učnih
rezultatov ustvarila datoteko MIDI, v kateri bi bilo prisotno več kot le eno glasbilo.
S tem bi napetost besedila, ki jo sedaj predstavljajo različni toni, obogatili. Prav
tako pa bi lahko vključili več različnih oseb, npr. kitara bi predstavljala osebo 1,
boben osebo 2, itd.
Literatura
[1] Keras: The python deep learning library. Dosegljivo: https://keras.io/.
[Dostopano: 24. 8. 2019].
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