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S rˇesˇen´ım optimalizacˇn´ıch proble´mu˚ se setka´va´me v kazˇdodenn´ım zˇivoteˇ, kdy se snazˇ´ıme
zadane´ u´kony prove´st nejlepsˇ´ım mozˇny´m zp˚usobem. Ant Colony Optimization je algoritmus
inspirovany´ chova´n´ım mravenc˚u prˇi hleda´n´ı potravy. Ant Colony Optimization se u´speˇsˇneˇ
pouzˇ´ıva´ na optimalizacˇn´ı u´lohy, na ktere´ by nebylo mozˇne´ klasicke´ optimalizacˇn´ı metody
pouzˇ´ıt. Geneticky´ algoritmus je inspirova´n prˇenosem geneticke´ informace prˇi krˇ´ızˇen´ı. Stejneˇ
jako ACO algoritmus se pouzˇ´ıva´ pro rˇesˇen´ı optimalizacˇn´ıch u´loh. Vy´sledkem me´ diplomove´
pra´ce je vytvorˇeny´ simula´tor pro rˇesˇen´ı zvoleny´ch optimalizacˇn´ıch u´loh pomoc´ı ACO algo-
ritmu a GA a porovna´n´ı dosazˇeny´ch vy´sledk˚u na implementovany´ch u´loha´ch.
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Abstract
We meet with solving of optimization problems every day, when we try to do our tasks in
the best way. An Ant Colony Optimization is an algorithm inspired by behavior of ants
seeking a source of food. The Ant Colony Optimization is successfuly using on optimization
tasks, on which is not possible to use a classical optimization methods. A Genetic Algorithm
is inspired by transmision of a genetic information during crossover. The Genetic Algorithm
is used for solving optimization tasks like the ACO algorithm. The result of my master’s
thesis is created simulator for solving choosen optimization tasks by the ACO algorithm
and the Genetic Algorithm and a comparison of gained results on implemented tasks.
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S rˇesˇen´ım optimalizacˇn´ıch proble´mu˚ se setka´va´me v kazˇdodenn´ım zˇivoteˇ, kdy se snazˇ´ıme
zadane´ u´kony prove´st nejlepsˇ´ım mozˇny´m zp˚usobem. Jestlizˇe chceme rˇesˇit optimalizacˇn´ı
proble´m algoritmicky, pak mus´ıme vytvorˇit odpov´ıdaj´ıc´ı matematicky´ model k dane´mu
proble´mu. Kf prˇipravene´mu matematicke´mu modelu optimalizacˇn´ıho proble´mu navrhneme
jeho algoritmicke´ rˇesˇen´ı. Algoritmus rˇesˇen´ı optimalizacˇn´ıho proble´mu mu˚zˇe by´t exaktn´ı,
vycha´zej´ıc´ı naprˇ´ıklad z linea´rn´ıho, nebo nelinea´rn´ıho programova´n´ı, nebo numericky´ch
metod[12].
Ne vzˇdy lze exaktn´ı algoritmus na rˇesˇen´ı proble´mu pouzˇ´ıt. Stavovy´ prostor dane´ho
proble´mu mu˚zˇe by´t prˇ´ıliˇs veliky´ pro rˇesˇen´ı exaktn´ım algoritmem, nebo pro dany´ proble´m
exaktn´ı algoritmus nezna´me. Pak prˇicha´zej´ı na rˇadu algoritmy zalozˇene´ na stochasticke´m
rozhodova´n´ı, jako jsou naprˇ´ıklad geneticke´ algoritmy(GA), optimalizace pomoc´ı mravencˇ´ıch
koloni´ı(ACO), simulovane´ zˇ´ıha´n´ı, metoda Monte-Carlo[14]. Nevy´hodou prˇi pouzˇit´ı teˇchto
algoritmu˚ je, zˇe produkuj´ı v zadane´m vy´pocˇetn´ım cˇase pseudooptima´ln´ı vy´sledky. Tyto
pseuooptima´ln´ı vy´sledky jsou ale dostatecˇneˇ kvalitn´ı jizˇ po relativneˇ male´m pocˇtu iterac´ı.
Aplikac´ı vy´sledk˚u a poznatk˚u, dosazˇeny´ch prˇi procesu optimalizace, do pracovn´ıch po-
stup˚u lze usˇetrˇit nemale´ vstupn´ı zdroje nebo podstatneˇ zkra´tit dobu vy´robn´ıho procesu,
a t´ım sn´ızˇit celkove´ vy´robn´ı na´klady. Proto docha´z´ı v oblasti optimalizac´ı k intenzivn´ımu
vy´zkumu. Optimalizace pomoc´ı mravencˇ´ıch koloni´ı(ACO) se ukazuje jako stabiln´ı metoda,
ktera´ dosahuje velmi kvalitn´ıch vy´sledk˚u v cˇasoveˇ promeˇnlive´m prostrˇed´ı. Pouzˇit´ı te´to
metody prˇi optimalizaci kombinatoricky´ch optimalizacˇn´ıch u´loh je prˇedmeˇtem neusta´le´ho
vy´zkumu i hlavn´ım te´matem te´to pra´ce.
V na´sleduj´ıc´ı kapitole jsou popsa´ny za´kladn´ı c´ıle te´to diplomove´ pra´ce a velmi strucˇna´
charakteristika soucˇasne´ho stavu rˇesˇene´ problematiky. V dalˇs´ı kapitole je forma´lneˇ popsa´na
optimalizacˇn´ı u´loha, definova´ny jednotlive´ fa´ze optimalizacˇn´ıho procesu a popis jednotlivy´ch
typ˚u optimalizacˇn´ıch algoritmu˚. Kapitola Ant Colony Optimization popisuje chova´n´ı mra-
vencˇ´ıch koloni´ı prˇi z´ıska´va´n´ı potravy a rozeb´ıra´ pojmy emergence, samoorganizace a rojova´
inteligence. Da´le je zde rozebra´n optimalizacˇn´ı algoritmus Ant Colony Optimization(ACO)
a jeho pouzˇit´ı prˇi rˇesˇen´ı optimalizacˇn´ıch u´loh. V kapitole Geneticky´ algoritmus je popsa´n
princip fungova´n´ı geneticke´ho algoritmu a je zde take´ detailneˇ rozebra´no pouzˇit´ı geneticke´ho
algoritmu prˇi rˇesˇen´ı optimalizacˇn´ıch u´loh. V dalˇs´ıch kapitola´ch jsou popsa´ny jednotlive´ opti-
malizacˇn´ı u´lohy a postup, ktery´ bude pouzˇit prˇi jejich rˇesˇen´ı pomoc´ı ACO a GA. V kapitole
Implementace je popsa´na struktura cele´ho programu simula´toru i detailneˇ vysveˇtlen obsah
a funkcˇnost jednotlivy´ch trˇ´ıd. Za´veˇrecˇna´ kapitola shrnuje vy´sledky provedeny´ch simulac´ı
a popisuje nalezene´ skutecˇnosti, ktere´ vyply´vaj´ı ze simulac´ı. Da´le jsou zde uvedena mozˇna´
rozsˇ´ıˇren´ı a vylepsˇen´ı te´to diplomove´ pra´ce.
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Kapitola 2
Formulace c´ıle a charakteristika
soucˇasne´ho stavu
Motivac´ı a inspirac´ı pro tuto pra´ci je prˇ´ıroda kolem na´s. Mu˚zˇeme sledovat neprˇeberne´
mnozˇstv´ı zˇivocˇich˚u, rostlin a jejich nejrozlicˇneˇjˇs´ıch zp˚usob˚u jak prˇezˇ´ıt. S trochou nadsa´zky
mu˚zˇeme planetu Zemi prˇirovnat k simula´toru, ktery´ byl inicializova´n prˇed 4,6 miliardami
let(vznik planety Zemeˇ). Prvn´ı zaj´ımave´ vy´sledky zacˇal da´vat prˇed 3,85 miliardami let(vznik
zˇivota na Zemi). Jeho hodnot´ıc´ı funkce se nazy´va´ evoluce.
2.1 Formulace c´ıle te´to diplomove´ pra´ce
Hlavn´ım c´ılem te´to pra´ce je implementace algoritmu Ant Colony Optimization (da´le jen
ACO) a zhodnocen´ı vy´sledk˚u dosazˇeny´ch prˇi rˇesˇen´ı navrzˇeny´ch optimalizacˇn´ıch u´loh. Cela´
pra´ce se skla´da´ z teˇchto d´ılcˇ´ıch c´ıl˚u:
• Na´vrh a implementace jednoduche´ho simula´toru vcˇetneˇ implementace ACO algo-
ritmu. Simula´tor bude rˇesˇit optimalizacˇn´ı u´lohy pomoc´ı ACO algoritmu. Pr˚ubeˇh
simulace(rˇesˇen´ı optimalizacˇn´ı u´lohy pomoc´ı ACO algoritmu) bude zobrazen jedno-
duchy´m graficky´m vy´stupem. Zada´n´ı optimalizacˇn´ı u´lohy bude nacˇ´ıta´no ze souboru.
Simula´tor bude umozˇnˇovat nastaven´ı parametr˚u simulace a jednotlivy´ch parametr˚u
ACO algoritmu.
• Na´vrh a implementace optimalizacˇn´ıch u´loh rˇesˇeny´ch pomoc´ı ACO algoritmu. Vy-
tvorˇen´ı matematicky´ch model˚u zvoleny´ch optimalizacˇn´ıch u´loh a jejich implementace
do prostrˇed´ı simula´toru, tak aby mohly by´t rˇesˇeny pomoc´ı implementovane´ho ACO
algoritmu.
• Zhodnocen´ı dosazˇeny´ch vy´sledk˚u zvoleny´ch optimalizacˇn´ıch u´loh prˇi pouzˇit´ı ACO
algoritmu. Zhodnocen´ı pouzˇitelnosti ACO algoritmu prˇi rˇesˇen´ı zvoleny´ch optima-
lizacˇn´ıch u´loh. Zhodnocen´ı toho, jak jednotlive´ parametry ACO algoritmu ovlivnˇuj´ı
kvalitu nalezene´ho rˇesˇen´ı optimalizacˇn´ı u´lohy.
• Implementace geneticke´ho algoritmu (da´le jen GA) do simula´toru. Simula´tor bude
umozˇnˇovat rˇesˇen´ı optimalizacˇn´ıch u´loh kromeˇ ACO algoritmu i pomoc´ı GA.
• Zhodnocen´ı dosazˇeny´ch vy´sledk˚u zvoleny´ch optimalizacˇn´ıch u´loh prˇi pouzˇit´ı GA a po-
rovna´n´ı s vy´sledky ACO algoritmu. Zhodnocen´ı pouzˇitelnosti GA prˇi rˇesˇen´ı zvoleny´ch
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optimalizacˇn´ıch u´loh. Porovna´n´ı kvality a rychlosti nalezeny´ch rˇesˇen´ı optimalizacˇn´ıch
u´loh prˇi pouzˇit´ı ACO algoritmu a GA.
2.2 Charakteristika soucˇasne´ho stavu
V roce 1992 zverˇejnil Marco Dorigo ACO algoritmus inspirovany´ chova´n´ım mravenc˚u prˇi
hleda´n´ı potravy[5]. Algoritmus se stal objektem dalˇs´ıho zkouma´n´ı a docˇkal se neˇkolika vari-
ant a vylepsˇen´ı. ACO algoritmus je v soucˇasne´ dobeˇ u´speˇsˇneˇ pouzˇ´ıva´n v r˚uzny´ch odveˇtv´ıch:
• Smeˇrova´n´ı packet˚u v s´ıti. Dı´ky adaptivnosti a optima´lnosti dosahuje ACO algoritmus
n´ızke´ ztra´tovosti packet˚u[8].
• Optimalizace vy´robn´ıho procesu. Lepsˇ´ım rozvrzˇen´ım u´loh na jednotlivy´ch stroj´ıch
snizˇuje vy´robn´ı cˇas, a t´ım zvysˇuje kapacitu vy´robn´ı linky [3].
• Vy´robu mikrocˇip˚u. Nalezen´ım optima´ln´ı cesty pro propojen´ı jednotlivy´ch cˇa´st´ı mi-
krocˇipu se sn´ızˇ´ı vy´robn´ı cena [10].
• Logistika. Nalezen´ı optima´ln´ı trasy pro rozvoz surovin a zbozˇ´ı [8].




Optimalizace je odveˇtv´ı matematiky, ktere´ se snazˇ´ı o nalezen´ı minima´ln´ıch cˇi maxima´ln´ıch
hodnot zkoumany´ch funkc´ı prˇi dany´ch omezuj´ıc´ıch podmı´nka´ch[15]. Forma´lneˇ pak mu˚zˇeme
optimalizacˇn´ı u´lohu na minimalizaci zapsat takto:
minimalizuj f0(x)
vzhledem k fi(x) ≤ bi, i = 1, ...,m.
Kde vektor x = (x1, ..., xn) je promeˇnna´ optimalizacˇn´ı u´lohy. Funkce f0 : Rn → R je u´cˇelova´
funkce u´lohy a funkce fi : Rn → R, i = 1, ...,m, jsou omezuj´ıc´ı funkce a konstanty b1, ..., bm
jsou hranice pro omezuj´ıc´ı funkce. Vektor x∗ se nazy´va´ optima´ln´ım rˇesˇen´ım, jestlizˇe hodnota
u´cˇelove´ funkce je minima´ln´ı mezi vsˇemi mozˇny´mi vektory splnˇuj´ıc´ımi omezuj´ıc´ı podmı´nky:
pro vsˇechny z f1(z) ≤ b1, ..., fm(z) ≤ bm
dosta´va´me f0(z) ≥ f0(x∗)
3.1 Optimalizacˇn´ı proces
Optimalizacˇn´ı proces se skla´da´ z neˇkolika fa´z´ı (obr. 3.1)[4]. Zpravidla zacˇ´ına´ zada´n´ım op-
timalizacˇn´ıho proble´mu z rea´lne´ho sveˇta. Zada´n´ı proble´mu je obvykle pouze slovn´ı a do-
sti obecne´. Vy´sledny´m vy´stupem te´to fa´ze je slovneˇ specifikovany´ optimalizacˇn´ı proble´m
s pozˇadovany´m c´ılem.
Analy´zou dane´ problematiky a prˇesnou specifikac´ı podmı´nek optimalizovane´ho proble´mu
vytvorˇ´ıme matematicky´ model, ktery´ obsahuje vsˇechny podstatne´ vlastnosti zkoumane´ho
proble´mu, a navrhneme algoritmus rˇesˇen´ı proble´mu v ra´mci modelu. Vy´stupem te´to fa´ze je
navrzˇeny´ matematicky´ model odra´zˇej´ıc´ı podstatne´ rysy z rea´lne´ho sveˇta vcˇetneˇ algoritmu˚
k rˇesˇen´ı tohoto modelu.
Dalˇs´ım krokem je vytvorˇen´ı pocˇ´ıtacˇove´ implementace navrzˇene´ho modelu a algoritmu.
V te´to fa´zi se rˇesˇ´ı proble´my s rychlost´ı implementovany´ch algoritmu˚ nebo prˇesnost´ı zao-
krouhlova´n´ı. Vy´stupem te´to fa´ze je vytvorˇeny´ program ve zvolene´m programovac´ım jazyce,
ktery´ reprezentuje navrzˇeny´ matematicky´ model a realizuje navrzˇene´ algoritmy.
Verifikace je proces, prˇi ktere´m oveˇrˇujeme, zda implementovane´ rˇesˇen´ı odpov´ıda´ navrzˇe-
ne´mu modelu. V te´to fa´zi se testuj´ı vy´stupy programu na prˇedem definovane´ testovac´ı
vstupy. Vy´sledkem te´to fa´ze je ujiˇsteˇn´ı, zˇe se implementovany´ program plneˇ shoduje s na-
vrzˇeny´m matematicky´m modelem a navrzˇeny´mi algoritmy.
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Proces validace je zalozˇen na kontrole, zda vy´sledky produkovane´ navrzˇeny´m modelem
odpov´ıdaj´ı vy´sledk˚um z rea´lne´ho sveˇta. Vy´sledkem te´to za´veˇrecˇne´ fa´ze je rozhodnut´ı, zda
a do jake´ mı´ry model produkuje rea´lne´ vy´sledky a zda tak mu˚zˇe by´t program nasazen na







Obra´zek 3.1: Optimalizacˇn´ı proces
3.2 Optimalizacˇn´ı algoritmus
Jestlizˇe ma´me vytvorˇeny´ matematicky´ model optimalizacˇn´ı u´lohy, hleda´me algoritmus,
ktery´ by doka´zal dany´ model vyrˇesˇit a nale´zt hledane´ rˇesˇen´ı optimalizacˇn´ı u´lohy. Opti-
malizacˇn´ı algoritmy se deˇl´ı podle sve´ho prˇ´ıstupu k determinismu:
• Deterministicke´ algoritmy - Zalozˇeny na exaktn´ım prˇ´ıstupu k rˇesˇene´mu proble´mu.
Vycha´z´ı z prohleda´va´n´ı stavove´ho prostoru mozˇny´ch rˇesˇen´ı. Produkuj´ı opakovatelna´
rˇesˇen´ı (sta´le stejna´).
• Stochasticke´ algoritmy - Zalozˇeny na pravdeˇpodobnostn´ım prˇ´ıstupu k rˇesˇene´mu pro-
ble´mu. Docha´z´ı k vy´beˇru mozˇne´ho rˇesˇen´ı na za´kladeˇ pravdeˇpodobnosti. Produkuj´ı
neopakovatelna´ (teˇzˇko opakovatelna´) rˇesˇen´ı.
• Smı´ˇsene´ algoritmy - Zalozˇeny na jiste´ mı´ˇre pravdeˇpodobnostn´ıho vy´beˇru. Mı´ra pravdeˇ-
podobnosti zvolen´ı urcˇite´ho rˇesˇen´ı odpov´ıda´ mı´ˇre vhodnosti dane´ho rˇesˇen´ı. Produkuj´ı
pomeˇrneˇ dobrˇe opakovatelna´ rˇesˇen´ı.
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Kromeˇ klasicky´ch deterministicky´ch optimalizacˇn´ıch prˇ´ıstup˚u, jako jsou linea´rn´ı a ne-
linea´rn´ı programova´n´ı nebo dynamicke´ programova´n´ı, existuj´ı metody zalozˇene´ na nedeter-
ministicke´ slozˇce.
Mezi metody zalozˇene´ pouze na nedeterministicke´ slozˇce (stochasticke´ metody) patrˇ´ı
metoda Monte-Carlo nebo simulovane´ zˇ´ıha´n´ı. Stochasticke´ metody neda´vaj´ı vzˇdy optima´ln´ı
rˇesˇen´ı a za dany´ cˇasovy´ u´sek prohledaj´ı oproti deterministicky´m metoda´m mensˇ´ı stavovy´
prostor mozˇny´ch rˇesˇen´ı. Jejich uplatneˇn´ı se ale najde u u´loh, kde nen´ı zˇa´dny´ deterministicky´
algoritmus zna´m nebo je stavovy´ prostor mozˇny´ch rˇesˇen´ı prˇ´ıliˇs rozsa´hly´ a rˇesˇen´ı pomoc´ı
deterministicky´ch algoritmu˚ by trvalo prˇ´ıliˇs dlouho.
Spojen´ım deterministicke´ho a nedeterministicke´ho prˇ´ıstupu vznikly metody smı´ˇsene´.
Velkou skupinu mezi smı´ˇseny´mi algoritmy prˇedstavuj´ı evolucˇn´ı algoritmy. Evolucˇn´ı algo-
ritmy oznacˇuj´ı skupinu algoritmu˚, ktere´ jsou inspirova´ny prˇ´ırodn´ımi procesy evoluce:
• Reprodukce - Inspirace pro geneticke´ algoritmy (GA). Nova´ generece potomk˚u vnika´
krˇ´ızˇen´ım otcovsky´ch a materˇsky´ch gen˚u.
• Rojova´ inteligence u mravenc˚u - Za´klad pro Ant Colony Optimization (ACO). De-
centralizovany´ samoorganizuj´ıc´ı syste´m.
• Prˇezˇit´ı nejsilneˇjˇs´ıch jedinc˚u - Pro vy´beˇr rodicˇ˚u u geneticky´ch algoritmu˚ se vol´ı z nej-
lepsˇ´ıch jedinc˚u reprezentuj´ıc´ıch nejlepsˇ´ı sta´vaj´ıc´ı rˇesˇen´ı.
Vsˇechny evolucˇn´ı algoritmy jsou zalozˇeny na principu uchova´va´n´ı nejlepsˇ´ıho rˇesˇen´ı, ktere´
bylo doposud nalezeno. Na pocˇa´tku je na´hodneˇ zvoleno neˇkolik rˇesˇen´ı, nejlepsˇ´ı z nich se
vybere a je v dalˇs´ı iteraci hleda´n´ı novy´ch rˇesˇen´ı mı´rneˇ uprˇednostneˇno. Velikost mı´ry, jak
je dane´ rˇesˇen´ı uprˇednostneˇno, je vyja´drˇen´ım toho, jak je dane´ rˇesˇen´ı kvalitn´ı. K tomu,
aby nalezena´ rˇesˇen´ı mohla by´t vyhodnocena a mohlo by´t z nich vybra´no nejkvalitneˇjˇs´ı
rˇesˇen´ı, je potrˇeba mı´t u´cˇelovou funkci, ktera´ jednotliva´ rˇesˇen´ı ohodnot´ı. U´cˇelova´ funkce
vycha´z´ı ze specifikace dane´ optimalizacˇn´ı u´lohy a prˇideˇluje nejvysˇsˇ´ı ohodnocen´ı rˇesˇen´ım,
ktera´ nejle´pe splnˇuj´ı pozˇadavky u´lohy. Vlastnost, zˇe evolucˇn´ı algoritmy opousˇteˇj´ı horsˇ´ı
rˇesˇen´ı a adaptuj´ı se na lepsˇ´ı, zp˚usobuje, zˇe jsou evolucˇn´ı algoritmy robustn´ı - neza´visle´
na pocˇa´tecˇn´ıch podmı´nka´ch a doka´zˇ´ı nale´zt velmi kvalitn´ı rˇesˇen´ı i v cˇase promeˇnlive´m
prostrˇed´ı. Dalˇs´ı kladnou vlastnost´ı evolucˇn´ıch algoritmu˚ je, zˇe za pomeˇrneˇ male´ho pocˇtu
ohodnocen´ı prostrˇednictv´ım u´cˇelove´ funkce jsou schopny nale´zt relativneˇ kvalitn´ı rˇesˇen´ı.
Evolucˇn´ı algoritmy se u´speˇsˇneˇ pouzˇ´ıvaj´ı na na´rocˇny´ch optimalizacˇn´ıch u´loha´ch, ktere´ se
nedaj´ı ani jiny´mi metodami rˇesˇit.
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Kapitola 4
Ant Colony Optimization (ACO)
Kolonie mravenc˚u doka´zˇe nale´zt nejkratsˇ´ı cestu mezi mraveniˇsteˇm a zdrojem potravy, anizˇ
by to ktery´koliv mravenec meˇl jako za´meˇr. Kazˇdy´ mravenec se rˇ´ıd´ı podle jednoduchy´ch pra-
videl. Prˇi cesteˇ od zdroje potravy zpeˇt do mraveniˇsteˇ pokla´da´ mravenec chemickou la´tku
zvanou feromon a zanecha´va´ tak za sebou feromonovou stopu. Mravenci smeˇrˇuj´ıc´ı z mra-
veniˇsteˇ za potravou na´sleduj´ı cesty s veˇtsˇ´ı koncentrac´ı feromonu. Vznika´ pozitivn´ı zpeˇtna´
vazba, ktera´ napomu˚zˇe k objeven´ı nejkratsˇ´ı cesty(na principu emergence) mezi mraveniˇsteˇm
a zdrojem potravy.
4.1 Mravencˇ´ı kolonie
Mravenci podobneˇ jako vcˇely zˇ´ıj´ı v koloni´ıch, a proto patrˇ´ı do skupiny tzv. socia´ln´ıho hmyzu.
Z pohledu optimalizacˇn´ıch metod je na teˇchto socia´lneˇ zˇij´ıc´ıch koloni´ıch nejzaj´ımaveˇjˇs´ı jejich
proces sha´neˇn´ı potravy. Vcˇely, ktere´ se vra´t´ı s medem do u´lu, hla´s´ı pomoc´ı specia´ln´ıho tance
ostatn´ım vcˇela´m polohu, vzda´lenost a druh potravy. T´ımto chova´n´ım je inspirova´n algorit-
mus Bee Colony Algorithm [6], ktery´ lze pouzˇ´ıt na rˇesˇen´ı kombinatoricky´ch u´loh, jako jsou
Travelling Salesman Problem (TSP) nebo Job Shop Scheduling Problem (JSP). Z chova´n´ı
prˇi sha´neˇn´ı potravy u mravenc˚u vycha´z´ı algoritmus Ant Colony Optimization (ACO).
Mravenec nesouc´ı potravu do mraveniˇsteˇ za sebou zanecha´va´ feromonovou stopu. Ostatn´ı
mravenci na´sleduj´ı feromonovou stopu prˇi hleda´n´ı potravy. Mravenci dovedou rozliˇsovat
mezi intenzitou jednotlivy´ch feromonovy´ch stop, a to jim umozˇnˇuje zvolit si tu nejv´ıce
atraktivn´ı stopu. Na za´kladeˇ tohoto principu dovedou mravenci nale´zt nejkratsˇ´ı cestu mezi
mraveniˇsteˇm a zdrojem potravy. Podstata principu nalezen´ı nejkratsˇ´ı cesty je uka´za´na na
obra´zku 4.1:
• Na prvn´ım sn´ımku (obr. 4.1) prˇicha´zej´ı k mı´stu, kde se mus´ı rozhodnout mezi dveˇma
cestami. Na zˇa´dne´ z cest nen´ı feromova´ stopa.
• Na druhe´m sn´ımku (obr. 4.1) je zna´zorneˇno, zˇe se mravenci zhruba v 50% rozhodli
pro kratsˇ´ı cestu a v 50% pro delˇs´ı cestu.
• Na trˇet´ım sn´ımku (obr. 4.1) se prvn´ı mravenci, kterˇ´ı zvolili kratsˇ´ı cestu a jizˇ nasˇli
potravu, vrac´ı po kratsˇ´ı cesteˇ zpeˇt k mraveniˇsti.
• Na cˇtvrte´m sn´ımku (obr. 4.1) se vracej´ıc´ı mravenci z kratsˇ´ı cesty vra´tili k mı´stu deˇlen´ı
obou cest a sta´le za sebou zanecha´vaj´ı feromonovou stopu. Mravenci, kterˇ´ı smeˇrˇuj´ı
od mraveniˇsteˇ k potraveˇ, prˇicha´zej´ı k mı´stu, kde se obeˇ cesty deˇl´ı. Na kratsˇ´ı cesteˇ je
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v tuto chv´ıli jizˇ v´ıce feromonu, a tak je tato cesta pro neˇ mnohem atraktivneˇjˇs´ı a s veˇtsˇ´ı
pravdeˇpodobnost´ı zvol´ı kratsˇ´ı cestu. S postupem cˇasu prˇeva´zˇ´ı mnozˇstv´ı feromonove´
stopy na kratsˇ´ı cesteˇ nad mnozˇstv´ım feromonove´ stopy na delˇs´ı cesteˇ tak, zˇe veˇtsˇina
mravenc˚u bude volit kratsˇ´ı cestu a feromonova´ stopa na delˇs´ı cesteˇ postupneˇ vyprcha´.
1 2
3 4
Obra´zek 4.1: Pokus s dvojity´m mostem
4.2 Emergence
Pojem emergence se objevuje u syste´mu s architekturou na´vrhu zdola nahoru. Vytva´rˇej´ı
se jednodusˇsˇ´ı entity s elementa´rn´ım chova´n´ım. Definuj´ı se jejich vza´jemne´ interakce, ale
i interakce s okol´ım. Pra´veˇ tyto interakce, ktere´ jsou v loka´ln´ım meˇrˇ´ıtku zanedbatelne´,
v globa´ln´ım meˇrˇ´ıtku evokuj´ı urcˇity´ stupenˇ inteligentn´ıho chovan´ı - princip emergence, kdy
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z jednoduche´ho chova´n´ı jednotlivce a vza´jemny´ch interakc´ı s ostatn´ımi jedinci a s okol´ım
vznikaj´ı dovednosti a poznatky vysˇsˇ´ıho rˇa´du.
Prˇ´ıkladem mu˚zˇe by´t mravenec nesouc´ı potravu do mravenisteˇ, ktery´ za sebou zanecha´va´
feromonovou stopu. Ostatn´ı mravenci na´sleduj´ı feromonovou stopu prˇi hleda´n´ı potravy.
Mravenec, ktery´ se vracel do mraveniˇsteˇ nejkratsˇ´ı cestou, se vra´til jako prvn´ı. Jeho stopa
je nejintenzivneˇjˇs´ı a ostatn´ı ji na´sleduj´ı. T´ımto zp˚usobem dovedou naj´ıt nejkratsˇ´ı cestu od
mraveniˇsteˇ k potraveˇ, anizˇ by to ktery´koliv jedinec meˇl jako u´mysl.
Mezi za´kladn´ı charakteristicke´ znaky emergence pak patrˇ´ı[2]:
• Inovace - V syste´mu se objevuj´ı nove´ skutecˇnosti.
• Soudrzˇnost a soulad - Celek funguje na principu samoorganizace.
• Globa´ln´ı u´rovenˇ - Neˇktere´ znaky jsou charakteristicke´ pouze pro celek jako takovy´.
• Dynamicˇnost - Syste´m se vyv´ıj´ı.
• Pozorovatelnost - Da´ se sledovat.
Emergenci lze kategorizovat na:
• Slabou - Efektu emergence lze dosa´hnout i pomoc´ı jedince (naprˇ´ıklad Langton˚uv
mravenec).
• Silnou - Efektu emergence lze dosa´hnout pouze spoluprac´ı v celku. Celek je v´ıce nezˇ
vsˇechny jeho soucˇa´sti (odpov´ıda´ vy´sˇe zmı´neˇne´mu prˇ´ıkladu).
4.3 Samoorganizace
Samoorganizace je proces, prˇi ktere´m jsou jednotlive´ cˇa´sti syste´mu spojova´ny do kom-
plexneˇjˇs´ıho celku bez jake´hokoliv veden´ı. Nejv´ıce prˇ´ıklad˚u syste´mu˚ zalozˇeny´ch na samoor-
ganizaci pocha´z´ı z veˇdn´ıch obor˚u jako jsou fyzika nebo chemie (struktura a slozˇen´ı la´tek).
Pojem samoorganizace je velmi u´zce spjat s emergenc´ı a ma´ s n´ı neˇktere´ rysy podobne´.
Prˇesto mu˚zˇe existovat syste´m se samoorganizac´ı, ktery´ nevykazuje zna´mky emergence a na-
opak. Dopravn´ı situace na silnic´ıch je jeden z prˇ´ıklad˚u samoorganizace. Kazˇdy´ jednotlivec
(automobil) dodrzˇuje urcˇita´ pravidla a cely´ syste´m (dopravn´ı situace) funguje, anizˇ by
potrˇeboval centra´ln´ı rˇ´ızen´ı.
Mezi za´kladn´ı principy patrˇ´ı[7]:
• Pozitivn´ı zpeˇtna´ vazba - Zp˚usobuje kumulova´n´ı prˇ´ıcˇiny, a t´ım prˇ´ıcˇinu posiluje.
• Negativn´ı zpeˇtna´ vazba - Pu˚sob´ı proti zmeˇneˇ, ktera´ ji vyvolala, a t´ım reguluje stav
syste´mu.
• Neusta´va´n´ı fluktuac´ı - Na´hodne´ jevy poma´haj´ı syste´mu neustat v hleda´n´ı globa´ln´ıho
nejlepsˇ´ıho rˇesˇen´ı.
• Mnohona´sobne´ vza´jemne´ interakce.
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4.4 Rojova´ inteligence
Rojova´ inteligence je pojem, se ktery´m se setka´va´me prˇi simulac´ıch kolektivn´ıho jedna´n´ı
v decentralizovane´m samoorganizacˇn´ım syste´mu[1]. Takovy´ syste´m je slozˇen z populace
agent˚u s jednoduchy´m chova´n´ım, kterˇ´ı interaguj´ı se svy´m okol´ım, at’ uzˇ to jsou ostatn´ı agenti
nebo prostrˇed´ı. Prˇestozˇe se jedna´ o syste´m bez centra´ln´ıho rˇ´ızen´ı, tak na za´kladeˇ loka´ln´ıch
interakc´ı vznika´ efekt domneˇle´ho centra´ln´ıho rˇ´ızen´ı a docha´z´ı k emergenci globa´ln´ıho chova´n´ı.
K dosazˇen´ı teˇchto rys˚u je trˇeba, aby syste´m obsahoval urcˇity´ pocˇet jedinc˚u a dosˇlo tak k vy-
tvorˇen´ı tzv. roje. V souvislosti s projevy inteligentn´ıho chova´n´ı takove´ho syste´mu hovorˇ´ıme
o inteligenci roje.
4.5 Ant Colony Optimization (ACO)
Algoritmus Ant Colony Optimization (da´le jen ACO) je zalozˇen na pravdeˇpodobnostn´ım
pr˚uchodu grafem a hleda´n´ı nejlepsˇ´ı cesty grafem, ktera´ reprezentuje rˇesˇen´ı optimalizacˇn´ı
u´lohy.
ACO algoritmus poprve´ publikoval Marco Dorigo v roce 1992[5]. Inspirac´ı pro ACO algo-
ritmus bylo hleda´n´ı cesty mezi mraveniˇsteˇm a zdrojem potravy u skutecˇny´ch mravenc˚u. Al-
goritmus byl navrzˇen pro nalezen´ı optima´ln´ı cesty grafem. Rˇesˇen´ı, pomoc´ı algoritmu ACO,
spocˇ´ıva´ v nasazen´ı umeˇly´ch mravenc˚u. Tito mravenci procha´z´ı vsˇemi mozˇny´mi cestami
grafu a zanecha´vaj´ı za sebou virtua´ln´ı feromonovou stopu, pode´l delˇs´ıch cest me´neˇ a pode´l
kratsˇ´ıch v´ıce. Po prvn´ım kole objevova´n´ı se dalˇs´ı procha´zej´ıc´ı mravenci orientuj´ı podle in-
tenzity zanechane´ stopy a vol´ı cesty s veˇtsˇ´ı intenzitou, tedy ty kratsˇ´ı. T´ımto zp˚usobem se
vytvorˇ´ı na nejkratsˇ´ıch cesta´ch vrstva feromonu a na me´neˇ efektivneˇjˇs´ıch trasa´ch stopa vy-
prcha´. Po ozna´men´ı vy´sledk˚u ACO algoritmu byl ACO algoritmus pouzˇit telekomunikacˇn´ımi
spolecˇnostmi ve Francii a Velke´ Brita´nii pro optimalizaci smeˇrova´n´ı v jejich s´ıt´ıch. Pro
potrˇeby smeˇrova´n´ı v s´ıt´ıch byl vytvorˇen algoritmus AntNet, ktery´ je zalozˇen na algoritmu
ACO. Pouzˇit´ı umeˇly´ch mravenc˚u je pro vyhleda´va´n´ı cest v s´ıti velmi vhodne´ d´ıky teˇmto
jejich vlastnostem[8]:
• Optima´lnost - Dovedou nale´zt nejlepsˇ´ı cestu.
• Adaptivnost - Neprˇesta´vaj´ı hledat nove´ lepsˇ´ı cesty.
• Robustnost - Prˇi chybeˇ ve spojen´ı syste´m nespadne, ale hledaj´ı se jina´ rˇesˇen´ı.
Algoritmus AntNet v porovna´n´ı s algoritmem OSPF (Open Shortest Path First), ktery´ je
oficia´ln´ım smeˇrovac´ım protokolem v s´ıti internet[8], dosahuje lepsˇ´ıch vy´sledk˚u(tab. 4.1).




Tabulka 4.1: Porovna´n´ı AntNet s algoritmem OSPF
ACO algoritmus ma´ neˇkolik variant a vylepsˇen´ı, ktere´ mohou prˇ´ızniveˇ ovlivnit dosazˇene´
vy´sledky:
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• Max-Min ant system - Je stanoveno minima´ln´ı a maxima´ln´ı mnozˇstv´ı feromonu, ktere´
se mu˚zˇe nacha´zet na cesta´ch mezi jednotlivy´mi body grafu.
• Elitist ant system - Kromeˇ pokla´da´n´ı feromonu vsˇemi mravenci, je v kazˇde´ iteraci
nav´ıc pokla´da´n feromon na dosud nejlepsˇ´ı nalezenou cestu.
• Rank-based ant system - Mnozˇstv´ı feromonu, ktere´ pokla´da´ kazˇdy´ mravenec, je prˇ´ımo
u´meˇrne´ kvaliteˇ cesty, kterou mravenec nalezl.
4.6 ACO algoritmus pro rˇesˇen´ı TSP
Vysveˇtlen´ı podstaty ACO algoritmu lze nejle´pe uka´zat na u´loze obchodn´ıho cestuj´ıc´ıho
(TSP - Traveling Salesman Problem). Tato u´loha se svy´m zada´n´ım nejv´ıce podoba´ chova´n´ı
rea´lny´ch mravenc˚u - body v prostoru je potrˇeba pospojovat nejkratsˇ´ı cestou:
• Prˇed vlastn´ım algoritmem je potrˇeba inicializovat cesty mezi jednotlivy´mi meˇsty.
Kazˇde´ meˇsto je propojeno se vsˇemi zbyly´mi meˇsty. De´lka cesty mezi dveˇma meˇsty
je da´na geometrickou vzda´lenost´ı mezi meˇsty.
• Da´le je potrˇeba na´hodneˇ rozmı´stit vsˇechny mravence do meˇst, odkud budou zacˇ´ınat
hledat sve´ cesty prˇes vsˇechna meˇsta.
• Hlavn´ı smycˇka ACO algoritmu se opakuje po iterac´ıch. V kazˇde´ iteraci projde kazˇdy´
mravenec vsˇechna meˇsta na mapeˇ. Pokazˇde´, kdyzˇ neˇjaky´ mravenec dokoncˇ´ı cestu
vsˇemi meˇsty, je zjiˇsteˇna de´lka jeho cesty. Jestlizˇe je de´lka jeho cesty mensˇ´ı nezˇ de´lka
doposud nalezene´ nejkratsˇ´ı cesty, je jeho cesta ulozˇena jako nejkratsˇ´ı cesta. At’ uzˇ
je jeho cesta nejkratsˇ´ı nebo nen´ı, tak se na vsˇechny u´seky cesty, ktere´ prosˇel, prˇida´
takove´ mnozˇstv´ı feromonu, ktere´ odpov´ıda´ kvaliteˇ cesty, kterou mravenec nalezl.
• Mravenci hledaj´ı cestu vsˇemi meˇsty na mapeˇ tak, zˇe zacˇ´ınaj´ı v libovolne´m startovac´ım
meˇsteˇ. Pak je pro vsˇechny cesty, ktere´ spojuj´ı meˇsto, ve ktere´m se mravenec nacha´z´ı,
s ostatn´ımi nenavsˇt´ıveny´mi meˇsty, urcˇena atraktivita cesty, ktera´ je neprˇ´ımo u´meˇrna´
de´lce cesty a prˇ´ımo u´meˇrna´ mnozˇstv´ı feromonove´ stopy, ktera´ se na cesteˇ nacha´z´ı.
Mravenec se pote´ na´hodneˇ rozhodne pro jednu z mozˇny´ch cest, kdy jsou cesty s veˇtsˇ´ı
atraktivitou zvolene´ s veˇtsˇ´ı pravdeˇpodobnost´ı.
• Loka´ln´ı u´prava feromonove´ stopy znamena´ odebra´n´ı urcˇite´ho mnozˇstv´ı feromonu na
u´seku cesty, ktery´ mravenec pra´veˇ prosˇel. Loka´ln´ı u´prava napoma´ha´ k tomu, aby mra-
venci nechodili pouze jednou (nejlepsˇ´ı) cestou, ale hledali i jina´ rˇesˇen´ı. Toto odebra´n´ı
feromonu je docˇasne´ a po dokoncˇen´ı iterace vsˇemi mravenci je hodnota feromonove´
stopy vra´cena na hodnotu, kterou meˇla na pocˇa´tku iterace.
• Po kazˇde´ iteraci, kdyzˇ vsˇichni mravenci naleznou svou cestu prˇes vsˇechna meˇsta na
mapeˇ, je sn´ızˇeno mnozˇstv´ı feromonove´ stopy na vsˇech cesta´ch. Jedna´ se o proces
evaporace, ktery´ napodobuje vyprcha´va´n´ı feromonove´ stopy v prˇ´ırodeˇ. Evaporace
poma´ha´ k nalezen´ı nejlepsˇ´ı cesty t´ım, zˇe me´neˇ kvalitn´ı rˇesˇen´ı s cˇasem miz´ı a z˚usta´vaj´ı
jen rˇesˇen´ı, ktera´ jsou opakovaneˇ nacha´zena.






• F je mnozˇstv´ı feromonu, ktere´ bude prˇida´no na cestu.
• DeltaMax je konstanta.
• DelkaCesty je celkova´ de´lka nalezene´ cesty.
Popis ACO algoritmu aplikovane´ho na TSP pomoc´ı pseudoko´du:
// INICIALIZACE:
// c ... pocˇet meˇst
FOR i = 1 TO c BEGIN
FOR j = 1 TO c BEGIN
Vytvorˇ cestu z meˇsta i do meˇsta j.
Vypocˇı´tej de´lku cesty.
Nastav pocˇa´tecˇnı´ mnozˇstvı´ feromonu na cesteˇ.
END
END
// m ... pocˇet mravencu˚
FOR k = 1 TO m BEGIN
Umı´sti mravence do na´hodneˇ zvolene´ho meˇsta.
END
// VLASTNI´ VY´POCˇET:
// t_max ... pocˇet kroku˚ simulace
FOR t = 1 TO t_max BEGIN
FOR k = 1 TO m BEGIN
Vytvorˇ seznam nenavsˇtı´veny´ch meˇst.
Nastav de´lku nalezene´ cesty grafem na 0.
Nastav aktua´lnı´ meˇsto cesty na meˇsto, ve ktere´m se mravenec pra´veˇ
nacha´zı´.
WHILE Nenı´ seznam nenavsˇtı´veny´ch meˇst pra´zdny´ BEGIN
Vyber dalsˇı´ navsˇtı´vene´ meˇsto ze seznamu nenavsˇtı´veny´ch meˇst podle
nı´zˇe definovane´ho vzorce.
Prˇicˇti k de´lce nalezene´ cesty grafem vzda´lenost mezi aktua´lnı´m
meˇstem cesty a dalsˇı´m navsˇtı´veny´m meˇstem.
Proved’ loka´lnı´ u´pravu feromonove´ stopy mezi aktua´lnı´m
meˇstem cesty a dalsˇı´m navsˇtı´veny´m meˇstem.
Odeber dalsˇı´ navsˇtı´vene´ meˇsto ze seznamu nenavsˇtı´veny´ch meˇst.
Nastav dalsˇı´ navsˇtı´vene´ meˇsto jako aktua´lnı´ meˇsto cesty.
END
Prˇidej feromonovou stopu na noveˇ nalezenou cestu.
IF Je de´lka nalezene´ cesty grafem nejmensˇı´ nalezena´ de´lka cesty BEGIN
Nastav noveˇ nalezenou cestu jako nejkratsˇı´ cestu.





Aktualizuj feromon(snizˇ mnozˇstvı´ feromonu) na vsˇech cesta´ch - evaporace.
END








• pk(i, j) je pravdeˇpodobnost, zˇe mravenec k, ktery´ je ve meˇsteˇ i, zvol´ı jako dalˇs´ı meˇsto
j.
• τij je mnozˇstv´ı feromonove´ stopy na cesteˇ mezi meˇstem i a meˇstem j.
• α je parametr vyjadrˇuj´ıc´ı d˚ulezˇitost feromonove´ stopy.
• dij je hodnota neprˇ´ımo u´meˇrna´ vzda´lenosti mezi meˇstem i a meˇstem j: dij = 1|ij|
• β je parametr vyjadrˇuj´ıc´ı d˚ulezˇitost vzda´lenosti mezi meˇsty.
• Jk(i) je mnozˇina nenavsˇt´ıveny´ch meˇst.
U ACO algoritmu mu˚zˇeme nale´zt vlastnosti typicke´ pro emergenci a syste´m funguj´ıc´ı
na principu samoorganizace:
• Mnohona´sobne´ vza´jemne´ interakce - Mravenci spolu navza´jem komunikuj´ı neprˇ´ımo
pomoc´ı feromonove´ stopy.
• Neusta´va´n´ı fluktuac´ı - Nahodilost je u ACO algoritmu realizova´na pravdeˇpodobnostn´ı
volbou dalˇs´ıho navsˇt´ıvene´ho meˇsta.
• Dynamicˇnost - Syste´m se vyv´ıj´ı a mravenci nacha´zej´ı lepsˇ´ı rˇesˇen´ı na za´kladeˇ prˇedchoz´ıch
nalezeny´ch cest.
• Pozitivn´ı zpeˇtna´ vazba - Zp˚usobuje kumulova´n´ı feromonove´ stopy na kvalitn´ıch cesta´ch,
a t´ım tyto kvalitn´ı cesty posiluje.
• Silna´ emergence - Efekt nalezen´ı nejkratsˇ´ı cesty grafem je doc´ılen vza´jemnou interakc´ı
neˇkolika mravenc˚u v pr˚ubeˇhu dostatecˇne´ho mnozˇstv´ı iterac´ı.
4.7 Spolecˇny´ ACO algoritmus pro rˇesˇen´ı TSP, JSP a SCP
Obdobny´ algoritmus bude pouzˇit i u u´loh rozvrzˇen´ı u´loh na d´ılneˇ(Job Shop Scheduling Pro-
blem - JSP) a u u´lohy pokryt´ı(Set Covering Problem - SCP), rozd´ıl je ve vytvorˇen´ı a spra´veˇ
seznamu kandida´tn´ıch uzl˚u (meˇst), protozˇe vsˇechny uzly nebudou hned vzˇdy dostupne´:
• u JSP meˇsta reprezentuj´ı operace jednotlivy´ch u´loh, ktere´ maj´ı by´t provedeny. U SCP
meˇsta reprezentuj´ı mnozˇiny, ktere´ mohou by´t vybra´ny pro pokryt´ı vsˇech bod˚u.
• u JSP jsou v inicializacˇn´ı cˇa´sti do seznamu nenavsˇt´ıveny´ch meˇst vlozˇeny pocˇa´tecˇn´ı
operace vsˇech u´loh. U SCP jsou do seznamu nenavsˇt´ıveny´ch meˇst vlozˇena vsˇechna
meˇsta(mnozˇiny).
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• u JSP je po kazˇde´ pravdeˇpodobnostn´ı volbeˇ dalˇs´ıho navsˇt´ıvene´ho meˇsta A, ze seznamu
nenavsˇt´ıveny´ch meˇst, do seznamu nenavsˇt´ıveny´ch meˇst prˇida´no meˇsto, reprezentuj´ıc´ı
operaci, ktera´ navazuje v ra´mci u´lohy na operaci, kterou reprezentuje zvolene´ meˇsto
A. U SCP jsou po kazˇde´ pravdeˇpodobnostn´ı volbeˇ dalˇs´ıho navsˇt´ıvene´ho meˇsta A
odebra´ny ze seznamu nenavsˇt´ıveny´ch meˇst meˇsta reprezentuj´ıc´ı mnozˇiny, ktere´ obsa-
huj´ı pouze body, ktere´ jsou jizˇ pokryty doposud nalezeny´m rˇesˇen´ım.
• u JSP de´lka nalezene´ cesty neza´vis´ı pouze na de´lce trva´n´ı jednotlivy´ch operac´ı, ale
take´ na vyt´ızˇenosti stroj˚u, na ktery´ch maj´ı by´t operace provedeny. U SCP je celkova´
de´lka cesty da´na soucˇtem cen vsˇech mnozˇin, ktere´ byly zvoleny jako rˇesˇen´ı u´lohy.
Na za´kladeˇ odliˇsnost´ı mezi TSP, JSP a SCP lze algoritmus zobecnit a konkre´tn´ı imple-
mentaci inicializace a spra´vy seznamu nenavsˇt´ıveny´ch meˇst a z´ıska´n´ı de´lky nalezene´ cesty
se prˇesune do trˇ´ıd optimalizacˇn´ı u´loh. Procedury, ktere´ se prˇesunou do trˇ´ıd jednotlivy´ch
optimalizacˇn´ıch u´loh:
• Inicializuj cesty mezi jednotlivy´mi meˇsty. - Nastaven´ı de´lky jednotlivy´ch cest
a pocˇa´tecˇn´ıho mnozˇstv´ı feromonove´ stopy. De´lka cesty u TSP je da´na geometrickou
vzda´lenost´ı a mus´ı se spocˇ´ıtat. U JSP je de´lka cesty da´na dobou trva´n´ı operace A,
jestlizˇe urcˇujeme de´lku cesty mezi operacemi AB, nebo dobou trva´n´ı operace B,
jestlizˇe urcˇujeme de´lku cesty mezi operacemi BA. U SCP je de´lka cesty da´na cenou
mnozˇiny B a pocˇtem bod˚u, ktere´ obsahuje mnozˇina B, a ktere´ soucˇasneˇ nejsou po-
kryty doposud nalezeny´m rˇesˇen´ım S. De´lky cest jsou u SCP prˇepocˇ´ıta´va´ny po kazˇde´m
prˇechodu do dalˇs´ıho meˇsta a v inicializacˇn´ı cˇa´sti nejsou de´lky mezi meˇsty pocˇ´ıta´ny
v˚ubec.
• Vytvorˇ seznam nenavsˇtı´veny´ch meˇst. - Vytvorˇ´ı seznam vsˇech meˇst, ktera´ jsou na
pocˇa´tku u´lohy dostupne´. U TSP jsou to vsˇechna meˇsta. U JSP jsou to pouze ta meˇsta,
ktera´ reprezentuj´ı pocˇa´tecˇn´ı operace vsˇech u´loh. U SCP jsou to vsˇechna meˇsta.
• Udeˇlej prˇechod z aktua´lnı´ho meˇsta do dalsˇı´ho navsˇtı´vene´ho meˇsta. - u TSP
se pouze ze seznamu nenavsˇt´ıveny´ch meˇst odebere dalˇs´ı navsˇt´ıvene´ meˇsto. U JSP se
odebere ze seznamu nenavsˇt´ıveny´ch meˇst dalˇs´ı navsˇt´ıvene´ meˇsto. Nav´ıc se do se-
znamu nenavsˇt´ıveny´ch meˇst prˇida´ meˇsto reprezentuj´ıc´ı operaci, ktera´ na´sleduje po
operaci reprezentovane´ dalˇs´ım navsˇt´ıveny´m meˇstem, pokud nen´ı operace reprezento-
vana´ dalˇs´ım navsˇt´ıveny´m meˇstem posledn´ı operac´ı dane´ u´lohy. U SCP je ze seznamu
nenavsˇt´ıveny´ch meˇst odebra´no dalˇs´ı navsˇt´ıvene´ meˇsto a kromeˇ toho jsou odebra´na
i meˇsta reprezentuj´ıc´ı mnozˇiny, ktere´ obsahuj´ı pouze body, ktere´ jsou jizˇ pokryty
doposud nalezeny´m rˇesˇen´ım.
• Zjisti de´lku nalezene´ cesty. - u TSP je celkova´ de´lka cesty sumou vsˇech jed-
notlivy´ch cest mezi meˇsty. Celkova´ de´lka cesty u JSP neza´lezˇ´ı pouze na jednotlivy´ch
de´lka´ch cest mezi meˇsty(na dobeˇ trva´n´ı jednotlivy´ch operac´ı), ale i na vyt´ızˇenosti
stroj˚u. U SCP je celkova´ de´lka cesty da´na soucˇtem cen vsˇech mnozˇin, ktere´ byly
zvoleny jako rˇesˇen´ı u´lohy.
Zde je pak spolecˇny´ ACO algoritmus pro TSP, JSP a SCP:
// INICIALIZACE:
// c ... pocˇet meˇst
Inicializuj cesty mezi jednotlivy´mi meˇsty.
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// VLASTNI´ VY´POCˇET:
// t_max ... pocˇet kroku˚ simulace
FOR t = 1 TO t_max BEGIN
FOR k = 1 TO m BEGIN
Vytvorˇ seznam nenavsˇtı´veny´ch meˇst.
// m ... pocˇet mravencu˚
FOR k = 1 TO m BEGIN
Umı´sti mravence do na´hodneˇ zvolene´ho meˇsta ze seznamu
nenavsˇtı´veny´ch meˇst.
END
Nastav aktua´lnı´ meˇsto cesty na meˇsto, ve ktere´m se mravenec pra´veˇ
nacha´zı´.
WHILE Nenı´ seznam nenavsˇtı´veny´ch meˇst pra´zdny´ BEGIN
Vyber dalsˇı´ navsˇtı´vene´ meˇsto ze seznamu nenavsˇtı´veny´ch meˇst
podle nı´zˇe definovane´ho vzorce.
Proved’ loka´lnı´ u´pravu feromonove´ stopy mezi aktua´lnı´m
meˇstem cesty a dalsˇı´m navsˇtı´veny´m meˇstem.
Udeˇlej prˇechod z aktua´lnı´ho meˇsta do dalsˇı´ho navsˇtı´vene´ho meˇsta.
Nastav dalsˇı´ navsˇtı´vene´ meˇsto jako aktua´lnı´ meˇsto cesty.
END
Zjisti de´lku nalezene´ cesty.
Prˇidej feromonovou stopu na noveˇ nalezenou cestu.
IF Je de´lka nalezene´ cesty grafem nejmensˇı´ nalezena´ de´lka cesty BEGIN
Nastav noveˇ nalezenou cestu jako nejkratsˇı´ cestu.









Geneticky´ algoritmus z´ıskal sv˚uj na´zev podle toho, zˇe se inspiruje procesy, ke ktery´m docha´z´ı
v ra´mci evoluce - krˇ´ızˇen´ı, deˇdicˇnost, prˇirozeny´ vy´beˇr nebo mutace. Geneticky´ algoritmus
patrˇ´ı mezi smı´ˇsene´ optimalizacˇn´ı algoritmy. Pomoc´ı tohoto algoritmu lze rˇesˇit u´lohy, pro
ktere´ neexistuje exaktn´ı algoritmus, nebo by vy´pocˇet exaktn´ım algoritmem trval neu´meˇrneˇ
dlouho. Podstata geneticke´ho algoritmu spocˇ´ıva´ v cyklicke´m vytva´rˇen´ı novy´ch generac´ı.
Kazˇda´ generace obsahuje dany´ pocˇet jedinc˚u. Kazˇdy´ jedinec prˇedstavuje rˇesˇen´ı zadane´
u´lohy. Jedinec je slozˇen z prˇedem dane´ho pocˇtu gen˚u. Geny mohou naby´vat r˚uzny´ch hod-
not(obvykle pouze bina´rn´ı - 0 a 1). Kombinace hodnot jednotlivy´ch gen˚u reprezentuje rˇesˇen´ı
zadane´ u´lohy. Popis podstaty geneticke´ho algoritmu [13]:
• v inicializacˇn´ı cˇa´sti je vytvorˇena prvn´ı generace jedinc˚u. Kazˇdy´ jedinec reprezentuje
na´hodneˇ zvolene´ rˇesˇen´ı zadane´ u´lohy.
• Algoritmus se opakuje po generac´ıch(iterac´ıch). V kazˇde´ generaci je pro vsˇechny je-
dince spocˇ´ıta´na jejich fitness hodnota. Pro kazˇdou u´lohu se fitness hodnota pocˇ´ıta´
trochu odliˇsneˇ. Mu˚zˇeme to prˇirovnat k vy´pocˇtu de´lky cesty u ACO. Fitness hodnota
uda´va´, jak kvalitn´ı je rˇesˇen´ı, ktere´ dany´ jedinec prˇedstavuje. Pote´ jsou na´hodneˇ zvo-
leni jedinci, ze ktery´ch bude vytvorˇena nova´ generace. Jedinci s veˇtsˇ´ı hodnotou fitness
maj´ı veˇtsˇ´ı sˇanci na to, zˇe budou vybra´ni pro vytvorˇen´ı prˇ´ıˇst´ı generace.
• Nova´ generace jedinc˚u vznikne z vybrany´ch jedinc˚u operacemi reprodukce, krˇ´ızˇen´ı,
mutace a prˇ´ıpadneˇ jejich kombinac´ı:
– Reprodukce - Jedinec z˚ustane zachova´n beze zmeˇny a je zkop´ırova´n do nove´
generace (obr. 5.1). O tom, jestli bude dany´ jedinec zkop´ırova´n beze zmeˇny,
rozhoduje faktor krˇ´ızˇen´ı. Faktor krˇ´ızˇen´ı je parametr, ktery´ naby´va´ hodnot 〈0, 1〉.
Pokud ma´ faktor krˇ´ızˇen´ı hodnotu 0, 8, tak kazˇdy´ jedinec bude s pravdeˇpodobnost´ı
0, 8 krˇ´ızˇen s jiny´m jedincem a s pravdeˇpodobnost´ı 0, 2 bude reprodukova´n.
– Krˇ´ızˇen´ı - z vybrany´ch jedinc˚u(obvykle dvou rodicˇ˚u), vzniknou nov´ı jedinci(obvy-
kle dva potomci), t´ım zp˚usobem, zˇe skombinuj´ı cˇa´sti rodicˇ˚u mezi sebou navza´jem
(obr. 5.1). O tom, jak velka´ cˇa´st gen˚u se pro vytvorˇen´ı novy´ch jedinc˚u vezme od
jednotlivy´ch rodicˇ˚u, urcˇuje parametr bod krˇ´ızˇen´ı. Bod krˇ´ızˇen´ı naby´va´ hodnot od
1 do (n− 1), kde n je pocˇet gen˚u kazˇde´ho jedince. Pokud bude mı´t bod krˇ´ızˇen´ı
hodnotu 3, tak bude novy´ jedinec tvorˇen prvn´ımi trˇemi geny jednoho rodicˇe
a cˇtvrty´m azˇ n-ty´m genem druhe´ho rodicˇe.
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– Mutace - Na´hodna´ zmeˇna urcˇite´ cˇa´sti jedince (obr. 5.1). Pravdeˇpodobnost, zˇe
u jedince dojde k mutaci, je da´na faktorem mutace. Faktor mutace je para-
metr, ktery´ naby´va´ hodnot 〈0, 1〉. Jestlizˇe je hodnota faktoru krˇ´ızˇen´ı 0, 05, pak
pravdeˇpodobnost, zˇe u jedince dojde k mutaci, je 0, 05.
• Algoritmus mu˚zˇe by´t ukoncˇen, pokud je nalezeno rˇesˇen´ı, ktere´ je dostatecˇneˇ kvalitn´ı.











Obra´zek 5.1: Operace pouzˇ´ıvane´ pro vytvorˇen´ı nove´ generace jedinc˚u
Rovnice pro vy´pocˇet pravdeˇpodobnosti zvolen´ı jedince pro vytvorˇen´ı nove´ generace na








• pi je pravdeˇpodobnost zvolen´ı jedince i.




fj je soucˇet fitness hodnot vsˇech jedinc˚u.
Popis geneticke´ho algoritmu pomoc´ı pseudo ko´du:
// INICIALIZACE:
// n ... pocˇet jedincu˚
Vytvorˇ pocˇa´tecˇnı´ generaci n jedincu˚.
// VLASTNI´ VY´POCˇET:
// t_max ... maxima´lnı´ pocˇet generacı´(iteracı´) simulace
FOR t = 1 TO t_max BEGIN
Spocˇı´tej fitness pro vsˇechny jedince soucˇasne´ generace.
// n ... pocˇet jedincu˚
FOR k = 1 TO n BEGIN
Na za´kladeˇ fitness hodnot proved’ pravdeˇpodobnostnı´ vy´beˇr jedince.
Proved’ operaci krˇı´zˇenı´, nebo reprodukce(vy´beˇr operace za´lezˇı´
na faktoru krˇı´zˇenı´).
Proved’ operaci mutace(pravdeˇpodobnost mutace je da´na faktorem
mutace).
END
Noveˇ vytvorˇenou generaci jedincu˚ oznacˇ za soucˇasnou generaci.
END
U GA mu˚zˇeme nale´zt vlastnosti typicke´ pro emergenci a syste´m funguj´ıc´ı na principu
samoorganizace:
• Neusta´va´n´ı fluktuac´ı - Nahodilost je u GA algoritmu realizova´na pravdeˇpodobnostn´ım
zp˚usobem generova´n´ım pocˇa´tecˇn´ı generace, pravdeˇpodobnostn´ım zp˚usobem selekce,
krˇ´ızˇen´ı a mutace.
• Dynamicˇnost - Syste´m se vyv´ıj´ı a lepsˇ´ı rˇesˇen´ı jsou nale´za´na na za´kladeˇ prˇedchoz´ıch
nalezeny´ch rˇesˇen´ıch, a to d´ıky principu selekce dle fitness hodnoty a krˇ´ızˇen´ı.
• Mnohona´sobne´ vza´jemne´ interakce - Informace o syste´mu jsou uchova´va´ny v genech
samotny´ch jedinc˚u. Prˇi operaci krˇ´ızˇen´ı docha´z´ı k vy´meˇneˇ teˇchto informac´ı, a tak
i k jiste´mu druhu neprˇ´ıme´ komunikace.
• Pozitivn´ı zpeˇtna´ vazba - Zp˚usobuje prˇezˇ´ıva´n´ı jedinc˚u reprezentuj´ıc´ıch kvalitn´ı rˇesˇen´ı,
a t´ım posiluje kvalitn´ı rˇesˇen´ı reprezentovana´ teˇmito jedinci.
• Silna´ emergence - Efekt nalezen´ı nejkvalitneˇjˇs´ıho rˇesˇen´ı je doc´ılen vza´jemnou inter-
akc´ı(prˇedevsˇ´ım krˇ´ızˇen´ı) dostatecˇne´ho pocˇtu jedinc˚u v pr˚ubeˇhu dostatecˇne´ho mnozˇstv´ı
generac´ı.
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5.1 GA pro rˇesˇen´ı TSP, JSP a SCP
Pro rˇesˇen´ı TSP a JSP pomoc´ı GA je potrˇeba pracovat s generacemi jedinc˚u, kterˇ´ı splnˇuj´ı
na´sleduj´ıc´ı podmı´nky:
• Aby vsˇichni jedinci meˇli n gen˚u, kde n je pocˇet meˇst v dane´ optimalizacˇn´ı u´loze.
• Geny budou naby´vat hodnot od 1 do n, kde n je pocˇet meˇst v dane´ optimalizacˇn´ı
u´loze. Prˇitom kazˇda´ hodnota genu mus´ı by´t unika´tn´ı(zˇa´dne´ dva geny jednoho jedince
nesmı´ by´t shodne´).
• Operace krˇ´ızˇen´ı a mutace u jedinc˚u nesmı´ zp˚usobit, aby rˇesˇen´ı reprezentovane´ jedin-
cem bylo v rozporu se specifikac´ı optimalizacˇn´ı u´lohy. Toto plat´ı hlavneˇ u JSP, aby
nedosˇlo k prˇehozen´ı porˇad´ı operac´ı v ra´mci jedne´ u´lohy.
Pseudoko´d pro operaci krˇ´ızˇen´ı je navrzˇen tak, aby rˇesˇen´ı reprezentovane´ vznikly´m je-
dincem nebylo v rozporu se specifikac´ı optimalizacˇn´ı u´lohy:
// Operace krˇı´zˇenı´:
Zvol na´hodny´ bodKrizeni, kde bodKrizeni > 1 a soucˇasneˇ bodKrizeni < pocˇet
meˇst.
Vytvorˇ 1 azˇ bodKrizeni(vcˇetneˇ) genu˚ nove´ho jedince z 1 azˇ
bodKrizeni(vcˇetneˇ) genu˚ prvnı´ho rodicˇe.
Zbyle´ geny nove´ho jedince zı´skej z genu˚ druhe´ho rodicˇe. A to tı´m zpu˚sobem,
zˇe postupneˇ kopı´ruj hodnoty genu˚ druhe´ho rodicˇe, ktere´ nebyly dosud
v genech nove´ho jedince pouzˇity.
Druhy´ novy´ jedinec vznikne stejny´m postupem s prohozenou rol´ı rodicˇ˚u (tab. 5.1).
Rodicˇe Bod krˇ´ızˇen´ı Potomci
45231, 21543 2 45213, 21453
45231, 21543 3 45213, 21543
35421, 14253 2 35142, 14352
35421, 14253 3 35412, 14235
Tabulka 5.1: Krˇ´ızˇen´ı jedinc˚u
Rˇesˇen´ı SCP pomoc´ı GA se liˇs´ı od TSP a JSP, protozˇe geny jedinc˚u nereprezentuj´ı meˇsta,
ale body, ktere´ maj´ı by´t pokryty:
• Jedinci maj´ı n gen˚u, kde n je pocˇet bod˚u v dane´ optimalizacˇn´ı u´loze, ktere´ maj´ı by´t
pokryty.
• Geny budou naby´vat hodnot od 1 do m, kde m je pocˇet meˇst(mnozˇin) v dane´ opti-
malizacˇn´ı u´loze. Prˇitom kazˇda´ hodnota genu nemus´ı by´t unika´tn´ı(dva geny jednoho
jedince mohou by´t shodne´).
• Operace krˇ´ızˇen´ı muzˇe prob´ıhat bez ohl´ızˇen´ı na to, zˇe by dosˇlo ke vzniku jedince, ktery´
nesplnˇuje zada´n´ı u´lohy. U operace mutace je potrˇeba hl´ıdat pouze podmı´nku, aby gen
zmutoval jen na mnozˇinu, ktera´ obsahuje bod reprezentovany´ genem.
21
Z toho vyply´va´ neˇkolik procedur, ktere´ je potrˇeba rˇesˇit individua´lneˇ, kv˚uli odliˇsnostem
v povaze u´loh, a bubou muset by´t prˇesunuty do trˇ´ıdy jednotlivy´ch optimalizacˇn´ıch u´loh:
• Vytvorˇ pocˇa´tecˇnı´ generaci n jedincu˚. - Vygenerovat mnozˇinu na´hodneˇ vytvo-
rˇeny´ch jedinc˚u(rˇesˇen´ı), tak aby vytvorˇen´ı jedinci(rˇesˇen´ı) na´lezˇeli do mnozˇiny vsˇech
mozˇny´ch rˇesˇen´ı dane´ optimalizacˇn´ı u´lohy. U TSP jsou jako rˇesˇen´ı u´lohy mozˇne´ vsˇechny
kombinace vytvorˇene´ ze seznamu vsˇech meˇst. Pocˇet vsˇech mozˇny´ch rˇesˇen´ı TSP je
popsa´n v kapitole Traveling Salesman Problem (TSP). U JSP je pocˇet mozˇny´ch rˇesˇen´ı
omezen podmı´nkou, zˇe operace v ra´mci dane´ u´lohy provedeny v urcˇene´m porˇad´ı, a tak
je prostor mozˇny´ch rˇesˇen´ı i vytvorˇen´ı na´hodne´ho rˇesˇen´ı omezeno. U SCP je mnozˇina
vsˇech rˇesˇen´ı omezena podmı´nkou pokryt´ı vsˇech zadany´ch bod˚u u´lohy.
• Proved’ operaci krˇı´zˇenı´. - Vytvorˇit nove´ho jedince z rodicˇovsky´ch jedinc˚u. U TSP
a JSP bude algoritmus operace krˇ´ızˇen´ı stejny´. Du˚vodem je, aby nedosˇlo k vytvorˇen´ı
jedince, ktery´ by neodpov´ıdal rˇesˇen´ı u´lohy. U SCP bude algoritmus krˇ´ızˇen´ı jednodusˇsˇ´ı.
Novy´ jedinec vznikne prosty´m zkop´ırova´n´ım prˇ´ıslusˇny´ch cˇa´st´ı rodicˇovsky´ch jedinc˚u
podle bodu krˇ´ızˇen´ı.
• Proved’ operaci mutace. - Bude rˇesˇena u kazˇde´ u´lohy individua´lneˇ.
• Zı´skej cestu reprezentovanou jedincem ze soucˇasne´ generace. - Tato proce-
dura je zavedena kv˚uli SCP, protozˇe geny jedince reprezentuj´ı body a nikoliv meˇsta.
U TSP a JSP jde v te´to procedurˇe o pouhe´ prˇeda´n´ı gen˚u, ktere´ reprezentuj´ı meˇsta na
cesteˇ.





• fi je fitness hodnota jedince i.
• DeltaMax je konstanta.
• DelkaCesty je celkova´ de´lka nalezene´ cesty. Pro vy´pocˇet se pouzˇ´ıva´ stejna´ procedura
jako u ACO.
Pro na´hodny´ vy´beˇr jedince na za´kladeˇ fitness hodnoty je pouzˇit princip rulety. Pouzˇit´ı
principu rulety na prˇ´ıkladu:
• Je stanovena fitness hodnota pro vsˇechny jedince v generaci(obr. 5.2).
• Kazˇde´mu jedinci je na ruleteˇ prˇideˇlen takovy´ prostor, ktery´ odpov´ıda´ pravdeˇpodobnosti
jeho zvolen´ı(obr. 5.2).
• Prˇi na´hodne´m vy´beˇru jedince je na´hodneˇ vybra´no cˇ´ıslo na ruleteˇ. Na´hodneˇ zvoleny´
jedinec je ten jedinec, ktery´ prˇipada´ na vybrane´ na´hodne´ cˇ´ıslo na ruleteˇ. Pokud
bude na´hodneˇ vybrane´ cˇ´ıslo naprˇ´ıklad 5, pak na´hodneˇ zvoleny´ jedinec(na prˇ´ıkladu




// n ... pocˇet jedincu˚
Vytvorˇ pocˇa´tecˇnı´ generaci n jedincu˚.
// VLASTNI´ VY´POCˇET:
// t_max ... maxima´lnı´ pocˇet generacı´(iteracı´) simulace
FOR t = 1 TO t_max BEGIN
// n ... pocˇet jedincu˚
FOR k = 1 TO n BEGIN
Zı´skej cestu reprezentovanou jedincem ze soucˇasne´ generace.
Spocˇı´tej de´lku cesty.
IF Je de´lka cesty grafem nejmensˇı´ nalezena´ de´lka cesty BEGIN
Nastav noveˇ nalezenou cestu jako nejkratsˇı´ cestu.
Nastav de´lku noveˇ nalezene´ cesty grafem jako nejkratsˇı´
nalezenou de´lku cesty.
END
Spocˇı´tej fitness hodnotu jedince na za´kladeˇ de´lky cesty.
END
// n ... pocˇet jedincu˚
FOR k = 1 TO n BEGIN
Na za´kladeˇ fitness hodnot proved’ pravdeˇpodobnostnı´ vy´beˇr jedince.
Proved’ operaci krˇı´zˇenı´, nebo reprodukce(vy´beˇr operace za´lezˇı´
na faktoru krˇı´zˇenı´).
Proved’ operaci mutace(pravdeˇpodobnost mutace je da´na faktorem
mutace).
END
Noveˇ vytvorˇenou generaci jedincu˚ oznacˇ za soucˇasnou generaci.
END
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Jedinec A:    2 1 3 5 4                3                0.25
Jedinec B:    3 5 2 4 1                5                0.42




















Traveling Salesman Problem (TSP)
Traveling Salesman Problem (da´le jen TSP), proble´m obchodn´ıho cestuj´ıc´ıho, je kombi-
natoricka´ optimalizacˇn´ı u´loha. S TSP se setka´va´me v praxi v nejr˚uzneˇjˇs´ıch oborech jako
naprˇ´ıklad logistika a pla´nova´n´ı, nebo prˇi vy´robeˇ mikrocˇip˚u. TSP je definova´n takto:
• Ma´me mnozˇinu n meˇst a pro kazˇdou dvojici meˇst definovanou vzda´lenost. Prˇitom
vzda´lenost z meˇsta A do meˇsta B je stejna´ jako vzda´lenost z meˇsta B do meˇsta A.
• C´ılem je nale´zt takovou cestu, ktera´ procha´z´ı vsˇemi meˇsty pra´veˇ jednou, zacˇ´ına´ a koncˇ´ı
ve stejne´m meˇsteˇ, a ktera´ je ze vsˇech mozˇny´ch cest nejkratsˇ´ı (obr. 6.1).
Obra´zek 6.1: Traveling Salesman Problem (TSP)
Tato optimalizacˇn´ı u´loha je NP-teˇzˇka´ a s rostouc´ım mnozˇstv´ım meˇst roste na´rocˇnost u´lohy
exponencia´lneˇ, takzˇe nelze pouzˇ´ıt metody zalozˇene´ na pr˚uchodu stavove´ho prostoru. Toto
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tvrzen´ı si doka´zˇeme:
Ma´me mnozˇinu n meˇst. Zvol´ıme libovolne´ meˇsto jako startovn´ı meˇsto cesty. Zbude na´m
n−1 meˇst, ze ktery´ch sestavujeme cestu. Pocˇet vsˇech mozˇny´ch cest je tak (n−1)!. Protozˇe
cesta zacˇ´ına´ a koncˇ´ı ve stejne´m meˇsteˇ, lze jedna cesta vytvorˇit dveˇma zp˚usoby(ABCDE









Obra´zek 6.2: Dveˇ mozˇnosti sestaven´ı stejne´ cesty




Tabulka demonstruje na´r˚ust mozˇny´ch cest se vzr˚ustaj´ıc´ım pocˇtem meˇst(tab. 6.1).













Tabulka 6.1: Na´r˚ust mozˇny´ch cest se vzr˚ustaj´ıc´ım pocˇtem meˇst
I kdyby sestaven´ı jedne´ cesty a zjiˇsteˇn´ı jej´ı de´lky trvalo jednu nanosekundu(10−9 s), tak
by vy´pocˇet vsˇech mozˇny´ch cest trvalo neu´meˇrneˇ dlouho, jak je mozˇne´ videˇt v na´sleduj´ıc´ı
tabulce:
Tabulka ukazuj´ıc´ı cˇasovou na´rocˇnost se vzr˚ustaj´ıc´ım pocˇtem meˇst(kdyby sestaven´ı jedne´
cesty a zjiˇsteˇn´ı jej´ı de´lky trvalo jednu nanosekundu(10−9 s)) (tab. 6.2).
Uzˇ prˇi relativneˇ male´m pocˇtu meˇst je metoda zalozˇena´ na pr˚uchodu stavove´ho prostoru
nepouzˇitelna´, proto jsou k nalezen´ı nejkratsˇ´ı cesty pouzˇ´ıva´ny stochasticke´ a smı´ˇsene´ algo-
ritmy. Tyto algoritmy nemus´ı nutneˇ nale´zt skutecˇneˇ nejkratsˇ´ı cestu, ale v rozumne´m cˇase
dovedou nale´zt cestu, ktera´ se k nejkratsˇ´ı cesteˇ velmi prˇiblizˇuje.
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Pocˇet meˇst (%) Cˇas vy´pocˇtu v roc´ıch
20 2
25 9, 84 ∗ 106
30 1, 4 ∗ 1014
35 4, 68 ∗ 1021
40 3, 23 ∗ 1029
Tabulka 6.2: Cˇasovou na´rocˇnost vy´pocˇtu
6.1 Rˇesˇen´ı TSP pomoc´ı ACO
Za´kladn´ı kostra ACO algoritmu pro rˇesˇen´ı TSP byla jizˇ popsa´na v kapitole Ant Co-
lony Optimization (ACO). Zde budou podrobneˇji popsa´ny procedury, ktere´ se vzhledem
k odliˇsnostem jednotlivy´ch optimalizacˇn´ıch u´loh, mus´ı by´t rˇesˇeny individua´lneˇ. Jedna´ se
o tyto u´lohy:
• Inicializuj cesty mezi jednotlivy´mi meˇsty. - Nastaven´ı de´lky jednotlivy´ch cest
a pocˇa´tecˇn´ıho mnozˇstv´ı feromonove´ stopy.
• Vytvorˇ seznam nenavsˇtı´veny´ch meˇst. - Vytvorˇ´ı seznam vsˇech meˇst, ktera´ jsou na
pocˇa´tku u´lohy dostupne´.
• Udeˇlej prˇechod z aktua´lnı´ho meˇsta do dalsˇı´ho navsˇtı´vene´ho meˇsta. - Spra´va
seznamu nenavsˇt´ıveny´ch meˇst, kterou je potrˇeba prove´st prˇi sestavova´n´ı cesty vsˇemi
meˇsty.
• Zjisti de´lku nalezene´ cesty. - Zjiˇsteˇn´ı de´lky cesty, a t´ım urcˇen´ı kvality rˇesˇen´ı
optimalizacˇn´ı u´lohy.
6.1.1 Inicializace cest mezi jednotlivy´mi meˇsty
Tato cˇa´st zahrnuje nastaven´ı de´lky jednotlivy´ch cest a pocˇa´tecˇn´ıho mnozˇstv´ı feromonove´
stopy. Prˇed vlastn´ı inicializac´ı cest je potrˇeba inicializovat meˇsta. To probeˇhne nacˇten´ım
parametr˚u meˇst ze souboru. De´lka cesty u TSP je da´na geometrickou vzda´lenost´ı a mus´ı se
spocˇ´ıtat:
dAB = dBA =
√
(xA − xB)2 + (yA − yB)2
kde:
• dAB je vzda´lenost mezi meˇsty A a B. Vzda´lenost mezi meˇsty A a B je stejna´ jako
vzda´lenost mezi meˇsty B a A.
• xA je x-ova´ sourˇadnice meˇsta A.
• xB je x-ova´ sourˇadnice meˇsta B.
• yA je y-ova´ sourˇadnice meˇsta A.
• yB je y-ova´ sourˇadnice meˇsta B.
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Pro cesty je prˇipravena trˇ´ıda Cesta, ktera´ zapouzdrˇuje promeˇnne´ de´lka cesty a mnozˇstv´ı
feromonu. Cesty jsou ulozˇeny do dvourozmeˇrne´ matice m ∗m, kde m je pocˇet meˇst. Matice
obsahuje ukazatele na instance trˇ´ıdy Cesta. Toho je vyuzˇito k zachycen´ı faktu, zˇe cesta
mezi meˇsty A a B je shodna´ jako cesta mezi meˇsty B a A. A proto je v matici do obou
prˇ´ıslusˇny´ch pol´ı ulozˇen stejny´ odkaz na jednu instanci trˇ´ıdy Cesta:
// Inicializuj cesty mezi jednotlivy´mi meˇsty:
// m ... pocˇet meˇst
Cesta[][] cesty = new Cesta[m][m];
FOR i = 1 TO m BEGIN
FOR j = 1 TO m BEGIN
IF i != j BEGIN
Vytvorˇ instanci cesta trˇı´dy Cesta.
Spocˇı´tej de´lku cesty mezi meˇsty i a j. Nastav spocˇı´tanou
de´lku jako de´lku cesty instance cesta.






6.1.2 Vytvorˇen´ı seznamu nenavsˇt´ıveny´ch meˇst
Tato cˇa´st zahrnuje vytvorˇen´ı seznamu vsˇech meˇst, ktera´ jsou na pocˇa´tku u´lohy dostupne´.
U TSP jsou to vsˇechna meˇsta.
Pseudoko´d inicializace seznamu:
// Vytvorˇ seznam nenavsˇtı´veny´ch meˇst:
// m ... pocˇet meˇst
FOR i = 1 TO m BEGIN
Prˇidej meˇsto i do seznamu nenavsˇtı´veny´ch meˇst.
END
6.1.3 Prˇechod z aktua´ln´ıho meˇsta do dalˇs´ıho navsˇt´ıvene´ho meˇsta
Tato cˇa´st zahrnuje spra´vu seznamu nenavsˇt´ıveny´ch meˇst prˇi vytva´rˇen´ı cesty. U TSP je
pouze dalˇs´ı navsˇt´ıvene´ meˇsto odebra´no ze seznamu nenavsˇt´ıveny´ch meˇst.
Pseudoko´d spra´vy seznamu:
// Udeˇlej prˇechod z aktua´lnı´ho meˇsta do dalsˇı´ho navsˇtı´vene´ho meˇsta:
Ze seznamu nenavsˇtı´veny´ch meˇst odeber dalsˇı´ navsˇtı´vene´ meˇsto.
6.1.4 Zjiˇsteˇn´ı de´lky nalezene´ cesty
Tato cˇa´st zahrnuje zjiˇsteˇn´ı celkove´ de´lky nalezene´ cesty. U TSP je celkova´ de´lka cesty sumou
vsˇech jednotlivy´ch cest mezi meˇsty. Za´lezˇ´ı na porˇad´ı meˇst, jak jimi mravenec procha´zel.
Nalezena´ cesta je reprezentova´na polem index˚u jednotlivy´ch meˇst tzn., zˇe naprˇ´ıklad
nalezenaCesta[1] = 3 znamena´, zˇe prvn´ı meˇsto, ktery´m mravenec prosˇel bylo meˇsto s in-
dexem 3. Pseudoko´d zjiˇsteˇn´ı celkove´ de´lky cesty:
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// Zjisti de´lku nalezene´ cesty:
delkaCesty = 0
// m ... pocˇet meˇst
FOR i = 1 TO m BEGIN
IF i < m THEN j = i + 1
ELSE j = 1
delkaCesty += cesty[nalezenaCesta[i]][nalezenaCesta[j]].DelkaCesty();
END
6.2 Rˇesˇen´ı TSP pomoc´ı GA
Za´kladn´ı kostra GA pro rˇesˇen´ı TSP byla jizˇ popsa´na v kapitole Geneticky´ algoritmus (GA).
Zde budou podrobneˇji popsa´ny procedury, ktere´ se vzhledem k odliˇsnostem jednotlivy´ch
optimalizacˇn´ıch u´loh, mus´ı rˇesˇit individua´lneˇ:
• Vytvorˇ pocˇa´tecˇnı´ generaci n jedincu˚. - Vygenerovat mnozˇinu na´hodneˇ vytvo-
rˇeny´ch jedinc˚u(rˇesˇen´ı), tak aby vytvorˇen´ı jedinci(rˇesˇen´ı) na´lezˇeli do mnozˇiny vsˇech
mozˇny´ch rˇesˇen´ı dane´ optimalizacˇn´ı u´lohy.
• Proved’ operaci krˇı´zˇenı´. - Vytvorˇit nove´ho jedince z rodicˇovsky´ch jedinc˚u. U TSP
a JSP bude algoritmus operace krˇ´ızˇen´ı stejny´. Algoritmus byl jizˇ popsa´n v kapitole
Geneticky´ algoritmus (GA), a proto zde nebude rozeb´ıra´n.
• Proved’ operaci mutace. - Mutace na´hodne´ho genu u TSP mus´ı nutneˇ zp˚usobit
zmeˇnu druhe´ho genu, protozˇe geny kazˇde´ho jedince reprezentuj´ı permutace vsˇech meˇst
a nesmı´ doj´ıt k tomu, aby dva geny jednoho jedince meˇli shodnou hodnotu.
• Zı´skej cestu reprezentovanou jedincem ze soucˇasne´ generace. - u TSP a JSP
jde v te´to procedurˇe o pouhe´ prˇeda´n´ı gen˚u, ktere´ reprezentuj´ı meˇsta na cesteˇ, proto
zde nebude tato procedura popisova´na.
6.2.1 Vytvorˇen´ı pocˇa´tecˇn´ı generace n jedinc˚u
Tato cˇa´st zahrnuje vytvorˇeny´ch mnozˇiny jedinc˚u(rˇesˇen´ı), tak aby vytvorˇen´ı jedinci(rˇesˇen´ı)
na´lezˇeli do mnozˇiny vsˇech mozˇny´ch rˇesˇen´ı. U TSP jsou jako rˇesˇen´ı u´lohy mozˇne´ vsˇechny
kombinace vytvorˇene´ ze seznamu vsˇech meˇst.
Geny, ze ktery´ch jsou jedinci slozˇeni, jsou reprezentova´ny polem typu integer. Jsou
zde pouzˇity procedury, ktere´ byly popsa´ny vy´sˇe: Vytvorˇ seznam nenavsˇtı´veny´ch meˇst.
a Udeˇlej prˇechod z aktua´lnı´ho meˇsta do dalsˇı´ho navsˇtı´vene´ho meˇsta.. Pseudoko´d
pro vytvorˇen´ı na´hodne´ho jedince:
// Vytvorˇ na´hodne´ho jedince:
// m ... pocˇet meˇst
int[] geny = new int[m]
Vytvorˇ seznam nenavsˇtı´veny´ch meˇst.
FOR i = 1 TO m BEGIN
Vyber na´hodny´ indexMesta - cˇı´slo v rozsahu od 1 do m.
WHILE TRUE BEGIN
IF na´hodneˇ zvolene´ meˇsto je v seznamu nenavsˇtı´veny´ch meˇst BEGIN
geny[i] = indexMesta
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Udeˇlej prˇechod z aktua´lnı´ho meˇsta do dalsˇı´ho navsˇtı´vene´ho meˇsta,




IF indexMesta < m THEN indexMesta += 1




6.2.2 Proved’ operaci mutace
Tato cˇa´st zahrnuje zmeˇnu gen˚u jedinc˚u(rˇesˇen´ı), tak aby zmeˇneˇn´ı jedinci(rˇesˇen´ı) na´lezˇeli do
mnozˇiny vsˇech mozˇny´ch rˇesˇen´ı. U TSP jsou jako rˇesˇen´ı u´lohy mozˇne´ vsˇechny kombinace
vytvorˇene´ ze seznamu vsˇech meˇst:
// Vytvorˇ na´hodnou mutaci genu˚ jedince:
// m ... pocˇet meˇst
Vyber na´hodny´ indexGenu1 - cˇı´slo v rozsahu od 1 do m.
Vyber na´hodny´ indexGenu2 - cˇı´slo v rozsahu od 1 do m.





Job Shop Scheduling Problem
(JSP)
Job Shop Scheduling Problem (da´le jen JSP), proble´m rozvrzˇen´ı u´loh na d´ılneˇ, je kom-
binatoricka´ optimalizacˇn´ı u´loha. S touto optimalizacˇn´ı u´lohou se v praxi setka´va´me prˇi
pla´nova´n´ı procesu vy´roby. Vy´sledky nasazen´ı optimalizace na vy´robn´ı proces nevedou jen
k efektivneˇjˇs´ımu vyuzˇit´ı vy´robn´ıch kapacit, ale pomohou prˇi odhadu mnozˇstv´ı vyproduko-
vany´ch vy´robk˚u nebo prˇi pla´nova´n´ı za´sob zdrojovy´ch surovin a v neposledn´ı rˇadeˇ naprˇ´ıklad
prˇi vy´padku neˇktere´ho z vy´robn´ıch prostrˇedk˚u. JSP je definova´n takto:
• Ma´me mnozˇinu J obsahuj´ıc´ı n u´loh: J = {J1, J2, ..., Jn} (obr. 7.1).
• Ma´me mnozˇinu M obsahuj´ıc´ı m stroj˚u: M = {M1,M2, ...,Mm} (obr. 7.1).
• Kazˇda´ u´loha Ji se skla´da´ z reteˇzce operac´ı mi: mi = {Oi1, Oi2, ..., Oim}, ktere´ mus´ı
by´t provedeny ve stanovene´m porˇad´ı (obr. 7.2).
• Oij je j-ta´ operace, Ji-te´ u´lohy, ktera´ ma´ by´t realizova´na na stroji Mx za dobu Tij
bez prˇerusˇen´ı.
• Kazˇdy´ stroj Mx mu˚zˇe prova´deˇt maxima´lneˇ jednu operaci soucˇasneˇ.
• Kazˇda´ u´loha Ji mu˚zˇe by´t prova´deˇna maxima´lneˇ na jednom stroji soucˇasneˇ.
• C´ılem je minimalizovat cˇas zpracova´n´ı vsˇech u´loh Ji.
Tato optimalizacˇn´ı u´loha je take´ NP-teˇzˇka´. Na´r˚ust stavove´ho prostoru nelze jednoznacˇneˇ
urcˇit jako u TSP, protozˇe graf vytvorˇeny´ propojen´ım vsˇech operac´ı jednotlivy´ch u´loh nema´
vsˇechny hrany obousmeˇrne´ (obr. 7.3). Nelze tak sestavit cestu, ve ktere´ by naprˇ´ıklad operace
O12 prˇedcha´zela operaci O11.
7.1 Rˇesˇen´ı JSP pomoc´ı ACO
Za´kladn´ı kostra ACO algoritmu pro rˇesˇen´ı JSP byla jizˇ popsa´na v kapitole Ant Colony Opti-
mization (ACO). Zde budou podrobneˇji popsa´ny procedury, ktere´ se vzhledem k odliˇsnostem
jednotlivy´ch optimalizacˇn´ıch u´loh, mus´ı by´t rˇesˇeny individua´lneˇ. Jedna´ se o tyto u´lohy:
• Inicializuj cesty mezi jednotlivy´mi meˇsty. - Nastaven´ı de´lky jednotlivy´ch cest
a pocˇa´tecˇn´ıho mnozˇstv´ı feromonove´ stopy.
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Obra´zek 7.1: Mnozˇina u´loh a mnozˇina stroj˚u
• Vytvorˇ seznam nenavsˇtı´veny´ch meˇst. - Vytvorˇ´ı seznam vsˇech meˇst, ktera´ jsou na
pocˇa´tku u´lohy dostupne´.
• Udeˇlej prˇechod z aktua´lnı´ho meˇsta do dalsˇı´ho navsˇtı´vene´ho meˇsta. - Spra´va
seznamu nenavsˇt´ıveny´ch meˇst, kterou je potrˇeba prove´st prˇi sestavova´n´ı cesty vsˇemi
meˇsty.
• Zjisti de´lku nalezene´ cesty. - Zjiˇsteˇn´ı de´lky cesty, a t´ım urcˇen´ı kvality rˇesˇen´ı
optimalizacˇn´ı u´lohy.
7.1.1 Inicializace cest mezi jednotlivy´mi meˇsty
Tato cˇa´st zahrnuje nastaven´ı de´lky jednotlivy´ch cest a pocˇa´tecˇn´ıho mnozˇstv´ı feromonove´
stopy. Prˇed vlastn´ı inicializac´ı cest je potrˇeba inicializovat meˇsta. To probeˇhne nacˇten´ım
parametr˚u meˇst ze souboru. De´lka cesty mezi operacemi je da´na dobou trva´n´ı vy´choz´ı
operace. De´lka cesty mezi operacemi A a B je da´na dobou trva´n´ı operace A. V opacˇne´m
smeˇru cesty, mezi operacemi B a A, je da´na dobou trva´n´ı operace B:
Pro cesty je prˇipravena trˇ´ıda Cesta, ktera´ zapouzdrˇuje promeˇnne´ de´lka cesty a mnozˇstv´ı
feromonu. Cesty jsou ulozˇeny do dvourozmeˇrne´ matice m ∗m, kde m je pocˇet meˇst.:
// Inicializuj cesty mezi jednotlivy´mi meˇsty:
// m ... pocˇet meˇst
Cesta[][] cesty = new Cesta[m][m];
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být operace provedena Délká trvání operace
M 8 M 7Úloha J2 23
Operace O21 Operace O22
Obra´zek 7.2: U´lohy a operace
FOR i = 1 TO m BEGIN
FOR j = 1 TO m BEGIN
IF i != j BEGIN
Vytvorˇ instanci cesta1 trˇı´dy Cesta.
Prˇecˇti dobu trva´nı´ operace i a nastav jı´ jako de´lku
cesty u cesta1.
Nastav pocˇa´tecˇnı´ mnozˇstvı´ feromonove´ stopy u instance cesta1.
cesty[i][j] = cesta1;
Vytvorˇ instanci cesta2 trˇı´dy Cesta.
Prˇecˇti dobu trva´nı´ operace j a nastav jı´ jako de´lku
cesty u cesta2.





7.1.2 Vytvorˇen´ı seznamu nenavsˇt´ıveny´ch meˇst
Tato cˇa´st zahrnuje vytvorˇen´ı seznamu vsˇech meˇst, ktera´ jsou na pocˇa´tku u´lohy dostupne´.
U JSP jsou to vsˇechny pocˇa´tecˇn´ı operace vsˇech u´loh.
Pseudoko´d inicializace seznamu:
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// Vytvorˇ seznam nenavsˇtı´veny´ch meˇst:
// m ... pocˇet operacı´(meˇst)
FOR i = 1 TO m BEGIN
IF je operace i pocˇa´tecˇnı´ operacı´ BEGIN
Prˇidej operaci i do seznamu nenavsˇtı´veny´ch meˇst.
END
END
7.1.3 Prˇechod z aktua´ln´ıho meˇsta do dalˇs´ıho navsˇt´ıvene´ho meˇsta
Tato cˇa´st zahrnuje spra´vu seznamu nenavsˇt´ıveny´ch meˇst prˇi vytva´rˇen´ı cesty. U JSP se
odebere ze seznamu nenavsˇt´ıveny´ch meˇst dalˇs´ı navsˇt´ıvene´ meˇsto. Nav´ıc se do seznamu ne-
navsˇt´ıveny´ch meˇst prˇida´ meˇsto reprezentuj´ıc´ı operaci, ktera´ na´sleduje po operaci reprezento-
vane´ dalˇs´ım navsˇt´ıveny´m meˇstem, pokud nen´ı operace reprezentovana´ dalˇs´ım navsˇt´ıveny´m
meˇstem posledn´ı operac´ı dane´ u´lohy.
Pseudoko´d spra´vy seznamu:
// Udeˇlej prˇechod z aktua´lnı´ho meˇsta do dalsˇı´ho navsˇtı´vene´ho meˇsta:
Ze seznamu nenavsˇtı´veny´ch meˇst odeber dalsˇı´ navsˇtı´vene´ meˇsto.
IF nenı´ operace, reprezentovana´ dalsˇı´m navsˇtı´veny´m meˇstem, poslednı´ operacı´
dane´ u´lohy BEGIN
Vlozˇ do seznamu nenavsˇtı´veny´ch meˇst operaci, ktera´ na´sleduje za operacı´,
reprezentovanou dalsˇı´m navsˇtı´veny´m meˇstem.
END
7.1.4 Zjiˇsteˇn´ı de´lky nalezene´ cesty
Tato cˇa´st zahrnuje zjiˇsteˇn´ı celkove´ de´lky nalezene´ cesty. Celkova´ de´lka cesty u JSP neza´lezˇ´ı
pouze na jednotlivy´ch de´lka´ch cest mezi meˇsty(na dobeˇ trva´n´ı jednotlivy´ch operac´ı), ale
i na vyt´ızˇenosti stroj˚u.
Pro reprezentaci stroj˚u je vytvorˇena trˇ´ıda Stroj, ktera´ umozˇnˇuje proveden´ı operac´ı.
Jedna instance te´to trˇ´ıdy prˇedstavuje celou skupinu stroj˚u, ktere´ prova´d´ı jeden typ operac´ı.
Na prˇ´ıkladu z obr. 7.1 by bylo potrˇeba trˇi instance trˇ´ıdy Stroj(M1, M2 a M3). Instance M1
mu˚zˇe zahrnovat naprˇ´ıklad dva stroje(dveˇ vy´robn´ı linky stejne´ho typu), takzˇe pak mohou




int[] linky = new int[pocetLinek]
// procedura vracejı´cı´ cˇas zpracova´nı´ pozˇadovane´ operace
public int ProvedOperaci(int pocatecniCasOperace, int dobaTrvaniOperace)
{
Najdi linku s minima´lnı´ vytı´zˇenostı´.
IF vytı´zˇenost linky trva´ de´le nezˇ je pocatecniCasOperace BEGIN




Vytı´zˇenost linky nastav na
pocatecniCasOperace + dobaTrvaniOperace.
END
Jako na´vra´tovou hodnotu prˇedej vytı´zˇenost linky.
}
}
Nalezena´ cesta je reprezentova´na polem index˚u jednotlivy´ch meˇst tzn., zˇe naprˇ´ıklad
nalezenaCesta[1] = 3 znamena´, zˇe prvn´ı meˇsto, ktery´m mravenec prosˇel bylo meˇsto s in-
dexem 3. Pseudoko´d zjiˇsteˇn´ı celkove´ de´lky cesty:
// Zjisti de´lku nalezene´ cesty:
// v poli typu int bude ukla´da´n cˇas skoncˇenı´ jednotlivy´ch operacı´ dany´ch u´loh
int[] ulohy = new int[0];
// n ... pocˇet u´loh
FOR i = 1 TO n BEGIN
ulohy[i] = 0
END
// m ... pocˇet meˇst
FOR i = 1 TO m BEGIN
Zjisti u´lohu u, ke ktere´ patrˇı´ operace reprezentovana´ meˇstem i.
Zjisti dobu trva´nı´ t operace reprezentovane´ meˇstem i.
Zjisti na jake´m stroji ma´ by´t provedena operace reprezentovana´ meˇstem i.
Zalolej proceduru ProvedOperaci(ulohy[u], t) pro prˇı´slusˇnou instanci
trˇı´dy stroj a na´vratovou hodnotu procedury ulozˇ do ulohy[u].
END
Celkova´ de´lka cesty je maximum z hodnot ulozˇeny´ch v poli ulohy.
7.2 Rˇesˇen´ı JSP pomoc´ı GA
Za´kladn´ı kostra GA pro rˇesˇen´ı JSP byla jizˇ popsa´na v kapitole Geneticky´ algoritmus (GA).
Zde budou podrobneˇji popsa´ny procedury, ktere´ se vzhledem k odliˇsnostem jednotlivy´ch
optimalizacˇn´ıch u´loh, mus´ı rˇesˇit individua´lneˇ:
• Vytvorˇ pocˇa´tecˇnı´ generaci n jedincu˚. - Vygenerovat mnozˇinu na´hodneˇ vytvo-
rˇeny´ch jedinc˚u(rˇesˇen´ı), tak aby vytvorˇen´ı jedinci(rˇesˇen´ı) na´lezˇeli do mnozˇiny vsˇech
mozˇny´ch rˇesˇen´ı dane´ optimalizacˇn´ı u´lohy.
• Proved’ operaci krˇı´zˇenı´. - Vytvorˇit nove´ho jedince z rodicˇovsky´ch jedinc˚u. U TSP
a JSP bude algoritmus operace krˇ´ızˇen´ı stejny´. Algoritmus byl jizˇ popsa´n v kapitole
Geneticky´ algoritmus (GA), a proto zde nebude rozeb´ıra´n.
• Proved’ operaci mutace. - Mutace na´hodne´ho genu u JSP znamena´ prohozen´ı hod-
not dvou gen˚u.
• Zı´skej cestu reprezentovanou jedincem ze soucˇasne´ generace. - u TSP a JSP
jde v te´to procedurˇe o pouhe´ prˇeda´n´ı gen˚u, ktere´ reprezentuj´ı meˇsta na cesteˇ, proto
zde nebude tato procedura popisova´na.
35
7.2.1 Vytvorˇen´ı pocˇa´tecˇn´ı generace n jedinc˚u
Tato cˇa´st zahrnuje vytvorˇeny´ch mnozˇiny jedinc˚u(rˇesˇen´ı), tak aby vytvorˇen´ı jedinci(rˇesˇen´ı)
na´lezˇeli do mnozˇiny vsˇech mozˇny´ch rˇesˇen´ı. U JSP je pocˇet mozˇny´ch rˇesˇen´ı omezen podmı´nkou,
zˇe operace v ra´mci dane´ u´lohy provedeny v urcˇene´m porˇad´ı, a tak je prostor mozˇny´ch rˇesˇen´ı
i vytvorˇen´ı na´hodne´ho rˇesˇen´ı omezeno.
Geny, ze ktery´ch jsou jedinci slozˇeni, jsou reprezentova´ny polem typu integer. Jsou
zde pouzˇity procedury, ktere´ byly popsa´ny vy´sˇe: Vytvorˇ seznam nenavsˇtı´veny´ch meˇst.
a Udeˇlej prˇechod z aktua´lnı´ho meˇsta do dalsˇı´ho navsˇtı´vene´ho meˇsta.. Pseudoko´d
pro vytvorˇen´ı na´hodne´ho jedince:
// Vytvorˇ na´hodne´ho jedince:
// m ... pocˇet meˇst
int[] geny = new int[m]
Vytvorˇ seznam nenavsˇtı´veny´ch meˇst.
FOR i = 1 TO m BEGIN
Vyber na´hodny´ indexSeznamu - cˇı´slo v rozsahu od 1 do pocˇtu meˇst
v seznamu nenavsˇtı´veny´ch meˇst.
Najdi meˇsto M v seznamu nenavsˇtı´veny´ch meˇst, ktere´ je na pozici
indexSeznamu.
Prˇirˇad’ do geny[i] index meˇsta M.
Udeˇlej prˇechod z aktua´lnı´ho meˇsta do dalsˇı´ho navsˇtı´vene´ho meˇsta, kde
dalsˇı´ navsˇtı´vene´ meˇsto je meˇsto M.
END
7.2.2 Proved’ operaci mutace
Tato cˇa´st zahrnuje zmeˇnu gen˚u jedinc˚u(rˇesˇen´ı), tak aby zmeˇneˇn´ı jedinci(rˇesˇen´ı) na´lezˇeli do
mnozˇiny vsˇech mozˇny´ch rˇesˇen´ı. U JSP se mus´ı kontrolovat, aby nedosˇlo k prohozen´ı porˇad´ı
operac´ı v ra´mci jedne´ u´lohy:
// Vytvorˇ na´hodnou mutaci genu˚ jedince:
// m ... pocˇet meˇst
Vyber na´hodny´ indexGenu - cˇı´slo v rozsahu od 1 do m - 1.
IF operace s indexem geny[indexGenu] nepatrˇı´ do stejne´ u´lohy jako operace
s indexem geny[indexGenu + 1] THEN BEGIN
int temp = geny[indexGenu]
geny[indexGenu] = geny[indexGenu + 1]
geny[indexGenu + 1] = temp
END
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Obra´zek 7.3: Sestaven´ı grafu z operac´ı
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Kapitola 8
Set Covering Problem (SCP)
Set Covering Problem (da´le jen SCP), proble´m pokryt´ı, je kombinatoricka´ optimalizacˇn´ı
u´loha. Se SCP se setka´va´me v praxi v nejr˚uzneˇjˇs´ıch oborech jako naprˇ´ıklad prˇi pla´nova´n´ı
letecky´ch linek, prˇi pla´nova´n´ı rozmı´steˇn´ı vy´robn´ıch zarˇ´ızen´ı, nebo v logistice prˇi rozvrzˇen´ı
vyt´ızˇenosti na´kladn´ıch aut pro rozvoz [11]. SCP je definova´n takto:
• Ma´me mnozˇinu M , ktera´ obsahuje m bod˚u: M = {1, ...,m}
• Ma´me n mnozˇin, ktere´ jsou podmnozˇiny mnozˇiny M : Mj ⊆M , kde j ∈ {1, ..., n}
• Kazˇda´ mnozˇina ma´ svou kladnou cenu Cj : Cj ≥ 1, kde j ∈ {1, ..., n}
• C´ılem je nale´zt mnozˇinu J ⊂ {1, ..., n}, tak aby pokry´vala mnozˇinu M : ∪j∈JMj =M
a soucˇasneˇ, aby byla celkova´ cena nejnizˇsˇ´ı: Min
∑
j∈J Mj
Na obra´zku 8.1 je zna´zorneˇno zada´n´ı u´lohy. Je zde osm bod˚u a cˇtyrˇi mnozˇiny. Pro
uchova´n´ı informace o tom, ktere´ body jsou obsazˇeny ve ktere´ mnozˇineˇ, se pouzˇ´ıva´
matice o rozmeˇrech m × n (m - pocˇet bod˚u, n - pocˇet mnozˇin), ktera´ se nazy´va´
matice pokryt´ı. Hodnoty v matici naby´vaj´ı hodnot 1 (dany´ bod je obsazˇen v dane´
mnozˇineˇ) nebo 0 (dany´ bod nen´ı obsazˇen v dane´ mnozˇineˇ) viz 8.1. Pokud by byla
cena vsˇech mnozˇin stejna´ (naprˇ.: C1 = C2 = C3 = C4 = 1), pak by rˇesˇen´ı u´lohy bylo
J = {3, 4}, tzn. pro pokryt´ı by se pouzˇili mnozˇiny 3 a 4. Celkova´ cena pokryt´ı by byla
1 + 1 = 2. Pokud by ale platilo C3 > C1 + C2 (naprˇ.: C1 = 1, C2 = 1, C3 = 3), pak
by rˇesˇen´ı u´lohy bylo J = {1, 2, 4} a celkova´ cena pokryt´ı by byla 1 + 1 + 1 = 3.
Bod/Mnozˇina 1 2 3 4
1 1 0 1 0
2 1 0 1 0
3 1 0 1 1
4 0 0 0 1
5 0 1 1 0
6 0 1 1 0
7 0 0 1 1
8 0 0 0 1
Tabulka 8.1: Tabulka zachycuj´ıc´ı matici pokryt´ı
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Obra´zek 8.1: Body a mnozˇiny
Tato optimalizacˇn´ı u´loha je NP-teˇzˇka´ a s rostouc´ım mnozˇstv´ım bod˚u a u´loh roste
na´rocˇnost u´lohy exponencia´lneˇ, takzˇe nelze pouzˇ´ıt metody zalozˇene´ na pr˚uchodu stavove´ho
prostoru.
8.1 Rˇesˇen´ı SCP pomoc´ı ACO
Za´kladn´ı kostra ACO algoritmu pro rˇesˇen´ı SCP byla jizˇ popsa´na v kapitole Ant Co-
lony Optimization (ACO). Zde budou podrobneˇji popsa´ny procedury, ktere´ se vzhledem
k odliˇsnostem jednotlivy´ch optimalizacˇn´ıch u´loh, mus´ı by´t rˇesˇeny individua´lneˇ. Jedna´ se
o tyto u´lohy:
• Inicializuj cesty mezi jednotlivy´mi meˇsty. - Nastaven´ı de´lky jednotlivy´ch cest
a pocˇa´tecˇn´ıho mnozˇstv´ı feromonove´ stopy.
• Vytvorˇ seznam nenavsˇtı´veny´ch meˇst. - Vytvorˇ´ı seznam vsˇech meˇst, ktera´ jsou na
pocˇa´tku u´lohy dostupne´.
• Udeˇlej prˇechod z aktua´lnı´ho meˇsta do dalsˇı´ho navsˇtı´vene´ho meˇsta. - Spra´va
seznamu nenavsˇt´ıveny´ch meˇst, kterou je potrˇeba prove´st prˇi sestavova´n´ı cesty vsˇemi
meˇsty.
• Zjisti de´lku nalezene´ cesty. - Zjiˇsteˇn´ı de´lky cesty, a t´ım urcˇen´ı kvality rˇesˇen´ı
optimalizacˇn´ı u´lohy.
8.1.1 Inicializace cest mezi jednotlivy´mi meˇsty
Tato cˇa´st zahrnuje nastaven´ı de´lky jednotlivy´ch cest a pocˇa´tecˇn´ıho mnozˇstv´ı feromonove´
stopy. Prˇed vlastn´ı inicializac´ı cest je potrˇeba inicializovat meˇsta. To probeˇhne nacˇten´ım
parametr˚u meˇst ze souboru. U SCP meˇsta nereprezentuj´ı body, ale mnozˇiny. De´lky cest mezi
jednotlivy´mi meˇsty se meˇn´ı s kazˇdy´m dalˇs´ım navsˇt´ıveny´m meˇstem, proto nejsou de´lky cest
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• dAB je vzda´lenost mezi meˇsty A a B.
• costB je cena mnozˇiny reprezentovane´ meˇstem B.
• cov(B,S) je mnozˇina bod˚u, ktere´ obsahuje mnozˇina reprezentovana´ bodem B, a ktere´
nejsou pokryte´ sta´vaj´ıc´ım rˇesˇen´ım S.
• minCost(i) je minima´ln´ı cena mnozˇiny ze vsˇech mnozˇin, ktere´ obsahuj´ı bod i.
Pro cesty je prˇipravena trˇ´ıda Cesta, ktera´ zapouzdrˇuje promeˇnne´ de´lka cesty a mnozˇstv´ı
feromonu. Cesty jsou ulozˇeny do dvourozmeˇrne´ matice m ∗m, kde m je pocˇet meˇst. Matice
obsahuje ukazatele na instance trˇ´ıdy Cesta. Toho je vyuzˇito k zachycen´ı faktu, zˇe cesta
mezi meˇsty A a B je shodna´ jako cesta mezi meˇsty B a A. A proto je v matici do obou
prˇ´ıslusˇny´ch pol´ı ulozˇen stejny´ odkaz na jednu instanci trˇ´ıdy Cesta:
// Inicializuj cesty mezi jednotlivy´mi meˇsty:
// m ... pocˇet meˇst
Cesta[][] cesty = new Cesta[m][m];
FOR i = 1 TO m BEGIN
FOR j = 1 TO m BEGIN
IF i != j BEGIN
Vytvorˇ instanci cesta trˇı´dy Cesta.
Nastav de´lku cesty na -1. // prˇi inicializaci se nenastavuje






8.1.2 Vytvorˇen´ı seznamu nenavsˇt´ıveny´ch meˇst
Tato cˇa´st zahrnuje vytvorˇen´ı seznamu vsˇech meˇst, ktera´ jsou na pocˇa´tku u´lohy dostupne´.
U TSP jsou to vsˇechna meˇsta.
Pseudoko´d inicializace seznamu:
// Vytvorˇ seznam nenavsˇtı´veny´ch meˇst:
// m ... pocˇet meˇst
FOR i = 1 TO m BEGIN
Prˇidej meˇsto i do seznamu nenavsˇtı´veny´ch meˇst.
END
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8.1.3 Prˇechod z aktua´ln´ıho meˇsta do dalˇs´ıho navsˇt´ıvene´ho meˇsta
Tato cˇa´st zahrnuje spra´vu seznamu nenavsˇt´ıveny´ch meˇst prˇi vytva´rˇen´ı cesty. U SCP je
nejdrˇ´ıve odebra´no dalˇs´ı navsˇt´ıvene´ meˇsto ze seznamu nenavsˇt´ıveny´ch meˇst. Pote´ jsou ze
seznamu postupneˇ odebra´ny vsˇechna meˇsta reprezentuj´ıc´ı mnozˇiny, ktere´ obsahuj´ı pouze
body, ktere´ jsou jizˇ pokryty doposud nalezeny´m rˇesˇen´ım(cestou). Prˇi kazˇde´m prˇechodu jsou
take´ prˇepocˇ´ıta´ny vzda´lenosti mezi dalˇs´ım navsˇt´ıveny´m meˇstem a vsˇemi zby´vaj´ıc´ımi meˇsty
v seznamu nenavsˇt´ıveny´ch meˇst. Pseudoko´d spra´vy seznamu:
// Udeˇlej prˇechod z aktua´lnı´ho meˇsta do dalsˇı´ho navsˇtı´vene´ho meˇsta:
Ze seznamu nenavsˇtı´veny´ch meˇst odeber dalsˇı´ navsˇtı´vene´ meˇsto.
// m ... pocˇet meˇst v seznamu nenavsˇtı´veny´ch meˇst
FOR i = 1 TO m BEGIN
Zjisti pro mnozˇinu reprezentovanou meˇstem i pocˇet bodu˚ n, ktere´
mnozˇina obsahuje a soucˇasneˇ nejsou pokryty mnozˇinami, ktere´ tvorˇı´
doposud nalezene´ rˇesˇenı´.
IF n = 0 THEN odeber meˇsto i ze seznamu nenavsˇtı´veny´ch meˇst.
ELSE Spocˇı´tej de´lku cesty mezi dalsˇı´m navsˇtı´veny´m meˇstem a meˇstem i.
END
8.1.4 Zjiˇsteˇn´ı de´lky nalezene´ cesty
Tato cˇa´st zahrnuje zjiˇsteˇn´ı celkove´ de´lky nalezene´ cesty. U SCP je celkova´ de´lka cesty sumou
cen vsˇech mnozˇin, ktere´ jsou reprezentova´ny meˇsty v nalezene´ cesteˇ. Pocˇet meˇst v nalezene´
cesteˇ nemus´ı vzˇdy odpov´ıdat pocˇtu vsˇech meˇst, protozˇe na pokryt´ı vsˇech bod˚u nemus´ı by´t
pouzˇity vsˇechny mnozˇiny.
Nalezena´ cesta je reprezentova´na polem index˚u jednotlivy´ch meˇst tzn., zˇe naprˇ´ıklad
nalezenaCesta[1] = 3 znamena´, zˇe prvn´ı meˇsto, ktery´m mravenec prosˇel bylo meˇsto s in-
dexem 3. Pokud je pocˇet meˇst v nalezene´ cesteˇ mensˇ´ı nezˇ celkovy´ pocˇet meˇst, je na pozici
chybeˇj´ıc´ıch meˇst −1. Pseudoko´d zjiˇsteˇn´ı celkove´ de´lky cesty:
// Zjisti de´lku nalezene´ cesty:
celkovaDelkaCesty = 0
// m ... pocˇet meˇst
FOR i = 1 TO m BEGIN
IF nalezenaCesta[i] >= 0 THEN BEGIN
celkovaDelkaCesty += cena mnozˇiny nalezenaCesta[i]
END
END
8.2 Rˇesˇen´ı SCP pomoc´ı GA
Za´kladn´ı kostra GA pro rˇesˇen´ı SCP byla jizˇ popsa´na v kapitole Geneticky´ algoritmus (GA).
Zde budou podrobneˇji popsa´ny procedury, ktere´ se vzhledem k odliˇsnostem jednotlivy´ch
optimalizacˇn´ıch u´loh, mus´ı rˇesˇit individua´lneˇ:
• Vytvorˇ pocˇa´tecˇnı´ generaci n jedincu˚. - Vygenerovat mnozˇinu na´hodneˇ vytvo-
rˇeny´ch jedinc˚u(rˇesˇen´ı), tak aby vytvorˇen´ı jedinci(rˇesˇen´ı) na´lezˇeli do mnozˇiny vsˇech
mozˇny´ch rˇesˇen´ı dane´ optimalizacˇn´ı u´lohy.
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• Proved’ operaci krˇı´zˇenı´. - Vytvorˇit nove´ho jedince z rodicˇovsky´ch jedinc˚u. U SCP
se jedna´ o za´kladn´ı algoritmus, ktery´ byl jizˇ popsa´n v kapitole Geneticky´ algoritmus
(GA), a proto zde nebude rozeb´ıra´n.
• Proved’ operaci mutace. - Mutace na´hodne´ho genu u SCP znamena´ vybrat jinou
mnozˇinu, pokud jina´ existuje, ktera´ take´ obsahuje bod reprezentovany´ mutovany´m
genem.
• Zı´skej cestu reprezentovanou jedincem ze soucˇasne´ generace. - u SCP je v ge-
nech jedinc˚u uchova´va´na informace o pokryt´ı jednotlivy´ch bod˚u mnozˇinami. V te´to
procedurˇe je tato informace prˇevedena na cestu(posloupnost mnozˇin), tak aby vy-
tvorˇena´ cesta odpov´ıdala pokryt´ı jednotlivy´ch bod˚u mnozˇinami.
8.2.1 Vytvorˇen´ı pocˇa´tecˇn´ı generace n jedinc˚u
Tato cˇa´st zahrnuje vytvorˇeny´ch mnozˇiny jedinc˚u(rˇesˇen´ı), tak aby vytvorˇen´ı jedinci(rˇesˇen´ı)
na´lezˇeli do mnozˇiny vsˇech mozˇny´ch rˇesˇen´ı. U SCP geny reprezentuj´ı body, ktere´ maj´ı by´t
pokryty, a naby´vaj´ı hodnot od 1 do n, kde n je pocˇet mnozˇin (naprˇ.: Jedinec 1 2 1 1 2
reprezentuje rˇesˇen´ı, ve ktere´m jsou body 1,3 a 4 pokryty mnozˇinou 1 a body 2 a 5 jsou
pokryty mnozˇinou 2). Proto je nejdrˇ´ıve vygenerova´na na´hodna´ cesta. Z vygenerovane´ cesty
se odvod´ı odpov´ıdaj´ıc´ı jedinec.
Geny, ze ktery´ch jsou jedinci slozˇeni, jsou reprezentova´ny polem typu integer. Jsou
zde pouzˇity procedury, ktere´ byly popsa´ny vy´sˇe: Vytvorˇ seznam nenavsˇtı´veny´ch meˇst.
a Udeˇlej prˇechod z aktua´lnı´ho meˇsta do dalsˇı´ho navsˇtı´vene´ho meˇsta.. Pseudoko´d
pro vytvorˇen´ı na´hodne´ho jedince:
// Vytvorˇ na´hodnou cestu:
// m ... pocˇet meˇst
int[] cesta = new int[m]
Vytvorˇ seznam nenavsˇtı´veny´ch meˇst.
FOR i = 1 TO m BEGIN
Vyber na´hodny´ indexSeznamu - cˇı´slo v rozsahu od 1 do pocˇtu meˇst
v seznamu nenavsˇtı´veny´ch meˇst.
Najdi meˇsto M v seznamu nenavsˇtı´veny´ch meˇst, ktere´ je na pozici
indexSeznamu.
Prˇidej meˇsto M do cesta[i].
Udeˇlej prˇechod z aktua´lnı´ho meˇsta do dalsˇı´ho navsˇtı´vene´ho meˇsta, kde
dalsˇı´ navsˇtı´vene´ meˇsto je meˇsto M.
END
// Vytvorˇ na´hodne´ho jedince: k... pocˇet vsˇech bodu˚
int[] geny = new int[k]
FOR i = 1 TO m BEGIN
IF cesta[i] >= 0 THEN BEGIN
FOR vsˇechny body, ktere´ mnozˇina reprezentovana´ meˇstem cesta[i]
obsahuje BEGIN





8.2.2 Proved’ operaci mutace
Tato cˇa´st zahrnuje zmeˇnu gen˚u jedinc˚u(rˇesˇen´ı), tak aby zmeˇneˇn´ı jedinci(rˇesˇen´ı) na´lezˇeli do
mnozˇiny vsˇech mozˇny´ch rˇesˇen´ı. U SCP se zmeˇn´ı mnozˇina, ktera´ pokry´va´ bod reprezento-
vany´ genem, pokud takovy´ch mnozˇin existuje v´ıce. Na prˇ´ıkladu z obra´zku 8.1 mu˚zˇe trˇet´ı
gen(reprezentuj´ıc´ı bod 3) naby´vat hodnot 1, 3, nebo 4, protozˇe ho pokry´vaj´ı mnozˇiny 1, 3
a 4. Kdyzˇ bude trˇet´ı gen mı´t hodnotu 1, pak mu˚zˇe zmutovat na hodnotu 3, nebo 4:
// Vytvorˇ na´hodnou mutaci genu˚ jedince:
// m ... pocˇet meˇst
Vyber na´hodny´ indexGenu - cˇı´slo v rozsahu od 1 do m.
IF bod s indexem indexGenu je pokryt vı´ce mnozˇinami THEN BEGIN
Zvol na´hodneˇ mnozˇinu M, ktera´ je jina´ nezˇ mnozˇina geny[indexGenu],
a ktera´ pokry´va´ bod s indexem indexGenu.
geny[indexGenu] = M
END
8.2.3 Z´ıskej cestu reprezentovanou jedincem ze soucˇasne´ generace
Tato cˇa´st zahrnuje prˇeveden´ı informace o pokryt´ı jednotlivy´ch bod˚u mnozˇinami do od-
pov´ıdaj´ıc´ı cesty(posloupnosti mnozˇin):
// Zı´skej cestu reprezentovanou jedincem ze soucˇasne´ generace:
// n ... pocˇet meˇst(mnozˇin)
int[] cesta = new int[n]
boolean[] pouziteMnoziny = new boolean[n]




int indexCesty = 0
// n ... pocˇet bodu˚
FOR 1 TO n BEGIN






Cesta z´ıskana´ t´ımto algoritmem nemus´ı obsahovat vsˇechna meˇsta. Cesta mu˚zˇe by´t kratsˇ´ı
nezˇ je pocˇet vsˇech meˇst, a proto je zprava doplneˇna hodnotami −1(naprˇ.: 34−1−1 je cesta
reprezentuj´ıc´ı rˇesˇen´ı pro u´lohu z obr. 8.1)
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Kapitola 9
Implementace a popis simula´toru
Implementacˇn´ım jazykem je Java(JDK 1.6). Dı´ky zvolen´ı Javy je program prˇenositelny´
na r˚uzne´ platformy. Simula´tor obsahuje implementovane´ optimalizacˇn´ı algoritmy ACO al-
goritmus a GA. Optimalizacˇn´ı u´lohy TSP, JSP a SCP nejsou implementovane´ jako cˇa´st
simula´toru, ale jsou implementova´ny jako pluginy a do simula´toru jsou nacˇteny za beˇhu
programu. Toto sche´ma umozˇnˇuje implementaci novy´ch optimalizacˇn´ıch u´loh bez nutnosti
u´pravy ko´du vlastn´ıho simula´toru.
9.1 Architekura simula´toru
Pro architekturu programu byl pouzˇit na´vrhovy´ vzor model-view-controller(obr. 9.1):
• Model - Trˇ´ıdy slouzˇ´ıc´ı pro reprezentaci problematiky ACO algoritmu a GA. Tvorˇ´ı
cˇa´st simula´toru, ktera´ hleda´ nejlepsˇ´ı rˇesˇen´ı optimalizacˇn´ıch u´loh.
– Simulator - Trˇ´ıda, ktera´ se stara´ o rˇ´ızen´ı simulac´ı. Zpracova´va´ akce zaslane´ z cˇa´sti
Controller. Umozˇnˇuje spra´vu parametr˚u simulac´ı.
– Enviroment - Trˇ´ıda, ve ktere´ je implementova´n ACO algoritmus a GA. Trˇ´ıda ini-
cializuje a vola´ metody trˇ´ıd, ktere´ jsou pouzˇity prˇi hleda´n´ı rˇesˇen´ı optimalizacˇn´ıch
u´loh.
– City - Trˇ´ıda pro reprezentaci meˇst, ze ktery´ch jsou sestavova´ny nalezene´ cesty.
Trˇ´ıda je pouzˇita u ACO algoritmu i u GA. Parametry jednotlivy´ch meˇst jsou
nacˇteny ze soubor˚u v inicializacˇn´ı cˇa´sti. Meˇsta a jejich parametry prˇedstavuj´ı
zada´n´ı optimalizacˇn´ıch u´loh.
– Route - Trˇ´ıda pro reprezentaci cesty. Cesta je posloupnost meˇst. Kazˇda´ nalezena´
cesta je rˇesˇen´ım dane´ optimalizacˇn´ı u´lohy. Tato trˇ´ıda je pouzˇita u ACO algoritmu
i u GA.
– Ant - Trˇ´ıda pouzˇita´ pro reprezentaci mravence u ACO algoritmu. V te´to trˇ´ıdeˇ
je implementova´na metoda pro nalezen´ı cesty. Prˇi hleda´n´ı cesty se mravenec rˇ´ıd´ı
pravdeˇpodobnostn´ım vy´beˇrem na za´kladeˇ mnozˇstv´ı feromonove´ stopy a de´lky
jednotlivy´ch u´sek˚u.
– Chromozome - Trˇ´ı pro reprezentaci jedince u GA.
– Roulette - Trˇ´ıda pouzˇita pro modelova´n´ı selekce jedinc˚u na za´kladeˇ jejich fitness
hodnoty u GA.
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– MinPathResult - Trˇ´ıda pouzˇita´ pro reprezentaci nejlepsˇ´ıho nalezene´ho rˇesˇen´ı.
Trˇ´ıda je pouzˇita u ACO algoritmu i u GA.
– AutomationTest - Trˇ´ıda pro automaticke´ spusˇteˇn´ı simulac´ı s parametry v nasta-
vene´m rozmez´ı. Tato trˇ´ıda je urcˇena pro testova´n´ı vhodnosti parametr˚u u ACO
algoritmu i u GA. Vy´sledky simaluc´ı jsou ukla´da´ny do souboru typu csv.
• View - Trˇ´ıda pouzˇ´ıvana´ ke graficke´ prezentaci nalezene´ho rˇesˇen´ı optimalizacˇn´ı u´lohy
uzˇivateli.
– Screen - Trˇ´ıda pro graficke´ zobrazen´ı meˇst a nalezeny´ch cest, u ACO algoritmu
jsou zobrazeny i feromonove´ stopy.
– Report - Trˇ´ıda urcˇena´ pro graficke´ zobrazen´ı nalezene´ho rˇesˇen´ı. Zobrazen´ı je
specificke´ pro kazˇdou optimalizacˇn´ı u´lohu.
• Controller - Trˇ´ıda, ktera´ zpracova´va´ uzˇivatelske´ akce. Umozˇnˇuje ovla´da´n´ı simula´toru.
– SimulatorController - Hlavn´ı trˇ´ıda pro zpracova´n´ı uzˇivatelsky´ch akc´ı. Vola´ me-
tody trˇ´ıdy Simulator.
– SimulationSettingsACO - Trˇ´ıda umozˇnˇuj´ıc´ı nastaven´ı parametr˚u simulac´ı pro
ACO algoritmus.
– SimulationSettingsGA - Trˇ´ıda umozˇnˇuj´ıc´ı nastaven´ı parametr˚u simulac´ı pro GA.
– AutomationTestSettingsACO - Trˇ´ıda umozˇnˇuj´ıc´ı nastaven´ı parametr˚u automa-
ticky´ch test˚u pro ACO algoritmus.
– AutomationTestSettingsGA - Trˇ´ıda umozˇnˇuj´ıc´ı nastaven´ı parametr˚u automa-
ticky´ch test˚u pro GA.
9.2 Implementace optimalizacˇn´ıch u´loh
Optimalizacˇn´ı u´lohy jsou implementovane´ jako pluginy a do simula´toru jsou nacˇteny za
beˇhu programu. Pro implementaci plugin˚u byl pouzˇit Java Plug-in Framework (JPF). V si-
mula´toru je vytvorˇeno rozhran´ı PluginInterface, ktere´ definuje, jake´ procedury mus´ı by´t
v pluginu implementova´ny, aby mohla by´t optimalizacˇn´ı u´loha rˇesˇena v simula´toru pomoc´ı
ACO algoritmu a GA:
• GetScreenDimension - Nacˇten´ı rozmeˇr˚u obrazovky pro vykreslen´ı stavu prostrˇed´ı(meˇst,
feromonovy´ch stop a nalezeny´ch cest) ze souboru.
• InitializeCities - Inicializace meˇst ze souboru.
• GetCityPosition - Vrac´ı sourˇadnice obrazovky, kde ma´ by´t vykresleno dane´ meˇsto.
• InitializePaths - Inicializace cest mezi jednotlivy´mi meˇsty.
• InitializeNotVisitedCities - Vytvorˇen´ı seznamu nenavsˇt´ıveny´ch meˇst.
• MakeStep - U´prava seznamu nenavsˇt´ıveny´ch meˇst prˇi prˇechodu do dalˇs´ıho navsˇt´ıvene´ho
meˇsta.
• GetLengthOfPath - Vrac´ı celkovou de´lku dane´ cesty.
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• ShowReport - Vykreslen´ı nejlepsˇ´ıho nalezene´ho rˇesˇen´ı na graficky´ vy´stup.
• CreateRandomChromozome - Vytvorˇen´ı na´hodne´ho jedince pro GA.
• CreateChromozomeFromPath - Vytvorˇen´ı jedince pro GA z dane´ cesty.
• GetPathFromChromozome - Vytvorˇen´ı cesty z genove´ reprezentace jedince u GA.
• CrossOver - Operace krˇ´ızˇen´ı dvou jedinc˚u u GA.
• Mutation - Operace mutace jedince u GA.
• OptimalizationA - Pro mozˇnou implementaci loka´ln´ı optimalizace.
• OptimalizationB - Pro mozˇnou implementaci loka´ln´ı optimalizace.
9.2.1 Implementace a pouzˇit´ı pluginu
Pluginy jsou do simula´toru nacˇ´ıta´ny z adresa´rˇe plugins. Plugin je vytvorˇen jako soubor
zip(naprˇ.: TSP-1.0.0.zip). V zip souboru mus´ı by´t soubor plugin.xml a adresa´rˇ aco(obr.
9.2). Adresa´rˇ aco obsahuje zkompilovanou trˇ´ıdu s optimalizacˇn´ı u´lohou(obr. 9.3). Struktura
soubor˚u plugin.xml a TSPPlugin.java je popsa´na n´ızˇe.
Struktura souboru plugin.xml:
<?xml version="1.0\ ?>
<!DOCTYPE plugin PUBLIC "-//JPF//Java Plug-in Manifest 1.0\
"http://jpf.sourceforge.net/plugin_1_0.dtd\>
<plugin id="TSP\ version="1.0.0\ class="aco.TSPPlugin\>
<runtime>




Pro inicializaci simulace je potrˇeba nejdrˇ´ıve zvolit optimalizacˇn´ı u´lohu v menu Task, pote´
optimalizacˇn´ı algoritmus v menu Algorithm a nakonec nacˇ´ıst optimalizacˇn´ı u´lohu ze souboru
v menu Simulation(obr. 9.4).
Simulaci mu˚zˇeme krokovat tlacˇ´ıtkem sˇipka, nebo spustit nastaveny´ pocˇet iterac´ı tlacˇ´ıtkem
s dvojitou sˇipkou. V za´lozˇce Simulation je zobrazeno hleda´n´ı cesty. V za´lozˇce Result je
vypsa´na nalezena´ cesta i s informacemi o de´lce, cˇase a pocˇtu iterac´ı. V za´lozˇce Result detail
je graficka´ reprezentace nalezene´ho rˇesˇen´ı. V menu Simulation lze nastavit parametry ACO
algoritmu(Settings ACO) i GA(Settings GA). Nastavene´ parametry jsou platne´ azˇ po nove´
inicializaci optimalizacˇn´ı u´lohy ze souboru. Cely´ proces spusˇteˇn´ı simulace mu˚zˇeme popsat
kroky:
• Zvolit optimalizacˇn´ı u´lohu.
• Zvolit optimalizacˇn´ı algoritmus.
• Nastavit parametry prˇ´ıslusˇne´ho optimalizacˇn´ıho algoritmu.
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• Inicializovat optimalizacˇn´ı u´lohu ze souboru.
• Spustit nebo krokovat simulaci.
• Pozorova´n´ı dosazˇeny´ch vy´sledk˚u.
V menu Test lze nastavit parametry pro automaticky´ test ACO algoritmu(Settings
ACO) i GA(Settings GA) a hlavneˇ spustit automaticky´ test(Run). Prˇi spusˇteˇn´ı automa-
ticke´ho testu jsou postupneˇ voleny vsˇechny mozˇne´ kombinace parametr˚u, jejichzˇ rozsah byl
nastaven v Settings ACO nebo Settings GA(za´lezˇ´ı na tom, ktery´ algoritmus se testuje).
Vy´sledek automaticke´ho testu je ulozˇen do souboru se stejny´m na´zvem, jako ma´ inicia-
lizacˇn´ı soubor optimalizacˇn´ı u´lohy, ale s prˇ´ıponou csv. Pro spusˇteˇn´ı automaticke´ho testu
plat´ı obdobny´ postup jako u simulace:
• Zvolit optimalizacˇn´ı u´lohu.
• Zvolit optimalizacˇn´ı algoritmus.
• Nastavit rozsahy parametr˚u prˇ´ıslusˇne´ho optimalizacˇn´ıho algoritmu a dalˇs´ı parametry
automaticke´ho testu.
• Inicializovat optimalizacˇn´ı u´lohu ze souboru.
• Spustit automaticky´ test.
• Pozorova´n´ı dosazˇeny´ch vy´sledk˚u ulozˇeny´ch v souboru typu csv.
9.4 Implementovana´ vylepsˇen´ı
9.4.1 Inicializace pomoc´ı metody Greedy search
Pro inicializaci ACO algoritmu i GA lze vyuzˇ´ıt metodu zalozˇenou na algoritmu Greedy
search. Nejprve jsou ze vsˇech mozˇny´ch pocˇa´tecˇn´ıch meˇst algoritmem Greedy search nalezena
rˇesˇen´ı dane´ optimalizacˇn´ı u´lohy. Prˇi inicializaci ACO algoritmu je soubor rˇesˇen´ı nalezeny´ch
pomoc´ı Greedy search pouzˇit jako, kdyby to byli mravenci, kterˇ´ı dokoncˇili cestu vsˇemi
meˇsty, a vsˇichni polozˇ´ı na cesty odpov´ıdaj´ıc´ı mnozˇstv´ı feromonu. Prˇi inicializaci GA je
soubor rˇesˇen´ı nalezeny´ch pomoc´ı Greedy search pouzˇit jako vzor pro vytvorˇen´ı odpov´ıdaj´ıc´ı
cˇa´sti pocˇa´tecˇn´ı populace.
9.4.2 Loka´ln´ı optimalizace
V pluginu jsou rezervova´ny dveˇ metody pro prˇ´ıpadnou loka´ln´ı optimalizaci. Loka´ln´ı opti-
malizace prob´ıha´ u ACO algoritmu ve chv´ıli, kdy mravenec projde vsˇechna nenavsˇt´ıvena´
meˇsta a t´ım dokoncˇ´ı svou cestu. U GA loka´ln´ı optimalizace prob´ıha´ na noveˇ vytvorˇene´m
jedinci, ten mu˚zˇe vzniknout operac´ı krˇ´ızˇen´ı, nebo reprodukce, prˇ´ıpadneˇ mu˚zˇe zmutovat.
Loka´ln´ı optimalizace u TSP
Loka´ln´ı optimalizace u TSP prob´ıha´ na dvou pa´rech po sobeˇ jdouc´ıch meˇst v nalezene´ cesteˇ:
• Meˇsto A a meˇsto B jsou meˇsta, ktera´ jsou v nalezene´ cesteˇ za sebou: Za meˇstem A
na´sleduje bezprostrˇedneˇ meˇsto B.
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• Meˇsto C a meˇsto D jsou meˇsta, ktera´ jsou v nalezene´ cesteˇ za sebou: Za meˇstem C
na´sleduje bezprostrˇedneˇ meˇsto D.






















Obra´zek 9.1: Architektura simula´toru
49
Obra´zek 9.2: Struktura pluginu
Obra´zek 9.3: Struktura pluginu




10.1 Vliv jednotlivy´ch parametr˚u na vy´sledky ACO algo-
ritmu
Vliv jednotlivy´ch parametr˚u na ACO algoritmus bude testova´n na u´loze obchodn´ıho ces-
tuj´ıc´ıho(TSP), protozˇe je z implementovany´ch u´loh nejna´zorneˇjˇs´ı.
10.1.1 Pocˇet mravenc˚u
Zjiˇsteˇn´ı jaky´ ma´ vliv pocˇet mravenc˚u na vy´sledky ACO algoritmu. Testova´n´ı probeˇhlo
na u´loha´ch s 20, 30, 40 a 60 meˇsty(TSP20.txt, TSP30.txt, TSP40.txt a TSP60.txt). Pro
vy´pocˇet bylo pouzˇito nastaven´ı bez pocˇa´tecˇn´ı inicializace pomoc´ı metody Greedy search








Z nameˇrˇeny´ch hodnot, ktere´ jsou uvedeny v tabulce 10.1, jsou vytvorˇene´ grafy(obr.
10.1). Z tabulky a graf˚u je videˇt, zˇe rˇesˇen´ı se stabilizuje prˇi pouzˇit´ı trˇ´ı mravenc˚u (prˇi
mensˇ´ım pocˇtu meˇst) azˇ dev´ıti mravenc˚u (prˇi veˇtsˇ´ım pocˇtu meˇst).
10.1.2 Delta max
Zjiˇsteˇn´ı jaky´ ma´ vliv parametr Delta max na vy´sledky ACO algoritmu. Testova´n´ı probeˇhlo
na u´loha´ch s 20 a 40 meˇsty(TSP20.txt a TSP40.txt). Pro vy´pocˇet bylo pouzˇito nastaven´ı






Pocˇet mravenc˚u TSP20.txt TSP30.txt TSP40.txt TSP60.txt
1 1338,108754 1555,164153 1726,70974 4979,855818
3 1314,171453 1540,397951 1713,15444 4897,093321
5 1308,864406 1540,397951 1695,92602 4856,688272
7 1310,577229 1540,397951 1704,776381 4869,257477
9 1307,985761 1540,397951 1700,315394 4835,847764
11 1307,941294 1540,397951 1699,698026 4849,07865
13 1308,819939 1540,397951 1695,198699 4871,604217
15 1308,864406 1540,397951 1694,74946 4835,18716
17 1307,985761 1540,397951 1692,403599 4841,585855
19 1309,698584 1540,397951 1679,650731 4838,422314
Tabulka 10.1: Tabulka za´vislosti de´lky nejlepsˇ´ı nalezene´ cesty na pocˇtu mravenc˚u
Nastavene´ hodnoty:
7/0.1/true/false/true/1.0/10.0/1.0/1000000.0/5.0/false/0/0/0
Z nameˇrˇeny´ch hodnot, ktere´ jsou uvedeny v tabulce 10.2, nelze jednoznacˇneˇ urcˇit hod-
notu parametru Delta max, ktera´ by byla vy´hodneˇjˇs´ı nezˇ ostatn´ı. Hodnotu parametru Delta
max je tak mozˇne´ libovolneˇ volit s ohledem na minima´ln´ı a maxima´ln´ı mnozˇstv´ı feromonove´
stopy, ktere´ mu˚zˇe by´t na cesty polozˇeno.












Tabulka 10.2: Tabulka za´vislosti de´lky nejlepsˇ´ı nalezene´ cesty na parametru Delta max
10.1.3 Evaporace
Zjiˇsteˇn´ı jaky´ ma´ vliv parametr Evaporation constant na vy´sledky ACO algoritmu. Tes-
tova´n´ı probeˇhlo na u´loha´ch s 20 a 40 meˇsty(TSP20.txt a TSP40.txt). Pro vy´pocˇet bylo











Z nameˇrˇeny´ch hodnot, ktere´ jsou uvedeny v tabulce 10.3, vyply´va´, zˇe se zvysˇuj´ıc´ı se
hodnotou parametru Evaporation constant se zhorsˇuje nalezene´ rˇesˇen´ı, proto je dobre´ volit
Evaporation constant v okolo hodnoty 0, 1.
10.1.4 Typ ACO algoritmu
Typ ACO algoritmu je da´m kombinac´ı trˇ´ı parametr˚u rozhoduj´ıc´ıch o tom, kterˇ´ı mravenci
budou pokla´dat feromonove´ stopy na nalezene´ cesty. Zde bude zjiˇsteˇno jaky´ vliv ma´ tato
kombinace parametr˚u na vy´sledky ACO algoritmu. Testova´n´ı probeˇhlo na u´loha´ch s 20, 30,
40 a 60 meˇsty(TSP20.txt, TSP30.txt, TSP40.txt a TSP60.txt). Pro vy´pocˇet bylo pouzˇito




















Z nameˇrˇeny´ch hodnot, ktere´ jsou uvedeny v tabulce 10.4, vyply´va´, zˇe dveˇ kombinace
nastaveny´ch parametr˚u dosahuj´ı lepsˇ´ıch vy´sledk˚u nezˇ ostatn´ı kombinace:
• Feromon pokla´da´ mravenec, ktery´ nasˇel doposud nejlepsˇ´ı cestu(SB = 1).
• Feromon pokla´da´ mravenec, ktery´ nasˇel doposud nejlepsˇ´ı cestu(SB = 1). + Feromon
pokla´da´ mravenec, ktery´ nasˇel nejlepsˇ´ı cestu v dane´ iterci(RB = 1).
SB RB ALL TSP20.txt TSP30.txt TSP40.txt TSP60.txt
0 0 1 1308,864406 1540,39795141597 1703,54796 4888,999566
0 1 0 1309,654116 1540,39795141597 1692,899227 4874,328194
0 1 1 1308,864406 1540,39795141597 1701,333051 4885,893553
1 0 0 1304,784505 1540,39795141597 1675,967979 4760,906625
1 0 1 1309,743051 1540,39795141597 1693,02857 4881,053546
1 1 0 1302,580489 1540,39795141597 1676,75954 4790,34447
1 1 1 1306,184004 1540,39795141597 1691,081215 4855,983451
Tabulka 10.4: Tabulka za´vislosti de´lky nejlepsˇ´ı nalezene´ cesty na typu ACO algoritmu
10.1.5 Parametry Alpha a Beta
Zjiˇsteˇn´ı jaky´ ma´j´ı vliv parametry Alpha a Beta na vy´sledky ACO algoritmu. Testova´n´ı
probeˇhlo na u´loha´ch s 20 a 40 meˇsty(TSP20.txt a TSP40.txt). Pro vy´pocˇet bylo pouzˇito









Z nameˇrˇeny´ch hodnot, ktere´ jsou uvedeny v tabulce 10.5, jsou vytvorˇene´ grafy(obr.
10.2). Z tabulky a graf˚u je videˇt, zˇe kvalita nalezene´ cesty velmi za´lezˇ´ı na vza´jemne´m
nastaven´ı parametr˚u Alpha a Beta. Na grafech je videˇt, zˇe prˇi prˇ´ıliˇs velke´m rozd´ılu mezi
hodnotou parametru Alpha a hodnotou parametru Beta, se kvalita rˇesˇen´ı zhorsˇuje. U obou
u´loh je optima´ln´ı volit hodnotu parametru Beta o cˇtyrˇi(trˇi) veˇtsˇ´ı nezˇ je hodnota parametru
Alpha (Beta = Alpha+ 4).
Alpha Beta TSP20.txt TSP40.txt
1 5 1302,669424 1680,590762
1 8 1304,426714 1686,174096
1 11 1307,941294 1694,538089
1 14 1310,577229 1711,927151
1 17 1315,626237 1729,540801
3 5 1317,731108 1695,945059
3 8 1308,717076 1706,426365
3 11 1317,333013 1711,756111
3 14 1318,568633 1728,189526
3 17 1311,250148 1740,079572
5 5 1329,392261 1711,628517
5 8 1315,393181 1712,306707
5 11 1322,703356 1707,581331
5 14 1324,521368 1714,095507
5 17 1315,304246 1731,48293
7 5 1328,81874 1706,266827
7 8 1321,649297 1713,54557
7 11 1317,047608 1711,846604
7 14 1319,998184 1720,90696
7 17 1325,798082 1739,430158
Tabulka 10.5: Tabulka za´vislosti de´lky nejlepsˇ´ı nalezene´ cesty na parametrech Alpha a Beta
10.1.6 Pocˇa´tecˇn´ı inicializace pomoc´ı metody Greedy search
Zjiˇsteˇn´ı jaky´ ma´ vliv pocˇa´tecˇn´ı inicializace pomoc´ı metody Greedy search na vy´sledky ACO
algoritmu. Testova´n´ı probeˇhlo na u´loha´ch s 20, 30, 40 a 60 meˇsty(TSP20.txt, TSP30.txt,






Obra´zek 10.2: Grafy za´vislosti de´lky nejlepsˇ´ı nalezene´ cesty na parametrech Alpha a Beta
Nastavene´ hodnoty:
7/21000.0/0.1/true/false/true/1.0/4.0/1.0/1000000.0/5.0/0/0/0
Z nameˇrˇeny´ch hodnot, ktere´ jsou uvedeny v tabulce 10.7, vyply´va´, zˇe prˇi pouzˇit´ı pocˇa´tecˇn´ı
inicializace pomoc´ı metody Greedy search dosta´va´me mı´rneˇ horsˇ´ı vy´sledky, nezˇ kdybychom
j´ı nepouzˇili.
Greedy search TSP20.txt TSP30.txt TSP40.txt TSP60.txt
0 1302,536022 1540,397951 1679,303734 4786,175875
1 1303,548069 1540,397951 1679,578724 4794,372394
Tabulka 10.6: Tabulka za´vislosti de´lky nejlepsˇ´ı nalezene´ cesty na pocˇa´tecˇn´ı inicializace po-
moc´ı metody Greedy search
10.1.7 Loka´ln´ı optimalizace
Zjiˇsteˇn´ı jaky´ ma´ vliv loka´ln´ı optimalizace na vy´sledky ACO algoritmu. Testova´n´ı probeˇhlo









Z nameˇrˇeny´ch hodnot, ktere´ jsou uvedeny v tabulce 10.7, vyply´va´, zˇe pouzˇit´ı loka´ln´ı
optimalizace u ACO algoritmu neprˇina´sˇ´ı zˇa´dny´ vy´razneˇ lepsˇ´ı vy´sledek.
Pocˇet loka´ln´ıch optimalizac´ı TSP40.txt TSP60.txt TSP70.txt
0 1677,518569 4770,658577 5113,671246
2 1679,036626 4769,289418 5140,656156
4 1676,506531 4760,96042 5123,093859
6 1681,096781 4770,6478 5112,960171
8 1678,024588 4761,296121 5151,055246
10 1676,902053 4760,277937 5106,488552
12 1678,646998 4755,956232 5110,241346
14 1677,905676 4755,676995 5125,857349
Tabulka 10.7: Tabulka za´vislosti de´lky nejlepsˇ´ı nalezene´ cesty na pocˇtu loka´ln´ıch optimali-
zac´ı
10.2 Vliv jednotlivy´ch parametr˚u na vy´sledky GA
Vliv jednotlivy´ch parametr˚u na ACO algoritmus bude testova´n na u´loze obchodn´ıho ces-
tuj´ıc´ıho(TSP), protozˇe je z implementovany´ch u´loh nejna´zorneˇjˇs´ı.
10.2.1 Pocˇa´tecˇn´ı inicializace pomoc´ı metody Greedy search
Zjiˇsteˇn´ı jaky´ ma´ vliv pocˇa´tecˇn´ı inicializace pomoc´ı metody Greedy search na vy´sledky GA.
Testova´n´ı probeˇhlo na u´loha´ch s 20 a 30 meˇsty(TSP20.txt a TSP30.txt). Pro vy´pocˇet bylo






Z nameˇrˇeny´ch hodnot, ktere´ jsou uvedeny v tabulce 10.8, vyply´va´, zˇe prˇi pouzˇit´ı pocˇa´tecˇn´ı
inicializace pomoc´ı metody Greedy search dosta´va´me vy´razneˇ lepsˇ´ı vy´sledky, nezˇ kdy-
bychom j´ı nepouzˇili. Stacˇ´ı inicializovat i jen neˇkolik ma´lo procent celkove´ populace(do 10%)
viz. grafy 10.3.
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Tabulka 10.8: Tabulka za´vislosti de´lky nejlepsˇ´ı nalezene´ cesty na pocˇa´tecˇn´ı inicializace po-
moc´ı metody Greedy search
Obra´zek 10.3: Grafy za´vislosti de´lky nejlepsˇ´ı nalezene´ cesty na pocˇa´tecˇn´ı inicializace pomoc´ı
metody Greedy search
10.2.2 Loka´ln´ı optimalizace
Zjiˇsteˇn´ı jaky´ ma´ vliv loka´ln´ı optimalizace na vy´sledky GA. Testova´n´ı probeˇhlo na u´loha´ch






Z nameˇrˇeny´ch hodnot, ktere´ jsou uvedeny v tabulce 10.9, vyply´va´, zˇe prˇi pouzˇit´ı loka´ln´ı
optimalizace dosta´va´me nejlepsˇ´ı rˇesˇen´ı. Pocˇet loka´ln´ıch optimalizac´ı, ktere´ jsou potrˇeba
k dosazˇen´ı nelepsˇ´ıho rˇesˇen´ı, roste s pocˇtem meˇst.
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Pocˇet loka´ln´ıch optimalizac´ı TSP20.txt TSP30.txt TSP40.txt TS60.txt
0 1379,018302 1591,178837 1807,390332 5087,958718
2 1302,269217 1540,397951 1675,517208 4799,820178
4 1302,269217 1540,397951 1674,988474 4679,653691
6 1302,269217 1540,397951 1674,988474 4642,841973
8 1302,269217 1540,397951 1674,988474 4642,841973
10 1302,269217 1540,397951 1674,988474 4642,841973
12 1302,269217 1540,397951 1674,988474 4642,841973
14 1302,269217 1540,397951 1674,988474 4642,841973
Tabulka 10.9: Tabulka za´vislosti de´lky nejlepsˇ´ı nalezene´ cesty na loka´ln´ı optimalizaci
10.2.3 Parametry Crossover factor a Mutation factor
Zjiˇsteˇn´ı jaky´ maj´ı vliv parametry Crossover factor a Mutation factor na vy´sledky GA.







Z nameˇrˇeny´ch hodnot, ktere´ jsou uvedeny v tabulce 10.10, vyply´va´, zˇe s rostouc´ı hod-
notou parametru Mutation factor rychle klesa´ efektivita GA (zvysˇuje se iterace, ve ktere´
je nalezena nejlepsˇ´ı cesta), viz. grafy 10.4. Da´le je patrne´, zˇe s rostouc´ı hodnotou parame-
tru Crossover factor take´ mı´rneˇ klesa´ efektivity. To lze vysveˇtlit t´ım, zˇe mutace a krˇ´ızˇen´ı
meˇn´ı jedince, na ktery´ch probeˇhla loka´ln´ı optimalizace a t´ım do urcˇite´ mı´ry degraduj´ı efekt
loka´ln´ı optimalizace. Snizˇova´n´ı hodnoty parametru Crossover factor, ale neznamena´ nutneˇ
zvysˇuj´ıc´ı se efektivitu GA(viz. tabulka 10.11). Jako nejlepsˇ´ı se v tomto prˇ´ıpadeˇ jev´ı hodnota
parametru Crossover factor = 0, 5.
10.3 Porovna´n´ı ACO algoritmu a GA na implementovany´ch
optimalizacˇn´ıch u´loha´ch
10.3.1 Traveling Salesman Problem (TSP)
Porovna´n´ı vy´sledk˚u dosazˇeny´ch ACO algoritmem a GA na u´loze obchodn´ıho cestuj´ıc´ıho
bylo provedeno na u´loha´ch se 20, 40, 60 a 100 meˇsty (TSP20.txt, TSP40.txt, TSP60.txt
a TSP100.txt).











Nastavene´ hodnoty pro GA:
1000/2000/21000.0/10.0/0.5/0.0/100/0/2
Z dat uvedeny´ch v tabulka´ch 10.12, 10.14, ?? a 10.15 je videˇt, zˇe GA s pocˇa´tecˇn´ı
inicializac´ı pomoc´ı metody Greedy search a loka´ln´ı optimalizac´ı dosahuje podstatneˇ lepsˇ´ı
vy´sledk˚u nezˇ ACO algoritmus.
10.3.2 Job Shop Scheduling Problem (JSP)
Porovna´n´ı vy´sledk˚u dosazˇeny´ch ACO algoritmem a GA na JSP bylo provedeno na u´loha´ch
JSP110.txt a JSP440.txt. U´loha JSP110.txt obsahuje 12 u´loh, ktere´ jsou slozˇeny ze 110
operac´ı. U´loha JSP440.txt obsahuje 48 u´loh, ktere´ jsou slozˇeny ze 440 operac´ı.










Nastavene´ hodnoty pro GA:
1000/1000/1000.0/10.0/0.9/0.1/0/0/0
Z dat uvedeny´ch v tabulka´ch 10.16 a 10.17 je videˇt, zˇe GA s pocˇa´tecˇn´ı inicializac´ı pomoc´ı
metody Greedy search dosahuje lepsˇ´ıch vy´sledk˚u nezˇ ACO algoritmus.
10.3.3 Set Covering Problem (SCP)
Porovna´n´ı vy´sledk˚u dosazˇeny´ch ACO algoritmem a GA na SCP bylo provedeno na u´loze
SCP63.txt, ktera´ obsahuje 40 bod˚u a 63 mnozˇin.











Nastavene´ hodnoty pro GA:
1000/1000/1000.0/10.0/0.9/0.1/0/0/0
Z dat uvedeny´ch v tabulce 10.18 je videˇt, zˇe GA s pocˇa´tecˇn´ı inicializac´ı pomoc´ı metody
Greedy search dosahuje lepsˇ´ıch vy´sledk˚u nezˇ ACO algoritmus.
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Crossover Mutation Nejlepsˇ´ı cesta(pr˚umeˇr) Iterace(pr˚umeˇr)
0,5 0 4642,841973 11,3
0,5 0,1 4642,841973 18,6
0,5 0,2 4642,841973 21,3
0,5 0,3 4642,841973 17,5
0,5 0,4 4642,841973 37,5
0,5 0,5 4642,841973 99,9
0,6 0 4642,841973 20,9
0,6 0,1 4642,841973 20,8
0,6 0,2 4642,841973 25,8
0,6 0,3 4642,841973 40,4
0,6 0,4 4642,841973 66,6
0,6 0,5 4642,841973 61,8
0,7 0 4642,841973 27,4
0,7 0,1 4642,841973 35,6
0,7 0,2 4642,841973 47,2
0,7 0,3 4642,841973 50,7
0,7 0,4 4642,841973 72,3
0,7 0,5 4642,841973 63,8
0,8 0 4642,841973 35,8
0,8 0,1 4642,841973 75
0,8 0,2 4642,841973 60
0,8 0,3 4642,841973 68,5
0,8 0,4 4643,524732 87,7
0,8 0,5 4648,770578 93,3
0,9 0 4642,841973 90,2
0,9 0,1 4642,841973 91,7
0,9 0,2 4643,524732 81,4
0,9 0,3 4648,870924 99,4
0,9 0,4 4682,77437 61,1
0,9 0,5 4710,13504 28,1
1 0 4649,568364 105,5
1 0,1 4662,112002 57,5
1 0,2 4674,676974 87,8
1 0,3 4703,058619 23,9
1 0,4 4725,974665 14,1
1 0,5 4753,465017 5
Tabulka 10.10: Tabulka za´vislosti de´lky nejlepsˇ´ı nalezene´ cesty na parametrech Crossover


























Obra´zek 10.4: Grafy za´vislosti de´lky nejlepsˇ´ı nalezene´ cesty na parametrech Crossover factor
a Mutation factor
Crossover Mutation Nejlepsˇ´ı cesta(pr˚umeˇr) Iterace(pr˚umeˇr)
0 0 4712,34950954456 1
0,1 0 4642,84197263482 63,5
0,2 0 4642,84197263482 23
0,3 0 4642,84197263482 38
0,4 0 4642,84197263482 33
0,5 0 4642,84197263482 20,5
0,6 0 4642,84197263482 39
0,7 0 4642,84197263482 22
0,8 0 4642,84197263482 41,5
Tabulka 10.11: Tabulka za´vislosti de´lky nejlepsˇ´ı nalezene´ cesty na parametrech Crossover
factor a Mutation factor
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Tabulka 10.12: Tabulka s nejlepsˇ´ımi nalezeny´mi cestami pomoc´ı ACO algoritmu a GA na
u´loze se 20 meˇsty





Tabulka 10.13: Tabulka s nejlepsˇ´ımi nalezeny´mi cestami pomoc´ı ACO algoritmu a GA na
u´loze se 40 meˇsty





Tabulka 10.14: Tabulka s nejlepsˇ´ımi nalezeny´mi cestami pomoc´ı ACO algoritmu a GA na
u´loze se 40 meˇsty




Tabulka 10.15: Tabulka s nejlepsˇ´ımi nalezeny´mi cestami pomoc´ı ACO algoritmu a GA na
u´loze se 100 meˇsty
Cˇas [ms] De´lka ACO(pr˚umeˇr) Nejlepsˇ´ı ACO De´lka GA(pr˚umeˇr) Nejlepsˇ´ı GA
20 249,3 242 232 232
40 248,3 235 232 232
60 244 232 232 232
Tabulka 10.16: Tabulka s nejlepsˇ´ımi nalezeny´mi cestami pomoc´ı ACO algoritmu a GA na
u´loze se JSP110.txt
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Cˇas [ms] De´lka ACO(pr˚umeˇr) Nejlepsˇ´ı ACO De´lka GA(pr˚umeˇr) Nejlepsˇ´ı GA
100 1054,35 1003 933,2 928
200 1044,05 1001 930,8 207
300 1030,3 997 930,3 928
Tabulka 10.17: Tabulka s nejlepsˇ´ımi nalezeny´mi cestami pomoc´ı ACO algoritmu a GA na
u´loze se JSP440.txt









Implementoval jsem ACO algoritmus a GA pro rˇesˇen´ı optimalizacˇn´ıch u´loh. Da´le jsem im-
plementoval trˇi optimalizacˇn´ı u´lohy. Zameˇrˇil jsem se na u´lohu obchodn´ıho cestuj´ıc´ıho, na
ktere´ jsem otestoval vliv jednotlivy´ch parametr˚u ACO algoritmu a GA na kvalitu nale-
zene´ho rˇesˇen´ı. Na vsˇech optimalizacˇn´ıch u´loha´ch jsem porovnal vy´sledky dosazˇene´ pomoc´ı
ACO algoritmu a GA. Ve vsˇech prˇ´ıpadech le´pe dopadl GA. Horsˇ´ı vy´sledky ACO algoritmu
prˇisuzuji tomu, zˇe ACO algoritmus musel by´t zachova´n v obecne´ podobeˇ, aby zvla´dl rˇesˇen´ı
r˚uzny´ch u´loh, a proto nemohl by´t specia´lneˇ upraven pro danou optimalizacˇn´ı u´lohu. Imple-
mentovany´ GA dosahuje v kombinaci s pocˇa´tecˇn´ı inicializac´ı pomoc´ı metody Greedy search
a loka´ln´ı optimalizac´ı velmi dobry´ch vy´sledk˚u. Prˇedevsˇ´ım u u´lohy obchodn´ıho cestuj´ıc´ıho
dosahuje GA, prˇi pouzˇit´ı loka´ln´ı optimalizace, kvalitn´ıch rˇesˇen´ı za velmi kra´tky´ cˇas.
Vytvorˇil jsem simula´tor pro rˇesˇen´ı optimalizacˇn´ıch kombinatoricky´ch u´loh pomoc´ı ACO
algoritmu a GA, do ktere´ho lze prostrˇednictv´ım plugin˚u doprogramovat dalˇs´ı optima-
lizacˇn´ı u´lohy. Mozˇny´m rozsˇ´ıˇren´ım je tak mozˇnost implementovat dalˇs´ı optimalizacˇn´ı u´lohy.
Dalˇs´ı mozˇnost zlepsˇen´ı simula´toru spocˇ´ıva´ v efektivneˇjˇs´ı implementaci ACO algoritmu
prostrˇednictv´ım veˇtsˇ´ı specializace ACO algoritmu na jednotlive´ optimalizacˇn´ı u´lohy. Dalˇs´ı
zaj´ımave´ rozsˇ´ıˇren´ı simula´toru prˇedstavuje propojen´ı ACO algoritmu a GA do jednoho hyb-
ridn´ıho algoritmu. Naprˇ´ıklad je mozˇne´ pouzˇ´ıt ACO algoritmus jako inicializacˇn´ı cˇa´st GA.
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