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We develop a method for separating into the component parts functions 
which are the difference of two series of Stieltjes, and with other related but 
more complex structures which occur in certain physical problems. Our 
approach differs from the classical one in that we also can construct a con- 
vergent sequence of values to the function value throughout the cut complex 
plane. 
1. INTRODUCTION AND SUMMARY 
Pad& approximants [l, 21 provide a powerful means of extrapolating and 
interpolating functions defined by their Taylor series, and in some cases by 
their values (and derivatives) at several points. When the function to be 
studied is a member of the class of series of Stieltjes then the Pad6 approxi- 
mants actually provide convergent bounds on the value throughout the cut 
complex x-plane [2, 31. A series of Stieltjes is a function of the form 
where dp, 3 0. It is plainly of value to extend the class of functions to which 
this type of proven convergence applies. 
* Work performed under the auspices of the U. S. Atomic Energy Commission. 
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There are various physical problems for which the function to be studied 
has the form of a simple combination of more than one series of Stieltjes, e.g. 
the difference of two such [4]. If we could untangle these series, then we 
could estimate their values separately in a convergent way and hence obtain a 
set of approximations to the function which is known to be convergent. 
Another example in which we are interested, because of closely similar 
problems which arise in the fundamental structure of field theory, comes 
from potential scattering theory. It turns out, for suitably restricted poten- 
tials, that the tangent of the scattering phase shift is of the form, 
w3 - Ir(E) 
tan 8(E) = 1 + N(E) V(E) ’ (1.2) 
where U(E) and V(E) are series of Stieltjes in (- E). This assertion is proved 
in Appendix A. The closely similar problems which arise in field theory are 
discussed in Appendix B. 
The classical problem of separating the difference of two series of Stieltjes 
has been solved by Reisz and Hausdorff [5]. The trouble with their sequence 
of approximations is that although it tends to a series of Stieltjes in the limit, 
the individual approximations (in the form of finite numbers of coefficients) 
are not and so we cannot use them to form convergent approximations to the 
function values throughout the cut z-plane. 
To overcome this handicap we develop in the second section a method 
based on the principle of the minimum maximum modulus which allows us to 
construct a convergent sequence of series of Stieltjes. We then generalize 
our procedures to cover the case where the radius of convergence is zero. 
Here it is necessary to specify the functional class in which we work to insure 
uniqueness. In the third section we illustrate for functions of type (1.2) how 
our methods can be adapted to treat more general problems. 
2. THE MOMENT PROBLEM FOR A MEAXJRE OF BOUNDED VARIATION 
We will deal first with the problem with a finite radius of convergence. For 
convenience we will use unity for this radius. Suppose we have a series 
C(x) = f C,(- ix)” (2.1) 
F-0 
such that 
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where # is restricted so that 
s l I 4wl -=c M (2.3) 0 
that is, # is of bounded variation. The function # (if it exists) is substantially 
unique [6]. We seek to reexpress C(X) in terms of A(x) and B(x) such that 
where 
C(x) = A(x) - B(x) (2.4) 
where dt,hA 3 0 d&, > 0. We can then assuredly use Padt approximants to 
provide proven convergent estimates to C(x) of this form [l]. 
Let us consider the special solutions 
where 
4?&4 = WtW) 
d&&4 = UC- 444 
U(x) = x, x>o 
U(x) = 0, x < 0. 
(2.7) 
(2.8) 
(2.9) 
Now substituting dJA and dJB in (2.5-6) gives a representation of (2.1) via 
(2.4) as desired. Furthermore as (dJA) (rf&) = 0, i.e. $ cannot be positive 
and negative at the same time, so that the support S, and Se of the distribu- 
tions dJA and dsfi, is disjoint, i.e. S, A S, = a. 
Any solution to this problem can be written in the form 
(2.10) 
as we must have 
dsL = d\L, - dh = d$., - d&a , (2.11) 
since d* is substantially unique. Now as we require both dt,bA and d& to be 
series of Stieltjes (d#A > 0, dt,hB > 0) we must have dw 3 0. For as the region 
where d$” or dJB = 0 covers the unit interval 
((I - S,) u (I - S,)) = I - s, n s, = I - !a = I, (2.12) 
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a negative value of dw would make either d+A or d& negative and so not a 
series of Stieltjes. 
Now let us consider, over a circle of radius Y < 1, 
(2.13) 
Since A and B are series of Stieltjes their coefficients alternate in sign. 
Thus the maximum modulus occurs at z = - Y for 1 z 1 < Y. This result 
is true both of the complete function and a truncated series expansion. Let 
us then consider 
(2.14) 
(2.15) 
AS dJA and d& are fixed quantities. This problem is equivalent to 
(2.16) 
The solution to this problem is obvious as l/(1 - YU) > 0 for all 0 < u < 1 
and dw > 0. Thus dw = 0 and the solution to the following problem can be 
given essentially uniquely. 
The A(x) and B(x) which yield a C(X) of the form (2.1, 2) according to 
(2.46) subject to the condition (2.14) is uniquely the particular solution 
given by measures (2.7) and (2.8). This solution is independent of the value Y, 
forO<r<l. 
The prescription then to solve our problem is first to determine a sequence 
of approximations indexed by N such that 
DAK4 4 > 0, DJO, n) > 0 
D,(l, 4 > 0, w , 4 > 0, 
am am+l a** a,+, 
Da(m, n) = det am+, am+2 **a amtntl 
a,+, am+n+l -*a am+2n 
(2.17) 
, (2.18) 
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and similarly for I3 series 
A(x) = f a,(- xp, B(x) = f b,(- x)9, (2.19) 
%I=0 L-0 
for all values of n for which 
m + 2n < N. 
(These conditions are necessary and sufficient [I] for there to exist a non- 
negative definite measure function for A(x) and for B(x) which will reproduce 
the coefficients a, , a, ,..., uN and b, , b, ,..., bN). We further require 
aj - bj = cj , j = 0, 1 ,..., N. (2.20) 
From among the infinity of such functions we select for our Nth approxima- 
tion, that one for which 
go (a?’ + b$““) Y’ (2.21) 
is a minimum. This minimum maximum modulus is bounded from above 
(from (2.3)) by 
(2.22) 
as the known to exist solutions satisfy all our conditions except for (2.21), 
and is bounded by (2.22). Furthermore the first N terms of the (N + 1)st 
approximation must satisfy 
(2.23) 
As the first is a minimum and therefore, a fortiori, 
N+l 
< C (&‘+l) + biN+l)) Y'. 
j=O 
(2.24) 
Hence the minimum maximum modulus increases, monotonically and is 
bounded from above. 
Thus 
lili [N-y - Y) + By - Y)] (2.25) 
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exists. As AfN)(- r) - BcN)(- r) converges therefore AcN)(- Y) and 
BcN)(- Y) separately converge to a limit. Now since (2.22) the minimum 
maximum modulus is bounded and is a sum of positive terms, each term is 
bounded, therefore 
(2.26) 
for all (N) and j. Hence by well known theorems there exists an infinite 
subsequence of (N)‘s for which CZ~“’ + b&N) tends to a limit. From this 
subsequence we can select an infinite subsequence for which both 4N) + b;N) 
and uiN) + biN) converge etc. Thus there exists at least a subsequence which 
converges to a limit. But our conditions determine the limiting function 
substantially uniquely. Hence, the whole sequence must converge; for if 
there were an infinite number of values further than E > 0 from the correct 
limit we could select a convergent subsequence from them which would 
yield a solution to the problem which differs by at least E. But this situation 
is impossible as the solution is unique. 
Therefore we conclude that our sequence of approximants converges and it 
converges to the solution with disjoint measure functions. The resultant limit 
function is independent of the assumed value of r provided 0 < Y < 1. 
If we desire the function value at z = - Y, then the maximum moduli of A 
and B converge monotonically to A( - Y) and B( - Y). 
Let us now consider the case where the radius of convergence is zero. 
Suppose we are now given a series 
such that 
C(x) = f C,(- x)” (2.27) 
P=O 
c, = Srn tp d+(t), 
0 
where we restrict 4 so that d, defined by 
has the property 
d, = 
I m t” I 4Wl 
(2.29) 
0 
2 (dD)--1/(2g) diverges. 
P=O 
(2.30) 
This property [l] is sufficient to ensure that the absolute moments uniquely 
determine a ) d$ ] . we note that condition (2.3) implies that all the absolute 
moments for the radius of convergence = 1 case are bounded by M.] 
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We now establish, within this class, that the 4 corresponding to the C, is 
essentially unique. Suppose there exist 2 solutions $r and $a, each of the 
class defined by (2.29). We may write 
1cIdt) = #l’W - ?w)T (2.31) 
#z(t) = AYt) - Pw), 
where &‘, #; , $a’, #i are all bounded non-decreasing functions of t. Our 
assumption yields for 71 = 0, 1, Z,... 
Since the right and left sides are equal and positive, each is equal to one half 
the sum of both sides 
= 4 (k” + @). (2.33) 
But as C [dg)]-11(2p) f or i = 1 or 2 diverges by assumption, so does 
f [Q’ + 42)]-1/(2d* 
p=o 
Thus we have two bounded non-decreasing functions, &‘(t) + #i(t) and 
#s’(t) + z);(t), which have the same moments to all orders over the interval 
(0, co). Furthermore, the moments are of the determinate type [6]. Thus 
these two functions are substantially equal. Hence #r is substantially equal 
to lFr2 and the solution within this class is substantially unique. Note this 
result is in contrast to the unrestricted result of Boas 173 and Polya [8] where 
they show that there exist infinitely many 4’s of bounded variation for which 
the same moments result. 
Now the prescription we gave for radius of convergence = 1 type series 
does not discriminate against radius of convergence = 0, except for the 
principle of the minimum maximum modulus which requires a radius of 
convergence 2 Y. Hence we propose a new maximum modulus function 
(2.35) 
where 0 < 9 < 2, and r(x) is Legendre’s gamma function. This function 
has the representation 
(2.36) 
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provided the left hand side series converges. Suppose 
Then 
01~ < KT(ej + l)R-j. (2.37) 
which is a bound as long as Y < R. Also if fl in (2.35) is greater than 0 in 
(2.37) we have a bound for arbitrary positive, finite r and R. Hence as { } in 
(2.36) is positive, [as in (2.16) (1 - ru)-l was] the derivation follows as 
before (radius of convergence = 1 case). If we minimize the criterion (2.35) 
[Y and 8 selected such that 
(2.39) 
then there must be at least an infinite subsequence of our approximations 
which converges, and any convergent subsequence must converge to the A 
and B corresponding to the substantially unique, disjoint, measure functions 
f and z&, . This result is independent of r and B provided (2.39) converges. 
As a practical matter one might think one should always just use 1/(2n)! as a 
weight to do the widest possible class, but we presume a more rapidly 
convergent sequence results if the criterion which most nearly matches the 
actual answer is used. 
3. THE MOMENT PROBLEM FOR MORE GENERAL FUNCTIONAL TYPES 
The procedures of Section 2 can also be applied to more general types of 
problems. We illustrate this with 
or 
w4 - v4 
f(z) = 1 + .zU(z) V(x) (3.1) 
UC4 -.m 
v(Z) = 1 + xU(z)f(x) (3.2) 
where it is understood that U(z), and V(z) are sought, and they are 
required to be series of Stieltjes andf( z is ) . g iven to be of form (3.1) for some 
U, and V, . Plainly, if there is known to be a solution then it will provide 
an upper bound for (2.21) or (2.35). Hence the procedure described must 
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again have a convergent subsequence which yields a solution of minimum 
modulus. Furthermore, if either U, or Vi is zero, then the solution is unique, 
independent of the choice of subsequences, I, and 0, as before. If U,V, + 0, 
then we have not proved any of the uniqueness properties which were avail- 
able in the previous section. However, any solution will correspond to the 
unique f(z) and as estimates for U and V separately tend to have errors 
related to their size minimizing {max U + max V} will, as a practical matter 
tend to improve the quality of the (known to be convergent) estimates off 
throughout the cut complex z-plane. 
APPENDIX A. THE STRUCTURE OF tan[S(E)] 
A proof that tan[G(E)] has the structure asserted in Section 1 can be given 
as follows. For potential scattering (angular momentum zero, but this 
restriction is of no consequence) the wave function satisfies Schrodinger’s 
equation [9], 
d2W (A.1) 
We will assume that V(r) is such that 
V(r) = 0, r>c (A 2) 
for some 0 < c < co. We now introduce a complete, orthonormal (over the 
range 0 < r < c) set of wave functions defined by the requirements 
d%(r) --p- + h2 - W)l 9&&(r) = 0, 
%(O) = 0, %a’(4 = 0, 
P-3) 
which determines both (Pi and k,2. Let us now expand the solution of (A. 1) as 
We remark that at Y = c, Eq. (A.4) is not differentiable, but we must use 
F(c) = limric- f(r) instead. The coefficients are given in the standard way as 
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where t/ is the solution of (A.l) for general E. If we multiply (A.3) by #(r), 
subtract 9)n(r) times (A.l), and integrate from 0 to c, we obtain 
I 1 ha2 - E) v&) 9(r) dy = M’(r) v,h) - in’ $44 I; 
= v?&> VW>, (-4.6) 
or using (AS) we have 
Thus 
A,, = &E %&) +‘k)- (A-7) n 
If we evaluate (A.8) for Y = c we obtain 
“‘@‘p&, 
n 
(A-9) 
which is a series of Stieltjes in (- E) provided, Km2 > 0 for all n. (This 
condition means that V produces no bound states.) Using the standard 
method of matching logarithmic derivatives at Y = c to determine the phase 
shift, we obtain 
D - [tan(&?c)/(x&c) 
tan’*(E)1 = 1 + E[D] [tan(&)/(&)] * 
(A.10) 
Now as [tan(@c)/(@ c )] is a known series of Stieltjes [I], (A.lO) establishes 
that tan[H,E)] has the required form. 
APPENDIX B. REMARKS ON QUANTUM FIELD THEORY 
One may ask why it is of interest to connect the renormalized series which 
result from field theory to series of Stieltjes. Our answer depends on concepts 
given by Carleman [lo]. A function belongs to the class (A,, , A, ,...) provided 
that its derivatives satisfy 
If’“WI G An VW 
on some interval containing the origin (the origin may be a boundary of the 
interval). Provided that 
2 (A) diverges, 03.2) 
II 
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there exists at most one function belonging to class (A, , A, ,...) and having 
prescribed derivatives at the origin [ 1 I]. N ow the bounds on the derivatives 
provided by Eq. (B.l) are equivalent to the statement hatf(x) is smooth. It 
would be nice to know that the sum of a renormalized series resulting from 
field theory is unique subject only to the condition that it be smooth. 
However, the theorem quoted does not suffice, because it is thought that the 
terms c, (c,n! =f(“)(O)) in field theory increase like (2n)!, for which the sum 
in Eq. (B.2) converges. But, as shown by Carleman in [lo] for series of 
Stieltjes, Eq. (B.2) may be replaced by 
(B.3) 
which is the case for c, = (2n)! 
What we do, therefore, is to relate the renormalized field theory series to a 
finite number of series of Stieltjes. The main part of this paper shows how 
these might actually be constructed. The sum of each of these series of 
Stieltjes is unique and can be constructed (by means of Pad6 approximants, 
for example). Thus, in this sense, a renormalized field theory series has a 
unique sum which can be constructed. 
Without going into full detail, we can indicate some of the ways field 
theory is related to series of Stieltjes. For example, in order to eliminate 
disconnected graphs from a scattering amplitude, one divides out the vacuum 
to vacuum graphs: 
f fdifmmectfsd connected = = exp(za2) fo exp( 2i8,) * 
Thus, 
tan * Wa2 So> 
tan 
6, 6, 
- tan 
= - = 1 + tan 6 tan 6 . 
2 0 
(B-4) 
(B.5) 
One shows that (let us admit this for the moment for sake of argument: 
what one actually shows is discussed immediately below) tan 6, and tan 6, 
are series of Stieltjes (when divided by the square of the coupling constant z), 
so that one encounters 
which is similar to Eq. (1.2) (th e ac or is ,a2 instead of z, and the expansion f t 
parameter is a coupling constant squared rather than an energy). 
To prove that tan 6, is a series of Stieltjes (or to show how it is related to 
series of Stieltjes), one considers 
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where v is a wave function in some space, z an expansion parameter, V an 
interaction, P means principal part, and l/a is a propagator, a = So - E,, , 
X0 = unperturbed Hamiltonian. If V is one sign definite (say positive), then 
and one has 
Let 
K=dr;dv 
have eigenfunctions and eigenvalues as follows: 
Kv4, = h+h . 
We assume that K is self-adjoint so that the &‘s are real. Expand 
VW 
(B.lO) 
Then 
tana,= -zCcn*c+=, 
I 
m dY(t) 
* 1 + h,x --m l$- ’ 
(B.11) 
(B.12) 
where Y(t) is the monotonically increasing step function with discontinuities 
cn*cn at t = h, . 
If all the eigenvalues of K are positive (or negative), then the range of 
integration in Eq. (B-12) is 0 to co (or - cc to 0), and tan S/x is a series of 
Stieltjes. [were the full range necessary, Eq. (B.3) would be 
C (-&) diverges, 
n n 
which is not the case for c,, = (2n)!; one must relate field theory to strict 
series of Stieltjes.] If the eigenvalues are bounded from one side (say below), 
then 
7 m dY(t) m .z m z s --m l=z s 
d!T(t’) 
o 1 + (t’ - u) .a =l--za s dW’) ; O1+Z 1 -a/ 
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that is, tan 6, is a series of Stieltjes in the variable x/(1 - ~a). This fact 
suggests a problem in the construction of series of Stieltjes to which the 
method discussed in the main text may be applied. 
In case I’ is not positive definite (even for interactions like Xp4 in field 
theory, the fact that normal ordered products: hv4: actually occur in the theory 
destroys the seemingly obvious positive definiteness of the interaction-still, 
the use of normal ordered products only eliminates certain “tadpole” graphs 
from the theory: one can use hp4 and keep the tadpole graphs: certain diver- 
gences will occur which have to be dealt with by regularization-since one 
has to regularize anyhow it is not clear that this matters at all), we proceed 
by noting that P/y% - E,, will be positive definite provided E,, < 0. (One 
argues that the field theory series are unique and can be constructed for 
negative energies-we are left with the problem of extrapolating to positive 
energy which is another problem-namely, dispersion theory). In that case 
we consider 
where 
K= 
Then [tan 6 + z(p? I V I v)/ s2 is a series of Stieltjes, or related to a series of 
Stieltjes, provided that the eigenvalues of K are one sign definite or bounded 
from one side. 
Still another type of problem is suggested by charge renormalization. In 
electrodynamics, one may consider that the renormalized charge squared 
(eR2) is (tan 6/d,!?) evaluated at E = E,,: that is, 
eR 2 = eo2 + E4e04 $ *** , 
where e, is the unrenormalized charge. At some other energy 
(B.14) 
tan 6 
- = T2e02 + T4e,4 + --* . 
z/E 
(B.15) 
One obtains the renormalized series for tan 6/@ by inverting Equation 
(B.14) and substituting the result in Equation (B.15). One shows that the 
unrenormalized series are series of Stieltjes (for sake of argument again-the 
actual situation is more complicated as already discussed at length), and so 
one encounters this problem: given 
409/33/I-14 
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construct S, and Ss . One sees that the method discussed in the main text is 
applicable. 
The arguments given so far are the results of many conversations between 
the authors and Professor John Nuttall of Texas A & M University. Many 
obstacles lie in the way of making such a discussion rigorous and completely 
satisfying. One such obstacle is amply illustrated by the restriction Eq. (A.2). 
What happens when c ---t co; that is, what happens when the function one is 
seeking is the limit of a sequence of functions related to series of Stieltjes ? 
An elementary example is provided by 
where U, and V, are series of Stieltjes. Since neither lim,, U, nor lim,,, V, 
exists,f(x) is not the difference of two series of Stieltjes: it is the limit of a se- 
quence of functions which ure differences of series of Stieltjes. In field theory, 
one encounters this problem because he will initially work with regulated 
propagators in order to get finite quantities. He may want to work in a 
space-time box to avoid delta functions. Ultimately, he will want to pass to 
a limit in which all regularizing masses and the space-time box are infinite. 
Some of the recent progress made by Glimm and Jaffe [12] may provide a 
better starting point for progress in field theory than the above remarks do. 
Conceivably, their work will produce a proof that the renormalized series 
are asymptotic. In that case, contact may be made with another type of 
result given by Carleman. For example, Carleman shows that there is only 
one function f(x) satisfying 
provided 
Gn - diverges. 
But at present it seems that the task of obtaining such error estimates are as 
difficult as the task of overcoming the obstacles in our program. 
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