Estimating rare event probabilities in communication systems using Monte Carlo simulation can require a prohibitively large number of trials fox acceptable accuracy. We develop and present a technique in this paper that provides large speedup factors over conventional Monte Carlo simulation based on the theory of "direct probabilitj redistribution" (DPR). We show that DPR can be viewed as a type of importance sampling, albeit "nontraditional", which requires little additional effort t o apply. The theory of D P R is presented for systems that can be described as a discrete time Markov chain (DTMC). We show that the RESTART technique is an important special case of direct probability redistribution. An efficient siniulation technique based on D P R is less restrictive than RESTART, and is much less problem specific than traditional IS techniques.
I. INTRODUCTION

ERFORMANCE of communication systems is typically char-
I acterized by the occurrence of rare events. For example, cell loss probabilities in ATM switches are typically less than lo-'. Analytical and numerical performance models of such systems are useful, but can require many simplifying assumptions. Monte Carlo simulation, on the other hand, is a practical alternative when the analysis requires fewer simplifying assumptions. However, estimating rare event probabilities with Monte Carlo techniques requires a prohibitively large number of trials in many int e rest ing cases.
Many techniques for reducing the number of trials in Monte Carlo simulation using Importance Sampling (IS) have been proposed. Fundamentally, IS is based on the notion of modifying the underlying probability mass in such a way that the rare events occur much more frequentsly (see [l] for a good introduction). To correct for this modification, the results are weighted in a way that yields an estimate that is statistically unbiased. The goal of this effort is to ohtain an estimate that achieves the same accuracy (variance) as the conventional Monte Carlo estimate, but with a much smaller number of trials.
More recent work applying IS to the analysis of stochastic systems, including queueing :systems, can be found in [2] , [3] , [4] , [5] , [ 6 ] , [7] and references therein. In such applications, modifications are applied to the stochastic "input" of the system (e.g., traffic sources in a communicaticin system model) in order to change the response ( " o~t p u t " ) of the system such that rare events"occur more often. The indirect relationship between the random inputs that can be altered ("biased") and the system output distribution of interest requires considerable problem specific effort to determine how the probability distributions of input traffic should be mod-"While on a leave of absence, the research of Mr Haraszti has been supported by Ericsson Infocom Systems AEI, Sweden, which is kindly acknowledged.
ified to yield improvement. This presents the chief limitation of IS to date. At best, IS techniques have been generalized to very es of problems. IS techniques that require minimal problem specific effort to apply have not been reported.
Another limiting characteristic of IS when applied to stochastic systems with memory is thc decreasing likelihood ratios. To avoid the deleterious effect of decreasing likelihood ratios in these systems, IS techniques based on dynamic biasing [3] , [6] and regenerative cycles [2] , [3] have been developed.
In this paper, we present a technique that redistribut,es the probability mass of interest directly -hence the name "direct probability redistributzon". We develop the theory of direct probability redistributiori for discretetime Markov Chains (DTMC), and show how the theory can be applied to the problem of estimating the probability of buffer overflow. Within the scope of DTMC's, the theory is general -probabilities corresponding to any subset of states can be estimated using the technique. The technique is easy to implement, and can be applied to complex systems, & we demonstrate here.
The rudiments of direct probability redistribution are first suggested by Bayes [SI. ,@om an implementation point of view, the basic idea is to set thresholds at levels representing progressively rarer subsets of states. In a queueing system model, for example, the thresholds are set at different queue lengths. When a given subset of states is visited by the system (characterized by crossing a threshold), numerous random retrials are generated with the initial state for each retrial being the state of the system at the threshold. The basic technique for one threshold and rules for optimal choice of this threshold Is named RESTART and presented in [9] . The RESTART technique is extended to rriultiple thresholds in [lo] .
A serious limitation of the technique presented in [lo] is that it does not handle the case where the system can make transitions that result in crossing multiple thresholds. This requires careful problem formulation in setting up the thresholds to ensure that no multiple crossing can occur, and in some cases it makes it difficult to allocate the proper number of thresholds. For example, consider the following simple discrete time queue. There are N independent sources feeding a single queue from which at most one cell is serviced at cach time slot. When the load is rclatively low, queue length probabilities diminish rapidly with increasing queue size, requiring the distance between thresholds to be small as specified in [lo] . However, the non-zero probability that N cells may arrive in a slot sets the minimum threshold distance to N. It is easy to construct a situation when N is considerable higher than the optimal threshold distance.
The theory and techniques developed here using DPR can handle multiple threshold crossings, and simplify application to arbitrary systems. Furthermore, it requires no strict relationship between thresholds (subsets) and the rare event(s) of interest. DPR incorporates a homogeneous weighting factor that directly redistributes the probability mass of the output distribution and thus avoids the problems associated with a decreasing likelihood ratio.
We develop the theory of direct probability redistribution in Section 2. Due to space limitations, we present the theorems without proof, although we do provide discussion to aid in understanding the theory. We show in this section that RESTART is a special case of direct probability redistribution. (Note that to understand how to apply the theory of DPR, Section 2 can be skipped.) Implementation of the technique is presented in Section 3. Here we present a verbal description of the method, and provide a pseudo-code representation. In Section 4, we demonstrate the technique by applying it to two non-trivial examples:
A 64 x 64 three-stage ATM switch, and an ATM multiplexer with internal flow control. Concluding remarks are given in Section 5. . . , r n } . We assume in this paper that the parameter of interest is a function of 7~. Using the theory presented here, extreme probabilities of critical subsets of the state space can be increased arbitrarily in a directly controllable way.
We partition S into m 5 n non-empty subsets and denote those subsets by S I , . . . , S m . Let 7 2 1 , . . . , n m be the sizes of the corresponding subsets. nt = n . ) Without loss of generality, we assume that states are indexed such that the following condition holds:
Condition (1) simply says that states are labeled in a continuous fashion:
The TPM of the partitioned system is divided into m x m submatrices (blocks), where the diagonal blocks P11, . . . , Pmm are square matrices of size (nl x n l ) , . . . , (n, x nm). The off-diagonal blocks are the so-called coupling matrices, e.g., Pij gives transition probabilities from Si to Sj. For a k e d labeling, assuming that condition (1) holds, the vector n = { n l , . . . , n m -l } uniquely defines the partitioning.
subsets and then extend it to multiple subsets. Let we partition the state space of a Markov chain with known Definition I: Operator Rfz: P,,, -+ PLxn is defined by the TPM, P , into two subsets. We define the following operation: operation:
where C 2 2 = P21(I -P11)-'P12, and p is an arbitrary real number.
Note that Itsz { P } = P . Note furthermore that the lower right block of P' converges to the so-called stochastic complement of P22 as p + 00 (see Section 6.2 in [ l l ] for more detail on stochastic complements). We shall call the above generalization of stochastic complements the '(partial" stochastic complement for 1 5 p < 00.
Analogous to Theorems 6.2 and 6.3 in [ l l ] , the following two theorems can be formulated on the domain of partial complements:
Theorem 1: Let P be a homogeneous TPM, and p be a finite real, p 2 1. Then the transformed TPM, P' = R f 2 { P } , is also a homogeneous TPM. If P is irreducible, P' is irreducible too. Due to space limitations, we omit the proofs in this paper, they will be provided in an upcoming submission.
Theorem 2: Let P' = Rfz { P } , and let p be a finite real, p 2 1 . Let 7~' = { T ; , . . . ,nb} be the steady state probabilities of P' (d = 7r'P'). The following relationship holds between 7~ and 74 :
where 0 is a normalization constant e = z y $ 7 r , + p~~= = n , + l rt. Verbally, probabilities in the coupling matrix P21 are reduced by a constant factor, and the resulting "released" mass is redistributed within P22. As a result, steady state probabilities are also redistributed, so that every state in S2 is visited relatively more often than in the original system (see Fig. 1 ) . The mass in S2 is multiplied by p , then the entire mass is re-normalized. What follows now is a series of modifications to the above theory to make it possible to implement the probability redistribution in a discrete event simulator.
It can be seen that the resulting TPM, P' in (2), is the linear combination of P and P m : It can be seen, however, that due to the special relationship between P and POo, such a control variable affects the system evolution only in certain cases, namely, when the system is in S2 and would transition to SI under the original coupling matrix P2l. replacing YD' by a general stochastic binary process G with arbitrary correlation structure.
Theorem 3: (First extmsion of Theorem 2) Let P and PD" be defined as before, and let the binary stochastic process G = {GI, G2,. . .},GI E {0,1} control the evolution of a DTMC such that { p g if 0: and G1 = 1,
If E [GI = 1 -1/11 then the system converges to a steady state probability vector T' which satisfies (3). We now present a second extension of Theorem 2, which follows from the theory of Markov chains. It provides a very important simplification that makes it practical to implement the operation in discrete event simulators.
Theorem 4: (Second extension of Theorem 2)
Let ai denote the state where the system lmt entered Sz from SI. Let G be defined as in Theorem 3, and let 7r' denote the steady state distribution of the system that is governed by G such that:
The above theorem states that given the occurrence of a D' event, the current value cmf the G process determines if the transition is accepted or the system is forced to return to the state where it last entered SZ from SI. This mechanism can easily be implemented in an event,-driven simulator: Upon an S 1 -+ SZ transition, the system stizte is saved. When the next D\ event occurs, the transition is (accepted only i f GI = 0, otherwise the last saved system state is restored. Simulation continues from the restored state using a new. random number sequence. This is very similar to the 1-threshold RESTART mechanism [SI. In fact, RESTART is a special case of the above method: in RESTART, 11 can on1,y be integer and G is a deterministic sequence producing the following pattern:
Another more important difference is in the way the target event (or rare event) under investigation is being observed. Assume that the goal of the simu;.ation is to estimate the probability of the occurrence of event E , where E is associated to visiting some subset E c S (formally: . E : s1 E E c S). In RESTART, E must be a subset of S Z , while in our case E can have arbitrary relation to the partitioning. We know that in the altered system, every state in S2 is visited relatively 11 times more often than in the original system. Therefore, when an event E occurs while the system is in subset S2, correspondin:: event counters should be incremented by 1/11, instead of unity as in SI.
B. General case: m 2 2
In cases where the state probabilities span many orders of magnitude, it is straight-forward to apply the above operation by assigning different oversampling factors to different subsets, as shown in Fig. 2 . In this section we develop the underlying theory of direct probability redistribution for the more general case of multiple subsets. Before proceeding with the development we shall present some important characteristics of operator R. we can express the resulting TPM as Using equations (5) and (7), this expression can be rewritten as
The following theorem provides the relationship between the steady state probabilities of the original and the altered system.
Theorem 5: Let T and T (~) represent the steady state probability vectors of P and P("), respectively. The following relationship holds for every i E (1,. . . , n } : (9) where r(i) is the so-called subset indicator Le., r(i) = k indicates that state si is in subset s k . @ is a normalization constant, @ = Cy=:=, pr(i)ni. Now we shall develop the closed formula for P ( " ) . First, we define the auxiliary mass Di:) in the following way:
When operator R is applied on the m-partitioned P such that G k is oversampled by a factor of p k , in a similar way to (2) the resulting TPM has the form:
where Qit), Qii), Q g ) and Qg) are the four super-blocks of P according to super-partitions G i and G k , e.g.,
"
The lower right block of { P } in (10) can be reformulated such as:
Note that the upper index, k , in the above notation refer to the fact that the operator has been applied to subset ' k .
Omitting the rather long derivation of the entire transformation M p { P } , the blocks of the resulting TPM, P(") = {Pi;")} can be simplified to the following compact form:
The interpretation of (13) is not as straight-forward as it was for the two subset case, therefore we shall present it as a theorem.
Theorem 6: (Proportional ticketing) Consider a system that uses TPM, P , and oversampling vector, p , according to the following mechanism:
Let the positive integer variable, R, called the current ticket (or simply, ticket) control the system evolution and be maintained according to the following three rules: 1. The system, being in some state in S,, generates its next "target" state according to TPM P . Let s, denote the subset of the target state. The transition is performed only if j 2 R. (The ticket identifies the lowest possible index of any subset to which the system is allowed to transition while in possession of said ticket.) 2. If j < R, the target transition is blocked, and another state is -chosen according to TPM, R > { P } . Then the system transitions to this state. Let Sj be reset according to the new choice.
3. In either case, after the transition to Sj, a new ticket is generated -independently of the current one-with the following distribution: (14) if 1 5 k 5 j , otherwise.
(po !Zf 0 )
The above system converges with its steady state probabilities to Since the above theorem represents the most significant result of the theory, mapping a relatively complex formula to a rather simple system control mechanism, we provide the reader with its proof in Appendix V.
r ( m ) .
Just as for m = 2, there are two important generalizations of the above theorem:
The first one is the relaxation of the independent ticket selection mechanism to a generalized stochastic process with arbitrary correlation. The resulting steady state probabilities yield (9) as long as the long term distribution of tickets in subset S, follows (14). It can also be proven that the relationship holds even if the ticket is regenerated only after an "upward" transition, that is when system transitions from S , to an S, such that j > z.
It can also be easily seen that the stochastic step based on TPMR' , n { P }, which happens upon a blocked transition, can be replaced by a deterministic transition to the state where system last entered Gn from G g , resulting in the same steady state distribution as (9). This is an important extension to Theorem 6, offering a restart-type reformulation of DPR that can easily be implemented in discrete event simulation. The algorithm works as follows:
Subsequent states are generated according to P . When system makes a transition from any state of subset S, to a state sa of a "higher" subset S, (i < j ) , a series of independent retrials As in the two-subset case, oversampling the subsets means that every state in s k is visited pk times more often (on average) than in the original system. This implies that any event that is related to s k has a weight I/,&, instead of unity. Generally, event counters are incremented by l/pp(%) when the system is in state Si.
IMPLEMENTATION
The pseudo code in Fig. 3 introduces an implementation of the simulation mechanism developed above. We used state vector v k to represent the state of the system in time instant t k . V collects tion program that -togetherunambiguously define the system state. In a communication systems model, such variables can represent states of independent Markovian and other stochastic sources, length and/or contents of individual queues, etc.
Simulation is started from an arbitrary initial state, but the initial ticket should be set to R = 1. :Should the current subset indicator be higher than in the previous cycle, independent trajectories (retrials) are launched by recursive function calls. To each new trajectory a new ticket is assigned. The number of new trajectories and their tickets are determined in a stochastic fashion according to (15), ensuring that the long term distributiort of tickets in any subset of the state space follows the distribution defined by (14). To ensure independence between successive trajectories, the internal state of random namber generators are not part of state vector V.
The if condition in the beginning of the outer (while) loop ensures that the trajectory remains in the allowed region of the state space. When the new state falls into a subset that is prohibited by the current ticket, the t,rajectory is killed.
At the end of the simulation, target event probabilities can be derived directly from the iiector e . Independent samples for calculating the confidence of i;he resulting estimates can be obtained via independent replications. The weighting factors are not accumulated as in conventional IS simulation of stochastic systems, therefore they do not diminish by the increasing simulation time. Hence, there is no limitation on the length of replications. This is another substantial simplijication over conventional 1%
IV. NIJMERICAL RESULTS
We have developed and tested the technique on several queueing systems with known soluticins. The two problems we have selected to present here represent relatively non-trivial examples: A 64 x 64 ATM switching fabric with three stages of switching elements, and an ATM multiplexer with :.nternal flow control. We provide some lndependenf retrials with different "lowest permiffed partition" tickets S,+l 
A. Buffer overflow probabilities in a multistage ATM swztch
The switch consists of three stages of 8 x 8 switching elements (SE), with eight SE'S in each stage (see Fig. 5 ) . Each SE is an output buffered switch with a nonblocking shared bus switching core and with eight separated buffers with uniform buffer size K . Cells arriving at the inlets of a SE in a given time slot are passed to the end of the queue in the appropriate output buffer in a random order. SE'S in subsequent stages are interconnected in a regular mesh as it is shown in the figure. There are eight alternative routes between any pair of input and output ports of the switch, depending which SE in the intermediate stage is used. The switch routes bursty data traffic, with each port multiplexing several connections to the same cell stream. Routing within the switch is decided on a per connection basis. In this example, we assume the homogeneous case where the traffic is entirely symmetric. Thus, between each pair of input-output ports there are eight connec-tions, each of them is routed in a different way through the switch. Traffic entering at a given port to the switch is modeled by a single ON-OFF source (i.e,, geometrically distributed burst and silence periods, having no idle cell in the bursts), with average burst size, b [cells] , and relative load, cy. To model the connections, each burst is independently addressed t o a randomly selected output port and routed independently within the switch. This represents the 512 simultaneous uniform connections with non-interleaving bursts.
We estimate the probability of cell loss in the third stage of the fabric, approximated via the buffer overflow probability. We partition the state space along the selected buffer, using the actual queue length as subset indicator. (Using RESTART terminology, this yields K thresholds along the buffer.) The selection of oversampling vector, p , was based on the following approach. To obtain samples along the entire buffer, the exponentially decaying tail had to be increased to a nearly flat (balanced) hit pmf by probability redistribution. To set p , we used the inverse of an estimate of the queue length pmf, obtained via short simulation trials according to the following simple iterative procedure: we set p = 1 (no oversampling) which estimates the portion of the queue length pmf corresponding to small values of queue length. This pmf was used to refine p for the next simulation trial which provided an estimate of the pmf corresponding to larger values of queue length. The process was repeated until the pmf was "explored" along the entire buffer. This was used to set , u for a set of final simulation replications. The entire initial exploration process was automated. A total of 300,000 slots were used in the exploration process, which is negligible compared to the 50 x 500,000 slots to net the final estimates. [slots], cy = 90% and b = 10. The result was generated from 50 independent replications, each involving a total number of 500,000 cell slots (including the subtrajectories of DPR). Results from conventional Monte Carlo simulation using the same number of samples is also presented in the figure. The dashed line shows the theoretical approximation of the pmf, assuming that bursts arriving at the third stage remain un-interleaved, thus omitting the smoothing effect of the first two stages. Since interleaving effects only cell contention, it has negligible effect on the tail of the queue length distribution. The result shows that this assumption is valid and demonstrates that the simulation provides accurate results. Fig. 7 shows the resulting buffer overflow probabilities for five different mean burst sizes, b = 5,10,20,50 and 100, with K = 240 and a = 90%. The approximated theoretical result falls within the 90% confidence interval at all points. Improvement factors (speed-up) have been estimated by comparing the sample size using DPR to the (hypothetical) sample size that conventional MC would need to achieve similar confidence, assuming uncorrelated rare events. This leads to a rather conservative estimation of the speed-up, since traffic was indeed strongly correlated, which would require even larger sample size in the conventional MC simulation.
B. ATM multiplexer with internal flow control
Our second example is a system with infinite memory: a flowcontrolled ATM multiplexer (MUX) with N input ports (Fig. 8) . The MUX operates in the following way: Arriving cells are multiplexed to the output port via a central FIFO buffer with K cell slots. To minimize the probability of cell loss a throttling mechanism is employed, which can temporarily prevent cells from being transfered to the congested main buffer. Throttled cells are tem- Queue length probability mass function ( p m f ) in a third-stage buffer, simulated using t h e DPR method. Confidence intervals (90%) a n d approximated theoretical distribution are also shown. For comparison, results of conventional M C simulation using t h e same sample size as DPR is included (no samples were obtained above 3: = 67).
10, 102
Average burst length b [cells] Fig. 7 . Overflow probabilities in t h e third-stage buffer vs five different average burst lengths, simulated using DPR. 90% confidence intervals, approximate theoretical values (dashed line) a n d estimated speed-up factors (dashdot line) are also presented.
porarily stored at the port in a FIFO buffer with L slots. ( L is chosen sufficiently high such that the probability of cell loss at the input buffers is negligible compared to the main buffer.) The grade of throttling is adjusted according to the actual queue length, z, via a throttling function, f ( z ) . Forwarding probability, p = f ( z ) , specifies the probability with which a cell is forwarded to the main queue, provided that there is at least one cell available at the port. The decision is made according to an i. The generality of the model enabled us to investigate the performance of different throttling functions and different feedback delays. Fig. 9 and 10 Similar to the previous example, queue length, x, has been used as subset indicator for DPR. Oversampling vector, p , has been selected using the same automated iterative procedure as in the multistage switch case. F'ig. 9 shows the resulting queue length pmf for six different threshold settings ( h = 0,5, 10,15,20, 25) , with 90% confidence intervals also displayed. For each threshold, 25 independent replications were ran, each containing less than lo6 accumulated slots.
Note that the special case h = 0 yields the NxON-OFF/D/l/K problem, for which numerical result exists. The analytical pmf perfectly matches with thl: h = 0 curve, therefore it is not visible in Fig. 9 . 
V. CONCLUSION
We have developed the theory of direct probability redistribution, an IS technique thak provides large speedup factors over conventional Monte Carlo simulation. We focus in this paper on a discrete time Markov chain formulation. Within the scope of DTMC's, the theory is general -probabilities corresponding to an,y subset of states can be estimated using the technique. DPR is novel in that the IS modifications are applied directly to the system response ( "output"), which alleviates the problems introduced by decreasing likelihood ratio functions that are present in more "traditional" IS schemes. Also, efficient simulation using DPR is less restrictive than RESTART, and is much less problem specific than traditional IS techniques.
The technique is easy to implement, and can be used with complex systems, as we have demonstrated by applying the technique to two nontrivial examples: A 64 x 64 ATM switch, and an ATM multiplexer with internal flow control. For these systems we have estimated small cell loss probabilities and have shown that the improvement is nearly inversely proportional to the probability estimate.
APPENDIX: PROOF OF THEOREM 6
Let Si be the current subset. Let [k denote the probability that the current ticket, R, equals IC. According to the theorem, (k is:
Pi
Analogous to the 2-subset case, let D;,,i < j denote the event that the system would make a transition from Si to S , under the original coupling matrix Pij. In the modified system, when such a Dij event occurs, the Si -+ Sj transition is granted only if the current ticket is equal or less than j , which occurs with probability E",=, & = p j / p L z .
If R > j , the system does not make the transition to Sj, instead, it immediately goes to one of the subsets in group Qa = S a U Sa+* U . . . U S,, i.e., in such a time instant the system behaves according to the 2-subset case, where Bn and Ba = S\Qn form the two "subsets". In other words, the probability mass (1 -p j / p i ) P t 3 is redistributed to form transition probabilities for Si --f Bn transitions. The redistributed mass, denoted by C c , can be written as:
where Nn-1 is the fundamental matrix for gg:
The redistributed mass C ; consists of a row of blocks where each Ct.'k block has the same size as the corresponding P,k block in P . The block C:,k, which is the contribution from all DI, events with ticket R to the P i r ) block in the modified system, is: So far, we have discussed only those transitions that decreased the current subset index (subset indicator). Note that other transitions i.e., those that result in a non-decreasing subset indicator, are always granted due to the monotonous nature of the applied ticketing mechanism. In such cases, therefore, the mass of P,, contributes totally to P!,"'. 
Following similar steps, for the k < i case M z k ( D : , ) can be rewritten as (25) Using (16) and substituting (24) and (25) into (21), then changing indices k and R to j and k , respectively, yields which is identical to equation (13), thus proving our theorem. 0
