A flat, relatively thin (9 mm) xenon-filled multiwire proportional counter with two-dimensional, 2/~s delay line readout of a 270 x 300 mm active area has been developed for use as a position-sensitive area X-ray detector in the 8 keV energy region (Cu Ka) used in crystallographic structure work with large biological molecules. Its quantum detection efficiency for 8 keV Xray photons is about 0.5, a value which is spatially uniform to within _+ 2%. Its dead-time loss fraction at a typical data collection rate of 30 000 photons s-1 is 12%. The detector has spatial resolution for X-rays of 0.6 mm FWHM in the horizontal direction and 2 ram, the anode wire spacing, in the vertical direction. The effects of parallax are found to be limited and do not seriously increase the apparent size of the diffracted beams. The position sensitivity of this detector is geometrically linear to within 0-5 mm across its active surface. Routine maintenance of the detector requires the attention of a skilled technician but is not time consuming. For four years, this detector has been used to measure millions of reflection intensities from crystals of many different proteins. The down time due to the detector has averaged less than four days per year, considerably less than the down time of other components of the data collection system. Four new protein structures have now been solved using data from this detector. Also, a considerable amount of data have been collected at higher resolution or at different temperatures with crystals of other proteins.
I. Introduction
It has been realized for some time that more efficient large-area detectors are needed for collecting X-ray crystallographic data from the easily disordered crystals of large biological molecules such as proteins (Arndt & Willis, 1966) . Gas proportional counters have been used for many years to detect soft X-rays but it was not until the work of Charpak and others (Charpak, Bouclier, Bressani, Favier & Zupancic, 1968 ) that an area detector, the multiwire proportional counter, was developed. The first multiwire proportional counters 0021-8898/81/020085-09501.00
were developed for use in high-energy physics experiments but they are in principle well suited to the detection of soft X-rays (Charpak, 1970) . In an effort to adapt this new type of area detector to crystallographic data collection, a prototype system incorporating a multiwire counter with delay line-position readout (Grove, Perez-Mendez & Sperinde, 1973) was assembled in this laboratory and reported in 1974 (Cork, Fehr, Hamlin, Vernon, Xuong & Perez-Mendez, 1974) . The argon-filled detector used then was later replaced with a xenon-filled detector, and a preliminary report was given on that detector in 1975 (Cork, Hamlin, Vernon, Xuong & Perez-Mendez, 1975 ). While we have concentrated on developing a data collection system for single-crystal X-ray diffraction, a group at Oak Ridge National Laboratory, Tennessee (Hendricks, 1978) , has developed a system for low-angle X-ray scattering using a multiwire chamber developed by Borkowski & Kopp (1975) . Although this type of detector is well suited to protein crystallography and low-angle scattering it is not as well suited to small-molecule crystallography for two reasons. The large area of the detector is of less advantage where there are few simultaneous reflections and the detector does not efficiently detect the higherenergy molybdenum radiation ordinarily used in smallmolecule work.
Some of the details of the crystallographic software developed for our data collection system and a short discussion of the quality of the data obtained have already been reported (Xuong, Freer, Hamlin, Nielsen & Vernon, 1978) . The presentation here will concentrate on the structure and basic properties of the multiwire area detector itself and will consist of three major sections: a description of some of the mechanical and electronic details of the present multiwire proportional counter with its delay line readout; the results of the most recent round of characterization studies; and a short discussion about reliability and maintenance.
I1. Description of the detector
As shown in Fig. 1 , the front cathode plane of this detector is a sheet of beryllium 1 mm thick and the back cathode plane is an array of 288 vertical 50/~m stainless-@) 1981 International Union of Crystallography steel wires 1 mm apart. The anode plane between these two cathodes is an array of 144 horizontal 20 pm stainless-steel wires 2.13 mm apart. The spacing between neighboring electrode planes is 4.5 mm so the total active thickness of the 90~ xenon/10~o COz gas mixture used is 9 mm. The 270 x 300 mm useful area of the detector surface is now being electronically partitioned into a 128 by 256 array of cells each 2.13 by 1.17 mm. The partitioning scheme uses two delay lines with 6.9 ns of delay per ram. The two identical delay lines are positioned with respect to the electrode planes as shown in Fig. 2 . Two cable-delay clocks consisting of ECL 'NOR' gates (Motorola MC 1660) and short lengths of coaxial cable are used to generate the 68 and 125 MHz clock waveforms used to partition the delay times of the pulses from the two delay lines. A dualchannel delay-time digitizer incorporating these two clocks has been developed in this laboratory and includes the circuitry needed to reject coincident photon events. The delay lines are clamped againstand hence capacitively coupled to -an array of parallel printed circuit strips each of which is soldered to an electrode wire. The resulting voltage coupling efficiency between the electrode wires and the (Z0 = 1300 f2) delay lines is about 10~. Typical pulses obtained from the delay lines are shown in Fig. 3 along with representations of the X and .Y clock waveforms. The X and Y coordinates (see Fig. 2 ) of a detected X-ray photon are taken to be the number of rising-edge transitions of the corresponding clock waveform which occur between the leading edge of the 'prompt' pulse obtained from the ground foil of the anode delay line and the leading edge of the 'stop' pulses from the respective delay-line windings as depicted in Fig. 3 No attempt is presently being made to interpolate between the anode wires. The (approximately 68 MHz) frequency of the X clock has been adjusted to make its period equal to the time it takes a pulse in the anode delay line to travel the 2.13 mm anode wire spacing. The relative starting time of this clock has been set so that each partition of the detector surface in this (the vertical) direction corresponds to a single anode wire. The total number of partitions for the horizontal direction has been chosen to be 256. This choice was somewhat arbitrary since there is no spatial quantization associated with the wire spacing in this direction. The basic intent, however, is to make the partition size appropriate to the spatial resolution available from the delay-line readout of this wire plane. It is also simple and convenient to have the number of partitions along this direction a power of 2. The 128 x 256 array of partitions of the detector surface is mapped onto a 32 768 word block of 16-bit computer core memory where a two-dimensional histogram of counts (detected X-ray photons) can be accumulated. It has been found useful for visual inspection purposes -especially during crystal alignment -to be able to display the numbers in this histogram as segments of proportional brightness on the scan lines of a television monitor.
For crystallographic work the crystal is mounted on a modified GE goniostat and the detector is mounted on a track so the crystal-to-detector distance, D, can be adjusted in the range 250 to 650 mm as shown in Fig. 4 . This track can be rotated around the vertical co axis so that 0c, the anglc bctwccn thc bcam direction and the perpendicular to the detector surface, can be varied in the range 0 to 90 °. To reduce the attenuation of the diffracted beams due to air scattering, we can place a helium box (shown in the insert in Fig. 4 ) between the crystal and the detector surface.
IlL Detector characterization studies
To be useful in very large molecule crystallographic I I work, an area detector has to detect diffracted radiation efficiently and be able to locate and resolve neighboring reflections. To characterize the present flat detector in terms of the first requirement, we have measured its quantum detection efficiency and its dead-time loss fraction. The second requirement necessitates the measurement of the spatial resolution and the geometric linearity. Some preliminary characterization studies were reported earlier (Cork et al., 1975) , but more thorough studies have recently been made, and the results are presented here.
A. Quantum detection efficiency
The average value of the quantum detection efficiency of the chamber for Cu Ks radiation is estimated to be about 50~. This number is the product ofthe 75~,o transmission factor of the beryllium window (measured using diffracted Cu Ks radiation) and the estimated 759/o absorption of 9 mm of 90?/0 xenon-10~ CO2 gas mixture (based on figures from Arndt & Willis, 1966, p. 106) . To sample the spatial uniformity of this quantum detection efficiency, we mounted a collimated 55Fe source on a computer-controlled X,Y stage and measured the counts per unit time at many different locations across the detector's useful area. average total count. The small fluctuations in this plot can nearly all be explained in terms of the 1~ counting statistics. This scan was done in the middle of the chamber, but we have done scans along both the horizontal and vertical directions in different parts of the chamber and obtained similar results. Careful analysis of the data suggests that the chamber is uniform within +_ 1~ over ~ of its active area and to within +2~ overall. The small observed variations in the spatial uniformity of the quantum detection efficiency may be due to imperfections in the beryllium window, which is not perfectly flat and which may not be as parallel to the anode wire plane as possible. They may also be due in part to local variations in the thickness of the window.
B. Dead-time loss fraction
In the above studies, the counting rate was very low (about 300 count s-~) and there was essentially no counting loss due to dead time. In crystallographic applications, however, the total counting rate ranges from 1 to 50 kHz and dead time at these counting rates significantly affects the total counting efficiency. To measure the dead-time loss fraction as a function of the photon detection rate, we placed the detector 380 mm from a crystallographic sample (an elastase crystal mounted in a flow cell) which was irradiated by a ½ mm diameter beam from a copper-anode X-ray tube mounted on a very stable X-ray generator. The intensity of the beam and hence the intensity of the radiation scattered to the detector by the sample could be adjusted by adjusting the current to the X-ray tube. The number of 'prompt' pulses occurring per second, the 'prompt' rate, was taken to be the rate at which X-ray photons were being detected. The dead-time loss fraction was computed based on the difference between 'prompt' rate and the number of events per second actually transferred to the computer by the chamber electronics. A plot of the observed loss fraction at a set of detected photon rates is given in Fig. 6 . A simple model of the readout electronics produces the following expression for f, the loss fraction.
with T = 1.8 ps, T' = 0.84 ps and R the photon detection rate. This expression contains two first-order Poisson terms describing the probability for a simple two-event coincidence during the two different parts of the dead time of the present electronic readout circuits. If a second photon is detected during the first 1.8 kts of the dead time due to a previous one, there will, in general, be two delay pulses in each delay-line winding and it will be ambiguous which X delay pulse goes with which Y delay pulse. In this case both photon events must be rejected. But, if a second photon is not detected during this first 1.8 ps then the detected photon will be processed successfully (its X-Y location will be successfully computed). There will then be another 840 ns of dead time involved in transferring this X-Y address to the address buffer of the computer memory and resetting the detector readout electronics. If a second photon is detected during this 'transfer' time it will simply be ignored and the photon event whose X-Y address is being transferred will not be lost. Since only one of the two coincident photons is lost during this second part of the dead time, there is no factor of two in front of the second term in the above loss-fraction formulae.
The dashed line in Fig. 6 is a plot of this expression for f versus detected photon rate, R, and it matches the data points reasonably well considering the oversimplifications involved in the dead-time model (e.g. that the value of T is independent of R). The highest photon detection rate actually used so far in protein crystallographic work has been about 28 000 s-1 (with a 0.7 mm elastase crystal mounted in a flow cell) where, according to the plot in Fig. 6 , the dead-time loss fraction is a fairly tolerable 12~o. The 127/o loss fraction at this detection rate lowers the estimated average quantum detection efficiency from 50 to 44~o.
The photon detection rate is fairly constant during protein crystallographic data collection (to within _+ 1000 count s-~) because in a typical case 80~o of the detected photons are incoherent scatter from the crystal, capillary, and air, which has a nearly constant rate, and because the rest of the diffracted radiation is composed of many simultaneous diffracted beams which contribute a fairly constant average flux as the -1 crystal orientation is changed. The _ 1000 count s fluctuations observed in the photon detection rate during crystallographic data collection change the detector's overall quantum efficiency according to the plot in Fig. 6 by only about +_ 0.5~o of its average value for all diffracted beams being measured and so no rate corrections are presently being applied.
C. Spatial resolution and parallax
Good spatial resolution is important in an area detector to be used for large-molecule crystallography to allow separation of neighboring simultaneous reflections.
To sample the detector's spatial resolution (a characteristic here considered to be separate from the size of the electronic partitioning cells actually chosen) a 0.6 mm beam of 5.9 keV X-rays from a 10 mCi (3.7 × 108 Bq) 5SFe source was directed at the detector surface perpendicular to the beryllium front window and centered on a single 2.13 by 1.17 mm electronic partition of the detector surface. Counts were accumulated in the histogram in the core memory for 5 min. The counts accumulated in the region of the histogram corresponding to the location of the 55 Fe test beam are shown in Fig. 7(a) . If one allows for an average background of two counts per cell (partly from cosmic rays), about 90% of the counts are in the 'correct' cell.
About 4% spill into each of the cells to the right and left and about 1% into each of the cells above and below.
An approximate interpretation of this result is given in Fig. 7(b) where the distribution of measured delay times (or equivalently a distribution of measured distances) is shown as approximately Gaussian with a FWHM of 750/~m. Present theories for the gas physics involved (Sauli, 1978) suggest that the spatial resolution limit in this case is about 170/~m FWHM due to the range of the approximately 5 keV Auger electron emitted by the xenon ion as it refills its L shell. Although the spatial resolution observed here for a perpendicular incident beam is modest compared to theoretical limits, it is at least a factor of two better than the spatial resolution reported in 1975. The improvement is due to a simple discriminator circuit devised by one of us and shown in Fig. 8 . This discriminator is based on the constant-fraction concept where the timing information from a voltage (or current) pulse is obtained when the pulse reaches a predetermined fraction of its eventual peak height. This method of extracting timing information provides near immunity to the 30 to 50~o fractional width observed in the local pulse-height spectra. Spatial resolution near the theoretical limit of gas physics is not really needed in the crystallographic application where this detector is used because the diffracted beams from a typical protein crystal are actually quite broad at the greater than 300 mm crystalto-detector distances typically used (Blundell & Johnson, 1976, p. 255, based on Burbank, 1964 ). Fig. 9 shows the count distribution of a bright reflection from a 0.7 mm elastase crystal. The crystal was placed 250 mm from the 0.4 mm focal spot of a copper X-ray tube and the detector was placed 380 mm from the crystal. The detector was oriented so that this particular diffracted beam was perpendicular to the detector surface. The count distribution for this beam is considerably broader than the distribution from the test beam shown in Fig. 7(b) . The sources of this broadening (0.7 mm crystal size, 0.4 mm X-ray source size, 0.15 ° crystal mosaicity) are well understood and the 1.75 mm FWHM of the count distribution in Fig. 9(b) agrees well with the one predicted using the formulae given by Blundell & Johnson (1976) . Since the FWHM of the chamber resolution is already much smaller than the size of the diffracted beam, further improvement of the chamber spatial resolution seems unnecessary. shown in Fig. 9 the full width would be about 3.50 mm. The spatial resolution discussed so far has been for Xray beams perpendicular to the detector surface. But the active gas volume in this flat detector is 9 mm thick, and the spatial resolution is degraded by parallax effects as the direction of the diffracted radiation is tilted away from perpendicular. This parallax effect is peculiar to the detection of X-radiation where the photon deposits its energy as ionization in a very small volume about 100 #m across and not in a continuous trail as a highenergy charged particle does. We have found that for practical purposes the increase in the observed full width of the count distribution is not severe if we limit the entry angle to less than 20% The first aim in solving a protein structure is to be able to build a model and for this purpose one need only get an electron density map with a resolution of 2.5 A. In this case data collection only needs to go out to a maximum 20 angle of 36 °. By placing the chamber at an angle 0c of 18 ° one can get about 50 °/of all the simultaneous diffracted beams and at this setting the maximum angle between a diffracted beam and the perpendicular to the chamber is 18 ° . To measure parallax effects in this range of angles, we recorded the count distribution of the same diffracted beam with the chamber tilted 20 °. As shown in Fig. 10 , the FWHM has increased by 65~ to 2.9 mm, and the observed full width to 5.8 mm. A sum of the counts in a 3 x 5 block of cells representing an area on the detector surface of 6.4 x 5-9 mm would, therefore, contain at least 98~ of the counts from the diffracted beam. The reason that the effects of parallax are not worse is that the absorption of X-rays is exponential and most of the photons are absorbed in the first few mm of the xenon gas in the detector. Of course 2.5 ,& is not the crystallographic resolution limit of our data collection system. To get higher-resolution data one can always place the chamber at a higher Oc angle, and as long as the detector is kept at the same distance from the crystal, the maximum parallax angle is still 18 ° . To collect all the diffraction data simultaneously, one can always use an array of two to six of these detectors positioned to approximate the surface of a sphere centered at the crystal, keeping parallax effects at a minimum.
D. Geometric linearity
While good spatial resolution is required to separate neighboring simultaneous reflections, good geometric linearity is required for straight-forward location of the diffracted beams. The present investigation of the geometric linearity of the partitioning grid was carried out using a stepping-motor-driven X-Y stage controlled by a minicomputer (Digital Scientific Meta 4) which could also read the numbers out of the count histogram in core memory. With the X-Y stage the computer could accurately position a 3 mm diameter collimated beam of 5-9 keV X-rays from an 55Fe foil source anywhere within a 220 by 220 mm area of the detector surface. The collimated beam, directed perpendicularly at the detector surface, was systematically scanned both vertically and horizontally across the surface in hundreds of short, equal (0.508 mm) steps. At each position of the beam along these scans, counts were accumulated in the count histogram for exactly 30 s. The centroid of the resulting count distribution was then computed and recorded and the numbers in the histogram were reset to zero before the beam was moved to the next position to begin a new count accumulation. It should be noted here that during the two vertical scans each 'beam position' was actually a set of five positions equally spaced along a 2.13 mm distance (and exposed for 6 s each) to average over one period of the cyclic, short-range geometric distortion due to the anode wire spatial quantitation. The vertical scans thus consisted of 0.508 mm increments of the center of this set of five beam positions.
During five 220 mm scans across the detector surface (three horizontal and two vertical) the centroid of the count distribution resulting from the test beam was never more than 0.4 address partitions (0.45 mm) in the horizontal direction or 0-25 address partitions (0.53 mm) in the vertical direction from its 'correct' position based on an ideal linear grid. These deviations from perfect geometric linearity are about a factor of four smaller than those reported for the detector in 1975 and the improvement seems again to be due to the replacement of the simple zero-cross discriminator with the constant fraction one (Fig. 8) . The small amount of geometric distortion still observed causes no serious trouble in crystallographic work. The full width of the diffracted beams themselves can be ten times as large as the small position discrepancies observed and so there is no trouble locating the counts from a particular diffracted beam in their predicted place in the count histogram.
Even though the chamber is relatively free of longrange geometric distortion, it still has some short-range geometric distortion which fortunately is not cumulative. To visualize this short-range distortion it is useful to think of the boundaries of the partition cells as making up a two-dimensional grid. The lines in this grid seem to be quite straight in both the horizontal and the vertical directions. But analysis of data from the source scans just mentioned above shows that the distance between the grid lines (i.e. the partition cell dimension or bin width) varies with position on the detector surface.
In the scans in the Y direction, for example, we computed the centroid of the count distribution as expressed in histogram Y coordinates at fixed increments of the collimated source position. Using these computed centroid locations and the precisely constant increments of the actual source, we mapped the vertical lines of the count histogram grid back onto the detector surface. That is, we empirically determined the location of the vertical grid lines at the detector surface. A plot of the grid line spacing as a function of Y and expressed as a fraction of the average value (1.17 mm) is given in Fig.  5(b) . One can see that the partition cell dimension can vary as much as 10~ from the average value. A similar scan in the X direction shows variations up to about 5~. The causes of this short-range geometric distortion in both the X and Y directions have to do with various possible imperfections in the mechanical construction of the wire planes such as wire spacing or the printedcircuit strip spacing on the delay-line coupling board. In addition, the geometric distortion along the Y direction (involving readout of the cathode plane where there is no wire-to-wire spatial quantization) may be partly due to local variations in the velocity of the pulses traveling along the cathode delay line. Pulse velocity variations in the anode delay line would cause much less geometric distortion because of the spatial quantization due to the anode wires. The clock waveforms used to partition the measured pulse delay times are uniform to within a small fraction of 1~o and are not themselves causing these observed spacing variations.
The effect of this short-range geometric distortion is that the apparent area of some partitioning cells is larger than that of others. If the chamber is exposed to a uniform X-ray flux, counts will be accumulated for each partition cell at a rate proportional to the cell's apparent area. These variations in count rate could easily be misinterpreted as local variations in quantum detection efficiency, but we have firmly established that they are not by making the following comparison.
To approximate a uniform flux over the detector surface we placed an uncollimated 10 mCi SSFe source about 600 mm from the detector surface and oriented it to be as nearly perpendicular to the detector surface as possible. Counts from the radiation emitted by this source were accumulated in the count histogram for about two hours and each of the 32 K cells of the 128 by 256 histogram accumulated about 500 counts. To improve the counting statistics of this measurement further we computed the total number of counts in each column of cells of the histogram. In Fig. 5 (c) the column sums (normalized to the average column sum value) are plotted as a function of the Y histogram coordinate. If one discounts the overall 'cosine' effect due to the fact that the flux at the center of the detector surface was actually about 10% higher than the flux at the edges, the variations in the column sums ( Fig. 5c ) match very well the variation in apparent cell dimension discussed earlier (Fig. 5b) . That is, the columns of cells with larger apparent area intercepted proportionally more radiation.
Another effect of the observed variations in the apparent size of the partition cells is, of course, small variations in the apparent size of reflection spots. This causes no crystallographic trouble, however, because one can accurately measure the total count from a reflection as long as the summing block used (three cells by five cells as shown in Fig. 9 ) is large enough to contain all the counts from the reflection. But because the variations in partition-cell dimension fluctuate with a range which is about the same size as a reflection spot, the background count cannot be accurately estimated using the counts from surrounding, cells as is frequently done in film work. We instead sample background in exactly the same cells at a set of crystal rotation-angle steps just before the reflection comes onto the Ewald sphere (Xuong, Freer, Hamlin, Nielsen & Vernon, 1978) .
IV. Reliability and maintenance
Since it was first tested over four years ago, the detector described here has proved to be considerably more reliable than the peripherals of the computer being used. The problems which are encountered have been either rare as in the case of broken anode wires or benign as in the case of dust sticking to the wires. The anode wires are mounted at a tension of about 60?/o of their elastic limit. About once per year one of the anode wires has broken. A skilled technician can replace the broken wire and get the detector back in operating condition in one day and so broken wires have not caused much system down time. On several occasions small particles of dust have stuck to the surface of anode wires. These cause small (approximately 10 mm diameter) areas of low quantum efficiency on the detector surface. These particles have sometimes come off by themselves but otherwise are left in place until the detector is disassembled for some other reason such as fixing a broken wire and are cleaned off then. These dust particles cause no serious problem in crystallographic work, however. The data collection software is merely informed of their location and diffracted beams which strike the affected area are simply not measured. (Symmetry-related diffracted beams are usually measured elsewhere on the detector surface.) Another problem with the detector is that the pulses from some anode wires are observed to be somewhat smaller than average probably due to poor solder connections. These 'weak' wires still detect the diffracted copper radiation well but not the softer fluorescence radiation that makes up some of the background counts. To be safe, we ask the collection software not to measure intensities of reflections situated near these wires. Since there are only one or two 'weak' wires and one or two dust particles at one time in the chamber, the unused portion of the active area of the detector is small.
Routine maintenance of the detector is important but is not time consuming. The current drawn from the high-voltage supply is monitored daily. Slow, steady increases in this current indicate that current is flowing over the surface of electrical insulators such as the fiberglass frames inside the detector and that the likely paths for this current should be cleaned the next time the detector is apart. A sudden large increase in this current, however, is the usual indication of a broken anode wire (shorting across to one of the cathodes).
The other property of the detector which needs to be checked frequently is the size of the output pulses (especially the prompt pulses, whose size is not affected by delay-line dispersion). The xenon/CO2 gas mixture gradually accumulates impurities outgassed from the materials inside the detector. There is a small net flow of gas through the detector due to the pressure regulation scheme used (Cork et al., 1975) but this small flow (about 0.21 d -1) is not enough to remove the impurities as fast as they accumulate. The effect of impurities (such as oxygen and water vapor) which form negative ions is to reduce pulse height. And so each time the pulse heights are checked, the anode voltage is raised (if necessary) to bring the pulses up to a standard size. This compensation scheme can be used for six months or more over an anode voltage range from 2.5 to 2.9 kV. When the anode voltage reaches the upper end of this range, however, there is judged to be too much chance of insulation breakdown or broken wires for a further voltage increase and the detector is pumped out and refilled. This is done about once every six months and takes about half a day.
V. Conclusion
As shown above, the characteristics of our flat multiwire chamber make it adequate for routine use as an area detector for protein crystallography. We have used it to measure millions of reflection intensities from crystals of many different proteins . In each case, the amount of precise data obtained per crystal is increased by an order of magnitude over traditional data collection methods usually allowing complete sets of high-resolution data to be collected from single crystals. Four new protein structures have been solved using these data (Matthews et al., 1977 (Matthews et al., , 1978 Poulos et al., 1978 Poulos et al., , 1980 Jordan, Weber, Salemme, Howard, Hamlin & Xuong, 1979) . Higher-resolution data at different temperatures have also been collected from crystals of other proteins.
Considerable improvement in this type of detector is still possible, especially in the length of the dead time and in the energy resolution. The dead time is mainly due to the 2 #s total delay time of the delay line. A fast printed-circuit delay line has been designed and tested in the laboratory of Victor Perez-Mendez (Lecompte, Perez-Mendez & Stoker, 1978 ). It appears that a similar printed-circuit delay line with a total delay time of about 200 ns can be built for an improved version of the detector now being assembled in this laboratory, and we believe that readout electronics using a time-tovoltage converter and a new, fast analog-to-digital converter now commercially available can be developed. The energy resolution of this proportional counter is potentially 157o FWHM (Arndt & Willis, 1966, p. 108) , but in the present chamber the average pulse size varies by at least a factor of two from one place to another on the detector surface (probably because the beryllium window is not flat and is not set exactly parallel to the other two electrodes). Improvements in the construction of this type of chamber will make the prompt pulse more uniform in its average size and will allow us to use the chamber's inherent energy resolution to help reduce the background count rate.
Position-sensitive area detectors for soft X-radiation will be used more and more in X-ray crystallographic studies of large biological molecules where radiation damage limits the amount of information obtainable from single crystals. The detector reported here is the first X-ray area detector ever used routinely to collect data to solve new protein structures. Improved versions of the present multiwire proportional counter may eventually replace many of the small scintillation counters now used on standard single-crystal diffractometers. Arrays of four or more of these area detectors could efficiently detect almost all of the diffracted radiation from a crystal of a large biological molecule and, compared to standard diffractometer methods, could increase the amount of information obtainable from single crystals by a factor of 100.
We firmly believe that an array of these flat chambers will be cheaper to build and more flexible to use than the spherical drift chamber proposed by Charpack, Hajduk, Jeavons, Stubbs & Khan (1974) . Their more complex chamber requires a geometrically precise spherical drift region which is quite difficult to build and seal against gas contamination and which, because of its fixed radius, limits angular resolution of diffracted beams and hence unit-cell size.
