Abstract-Communication system design for wireless networked control systems (WNCSs) is very challenging since the strict timing and reliability requirements of control systems should be met by the wireless communication systems that introduce non-zero packet error probability and non-zero delay at all times. Particularly, the scheduling algorithms for WNCSs should be designed to provide maximum level of adaptivity accommodating packet losses and changes in network topology while exploiting periodic nature of the sensor node transmissions. Creating such a schedule has been previously studied for an Ultra Wide Band (UWB) based WNCS. In this paper, we extend the joint optimization problem of power control, rate adaptation and scheduling with the objective of providing maximum adaptivity for general WNCSs employing continuous rate transmission model in which Shannon's channel capacity formulation is used for the achievable transmission rate. Upon proving the NP-hardness of the problem, we provide a framework for the design of a heuristic algorithm for scheduling and propose an optimal polynomial time algorithm for the power control and rate adaptation problem following the derivation of the optimality conditions. We demonstrate via extensive simulations that the proposed algorithms outperform the existing algorithms with performance close to optimal solution and average runtime admissible for practical WNCSs.
leading industrial organizations such as International Society of Automation (ISA) [7] , Highway Addressable Remote Transducer (HART) [8] , and Wireless Industrial Networking Alliance (WINA) [9] .
The scheduling algorithms of WNCSs have been studied for event-triggered controllers acting in response to spatially distributed time-triggered sensor nodes. The main challenge in the scheduling algorithm design is the exploitation of the periodic transmission nature of the sensor nodes in meeting the contradicting requirements and capabilities of the control and wireless communication systems: The strict timing and reliability requirements of control systems should be met by the wireless communication systems that introduce non-zero packet error probability and non-zero delay at all times. Previous work however either did not exploit the periodic nature of the sensor node transmissions or adopted the algorithms designed for the scheduling of the periodic controller tasks running on a processor to WNCSs without considering the wireless communication imperfections. Recent communication standards for WNCSs such as WirelessHART [10] , ISA-100.11a [7] and IEEE 802.15.4e [11] adopt a globally synchronized multichannel Time Division Multiple Access (TDMA) with a multihop multi-path routing protocol. Scheduling algorithms based on these standards however are designed mostly to provide low deterministic end-to-end delay and controlled jitter for real-time traffic across a very large mesh network distributed over a large area without considering the periodic nature of the transmissions [12] , [13] . On the other hand, the algorithms designed for the scheduling of periodic controller tasks running on a processor, such as Earliest Deadline First (EDF), Least Laxity First (LLF) and Deadline Monotonic (DM) scheduling algorithms [14] , have been adopted for the scheduling of the direct transmission of the periodic data packets of the sensor nodes to their corresponding controllers for the case where no concurrent transmissions are allowed [15] [16] [17] . However, since they assign time slots to the tasks as soon as they are available, none of these algorithms provide any adaptivity to the packet losses.
In addition to accommodating packet losses, the WNCS schedule should provide adaptivity to the changes in the requirements of the sensors and network topology. The adaptivity of the WNCS schedule can be attained by distributing the packet transmissions of the sensors as uniformly as possible over time as illustrated in Fig. 1 . Fig. 1(a) shows the schedule generated by EDF, which has been shown to be optimal for deadline constrained scheduling under various modeling assumptions [14] , whereas Fig. 1(b) shows an alternative 1536-1276 © 2015 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. • Suppose that the transmission of the data packet of sensor 2 in the first 1 ms failed. The schedule in Fig. 1 (b) includes enough space to allocate the retransmission of sensor 2 whereas the schedule in Fig. 1 (a) does not.
• Suppose that the transmission rate of sensor 3 needs to decrease such that the time slot length is doubled as t 3 = 0.5 ms. The allocation in Fig. 1 (b) is able to accommodate the new change whereas the one in Fig. 1 (a) cannot.
• Suppose that in addition to the periodic data packet generation of the scheduled sensor nodes, an additional packet of 0.3 ms time slot length is generated by an event-triggered sensor node at the beginning of the scheduling frame. Then the time slot of the event-triggered packet can be allocated with a delay of 0.65 ms in the schedule of Fig. 1 (b) compared to 1.4 ms in the schedule of Fig. 1 
(a).
Besides providing maximum adaptivity, the schedule designed for WNCSs should satisfy the requirements of the individual sensors in terms of periodic packet generation, transmission delay, reliability and energy consumption. Satisfying the packet generation period, transmission delay and reliability requirement of the sensors given the reliability of the underlying wireless channel is necessary to maintain a certain control system performance [18] , [19] . Transmission energy requirement on the other hand ensures achieving the desired lifetime of the sensor nodes, which are mostly battery operated or rely on energy harvesting techniques.
The transmission delay and energy consumption of a sensor node are determined by the transmission power and rate of that node, which depend on the transmission power and rate of the sensor nodes that are scheduled to transmit concurrently with that particular sensor node. Therefore, the schedule should be determined together with the transmission power and rate allocation of the sensor nodes in a joint framework. Joint optimization of the transmission power control, rate adaptation, and scheduling has been widely studied for delay constrained energy minimization in general purpose wireless networks. Different algorithms have been proposed for the solution of the optimization problem depending on the delay constraint in terms of either a single deadline to all packets [20] , [21] or individual deadlines for each packet [22] , [23] . However, none of the previously proposed algorithms consider the joint optimization of scheduling, power and rate allocation to satisfy the periodic data generation, transmission delay, reliability and energy consumption requirements of the sensor nodes and the adaptivity requirement of the network.
The goal of this paper is to study the joint optimization of power control, rate adaptation and scheduling for WNCS with the objective of providing maximum adaptivity while considering the constraints of the individual sensors in terms of periodic packet generation, transmission delay, reliability and energy consumption. This problem has been studied earlier for UWB based Intra-Vehicular Wireless Sensor Network (IVWSN), which is a WNCS deployed inside vehicles where the sensor nodes transmit their data to their corresponding electronic control unit to be used in the real-time control of the mechanical parts in several compartments of the vehicle [6] . This paper extends it by generalizing the underlying communication technology and the WNCS application. The original contributions of this paper are listed as follows:
• We generalize the framework of the joint optimization of power control, rate adaptation and scheduling proposed for IVWSNs [6] to WNCSs. We prove the NP-hardness of the optimization problem. Since solving an NP-hard problem optimally requires exponential runtime in the network size and is intractable even for moderate network sizes, in order to find fast and efficient solutions, we provide a framework for the design of a heuristic algorithm for scheduling for the first time in the literature. The proposed scheduling algorithm consists of a node assignment algorithm that assigns the nodes to the subframes in a certain order considering their transmission times and connection to the controllers, and a concurrency allocation algorithm that determines the subsets of the nodes that can transmit concurrently from the node sets with the same packet generation period allocated to the same subframe by the node assignment algorithm by using power control and rate adaptation algorithm. • We formulate a novel power control and rate adaptation problem with the objective of minimizing the time required for the concurrent transmission of a set of sensor nodes while satisfying their transmission delay, reliability and energy consumption requirements for general wireless networks by adopting the Shannon's capacity formulation for the first time in the literature. We show that this is a non-convex optimization problem and then propose a polynomial time algorithm that provides the optimal solution within a predetermined error bound following the derivation of the optimality conditions. • The superior adaptivity and close to optimality of the proposed framework compared to previously proposed algorithms have been demonstrated for different node assignment and concurrency allocation algorithms of complexities under various network scenarios via extensive simulations. The rest of the paper is organized as follows. Section II describes the system model and the assumptions used throughout the paper. In Section III, the objective and the constraints of the joint optimization of power control, rate adaptation and scheduling problem are formulated and the NP-hardness of this problem is proved. Section IV provides the framework for the design of a heuristic algorithm for scheduling. Section V presents the optimization problem for power control and rate adaptation and describes the optimal polynomial time algorithm upon deriving optimality conditions. Simulations and performance evaluation are presented in Section VI. Finally, concluding remarks and future work are given in Section VII.
II. SYSTEM MODEL AND ASSUMPTIONS
The system model and assumptions are detailed as follows: 1) The architecture of a WNCS is illustrated in Fig. 2 .
Sensor nodes attached to the plants sample and transmit their sensed data either periodically or upon a triggering event, depending on whether the sensor node is timetriggered or event-triggered respectively, to the corresponding controller via a wireless channel. Controllers do not have multi-reception capability; i.e., they cannot receive packets from more than one sensor node at a time. Upon reception of the information from a sensor node, controller computes a new control command, which is then forwarded to the actuator. We assume that the actuators receive the controller command successfully. Many practical NCSs have several sensing channels, whereas the controllers are collocated with the actuators because the control command is very critical [24] . 2) We use the terms node and link interchangeably, where link l refers to the connection between sensor node l and its controller. 3) We assume that each sensor node directly communicates with its corresponding controller. The proposed framework can be extended to include the routing in the optimization problem for multi-hop transmission of the packets from the sensor nodes to the controller. To avoid complexity in the first step of the study and focus better on the scheduling, power control and rate adaptation problems, the extension for multi-hop networks is out of scope of this paper and subject to future work. 4) One of the controllers in the WNCS is selected as the central coordinator hence responsible for the scheduling and resource allocation decisions and network synchronization. Such a centralized architecture is frequently envisioned in industrial control applications [7] , [8] . The central coordinator is assumed to have complete topology information. However, the mechanisms that can be employed for topology discovery and synchronization are out of scope of this paper and can be found in [25] in detail. The central coordinator continually monitors the received power and the packet error rate over each link to adjust the scheduling and resource allocation decisions of the sensor nodes. 5) As Medium Access Control (MAC) protocol, we consider TDMA. TDMA is commonly used in industrial control applications [7] , [8] since it yields delay guarantee and less energy consumption for the networks with predetermined topology and data generation characteristics [25] . 6) The time is divided into fixed-length scheduling frames (super frame or beacon interval are also commonly used as an alternative to scheduling frame in wireless standards such as IEEE 802.15.4e [11] [5] and vehicle control [6] . 9) To achieve fixed determinism, which is often preferred in control systems over bounded determinism [26] , the duration of the time slot allocated to a sensor node is fixed over all subframes and the time difference between consecutive time slot allocations is fixed at its packet generation period. 10) The sensor nodes are assumed to operate in active mode when they are scheduled to transmit or receive a packet, sleep mode when they are not scheduled, and transient mode when they switch from sleep mode to active mode and vice versa. The energy consumption in active mode is much larger than that in the sleep and transient modes [27] . Moreover, the energy consumption in the reception of the beacon packets is assumed to be constant hence not subject to optimization. We therefore consider only the energy consumption during the packet transmissions in our optimization framework. The energy requirement e l is defined as the maximum allowed energy consumption to transmit one packet for sensor l. 11) We use continuous power model in which the transmit power can take any value below a maximum level p max . The continuous power model is commonly used in most of the previous work such as [28] , [29] due to the simplification of the optimization problems and high approximation accuracy with the large number of discrete power levels that can be supported by the existing radios. 12) Let g kl denote the channel gain from the transmitter of link k to the receiver of link l. We assume that the channel gain between each pair of transmitter and receiver is constant during the scheduling frame. Extension of this work considering fast fading wireless channels is beyond the scope of this paper and subject to future work. 13) We use continuous rate transmission model [29] , [30] in which Shannon's channel capacity formulation for an Additive White Gaussian Noise (AWGN) wireless channel is used in the calculation of the maximum achievable rate as a function of Signal-to-Interference-plus-Noise Ratio (SINR) as where x l is the transmission rate of link l, p l is the transmission power of link l, W is the channel bandwidth, N 0 is the background noise power.
III. OPTIMIZATION MODEL

A. Objective of the Problem
The objective of the joint power control, rate adaptation and scheduling problem is to provide maximum level of adaptivity, which has been formulated in [6] . In the following, we summarize the quantification of the adaptivity metric for the sake of completeness.
Providing maximum level of adaptivity requires distribution of data transmissions as uniformly as possible over the scheduling frame as illustrated in Fig. 1 . This first necessitates the choice of a time unit over which the transmissions are distributed. We call this time unit subframe. Then, we define total active length of a subframe l, denoted by a l , as the sum of the length of the time slots allocated to subframe l. The subframe length is determined as the minimum packet generation period of all sensor nodes in [6] and denoted by S here. Given that the schedule is repeated with the maximum packet generation period, the frame length is equal to the maximum packet generation period, denoted by F , containing M = F/S subframes. The objective can then be quantified as minimizing the maximum total active length of all the M subframes in a frame. Fig. 3 depicts the scheduling frame structure for a small network scenario. Packet generation period of sensor node 1 is 1 ms whereas the packet generation period of sensor nodes 2, 3, and 4 is 2 ms. The scheduling frame and subframe lengths are equal to maximum packet generation period 2 ms and minimum packet generation period 1 ms respectively and hence the scheduling frame contains 2 subframes. Total active length of subframe 1, a 1 , is equal to the sum of the length of the time slots allocated to sensor nodes 1 and 2; i.e., a 1 = t 1 +t 2 , and total active length of subframe 2, a 2 , is equal to the sum of the length of the time slots allocated to sensor node 1 and concurrent transmission of sensor nodes 3 and 4; i.e., a 2 = t 1 +t 3,4 .
B. Constraints of the Problem
The constraints of the optimization problem correspond to the individual requirements of the sensor nodes in terms of periodic data generation, transmission delay and transmission energy, and concurrent transmission requirement as follows:
1) Periodic data generation and fixed determinism requirements together necessitate that the duration of the time slot allocated to sensor node j be fixed over all subframes and the time difference between consecutive time slot allocations be equal to its packet generation period T j as stated in Section II. Fig. 3 illustrates this requirement for sensor node 1. The duration of the time slot allocated to sensor node 1 is fixed at t 1 and the time difference between its consecutive time slots allocated to subframes 1 and 2 is equal to its packet generation period T 1 . This requirement can also be restated considering the subframe definition as follows: Let s j be the ratio of the packet generation period T j to the subframe length S. The allocation of a fixed length time slot with period T j can be achieved by the allocation of the fixed length time slot every s j subframes then arranging the time slots within each subframe in increasing order of packet generation periods. To keep the time difference between consecutive time slot allocations the same when concurrent transmissions are considered, only the nodes with the same packet generation period are chosen for concurrent transmissions [6] . 2) Transmission delay requirement necessitates that the length of the time slot allocated to sensor node j, which is kept constant over the schedule to maintain fixed determinism, be less than the required transmission delay d j . 3) Transmission energy requirement necessitates that the energy consumed in the transmission of the packet of sensor node j be less than its energy requirement e j . 4) Concurrent transmission requirement necessitates that the transmission power and rate of the sensor nodes assigned for concurrent transmission satisfy Shannon's channel capacity constraint given in Eq. (1) and maximum transmit power condition.
C. NP-Hardness of the Problem
Theorem 1: The joint power control, rate adaptation and scheduling problem with the objective given in Section III-A and constraints given in Section III-B is NP-hard.
Proof: Consider a problem instance where there exists only one controller in the WNCS. Then, only one sensor node can be allocated to a time slot. The length of the corresponding time slot is equal to the transmission time of that particular sensor node, which can be calculated independently of the other nodes since there are no concurrent allocations. Given the transmission time of the sensor nodes, the problem reduces to the scheduling problem where the time slots corresponding to the sensor nodes are allocated to the subframes such that their maximum total active length is minimized while considering the periodicity requirement of these sensor nodes. This specific problem instance is the same as the scheduling problem in Theorem 1 of [6] in which the one electronic control unit case in IVWSNs is investigated, which is proven to be NP-hard by the reduction of the NP-hard Minimum Makespan Scheduling Problem (MSP) on identical machines to the scheduling problem.
IV. SCHEDULING
The joint power control, rate adaptation and scheduling problem as described in detail in Section III is NP-hard. In order to solve this joint problem fast and efficiently, we propose a framework for the design of a heuristic scheduling algorithm. Scheduling algorithm assigns the nodes to the subframes through the node assignment (NA) algorithm and determines the subsets of nodes that concurrently transmit through the concurrency allocation (CA) algorithm.
The NA algorithm may consider the transmission time of each sensor node while satisfying its delay and energy requirement in its assignment to the subframes whereas the CA algorithm uses whether the concurrent transmission of a subset of sensor nodes while satisfying their transmission delay and energy requirements is feasible and their transmission time if feasible. Given the subset of nodes that are assigned to a subframe for concurrent transmission, Power Control and Rate Adaptation (PCRA) Algorithm determines their transmission power and transmission rate with the goal of minimizing their concurrent transmission time to minimize the total active length of the subframes. Since the problem of minimizing the transmission time of a node subset is independent of the other subsets, PCRA algorithm can be used as a black box in both NA and CA algorithms. The detailed formulation and solution of the PCRA algorithm is given in Section V.
The general structure of the scheduling algorithm is depicted in Fig. 4 . Let L sensor nodes in the WNCS have Z distinct packet generation periods such that T 1 < T 2 < . . . < T Z . Let L j denote the set of sensors with packet generation period T j . For each packet generation period T j in the increasing order, the NA algorithm assigns each node i ∈ L j to the subframe with minimum total active length. Let L jk denote the subset of the nodes in L j allocated to the same subframe k ∈ [1, s j ]. Following the assignment of the nodes by NA algorithm, for each subframe k ∈ [1, s j ], the CA algorithm determines the node subsets in L jk that concurrently transmit. The reason for assigning the nodes in the increasing packet generation period and considering only the nodes with the same packet generation period for concurrent transmission is to keep the time difference between consecutive time slot allocations fixed at their packet generation period. The NA algorithm uses PCRA algorithm to determine the transmission time of a sensor node whereas the CA algorithm uses PCRA algorithm to determine the feasibility and if so concurrent transmission time of a subset of nodes. These subsets are then periodically allocated every s j subframes to meet the periodicity requirement. Next, we propose two algorithms of different complexities for NA and CA.
A. Node Assignment (NA) Algorithms
In this section, we propose two NA algorithms that assign the nodes to the subframes considering different priority ordering.
1) Greedy Node Assignment (GNA) Algorithm: GNA algorithm greedily assigns each sensor node i ∈ L j to the subframe k ∈ [1, s j ] with the minimum total active length in random order. The complexity of the GNA algorithm is O(|L j |f (1) + |L j |M ) where f (N ) denotes the complexity of the PCRA algorithm as a function of the number of nodes N on which it is performed: each sensor node i ∈ L j whose time slot length is determined using PCRA algorithm is assigned to the subframe with the minimum total active length among s j ≤ M subframes. The complexity of the PCRA algorithm proposed in Section V is stated in Lemma 2. 2) Sorted Node Assignment (SNA) Algorithm: SNA algorithm assigns each node to the subframe k ∈ [1, s j ] with the minimum total active length giving priority to the nodes with higher transmission times and considering the nodes connected to different controllers separately. For each controller c in the WNCS, each sensor node i ∈ L j transmitting to controller c with maximum transmission time is assigned to the subframe with minimum total active length. The ordering of transmission times used in SNA has O(|L j |log(|L j |)) complexity to be added to the complexity required by GNA which uses random ordering. Hence, the complexity of the SNA algorithm is
B. Concurrency Allocation (CA) Algorithms
In this section, we propose two CA algorithms of different complexities to determine the subset of nodes for concurrent transmission. FTE is described in detail as follows. Each node of the tree corresponds to a subset of nodes and is characterized by a vector p whose j-th element is equal to 1 if sensor node j is included in the set and 0 otherwise. F and TF denote the set of feasible subsets of nodes and their transmission times respectively and are initialized to empty set (Lines 2-3). P + denotes the set of nodes that will be evaluated in the next level of the tree and initially contains only the root node (0, 0, . . . , 0) (Line 4). At each level i of the tree, each node p ∈ P + is branched into two nodes by setting p(i) to 1 and 0 (Lines 5-9). However, since the latter is actually equivalent to p, it is not evaluated in the current level. Then, the feasibility of the subset of nodes generated by setting p(i) to 1 is checked by using PCRA algorithm (Line 10). If it is feasible, it is included in the set P + to be branched in the next level of the tree and in the set F with its transmission time included in the set TF (Lines 11-13 ). The complexity of the FTE phase of the MLA algorithm is O(2
In the worst case all possible subsets of the nodes in L jk are generated and PCRA algorithm is run on each subset.
MPC is described as follows. S and A denote the set of selected subsets from the set F and the set of included sensor nodes in the subsets in S respectively, and are initialized to empty sets (Lines 18-19). Let α f be the price of a subset f equal to the ratio of its time slot length TF(f ) to the number of nodes that are included in that subset but not included in the set A, denoted by |f \ A|; i.e., α f = TF(f ) |f \A| . In each iteration, the subset f in F with minimum α f is included in S with the corresponding additional sensor nodes included in A (Lines 21-23) . This continues until A includes all sensor nodes in L jk (Line 20) . MPC is equivalent to the Greedy Set Cover Algorithm (GSCA) proposed for the Weighted Set Cover Problem (WSCP) [31] . Given a collection P of subsets whose union is a set U ; i.e., U . = ∪ p∈P p, where each subset p ∈ P has a specified non-negative weight w p , GSCA determines a set cover Q ⊆ P whose union is U by repeatedly choosing a set p that minimizes the weight w p divided by the number of elements in p not yet covered by chosen sets. |L jk | feasible subsets of the nodes in L jk in the worst case. Moreover, GSCA is an α-approximation algorithm for WSCP, where α = n i=1 1/n and n is the size of the largest subset in P [31] . Hence, MPC is also an α-approximation algorithm where α = n i=1 1/n and n is the size of the largest subset in F.
The overall complexity of the MLA algorithm is then
2) Maximum Utility Allocation (MUA) Algorithm:
MUA algorithm, illustrated as Algorithm 2, is described as follows. D and S denote the set of sensor nodes considered for concurrent transmissions but not allocated yet and the set of subsets of sensor nodes allocated for concurrent transmissions respectively. D and S are initialized to L jk and ∅ respectively (Lines 1-2). In each iteration of the algorithm, one subset G of the sensor nodes that have not been allocated is determined and included in the set S (Lines 3-18) . First, an arbitrary node that has not been allocated i ∈ D is included in G (Lines 4-7) . Then, the nodes that maximize utility value are included in G one by one unless there exists no sensor node to be allocated in D or no sensor node improves the utility value by its addition to G (Lines 8-16 ). The utility of a set G is defined as the decrease in the transmission time of a set of sensor nodes when they transmit concurrently and formulated as
where t(G) is the minimum time slot length required for the concurrent transmission of the nodes in the set G and determined by the PCRA algorithm. Algorithm terminates when all sensor nodes are allocated to a subset G (Line 3 
C. Heuristic Scheduling Algorithms
Combining each NA algorithm with each CA algorithm, we create four heuristic scheduling algorithms. The GNA-MLA scheduling algorithm is created using GNA algorithm for the NA and MLA algorithm for the CA. Similarly, GNA-MUA, SNA-MLA and SNA-MUA scheduling algorithms are created. Based on the complexities of the corresponding NA and CA algorithms, the worst case complexity of GNA-MLA and SNA-
) whereas the complexity of SNA-MUA and GNA-MUA is O(ZM L 2 f (L)). GNA-MUA and SNA-MUA algorithms resemble the Maximum Utility based Concurrency Allowance (MUCA) scheduling algorithm proposed in [6] with the main improvements listed as follows. Instead of exploiting concurrent transmissions of the sensor nodes after all the sensor nodes transmitting at different packet generation periods are allocated to the subframes, both GNA-MUA and SNA-MUA algorithms exploit concurrent transmissions among the nodes with the same packet generation period just after their allocation to the subframes. Although the NA algorithm of GNA-MUA is the same as that of the MUCA algorithm, the NA algorithm of SNA-MUA considers the nodes connected to different controllers separately and gives priority to the nodes with higher transmission times. The sensor nodes transmitting to the same controller are assigned to different subframes to increase the possibility of finding more node subsets for concurrency allocation. In addition, the nodes with higher transmission times are given higher priority to obtain smaller total active lengths in the subframes to which the sensor nodes are assigned.
V. POWER CONTROL AND RATE ADAPTATION PROBLEM
A. Mathematical Formulation
The power control and rate adaptation problem aims to minimize the time required for the concurrent transmission of a set of sensor nodes while satisfying their requirements in terms of transmission delay and energy consumption.
Given the power allocation of a subset of the links, the maximum achievable transmission rate of a link given by the upper bound in Eq. (1) formulated as a function of the transmission powers of the links in the set is optimal for the following reasons: First, the transmission rate of a link is independent of that of the other links given their power allocation. Moreover, the higher the transmission rate of a link, the smaller its transmission delay, its energy consumption and the time slot length.
The optimal power control and rate adaptation problem is therefore formulated as
where t is the time slot length required for the concurrent transmission of the links in the set S, t l is the transmission time of link l and R l is the length of the packet of node l. This optimization problem is a non-convex problem due to the non-convexity of the energy consumption function, given in (3d), in the transmission power of the nodes hence cannot be solved for global optimum by the algorithms proposed for the convex optimization problems [32] . Next, we first present the optimality conditions on the variables of the problem and then propose an optimal algorithm exploiting these optimality conditions. Lemma 1: Let us assume the transmission time vector t satisfies the delay requirement given by (3c). If and only if there exists a transmit power vector corresponding to t, which is determined by testing Perron-Frobenius conditions [33] , and the resulting component-wise minimum power vector p min satisfies the energy and maximum power constraints given by (3d) and (3e) respectively, t is feasible.
B. Optimality Conditions
Proof: The feasibility of the transmission time vector t first requires the existence of a transmit power vector corresponding to t. Since the transmission time of each link in the set S is predetermined by t, this requires that the SINR constraint of each link l ∈ S as given by
where
is satisfied. The existence of such transmit power vector is determined by testing Perron-Frobenius conditions [33] described as follows: Let B S be |S| × |S| relative channel gain matrix such that the element in the l-th row and k-th column of B S takes value g kl /g ll for l = k and 0 for l = k. Let D S be |S| × |S| diagonal matrix with the l-th diagonal entry equal to β l . Let V S be |S| × 1 normalized noise power vector with the l-th element equal to β l N 0 /g ll . Then, the SNIR requirements given by (4) can be written in matrix form as
Perron-Frobenius conditions state that there exists a power vector p yielding the transmission time vector t if and only if the largest real eigenvalue of D S B S is less than 1. Then the component-wise minimum power vector p min is given as
Furthermore, if p min satisfies the energy and maximum power constraints given by (3d) and (3e) Proof: We prove this theorem by contradiction. First, suppose that there exists a link j with delay requirement less than the time slot length; i.e., d j ≤ t * , and optimal transmission time less than its delay requirement; i.e., t * j < d j . If we decrease the transmit power of link j while keeping the transmit powers of the remaining links in the set S same such that its transmission time t * j becomes equal to d j , the energy consumption constraint of link j is still satisfied since the energy consumption decreases as the transmit power decreases. Moreover, the transmission time of each link l = j decreases due to the decreasing interference created by link l, which decreases the time slot length t * = max i∈S t * i . This is a contradiction. Second, suppose that there exists a link k with delay requirement greater than the time slot length; i.e., d k > t * , and optimal transmission time less than the time slot length; i.e., t * k < t * . If we decrease the transmit power of link k while keeping the transmit powers of the remaining links in the set S same, the transmission time of link k increases whereas the transmission time of each link l = k decreases due to the decreasing interference. Moreover, the energy consumption of all the links in the set S decreases while preserving the feasibility of the solution. Hence, we can decrease the time slot length by decreasing the transmit power of link k. This is a contradiction. 
Then, any feasible power vector satisfying SNIR requirements represented by (6) for SNIR levels {β 2 l , l ∈ S} also satisfies them for SNIR levels {β
satisfies the SNIR requirements for SNIR levels {β
1 cannot be the component-wise minimum power vector satisfying the SNIR requirements for SNIR levels {β 1 l , l ∈ S}. This is a contradiction.
If p 1 is infeasible due to the maximum power constraint, then there exists at least one link k such that p
2 is infeasible due to the maximum power constraint.
If p 1 is infeasible due to the energy constraint, then there exists at least one link j for which the energy consumption is greater than the energy requirement; i.e., t j is less than α since increasing the transmission power by a factor of α increases the transmission rate by a factor less than α due to the logarithm in the transmission rate formulation given by Eq. (1) and increasing interference by the increasing power of the remaining links.
2 is infeasible due to the energy constraint.
C. Optimal Polynomial-Time Algorithm
Algorithm 3 Power Control and Rate Adaptation (PCRA) Algorithm
Input: Links sorted in increasing delay requirements (2)- (4) and Lemma (1), we propose the optimal Power Control and Rate Adaptation (PCRA) Algorithm as follows. Transmission time vector t * is initialized such that t * l = d 1 for each link l ∈ S (Line 1). At each iteration of the algorithm, the feasibility of the transmission time vector t * is determined by first testing the existence of a transmit power vector corresponding to t * using Perron-Frobenius conditions [33] , and then checking whether the resulting component-wise minimum power vector p 
. Proof: PCRA algorithm checks the feasibility of the transmission time vector at most |S| times in Lines (3) (4) (5) (6) (7) (8) (9) . In addition, in order to decrease the ratio iterations since the ratio is reduced at least by a factor of 2 in each iteration by setting either t lw or t up to the middle point of the interval [t lw , t up ] (Lines 13-19) . In each iteration, PCRA checks the feasibility of the transmission time vector by evaluating the Perron-Frobenius conditions of complexity O(|S| 3 ). Hence, the complexity of PCRA is O(|S| 4 + K|S| 3 ). Theorem 5: PCRA determines optimal time slot length within a relative error bound .
Proof: Considering the optimality conditions stated in Theorem 3, in Lines (3-6) of Algorithm 3, PCRA determines the nodes j ∈ S ⊆ S for which the transmission time t j is equal to transmission delay requirement d j ; i.e., t j = d j . The transmission times of the rest of nodes j ∈ S \ S are equal to each other and less than or equal to d i ; i.e., t j ≤ d i . In Lines (10) (11) , the range for the optimal time slot length is determined such that the lower and upper bounds are set to the currently determined maximum infeasible and minimum feasible value of the time slot lengths respectively. If a particular t * value is infeasible, then all t < t * are infeasible and if a particular t * value is feasible, then all t > t * are feasible due to Theorem 4. Based on this finding, algorithm iteratively shrinks the range for the optimal t * in Lines (12) (13) (14) (15) (16) (17) (18) (19) (20) until the selected t * falls into the desired neighborhood of the optimal value, which is specified by the relative error bound value .
VI. SIMULATIONS AND PERFORMANCE EVALUATION
The goal of this section is to evaluate the performance of the proposed power control and scheduling algorithms compared to the optimal and previously proposed scheduling algorithms in terms of maximum total active length; maximum aperiodic packet delay, which is defined as the worst-case delay that an aperiodic packet experiences from the packet generation until the transmission in the unallocated part of the schedule; and average runtime. Simulation results are obtained based on 100 independent random network topologies, where the sensor nodes and the controllers are uniformly distributed within a square area such that the side of the square is adjusted for network density 5 nodes/m 2 unless otherwise stated, in MATLAB. We assume that the sensor nodes communicate to the nearest controller. The packet generation periods and packet lengths of the sensor nodes are uniformly chosen from the set {1, 2, 4, 8} ms and the interval [50,100] bits, respectively.
The attenuations of the links are determined considering both large and small scale statistics. The attenuation of the links considering the large scale statistics is modeled as
where d is the distance between the sensor node and the controller, P L(d) is the path loss at distance d in decibels, P L(d 0 ) is the path loss at reference distance d 0 = 1 m, α is the path loss exponent [27] and Z is a Gaussian random variable with zero mean and standard deviation σ z [34] . The small-scale fading has been modeled by using Rayleigh fading with scale parameter Ω set to the mean power level determined by using (8) [34] , [35] . The simulation parameters are listed in Table I .
A. Maximum Total Active Length Performance
Fig . 5 shows the maximum total active length of the subframes of different scheduling algorithms including EDF, LLF, MUCA [6] , OPT denoting the optimal solution, the proposed scheduling algorithms GNA-MLA, GNA-MUA, SNA-MLA and SNA-MUA for different number of nodes transmitting to one controller. OPT is obtained by enumerating all feasible solutions of the optimization problem given in Section III and determining the one with the minimum value of its objective function defined as maximum total active length of the subframes in a frame. This one controller scenario is analyzed separately since EDF and LLF scheduling algorithms do not support concurrent transmissions so can only be included for comparison in the simulation of the transmission to one controller. Since the concurrency allocation mechanisms of the proposed algorithms are not used due to the existence of only one controller with no multi-reception capability, the proposed algorithms are different only in the node assignment mechanism. The performances of the proposed algorithms and the MUCA algorithm are very similar to each other for one controller case and all outperform the EDF and LLF scheduling algorithms that assign the nodes to the nearest available time slots based on their priorities without considering any adaptivity metric. The proposed algorithms also perform very close to the optimal solution with an approximation ratio below 1.13 for the networks containing up to 100 nodes, where the approximation ratio is defined as the ratio of the maximum total active length of the scheduling algorithm to that of the optimal solution. Fig. 6 shows the approximation ratio of the proposed scheduling algorithms and the MUCA algorithm for different number of nodes and number of controllers. Note that the number used next to the algorithm name in the legend denotes the number of controllers. As opposed to the one controller case in which the concurrency allocation algorithm cannot be used, the proposed algorithms have superior performance compared to the MUCA algorithm. The proposed scheduling algorithms employing the MLA concurrency allocation outperform the ones using MUA algorithm. Considering the node assignment algorithms, the proposed algorithms using SNA perform slightly better than those adopting GNA algorithm. Moreover, changing the concurrency allocation algorithm from MUA to MLA creates a higher performance increase than changing the node assignment algorithm from GNA to SNA. For example, GNA-MLA outperforms SNA-MUA which performs better than GNA-MUA. For all the proposed algorithms, as the number of controllers increases, the approximation ratio performance degrades only slightly. As the number of controllers increases, the maximum number of sensors that can be allocated in a particular time slot increases since sensor nodes transmitting to the same controller cannot be allocated concurrently. However, the harmful mutual interference among the nodes limits the number of sensors that should actually concurrently transmit. Fig. 7 shows the approximation ratio of the scheduling algorithms for different path-loss exponent values and different number of controllers in a network of 100 nodes. Similar to Fig. 6 , the proposed scheduling algorithms outperform the MUCA algorithm and the performance of the proposed scheduling algorithms employing MLA and SNA are better than those using MUA and GNA respectively. Increasing the number of controllers in the network does not affect the approximation ratio of the algorithms considerably. Moreover, the approximation ratios of the algorithms are robust to the increasing path loss exponent value with slight increase in the approximation ratio as the path loss exponent increases due to the increase in the variance of link attenuations. Fig. 8 shows the approximation ratio of the scheduling algorithms for different network densities and different number of controllers in a network of 100 nodes. The figure validates the superiority of the proposed algorithms over the MUCA algorithm and the performance order among the proposed algorithms illustrated by the foregoing results. Furthermore, the figure reveals that the scheduling algorithms presented perform worst at a critical network density value around 3 nodes/m 2 and the performance improves as the network density increases and decreases from this point. At low and high network densities, the performance of all the algorithms get closer to each other and the optimal solution due to the diminishing effect of the concurrency allocation mechanisms in the performance of the algorithms: At low network density, all the nodes in the network tend to transmit concurrently since the interference among the links is negligible. At high density networks on the other hand, since the nodes are located very close to each other, most of them generate excessive interference to each other. Therefore, the number of sets of nodes that are distributed sufficiently far from each other so decrease their total transmission time by concurrent transmission is limited. The decrease in the number of such sets reduces the performance gap between the optimal solution and the proposed algorithms. At the extreme high density case, all the nodes are located very close to each other without any gain from concurrent transmission eliminating the advantage of any concurrency allocation algorithm. Fig. 9 shows the adaptivity performance of the scheduling algorithms for different number of nodes transmitting to one controller in terms of the maximum aperiodic packet delay. Since the simulation is performed for one controller case, the concurrent transmission of the sensor nodes in the network is not possible. Hence, similar to Fig. 5 , the performance of the proposed scheduling algorithms and MUCA algorithm are very close to each other. They also all outperform EDF and LLF scheduling algorithms. EDF and LLF scheduling algorithms allocate the data packets of the sensor nodes as soon as they become available. Since the total active length of some of the subframes may be very large, no space exists for the allocation of additional packets. As a result, as the number of nodes increases, the allocation of an aperiodic packet can be postponed for multiple subframes until a large enough unallocated part of the schedule becomes available. On the other hand, the proposed algorithms and MUCA algorithm employ node assignment mechanisms in which the sensor nodes are allocated over the subframes in the scheduling frame as uniformly as possible. This mechanism leaves enough unallocated part in each subframe in the schedule for the allocation of aperiodic packets or packet retransmissions. Therefore, the proposed algorithms can allocate aperiodic packets mostly within the subframe in which they are generated. Fig. 10 shows the average runtime of the scheduling algorithms for different number of nodes and different number of controllers. The average runtime of the MUCA algorithm and the proposed algorithms employing MUA concurrency allocation algorithm, namely SNA-MUA and GNA-MUA, increases almost linearly as the number of nodes increases without considerable runtime increase as the number of controllers increases. These algorithms require much less runtime than the proposed algorithms using MLA concurrency allocation algorithm, namely SNA-MLA and GNA-MLA, due to the exponential-time enumeration mechanism used in the MLA algorithm to determine the concurrent transmissions. However, the average runtime required by the SNA-MLA and GNA-MLA algorithms is still much lower than that of the optimal solution, especially for large number of controllers and large number of nodes in the network. Besides, as the number of controllers increases, the exponent of the runtime increases in both MLA based scheduling algorithms and optimal solution.
B. Maximum Aperiodic Packet Delay Performance
C. Average Runtime Performance
VII. CONCLUSION AND DISCUSSION
In this paper, we study the optimal power control, rate adaptation and scheduling with the goal of providing maximum level of adaptivity while meeting the packet generation period, transmission delay, reliability and energy requirements of the sensor nodes for WNCSs. We have extended our work on the optimal power control, rate adaptation and scheduling for UWB-based IVWSNs [6] to general WNCSs for continuous rate transmission model in which Shannon's capacity formulation is used for the achievable transmission rate. We prove that this optimization problem is NP-hard and provide a framework for the design of a heuristic algorithm for scheduling. This framework consists of a node assignment algorithm that assigns the nodes to the subframes in a certain order, and a concurrency allocation algorithm that determines the subsets of the nodes that can transmit concurrently from the node sets with the same packet generation period allocated to the same subframe by the node assignment algorithm. Both node assignment and concurrency allocation algorithms use the optimal polynomial time algorithm proposed as a solution to a novel power control and rate adaptation problem, which is formulated with the objective of minimizing the time required for the concurrent transmission of a set of sensor nodes while satisfying their individual requirements. Extensive simulations for different network scenarios evaluating different performance metrics illustrate that the proposed scheduling algorithms outperform the scheduling algorithm we have proposed for IVWSNs with performance close to optimal solution and average runtime admissible for practical WNCSs. Moreover, the use of the algorithms of different complexities for node assignment and concurrency allocation allows the trade-off between performance and runtime. In the future, we are planning to extend the proposed framework for multi-hop networks and fast fading channels to provide realistic solutions for a wider range of WNCS applications.
