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Abstract 
Wright et al. (2018, hereafter W2018) respond to some of the irregularities and criticisms of the 
NEOWISE results raised by Myhrvold (2018a, 2018b). Contradicting earlier statements by the 
group, the response now acknowledges the validity of some of the most serious issues identified by 
Myhrvold. Among these is the false presentation of diameters that had been copied from previously 
published analyses of radar, occultation, and spacecraft observations as diameters obtained by 
thermal modeling. While W2018 confirms that this misrepresentation occurred for 117 asteroids, it 
fails to provide the actual modeled diameters or to identify the asteroids for which copied 
diameters were substituted.  W2018 confirms an error in the NEOWISE analysis that contributed to 
the issue, first identified by Myhrvold (2018b, hereafter M2018b), that many fit curves published by 
NEOWISE do not pass near the data points they claimed to fit. W2018 now documents a software 
bug that was found and corrected in 2011 but that the team failed to disclose until now. This bug 
apparently corrupted the vast majority of NEOWISE results, which have yet to be corrected. Results 
affected by the bug were knowingly included, without comment, in a compilation of NEOWISE 
results archived in 2016 to the Planetary Data System (PDS). Although W2018 argues that the bug 
had only rare and small impacts on results, W2018 elsewhere provides examples that contradict 
this claim, thus rebutting their own false claim.  
Other arguments offered in W2018 to rebut claims of M2018b are shown here to be invalid and 
to rely on fundamental misconceptions, such as that the NEATM predicts visible absolute 
magnitude 𝐻. We learn from W2018 that 𝐻 values used by NEOWISE were not taken from the 
literature, as previously claimed, but were in fact derived by fitting data. The combination of 
acknowledged errors, misrepresentations, and misconceptions presented in W2018 further 
undermines confidence in the NEOWISE project and demonstrates the urgent need for an 
independent effort to produce a full and correct error analysis of the NEOWISE results that have 
been published in the literature and the PDS to date. 
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1. Introduction 
In a recent preprint (W2018), the NEOWISE team responds to some of the criticisms made by 
two recent papers of mine that examined different aspects of asteroid thermal modeling (Myhrvold 
2018a and M2018b). W2018 raises additional issues that warrant a reply. 
Myhrvold (2018a) presented an analysis of thermal modeling in the case when observations are 
made in bands containing a substantial amount of reflected sunlight. In such cases, Kirchhoff’s law 
of thermal radiation governs the relation of emission to reflection. Many prior thermal-modeling 
studies employed observations in long-wavelength infrared that are negligibly affected by reflected 
sunlight and can thus ignore Kirchhoff’s law of thermal radiation. In contrast, the WISE/NEOWISE 
mission (Wright et al., 2010) uses observations from the WISE spacecraft that include two bands 
including substantial reflected sunlight. Yet the NEOWISE modeling approach explicitly violated 
Kirchhoff’s law (Myhrvold 2018a).  
The primary focus of Myhrvold (2018a) was to examine the importance of Kirchhoff’s law for 
asteroid thermal modeling and to derive a version of the NEATM that would satisfy the law. In 
addition, the paper examined the modeling approaches performed by NEOWISE and reported 
results from Monte Carlo simulations that assessed the potential impact of the violation of the law 
on the accuracy of physical parameters estimated from the model in certain cases. W2018 does not 
dispute that NEOWISE violates Kirchhoff’s law. Moreover, W2018 describes its Equation (4) as 
“designed to satisfy Kirchhoff’s law.” The importance of Kirchhoff’s law in thermal modeling 
therefore is not in dispute. 
M2018b empirically analyzed the NEOWISE results across multiple papers (Grav et al., 2011a, 
2011b, 2012, Mainzer et al., 2011c, 2011a, 2011b, 2014, 2016, Masiero et al., 2011, 2012, 2014). 
Together, these results include estimates of physical characteristics for more than 130,000 
asteroids. The empirical analysis in M2018b focused primarily on results from the fully cryogenic 
portion of the mission. This analysis identified numerous inconsistencies and technical problems 
across the NEOWISE papers that raise serious concerns about the reliability of those results.  
Vigorous debate is an important aspect of science, and the response of the NEOWISE team to 
the issues I identified is particularly welcome in this case, for two reasons. First, the NEOWISE 
results hold enormous potential scientific value. As a work vastly larger in scope than prior studies, 
this data set represents the largest collection of estimated physical parameters of asteroids 
(particularly diameter) yet produced. These parameters contribute in critical ways to our 
understanding of the solar system and its formation, as well as to practical issues such as planning 
planetary defense against asteroid impacts.  
Secondly, the NEOWISE observational data offer an invaluable data set for applying and 
comparing different modeling techniques. To be useful for this purpose, it is crucial that 
researchers throughout the community fully understand how the data were collected and 
processed. To date, many critical details necessary to fully utilize the data have not been provided. 
The response by Wright et al. now sheds light on some of those details, although further elucidation 
of others is needed. 
W2018 now confirms several of the most serious flaws with NEOWISE that were identified by 
M2018b. Among these is the fact that the group copied the diameters estimated for 117 asteroids 
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from prior radar, occultation and spacecraft (ROS) studies without warning into tables of NEOWISE 
thermal-modeling results. Wright et al. also confirm that examples presented in M2018b of 
published NEOWISE model fits that do not actually fit the data were in fact erroneous due to a bug 
in the NEOWISE analysis software. They report that the bug was found and fixed in 2011. That 
error should have been communicated as an erratum added to the affected papers and by a note 
included in subsequent data releases, including in the Planetary Database System (PDS). 
The group acknowledges that, in a serious omission, it never reported the bug publicly. Nor did 
the authors update those results they knew to be in error — not even when those flawed results 
were included in the 2016 compilation of NEOWISE results in the PDS archive, five years after the 
discovery of the bug. 
M2018b showed that the PDS archive contained numerous irregularities among NEOWISE 
entries. These included the deletion or addition of thousands of asteroids, the modification of 
thousands of results, and false attribution of modified results to earlier NEOWISE papers. Although 
Wright et al. now appear to acknowledge those irregularities, they minimize their importance by 
offering essentially non-technical arguments to claim that each issue is minor or excusable. For 
example, the false attribution of modified results in the PDS to original papers — usually 
considered a violation of scientific integrity when done repeatedly, as it was here — is described in 
W2018 as “some minor issues with consistency between tables due to clerical errors in the 
WISE/NEOWISE team’s various papers and data release in the Planetary Data System .”  
Nevertheless, these admissions represent real progress in the ongoing controversy about 
NEOWISE because, in these cases at least, they end the debate over whether these things happened. 
Discussions about the severity and consequences should continue. 
In another set of issues raised by M2018b, Wright et al. stridently object to the analysis and 
offer technical arguments in W2018 to support their position. However, as detailed below, none of 
the counterarguments offered in W2018 refute or effectively rebut the findings of M2018b.  
The group confirms, for example, that the NEOWISE results violate the relationship between 
absolute magnitude 𝐻 and 𝐷 and visible-band albedo 𝑝v. As justification for that violation, an 
example is given that relies on a fundamental misconception that the NEATM can predict the value 
of absolute magnitude 𝐻. That is of course incorrect. Neither the NEATM nor any other thermal 
model based on IR observations aims to predict the visible-mode flux; instead such models predict 
asteroid diameter (Delbo et al., 2015; Delbó et al., 2007; Harris, 2005, 1998; Harris and Drube, 
2016; Harris and Lagerros, 2002; Kim et al., 2003; Rozitis and Green, 2011; Trilling et al., 2008). 
Equally troubling are the many issues identified in M2018b that W2018 addresses incompletely 
or fails to address at all. Perhaps the most important among these is the fact that the NEOWISE 
modeling methods are irreproducible as currently described due to undisclosed aspects of their 
analysis. No outside researcher has yet succeeded (despite several attempts) in obtaining results 
that match those published by the NEOWISE group by applying the NEOWISE thermal models to the 
publicly available observational data. Although M2018b was the first peer-reviewed paper to 
directly remark on this issue of irreproducibility, it had been common knowledge in the thermal-
modeling community for years prior. As one anonymous reviewer put it, the NEOWISE methods are 
“understood by nobody” in the community. Inadequate documentation of the NEOWISE methods 
has posed a substantial barrier to groups that would otherwise use the NEOWISE observational 
data for other purposes. 
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W2018 does report, for the first time, a linear correction to the W3 band that previous 
NEOWISE papers falsely referenced. The publication of this important piece of previously missing 
information should be applauded, as it is one cause of the irreproducibility mentioned above. 
Unfortunately, W2018 neglects to explain why the linear correction is warranted and how it was 
derived. Other examples of crucial information still missing are detailed descriptions of fitting 
methods and descriptions of which NEOWISE observations were to produce each NEOWISE result. 
The NEOWISE calculations will remain irreproducible until all such gaps in documentation are 
filled. 
In another example of incomplete correction, W2018 admits to copying diameter estimates for 
117 asteroids from prior ROS sources rather than modeling them, yet it fails to identify those 
asteroids. M2018b lists 105 such objects for which this was apparently done, but W2018 neither 
confirms the accuracy of that list nor names the additional 12 asteroids handled in this misleading 
way. Moreover, for the community to understanding the accuracy of the ~130,000 NEOWISE 
results created using the 2011 NEOWISE code, it is crucial to know the actual modeled diameter 
values obtained from that same code for those 117 asteroids. W2018 fails to provide those values, 
even though this code is clearly still available because W2018 reports using it to model asteroids 
25916 and 90367 (see their Figures 4 and 5) and to perform thermal model fits on ~1700 asteroids 
for their Figure 6.   Of the 105 asteroids with copied diameters found in M2018b, at least 87 of them 
are in the subset for Figure 6.  Why does W2018 not disclose them? 
W2018 does discuss data from three other sources: the NEOWISE reactivation mission, a 
comparison to ROS objects published since 2011, and a comparison to IRAS objects with newly run 
2018 NEOWISE thermal model fits. But these efforts merely beg the obvious question: for these 117 
objects, how do diameters computed by the 2011 model code compare to the observed ROS 
diameters? 
M2018b revealed that many thousands of published NEOWISE model fits do not fit the data as 
claimed — instead the modeled curves run far from the data, with a substantial fraction of fit curves 
missing entire bands of data. Wright et al. do concede that, for two particular asteroids with this 
property identified in M2018b, their published curves were erroneous, affected by a software bug 
that they fixed in 2011 but kept secret, without publishing corrected data. But W2018 fails to report 
whether that same bug was responsible for the thousands of other such cases tallied in M2018b. If 
the bug was not the cause, then what other problems were responsible for the very poor quality of 
those fits? W2018 makes no attempt to refute the statistics in M2018b showing a disturbingly high 
frequency of such misfit curves. 
Instead of providing an open and transparent response to the substantive critiques of the 
NEOWISE results and analysis raised in M2018B, W2018 offers a few corrections and elucidations 
— which are welcome — but also fallacious arguments and silence on many unresolved issues of 
great importance to the research community. The response is helpful in some ways. But in other 
regards it only deepens concerns about the data integrity, methodology, and quality of analysis in 
the NEOWISE work published to date. Though the authors attempt to frame the W2018 preprint as 
a refutation of M2018b, their response in fact highlights the salience of that critique and the need to 
resolve the many unanswered questions regarding NEOWISE. 
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2. Calibration, error analysis, and copying of ROS diameters 
W2018 attempts to support the claim, often repeated by the NEOWISE group in its papers and 
conference reports, that its diameter estimates are accurate to “±10%” with varying and often 
inconsistent qualifiers (see section 10 below). The authors rely heavily on arguments that depend 
on calibrations studies published in 2011. However, as I show in this section and the next, those 
studies were flawed and misinterpreted in ways that call into question the claim of ±10% accuracy. 
The arguments in W2018 misrepresent the aims of those studies and the valid conclusions one can 
draw from them. 
In July 2011, the NEOWISE group published two papers in the Astrophysical Journal (ApJ) that 
are central to several of the issues covered in M2018b and W2018. The first paper was “Thermal 
Model Calibration for Minor Planets Observed with Wide-Field Infrared Survey Explorer/NEOWISE,” 
(Mainzer et al. 2011a, hereafter ApJ 736). The second was “Thermal Model Calibration for Minor 
Planets observed with WISE/NEOWISE: Comparison with Infrared Astronomical Satellite” (Mainzer 
et al. 2011b, hereafter ApJ 737). 
As detailed in M2018b, ApJ 736 mentions 117 objects that had diameter estimates obtained 
from radar, occultations, or spacecraft visits (“ROS diameters”). That paper studied 50 of those 
objects in detail. W2018 states that “the point of the analysis in Mainzer et al. (2011a) was to verify 
the then-newly derived zero points and color corrections for the four WISE bands.” The authors go 
on to explain that: 
Asteroids have red spectral energy distributions (SEDs), and the WISE band passes are broad. Mainzer et al. 
(2011a) sought to verify that the zero points and color corrections derived for the WISE band passes from 
calibrator stars (which are blue) and Active Galactic Nuclei (which tend to be red but can be variable) were 
appropriate for objects with very red SEDs such as asteroids. To that end, the differences between model and 
observed magnitudes were plotted vs. the asteroid calibrator objects’ sub-solar temperatures when their 
diameters were held fixed to previously published values in order to verify that the newly derived color 
corrections worked properly for these asteroids, which are much cooler than stars. 
Although the title of ApJ 736 claims “thermal model calibration,” the notion of “calibrating” the 
NEATM is misleading. This model has no overall calibration parameters that can be set. Instead, the 
NEATM makes use of the 𝜂 parameter, which is found for each model (Harris, 1998). Since there are 
no calibration parameters in the model, the only area where calibration is possible are photometric 
— the zero points for WISE magnitude — but the methodology of ApJ 736 does not describe 
photometric calibration. True photometric calibration for WISE is found elsewhere, in a study 
(Jarrett et al. 2011) that did the detailed work on which Wright et al. (2010) relied. The process of 
photometric calibration involves a very different approach that uses calibration objects located at 
the ecliptic poles, where WISE observes the source once per orbit. The use of thousands of  
observations of these objects allows one to develop sufficient statistical power to do a reasonable 
calibration, and to check for drift over time. 
In contrast, ApJ 736 computes a model flux from 50 objects (48 asteroids and two moons) and 
then compares that to the observed flux, typically for only one observation per object (see Table 2 of 
ApJ 736). If the goal were to calibrate the zero points and color corrections, then the proper 
procedure would be to vary those zero points and/or color corrections and to then determine 
whether values from Wright et al. (2010) are optimal. Instead, the authors of ApJ 736 concluded 
that “Nevertheless, most of the predicted magnitudes are in good agreement with the observed 
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magnitudes, indicating that the procedure given in Wright et al. (2010) for color correction is 
adequate.” This is a very rough consistency check that is not appropriate to describe as a true 
“calibration.” 
Moreover, the choice of asteroids with ROS diameters — typically large objects that tend to 
saturate the sensor, particularly in the W3 band — seems highly problematic for photometric 
calibration. Of the 48 asteroids used in ApJ 736, the WISE observations show that only six are free 
from saturation. Conclusions about the zero point “calibration” drawn from analysis of objects with 
saturated observations are of questionable validity for the vast majority of NEOWISE asteroids, 
which are not saturated. 
Its title notwithstanding, the ApJ 736 paper is treated by subsequent NEOWISE studies as an 
accuracy analysis that applies to all NEOWISE thermal modeling. Its Table 1 listed results for the 50 
objects under the title “Spherical NEATM Models were Created for 50 Objects Ranging from NEOs to 
Irregular Satellites in Order to Characterize the Accuracy of Diameter and Albedo Errors Derived 
from NEOWISE Data.” As explained in M2018b, the procedure used in ApJ 736 is not at all suitable 
for being either an accuracy or error analysis. Indeed, that procedure is backwards from the 
modeling approach described in the results papers: ApJ 736 fixed the diameter to a ROS value and 
then calculated fluxes, rather than vice versa. Having estimated the flux differences (Table 2 of ApJ 
736), the authors then claimed that: 
Since diameter is proportional to the square root of the thermal flux (Equation (1)), the minimum systematic 
diameter error due to uncertainties in the color correction is proportional to one-half the error in flux. These 
magnitude errors result in a minimum systematic error of ∼5%–10% for diameters derived from WISE data; 
they are of similar magnitude to the diameter uncertainties of most of the underlying radar and spacecraft 
measurements, which are ∼10% (references are given in Table 1). 
W2018 repeats this assumption that “Since an asteroid’s flux goes as the square of its diameter, 
the minimum diameter uncertainty must scale as one-half of the flux uncertainty.” However, as 
explained at length in M2018b, this assumption is invalid. The flux in a single band is indeed 
proportional to the square of the diameter (assuming everything else is held constant.) However, 
NEATM modeling employs multiple bands, and unless the magnitude in each band varies by exactly 
the same amount, changes in total flux do not have that simple relationship to diameter. In fact, the 
relative amounts of flux in each band help determine the shape of the NEATM SED, and thus the 
sub-solar temperature. One thus must perform the NEATM nonlinear least-squares model fit to 
assess the impact (Myhrvold 2018a, 2018b). W2018 repeats this elementary error made in ApJ 736 
and does not refute the detailed explanation of it in M2018b. 
Note that because the observed and modeled fluxes given in Table 2 of ApJ 736 have different 
means and standard deviations, there are strong empirical reasons to believe that the fluxes do not 
vary in exactly the same way in all bands, so diameter estimates for these 50 objects could not 
simply be half of the corresponding flux uncertainty. Absent thermal modeling, one could not 
actually determine whether the zero-point fluxes in Wright et al. 2010 were consistent or not.  
Thus the ApJ 736 paper is neither a valid photometric calibration paper nor a valid error and 
accuracy analysis for NEOWISE, despite being widely referenced as such (see section 10). However 
it figures here in large part because of how these asteroids were treated in the NEOWISE main 
result papers, notably by Masiero et al. (2011), which presented results for main-belt asteroids, and 
by Mainzer et al. (2011c), which presented results for near-Earth asteroids.  
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M2018b found that those papers gave more than 100 asteroids a diameter that matched a prior 
ROS source exactly to within the precision quoted (1 m). The only way to assess the accuracy of the 
NEOWISE model estimates is to compare them to independent estimates — i.e., to compare the ROS 
diameters with the modeled diameters. Having copied the diameters, Masiero et al. and Mainzer et 
al. left us with no way to assess the accuracy that NEOWISE modeling provided for any of the 
asteroids with results in those studies. Because these two papers published more than 90% of all 
NEOWISE results, such a serious irregularity threatens the utility of the entire project.  
The approach used in the ApJ 737 study actually reinforces this assessment. ApJ 737 compared 
ROS diameters to diameter estimates obtained by thermal modeling from IRAS (Tedesco et al., 
2002) and by Ryan and Woodward (2010). On the basis of that comparison, ApJ 737 was sharply 
critical of those earlier studies.  
W2018 excuses the absence of a comparison to ROS diameters in ApJ 736 by arguing that: 
Since the point of the analysis in Mainzer et al. (2011a) was to verify the then-newly derived zero points and 
color corrections for the four WISE bands, a plot of the previously measured diameters of the calibration objects 
vs. the diameters derived for the objects using WISE data was not shown for that set of observations.  
But that does not explain why the ApJ 737 paper, published in the same week as ApJ 736, failed to do 
so, nor why W2018 does not present the model-derived diameters now. W2018 is silent on why ApJ 
737 did not compare ROS diameters to NEOWISE estimates, given that it did compare ROS 
diameters to the estimates from IRAS and Ryan and Woodward.  
W2018 attempts to explain the inclusion of copied ROS diameters in the results papers: 
We note that in the process of compiling the results for Table 1 of Masiero et al. (2011) and Table 1 of Mainzer et 
al. (2011b), the full list of calibrator objects was incorporated in an effort to be consistent with Mainzer et al. 
(2011a). However, late in the referee process for Mainzer et al. (2011a), the referee requested that objects with 
maximum lightcurve amplitudes larger than 0.3 mag be dropped from that paper, as these are more likely to be 
highly elongated and thus poor choices for calibrators. Neither Table 1 in Mainzer et al. (2011b) nor Masiero et 
al. (2011) was updated to reflect this reduced calibration set due to an oversight when the calibrator object table 
was reproduced in these two papers, affecting 0.7% of objects (3 objects) in Mainzer et al. (2011b) and <0.1% of 
objects (68 objects) in Masiero et al. (2011) 
(Mainzer et al. 2011b in the passage above is the near-Earth asteroid results paper referenced here 
as Mainzer et al. 2011c.) 
The explanation offered by Wright et al. fails to address the issue at all. W2018 claims that the 
decision to publish copied ROS diameters instead of modeled diameters was taken “to be consistent 
with” Mainzer et al. 2011a (i.e., ApJ 736). However, the goal of consistency would be best served by 
applying the NEOWISE model to estimate diameters for these asteroids in the same manner as done 
for all other asteroids. One could then compare the ROS diameters to the diameters estimated by 
NEOWISE, just as the ApJ 737 paper did for estimates from IRAS and Ryan and Woodward. Indeed, 
treating 117 asteroids differently from all the others is fundamentally incompatible with 
consistency.  
In any case, such inconsistent treatment of objects demands clear labelling and justification. Yet 
the text and captions in the papers that presented the copied diameters (Masiero et al. 2011 and 
Mainzer et al. 2011c) gave readers no hint that copied ROS diameters were mixed among the 
modeled diameters.  
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Regardless of whether one accepts that the asteroids examined in ApJ 736 were true 
“calibrators” or, as argued here, provided only a weak consistency check, copying ROS diameters is 
unjustified. Either way, there is no “consistency” that would be improved by coping ROS diameters 
and hiding them in a table labeled as modeled results, and conversely nothing  inconsistent about 
supplying the actual modeled diameters. 
The only sense in which secretly using copied ROS diameters in a table of model-fit results 
provides “consistency” with the ApJ 736 paper is that it makes it impossible to check the claimed 
“10%” figure drawn from the incorrect heuristic.   Indeed that “consistency” is enforced to this day 
because W2018 still does not disclose the actual modeled diameters of the 117 objects.    
It is very important to know the actual modeled diameters of those objects, using the 2011 code, 
differs from the claim in the ApJ 736 paper because that is required to assess NEOWISE accuracy.    
Of the 105 asteroids with copied diameters identified in M2018b, 87 of them are found in the 
subset of 1700 asteroids that W2018 analyzes with both 2011 code and with code run in 2018 for 
its Figure 6 (f).   It would thus be trivial for W2018 to list the diameters of the ROS objects – the 87 
are already in hand, and the remainder cannot be difficult to run.   Given the controversy over the 
copied ROS diameters and M2018b, and the fact that they already have the results in question, it 
begs the question why do they still keep them secret? 
Figure 6 of W2018 compares IRAS diameter estimates with NEOWISE estimates, with and 
without a serious bug in the NEOWISE code (see section 5 below).   Providing the same analysis for 
the cases where NEOWISE copied ROS diameters would go a long toward helping settle thing 
matter.   Unless, of course that analysis showed that the NEOWISE estimates were not within 10% 
of the ROS diameters as claimed (see section 10 below).   That would explain why the ApJ 736, 737 
studies failed to make that same comparison, and could also explain the copying. 
W2018 reports that a referee requested they shorten the list of objects, apparently as an 
explanation of why the paper discusses 117 objects in the text yet lists only 50 objects in Table 1 of 
ApJ 736. However, this request does not explain why the copied diameters were included in the 
Masiero et al. (2011) and Mainzer et al. (2011c) results papers in the first place, nor why those 
papers did not label and justify the inclusion of these copied diameters.  
In attempting to offer exculpatory context here, Wright et al. seem to acknowledge that this 
practice was extraordinarily unusual. The explanation given here differs markedly, however, from 
an earlier public explanation written by Joseph Masiero on the Yahoo minor planets forum in 
response to a question from an academic colleague (Jean-Luc Margot of UCLA). In that post 
(Masiero, 2016), Masiero stated that the team copied the ROS diameters because doing so allowed 
more accurate determination of the beaming parameter 𝜂. He also claimed that the practice was 
properly referenced: 
Regarding the diameters, as explained in the first thermal model calibration paper (Mainzer et al. 2011 ApJ 736, 
100), the radar diameters were held fixed and were used to derive fluxes to verify the color correction 
calibration. We quote those fits in that paper, as well as the later MBA and NEO papers, both of which reference 
the 2011 ApJ 736, 100 paper in this respect. As described in this paper, if the radar or occultation diameters 
were available, they were used since they allow for improved solutions for the other free parameters such as 
beaming, and the thermal model calibration paper was cited (see e.g., Section 3 of Mainzer et al. ApJ 2011 743, 
156). For more information, you can consult the 2011 ApJ 736, 100 paper. 
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These claims do not withstand close inspection, nor are they consistent with the new story 
presented in W2018.  ApJ 736, ApJ 737, and all subsequent NEOWISE papers have focused 
primarily on the accuracy of diameter estimates and secondarily on visible-band geometric albedo 
or near-infrared albedo. Indeed, Masiero et al. (2011) claimed that “Using a NEATM thermal model 
fitting routine, we compute diameters for over 100,000 Main Belt asteroids from their IR thermal 
flux, with errors better than 10%.” (As discussed below in section 10, that claim is greatly 
exaggerated.) Nowhere in these papers do the group claim high accuracy for their solutions for 
beaming parameter (𝜂). Indeed, what use would it be to improve 𝜂 for an undisclosed set of 117 
asteroids hidden among actual thermal modeling results for more than 100,000 asteroids? 
Nor is it clear how or why a copied diameter would improve the 𝜂 estimate. If, as argued in ApJ 
736, the error in NEOWISE diameter estimates is comparable to, or better than, the estimates for 
ROS-derived diameters, why would 𝜂 improve when using copied ROS diameters? Masiero’s 
statement implies that he regards the ROS diameters as more accurate than the thermal modeling 
diameters, contradicting claims in ApJ 736 and Masiero et al. 2011. 
The exculpatory explanations offered by W2018 and by Masiero (2016) are each unsatisfactory. 
Nor can the two be reconciled — “consistency” with the ApJ 736 paper cannot be confused with 
better estimates of 𝜂.  
The question of proper citation of prior work is a separate and serious matter, yet W2018 does 
not address it. Masiero does in his 2016 statement, by making the misleading claim that the Masiero 
et al. (2011) and Mainzer et al. (2011c) papers properly referenced the sources of copied diameters. 
In fact, as detailed in M2018b, both papers present tables of results that refer exclusively to 
thermal-model fits. References given in the paper to ApJ 736 do not indicate that diameters were 
copied — i.e. referenced “in that respect” in the quote above. (See the Appendix for relevant 
excerpts from Masiero et al. 2011 and Mainzer et al. 2011c.)  
As of this writing, both the identity of the 117 asteroids for which diameters were copied and 
the actual NEOWISE modeling results for these objects remain known only to the NEOWISE team. 
Although W2018 presents an analysis of ROS diameters versus NEOWISE modeling for the 
reactivated mission that uses only the W1, W2 bands, that analysis begs the question: where are 
diameters modeled from four-band data that should have been reported in the 2011 results 
papers? A continuing lack of transparency around this issue fails to serve the interests of the 
research community.  
3. Comparing the accuracy of multiple estimates 
Given multiple estimates of a diameter, each with their own uncertainty, how should we 
compare them? W2018 makes fundamental errors in addressing this question, both in the analysis 
given and in the baseless criticism it makes of M2018b. 
In choosing among the many possible methods of comparison, it is important to keep in mind 
the ultimate goal: to assess the accuracy of NEOWISE more generally. Our aim is to determine, for 
each asteroid, the likely ratio of its diameter as estimated by NEOWISE to that produced by another 
method, such as a ROS study.  
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M2018b sought to answer the following question: what ratio do we expect if we select the 
NEOWISE estimate and ROS estimate at random (if there is more than one estimate), given the 
uncertainties in each? Figure 1 below, which appeared in the supplemental material of M2018b as 
Figure S9, provides an exemplary case that helps illustrate this approach. NEOWISE published four 
different estimates of the diameter of Asteroid 192 Nausikaa, along with an error estimate for each 
diameter. Three different ROS estimates, each with its own estimated error, are also available for 
this asteroid. Figure 1 compares the results of NEOWISE and ROS, but the same methodology can be 
used to compare estimates from any two sources, such as IRAS or AKARI. 
 
 
Figure 1 (Figure S9 of M2018b). Statistical evaluation of diameter estimation accuracy. The values of diameter 𝐷 
estimated from thermal modeling and from radar and other observations are known from their statistical distributions, 
with an example shown (left) for asteroid 192 (Nausikaa). Distributions are shown from diameter estimates from 
NEOWISE and results from radar, occultations, and spacecraft visits (ROS) gathered from the literature (see M2018b). 
Monte Carlo samples drawn from these distributions were divided to produce a histogram of the diameter ratio (right). 
The median and bounds of the 68.27% (~1σ) confidence interval of the distribution (at 15.87% and 84.14% quantiles) 
are indicated by vertical lines. 
 
The left panel in Figure 1 plots the probability distribution across diameters represented by the 
NEOWISE (purple) and ROS (cyan) estimates. To characterize the ratio of the two sources, I drew 
10,000 random Monte Carlo samples from each of these distributions, computed the ratio for each 
sample, and then plotted a histogram of the ratios (Figure 1, right panel).  
Note that the probability distributions used here are simple mathematical representations of 
our knowledge of the diameter from NEOWISE or from ROS, respectively, and they are obtained by 
pooling all of the estimates in each case. The Monte Carlo procedure is a simple way to obtain a 
sound statistical estimate of the ratio. Although Figure 1 shows the joint probability distribution, 
this is mathematically equivalent to choosing one NEOWISE estimate and one ROS estimate at 
random, and then comparing the two via random draws from the distribution given by their 
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uncertainty. It is a mathematical answer to the following question: If we choose a NEOWISE 
estimate and ROS estimate, what do we expect the ratio to be? Since there can be multiple estimates 
from NEOWISE as well as from ROS, estimates of each kind are chosen at random. 
NEOWISE has published multiple estimates for some objects because the NEOWISE analysis 
divides observations into arbitrary epochs of 3 to 10 days. Observations from multiple epochs were 
gathered for fewer than 10% of the asteroids in the study. In such cases, the multiple epochs 
include independent, disjoint sets of observations. As a result, independent estimates made for a 
single asteroid show genuine scatter, as seen in Figure 1 for Nausikaa.  
W2018 contrasts this method with a different approach, shown in its Figure 2, for which 
independent estimates were averaged to obtain a single diameter value, which was then compared 
to a simulated ROS diameter. While this alternative approach might result in a better estimate 
overall for any given asteroid, it would not be generalizable to the vast majority of NEOWISE 
asteroids, for which multiple diameter estimates do not exist (so no averaging is possible). At best, 
the W2018 approach could tell us something about the accuracy of fewer than 10% of the NEOWISE 
cases (i.e., those having multiple estimates). This subset is unlikely to be representative of the 
>90% of objects for which measurements from multiple epochs are not available. Averaging may 
suppress the genuine scatter that exists among individual NEOWISE estimates, but since this 
method is unusable for the vast majority of asteroids, using it for ROS cases leads to unreliable 
results.  
Moreover, the W2018 method fails to take the error of each measurement into account and thus 
inappropriately treats estimates of varying quality as if they were equal. In the case of 192 Nausikaa 
shown in Figure 1, for example, the estimated error varies enormously across the NEOWISE 
estimates, by a factor of about 7 from highest to lowest. The ROS estimates, which are gathered 
from a wide range of studies by different groups that used a variety of methods, similarly display 
genuine scatter in both the diameter and the error. By artificially muting the true variance among 
the estimates and errors that exist in both the literature and the NEOWISE results, the averaging 
method advocated by W2018 effectively exaggerates the accuracy of NEOWISE estimates. As 
discussion further in section 10, this is a common theme that emerges among the questionable 
methodological choices made in the NEOWISE papers. 
In contrast, the Monte Carlo approach used in M2018b handles varying estimates and varying 
errors better, as it chooses random samples of the estimate from an appropriate probability 
distribution and random samples of the uncertainty from a normal distribution. The assertion in 
W2018 that this approach is “incorrect” is mistaken and unsupported.  
There is no single correct or optimal way to compare NEOWISE estimates to ROS estimates.  
W2018 describes its own method, and a second method used by Usui and colleagues (Usui et al., 
2014), noting that the latter has the drawback that it “slightly underestimate the true variances due 
to a correlation between the numerator and denominator”.   That is a serious drawback for that 
method.   The method advocated by W2018 is not generalizable to cases with only one NEOWISE 
estimate, it damps the actual scatter in both ROS and NEOWISE estimates, and effectively assumes 
that the chosen ROS estimate is exact.   It effectively answers the question – if we pool the NEOWISE 
results to get the a single estimate, and we cherry pick the ROS estimate closest to it, and treat it as 
exact, what is the accuracy?   
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4. Comparison to AKARI and IRAS 
W2018 mischaracterizes two of the figures in M2018b: 
M2018b has Figures 7 & 8 that at first glance look similar to Figure 1, but with much larger central 68% 
confidence intervals. This is caused by two non-standard procedures used by M2018b. The first non-standard 
procedure is to plot not DROS/DWISE but rather ratios of Monte Carlo samples drawn from the published means 
and error estimates 
In fact, as clearly stated in M2018b, Figure 7 of that paper (reproduced below as Figure 2 for the 
reader’s convenience) compares diameter estimates from ROS, AKARI, IRAS and Ryan and 
Woodward (2010) to each other. Figure 8 of M2018b compares those diameter estimates to 
NEOWISE diameters. Both figures plot the actual diameter estimates and their error bars, as clearly 
labeled on the plot axes and repeated captions. In fact, both captions explicitly note that multiple 
points are plotted for some asteroids — viz., those objects for which multiple NEOWISE or ROS 
estimates have been published. 
W2018 also mischaracterizes how M2018b arrived at error estimates: 
The second non-standard procedure is to combine multiple determinations of the same value by adding their 
probability distributions instead of multiplying them. This has the effect of further increasing the errors. 
On the contrary, as explained above, the M2018b calculates the joint probability distribution of 
multiple estimates where they exist. This method is the appropriate choice to answer the salient 
question here: what is the ratio of a typical (i.e., randomly chosen) NEOWISE estimate to a typical 
estimate from another source (ROS, IRAS, etc.)? The method is appropriate precisely because it 
avoids suppressing the variance that is already inherent in multiple estimates. In contrast, the 
“conventional” and 𝜂 approach advanced in W2018 is demonstrably inappropriate for determining 
the typical accuracy of NEOWISE estimates versus ROS estimates. 
Of course, no estimate can be truly typical because the asteroids for which ROS estimates are 
available comprise a very small and biased subset of the asteroids studied by NEOWISE.  Different 
ROS estimates, especially occultation based estimates, sample different rotational phases of the 
asteroid.  In cases where there are multiple ROS estimates that disagree with each other, as with 
192 Nausikaa in Figure 1, we do not know if some are just wrong, or they are correct but seeing 
different phases.    The same is true for NEOWISE estimates; multiple estimates exist because the 
NEOWISE approach divides asteroid observations into artificial 3 to 10 day epochs, each one of 
which may only sample a portion of the light curve.   Again, the example of Figure 2 is appropriate.  
Averaging the ROS estimates would dampen the natural scatter that is exists between the 
different estimates using different methods at different time.  With a sufficiently large number of 
samples this hopefully would converge on the true answer.   However, averaging the ROS estimates 
would itself produce a bias in favor of asteroids that have multiple ROS estimates and those that do 
not – making the method hard to generalize.  
In such cases, the best alternative is to choose a statistical method that avoids further biasing 
the results. The method used in M2018b does this.   Undoubtedly other approaches could be used – 
each of which will answer a different question, and each will have its own properties and 
drawbacks. 
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M2018b published the first numerical comparison of IRAS and NEOWISE results. M2018b also 
documented that the results in the PDS archive attributed to Masiero et al. (2011) oddly showed 
better agreement with IRAS than did results actually published in Masiero et al. (2011), an issue not 
explained by W2018.  Results referenced to 2011 should not change over time. 
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Figure 2 (Figure 7 of M2018b). Comparison of diameter estimates derived from non-NEOWISE thermal modeling 
to estimates made from radar, occultation, and spacecraft (ROS) observations. 𝐷ROS, diameters for asteroids from 
the ROS literature, with ±𝜎 error estimates. 𝐷IRAS , diameters from thermal modeling by IRAS (Tedesco et al., 2002). 
diameters from Ryan and Woodward (2010). 𝑁𝑎 , the number of asteroids. 𝑁𝑝, the number of data points (multiple points 
for some asteroids). 
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Figure 6 in W2018 offers a new comparison of diameters from IRAS and NEOWISE in which the 
NEOWISE results include both those produced using the original 2011 code and new results 
obtained using corrected code run in 2018.   Of course M2018b only had the original code results to 
analyze.  The caption claims that “the flux offsets resulted in diameter errors below the minimum 
systematic error of 10% for the ensemble of objects,” but the data shown contradict that claim. The 
scatter plots show that many diameter ratios fall outside the red lines that represent ±10%.   This is 
true for both the 2011 code with the bug, and the code with the bug fixed run in 2018 and in both 
cases the histograms show deviations extending well beyond those bounds.  
 
5. Model fits that don’t fit: the NEOWISE software bug 
The clearly stated purpose of M2018b was not to redo the NEOWISE project and provide 
alternative thermal model fits but rather to offer empirical analysis of the NEOWISE corpus of 
results because they have been widely used in the community yet insufficiently documented. One 
example of the value of an empirical analysis of this kind is the discovery, first reported in M2018b, 
that the quality of many published NEOWISE curve fits was abysmal — a surprising failure for a 
study whose primary purpose is to fit models to observational data. For what should be the best 
model cases, those based on all four WISE bands with full thermal modeling, an astounding 49% of 
model “fits” completely miss one or more entire bands of data (see M2018b section 6 and Figures 4 
and S8). 
W2018 offers a partial explanation for this failure: the claim that a bug was discovered and 
repaired in 2011, evidently sometime after the publication of ~130,000 results in Masiero et al. 
(2011) and Mainzer et al. (2011c). This bug apparently introduced errors into a large fraction of the 
NEOWISE results.  
The clear obligation of a research team upon discovering such a pervasive error is to 
immediately report errata to the published results and publish corrected results as soon as 
possible. That obligation is particularly acute for projects such as NEOWISE that produce enormous 
and widely anticipated data sets that other research groups will surely rely on as the foundation for 
follow-on studies. Delays in communicating and correcting errors of this kind can lead to the 
corruption of other researchers’ work and loss of trust in shared databases that are essential to 
progress in astronomy. 
It is thus disturbing that the NEOWISE team did not inform the community about this bug until 
they were forced to do so by an independent evaluation in M2018b, an evaluation that they 
forcefully resisted and publicly denigrated. After discovering the bug in 2011, NEOWISE issued no 
warnings, no errata, and no corrections. The group has continued to publish many new papers, each 
of which offered the opportunity to explain the error and correct the record by identifying those 
previous results they now knew to be flawed — yet not one of those papers did so. The examples of 
NEOWISE fit curves missing the data to be fit were shown to the NEOWISE group in an early draft of 
what would later become Myhrvold (2018a) and M2018b in mid-2015. Yet NEOWISE again failed to 
correct or clarify that issue. 
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In 2016, the NEOWISE group, with Joseph Masiero as lead author, deposited NEOWISE results 
in the Planetary Data System (PDS). As documented in M2018b, the supporting text describing the 
results, and the per-result data labels, repeatedly asserted that the results were identical to 
previously published results. This assertion was false. As M2018b documents, the data archived in 
the PDS contained thousands of changes from the NEOWISE results originally published in ApJ, 
including the addition of asteroids that never appeared in the original papers, the omission of 
asteroids that did, and altered diameters and other results for many other objects (see M2018b 
Tables 2 and 3 and section 4.1). W2018 now acknowledges the disparity as “some minor issues 
with consistency between tables due to clerical errors.” In fact, while some of changes were minor, 
most were not. 
Despite the shifting justifications that the NEOWISE team has given for mixing copied ROS 
diameters in with modeled diameters in Masiero et al. 2011, every such entry in the PDS archive 
was altered to replace the copied ROS value with a new diameter. Each of the data records for these 
modified results were mislabeled as being a model fit published in the original paper by Masiero et 
al. (2011). The PDS submission dates in 2016 suggest that the alterations were made at 
approximately the same time as Masiero was defending the copied values as legitimate in the Yahoo 
post quoted above.    
This raises another vital question.  Masiero et al substituted results from the original paper, 
with new results and falsely documented them as being from 2011; where those new results from 
the 2011 code with the bug or the later version with the bug fixed?  It would ironic if the only cases 
from the 2011 paper where the results were corrected were the cases done to eliminate the copied 
diameters.  
Each of these actions — the removal of copied diameters without explanation, the alteration of 
these and thousands of other result values, and the mislabeling of those altered values to conceal 
the fact that they had been changed —raises serious ethical concerns. Equally troubling, however, is 
the question of why, despite making all of these changes to the PDS archive, NEOWISE failed to 
correct the results of a serious bug found and fixed five years earlier.  
The NEOWISE result parameters used in the examples for asteroids (25916 and 90367) and 
verified by W2018 as being due to the bug came from the PDS archive.   In addition, M2018b shows 
that 49% of the NEOWISE fits that completely missed at least one band of data, a statistic calculated 
using the NEOWISE results as presented in the PDS archive.  
W2018 offers an unsatisfactory excuse for the team’s failure to report the bug and its 
consequences: 
Because the effect of the issue in general is smaller than e.g. the effects of incomplete coverage of lightcurve 
amplitudes, the team was more focused on quantifying the effects of the lightcurve sampling on the derived 
diameters, and description of the issue was not published after it was remedied; this was an oversight. 
W2018 does not explain how it determined that the effect is small, nor does it include tables of pre- 
and post-correction results to substantiate this. Apparently, the bug introduced errors large enough 
that the group published a selection of corrected results in subsequent papers. To reestablish trust, 
the group should rerun model fitting on the entire data set and publish the results, along with 
changes from previously reported values.  
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Instead W2018 attempts to minimize the importance of their bug with the analysis of Figure 3 
which is discussed in the text as follows: 
As shown in our Figure 3, these two objects are extreme examples of the software issue; it has a smaller effect on 
most objects. As described below, the change to the respective diameters of both asteroids is 6% and 8%, which 
is lower than the minimum 10% uncertainty we claim for our data for the ensemble of objects. 
Figure 3 in W2018 is a histogram illustrating the effect of the bug on the W3 magnitudes of 
2170 cases, a small sample (10%) of those asteroids that were observed in the W3 band. W2018 
fails to describe how the 10% subset was selected. W2018 also offers no justification for why the 
W3 band alone is the right metric for evaluating the severity of the bug. Indeed, W2018 describes 
the bug as causing the normal vectors on facets of their discretized sphere to point inward, a 
problem that would presumably affect all four bands. The NEATM employs multiple bands of data, 
and fitting the model is a nonlinear process. Thus the only reliable way to determine the impact of 
the flawed algorithm on the model fits is to perform the curve fit and estimate the diameter on the 
entire data set. 
This is amply demonstrated by a later section of W2018 that presents a quantitative measure of 
the impact of the bug on diameter for 1700 NEOWISE asteroids that it has in common with IRAS. 
The lower-right panel (f) of Figure 6 in W2018b is a histogram of (𝐷𝑊𝐼𝑆𝐸2011 −  𝐷𝑊𝐼𝑆𝐸2018)/
𝐷𝑊𝐼𝑆𝐸2011, where 𝐷𝑊𝐼𝑆𝐸2011 is the diameter from 2011 with the bug, and 𝐷𝑊𝐼𝑆𝐸2018 is the software 
run in 2018 which does not have the bug. The histogram clearly shows multiple cases that are 
below -20% and above 20%, and a legend in the plot says that the 1𝜎 value is ±6%.  
As with other NEOWISE comparisons, this is a naïve figure because it assumes that the 
NEOWISE and IRAS estimates are both perfect. As explained above in sections 3 and 4, a more 
realistic figure would be considerably higher. However, the overly optimistic 1𝜎 figure of ±6% in 
W2018 directly contradicts the claims made elsewhere in the paper that the bug effects were small 
and rare. It indicates that asteroids 25916 and 90367, described in W2018 as “extreme” cases, are 
actually typical cases with regard to the impact of the bug on diameter estimates. The extreme cases 
for this small subset are those outside the 1𝜎 bounds, with deviations exceeding ±20%.  
Nothing in the description of the bug offered in W2018 suggests that the 1700 asteroids that 
NEOWISE has in common with IRAS should be systematically more affected by the bug. On purely 
statistical grounds, we would therefore expect the extreme cases for the full data set of ~130,000 
asteroids to be much larger still. 
W2018 argues that the failure of NEOWISE to report the bug was due, at least in part, to a 
quantitative judgement that the bug had a very small effect on diameter estimates, both in absolute 
terms and relative to light-curve sampling effects. Such a judgement would have to be based on a 
benchmark study run in 2011 when the bug was discovered. Yet Figure 6(f) in W2018 illustrates 
that the effect is both large and widespread for IRAS-observed objects. What benchmark asteroids 
were used to conclude that the bug had very small impact on diameters? 
The ApJ 737 paper included a plot of IRAS versus NEOWISE results in a manner that is stated to 
be to be identical to Figure 6(c) of W2018. However ApJ 737 fails to include a histogram like Figure 
6(d) of W2018, which presents a 1𝜎 difference of ±12.67% between IRAS and NEOWISE estimates. 
ApJ 737 characterized the two only qualitatively as being in “good agreement.” Why was the 
±12.67% relative accuracy not disclosed?   
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W2018 reports the magnitude by which the bug changed the diameters of asteroids 25916 and 
903657, respectively, as “6% and 8%, which is lower than the minimum 10% uncertainty we claim 
for our data for the ensemble of objects.” This interpretation is misleading. Figure 6(f) in W2018 
illustrates the bug had a much larger impact than that on some diameter estimates. Moreover, the 
contribution of the software bug to the total error in diameter is over and above all other sources of 
uncertainty that would be present in a correct analysis.   
The NEOWISE claim of “10%” uncertainty is (presumably) an estimate of what the correct, bug-
free model produces, not the likelihood of human error such as a software bug.  We do not know the 
actual diameters of asteroids 25916 and 903657 – yet the interpretation in W2018 implicitly 
assumes that the newer diameter is correct . 
 Thus the relevant statement about the effect of the bug is not that it is (for these two asteroids) 
lower than the minimum uncertainty for the ensemble but rather that the bug increased that 
minimum uncertainty by at least a factor of 1.6, from 10%  (if that were really true) to 16% or 
greater. In effect, the analysis of Figure 6(f) in W2018 shows that the NEOWISE results as published 
both in the original papers and in the PDS cannot be accurate to within 10%.   
W2018 confirms that incomplete coverage of the light curve is potentially a large source of 
error, an issue discussed in detail in M2018b. Light-curve sampling is an intrinsic observational fact 
arising from the WISE cadence, and users of the NEOWISE result set should be aware of its effects. 
The resulting errors can be minimized by making maximal use of the data, which NEOWISE 
regrettably did not do. But intrinsic error of this kind is qualitatively different from human error 
(such as software bugs) and avoidable errors arising from methodological choices. A contributing 
factor to poor light-curve sampling, for example, is the NEOWISE practice of dividing observations 
into arbitrary epochs, an unnecessary practice as discussed in M2018b. 
W2018 claims that the team was fully occupied in 2011 with the study and quantification of the 
effects of light-curve sampling. Where are those results published?  None of the team’s publications 
to date have reported the results that quantify the uncertainty due to incomplete light curve 
sampling.   
M2018b presented the examples of NEOWISE fits to asteroids 25916 and 903657 to illustrate a 
much larger phenomenon — thousands of NEOWISE model fits miss entire bands of data. W2018 
confirms that in these two cases, the poor fits were due to the software bug. Left unanswered, 
however, is the important question of whether that bug is responsible for some or all of the 
remaining misses.  It would be trivial to check the 1700 cases in common with IRAS for which they 
already calculated the results with pre and post bug fix code.   Until the underlying causes are 
identified, the reliability of thousands of other NEOWISE results will remain uncertain. 
The failure to discover the bug until after publication of the preliminary results calls into 
question the methods used to assess the quality of thermal-model fits published in the 2011 papers 
and the scientific management of the mission. It is difficult to understand how standard visual an 
statistical spot checks of the quality of the model fits could overlook the fact that roughly half of the 
four-band fits (of those archived in the PDS; 43% in the original papers) miss an entire band of data.  
W2018 criticizes curve fits in M2018b for asteroids 25916 and 90367. The fit for asteroid 
25916 results in a value of near-IR albedo 𝑝IR that the authors claim is unphysically low. Setting 
aside the fact that some NEOWISE results include 𝑝IR or 𝑝v values that are equally low, this 
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criticism misses the point that M2018b was clearly making in its Figure 3, which was titled 
“Example models that show poor fit to data.” The NEOWISE fit for object 25916 was plotted there to 
illustrate that it misses all of the observational data (as W2018 confirms in its Figure 4a), and is far 
from a best fit to the data. 
W2018 claims that the NEOWISE model cannot replicate the M2018b fit shown there for 
asteroid 25916. Unfortunately, that claim is itself nonreplicable because NEOWISE has never 
disclosed the modeling details needed to reproduce its fits, nor do they explain how they attempted 
to replicate the examples from M2018b. As one example of unexplained inconsistency, Figure 4 in 
W2018 uses different values of 𝐻 for its cases. Elsewhere, W2018 appears to assert without 
explanation that one can take 𝑝IR = 𝑝v. Because the NEOWISE model evidently uses so many non-
standard methods, it is unsurprising that it fails to replicate results obtained using standard fitting 
methods. 
  
6. Flawed WISE estimates of flux uncertainty  
The WISE observation pipeline produces images as well as identified sources with estimated 
magnitude in up to four bands, plus estimates of the uncertainty (𝜎) in those magnitudes. Hanuš 
and coworkers realized that about 10% of each WISE frame overlaps with adjoining frames to 
ensure complete coverage, and this means that objects located within the overlapping portion of 
the frames are imaged twice in successive frames, with about 11 seconds elapsing between frames. 
The realized this provides a natural experiment for determining whether the uncertainty 𝜎 
predicted by the WISE pipeline is correct (Hanuš et al., 2015). Tabulating the Z-statistic for about 
400 double detections, Hanuš et al. found that the 𝜎 were systematically underestimated. The actual 
value was 1.4 times larger in the W3 band and 1.3 times larger in W4. To date, three NEOWISE 
papers have referenced Hanuš et al. (2015), but none have commented on this finding (Koren et al., 
2015; Mainzer et al., 2015; Nugent et al., 2016). 
M2018b extended this analysis to all WISE bands and to all of the double detections in the fully 
cryogenic portion of the WISE mission: 17,528 cases in W1, 24,801 in W2, 133,216 in W3 and 
102,122 in W4 (see sections 5 and 12.2 in M2018b). With better resolution, M2018b confirmed the 
finding of Hanuš et al. that the WISE pipeline 𝜎 were underestimated, reporting actual values that 
were 2.49 times larger in W1, 1.47 times larger in W2, 1.565 times larger in W3, and 1.27 times 
larger in W4 (see Figure 2 in M2018b). M2018b also found that the Z-statistic for the pairs of 
detections was non-Gaussian and much better fit by a Student’s t-distribution. The effect existed for 
all observations — it was not a result of high-noise measurements — and the effect increased when 
double detections were filtered to include only high-SNR observations. M2018b also verified that 
this phenomenon is not unique to asteroids and occurs as well for millions of double detections of 
stars observed during the fully cryogenic mission (see Figures S4 and S5 in the Supplemental 
Information of M2018b). 
The findings of Hanuš et al., and the extension of that work in M2018b, are of great importance 
to any error analysis of the WISE data. The NEOWISE results papers performed error analysis by 
using a Monte Carlo simulation that assumed that all observational errors conformed to a Gaussian 
distribution having a standard deviation based on the WISE pipeline 𝜎 (Mainzer et al 2011c, 
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Masiero et al 2011) The fact that the actual distribution has much fatter tails and a larger standard 
deviation largely invalidates the NEOWISE error analysis. We must conclude that the observational 
errors estimated by that analysis were grossly underestimated (see section 5 in M2018b). 
W2018 now attempts to refute this work, though it has little to say about the central issue. 
Instead it focuses on whether the distribution of errors is perfectly Gaussian or not. That question is 
tangential to the issue raised in M2018b for the NEOWISE error analysis, which is that it assumed 
the wrong distribution and the wrong variance.  
W2018 misstates the theoretical basis for Monte Carlo simulations when it asserts that the 
NEOWISE Monte Carlo error analysis is insensitive to the distribution of errors. A Monte Carlo 
simulation for error analysis draws its input from distributions that represent the system’s inputs 
and their measurement errors. An accurate simulation requires sampling distributions for the 
inputs that have the same variance as one expects in the system being simulated. Ideally, one also 
uses the most closely matching distribution. The normal or Gaussian distribution is often used as a 
proxy for the correct distribution, but it is well known that can be a poor approximation if the true 
distribution has heavier tails than Gaussian (Feigelson and Babu, 2012; Ivezić et al., 2014; Wall and 
Jenkins, 2012).  
If the error analysis is based on a standard deviation 𝜎 that is too small by a factor of 2.5 (as it 
appears to have been with band W1), then the analysis will almost invariably give the wrong 
answer. Using a much fatter-tailed Student’s t-distribution, with a higher variance, instead of a 
Gaussian with lower variance can similarly generate erroneous results. W2018 claims, in effect, that 
the actual size of the WISE observational error does not matter to the error analysis. That does not 
follow from the arguments it provides, and it seems unlikely to be the case. 
W2018 finds no flaws with the approach of looking at the variance in repeated observations of 
the same object. Indeed, Wright et al. (2010) used this same standard method: 
The individual frames are analyzed to provide astrometric and photometric information. Analyzing the scatter 
among the values from individual frames gives the noises shown in Figure 9. The dashed line shows a 5:1 SNR in 
8 frames scaled to the 11 frame case plotted, giving σ(m) = 0.185 mag where n is a noise term fitted to the data 
points. 
That paper includes a figure presenting the results: 
Fig 9 - Standard deviation of WISE magnitudes derived from the repeatability on sources seen in 11 frames. The 
standard deviations have been binned into bins with width 0.2 mag, and the resulting histograms have been fit 
with a gaussian using outlier rejection. 
Repeated observations of sources across 11 frames generated a distribution that was stated to 
be approximately Gaussian. This differs from the approach of Hanuš et al. (2015) and M2018b 
principally in looking at variance across pairs of frames, not 11 frames as in W2018, and W2018 
used “outlier rejection”. Indeed it seems possible that the Wright et al. 2010 “outlier” rejection 
threw out valid data that would have alerted them to the issue. 
As the Appendix to M2018b explains, the Student’s t-distribution arises from small-sample-size 
estimates of the mean and variance of a Gaussian distribution. The single-frame WISE observations 
are just that: estimates of the underlying pixel statistics made using very low sample sizes. As with 
other pixel-counting statistics, those likely follow a Poisson distribution rather than a Gaussian, but 
they are close enough to mimic the Student’s t-distribution. 
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The primary goal of the WISE mission was to produce an atlas of the sky in four bands based on 
8 to 12 co-added frames at each location (Wright et al. 2010). The additional frames provide a much 
larger sample that better approximated the underlying distribution and converged to expected 
values. Asteroids observations, in contrast, must rely on single frames, and the WISE pipeline 
estimated those errors from small samples. The small sample sizes inevitably create heavier-tailed 
distributions (in the manner of Student’s t-distribution). The approach to calculating the WISE 
pipeline sigma is of such small sample size that it is misleading to use it as the uncertainty. 
Conversely, interpreting the WISE pipeline 𝜎 as the standard deviation of a Gaussian distribution, as 
done by NEOWISE, will seriously underestimate the errors.  
W2018 finds no fault with that logic, but instead attempts to use an analysis of the WISE 𝜎 
statistics on stars to rebut the findings of Hanuš et al. 2015 and M2018b. However, M2018b already 
correctly analyzed both double-detection statistics and repeated measurements of ~1 million stars 
used for SDSS calibration (see sections 5, Appendix, and Supplemental Information in M2018b). 
W2018 takes no issue with that analysis.  
Rather than investigating the estimation of uncertainty by the WISE pipeline, W2018 offers an 
analysis that contributes little or nothing to that question. 
To get a very dense sample of data to investigate these claims, we have collected data on stars close to the 
ecliptic poles that were observed dozens of times during the 4-band cryogenic mission. … 
First, we compute the rms of the flux distribution for each star, and then compute the mean of the rms values in 
each flux bin as a measure of the characteristic dispersion in flux measurements. Second, we compute the mean 
of the wNsigflux values reported by the noise model in the WISE database. These two quantities are compared to 
confirm the accuracy of the noise model. 
Thus they plot the average (rms) scatter with the mean of the error estimates. Such a method could 
identify a systematic bias in the error estimates, but it is not sensitive to the issue claimed by Hanuš 
et al. (2015) and M2018b, viz. that there is a systematic underestimate the magnitude of the 
uncertainty. In particular, thermal modeling does not involve the rms scatter, nor does it use the 
mean uncertainty. Instead models makes use of point-by-point fluxes and uncertainties, which is 
why Hanuš et al. 2015 and M2018 focused on those. The relevant measure here is the statistic 𝑓𝑖, 
which is known in statistics as the Z-statistic, Z-score or standardized score.   In the case of 
repeated flux measurements 𝑓𝑖 , each with estimated uncertainty 𝜎𝑖 , 𝑓𝑖 is given by 
𝑓𝑖 =  
𝑓𝑖 − 𝑓̅
𝜎𝑖
 , 𝑓̅ =  
1
𝑁
∑ 𝑓𝑖
𝑁
𝑖=1
 . (1) 
If the errors in the 𝑓𝑖 are normally distributed with standard deviation 𝜎𝑖 , then the 𝑓𝑖 should have 
unit standard deviation if the 𝜎𝑖 correctly describe the variance in the 𝑓𝑖 .   If the standard deviation 
is not unity, then the 𝜎𝑖 do not accurately reflect the variance of the errors are drawn from.    This 
test is not sensitive to the distribution being precisely normal and holds under the same conditions 
as one would expect the central limit theorem to apply(Bevington and Robinson, 2003; Bonamente, 
2017).     
W2018 does not identify the stars it uses, but stars and other sources near the ecliptic poles 
were used by Jarrett et al. (2011) in calibrating the WISE zero points, in conjunction with spectra 
from the Spitzer Space Telescope and other sources. As M2018b notes, we should expect different 
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pixel statistics from stellar sources because their temperatures are in general much higher, and 
they are thus dimmer in the longer wavelength W3 and W4 bands. As a result, stars are not ideal as 
asteroid proxies, but they do offer repeated observations at far higher repetition count than the 
double detections studied in Hanuš et al. (2015) and M2018b. 
Jarret et al. (2011) provide a list of sources, and Table 1 below lists 19 of those that have the 
largest observation counts, typically 2200 to 3200 observations in bands W1, W2, and W3, with 
generally far fewer in W4. 
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Name 
Observation Counts 
W1 W2 W3 W4 
NGC6552 0 2531 2750 2657 
KF03T1 3092 3148 3135 395 
KF03T2 3088 3134 3141 591 
KF06T1 2431 2482 2218 152 
KF06T2 3100 3162 2361 225 
KF06T3 3104 3134 3109 247 
KF03T4 3087 3120 3062 425 
KF05T1 3100 3134 2984 36 
KF02T1 3098 3134 3152 744 
Bp66_1073 3076 3127 3127 2462 
KF02T3 3108 3142 3124 328 
HD270422 2710 2724 2745 2507 
HD270467 2765 2800 2807 460 
5581475 2700 2791 637 125 
WOH_G642 2766 2789 2795 353 
HD41466 2714 2739 2750 854 
WOH_S527 2730 2766 2803 2355 
HD270485 2708 2743 2802 291 
HD271776 2729 2769 2773 185 
 
Table 1. Observation counts for ecliptic polar sources from Jarret et al. (2011). The observations were filtered so 
that 𝑛𝑏 = 1 to avoid problems with source blending and 𝑤1𝑟𝑐ℎ𝑖2 < 10 (and similarly for W2, W3, and W4) to discard 
most particle hits and resolved sources.  The WISE pipeline already performs a filter rejecting observations closer than 50 
arc seconds to a frame edge.   Data filters on ssa_sep > 0 and  dtanneal > 2000 were checked and rejected no observations.  
The counts give the number of observations in each band. 
 
W2018 lists several data quality filters for the stellar sources it uses, namely that 𝑐𝑐𝑓𝑙𝑎𝑔𝑠 = 0, the 
blending flag must be 𝑛𝑏 = 1, the per-band point spread function 𝜒2parameters 
𝑤1𝑟𝑐ℎ𝑖2, 𝑤2𝑟𝑐ℎ𝑖2, 𝑤3𝑟𝑐ℎ𝑖2, 𝑤4𝑟𝑐ℎ𝑖2 must satisfy 𝑤x𝑟𝑐ℎ𝑖2 < 10, the South Atlantic Anomaly flag 
must be 𝑠𝑎𝑎_𝑠𝑒𝑝 >  0, and sources within 50 arc seconds of the frame edge were not used. 
Of these flags and filters, however, prior NEOWISE publications mentioned only the 𝑐𝑐𝑓𝑙𝑎𝑔𝑠 
criterion. Jarrett et al. (2011) made no mention of the other criteria either. Ignoring sources closer 
than 50 arc seconds to the edge of the frame is already built into the WISE pipeline (Cutri et al., 
2011). If all NEOWISE publications used the combination of filters described in W2018, they 
neglected their obligation to document that practice. Alternatively, if W2018 now prescribes a 
different data-quality standard than that typically used by NEOWISE, that too raises ethical 
questions.  
The analysis presented here adopts 𝑐𝑐𝑓𝑙𝑎𝑔𝑠 = 0, 𝑞𝑢𝑎𝑙_𝑓𝑙𝑎𝑔𝑠 = A,B,C, and 𝑤x𝑟𝑐ℎ𝑖2 < 10. The filter 
𝑑𝑡𝑎𝑛𝑛𝑒𝑎𝑙 > 2000 s on the time since last detector anneal implies that this parameter is of little 
importance to observations near the ecliptic pole. Twice a day, WISE anneals the W3 and W4 
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detectors (Cutri et al., 2011) during what would otherwise be a polar observation because that area 
is oversampled. Observations during the annealing process are not recorded. After annealing, the 
time for the orbit to reach the opposite pole is about 44 minutes, while the 2000 s limit equates to 
just 33.3 minutes. Consistent with this, the polar source observations shown here have 635.2 ≤
𝑑𝑡𝑎𝑛𝑛𝑒𝑎𝑙 ≤ 77875.3 sec, so this filter removed no data sources. The South Atlantic Anomaly 
separation variable was in the range 12.5 < saa_sep < 120.8 , so the filter requiring saa_sep > 0 also 
did not eliminate any observations. 
The observation counts in Table 1 reflect application of these filters. Figure 3 below plots the 
filtered observations for an example source, the star WOH_S527, which was observed 2355 to 2803 
times, depending on the WISE band. The top row of Figure 3 presents actual data points with error 
bars, while the bottom row plots histograms of the Z-statistic from Equation (1).  
 
Figure 3. Example of repeated WISE observations of a stellar source. Repeated observations of star WOH_S527 in all 
four WISE bands, with error bars indicating the WISE pipeline 𝜎 for each observation, are plotted (top row), along with 
mean values (horizonal line and label on the right). Histograms of the Z-statistic 𝑓 of Equation (1) (bottom row) include 
the best-fitting normal distribution 𝒩(𝜇, 𝜎) (dashed black line) and fit parameters. In all four bands, 𝜎 > 1 for the best-
fitting normal distribution, indicating that the per-observation 𝜎𝑖 underestimate the true uncertainty. Also shown are the 
best-fitting Student’s t-distributions 𝑆(𝜇, 𝜎, 𝜈) (solid black line) and associated parameters. All best-fit distributions were 
found by using maximum likelihood estimation.  
As the histograms of Figure 3 illustrate, in all bands the best-fitting normal distribution fits the 
data very poorly. Standard deviations exceed unity and indicate that the single frame WISE pipeline 
𝜎 underestimate the true uncertainty by factors ranging from 1.12 (for W3) to 1.74 (for W2). The 
per-band factors differ from those found by Hanuš et al. 2015 and M2018b because they depend on 
pixel-counting statistics that vary with the brightness in band and thus the temperature of the 
source, as explained in M2018b.  
Pooling the Z-statistic from all 19 sources in Table 1 produces the histograms shown below in 
Figure 4. Here, too, the normal distribution fits poorly, and the standard deviations of the best-
fitting normal distributions reveal that the WISE pipeline 𝜎 underestimate the true uncertainty by 
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factors of 1.37 to 2.17. In both Figure 3 (bottom row) and Figure 4 (top row) the Student’s t-
distribution obviously offers much better fits to the distributions of the Z-statistic than normal 
distributions do. Figure 4 explores this further with P-P probability plots, which plot the cumulative 
distribution of the best-fitting theoretical distribution versus the cumulative distribution of 
empirical data. The best-fitting normal distribution is shown (middle row) as a dotted line, while the 
empirical distribution is indicated by a solid line. The best-fitting Student’s t-distribution and 
empirical distribution are also shown (bottom row). 
The P-P plot shows that the Student’s t-distribution provides an excellent fit to bands W1, W2, 
and W3, but a poor fit to W4. The normal distribution, in contrast, is inferior in every band, but 
comes the closest to matching the fit in W3. The P-P plots demonstrate that this phenomenon is not 
the result of isolated outliers because the empirical distribution of the Z-statistic is well fit by the 
Student’s t-distribution across the entire range of the distribution. These results confirm the 
findings of M2018b, and refute W2018. 
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Figure 4. Analysis of the Z-statistic for repeated sources. Histograms of the Z-statistic of Equation (1) are plotted for 
observations pooled from the sources of Table 1 (top row). The best-fit normal distributions (𝒩(𝜇, 𝜎)) (dashed black line) 
and Student’s t-distributions (𝑆(𝜇, 𝜎, 𝜈) ) (solid black line), as determined by maximum likelihood estimation, are shown 
along with corresponding fit parameters. In all bands, the 𝜎 > 1 for the best-fitting normal distributions, indicating that 
the per-observation 𝜎𝑖 underestimate the true uncertainty. P-P probability plots for the best-fit normal distributions 
(dotted line) are plotted (middle row) along with the actual Z-statistic 𝑓 (solid line). P-P probability plots for Student’s t-
distribution are similarly shown (bottom row). The P-P plots reveal that normal distributions are poor fits for all bands, 
with the best fit occurring in band W3. The Student’s t-distribution, in contrast, provides is excellent fits to bands W1, W2, 
and W3, but a lower-quality fit for band W4. 
The W2018 analysis relating rms scatter to mean uncertainty 𝜎 is not relevant to the findings 
here. At best, the rms scatter and mean uncertainty are related to the location parameter of the Z-
statistic empirical distribution — i.e., the 𝜇 parameter of the normal or Student’s t-distributions, 
rather than the shape parameters 𝜎  and 𝜈.  That parameter captures the average bias in the 
estimates of uncertainty.   While the results here show that bias to be nonzero, it is small and not 
the primary focus of the analysis. Note also that for the normal distribution, the 𝜎 parameter is the 
standard deviation, but that is not true of the Student’s t-distribution. 
The fact that neither the normal distribution nor a Student’s t-distribution provide good fits to 
the W4 band is likely related to relatively poor statistics available there due the generally high 
effective temperature of stellar sources. Proper study of this effect is beyond the scope of this 
article. The crucial point at present is that the W4 distribution nevertheless demonstrates that the 
WISE pipeline 𝜎 underestimate the true uncertainty. 
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The original insight of Hanuš et al. (2015) that double detections provide a natural experiment 
for assessing the accuracy of the WISE pipeline 𝜎 is valid. Figures 3 and 4, along with Tables 1, A1, 
and A2, demonstrate that repeated observation of the WISE calibration stars from Jarret et al. 
(2011) reveals the same phenomenon documented by Hanuš et al. (2015) with asteroid double 
detections: the WISE pipeline 𝜎 values are too small, and the distribution has much fatter tail, like 
that of a Student’s t-distribution. 
In the post-cryogenic (PC) mission phase and the reactivation (RE) portions of the WISE 
mission, observations were collected only in bands W1 and W2. M2018b observed that during the 
RE phase, the WISE pipeline seemed to treat double detections of asteroids differently than it had 
before. W2018 disputes this with a “cursory check” of 12 cases for asteroids and with a “random 
selected scan” from late 2014 (during the RE mission) but of stars, not asteroids.  
Figure 5 plots histograms and scatter plots of all double detections of asteroids in the W1 and 
W2 bands during the PC and RE mission phases. The figure also includes a comparison to 
corresponding plots for the fully cryogenic (FC) phase for the same bands. The PC plots are 
qualitatively similar to the FC plots.  
However, it is obvious that a profound change occurred for the RE mission phase. In particular, 
the case where both detections have the same value (∆ = 0) became vastly more common. A 
qualitative change also clearly occurred in the WISE pipeline estimates of uncertainty 𝜎. Although 
cases remain where the WISE magnitudes or 𝜎 differ between the two observations in a double-
detection pair, the statistics reveal a dramatic qualitative shift.  
If, as asserted in W2018, nothing changed in the RE mission phase for stellar observations, this 
shift demands explanation even more. A change in the underlying instrument, or in lower-level 
parts of the WISE pipeline, would presumably affect all sources. What could account for an asteroid-
specific change?  
Here, as in other sections, W2018 tries to use a small or irrelevant sample (in this case, of a 
stars rather than asteroids) to attempt refute a finding of M2018b that had been based on a large 
sample (generally, the entire NEOWISE data set). In this case the “cursory” examination of 12 
asteroid double detections was clearly insufficient to reveal the phenomenon; while the RE mission 
phase did gather some double detections having different flux and different estimated 
uncertainties, those were vastly outnumbered by the altered cases that were clearly set equal 
(Figure 5, bottom row). The large-sample analysis performed by W2018 was of stars, and thus 
irrelevant.  
The data-processing pipeline is a critical part of the ongoing reactivation mission. Coauthors of 
W2018 include senior management of both WISE and NEOWISE who should be aware of any 
changes to the pipeline; it is troubling that they apparently did not.  
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Figure 5. Change in WISE pipeline processing during the reactivation mission phase. WISE images some asteroids 
twice separated by ~11 seconds. These “double detections” offer a way to test the WISE pipeline uncertainty estimates  
𝜎1, 𝜎2. Histograms of the differences in WISE magnitude found in double detections in bands W1 and W2 for the fully 
cryogenic (Full Cryo) portion of the WISE mission are shown (top row, left of center) along with scatter plots of the 
differences in 𝜎1, 𝜎2 for each of the double detections (top row, right of center). The same statistics are plotted for the 
post-cryogenic (PC) mission (middle row). While the PC mission plots are qualitatively similar to the full-cryo plots, those 
for reactivation (RE) mission (bottom row) clearly illustrate a shift, as was reported in M2018b. During this most recent 
mission phase, fluxes were set equal in the vast majority of double detection cases. The scatter in 𝜎1, 𝜎2 was also modified 
(bottom row, right of center) — 𝜎1 =  𝜎2 for many more cases than in prior mission phases. An irregularity is also 
apparent in the quadrant where 𝜎1 >  0.25 and 𝜎2 > 0.25. 
 
7. The linear transformation of W3 observations 
W2018 includes a very short section, titled “The linear correction for non-linearity,” that 
provides an equation for making a correction to the W3 band when it may be saturated (below a 
threshold magnitude). The authors do not explain why this is provided or how it is relevant to 
M2018b. 
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Some context is therefore required to understand the inclusion of this section and why it is 
useful. Some of the NEOWISE papers state that a linear correction to the W3 band is recommended 
in the WISE Explanatory Supplement (Cutri et al., 2011). I was unable to find the correction there or 
to obtain it from the WISE help desk, and I learned upon contacting the first author, Roc Cutri of 
IPAC/Caltech, that he was unaware of such a correction as well. In response to an email inquiry, 
NEOWISE coauthor Edward Wright said that he knew nothing about the linear correction, and that 
he agreed that he could not find it in the Explanatory Supplement. He referred me to a paper on 
AGB stars that recommended a slight correction in bands W1 and W2 (Lian et al., 2014). 
This “correction” has been one of a number of missing details necessary for replication of the 
NEOWISE results, and its publication at last should be applauded. That said, NEOWISE should 
explain how the group derived this correction — without such an explanation, the correction is not 
scientifically useful. Assuming it can be justified, its utility will be limited, as the title of this section 
in W2018 signals. A linear correction can never fully compensate for a nonlinear phenomenon like 
saturation. W2018 unfortunately offers no justification for the correction or explanation of the 
range of fluxes over which it is valid.   
8. The relationship between H, 𝒑𝐯, and 𝑫 
Equation 1 in many of the NEOWISE papers is the classic relationship between geometric 
albedo in the visible band 𝑝v, asteroid diameter 𝐷, and visible-band absolute magnitude 𝐻 for a 
spherical asteroid. It is also equation 1 in M2018b, where it is expressed as the definition 
𝑝v ≡  (
1329
𝐷
)
2
10−
2𝐻
5  . (2) 
M2018b reported that, although many of the NEOWISE papers invoke Equation 1, about 15,000 
of the NEOWISE results violate this relationship, sometimes by large margins. In some of the most 
extreme cases, 𝐷 is off by a factor of 4; discrepancies in 𝑝v range up to a factor of 24 (see Section 7 
and Figure 6 in M2018b).  
The W2018 section 3.3 “Should H be fit exactly?” attempts to address this issue. Because 𝐻 is a 
measured quantity and NEOWISE does not operate in the visible, the NEOWISE studies rely on 𝐻 
values from the Minor Planet Center. NEOWISE thus shouldn’t be fitting 𝐻 at all. W2018 comments 
about Equation 1 that:  
One should note that this is not the definition of H. H is the visual magnitude of the object observed at zero phase 
angle from a distance of 1 AU, when it is 1 AU from the Sun (Bowell et al. 1989). 
Of course, Equation 1 is a definition of 𝑝v as a function of H and D — that is what “𝑝v ≡ ⋯” 
means. Nowhere does M2018b assert or imply that Equation (2) is a definition of 𝐻. In fact, as the 
notation unambiguously states, it is the definition of geometric albedo for a spherical asteroid. 
The albedo 𝑝v appears in the NEATM as a component of the sub-solar temperature 𝑇ss (Harris, 
1998), which is a function of the distance of the asteroid from the sun, in AU 𝑟as. 𝑇ss also depends on 
parameters such as the phase integral 𝑞, the NEATM emissivity 𝜖, and the beaming parameter 𝜂, as 
well as the solar constant 𝑆, and the Stefan-Boltzmann constant 𝜎. 
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𝑇ss(𝑟as) =  (
𝑆(1 − 𝑝v𝑞)
𝜖 𝜎 𝜂 𝑟as2
)
0.25
=  
𝑇1
√𝑟as
  (3) 
As Myhrvold (2018a) explores in depth, one can reparameterize the NEATM 𝑇ss function in 
terms of the new parameter 𝑇1, as shown in Equation (3). A physical interpretation of 𝑇1 is the 
NEATM sub-solar temperature at 𝑟as = 1. This parameter replaces both 𝑝v and 𝜂, which appear 
nowhere else in the NEATM. 
This new parameterization has both conceptual and numerical advantages. Neither the albedo 
𝑝v nor the absolute magnitude 𝐻 are required for thermal modeling or to get a diameter estimate 
from the NEATM. Indeed, 𝐻 appears in NEATM only insofar as it is a component of 𝑝v, and 𝑝v 
appears only in Equation (3) in combination with the beaming parameter 𝜂. 𝐻 is required, however, 
when one wishes to obtain 𝑝v, as it appears in the definition of 𝑝v (Equation [1]).  
While the new parameterization makes this explicit, it is simply making clear a mathematical 
property of NEATM that was always present.  Thus, regardless of whether one uses the new 
parameterization, the mathematical structure of Equation (3) demonstrates that in NEATM, 𝐻 is not 
required for obtaining a diameter estimate. Like any observed quantity, 𝐻 is subject to 
observational errors, but it also follows from Equation (3) that errors in 𝐻 can only affect the value 
of 𝜂 — they cannot affect the estimate of 𝐷. Since 𝐻 does not affect the estimate of 𝐷, there is 
therefore no reason that NEATM estimates of 𝐻, 𝐷, and 𝑝v should ever violate Equation (2). 
Obviously, errors in 𝐻 can have a direct impact on 𝑝v via Equation (2). But for any given 𝐻, 𝐷, 𝑝v, 
Equation (2) should hold. 
Prior to the introduction of this method in Myhrvold (2018a), NEATM modelers typically used 
the full expression for 𝑇ss, with 𝑝v being expressed in terms of 𝐻 and 𝐷, per Equation (2). The 
parameters to be fit by the model-fitting algorithm are then 𝐷 and 𝜂. With care to avoid numerical 
issues with the fitting algorithm, this approach can produce good results (Delbó, 2004; Harris, 
1998; Harris and Lagerros, 2002; Kim et al., 2003; Ryan and Woodward, 2010). Having obtained 𝐷 
in this manner, 𝐻 would be used to calculate 𝑝v via Equation (2), so that relationship should never 
be violated.  
W2018 presents a model with a statement that: 
The thermal fit model gives the predicted value for the absolute magnitude, 𝐻𝑝 and the term ((𝐻 −  𝐻𝑝)/𝜎𝐻)
2
 
contributes to the 𝜒2 when fitting a model. 
This statement demonstrates extreme confusion about the basic mathematics and physics behind 
the NEATM. The statement seems to confuse the model’s inputs with its outputs. To reiterate, in 
NEATM the value of H is an observed input parameter that affects the value of 𝜂. H is not an output, 
and the NEATM does not predict 𝐻! Physics intuition can help clarify this crucial point. There is no 
way to predict how bright an asteroid is in the visible (i.e., its 𝐻) simply from using WISE infrared-
band observations as the input. Even if there were some approach for doing that, it would not be 
the NEATM (Harris, 1998). The description in W2018 of predicting 𝐻 from a thermal model is 
incorrect. 
The clear answer to the title of section 3.3 of W2018 is that NEOWISE should not be fitting 𝐻 at 
all. If the team did “fit” 𝐻 as part of its analytical process, it did so in violation of common sense, the 
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physics of their instrument, and numerous direct statements that they were using the NEATM 
model.  
The NEOWISE papers state that they obtained the 𝐻 values for asteroids from the literature or 
from the Minor Planet Center (Grav et al., 2011b; Mainzer et al., 2011b, 2011a, Masiero et al., 2014, 
2011). They also state that 𝐻 and its uncertainty are used in their Monte Carlo error analysis. As 
discussed above, this should only affect the uncertainty in 𝜂, and it is not by itself problematic. 
However, it appears from W2018 that the NEOWISE analyses actually fit the value for 𝐻, treating it 
as an output of the model rather than as an input. If that occurred, it is not documented in the 
NEOWISE papers and represents another serious ethical breach.  
M2018b showed that many of the 𝐻 values used in the NEOWISE papers do not match the 
current values from the MPC. Applying 2017 values for 𝐻 from the MPC to the asteroids in Masiero 
et al. (2011) changes the resulting value of 𝑝v by 10% or more for 55% of the NEOWISE results. In 
extreme cases, 𝑝v changes by a factor of up to 43.66. At the time M2018b was written, it seemed 
that the difference in 𝐻 values resulted from changes in the MPC, as routinely occurs when new 
observations are posted. However it now appears from the discussion in W2018 that the NEOWISE 
practice of fitting 𝐻 values may be the real reason for at least some of these changes. 
One direct consequence of this issue is that the ~15,000 NEOWISE results that violate Equation 
(2) are almost certainly in error. However, it will require further work to determine the extent and 
degree of those errors. Much more troubling is the misconception demonstrated in W2018, which 
suggests there could be other, less obvious consequences that could have far-reaching impact on 
the NEOWISE results. 
9. Fixed 𝜼 is not the issue 
W2018 seizes on a passing note in the appendix of M2018b to make a straw-man argument 
against treating the beaming parameter 𝜂 as a fixed property of an asteroid. In fact, M2018b notes 
that 𝜂 can be a function of phase angle. Moreover, Myhrvold (2018a) devotes an entire section to 
the interpretation of the 𝜂 parameter, which explicitly includes discussion of observation-
dependent effects. Some studies, such as Harris & Drube (2014, 2016), have argued that 𝜂 can be 
used to diagnose permanent physical properties of an asteroid, such as whether it is rich in metals.  
The issue of 𝜂 is interesting insofar as it relates to the binning of observations into 3-to 10-day 
epochs of arbitrary duration in the NEOWISE studies. This approach has not been adopted by other 
thermal-modeling studies. The NEOWISE papers have offered no justification for this 
methodological complication.   
W2018 offers the first attempted justification – that it was done because of phase angle 
dependencies in 𝜂.   However, if that were the case the proper way to address it would be to plot the 
dependence of 𝜂 and phase angle, and to show that the NEOWISE epochs explicitly group by phase 
angle.   Instead the NEOWISE papers appear to use epochs based on what the WISE observing 
cadence happened to produce, without regard to phase angle differences (see M2018b, Table S4 for 
a summary across NEOWISE papers.)  The observing geometry of WISE, and the short duration of 
the fully cryogenic mission limit the range of phase angles observed. 
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It has serious drawbacks, as described in M2018b. Among those is the highly deleterious 
consequence that the use of epochs forces the NEOWISE team to discard enormous amounts of 
potentially useful data. That data loss is exacerbated by other data pruning rules, for which again no 
reasonable justification has been given. 
Of the raw WISE observations, for example, 23% include data from all four bands. However, 
after being cut into epochs and then subjected to various other ad hoc data rules, only about 3% of 
the NEOWISE results make use of all four bands. There is a tremendous opportunity for smarter 
analysis to use more of the precious observational data than NEOWISE has.  
 
10. The systematic exaggeration of accuracy 
At several points, W2018 relies heavily on the false heuristic that diameter error is half of flux 
error. This erroneous notion appears as well in NEOWISE papers such as ApJ 736: 
Since diameter is proportional to the square root of the thermal flux (Equation (1)), the minimum systematic 
diameter error due to uncertainties in the color correction is proportional to one-half the error in flux. These 
magnitude errors result in a minimum systematic error of ∼5%–10% for diameters derived from WISE data 
As explained in M2018b and in section 2 above, the heuristic is incorrect. W2018 makes no attempt 
to rebut the arguments in M2018b that show it to be false. 
It is important to keep in mind the technical meaning of “systematic error” — synonymous with 
systematic bias — to denote a persistent error that is common to a set of results. Systematic error is 
the mean error one obtains after averaging over a sufficiently large number of data. In addition to 
systematic error, one also expects random errors that also occur in each individual case to average 
out to zero across a sufficiently large data set. Random errors occur over and above that systematic 
error. The total expected error for a given result is the sum of the systematic error and the random 
errors. 
The most reasonable interpretation of the statement in ApJ 736 quoted above is that 10% is a 
very rough estimate of the lower bound of the systematic error. Masiero et al. (2011) reference the 
statement in that sense: “We note that the flux calibrations presented by Mainzer et al. (2011b) set 
a lower limit on the accuracy of computed diameters for sources in the WISE data of σD = 10%.” 
(Mainzer et al., 2011d) similarly reported that: 
As described in Mainzer et al. (2011b) and Mainzer et al. (2011c), the minimum diameter error that can be 
achieved using WISE observations is ∼ 10%, and the minimum albedo error is ∼ 20% of the value of the albedo 
for objects with more than one WISE thermal band for which η can be fitted. For objects with large amplitude 
lightcurves, poor H or G measurements, or poor signal to noise measurements in the WISE bands, the errors will 
be higher. 
If that is the case, then ApJ 736 should be in complete agreement with M2018b, which finds 
systematic and random errors that are generally higher than 10%, hence fully consistent with the 
ApJ 736 lower bound.  
Nevertheless, multiple NEOWISE papers, now including W2018, persist in exaggerating the 
accuracy by mischaracterizing the lower bound on systematic error as the total expected error. To 
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cite one prominent example, Masiero et al. (2011) correctly reference the ApJ 736 results, yet 
nevertheless claim in their abstract to have computed diameters of “over 100,000” asteroids “with 
errors better than 10%.” In fact, the only error analysis offered in Masiero et al. (2011) is a Monte 
Carlo sensitivity analysis that attempts to determine the error in diameter and other parameters 
given the WISE pipeline estimate uncertainty and uncertainty in other parameters, including 𝐻 and 
the HG system slope parameter G.  
As explained in M2018b, the Masiero et al. (2011) analysis is inadequate in several ways. Only 
25 Monte Carlo trials, an insufficient number, were done for each asteroid. Moreover, as discussed 
in section 6, the analysis assumes that the WISE pipeline 𝜎 is the standard deviation of a Gaussian 
distribution for the WISE flux errors and thus grossly underestimates the actual distribution of 
observational errors of flux. It also fails to include light curve sampling error. The net consequence 
of these flaws is that the per-result Monte Carlo sensitivity analysis greatly underestimates the 
actual errors, whether systematic or random. 
NEOWISE data deposited in the PDS contain model codes that describe the modeling used to obtain 
each result. Myhrvold (2018a, 2018b) reported that the NEOWISE data analysis used 10 distinct 
models, and 45 different combinations of model and available WISE bands. The best combination of 
model and band (i.e., full thermal modeling for 4-band data, or model code DVBI) was used to 
generate results for fewer than 3,000 asteroids comprising less than 3% of the NEOWISE results. 
(Indeed, AKARI has published more multi-band fully thermal modeled results than the 4-band 
NEOWISE subset.)  
M2018b also first reported that more than half of the NEOWISE results were computed using a 
single band of data. Masiero et al. (2011), and more generally all of the NEOWISE studies, fail to give 
this overall statistic. Results obtained from a single band were effectively obtained simply by 
scaling a single hypothetical model asteroid and should not be characterized as products of thermal 
modeling. More broadly, it is incorrect to imply that the various model/band combinations 
employed by NEOWISE all have the same systematic error. Indeed this is implicit in the quoted 
passage that claims that “more than 100,000” diameters were estimated to “better than 10%,” 
which greatly misrepresents the accuracy of the NEOWISE results. The actual NEOWISE error 
analysis supports “worse than 10%,” because it is explicitly a lower bound. Even that lower bound 
is claimed only for the best modeling cases, which are less than 3% of the overall results.  
Many other NEOWISE statements follow this pattern. Grav et al. (2012) asserted, for example, 
that: 
The WISE results have been extensively calibrated against asteroids with known diameter in Mainzer et al. 
(2011d) and a comparison with the IRAS sample is found in Mainzer et al. (2011c). The latter paper shows that 
the IRAS-based diameter values derived by Ryan &Woodward (2010) appear to be systematically larger than 
diameters from radar, occultation, or spacecraft flybys. 
(In this passage Mainzer et al. (2011d) is ApJ 736, and Mainzer et al. (2011c) is ApJ 737.) Comparing 
one flux value per object for 48 asteroids, which is what was reported in ApJ 736, hardly qualifies as 
“extensive calibration.” 
Mainzer et al. (2012) claimed that: 
When two or more thermally-dominated bands are available, η can be estimated, and this was done for more 
than a hundred thousand asteroids observed by WISE during the FC survey phase (Mainzer et al. 2011c; Masiero 
et al. 2011; Grav et al. 2011, 2012). 
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(Here Mainzer et al. (2011b) is ApJ 736, and Masiero et al. (2011) has the same reference as in this 
work.) As M2018b showed, the procedure described was clearly not done for more than 100,000 
asteroids because many fewer than that number of cases were analyzed using two or more 
thermally-dominated bands. 
Exaggerated claims of ~10% accuracy were also made in more recent papers, including Masiero 
et al. (2013): 
From the NEOWISE survey we now have measurements of diameters for over 130, 000 Main Belt asteroids with 
relative errors of ∼ 10% (see Mas11 and Mainzer et al. 2011b). 
and Masiero et al. (2014):  
NEATM provides a rapid method of determining diameter from thermal emission data that is reliable to ∼ 10% 
when the beaming parameter can be fit (Mainzer et al. 2011b).  
Note that the condition “when the beaming parameter can be fit” is not a criterion actually studied 
in ApJ 736 (referenced above as Mainzer et al. (2011b)). One needs to fit the NEATM model to 
determine the beaming parameter 𝜂, the ApJ 736 paper does no model fitting at all and instead 
compares fluxes. 
In a 2015 review paper, Mainzer et al. (2015) offered more qualifiers to the accuracy claim: 
NEATM-derived diameters generally reproduce measurements from radar, stellar occultations, and in 
situ spacecraft visits to within ±10%, given multiple thermally dominated IR measurements that 
adequately sample an asteroid’s rotational light curve with good signal-to-noise ratio (SNR) and an 
accurate determination of distance from knowledge of its orbit (Mainzer et al. 2011c). It is worth 
noting that the accuracy of the diameters of objects used to confirm the performance of radiometric 
thermal models (such as radar or stellar occultations) is typically ∼10%. 
But the reference there to Mainzer et al. (2011c) falsely suggests that ApJ 736 presents an analysis 
of that detailed set of conditions. It does not. Moreover, the most that ApJ 736 states is that the 
accuracy has a lower bound of 10%, not an upper bound of 10% as claimed by “within ±10%.” 
It should be noted as well that the accuracy of most ROS estimates remains undetermined. ROS 
estimates typically come with an estimated measurement uncertainties for the radar and 
occultation observations, but those are internal measures. Absent direct observations by spacecraft, 
we lack the ability to check those against reality. 
W2018 regrettably continues to promote the exaggerated, unsubstantiated claims of accuracy 
exemplified in the quoted passages above.  Their Figure 6 is intended to be an analysis done in 
support of that accuracy by comparing to IRAS estimates.   But they fail to provide the actual 
calculation of interest, which is to repeat what was done for Figure 6 with the asteroids for which 
copied ROS diameters were presented.   Since the majority (87 out of the 117) of those asteroids are 
in the IRAS set the work is almost done, it is just obscured by the other IRAS asteroids.  In view of 
this pattern, the community should seek a fully independent error analysis of the NEOWISE results. 
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11. Conclusion — the problems with NEOWISE  
M2018b identified a lengthy set of substantial problems with the NEOWISE assumptions, 
methods, and results. These issues include model fit curves that fail to approach the data they 
purport to fit, parameters set to arbitrary or undocumented values without justification, 
intermixing of copied ROS diameters with model results without attribution or explanation, 
backdating of results, the unjustified discarding of vast amounts of data, repeated exaggeration of 
accuracy, and a persistent failure to document methodological details (and exceptions made by the 
group to their documented methods) that have thwarted attempts by other researchers to 
reproduce the NEOWISE results from the original observations. 
In response, W2018 now brings more clarity to some of the aspects of the NEOWISE study that 
have long been mysterious. The team has belatedly acknowledged a serious bug, irregularities in its 
published results, and a data-correction scheme that was applied but not documented. W2018 also 
confirms some of the most serious problems identified in M2018b. 
Unfortunately, W2018 also attempts to put forth exculpatory claims and technical arguments 
that are irrelevant, erroneous, or misleading. The most troubling of these reveal misconceptions 
about basic statistical methods and the NEATM itself that call into question the competence of the 
analysis and increase concerns that additional issues with the NEOWISE results exist but have yet 
to be identified. W2018 downplays the importance of the bug and the decision not to disclose it by 
presenting a misleading analysis that does not directly answer the impact on diameter. Yet a 
separate analysis presented later in W2018 includes a calculation of the impact of the bug on 1700 
asteroids that directly contradicts the earlier argument. 
Many of the errors and inadequacies reported by M2018b and now confirmed in W2018 would 
have been readily caught and corrected years earlier, had NEOWISE fully documented its analytical 
process, shared its codes, and allowed other researchers to replicate its results in accordance with 
the normal standards of science. During replication, issues such as the software bug and the 
misconception that IR observations predict H would have come to light sooner. NEOWISE is a case 
study that illustrates why reproducibility — as well as timely and honest reporting of errors when 
they are discovered — is so fundamental to the efficient progress of science. Science works best 
when the community of scientists openly share their work and check each other’s results. 
Instead, the NEOWISE team knew of a serious bug for seven years yet failed to report it or to 
correct results they knew to be erroneous. Key steps such as the linear correction were employed 
but falsely referenced and withheld from publication, or from inquiry by colleagues. The mixing of 
copied ROS diameters into model results was obfuscated with shifting and incompatible 
explanations, and by deleting those values from the PDS. Even now, given the opportunity to clarify 
the record, Wright et al. have regrettably elected not to publish their modeled diameters for 117 
asteroids, not to release revised diameters that correct for the software bug across the entire data 
set, and not to even identify those 117 asteroids. 
M2018b found that in many cases (up to 49%, depending on the model code and bands 
involved), NEOWISE fit curves fail to approach entire bands of data. W2018 admits that a software 
bug is responsible for the two asteroids used as an example in M2018b, but the response does not 
follow up on the thousands of other cases documented in M2018b. We are left to wonder whether 
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those cases, like the two examples, were affected by the bug, or whether some other phenomenon 
was at work.  
W2018 demonstrates that some of the problems with NEOWISE relate to fundamental errors 
made in statistics, physics, or thermal modeling. However such errors are not a complete 
explanation of the problem. As shown in section 10 above, the NEOWISE publications have a 
systematic tendency to overstate the accuracy of NEOWISE results, frequently by misquoting their 
own analysis. The failure to report the bug until the publication of M2018b forced a disclosure is 
consistent with this pattern of exaggeration.  
W2018 continues in the same vein by failing to provide the diameters produced by the 2011 
thermal model for the 117 asteroids with copied ROS diameters so that those early, impressive, and 
much-repeated claims of accuracy were justified. And W2018 offers partial explanations that only 
highlight past omissions — such as the failure of the ApJ 737 paper that plots results from IRAS and 
Ryan and Woodward (2010) against those from ROS to include a similar comparison of NEOWISE 
diameters to ROS diameters — without resolving them. 
As Myhrvold (2018a) and M2018b emphasized, the observational data set gathered by the 
WISE/NEOWISE missions is potentially one of the greatest treasure troves the asteroid community 
has yet received. It is a tragedy that its analysis has been so plagued by irreproducibility, 
mismanagement, and secrecy. It should be an urgent priority of the planetary science community to 
rectify this situation.  
As a service to the many research groups whose follow-on studies have incorporated erroneous 
results published by NEOWISE, a crucial first step must be to obtain a full and correct error analysis 
of the results published in the literature and the PDS to date. There is also a tremendous 
opportunity to produce a much-improved data set on asteroid physical characteristics by applying a 
more rigorous, open, and transparent modeling methodology to the WISE observational data. 
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12. Appendix 
12.1 SENTENCES REFERENCING APJ 736 
 
Two key NEOWISE results papers, Mainzer et al. (2011c) and Masiero et al. (2011), present 
diameters copied from prior ROS sources in tables of NEOWISE thermally modeled results without 
disclosing the copying. A list of 105 of these asteroids appears in M2018b, with speculation that 
there may be more. W2018 discloses that they are actually 117 asteroids with copied diameters 
across the two papers but does not verify the identity of the 105 asteroids in the M2018b list, nor 
does it identify the remaining 12 asteroids assuming the 105 are correct.  
Masiero (2016) maintained that Masiero et al. (2011) properly referenced this practice, both 
directly and by referencing the Mainzer et al. (2011c) paper and the ApJ 736 paper “in this respect.”  
The passages quoted below demonstrate that this assertion is incorrect. 
Mainzer et al. (2011c) makes four mentions of ApJ 736 (referenced as Mainzer et al. 2011b or 
M11B in the references for that paper). All four are quoted below. 
Sentences that refer to Mainzer et al. 2011c (here 2011b or M11B) from Mainzer et al. 2011c 
As described in Mainzer et al. (2011b, hereafter M11B) and Cutri et al. (2011), we included observations with 
magnitudes close to experimentally derived saturation limits, but when sources became brighter than W1 = 6, W2 = 6, W3 = 
4, and W4 = 0, we increased the error bars on these points to 0.2 mag and applied a linear correction to W3 (see the WISE 
Explanatory Supplement for details). 
As described in M11B, we employ the spherical near-Earth asteroid thermal model (NEATM) (Harris 1998). The 
NEATM model uses the so-called beaming parameter η to account for cases intermediate between zero thermal inertia, the 
Standard Thermal Model (STM) of Lebofsky & Spencer (1989) and high thermal inertia, the Fast Rotating Model (FRM; 
Lebofsky et al. 1978; Veeder et al. 1989; Lebofsky & Spencer 1989). 
The flux from reflected sunlight was computed for each WISE band as described in M11B using the IAU phase curve 
correction (Bowell et al.1989). 
As described in M11B and Mainzer et al. (2011c), the minimum diameter error that can be achieved using WISE 
observations is ∼10%, and the minimum relative albedo error is∼20% for objects with more than one WISE thermal band for 
which η can be fitted. 
 
To verify the excerpts above, search in the PDF of Mainzer et al. (2011c) for mentions of “M11B.”  
Masiero et al. (2011) references ApJ 736 (as Mainzer et al. 2011b) in seven places: 
Sentences that refer to ApJ 736 (as Mainzer et al. 2011b) results from Masiero et al. 2011 
Prelaunch descriptions of WISE were given by Mainzer et al. (2006) and Liu et al. (2008), while postlaunch overviews, 
including initial calibrations and color corrections, are presented by Wright et al. (2010) and Mainzer et al. (2011b). 
We obtained our data used for fitting in a method identical to the one described in Mainzer et al. (2011b) and A. K. Mainzer et 
al. (2011, in preparation), though tuned for MBAs. 
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As discussed in Mainzer et al. (2011b), we find that the pipeline was overly conservative in artifact flagging and cc_flags = p 
values have similar fluxes to cc_flags = 0 detections while increasing the number of usable observations by ∼20%. 
Objects with magnitudes brighter than W3 = 4 and W4 = 3 were assigned errors of 0.2 mag to account for the change in 
the point-spread function for very bright objects, and a linear correction to the magnitudes of sources with −2 < W3 < 4 was 
applied (Mainzer et al. 2011b; Cutri et al. 2011). 
We note that the flux calibrations presented by Mainzer et al. (2011b) set a lower limit on the accuracy of computed diameters 
for sources in the WISE data of σD = 10%. 
Mainzer et al. (2011b) investigated the need for an offset in H to account for systematic errors in H values, but found that no 
offset was required (cf. Juric et al. 2002, who found a 0.2 mag shift). 
We perform MC simulations of our visible light measurements as well as of the thermal measurements to quantify the error on 
albedo; however, in all cases the minimum error on albedo will be 20% (Mainzer et al. 2011b) for objects with optical data 
and one good thermal band. 
 
To verify the excerpts above, search in the PDF of Masiero et al. (2011) for mentions of “2011b.”  
That paper refers to their diameter results in the following excerpts (a pruned subset of the 
sentences that contain “diameter”):  
Sentences that refer to diameter results from Masiero et al. 2011 
Using a NEATM thermal model fitting routine, we compute diameters for over 100,000 Main Belt 
asteroids from their IR thermal flux, with errors better than 10% 
A large survey conducted in mid-infrared wavelengths will allow Main Belt albedos and diameters to 
be produced with good accuracy; this in turn will allow us to study the compositional gradient of the solar 
system and may ultimately allow us to set constraints on any major planetary migration that may have 
occurred. 
For objects that have known orbits, measurement of the infrared flux emitted from the surface can be 
used to constrain the diameter of the body (see Section 3 for a discussion of the method used here). 
Thermal infrared measurements of a large sample of asteroids represent the best way to determine 
robust diameters rapidly for many thousands of objects. In this paper, we present preliminary results from 
the Wide-field Infrared Survey Explorer (WISE) space telescope, the next-generation all-sky infrared 
survey, focusing here on the cryogenic observations of MBAs. 
3. DIAMETER AND ALBEDO DETERMINATION THROUGH THERMAL MODELING (section title) 
We note that the flux calibrations presented by Mainzer et al. (2011b) set a lower limit on the accuracy 
of computed diameters for sources in the WISE data of σD = 10%. 
In total 129,750 MBAs, selected from the cryogenic phase of the survey, had a sufficient number and 
quality of detections to allow us to perform thermal modeling and determine their effective diameter. Of 
these, 17,482 objects had orbital arcs shorter than 30 days; as such their orbits have a larger uncertainty 
than the rest of the population, which corresponds to uncertainty in their geocentric and heliocentric 
distances, which will naturally increase the error on their calculated diameters. Additionally, 112,265 
objects also had available optical data allowing us to calculate albedo as well as diameter. 
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We provide the full table of our best fits for MBAs from the Pass 1 processed cryogenic survey data in 
the online version of the journal, or online at: http://wise2.ipac.caltech.edu/staff/ 
bauer/NEOWISE_pass1/. A sample of the table is shown in Table1.This table contains: the MPC-packed 
format name of the object; the H and G values used; the diameter, albedo, beaming parameter, and infrared 
albedo as well as associated error bars; and the number of observations in each WISE band that were used 
for fitting. 
Table 1 Example of Electronic Table of the Thermal Model Fits (title of example table of NEOWISE 
results) 
Using fluxes from the WISE data, and a faceted NEATM model, we are able to determine diameters for 
our observed objects. 
With infrared fluxes of sufficient quality to determine diameters and albedos for 129,750 MBAs, we 
show the power and great potential contained in this data set. 
Note that none of the statements above is consistent with choosing ROS diameters for more than 
100 asteroids in the data set. On the contrary, each statement sets the clear expectation that the 
diameter results were obtained by thermal modeling. 
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12.2 TABLES OF DISTRIBUTION FIT PARAMETERS 
 
Name W1 W2 W3 W4 
 𝝁 𝝈 𝝁 𝝈 𝝁 𝝈 𝝁 𝝈 
NGC6552   0.017 1.427 -0.038 1.237 -0.163 1.119 
KF03T1 -1.364 5.973 -1.318 2.491 -0.181 1.495 -0.384 3.334 
KF03T2 -0.027 1.067 -0.089 1.542 -0.134 1.429 -0.408 3.025 
KF06T1 -0.124 2.279 -0.114 1.373 -0.364 1.502 -0.283 2.749 
KF06T2 -0.164 1.231 -0.014 1.196 -0.316 1.475 -0.299 2.613 
KF06T3 -1.260 1.633 -0.219 1.373 -0.304 1.638 -0.444 3.380 
KF03T4 -0.289 1.724 -0.018 1.432 -0.209 1.465 -0.291 2.510 
KF05T1 -0.049 1.054 -0.017 1.885 -0.109 1.553   
KF02T1 -0.052 1.309 -0.033 2.164 -0.068 1.429 -0.232 1.987 
Bp66_1073 -0.008 1.573 -0.005 1.518 -0.066 1.256 -0.292 1.467 
KF02T3 -1.002 1.834 -0.374 1.771 -0.209 1.441 -0.327 2.781 
HD270422 0.033 1.794 -0.006 1.588 -0.028 1.243 -0.262 1.237 
HD270467 -0.040 1.210 -0.010 1.591 -0.045 1.248 -0.158 1.346 
5581475 -0.078 1.313 -0.070 1.382 -0.139 1.075 -0.489 3.543 
WHO_G642 -0.537 1.624 -0.060 1.651 -0.083 1.215 -0.277 2.223 
HD41466 -0.018 1.165 -0.010 1.508 -0.025 1.323 -0.180 1.362 
WHO_S527 -0.015 1.566 -0.012 1.737 -0.018 1.119 -0.241 1.207 
HD270485 -0.169 2.732 -0.212 2.170 -0.087 1.255 -0.258 2.203 
HD271776 -0.147 1.310 -0.102 1.544 -0.108 1.211 -0.367 3.210 
 
Table A1. Parameters of best-fit normal distributions obtained by maximum likelihood estimation. The best-fit 
normal distribution to the Z-statistic of Equation (1) for repeated observations of the sources of Table 1 is shown by 
source, band, and parameter. Cases having fewer than 100 eligible observations after data filtering, as described in the 
text, were not fit; those entries are blank. The standard deviation is close to unity for only one source and band (the W1 
band for star KF05T1). All other cases show significant underestimation of uncertainty by the WISE pipeline 𝜎. 
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Name 
W1 W2 W3 W4 
𝝁 𝝈 𝝂 𝝁 𝝈 𝝂 𝝁 𝝈 𝝂 𝝁 𝝈 𝝂 
NGC6552    0.031 1.304 12.516 -0.008 1.029 6.326 -0.088 0.779 3.764 
KF03T1 -1.795 0.747 2.368 -1.486 1.066 3.271 -0.066 1.201 6.060 0.552 0.285 1.000 
KF03T2 -0.046 0.806 4.822 -0.093 1.194 6.156 -0.110 1.286 11.005 0.414 0.383 1.241 
KF06T1 -0.182 0.923 4.652 -0.125 1.036 6.791 -0.108 1.099 4.320 0.812 0.259 0.814 
KF06T2 -0.216 0.816 5.020 -0.030 1.092 12.177 0.103 0.763 2.331 0.777 0.217 0.749 
KF06T3 -1.397 0.825 3.252 -0.230 1.034 5.358 -0.111 1.295 5.493 0.991 0.218 0.712 
KF03T4 -0.369 0.792 4.273 -0.011 1.095 6.051 -0.130 1.274 8.711 0.643 0.285 0.922 
KF05T1 -0.065 0.818 5.087 0.002 1.129 5.507 -0.068 1.345 8.236    
KF02T1 -0.100 0.799 4.133 0.053 1.005 3.635 -0.029 1.247 8.927 0.289 0.431 1.599 
Bp66_1073 -0.072 1.315 6.584 0.007 1.280 7.044 -0.060 1.113 9.648 0.011 0.813 3.120 
KF02T3 -1.105 0.949 3.616 -0.364 1.000 5.050 -0.103 1.213 7.283 0.629 0.202 0.832 
HD270422 -0.049 1.474 6.056 0.031 1.289 6.249 -0.024 1.149 14.460 -0.087 0.887 4.533 
HD270467 -0.065 0.801 4.074 0.016 1.104 5.677 -0.040 1.072 8.312 0.228 0.309 1.503 
5581475 -0.123 0.900 5.259 -0.086 1.094 6.794 0.154 0.346 1.827 0.802 0.240 0.806 
WHO_G642 -0.607 0.710 3.455 0.000 1.154 4.954 -0.054 1.073 9.785 0.400 0.273 1.115 
HD41466 -0.037 0.882 5.070 0.036 1.075 5.108 -0.037 1.147 8.536 0.158 0.412 1.903 
WHO_S527 -0.048 1.186 4.464 0.001 1.300 5.506 -0.021 0.966 8.047 -0.028 0.756 3.663 
HD270485 -0.203 0.896 4.113 -0.190 1.135 4.145 -0.075 1.097 8.678 0.343 0.248 1.132 
HD271776 -0.108 0.829 3.843 -0.077 1.138 5.458 -0.065 1.044 8.697 0.479 0.237 1.056 
 
Table A2. Parameters of best-fit Student’s t-distribution obtained by maximum likelihood estimation. The best-fit 
Student’s t-distribution to the Z-statistic of Equation (1) for repeated observations of the sources of Table 1 is shown by 
source, band, and parameter. Cases having fewer than 100 eligible observations after data filtering, as described in the 
text, were not fit; those entries are blank.  
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