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The R2 statistic is a well known measure of association for the linear model that has been
extended in various ways to the linear mixed model. Statistical literature suggests multiple measures
ofR2 must be used to characterize linear mixed models by summarizing goodness-of-fit for both fixed
and random effects. Regarding the latter, there are currently no measures of R2 which consistently
demonstrate a capacity to avoid over-fitting and under-fitting covariance models. In this dissertation
we extend R2 to the generalized linear mixed model and develop new covariance model selection and
inference techniques for R2 in the linear mixed model that can also be extended to the generalized
linear mixed model.
Chapter 2 describes a marginal R2 statistic for the linear mixed model that measures generalized
explained variance. Our method utilizes standardized generalized variance to stabilize the estimated
denominator degrees of freedom used in the approximate Wald F test. The proposed modification
consistently estimates a well-defined population value, exhibits a non-central beta sample distribution,
and demonstrates superior performance in a simulation study where R2 statistics are used to assess
covariance goodness-of-fit.
Chapter 3 introduces a paradigm of conducting statistical tests regarding R2 statistics in the
linear mixed model. Simple summary tests of covariance goodness-of-fit for a specific model are
explored as well as tests for model selection. This approach is able to compare covariance models that
are not hierarchically related (i.e. nested). A simulation study and two applied examples demonstrate
the testing procedure’s capacity to fill in the gaps of uncertainty regarding covariance model selection
when candidates are non-nested.
Chapter 4 discusses a method to extend R2 from the linear mixed model to the generalized linear
mixed model. The approach utilizes penalized quasi-likelihood estimation and is the first to enable
computation of semi-partial R2 statistics for fixed effects in the generalized linear mixed model. A
iii
simulation study assesses the performance of the proposed method. Extensions based on the linear
mixed model results from Chapters 2 and 3 are explored.
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CHAPTER 1: LITERATURE REVIEW
Mixed (i.e. hierarchical, multilevel) models are routinely applied in the analyses of longitudinal
(i.e. correlated, clustered) data (McCulloch et al., 2001). As implementation of the mixed model has
increased, so has interest in summary measures of goodness-of-fit. The R2 statistic for the linear
model (LM) is a well known summary of association between a dependent outcome and one or
more independent predictors, and has been extended in various ways (Raudenbush and Bryk, 1986;
Snijders and Bosker, 1994; Xu, 2003; Gelman and Pardoe, 2006; Edwards et al., 2008; Nakagawa
and Schielzeth, 2013) to the linear mixed model (LMM). In the past two years, the method proposed
by (Nakagawa and Schielzeth, 2013) has become the most widely used. In this chapter, the literature
describing R2 statistics in mixed models is reviewed. The most prominent measures of R2 are
summarized.
1.1 The Linear Model and R2






























where y is the dependent variable, or outcome of interest,X is a known constant design matrix with











where SSR = β̂′(X ′X)β̂ − N · y2 is the regression sum of squares1, β̂ = (X ′X )−1X ′y is
the maximum likelihood (ML) estimate for β, y = N−1
∑N
i=1 yi is the mean of y, and SSE =
y′
(
I −X (X ′X )−1X ′
)






where ΣX is the covariance matrix of the explanatory variables. R2e may be interpreted as the
proportion of the total variability explained by the independent variables for the general population,
while the R2 statistic describes a sample from the population. The amount of variance explained
by the model also characterizes the predictive ability of the model, i.e. the greater the proportion of
the total variability in the data that is explained by the model, the better the ability to predict with
that model (Christensen, 2011, sec. 6.4). Since the R2 statistic is unit-less and ranges from 0 to 1,
one may compare R2 values across studies in a similar manner as standardized effect size statistics
under certain circumstances (e.g. models with the same responses and similar set of predictors).
R2 also corresponds with the familiar F statistic for comparison between two models: (1) a full
model containing p− 1 independent predictors and an intercept and (2) a null model that has only













> F1−α, p−1, ν (1.4)
where σ̂2e = SSE/ν and ν = N − p is the degrees of freedom for σ̂2e .
1.1.1 Semi-Partial R2
Semi-partial R2 statistics may be calculated for any subset of predictors. Investigators often
calculate semi-partial statistics for a single predictor to assess the strength of the relationship between
one predictor and y, adjusting for other predictors in the model (Muller and Fetterman, 2002). Thus,
semi-partial R2 statistics allow investigators to compare the relative importance of predictor variables
on a unified and easily interpreted scale. The semi-partial R2 may also prevent misinterpretation of
the ‘significance’ of a predictor variable. That is, in studies with large samples, a predictor may be
1 The expression used for SSR is taken from Christensen’s definition (Christensen, 2011, pg. 125).
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statistically significant, but clinically irrelevant (Wasserstein and Lazar, 2016). Semi partial R2 are
useful tools to address this dilemma.
1.1.2 Misuse of R2
R2 is useful for model comparison, but should not be overemphasized when used to identify
correct models. A perfect model for data with high variability will have a low R2. Furthermore, R2
should not be used to compare goodness-of-fit where transformations of the dependent variable y are
considered. Christensen (2011, ch. 14) provides examples to illustrate this point.
Helland (1987) claimed that R2 should only be interpreted as an estimator of R2, the true
population value, when sampling is random (i.e. X is random). Helland’s claim was driven by an






where Σ̂X = (N − 1 )−1 (X − 1Nx )′ (X − 1Nx ) is the sample covariance of the explanatory
variables and x is the 1× p vector of column means ofX . Since the asymptotic behavior of R2 is
crucially dependent on Σ̂X , R2 will be more or less arbitrary in experiments whereX is chosen by
the investigator. Weisberg (2005, sec. 4.4) gives an example to illustrate this point.
1.1.3 Distribution of R2
Fisher (1928) derived the explicit density of R2, and Gurland (1968) introduced a relatively sim-
ple approximation to this distribution. The conditional distribution of R2 |X follows a non-central
beta distribution (Seber, 1963) of Type I with shape parameters (p− 1)/2, ν/2, and non-centrality
parameter λ = β′Σ̂Xβ/σ2e . Naturally, the unconditional distribution depends on the assumptions
made aboutX . Helland (1987, pg. 65) shows that ifX is multivariate normal, approximate confi-
dence limits forR2 can be calculated using observed values of R2 and a relatively simple estimating
algorithm.
3
1.2 The Linear Mixed Model for Longitudinal Data
The LMM for longitudinal data, introduced by Laird and Ware (1982), is a special case of the
general LMM (Muller and Stewart, 2006). With m subjects and ni repeated measurements for the ith
subject, i = 1, . . . ,m, the subject-level LMM is defined as
yi = Xi β + Zi bi + ei
(ni × 1) (ni × p) (p× 1) (ni × q) (q × 1) (ni × 1)
(1.6)
where yi is the vector observed outcomes for subject i, β is a population vector of unknown
population (fixed) effects, Xi is a known constant design matrix for the fixed effects, bi is a
vector of unobserved subject-specific (random) effects, Zi is a known constant design matrix
for the random effects, and ei is a vector of unobserved random errors. We assume ei ⊥ bi.
Furthermore, ei ∼ Nni ( 0,Σei(τe) ), where Σei(τe) = Σei is the error matrix for the ith subject,
with structure characterized by the r × 1 vector of parameters τe and dimensions determined
by ni; bi ∼ Nq(0,Σbi(τb)), where Σbi(τb) = Σbi is the q × q covariance matrix of random
effects, characterized by the s× 1 vector of parameters τb. Thus, yi ∼ Nni (Xiβ,Σi(τ )), where
Σi(τ ) = Σi = ZiΣbiZ
′
i + Σei , where τ = (τb, τe) is an r × 1 vector of covariance parameters
that characterizes Σi. We can also specify the LMM in stacked form:
y = X β + Z b + e




i=1 ni is the total number of observations, y = (y1, . . . ,ym)
′ is the stacked vec-
tor of observations, X = (X1, . . . ,Xm)′ is the stacked design matrix for fixed effects, Z =
diag (Z1, . . . ,Zm) is the blocked design matrix for random effects, Q = m · q aggregates the subject
specific q×1 vectors, b = (b1, . . . , bm)′ is the vector of stacked subject specific random effects, e =
(e1, . . . , em)
′ is the stacked unobserved error vector, b ∼ NQ ( 0,Σb ), e ∼ NN ( 0,Σe ) and b ⊥ e,
Σb = diag ( Σb1 , . . . ,Σbm ), and Σe = diag ( Σe1 , . . . ,Σem ). In summary, y ∼ NN (Xβ,Σ ),
and Σ = ZΣbZ ′ + Σe. Thus, we have described a LMM where y may be split into independent
sub-vectors yi for the ith subject. The general LMM has more flexibility (penalized splines, additional
clusters, nested random effects), but doesn’t necessarily maintain this independence.
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1.3 Longitudinal Models
Fitzmaurice et al. (2012, ch. 8) summarize longitudinal models that are often used in applied
settings. These models are composed of a mean (population) model as well as a covariance model.
This research primarily focuses on the two most common covariance models, compound symmetry
and growth curve models, in the context of various population models (see Section 2.3). In Sec-
tion 1.3.1 and Section 1.3.2 below, we summarize these covariance models and provide examples in
the context of a population model withXij = ( 1 tij ), where tij measures time since baseline for
subject i = 1, . . . ,m at observation j = 1, . . . , ni.
1.3.1 Compound Symmetry Covariance Model
Compound Symmetry (CS) assumes a random intercept for each subject so that V (bi) = σ2b0
and assumes V (yi | bi) = V (ei) = σ2eIni . That is, conditional knowledge of the random effects
implies independence between observations. This diagonal structure for V (ei) is commonly referred
to as conditional independence, and is often assumed in applied settings. Thus, bi = b0i, Zi = 1ni ,
yij = β0 + β1 · tij + b0i + eij and V (yi) = σ2eIni + σ2b01
ni
ni so that all ni observations from subject
i are equally correlated. We denote the compound symmetric structure with ΣCS. In the case where
a fitted mixed model employs the compound symmetric covariance model, we write Σ̂CS.
1.3.2 Growth Curve Covariance Model
The Growth Curve (GC) model assumes conditional independence and fits random effects for
tij (random slopes) in addition to random intercepts. Random slopes may be interpreted as the
subject specific deviation from the population’s rate of change over time. Now b′i = ( b0i, b1i ),


















+ σ2e if j = k







so that Σi = σ2eIni + ZiΣbiZ
′
i. Similar to the notation for CS covariance models, we denote a
covariance matrix with GC structure as ΣGC. In the case where a fitted mixed model employs the
growth curve covariance model, we write Σ̂GC.
1.3.3 Estimation and Inference
Estimation and Inference for the LMM is a broad topic covered in detail by Stroup (2012, ch. 4
& 5), while Laird and Ware (1982) provide some specific results for longitudinal data. We begin
with Henderson’s mixed model equations (Henderson, 1950), which may be derived by maximizing
the probability density function (PDF) of y and b,










with respect to β and b, finding β̂ and b̂ such that :
 X ′Σ−1e X X ′Σ−1e Z
Z ′Σ−1e X Z







 X ′Σ−1e y
Z ′Σ−1e y
 . (1.8)
Searle (1971) showed that the estimates of β from (1.8) are equivalent to the generalized least squares














and b̂ = ΣbZ ′Σ−1(y −Xβ) is referred to as the ‘best linear unbiased predictor’ (BLUP). Stroup
(2012, pg. 134) comments that the elements of β are fixed parameters, whereas b is a random vector.
For the former, the goal is to produce a minimum variance estimator about a fixed target; for the
latter, the goal is to minimize the prediction error about the realized value of a random variable.
Robinson (1991) gives a broad discussion on the usage of BLUPs.
When Σ(τ ) is unknown (almost always the case), a structure is usually imposed on Σbi and
Σei for parsimony (i.e. less parameters to estimate) and iterative estimation methods are applied
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(Stroup, 2012, sec. 4.4.3). Estimates of the unknown parameters τ may be obtained using maximum
likelihood (ML) or restricted ML estimation.
1.3.4 Restricted Maximum Likelihood
It can be shown that the estimation of τ via ML produces downwardly biased estimates (Stroup,
2012). In turn, the downwardly biased standard errors lead to narrow confidence intervals and inflated
type I error rates in hypothesis testing. Patterson and Thompson (1971) addressed this issue with
their presentation of comprehensive restricted maximum likelihood (REML) estimation for LMMs.
Due to the unbiased estimation of covariance components in the LMM, REML has become very
popular and is used often in practice (Edwards et al., 2008). Instead of obtaining variance component
estimates from y ∼ NN (Xβ,Σ ), we introduce a matrix K such that K ′y ∼ NN ( 0,K ′ΣK ),
thereby removing the estimation of β from the process of obtaining estimates of τ . The likelihood of
K ′y is known as the restricted likelihood. For LMMs, it is common to use the error contrast matrix
K = I −X (X ′X )−X ′, where (X ′X )− is the Moore Penrose generalized inverse of X ′X .
Harville (1974) showed that this restricted likelihood can be written as






































Estimation procedures utilizing this form for the likelihood can jointly estimate fixed effects
with covariance components. Unless otherwise specified, REML estimation is used for fitted models
throughout this research.
1.3.5 The Wald Approximate F-Statistic
Once estimates of Σ(τ ) are established, general hypotheses regarding β may be tested using
asymptotic Wald, Likelihood Ratio (LR), or Score statistics. Asymptotic approximations were
popularized by Laird and Ware (1982), who suggested using asymptotic likelihood ratio tests for
selection of fixed effects. Later simulation studies from Helms (1992) showed an inflated Type
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I error rate for these tests. An alternative approach proposed by Helms (1992) and Verbeke and
Molenberghs (2009) used an approximate F test for selection of fixed effects. The approach is built






) ∼ N(0, 1) d≈ t(ν̂), (1.9)



















has an asymptotic chi-square distribution with p− 1 degrees of freedom. FW (β̂, Σ̂) = W/(p− 1)
follows an approximate F distribution with p− 1 numerator degrees of freedom and ν̂ denominator
degrees of freedom. Approximations for ν̂ include Kenward and Roger (1997), Satterthwaite (1946),
the containment method (default in SAS proc MIXED) and the residual approximation, ν̂ = N − p
as in (1.4).
1.4 Covariance Model Selection
Under-specification of the covariance model (e.g. using a CS covariance model when the
true covariance structure is GC) can substantially influence statistical inference. Lange and Laird
(1989) found that fitting a GC covariance model dramatically improved inference on the estimated
covariance of β̂ when the data followed more complex covariance patterns. Gurka et al. (2011)
noted that scientists in a variety of health and social science settings often assume CS models for
longitudinal responses and showed that making this assumption biases inference for fixed effects in
both small and large samples when the true covariance is more complex. Additionally, Fitzmaurice
et al. (2012, pg. 167) comment that the CS is usually inappropriate for longitudinal data. On the
other hand, the simplicity and ease of interpreting mixed models with CS covariance structures is an
appealing trait for investigators. Thus, there is a pressing need for general and simple methods to
judiciously evaluate whether a CS model is appropriate.
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1.5 Difficulties of Generalizing R2
One of the first R2 estimates for the LMM was introduced by Raudenbush and Bryk (1986),
who calculate R2 measures for each variance component in a mixed model. That is, a separate R2
statistic is computed for each random effect and the residual variance. Snijders and Bosker (1994)
later observed that the addition of fixed effects may reduce the variance estimate for one component
while simultaneously increasing variance for another. This feature causes some variance component
R2 estimates to be negative. As a remedy, Snijders and Bosker suggest calculating one R2 statistic
for each level of a LMM (e.g. the observation level, individual level, grouping level, etc.). However,
Nakagawa and Schielzeth (2013) point out that that R2 statistics corresponding to individual levels
in a model may decrease with the addition of a fixed predictor in larger models. Snijders and
Bosker found that some decreases in R2 estimates (i.e. changes in the ‘wrong’ direction) indicate
mis-specification of the statistical model, and can therefore be a diagnostic tool for model selection.
However, mis-specification isn’t always the cause for a decrease in R2 values, which complicates
the application of decreasing R2 as a diagnostic tool. Gelman and Pardoe (2006) introduced an
extension of the multilevel R2 proposed by Snijders and Bosker so that an arbitary number of levels
could be modeled, but the technical detail involved in applying the method acts as a deterrent for
investigators that do not have the necessary statistical background. This short review covers only a
select subset of R2 estimates for the LMM (see (Edwards et al., 2008; Orelien and Edwards, 2008)
for more comprehensive summaries), but the difficulties presented (i.e. negative values, decreasing
with additional fixed effects, implementation) represent some of the most common obstacles for
generalizing R2 to the LMM and the GLMM.
1.6 R2β , an R2 statistic for fixed effects in the LMM
Edwards et al. (2008) extend R2 to the LMM by replacing F (β̂, σ̂2e) with FW (β̂, Σ̂) and ν with
ν̂ (using one of the approximations above) in (1.4), then solving for R2. The resulting statistic, R2β ,
is interpreted as a measure of multivariate association between the response variable and the fixed
9
effects in the linear mixed model. More explicitly stated,
R2β =
ν̂−1(p− 1)FW (β̂, Σ̂)
1 + ν̂−1(p− 1)FW (β̂, Σ̂)
(1.11)
where 0 ≤ R2β ≤ 1 and












is the Wald F statistic. For continuity, we adopt the notation used by Matuszewski and Edwards
(2013), who specified approximation techniques for estimated denominator degrees of freedom









indicates that ν̂ is estimated using the Kenward-Roger approximation and




Thus, if data are generated from a CS structure and we compute R2β using the residual approximation
for ν̂ and use a GC covariance model, we would write R2β
(
Σ̂GC, ν̂Res
∣∣∣ ΣCS). If the subscript is
omitted from any or all of the arguments, the reader may assume that the statement applies in general
to the unspecified parts. Edwards et al. (2008) noted that the value of R2β shifted dramatically based
on ν̂, and recommended using the approach outlined by Kenward and Roger (1997).
1.6.1 The Kenward Roger Approach








was actually the sum of two components, the first being the
GLS estimate. The second component, which approximates what the first component underestimates,
was considered by Kackar and Harville (1984) and Prasad and Rao (1990), while Harville and
Jeske (1992) and Kenward and Roger (1997) considered the first. Kenward and Roger proposed




by combining the first and second component. Alnosaier (2007)
and Halekoh and Højsgaard (2014) explain Kenward and Roger’s approach in full detail. The




along with a scaling
factor to modify the FW -statistic from (2.28). Kenward and Roger derived approximate expressions
for the expectation and the variance of their modified F -statistic, henceforth denoted as FKR, and
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matched these estimates with the first and second moments of the F -distribution to estimate the
denominator degrees of freedom and the scale.
The performance of the FKR-statistic has been measured in various simulation studies, and the
literature suggests the statistic works admirably when applied to CS covariance structures. Schaalje
et al. (2001) adjusted the complexity of the covariance structure, the number of observations within
units, and total sample size, and observed inflated levels of the FKR-test when the sample size was
small, except when the covariance structure was CS. Gomez et al. (2005) studied the performance of
the FKR-test when Akaike’s Information Criteria (AIC) (Akaike, 1974) and the Bayesian Information
Criterion (BIC) (Schwarz et al., 1978) were used to select the modeled covariance structure, and
found the level of the FKR-test was much higher than target values. Even when AIC and BIC selected
the correct covariance structure, the level of the FKR-test was higher than the target for many cases in
which the covariance structure was not CS.





and the structure of the covariance model. The authors simulated balanced








































∣∣∣ ΣCS) are consistent with the inflated type I error rate of the FKR test observed
by Schaalje et al. (2001) and Gomez et al. (2005) when the modeled covariance was not CS. To
clarify, the FKR test tends to overstate the evidence against H0 : Cβ = 0p−1 when the modeled





are provided in chapter 3.
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1.6.2 Sampling distribution and Confidence Limits for R2β





follows an approximate non-central beta distribution of Type I with
shape parameters (p− 1)/2, ν/2, and non-centrality parameter


































corresponds to the γ quantile of the non-central beta distribution of Type I with














Confidence limits with randomX have not yet been explored.
1.7 R2NSJ , Marginal and Conditional Explained Variance in the LMM
Recently, Nakagawa and Schielzeth (2013) introduced marginal and conditional R2 statistics
for the LMM with random intercepts only (no random slopes) and extended these R2 to the gener-
alized linear mixed model (GLMM) by decomposing residual variance into three components: (i)
multiplicative dispersion, (ii) additive dispersion and (iii) distribution-specific variance. Johnson



















b is the estimated unexplained error in the general LMM according to Snijders and








is the average variance of the random effects introduced











the estimated fixed effects variance component. The marginal R2
NSJ(m) estimates the proportion of
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variance explained by the population parameters (fixed effects) in the model, while the conditional
R2
NSJ(c) estimates the proportion of variance explained by the entire model (fixed effects and random
effects).
1.8 R2SB, The PopulationR2 for fixed effects in the LMM
The R2 statistics proposed by Nakagawa and Schielzeth are based on Snijders and Bosker’s
definition of variance (explained and unexplained) in the LMM. Snijders and Bosker (2011, pg. 116)
showed that the variance of a single observation in the general LMM with randomX may be written









T11 is the covariance matrix of the random slopes, T01 is the vector of intercept slope covariances,
µX(q) is the vector of means of the explanatory variables, and ΣX(p) is the covariance matrix of
the predictor variables that have random slopes. Snijders and Bosker use this result to propose a











SB with bias of less than 0.05 in several common multilevel
2 settings.
1.9 Connecting R2β and R2NSJ in the LMM
It can be shown that R2β generalizes the marginal R
2







2Multilevel models are a well known class of general LMMs. Snijders and Bosker (2011) provide a comprehensive































by substituting σ̂2SB for Σ̂ and using ν̂SB = N − 1 induces an equivalence
between R2












ν̂−1SB · (p− 1) · FW (β̂, σ̂2SB)
1 + ν̂−1SB · (p− 1) · FW (β̂, σ̂2SB)










β̂′ (X ′X ) β̂ −N · y2







β̂′ (X ′X ) β̂ −N · y2
σ̂2SB · (N − 1)
=
σ̂2f · (N − 1)




where we have used the fact that




































separate authors, they are essentially two variations on a common method and are only differentiated




incorporates the fully specified covariance matrix while R2
NSJ(m)
reduces Σ̂ to a scalar, yet both of the measures compute R2 marginally, which is to say that both are
based on the FW -statistic.
1.10 The Generalized Linear Mixed Model
The generalized linear mixed model (GLMM) has proven to be a powerful tool for the analysis
of discrete longitudinal data, which occur in medical sciences (Casals et al., 2014), ecology and
evolution (Bolker et al., 2009), epidemiology (Dean and Nielsen, 2007), social and behavioral
sciences (Gelman and Hill, 2006), and numerous others. The GLMM incorporates random effects
into the generalized linear model (GLM) (McCullagh and Nelder, 1989), and includes the LMM
as a special case. Conditioning on the subject-specific random effects vector b, assume that the
observed outcomes are independent with a density function that is a member of the exponential
family so that the observation corresponding to the ith subject (i = 1, . . . ,m) at the jth measurement
(j = 1, . . . , ni) has probability density function







where θij(µij) = θij is the canonical parameter, φ is the scale parameter, and a(·), b(·), and c(·)
are known functions. The log likelihood and score function,
` ( θij | bi ) =
yijθij − b(θij)
a(φ)




respectively, play prominent roles in the process of estimation. Additionally, the b(·), ḃ(·), and b̈(·)
describe important properties of the exponential distribution. Here, the dot and double dot indicate
first and second derivatives, respectively, with respect to θij . By the law of total probability,
1 =
∫
f ( yij | bi ) dyij
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differentiating both sides with respect to θij ,
0 =
∫





Thus, the score function has zero expectation. In turn, we have
IE [yij ] = µij = ḃ ( θij )
Taking the second derivative,
0 = IE
[






∂f (yij | bi)/∂θij
f (yij | bi)
f ( yij | bi ) dyij ,
which can be written as the difference of two components. The first of these is
∫
f ( yij | bi ) ∂2f ( yij | bi ) /∂θ2ij
f ( yij | bi ) f ( yij | bi )
f ( yij | bi ) dyij




f ( yij | bi ) dyij =
∂2
∂θ2ij
( 1 ) = 0.




f ( yij | bi )
f ( yij | bi )
]2
f ( yij | bi ) dyij = −IE
[
˙̀ ( θij | bi )2
]
.
Now it is evident that
IE
[

































b̈ ( θij )
a (φ )
.
Furthermore, the variance of yij can be obtained from these facts. First,





a (φ )2( yij − ḃ ( θij )
a (φ )
)2 .
Now the squared portion inside the expectation is easily recognized as the derivative of the score
function. Thus,
V [ yij | bi ] = a (φ )2 IE
[
˙̀ ( θij | bi )2
]
= a (φ ) b̈ ( θij ) .
The b̈ ( θij ) function is often denoted as v(µij), the variance function. We specify the observation
specific (scalar notation) GLMM as
g [ IE [yij | bi] ] = ηbij and V (yij | bi) = φ · aijv(µbij) (1.16)




ijbi is the linear predictor, g(·) is the link function, µbij = g−1(ηbij) is the
conditional expected value of yij , φ is a dispersion parameter that may or may not be known, and aij
is a known constant (e.g. the reciprocal of a binomial denominator). The subject specific model is
written
g [ IE (yi| bi ) ] = ηbi and V (yi| bi) = Vi (1.17)




i,1), . . . , a
−1
i,ni
v(µbi,ni)} . The complete model
is written as
g ( IE [y| b] ) = ηb and V(y| b) = V (1.18)
where ηb = Xβ + Zb, X = (X1, . . . ,Xm)′, Z = diag (Z1, . . . ,Zm ), b = (b1, . . . , bm)′, and
V = diag (V1, . . . ,Vm ). The random effects b1, . . . , bm are multivariate normal with mean 0q
and q × q covariance matrix Σb = diag ( Σb1 , . . . ,Σbm ). In a systematic review of statistical
inference in the GLMM, Tuerlinckx et al. (2006) note that this structure (multivariate normal mixing
distribution for the random effects) is applied most often in practice.
17
1.10.1 Estimation in the GLMM
Estimation in the GLMM combines some fundamental techniques from estimation for the LMM
and the generalized linear model (GLM). To provide a more complete review, estimation in the GLM
is briefly summarized here.
1.10.1.1 Estimation in the GLM
Here, we consider the GLM, which is obtained when random effects are removed from the
GLMM. To obtain optimal estimates of the model parameters, the log-likelihood function ` ( θij ) is
maximized with respect to θij conditional on knowledge of the observed outcome (yij), which corre-





For notational convenience, ` (θ | y ) is equivalently written as ` (θ ) in this section. With this
notational convention, the log likelihood function for a sample of size N may be written as
` (θ ) = y′Aθ − 1′Ab (θ ) + c (y, φ ) (1.19)
where A = diag {1/a (φij )} is an N × N diagonal matrix with entries designating the scale
parameter for a particular observation, θ is the N × 1 vector of canonical parameters, 1 is an N × 1
vector of 1’s, b (θ ) is obtained by applying the b ( · ) function to each of the N elements in θ, and
c (y, φ ) is the remainder term which does not depend on θ.
1.10.2 Newton-Raphson and Fisher Scoring Algorithms
Newton-Raphson and Fisher Scoring are two common iterative approaches for estimation of θ.
Both procedures apply a second-order Taylor Series approximation to ` (θ ) centered on previous
estimates of θ, denoted as θ̂. The approximation is written as
























where ˙̀ (θ ) and ῭(θ ) are referred to as the score vector and hessian matrix, respectively, and are
evaluated at θ̂ in the scoring algorithms. Differentiating (1.20) with respect to θ,












and setting the derivative equal to zero gives











The Newton Raphson algorithm is implemented using (1.21) as a starting point and iteratively
processing updated estimates using











so that the current estimate (θ̂(i)) is obtained from plugging in the previous estimate (θ̂(i−1)), and
estimation continues until convergence, i.e. θ̂(i) − θ̂(i−1) is adequately small. Fisher Scoring uses
the information matrix, which is the expected value of ῭(θ ).
1.10.2.1 Pseudo Outcome Estimating Equations
Maximizing the log-likelihood with respect to β yields the GLM estimating equations. Consider


















































= x′i = (xi1, . . . xip)
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It then follows that
∂` (θ )
∂β
= X ′D−1V −1 (y − µ )
where V = diag [ a (φ ) v ( y1 ) , . . . , a (φ ) v ( yN ) ] is N ×N ,D = diag
[
ḣ ( η1 ) , . . . , ḣ ( ηN )
]
is N ×N ,X is N × p, and y and µ are both N × 1. Defining the weight matrixW = (DVD )−1,
the score vector is written as






= X ′WDVD′W ′X = X ′W ′X. (1.23)
Equations (1.22) and (1.23) are sufficient to establish the Fisher Scoring algorithm:









Pre-multiplying both sides of (1.24) byX ′Ŵ (i−1)X leads to the GLM (pseudo-variable) estimating
equations:
X ′Ŵ (i−1)Xβ̂(i) = X ′Ŵ (i−1)y∗ (1.25)








is known as the
pseudo-outcome.
1.10.3 Quasi-Likelihood
The maximum likelihood estimates for (1.19) depend on b (θ ) andA, but not c(y, φ). This idea
was formalized with quasi-likelihood (Wedderburn, 1974), which is defined as
`q ( yij ) =
∫ µij yij − t
a(φ)v(t)
dt
where v(·) and a(φ) correspond to the variance and dispersion functions, respectively. For example,
setting v(t) = t and a(φ) = 1 give us `q ( y ) = y log (µ) − µ, which is a Poisson log likelihood
minus the c(·) term. Wedderburn showed that GLM inference and estimation developed for the
exponential family could also be applied to models with response variables whose mean and variance
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could be specified even though they were not associated with a known likelihood. As a result,
quasi-likelihood is applicable to data with overdispersion and correlated residual error.
1.10.4 Estimation with Random Effects
With the addition of random effects, the exact likelihood is not generally obtainable. We can
express (but not compute) the exact likelihood for the model as
L (β, τ ) =
∫
b
f(y | b)f(b)db. (1.26)
Several approximations have been applied to (1.26). The Laplace approximation (Stigler, 1986) is
applied to integrals of the form ∫
exp [h(x) ] dx
where h(x) = M · f(x) for a large number M and any twice differentiable function f(x). Let
x0 be the point at which f(x) achieves a unique global maximum. The exponential quantity
exp {M [ f(x0)− f(x) ]} is mainly determined by the set of points within a neighborhood of x0.
Assuming x0 is not on the boundary of integration, a taylor series expansion of f(x) around x0 yields






(x− x0 )2 .
Thus,
∫












where the latter integral evaluated over the reals has the form of a gaussian distribution with mean







1.11 Main Research Questions
As of February 2017, the R2NSJ statistics have been applied in 1532 scientific articles. The
substantial use of these measures may be attributed in part to their accessibility in R. Based on
known limitations, there are numerous ways to improve upon these statistics and even increase the
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range of problems R2 can address in the GLMM. In particular, it can be shown that R2
NSJ(c) does
not consistently select the correct covariance when the mean model is incorrectly specified and that
R2
NSJ(m) sometimes arbitrarily favors covariance models (it is not supposed to vary between fitted
covariance models). Additionally, Nakagawa and Schielzeth (2013) state that measures of uncertainty
have yet to be determined for their statistics, but are a pressing topic of future research. Last, there is
no semi-partial statistic to evaluate subsets of predictors within a model. In regards to each of these










Selection of a covariance model for longitudinal data is an important decision that is relevant to
many settings in applied longitudinal data analysis. Judiciously fitting this portion of the mixed model
is essential for unbiased estimation regarding the standard errors of fixed effects. Presently, there are
limited statistical testing procedures for this task. The likelihood ratio test, a well known method
for nested models, is constrained by parameter space boundaries in the context of covariance model
selection. Further, there are no widely used methods of statistically testing non-nested covariance
models. To address this problem, we present a paradigm of testing hypotheses of model R2 when the
candidate models differ only in their specification of the covariance.
Last, using the pseudo LMM from PQL estimation, R2 may be extended to the GLMM. Stroup
(2012, pg. 162-163) conducts a simulation study to assess the use of FW statistics in the context
of pseudo likelihood models, concluding that FW appears to perform well and that empirical
distributions of FW closely follow the exact F probability density function. These results hold even
in the context of binary outcomes, where PQL is known to be biased. Following this line of thought,
R2 may be extended to the GLMM by using FW from the pseudo LMM. We summarize the work of
Jaeger et al. (2016) and present more detailed findings regarding this topic.
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CHAPTER 2: A MARGINALR2 STATISTIC FOR COVARIANCE GOODNESS-OF-FIT IN
THE LINEAR MIXED MODEL
2.1 Introduction
The linear mixed model (LMM) for longitudinal data (Laird and Ware, 1982), a special case
of the general multivariate model (Muller and Stewart, 2006), is obtained by incorporating random
effects in to the classical linear model (LM) (Christensen, 2011). The random effects vary between
sampling units (e.g., subjects, classrooms, households, etc.) and allow consideration of the observed
multivariate outcomes as a sample from the same family of distributions with specific parameters for
each sampling unit. Development of freely available software (e.g. the lme4 (Bates et al., 2015) and
nlme (Pinheiro et al., 2016) package in R (R Core Team, 2016)) has greatly augmented the use of
these models in applied data analysis. Consequently, the need for reliable and easily accessed model
selection tools is on the rise.
In longitudinal analyses, mixed models facilitate the pursuit of two goals. First, modeling
change in the mean response over time (mean model) and its association with a set of predictors
(fixed effects). Second, modeling the dependence among measured outcomes (covariance model)
inherent to longitudinal or clustered data. Selection of the mean model (fixed effects) generally
takes precedence over that of the covariance; however, it has been shown (Gurka et al., 2011) that
under-specification of the covariance model increases the type I error rate of tests for hypotheses
regarding fixed effects. On the other hand, over-specification of the covariance model decreases the
power of these tests (Kwok et al., 2007). Thus, an accurate and parsimonious covariance model is
essential for sound statistical inference. Moreover, some areas of scientific inquiry, such as family
studies of heritability, consider inference on the covariance model of primary interest (Guo and Wang,
2002). These developments support a growing interest in summary measures that reflect the validity
of a covariance model.
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Presently, the information criteria (Akaike, 1974) (AIC and BIC) are the most widely used tools
for assessing covariance goodness-of-fit (GoF) and selecting a covariance model (Kuha, 2004), but
there are known issues in their application. First, the realized value of the criteria depends on the
selected data, so model comparison is strictly limited to models fitted upon the same data. Second,
the criteria should not be interpreted as formal statistical tests (Verbeke and Molenberghs, 2009,
Ch. 4), which forces a subjective approach to model selection. Third, the computed value of the
criteria can only be used for model selection, and cannot be used to assess how well the model fits
the data. Last, a comprehensive collection of statistical literature demonstrates that the information
criteria occasionally select incorrect covariance models (see Section 2.2 for examples).
The most qualified measure to compensate for the four issues listed above is the model R2
statistic. Regarding data-dependency (the first issue in the preceding paragraph), one may compare
R2 values across studies in a similar manner as standardized effect size statistics under certain
circumstances (e.g. models with the same responses and similar set of predictors) (Nakagawa and
Schielzeth, 2013). Second, measures of uncertainty (e.g. confidence intervals) may be computed for
some R2 measures (Van Buren and Edwards, 2015). Third, because it is unit-less and ranges from 0
to 1, the R2 statistic is an easily interpreted measure of GoF. Finally, the R2 statistic is a competent
tool for model selection which can be applied in conjunction with information criteria. Moreover,
semi-partial R2 statistics provide the additional benefit of assessing relative importance of specific
subsets of predictor variables (Edwards et al., 2008, sec. 4.4).
There are basically two types of R2 measures for the LMM. For the mean model, GoF is
measured by marginal R2. For the covariance model, conditional R2 are computed. The rationale
behind this terminology is that computing R2 marginally (i.e. without conditioning on the estimated
random effects) produces a measure of GoF based solely on the mean model, while computing R2
conditionally (i.e. treating the estimated random effects as an extension of the mean model) produces
a GoF measure that is based on the entire mixed model. Several formulations of conditional R2 are
documented in statistical literature. (Xu, 2003) pioneered the idea of conditional R2 and introduced
three formulas for the LMM, (Demidenko et al., 2012) developed a conditional R2 for random effects
in the LMM, and Nakagawa and Schielzeth (2013) recently introduced a conditional R2 measure for
the generalized linear mixed model (GLMM) (Stroup, 2012), which includes the LMM as a special
case.
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The rest of this chapter is structured as follows. In section Section 2.2, we summarize a small
selection of methods for covariance model selection in clustered data analysis, including AIC, BIC,




(Edwards et al., 2016). In Section 2.4,
a modified R2 statistic and its limiting population measure are formally introduced. Section 2.5




statistic with respect to its limiting
population value. In Section 2.6, a simulation study based on assessing covariance GoF is conducted
using several well known R2 statistics for the LMM. Last, Section 2.7 considers longitudinal body
fat percentage data and demonstrates an application of the proposed statistics.
2.2 Current Methods for Covariance Model Selection
Information criteria (AIC and BIC) are widely used tools for assessing covariance goodness-
of-fit and choosing a covariance model (Kuha, 2004). The model with lower AIC and BIC scores
is favored above other candidates. Both criterion are based off of the maximized log likelihood,
denoted here as `(y | β̂, Σ̂). Suppose we have a statistical model with n observations and k
parameters. The AIC value for the model is defined as −2`(y | β̂, Σ̂) + 2k, while the BIC value is
−2`(y | β̂, Σ̂) + k log (n).
A large body of research investigates the information criteria. Haughton et al. (1988) showed
that BIC is asymptotically consistent for model selection. However, when sample size is too small,
Hurvich and Tsai (1989) found that BIC performed poorly and Hurvich and Tsai (1993) showed that
AIC is biased towards overfitting. Ferron et al. (2002) simulated data from a first order autoregressive
error structure and measured the proportion of successful selection of the covariance model for the
information criteria. AIC identified the correct structure 70% of the time and BIC identified the
correct structure 45% of the time. Gomez et al. (2005) also found that AIC and BIC performed poorly
in selecting the true covariance model from 15 candidates. Vaida and Blanchard (2005) showed that
AIC is generally not appropriate for mixed models and proposed a conditional AIC, which can be
written as cAIC = −2`(y | β̂, Σ̂) + 2ν, where ν is the ‘effective’ degrees of freedom (Hodges and
Sargent, 2001).








While these R2 address some pressing issues inherent to information criteria, they too have com-
25
plications that need addressing. In fact, there are two key components in the conditional R2 that
arguably disqualify its application entirely. These limitations were first observed by Orelien and
Edwards (2008), who assessed the performance of conditional R2 measures. The authors made two
key observations:
1. Mis-specification of fixed effects can lead to the inflation of conditional explained variance.
In other words, when random effects are held constant, conditional R2 measures may favor
models with incorrect fixed effects.
2. Though some conditional R2 statistics appear to converge in large samples, the population
measure is neither well defined or easily interpreted.
The former of these issues can complicate the process of model selection and subsequently lead to
incorrect statistical inference, while the latter complicates the interpretation of reported R2 values.
Since these issues appear to be inherent to the conditional paradigm, both may be addressed by
computing an unconditional (marginal) measure of R2 for covariance GoF.
Edwards et al. (2016) showed that a marginal R2 statistic can be applied in a straightforward




statistic (Edwards et al., 2008) and utilizes the estimated denominator degrees of freedom (DDF) de-
scribed by Kenward and Roger (1997) to select a covariance model which maximizes the association
of the mean model with the measured multivariate outcomes, thereby foregoing the use of conditional
estimates. The approach may be applied in scenarios where the mean model is held constant and
covariance models differ by any combination of the following: (1) incorporating different random
effects, (2) assuming a different covariance structure (i.e. correlated vs. independent) for the random
effects matrix, or (3) assuming different structures (i.e. autoregressive vs. compound symmetric)
with regard to the residual error covariance matrix. As the fit of specified covariance model improves,
so does the measured association between the multivariate outcome and fixed effects.





calculated marginally, it is not ‘fooled’ by junk parameters in the mean model. Second, the statistic
has a known limiting distribution that allows for computation of asymptotic 95% confidence intervals.
Third, semi-partial R2 statistics give insight to the multivariate association of individual predictors






the estimated DDF for the Kenward-Roger F -test. The DDF vary substantially depending on a




to favor overly complex models. A second
problem that is also related to these fluxuations is the potential for semi-partialR2 measures to exceed






2.3 Structure for Simulation Studies
Methodological research in statistical sciences utilizes simulated data for a litany of reasons.
This section outlines the process used to simulate longitudinal outcomes throughout the dissertation.
A reproducible example is included to illustrate the method described. The example given generates
a dataset corresponding to the 4P GC model. First, we set parameter values that characterize the data:
wsv = 1/4 # within subject variability
nsubs = 150 # number of subjects
obs = c(4, 8) # number of observations per subject
tau = c(1, 1, 0.25) # covariance structure
s2e = 1/3 # sigmaˆ2_e, residual error
beta0 = 0 # fixed effect (intercept)
x1_eff = 1/8 # effect of x1
trt_eff = 0 # initial treatment effect
time_eff = -2 # time effect
inter_eff = 2 # treatment effect over time
trt_prop = 0.5 # prob(patient in treatment group)
ntrials = 5 # number of trials for binary outcome
Next, the sample structure is used to draw the number of observations within each subject and
the total number of observations.
set.seed(62689)
# N = Number of observations within each subject
if (length(obs) == 1) {
N <- rep(obs, nsubs)
} else {
N <- sample(obs[1]:obs[2], size = nsubs, TRUE)
}
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# total number of observations
(total.obs <- sum(N))
## [1] 880
Section 2.3.1 explains the notation used throughout the dissertation regarding LMMs with
distinct covariance and mean models. In section 2.3.2, we describe three true mean models from
which longitudinal data are generated. These models contain one, four, and eight fixed predictors,
respectively. Our illustrative example constructs the 4P mean model. In section 2.3.4, we introduce
four candidate population models: a null model (noise), a reduced model (reduced), the correct
model (full), and an over-specified model (saturated).
2.3.1 Notation for LMM Specification
A LMM consists of a true mean model and a covariance model. For ease of notation, we specify
LMMs with (1) the mean model and (2) the covariance model. For example, we specify a LMM
generated from the four predictors mean model and a compound symmetric covariance model as a
4P CS LMM. On the other hand, a 1P GC LMM indicates a LMM using the single predictor mean
model and a growth curve covariance model. If we want to specify that data are generated from the
4P mean model using both CS and GC covariance structures, we write 4P CS and GC LMM.
2.3.2 True Mean Models
Three mean models are summarized. The One Predictor (1P) Mean Model has fixed effects for
the intercept and time so thatXij = ( 1 tij ), where tij measures time since baseline for subject i at





The Four Predictor (4P) Mean Model has Xij =
(
1 ξij x1ij tij tij × ξij
)
, where x1ij is a
continuous predictor and ξij an indicator of membership in the treatment (Trt) group. Often in
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longitudinal studies, the effect size of the interaction between treatment and time is the primary target
of inference. Data are generated for the 4P model with
β′ =
 0 0 0.5 −2 2
Intercept Trt x1 Time Trt× Time
 .
The Eight Predictor (8P) Mean Model has
Xij =
(
1 ξij z1i z2i x1ij x2ij x3ij tij tij × ξij
)
,
where z1i , z2i , x1ij , x2ij , x3ij are continuous predictors. Data are simulated from the 8P model using
β′ =
 0 0 0.125 0.125 0.5 0.125 0.125 −2 2
Intercept Trt z1 z2 x1 x2 x3 Time Trt× Time
 .
A function (dmat) is defined to expedite the process of merging data between levels. A short
demo is provided below.
dmat = function(i) {
j <- length(i)
n <- sum(i)
index <- cbind(start = cumsum(c(1, i[-j])), stop = cumsum(i))
H <- matrix(0, nrow = n, ncol = j)
for (k in 1:j) {




# Demo of the dmat function
dmat(c(1, 2, 3))
## [,1] [,2] [,3]
## [1,] 1 0 0
## [2,] 0 1 0
## [3,] 0 1 0
## [4,] 0 0 1
## [5,] 0 0 1
## [6,] 0 0 1
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Multilevel data is constructed using a level-by-level approach, beginning with level 1:
# x1: a continuous level 1 predictor tslo: Time since last
# observation this is the precursor for observation time
lvl.1 = c(x1 = 0, tslo = 1)
p = length(lvl.1)
The level 1 covariates (i.e. time between observations, x1) are generated from a multivariate
normal distribution with mean zero and randomly generated correlation matrixR with Rij = Rji ∼
Unif (−0.7, 0.7 ).
# Covariance matrix of level 1 (observation-specific)
# variables
R <- diag(p)
rownames(R) = colnames(R) = names(lvl.1)
# Generate a random covariance between x1 and time
R[upper.tri(R)] = runif(n = (p - 1) * (p)/2, min = -0.7, max = 0.7)
# Make R symmetric and positive definite
R[lower.tri(R)] <- t(R)[lower.tri(t(R))]
# Make sure R is positive definite
(R <- make.positive.definite(R))
## x1 tslo
## x1 1.0000000 0.4151441
## tslo 0.4151441 1.0000000
# Generate the observation level data (L1). Begin with
# multivariate normal sample
L1 = cbind(ID = 1:nsubs, mvrnorm(nsubs, rep(0, ncol(R)), R))
# expand to correct dimensions using dmat
L1 = dmat(N) %*% as.matrix(L1)
head(L1)
## ID x1 tslo
## [1,] 1 -1.500234 -1.079941
## [2,] 1 -1.500234 -1.079941
## [3,] 1 -1.500234 -1.079941
## [4,] 1 -1.500234 -1.079941
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## [5,] 1 -1.500234 -1.079941
## [6,] 1 -1.500234 -1.079941
# Add within-subject variation (wsv) to induce correlation
# between level 1 variables within subjects
add.wsv <- function(x) {
x + rnorm(length(x), mean = 0, sd = wsv)
}
L1[, 2:ncol(L1)] = apply(L1[, 2:ncol(L1)], 2, add.wsv)
The observation times for subject i are cumulative sums of the subject’s time between observa-
tions, δij . After (δi1, . . . , δini) are generated, the cumulative sums are scaled to occur between 0 and
1. Using this scale for observation times allows easier interpretation of effect sizes for slopes.
# Create the observed time variable based on tslo first, make
# all tslo values positive second, take cumulative sum of
# tslo third, scale all values to fall in [0,1]
scale01 <- function(x) (x - min(x))/(max(x) - min(x))
L1 = data.frame(L1) %>% mutate(tslo = tslo + abs(min(tslo)),
ID = factor(ID)) %>% group_by(ID) %>% mutate(tslo = cumsum(tslo),
obstime = scale01(tslo)) %>% ungroup() %>% dplyr::select(-tslo) %>%
data.frame()
head(L1)
## ID x1 obstime
## 1 1 -1.221612 0.0000000
## 2 1 -2.074420 0.1498477
## 3 1 -1.583983 0.2884655
## 4 1 -1.208318 0.4190740
## 5 1 -1.802067 0.5793035
## 6 1 -1.445063 0.6968863
Level 2 covariates (treatment, z1, z2) are generated as treatment ∼ Bin ( p = 0.5, n = m ), while
( z1, z2 )
′ ∼ N2 ( 0, I2 ).
# Place random intercepts into level 2 matrix random slopes
# will come later
lvl.2 <- cbind(TrtGrp = rbinom(nsubs, 1, trt_prop))
31
# Expand level 2 variables to have the same dimension as
# level 1
L2 <- data.frame(dmat(N) %*% lvl.2)
# Level two variables are merged with level one. Next,
# generate cross-level interaction effects (e.g the
# interaction between observation time and treatment group).
dat = cbind(L1, L2) %>% mutate(TrtGrp.obstime = TrtGrp * obstime)
head(dat)
## ID x1 obstime TrtGrp TrtGrp.obstime
## 1 1 -1.221612 0.0000000 0 0
## 2 1 -2.074420 0.1498477 0 0
## 3 1 -1.583983 0.2884655 0 0
## 4 1 -1.208318 0.4190740 0 0
## 5 1 -1.802067 0.5793035 0 0
## 6 1 -1.445063 0.6968863 0 0
Now the outcomes can be generated using η = Xβ+Zb. First, we generate the random effects:
## simulate random intercepts for subjects
s2b0 = tau[1] # random intercept variance
s2b1 = tau[2] # random slope variance
rho = tau[3] # correlation
# G: Random Effects Covariance Matrix Normally, we would use
# cor2cov, a function that transforms correlation matrices to
# covariance. This is a special case where that isn't
# necessary.
(G <- matrix(c(s2b0, rho, rho, s2b1), nrow = 2, byrow = T))
## [,1] [,2]
## [1,] 1.00 0.25
## [2,] 0.25 1.00
# Simulate correlated random slope/intercept
raneff = mvrnorm(n = length(N), mu = c(0, 0), Sigma = G)
Constructing the Z andX matrices as specified by Equation (1.7):
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y = c("yij.nrm", "yij.cnt", "yij.bin")
z = list()
for (id in unique(dat$ID)) {
z[[id]] = as.matrix(cbind(1, dat[dat$ID == id, "obstime"]))
}
Z = Matrix::bdiag(z)
b = matrix(t(raneff), ncol = 1)
X = as.matrix(cbind(intercept = 1, dat[-which(names(dat) == "ID")]))
beta <- as.matrix(rbind(beta0 = beta0, x1 = x1_eff, obstime = time_eff,
TrtGrp = trt_eff, TrtGrp.obstime = inter_eff))
colnames(beta) = y[1]
eta = as.numeric(X %*% beta + Z %*% b)
Next, continuous and discrete outcomes are generated based on basic assumptions for the GLMM.
The simulated outcomes are displayed in figure 2.1
# Normal outcomes: yij = eta + eps
dat[, y[1]] = eta + rnorm(total.obs, sd = sqrt(s2e))
# Poisson outcomes: log(E[yij]) = eta
dat[, y[2]] = rpois(total.obs, lambda = exp(eta))
# Binomial outcomes: logit(E[yij]) = eta
dat[, y[3]] = rbinom(total.obs, size = ntrials, boot::inv.logit(eta))
We also generate a level 1 noise predictor, junk ∼ N ( 0, 1 ), a level 2 noise predictor, noise ∼
Bin ( p = 1/2, n = m ).
tlabs = c("Control", "Treatment")
dat = data.frame(dat) %>% mutate(trials = ntrials, TrtGrp = factor(TrtGrp,
labels = tlabs), junk = rnorm(nrow(dat)), noise = rbinom(nrow(dat),
size = 1, prob = 0.5))
head(dat)
## ID x1 obstime TrtGrp TrtGrp.obstime yij.nrm
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## 1 1 -1.221612 0.0000000 Control 0 -1.307845
## 2 1 -2.074420 0.1498477 Control 0 -2.599534
## 3 1 -1.583983 0.2884655 Control 0 -1.361844
## 4 1 -1.208318 0.4190740 Control 0 -1.138892
## 5 1 -1.802067 0.5793035 Control 0 -2.530674
## 6 1 -1.445063 0.6968863 Control 0 -2.719179
## yij.cnt yij.bin trials junk noise
## 1 0 1 5 -0.24391712 0
## 2 0 0 5 -0.76172020 1
## 3 1 0 5 0.09413774 0
## 4 0 1 5 0.35485212 0
## 5 0 0 5 -1.09035241 0
## 6 0 1 5 -1.23476140 0
my_theme = ggthemes::theme_tufte()
outcomes <- c("yij.nrm", "yij.cnt", "yij.bin/trials")
names(outcomes) <- paste(c("Normal", "Poisson", "Binary"), "Outcomes")
figs = vector("list", 3)
names(figs) = outcomes
for (i in seq_along(outcomes)) {
figs[[outcomes[i]]] = ggplot(dat, aes_string(x = "obstime",
y = outcomes[i])) + geom_line(aes(group = ID), alpha = 0.4,
color = "grey") + geom_smooth(aes(group = TrtGrp, linetype = TrtGrp),
color = "black", se = F) + xlab("Years since Baseline") +
ylab(names(outcomes)[i]) + my_theme + theme(legend.position = "bottom",
legend.title = element_blank())
}
grid.arrange(figs[[1]], figs[[2]], figs[[3]], ncol = 1)
2.3.3 ComputingR2 from simulated data
The population statistics are computed based on the true values of σ2f , Σ, and β:
# Fixed effect variance component Sample based estimate
sigf = as.numeric(var(X %*% beta))




















































Figure 2.1: Spaghetti plots of three outcome types from simulated data
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Sigma = Z %*% (kronecker(diag(nsubs), G) %*% t(Z)) + s2e * diag(total.obs)
#### Compute true SGV First turn Sigma into a list of matrices
mlist = list()
for (i in seq(nsubs)) {
# Get a 'block' out of the covariance matrix
start = ifelse(i == 1, 1, 1 + sum(N[1:i - 1]))
end = ifelse(i == nsubs, total.obs, start - 1 + N[i])
# Pick out the iˆth block
mlist[[i]] = as.matrix(Sigma[start:end, start:end])
}
# Back transform from log scale after taking mean of log sgvs
# This gives the geometric mean of the sgv of the blocks
sgv = exp(mean(sapply(mlist, function(x) log(det(x))/nrow(x))))
#### Compute Snijder and Bosker's (2013, pg. 116) multilevel
#### variance component mu.t : mean of random slope variable
#### sig.t : variance of random slope variable
mu.t = mean(dat$obstime)
sig.t = var(dat$obstime)
sigSB = s2b0 + s2e + 2 * mu.t * rho + s2b1 * (sig.t + mu.tˆ2)
# Good demo of the R2 sandwich theorem
(pop.r2.lm = as.numeric(sigf/(sigf + s2e)))
## [1] 0.7007924
(pop.r2.sgv = as.numeric(sigf/(sigf + sgv)))
## [1] 0.5293398




The four candidate mean models are: (Saturated) The noise predictors and all of the correct
predictors, (Full) The correct predictors, (Reduced) The correct predictors minus treatment and
treatment × time, and (Noise) Just the noise predictors. For the 1P mean model, the only relevant
predictor is observation time. As such, there is no reduced mean model for the 1P setting.
# Covariance model formulas
ran.forms = list(cs = "+ (1 | ID)", vc = "+ (1+obstime || ID)",
gc = "+ (1+obstime | ID)")
fix.forms = list()
y[3] = "cbind(yij.bin, trials - yij.bin)"
for (i in 1:length(y)) {
fix.forms[[i]] = c(satr = paste(y[i], "˜", paste(rownames(beta)[-1],
collapse = "+"), "+ junk*noise"), full = paste(y[i],
"˜", paste(rownames(beta)[-1], collapse = "+")), rdcd = paste(y[i],
"˜ x1+obstime"), nois = paste(y[i], "˜ junk*noise"))
}
names(fix.forms) = c("nrm", "cnt", "bin")
y[3] = "yij.bin"
# Mean Model formulas
fix.forms[["nrm"]]
## satr
## "yij.nrm ˜ x1+obstime+TrtGrp+TrtGrp.obstime + junk*noise"
## full
## "yij.nrm ˜ x1+obstime+TrtGrp+TrtGrp.obstime"
## rdcd
## "yij.nrm ˜ x1+obstime"
## nois
## "yij.nrm ˜ junk*noise"
2.3.5 Fitting Models and Computing R2
The specified candidate models allow a total of 12 models for three outcome types, thereby




can be of use. It is potentially tedious to individually treat
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each scenario, but R allows a more automated approach. First, we define a function (f) that generates
model formulas based on a specified outcome, mean model, and covariance model. Additionally, a
function to make the models specified by the formula generating function is defined. Last, all 36
models are stored in a list and then the r2beta function is applied upon each element.
f <- function(outcome_type, fix, ran) {
as.formula(paste(fix.forms[[outcome_type]][fix], ran.forms[ran]))
}
make.mods <- function(outcome_type) {
res = list(cs = list(), vc = list(), gc = list())
if (outcome_type == "cnt") {
fam = poisson()
} else if (outcome_type == "bin") {
fam = binomial()
} else if (outcome_type == "nrm") {
fam = gaussian()
}
for (c in names(ran.forms)) {
for (m in names(fix.forms[[outcome_type]])) {
res[[c]][[m]] = glmer(f(outcome_type = outcome_type,






for (i in c("nrm", "cnt", "bin")) {
mods[[i]] = try(make.mods(i))
}
r2b = lapply(mods, function(x) {
lapply(x, function(xx) {








## Effect Rsq upper.CL lower.CL
## 1 Model 0.538 0.578 0.500
## 2 x1 0.327 0.374 0.280
## 3 obstime 0.248 0.296 0.202
## 5 TrtGrp.obstime 0.146 0.190 0.106
## 7 noise 0.001 0.010 0.000
## 6 junk 0.000 0.007 0.000
## 8 junk:noise 0.000 0.006 0.000
## 4 TrtGrpTreatment 0.000 0.006 0.000
##
## $nrm$cs$full
## Effect Rsq upper.CL lower.CL
## 1 Model 0.535 0.574 0.497
## 2 x1 0.322 0.370 0.275
## 3 obstime 0.249 0.297 0.203
## 5 TrtGrp.obstime 0.147 0.191 0.107
## 4 TrtGrpTreatment 0.000 0.006 0.000
##
## $nrm$cs$rdcd
## Effect Rsq upper.CL lower.CL
## 1 Model 0.313 0.361 0.267
## 2 x1 0.249 0.297 0.203
## 3 obstime 0.109 0.150 0.073
##
## $nrm$cs$nois
## Effect Rsq upper.CL lower.CL
## 1 Model 0.002 0.016 0
## 4 junk:noise 0.001 0.010 0
## 3 noise 0.001 0.009 0






## Effect Rsq upper.CL lower.CL
## 1 Model 0.560 0.598 0.523
## 2 x1 0.346 0.393 0.299
## 3 obstime 0.264 0.312 0.218
## 5 TrtGrp.obstime 0.160 0.205 0.119
## 7 noise 0.000 0.008 0.000
## 6 junk 0.000 0.007 0.000
## 8 junk:noise 0.000 0.006 0.000
## 4 TrtGrpTreatment 0.000 0.006 0.000
##
## $nrm$vc$full
## Effect Rsq upper.CL lower.CL
## 1 Model 0.558 0.596 0.521
## 2 x1 0.343 0.390 0.296
## 3 obstime 0.266 0.314 0.219
## 5 TrtGrp.obstime 0.160 0.206 0.119
## 4 TrtGrpTreatment 0.000 0.006 0.000
##
## $nrm$vc$rdcd
## Effect Rsq upper.CL lower.CL
## 1 Model 0.384 0.430 0.338
## 2 x1 0.318 0.365 0.271
## 3 obstime 0.135 0.178 0.096
##
## $nrm$vc$nois
## Effect Rsq upper.CL lower.CL
## 1 Model 0 0.012 0
## 4 junk:noise 0 0.006 0
## 3 noise 0 0.006 0





## Effect Rsq upper.CL lower.CL
## 1 Model 0.558 0.597 0.522
## 2 x1 0.341 0.388 0.295
## 3 obstime 0.265 0.313 0.219
## 5 TrtGrp.obstime 0.160 0.205 0.119
## 7 noise 0.000 0.008 0.000
## 6 junk 0.000 0.007 0.000
## 8 junk:noise 0.000 0.007 0.000
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## 4 TrtGrpTreatment 0.000 0.006 0.000
##
## $nrm$gc$full
## Effect Rsq upper.CL lower.CL
## 1 Model 0.557 0.594 0.519
## 2 x1 0.338 0.385 0.292
## 3 obstime 0.266 0.314 0.220
## 5 TrtGrp.obstime 0.161 0.206 0.119
## 4 TrtGrpTreatment 0.000 0.006 0.000
##
## $nrm$gc$rdcd
## Effect Rsq upper.CL lower.CL
## 1 Model 0.382 0.428 0.336
## 2 x1 0.315 0.362 0.268
## 3 obstime 0.135 0.178 0.096
##
## $nrm$gc$nois
## Effect Rsq upper.CL lower.CL
## 1 Model 0 0.012 0
## 4 junk:noise 0 0.007 0
## 3 noise 0 0.006 0







## Effect Rsq upper.CL lower.CL
## 1 Model 0.214 0.266 0.174
## 3 obstime 0.081 0.118 0.050
## 2 x1 0.068 0.103 0.039
## 5 TrtGrp.obstime 0.061 0.095 0.034
## 7 noise 0.001 0.009 0.000
## 8 junk:noise 0.001 0.008 0.000
## 4 TrtGrpTreatment 0.000 0.008 0.000
## 6 junk 0.000 0.006 0.000
##
## $cnt$cs$full
## Effect Rsq upper.CL lower.CL
## 1 Model 0.218 0.267 0.175
## 3 obstime 0.084 0.122 0.052
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## 2 x1 0.071 0.106 0.041
## 5 TrtGrp.obstime 0.064 0.098 0.036
## 4 TrtGrpTreatment 0.001 0.008 0.000
##
## $cnt$cs$rdcd
## Effect Rsq upper.CL lower.CL
## 1 Model 0.090 0.130 0.058
## 2 x1 0.085 0.123 0.053
## 3 obstime 0.006 0.021 0.000
##
## $cnt$cs$nois
## Effect Rsq upper.CL lower.CL
## 1 Model 0.009 0.028 0.002
## 3 noise 0.005 0.019 0.000
## 4 junk:noise 0.004 0.016 0.000





## Effect Rsq upper.CL lower.CL
## 1 Model 0.265 0.316 0.222
## 3 obstime 0.107 0.148 0.072
## 2 x1 0.103 0.143 0.068
## 5 TrtGrp.obstime 0.051 0.083 0.026
## 8 junk:noise 0.000 0.008 0.000
## 7 noise 0.000 0.007 0.000
## 4 TrtGrpTreatment 0.000 0.007 0.000
## 6 junk 0.000 0.006 0.000
##
## $cnt$vc$full
## Effect Rsq upper.CL lower.CL
## 1 Model 0.266 0.316 0.222
## 3 obstime 0.109 0.150 0.073
## 2 x1 0.105 0.145 0.070
## 5 TrtGrp.obstime 0.052 0.084 0.027
## 4 TrtGrpTreatment 0.000 0.007 0.000
##
## $cnt$vc$rdcd
## Effect Rsq upper.CL lower.CL
## 1 Model 0.147 0.192 0.107
## 2 x1 0.102 0.142 0.067
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## 3 obstime 0.054 0.087 0.029
##
## $cnt$vc$nois
## Effect Rsq upper.CL lower.CL
## 1 Model 0.001 0.015 0
## 4 junk:noise 0.001 0.009 0
## 3 noise 0.000 0.007 0





## Effect Rsq upper.CL lower.CL
## 1 Model 0.259 0.310 0.217
## 2 x1 0.106 0.146 0.071
## 3 obstime 0.099 0.138 0.065
## 5 TrtGrp.obstime 0.048 0.080 0.024
## 8 junk:noise 0.000 0.007 0.000
## 4 TrtGrpTreatment 0.000 0.007 0.000
## 7 noise 0.000 0.007 0.000
## 6 junk 0.000 0.006 0.000
##
## $cnt$gc$full
## Effect Rsq upper.CL lower.CL
## 1 Model 0.260 0.310 0.216
## 2 x1 0.108 0.149 0.072
## 3 obstime 0.100 0.139 0.065
## 5 TrtGrp.obstime 0.049 0.081 0.025
## 4 TrtGrpTreatment 0.000 0.007 0.000
##
## $cnt$gc$rdcd
## Effect Rsq upper.CL lower.CL
## 1 Model 0.145 0.189 0.106
## 2 x1 0.107 0.148 0.072
## 3 obstime 0.046 0.076 0.022
##
## $cnt$gc$nois
## Effect Rsq upper.CL lower.CL
## 1 Model 0.001 0.014 0
## 4 junk:noise 0.001 0.009 0
## 3 noise 0.000 0.007 0








## Effect Rsq upper.CL lower.CL
## 1 Model 0.332 0.382 0.288
## 2 x1 0.206 0.253 0.162
## 3 obstime 0.092 0.131 0.059
## 5 TrtGrp.obstime 0.056 0.088 0.030
## 6 junk 0.003 0.014 0.000
## 8 junk:noise 0.001 0.010 0.000
## 4 TrtGrpTreatment 0.000 0.007 0.000
## 7 noise 0.000 0.006 0.000
##
## $bin$cs$full
## Effect Rsq upper.CL lower.CL
## 1 Model 0.329 0.378 0.284
## 2 x1 0.206 0.253 0.161
## 3 obstime 0.091 0.130 0.058
## 5 TrtGrp.obstime 0.055 0.088 0.029
## 4 TrtGrpTreatment 0.000 0.007 0.000
##
## $bin$cs$rdcd
## Effect Rsq upper.CL lower.CL
## 1 Model 0.208 0.256 0.165
## 2 x1 0.188 0.235 0.145
## 3 obstime 0.029 0.055 0.011
##
## $bin$cs$nois
## Effect Rsq upper.CL lower.CL
## 1 Model 0.001 0.014 0
## 2 junk 0.001 0.010 0
## 4 junk:noise 0.000 0.007 0





## Effect Rsq upper.CL lower.CL
## 1 Model 0.345 0.395 0.302
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## 2 x1 0.209 0.256 0.165
## 3 obstime 0.105 0.145 0.070
## 5 TrtGrp.obstime 0.063 0.097 0.035
## 6 junk 0.002 0.013 0.000
## 8 junk:noise 0.001 0.011 0.000
## 4 TrtGrpTreatment 0.000 0.006 0.000
## 7 noise 0.000 0.006 0.000
##
## $bin$vc$full
## Effect Rsq upper.CL lower.CL
## 1 Model 0.344 0.392 0.298
## 2 x1 0.209 0.256 0.165
## 3 obstime 0.104 0.145 0.070
## 5 TrtGrp.obstime 0.062 0.096 0.035
## 4 TrtGrpTreatment 0.000 0.007 0.000
##
## $bin$vc$rdcd
## Effect Rsq upper.CL lower.CL
## 1 Model 0.228 0.276 0.183
## 2 x1 0.199 0.246 0.155
## 3 obstime 0.044 0.074 0.021
##
## $bin$vc$nois
## Effect Rsq upper.CL lower.CL
## 1 Model 0.001 0.015 0
## 2 junk 0.001 0.011 0
## 4 junk:noise 0.001 0.009 0





## Effect Rsq upper.CL lower.CL
## 1 Model 0.345 0.395 0.302
## 2 x1 0.209 0.256 0.165
## 3 obstime 0.105 0.145 0.070
## 5 TrtGrp.obstime 0.063 0.097 0.035
## 6 junk 0.002 0.013 0.000
## 8 junk:noise 0.001 0.011 0.000
## 4 TrtGrpTreatment 0.000 0.006 0.000




## Effect Rsq upper.CL lower.CL
## 1 Model 0.343 0.392 0.298
## 2 x1 0.209 0.256 0.165
## 3 obstime 0.104 0.145 0.069
## 5 TrtGrp.obstime 0.062 0.096 0.035
## 4 TrtGrpTreatment 0.000 0.007 0.000
##
## $bin$gc$rdcd
## Effect Rsq upper.CL lower.CL
## 1 Model 0.228 0.276 0.184
## 2 x1 0.199 0.246 0.156
## 3 obstime 0.043 0.073 0.021
##
## $bin$gc$nois
## Effect Rsq upper.CL lower.CL
## 1 Model 0.002 0.015 0
## 2 junk 0.001 0.011 0
## 4 junk:noise 0.001 0.009 0
## 3 noise 0.000 0.007 0
2.3.6 Demonstration of Current Limitations
In this section, simulated longitudinal data are used to demonstrate the points made in the
preceding section. Data objects (DOBs) facilitate this process, and the interested reader can find a
full description of the conception of DOBs in Section 2.3 of the Appendix. Here, we utilize two
DOBs sharing the same parameters with the exception of covariance specification. More specifically,
one generates outcomes using τCS = ( 1, 0, 0 ) while the other uses τGC = ( 1, 1, 0.25 ). Figure
2.2 shows the normal outcomes from both DOBs, and demonstrates the structural change from
incorporating random slopes into the data generating process.
2.3.6.1 Limitations of R2
NSJ(c)
Consider modeling the normal outcomes from the GC DOB and using the R2NSJ statistics to
select an optimal mixed model. We use the r.squaredGLMM function in R to compute R2
NSJ(m)
and R2




































Figure 2.2: Spaghetti plots of normal outcomes from CS and GC dob.
1. Under-Specified Covariance Model (CS) with mean model including effects for time, x1,
treatment, and treatment by time interaction.
2. Correct Covariance Model (GC) with mean model including effects for time, x1, treatment,
and treatment by time interaction.
3. Correct Covariance Model (GC) with mean model including effects for x1 and two predictors
(junk and noise) and their interaction that have no relation to y. We will later refer to this
model as the Incorrect Mean model.
Picture these potential models in a setting where it is not obvious what the correct choice is.
The AIC for models 1,2, and 3 are 3333.46, 3257.22, and 3407.42, respectively, while the BIC are
3369.09, 3303.03, and 3453.23. Both criteria indicate that model 2 is the best choice, which is
correct; however, the goodness-of-fit for model 2 remains unclear. Suppose we are concerned with
using this model in the future to predict how the same subjects will respond to another round of
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treatment, or perhaps how a new group of subjects will respond? This is where an R2 statistic can be
helpful. Suppose now that we use the R2NSJ statistics to assess GoF. Table 2.1 shows computed values





Under-Specified (CS) 0.27 0.77 3333.46 3369.09
Correct (GC) 0.26 0.80 3257.22 3303.03
Incorrect Mean 0.06 0.81 3407.42 3453.23
Table 2.1: Values of R2
NSJ(m), R
2
NSJ(c), AIC, and BIC for three candidate models
The R2
NSJ(m) statistic favors model 1, whereas R
2
NSJ(c) favors model 3. Two problems are
immediately evident. First, neither measure is correct. Second, there are no known guidelines to
navigate scenarios where the measures are in disagreement with each other and in disagreement with
information criteria. Nakagawa and Schielzeth (2013) claim that R2
NSJ(c) is a measurement of the
overall variance explained by the model and R2
NSJ(m) is a measurement of the variance explained
by the fixed portion of the model, so the perceived choice is whether to choose the model that
explains the most variance overall (model 3), the model with a fixed specification explaining the most
variance (model 1), or the model that minimizes both information criteria and has less than optimal
goodness-of-fit (model 2). There is no clear answer with these options, and an investigator who
favored the R2NSJ statistics over information criteria would either select an under-specified covariance
model or an incorrect mean model.




, our dilemma would be solved. Using the r2beta
function from the r2glmm package, we may specify the Kenward-Roger approach and evaluate the





the three candidate models.
3Output from the r2beta function is a dataframe with rows giving the model R2 and semi-partial R2 for each fixed
predictor in the model. The ordering of the rows is based on the maximum R2 value, which should always be the model. In
this case (to demonstrate one of the limitations of the Kenward-Roger approach), the obstime predictor has a semi-partial
value that exceeds the model R2 for the GC model.
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Lower 95% CL Upper 95% CL
Model 0.473 0.422 0.525
Time since Baseline 0.298 0.256 0.341
Treatment × Time 0.217 0.177 0.260
X1 0.071 0.036 0.116
Treatment 0.003 0.000 0.038









Lower 95% CL Upper 95% CL
Time since Baseline 0.528 0.446 0.606
Model 0.495 0.425 0.568
Treatment × Time 0.422 0.331 0.512
X1 0.065 0.034 0.105
Treatment 0.003 0.000 0.035









Lower 95% CL Upper 95% CL
X1 0.055 0.027 0.091
Model 0.039 0.022 0.068
Noise 0.000 0.000 0.006
Junk 0.000 0.000 0.006
Junk × Noise 0.000 0.000 0.005
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∣∣∣ ΣGC) = 0.473 and R2β (Σ̂GC, ν̂KR ∣∣∣ ΣGC) = 0.495,





the problem by (1) selecting the correct model, (2) incorporating semi-partial R2 measures, which
clearly show that parameters ‘junk’ and ‘noise’ have no multivariate association with y, and (3)
providing 95% confidence intervals to illustrate the amount of uncertainty tied to the R2 estimate.
Although this is a substantial improvement upon the R2NSJ statistics, there are yet more complications
to address.
2.3.6.2 Limitations of the Kenward-Roger Approach
As Matuszewski and Edwards (2013) noted, the Kenward-Roger approach leads to some unde-




















tends to select a GC model when data follow a CS structure, an error
that is associated with fluctuations in Kenward and Roger’s estimation of ν̂, which varies substantially
between covariance structures with differing levels of complexity. For example, the CS covariance
model has ν̂KR approximately equal to the number of observations (N ), but this estimate decreases to





statistic. To demonstrate, assume our current running demonstration used
the outcomes generated from a CS DOB rather than the GC DOB. Tables 2.5, 2.6, and 2.7 illustrate




for the same candidate models when the true
covariance is compound symmetric.
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Lower 95% CL Upper 95% CL
Model 0.503 0.452 0.555
Time since Baseline 0.306 0.264 0.349
Treatment × Time 0.199 0.160 0.242
X1 0.105 0.056 0.164
Treatment 0.004 0.000 0.039









Lower 95% CL Upper 95% CL
Time since Baseline 0.745 0.686 0.798
Model 0.661 0.605 0.715
Treatment × Time 0.622 0.539 0.697
X1 0.103 0.055 0.162
Treatment 0.004 0.000 0.042









Lower 95% CL Upper 95% CL
X1 0.074 0.038 0.121
Model 0.046 0.027 0.077
Junk 0.007 0.000 0.021
Junk × Noise 0.003 0.000 0.014
Noise 0.000 0.000 0.006
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For the CS and GC models, the Kenward-Roger estimated DDF were 533.854 and 256.345, respec-
tively. Additionally, several estimated semi-partial R2 statistics exceeded their corresponding model
estimate. In this chapter, we introduce a method which stabilizes the denominator degrees of freedom,




, preventing the overestimation of





2.4 A Modified R2 for Covariance Goodness of Fit
In this section, we introduce a method of stabilizing the estimated value of ν̂ between candidate
covariance models. In Section 2.4.1, we introduce the main component of our modification, the
standardized generalized variance (SGV) of the model covariance matrix. Section 2.4.2 describes
several approximations for the distribution of the sample SGV and provides some evidence indicating
that one such approximation adequately describes the distribution of the model SGV. In Section 2.4.3




statistic and its limiting population measure are formally
introduced. In Section 2.4.5, we discuss the interpretation of our newly derived statistic and popula-
tion measure. An applied example in Section 2.4.6 demonstrates the interpretations in the context
of clinical trials. In Section 2.4.7, elementary visuals demonstrate trends and relationships among
population measures ofR2 in the LMM.
2.4.1 Generalized Variance and Standardized Generalized Variance
Generalized variance (GV), first introduced by Wilks (1932), provides a scalar summary of a
multivariate covariance matrix. For any multivariate measure with n× n covariance matrixA, we
denote the GV as V (A) = |A|, and the standardized GV (SGV) as V (A) = |A|1/n. The use of GV
as a measure of overall variability has been exemplified in agricultural science by Goodman (1968)
and in behavioral and life sciences by Sokal (1965). GV and SGV have been used in a variety of
settings to extend univariate ideas into multivariate settings. For example, Bhandary (1996) derived a
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likelihood ratio test for GV in signal processing models,SenGupta (1987a) introduced generalizations
of Barlett’s and Hartley’s tests of homogeneity, and SenGupta (1987b) derived tests for the SGV
of multivariate normal populations of possibly different dimensions. Both GV and SGV may be
efficiently computed in the framework of longitudinal LMMs due to the block diagonal structure
of the estimated covariance matrix. Recently, Pan and Fang (2012, Ch. 3) introduced a criterion





proposed modification of R2β applies the latter. For ease of notation, let
















2.4.2 Distribution of Standardized Generalized Variance
The exact distributions of the GV and SGV of S, the sample covariance matrix of y1, . . . ,ym,
are discussed by Goodman (1963), Bagai (1965), and Mathai (1972). Since the exact distribution is








where n = m−1
∑m
i=1 ni is the average number of observations per subject, but Gnanadesikan and





with a normal density, but this approach placed insufficient mass in the tails of the
distribution. Gordon (1989) showed that
χ2ν̂↓ ≺
ν̂↑ · V (S)
V ( Σ )
≺ χ2ν̂↑
where X ≺ Y indicates stochastic inequality, i.e. P (X > t ) ≤ P (Y > t ) for all t, ν̂↑ =
n(m− n) + (n− 1)(n− 2)/2, and ν̂↓ = n(m− n). Gordon noted that the upper bound appeared
to approximate the true distribution well, and simulated examples extend this result to V̂.
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Figure 2.3 displays the empirical distribution of 10000 simulated values of V̂ · ν̂↑ /V bounded
above and below by Gordon’s χ2 distributions. The simulated values of V̂ are taken from the 1,4, and
8P GC DOB defined in Section 2.3.6. Figure 2.4 considers simulated replicates of the dental data from
Potthoff and Roy (1964). For all four settings, both bounds approximate the empirical distribution
closely. The upper bound is a better approximation according to Gordon and the simulated examples
tend to agree. Furthermore, the approximation does not appear to weaken even with increasing








































is a modified Wald (Wald, 1943) approximate F Statistic testing H0 : Cβ = 0p−1, where C =[
0(p−1)×1 Ip−1
]
. The distribution of FW is approximated by an F distribution with p − 1
numerator degrees of freedom and ν̂↑ denominator degrees of freedom.
Why is it important to investigate the distributional property of our modification? Matuszewski








) follow an approximate
non-central beta distribution (Seber, 1963) of Type I. Van Buren and Edwards (2015) subsequently
demonstrated that confidence limits may be approximated using quantiles of the non-central beta
distribution. In fact, sinceR2
NSJ(m) is a special case ofR
2
β in the LMM (Jaeger et al., 2016), confidence
limits may also be computed for the marginal statistic. The benefits of examining confidence limits
in addition to a point estimate for R2 include protection from small sample bias, increasing the
likelihood of reproducible research, and even model selection (see Chapter 2.9.1). Establishing the




to inherit each of these benefits.
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. Consider first the data generated from the 4P CS DOB. Tables 2.8, 2.9, and 2.10




for the three candidate models when the true
covariance is compound symmetric.









Lower 95% CL Upper 95% CL
Model 0.452 0.415 0.490
Time since Baseline 0.227 0.188 0.267
X1 0.186 0.149 0.226
Treatment × Time 0.142 0.108 0.179
Treatment 0.002 0.000 0.011









Lower 95% CL Upper 95% CL
Model 0.451 0.415 0.489
Time since Baseline 0.227 0.188 0.268
X1 0.185 0.148 0.225
Treatment × Time 0.142 0.108 0.179
Treatment 0.002 0.000 0.011









Lower 95% CL Upper 95% CL
Model 0.158 0.124 0.198
X1 0.155 0.120 0.194
Junk 0.004 0.000 0.015
Junk × Noise 0.002 0.000 0.010

















has correctly identified that when the underlying true covariance structure is CS, there is little or no
benefit in fitting a GC model. On the other hand, consider the case where data are generated from
the 4P GC and the CS model under-specifies the covariance. Tables 2.11, 2.12, and 2.13 provide the














Lower 95% CL Upper 95% CL
Model 0.456 0.420 0.494
Time since Baseline 0.211 0.173 0.252
X1 0.194 0.156 0.234
Treatment × Time 0.149 0.114 0.187
Treatment 0.002 0.000 0.011









Lower 95% CL Upper 95% CL
Model 0.468 0.432 0.505
Time since Baseline 0.222 0.183 0.263
X1 0.193 0.156 0.233
Treatment × Time 0.157 0.122 0.195
Treatment 0.002 0.000 0.011









Lower 95% CL Upper 95% CL
Model 0.165 0.131 0.206
X1 0.165 0.129 0.204
Noise 0.000 0.000 0.005
Junk 0.000 0.000 0.005












This example has demonstrated that for one set of outcomes from two general classes of simulated




statistic (1) favors the correct covariance model for both the CS
and GC DOBs, (2) is not ‘fooled’ by incorrect mean models, (3) inherits the semi-partial R2 and




, and (4) doesn’t provide estimated semi-partials that exceed the
model R2. Stabilizing the estimated DDF also leads to consistent estimation of a population R2
measure.










as m → ∞ defines a population measure, R2V, which is derived here.
First, define the variance component for fixed effects in the LMM, σ2f = β
′ΣXβ, where ΣX
is the p × p covariance matrix of X . Snijders and Bosker (2011, Sec. 7.2) introduce and define
σ2f as the variance attributed to a mixed model’s fixed effects. The variance of the fitted values,
σ̂2f = (N − 1)−1
∑N
i=1(ŷi − ȳ)2, provides an unbiased estimate of σ2f (Nakagawa and Schielzeth,
2013, pg. 137). Since the Wald statistic reduces to the regression sum of squares when the covariance
estimate is scalar (Stroup, 2012, pg. 161-162), FW (β̂, V̂) is equivalently written as
FW (β̂, V̂) =
β̂′ (X ′X ) β̂ −N · y2





FW (β̂, V̂) =
β̂′ (X ′X ) β̂ −N · y2
V̂ · ν↑
=
σ̂2f · (N − 1)
V̂ · ν̂↑
,
where we have used the fact that if ŷ = Xβ̂










(ŷij − y)2 = σ̂2f · (N − 1).



































m · n− 1
m · n− n2 + (n− 1)(n− 2)/2
]
= 1.














The convergence of V̂ to V requires unbiased estimation of τ and correct specification of the
covariance structure. Meeting these two conditions secures asymptotic unbiased estimation ofR2V.





underestimatesR2V. This is a key property supporting the statistic’s application for covariance model
selection.








estimate and how should it be interpreted? To address these questions, it is
helpful to consider each in the univariate linear model (LM). In this context, the R2 statistic estimates
R2e, which is interpreted as the proportion of variance that the model predictors account for in the
general population. Consider the variance of a single observation yi in the LM
V (yi) = VX [IE (yi |Xi)] + IEX [V (yi |Xi)] . (2.29)
The first term on the right hand side of (2.29) is the variance of the conditional mean of yi given
Xi, while the second is the average conditional variance of yi givenXi, whereXi is the vector of
predictor values for the ith observation. It follows that the variance of yi can be expressed as the sum
of components, one of which is based on the structural part of the model (VX [IE (yi |Xi)]) while the
other is an average of the conditional error variance across the predictor values (IEX [V (yi |Xi)]).










is the ratio of explained to unexplained variance. In this context, the familiar regression and error
sums of squares are used to estimate σ2f and σ
2
e , respectively, and the variance ratio estimated by the
model F statistic. In turn,R2e = σ2f /(σ2f + σ2e) is the proportion of the total variance attributed to
the structural component of the model.

















T11 is the covariance matrix of the random slopes, T01 is the vector of intercept slope covariances,
µX(q) is the vector of means of the explanatory variables, and ΣX(p) is the covariance matrix of the
predictor variables that have random slopes. In the context of CS covariance structures (no random
slopes), σ2SB = σ
2
b0
+ σ2e is the sum of variance components from subject-specific intercepts and
conditional error. The rationale for this extension is based on the fact that σ2SB characterizes the
unexplained variance for a single observation yij in the LMM.
SGV can be used to extend the work of Snijders and Bosker beyond the setting of a single
observation. Consider an observed multivariate outcome yi. Assuming the structural variance
component does not vary between observations, V (yi) = σ2f Ini + Σi, where Σi = ZiΣbiZ ′i + Σεi .







Thus, the modified F statistic from (2.28), σ̂2f /V̂, estimates the ratio of explained to unexplained
generalized variance or multi-dimensional scatter. In turn, R2V is interpreted as the proportion of
generalized variance explained by the LMM. This population measure has the appealing property of
being bounded above byR2e and below byR2SB for CS covariance structures.
Theorem 2.1. For the LMM with Σi = σ2e Ini + σ2b01
ni
ni , i = 1, . . . ,m, σ
2
b0
> 0 and σ2e > 0




Proof. It is sufficient to show that σ2e ≤ V ≤ σ2SB, which follows from σ2e ≤ V (Σi) ≤ σ2SB
∀ i ∈ {1, . . . ,m}. Rao (2009, pg. 32) shows that
|Σi| =
∣∣σ2e Ini∣∣ (1 + σ2b0 (σ2e)−1 1′ni1ni) = (σ2e)ni−1 (σ2e + niσ2b0) .



















































where the penultimate step follows from the binomial theorem.
Theorem 2.1 gives support for a new paradigm of understanding measures of R2 in the LMM.
Recall that in the LM, R2 measures the predictive ability of the model. Until now, this interpretation
hasn’t transferred easily to the LMM because the incorporation of random effects enables two types
of prediction: in-sample (incorporating best linear unbiased predictors (BLUPs) of random effects)
and out-of-sample predictions (using only fixed effects). The accuracy of the latter is measured
byR2SB, while that of the former is measured byR2V. Since incorporating subject-specific random
effects always increases prediction accuracy on the subjects considered, it seems somewhat obvious
thatR2V ≥ R
2
SB. The practical benefit of this result can be illustrated well in the context of clinical
trials, where both in-sample and out-of-sample predictions hold great importance.
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2.4.6 Applied Example: Assessing Model Predictions in Clinical Trials
In this example, 10000 sets of outcomes are simulated from the 4P GC DOB to illustrate the
potential use of R2 for measuring predictive power. We consider two cases of interest pertaining to
longitudinal clinical trials: (1) interim analysis, and (2) reproducing results from past studies.
2.4.6.1 Interim Analysis
In clinical trials and other scientific studies, an interim analysis is an analysis of data that is
conducted before data collection has been completed. This means that if a treatment is particularly
beneficial or harmful compared to the concurrent placebo group while the study is on-going, the
investigators are ethically obliged to assess that difference using the data at hand and to make a
deliberate consideration of ending the study earlier than planned. The decision is usually based on a
measure of effect size; namely, if the ratio of signal to noise is strong enough to indicate that we can
predict the second half of the clinical trial with enough accuracy, then we don’t need to run it. Here,
we apply four measures of R2 and assess which is most useful for this type of question.
Data are simulated from the 4P GC DOB. For each run, effect sizes for β and magnitudes of
variance components τGC are selected at random with uniform probability. For 75% (25%) of the
runs, the correct (incorrect) mean model is fitted to the first half of the data (i.e. obstime < 0.50).
Here, we are using the same definition of correct and incorrect mean specification as in Section 2.3.6.
Measures of R2 are then computed for the initial model, which in turn is used to predict outcomes
during the next phase of the trial.
Root mean squared error (RMSE), an ideal measure of predictive power, is measured to assess
how well the initial model predicts phase 2 of the trial. In applied settings, we can’t measure the
RMSE until the data have already been collected. Thus, a measure that can be computed prior to
phase 2 and is highly correlated with the true phase 2 RMSE can be very helpful. Figure 2.5 shows


















has the strongest correlation with RMSE on




Reproducibility is the ability of an entire experiment or study to be duplicated, either by the same
researcher or by someone else working independently. Reproducibility is one of the main principles
of the scientific method and is an essential component of clinical trials. Here, we apply four measures
of R2 and assess which is most useful for assessing the reproducibility of longitudinal clinical trials.
Data are generated in the same manner as in Section 2.4.6.1 with one modification. Instead of
splitting one dataset into two groups, two independent datasets are generated. One set is used for
model fitting and computing R2, while the other is used to compute RMSE for the initial model.












NSJ(m) and demonstrates that R
2
NSJ(m) has the strongest
correlation with RMSE on the test data.
2.4.7 Visualizing Population Measures
In this section, simulated data are used to illustrate differences and trends of population R2
measures as variance components shift. Key differences betweenR2SB,R2V, andR
2
e can be observed
throughout.
2.4.7.1 Example 1: Data Structure Visualization
Consider data simulated from the 1P CS LMM. For illustrative purposes (and since sample
structure does not affect populationR2 values), consider 5 subjects with 100 observations per subject.
Two sets of data are simulated, with the first having little variability within subjects. This covariance
is specified with τ1 =
(




. The second data set is simulated with almost no
variability between subjects, and has covariance characterized by τ2 =
(





clarify notation, we letR2V ( Σ1 ) represent the population value ofR
2
V for the first data set and let
R2V ( Σ2 ) represent the second. Figure 2.7 illustrates the data using violin plots (top row) and subject
specific trajectories (bottom row) over time. The green trajectories are the observed data, while blue
trajectories represent model predictions. For the highly correlated data and highly unpredictable data,
R2V ( Σ1 ) = 0.75 and R
2












sets of data are equivalent.
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Modifying the covariance structure to follow a GC covariance structure, we let
τ1 =
(
σ2b0 = 5, σ
2




for the correlated data and let
τ2 =
(
σ2b0 = 0.1, σ
2




for the unpredictable data. Figure 2.8 displays results, which are similar to those in the CS covariance
example. This examples highlight an important distinction between the two population R2. The
out-of-sample prediction strength is invariant to the types of covariance structures considered, while
the in-sample prediction strength is sensitive to the covariance of the data. These interpretations are
equivalent in the LM, but the presence of random effects in the LMM distinguish them.
2.4.7.2 Example 2: Visualizing Trends inR2
The following examples visualizeR2 measures across a wide range of covariance parameteriza-
tions. Figure 2.9 illustrates this visualization with shifting values of σ2e using CS (left column) and
GC (right column) DOBs. Figure 2.10 allows ρ to shift from -0.99 to 0.99 and fixes σ2e at 1/4 (left
column) and 1 (right column). Figure 2.11 shifts the value of σ2b1 from 0 to 2 with σ
2
e fixed at 1/4




from 0 to 2 while fixing σ2e = 1/4, ρ = 0, and σ
2
b1
= 0 (left column) or σ2b1 = 1 (right column).
2.4.7.3 Discussion of Examples 1 and 2
The two examples in this section have provided visual evidence to suggest that
1. Theorem 2.1 holds for GC covariance structures using simulated data from the 1P, 4P, and 8P
mean models.
2. Increasing the value of σ2e has greater impact on R2V than R
2
SB regardless of the covariance
structure.
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3. As ρ increases from −0.99 to 0.99, R2SB decreases at a greater rate than R2V, which has
relatively constant slope with regard to ρ when σ2e is large and follows a parabolic trajectory
when σ2e is small.
4. BothR2V andR
2










In summary, it is evident that R2V (R
2
SB) measures the in-sample (out-of-sample) predictive
power for the specified model. Depending on the specific questions an investigator is interested in































Model SGV Upper Bound Lower Bound
Figure 2.3: Empirical distributions of the model SGV from 10000 outcome sets generated using the
1P (bottom), 4P (middle), and 8P (bottom) GC DOB.
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Figure 2.5: Correlation of the R2 statistics with RMSE for interim analyses using the 4P GC DOB.




and bottom panels displays R2NSJ
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Figure 2.6: Correlation of the R2 statistics with RMSE for interim analyses using the 4P GC DOB.




and bottom panel displays R2
NSJ(m)
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Figure 2.7: Visualization of how data structure impacts values ofR2V andR
2
SB. Data are simulated
from a 1P CS LMM using different covariance parameters. The left column shows highly correlated
data while the right shows highly unpredictable data. The top row displays subject specific violin
plots while the bottom shows subject specific trajectories over time.
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2   =  0.1,    σe
2  =  5
Data are simulated from a 1P CS LMM with m = 5, ni = 100, and β = ( intercept [ 0 ], obstime [ −2 ] )
Trajectories Model Predictions Observed Data
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Figure 2.8: Visualization of how data structure impacts values ofR2V andR
2
SB. Data are simulated
from a 1P GC LMM using different covariance parameters. The left column shows highly correlated
data while the right shows highly unpredictable data. The top row displays subject specific violin
plots while the bottom shows subject specific trajectories over time.
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2  = 3,  ρ = −0.3,  σe
2= 5
Data are simulated from a 1P GC LMM with m = 5, ni = 100, and β = ( intercept [ 0 ], obstime [ −2 ] )
Trajectories Model Predictions Observed Data
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Figure 2.9: Trends in population R2 measures as the magnitude of σ2e shifts from 0 to 2. Rows






































Figure 2.10: Trends in populationR2 measures as the magnitude of ρ shifts from -0.99 to 0.99. Rows
correspond to number of parameters in mean model (1,4,8), while columns hold different values of
σ2e . For all panels, σ
2
b1
= σ2b0 = 1
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Figure 2.11: Trends in population R2 measures as the magnitude of σ2b1 shifts from 0 to 2. Rows
correspond to number of parameters in mean model (1,4,8), while columns hold different values of
σ2e . For all panels, σ
2
b0
= 1 and ρ = 0
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Figure 2.12: Trends in population R2 measures as the magnitude of σ2b0 shifts from 0 to 2. Rows
correspond to number of parameters in mean model (1,4,8), while columns represent data covariance
structures. For all panels, σ2e = 1/4 and ρ = 0
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2.5 Consistency Simulation Study




statistic’s limiting value is R2V when the
covariance model is adequately specified. In this section, we expand on that statement by assessing
convergence toR2V in three ways:
1. CI Coverage: Approximately 95% of the estimated confidence intervals (assuming correct
covariance specification) will containR2V
2. Estimated Bias: The estimated average error should not exceed 0.05, the maximal accepted
bias for R2 as described by LaHuis et al. (2014).




statistic should decrease in response to increments in the
size of the sample.
Consider 1000 runs of balanced data from a DOB with P ∈ {1, 4, 8}, Σ ∈ {ΣCS,ΣGC}, ni = 5, and
m ∈ {50, 150, 300}. For each run, we fitted both CS and GC covariance models to a set of simulated




with confidence limits for both models. For the CS and GC
DOBs, we used τCS =
(






σ2b0 = 1, σ
2
b1




2.5.1 Results and Discussion





over, we have assessed an adaptation of the method proposed by Van Buren and Edwards (2015),




. Figures 2.13 - 2.18 display results for all of





with m = 50 (top row) 150 (middle row), or 300 (bottom row) subjects. The left (right)




when a CS (GC) covariance model is fitted to the





The purple vertical line is the value ofR2V. In each panel, the coverage rate of estimated confidence
limits and the average bias are displayed in colored text. This text is colored blue when CI coverage
is greater than 90% or when mean bias is less than 0.05. Otherwise, the text is colored red. Our
discussion follows three points of assessment outlined above.
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1. CI Coverage: Results show that the rate of coverage in confidence limits varies across different
sample sizes and model structures. For the 1P CS DOB (Figure 2.13), the rate of coverage
is higher than expected (about 98%) in large samples (m ∈ {150, 300}). For the 4P CS
DOB (Figure 2.14), coverage rates are lower than expected for m = 50 and m = 300, but
optimal when m = 150. In the scenarios with less favorable results, there is a systematic
overestimation ofR2V that occurrs for both of the covariance models used. When the 8P CS
DOB is used (Figure 2.15), the results from the 4P scenario are reversed, with optimal coverage
rates when m ∈ {50, 300} and low coverage when m = 150. For the 1P GC DOB (Figure
2.16), the CS model appears to offer higher rates of CI coverage than the GC model in small
samples (99% vs. 86%), while the GC model has better rates in larger samples. For the 4P
GC DOB (Figure 2.17), the GC model has better coverage rates for m ∈ {50, 300}, but the
CS model gives better coverage when m = 150. In the setting of the 8P GC DOB (Figure
2.18), the only scenarios with acceptable rates of CI coverage are the CS model when m = 50
and the GC model when m = 300. The results from the GC DOBs indicate that CI coverage
is not consistently close to 95% for all sample structures even when the covariance model is
correctly specified.
2. Estimated Bias: In the context of a correctly modeled covariance, there is no instance where
the average bias exceeds 0.05. The scenario with the highest degree of bias (0.0477) was
one where data were generated from the 1P GC DOB in Figure 2.16 when m = 50. Results
indicate that under-specifying the covariance model leads to systematic underestimation of







for covariance model selection.




descreased in response to incre-





values for the 4P DOB showed less variability than their respective
matching scenarios with the 1P DOB.
In summary, results regarding bias and efficiency are promising, whereas confidence limits are
not consistent across the domains we have observed. Although the bias of the statistic is acceptable,
it is evident that the issues with CI coverage stem from a small degree of bias in estimation ofR2V.
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statistic is likely to have bias under 0.05 in most circumstances, it may not
provide reliable interval estimates ofR2V in samples of 150 or fewer subjects.
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C.I. Coverage ≈ 0.94
Mean Bias ≈ 0.03
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m = 50 Subjects
RV
2   (Σ̂CS | ΣCS)
R2 Estimate





C.I. Coverage ≈ 0.98
Mean Bias ≈ 0.01
m = 150 Subjects
RV
2   (Σ̂GC | ΣCS)
R2 Estimate





C.I. Coverage ≈ 0.98
Mean Bias ≈ 0.01
m = 150 Subjects
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C.I. Coverage ≈ 0.99
Mean Bias ≈ 0.01
m = 300 Subjects
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R2 Estimate





C.I. Coverage ≈ 0.99
Mean Bias ≈ 0.01
m = 300 Subjects
Figure 2.13: Results from consistency simulation study when data are generated from the 1P CS




with m = 50, 150, or 300 subjects.




when a CS (GC) covariance model is fitted to the




values. The purple vertical line is the value ofR2V.
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C.I. Coverage ≈ 0.86
Mean Bias ≈ 0.02
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C.I. Coverage ≈ 0.85
Mean Bias ≈ 0.03
m = 50 Subjects
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C.I. Coverage ≈ 0.96
Mean Bias ≈ 0.01
m = 150 Subjects
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C.I. Coverage ≈ 0.96
Mean Bias ≈ 0.01
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C.I. Coverage ≈ 0.74
Mean Bias ≈ 0.01
m = 300 Subjects
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C.I. Coverage ≈ 0.73
Mean Bias ≈ 0.01
m = 300 Subjects
Figure 2.14: Results from consistency simulation study when data are generated from the 4P CS




with m = 50, 150, or 300 subjects.




when a CS (GC) covariance model is fitted to the




values. The purple vertical line is the value ofR2V.
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C.I. Coverage ≈ 0.21
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C.I. Coverage ≈ 0.18
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m = 150 Subjects
RV







C.I. Coverage ≈ 0.97
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C.I. Coverage ≈ 0.96
Mean Bias ≈ 0.01
m = 300 Subjects
Figure 2.15: Results from consistency simulation study when data are generated from the 8P CS




with m = 50, 150, or 300 subjects.




when a CS (GC) covariance model is fitted to the




values. The purple vertical line is the value ofR2V.
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Mean Bias ≈ 0.03
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C.I. Coverage ≈ 0.86
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C.I. Coverage ≈ 0.09
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C.I. Coverage ≈ 0.99
Mean Bias ≈ 0.02
m = 150 Subjects
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C.I. Coverage ≈ 0
Mean Bias ≈ 0.07
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C.I. Coverage ≈ 0.99
Mean Bias ≈ 0.01
m = 300 Subjects
Figure 2.16: Results from consistency simulation study when data are generated from the 1P GC




with m = 50, 150, or 300 subjects.




when a CS (GC) covariance model is fitted to the




values. The purple vertical line is the value ofR2V.
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C.I. Coverage ≈ 0.54
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m = 300 Subjects
RV







C.I. Coverage ≈ 0.97
Mean Bias ≈ 0.01
m = 300 Subjects
Figure 2.17: Results from consistency simulation study when data are generated from the 4P GC




with m = 50, 150, or 300 subjects.




when a CS (GC) covariance model is fitted to the




values. The purple vertical line is the value ofR2V.
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C.I. Coverage ≈ 0
Mean Bias ≈ 0.05
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C.I. Coverage ≈ 0.97
Mean Bias ≈ 0.01
m = 300 Subjects
Figure 2.18: Results from consistency simulation study when data are generated from the 8P GC




with m = 50, 150, or 300 subjects.




when a CS (GC) covariance model is fitted to the




values. The purple vertical line is the value ofR2V.
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2.6 Covariance GoF Simulation Study
In this study, we generated 1000 simulated sets of balanced outcomes for each combination of
m ∈ {50, 150, 300} and σ2b1 ∈ {0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0} using the 4P DOB. For each run, we
fit a total of eight candidate LMMs using either a CS or GC covariance and mean model including
effects for :
1. (Incorrect) time, x1, junk, noise, and interation between junk and noise,
2. (Correct) time, x1, treatment group, and treatment by time interaction,
3. (Reduced) time, treatment group, and treatment by time interaction,
4. (Null) junk, noise, and interation between junk and noise.











NSJ(c) were computed. Optimal
performance in terms of covariance model assessment is defined as favoring the GC covariance
model in proportion to the true underlying value of σ2b1 for all specifications of the mean model. For
example, when σ2b1 = 0, it is expected that R
2 will indicate no increase in covariance goodness-of-fit
when a GC model is compared to a CS model. On the other hand, when σ2b1 > 0, is it expected that
the value of R2 for a GC model will be greater than that of a CS model.
2.6.1 Results and Discussion
Results are provided with summary figures and tables. For each of the figures, panels represent
different mean models and trajectories represent the estimated values of anR2 statistic under a certain
covariance model. Point values are mean estimates of the featured R2 statistic for a particular value
of σ2b1 and error bars represent one standard deviation above and below point estimates. Additionally,
since the y-axes vary from panel to panel, it is difficult to compare measures of R2 from different





, summarized in Tables 2.14, 2.15, and 2.16 and Figures 2.19, 2.20, and
2.21, indicate that the statistic correctly favored the GC model increasingly over the CS model as











was negligible (≈ 0.001). This trend was present in all variants of sample size except
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are given by Tables 2.17, 2.18, and 2.19 and Figures 2.22, 2.23, and
2.24. Generally, this statistic favored the GC model when σ2b1 < 1 and favored the CS model when






consistently favored the CS model





very consistent with the mean model GoF, there is no evidence suggesting that the statistic’s value is
indicative of covariange GoF. The results for R2
NSJ(m) are provided with Tables 2.23, 2.24, and 2.25
and Figures 2.25, 2.26, and 2.27. Although R2
NSJ(m) is meant to be invariant to covariance model
specification, there are several instances where this doesn’t hold. For example, R2
NSJ(m) favored the
GC model for all values of σ2b1 when the incorrect mean model was used in small samples (see Figure
2.26). The favored covariance model flipped when sample size increased to m = 150 in Figure 2.27
so that R2
NSJ(m) favored the CS model. In addition, Figure 2.27 shows that when the mean model
was correctly specified, R2




Last, the results for R2
NSJ(c) are given in Tables 2.23, 2.24, and 2.25 and Figures 2.28, 2.29, and
2.30. When the mean model was incorrectly specified, R2
NSJ(c) sometimes arbitrarily favored the GC
model. More specifically, The R2




incorrect and null model. Furthermore, the value of R2
NSJ(c) was consistently maximized when one
of these mean models was used. When the mean model was correct or reduced, the R2
NSJ(c) statistic’s




statistic in terms of differentiating covariance GoF as σ2b1
increased.
The results from this simulation study support the points made by the initial examples of this
chapter, but also expand upon those examples by including a larger range of models and sample






NSJ(m) should not be used for covariance model selection. The latter is
designed to be invariant to covariance specifications, yet still arbitrarily favored CS or GC
covariance models depending on sample size. The former is also designed for comparison of
fixed effects and consistently favored the CS model for large values of σ2b1 and the GC model
for smaller values of σ2b1 .
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2. R2
NSJ(c) was capable of assessing covariance goodness of fit if and only if the mean model was
correctly specified. The presence of any incorrect predictors in the mean model may inflate
R2
NSJ(c) and lead investigators to unnecessarily select a GC covariance structure or select a





statistic was capable of assessing covariance goodness of fit in all of the scenarios







the only estimator in its class that converged to the correct model when selecting from a pool
of 8 candidates.
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Reduced : obstime, TrtGrp, TrtGrp*obstime Null : Junk, Noise, Junk*Noise
Incorrect : x1, obstime, Junk, Noise, Junk*Noise Correct : x1, obstime, TrtGrp, TrtGrp*obstime
0 1 2 3 0 1 2 3




























whenm = 50. Panels in the figure represent
different mean models and y-axes vary from panel to panel. Colors of trajectories indicate types of
covariance models. Point values are mean estimates of R2 for a particular value of σ2b1 and error bars
represent one standard deviation above and below point estimates.
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Reduced : obstime, TrtGrp, TrtGrp*obstime Null : Junk, Noise, Junk*Noise
Incorrect : x1, obstime, Junk, Noise, Junk*Noise Correct : x1, obstime, TrtGrp, TrtGrp*obstime
0 1 2 3 0 1 2 3




























when m = 150. Panels in the figure
represent different mean models and y-axes vary from panel to panel. Colors of trajectories indicate
types of covariance models. Point values are mean estimates of R2 for a particular value of σ2b1 and
error bars represent one standard deviation above and below point estimates.
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Reduced : obstime, TrtGrp, TrtGrp*obstime Null : Junk, Noise, Junk*Noise
Incorrect : x1, obstime, Junk, Noise, Junk*Noise Correct : x1, obstime, TrtGrp, TrtGrp*obstime
0 1 2 3 0 1 2 3
































when m = 300. Panels in the figure
represent different mean models and y-axes vary from panel to panel. Colors of trajectories indicate
types of covariance models. Point values are mean estimates of R2 for a particular value of σ2b1 and
error bars represent one standard deviation above and below point estimates.
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Reduced : obstime, TrtGrp, TrtGrp*obstime Null : Junk, Noise, Junk*Noise
Incorrect : x1, obstime, Junk, Noise, Junk*Noise Correct : x1, obstime, TrtGrp, TrtGrp*obstime
0 1 2 3 0 1 2 3
























2(Σ̂CS  ν̂KR) Rβ
2(Σ̂GC  ν̂KR)




when m = 50. Panels in the figure
represent different mean models and y-axes vary from panel to panel. Colors of trajectories indicate
types of covariance models. Point values are mean estimates of R2 for a particular value of σ2b1 and
error bars represent one standard deviation above and below point estimates.
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Reduced : obstime, TrtGrp, TrtGrp*obstime Null : Junk, Noise, Junk*Noise
Incorrect : x1, obstime, Junk, Noise, Junk*Noise Correct : x1, obstime, TrtGrp, TrtGrp*obstime
0 1 2 3 0 1 2 3
























2(Σ̂CS  ν̂KR) Rβ
2(Σ̂GC  ν̂KR)




when m = 150. Panels in the figure
represent different mean models and y-axes vary from panel to panel. Colors of trajectories indicate
types of covariance models. Point values are mean estimates of R2 for a particular value of σ2b1 and
error bars represent one standard deviation above and below point estimates.
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Reduced : obstime, TrtGrp, TrtGrp*obstime Null : Junk, Noise, Junk*Noise
Incorrect : x1, obstime, Junk, Noise, Junk*Noise Correct : x1, obstime, TrtGrp, TrtGrp*obstime
0 1 2 3 0 1 2 3
























2(Σ̂CS  ν̂KR) Rβ
2(Σ̂GC  ν̂KR)




when m = 300. Panels in the figure
represent different mean models and y-axes vary from panel to panel. Colors of trajectories indicate
types of covariance models. Point values are mean estimates of R2 for a particular value of σ2b1 and
error bars represent one standard deviation above and below point estimates.
92
Reduced : obstime, TrtGrp, TrtGrp*obstime Null : Junk, Noise, Junk*Noise
Incorrect : x1, obstime, Junk, Noise, Junk*Noise Correct : x1, obstime, TrtGrp, TrtGrp*obstime
0 1 2 3 0 1 2 3
























2 (Tr (Σ̂CS)) RNSJ(m)
2 (Tr (Σ̂GC))
Figure 2.25: Results from simulation study for R2
NSJ(m) when m = 50. Panels in the figure represent
different mean models and y-axes vary from panel to panel. Colors of trajectories indicate types of
covariance models. Point values are mean estimates of R2 for a particular value of σ2b1 and error bars
represent one standard deviation above and below point estimates.
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Reduced : obstime, TrtGrp, TrtGrp*obstime Null : Junk, Noise, Junk*Noise
Incorrect : x1, obstime, Junk, Noise, Junk*Noise Correct : x1, obstime, TrtGrp, TrtGrp*obstime
0 1 2 3 0 1 2 3



























2 (Tr (Σ̂CS)) RNSJ(m)
2 (Tr (Σ̂GC))
Figure 2.26: Results from simulation study forR2
NSJ(m) whenm = 150. Panels in the figure represent
different mean models and y-axes vary from panel to panel. Colors of trajectories indicate types of
covariance models. Point values are mean estimates of R2 for a particular value of σ2b1 and error bars
represent one standard deviation above and below point estimates.
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Reduced : obstime, TrtGrp, TrtGrp*obstime Null : Junk, Noise, Junk*Noise
Incorrect : x1, obstime, Junk, Noise, Junk*Noise Correct : x1, obstime, TrtGrp, TrtGrp*obstime
0 1 2 3 0 1 2 3





























2 (Tr (Σ̂CS)) RNSJ(m)
2 (Tr (Σ̂GC))
Figure 2.27: Results from simulation study forR2
NSJ(m) whenm = 300. Panels in the figure represent
different mean models and y-axes vary from panel to panel. Colors of trajectories indicate types of
covariance models. Point values are mean estimates of R2 for a particular value of σ2b1 and error bars
represent one standard deviation above and below point estimates.
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Reduced : obstime, TrtGrp, TrtGrp*obstime Null : Junk, Noise, Junk*Noise
Incorrect : x1, obstime, Junk, Noise, Junk*Noise Correct : x1, obstime, TrtGrp, TrtGrp*obstime
0 1 2 3 0 1 2 3




























2 (Tr (Σ̂CS)) RNSJ(c)
2 (Tr (Σ̂GC))
Figure 2.28: Results from simulation study for R2
NSJ(c) when m = 50. Panels in the figure represent
different mean models and y-axes vary from panel to panel. Colors of trajectories indicate types of
covariance models. Point values are mean estimates of R2 for a particular value of σ2b1 and error bars
represent one standard deviation above and below point estimates.
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Reduced : obstime, TrtGrp, TrtGrp*obstime Null : Junk, Noise, Junk*Noise
Incorrect : x1, obstime, Junk, Noise, Junk*Noise Correct : x1, obstime, TrtGrp, TrtGrp*obstime
0 1 2 3 0 1 2 3




























2 (Tr (Σ̂CS)) RNSJ(c)
2 (Tr (Σ̂GC))
Figure 2.29: Results from simulation study for R2
NSJ(c) when m = 150. Panels in the figure represent
different mean models and y-axes vary from panel to panel. Colors of trajectories indicate types of
covariance models. Point values are mean estimates of R2 for a particular value of σ2b1 and error bars
represent one standard deviation above and below point estimates.
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Reduced : obstime, TrtGrp, TrtGrp*obstime Null : Junk, Noise, Junk*Noise
Incorrect : x1, obstime, Junk, Noise, Junk*Noise Correct : x1, obstime, TrtGrp, TrtGrp*obstime
0 1 2 3 0 1 2 3

























2 (Tr (Σ̂CS)) RNSJ(c)
2 (Tr (Σ̂GC))
Figure 2.30: Results from simulation study for R2
NSJ(c) when m = 150. Panels in the figure represent
different mean models and y-axes vary from panel to panel. Colors of trajectories indicate types of
covariance models. Point values are mean estimates of R2 for a particular value of σ2b1 and error bars
represent one standard deviation above and below point estimates.
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when m = 50
Covariance Model
σ2b1 Mean Model CS GC
0 Incorrect 0.28 (0.05) 0.30 (0.05)
Correct 0.47 (0.04) 0.48 (0.04)
Reduced 0.34 (0.03) 0.34 (0.03)
Null 0.01 (0.01) 0.01 (0.01)
0.5 Incorrect 0.30 (0.05) 0.35 (0.05)
Correct 0.56 (0.03) 0.58 (0.03)
Reduced 0.46 (0.03) 0.47 (0.03)
Null 0.01 (0.01) 0.01 (0.00)
1 Incorrect 0.27 (0.05) 0.34 (0.05)
Correct 0.55 (0.03) 0.59 (0.03)
Reduced 0.46 (0.03) 0.49 (0.03)
Null 0.01 (0.01) 0.01 (0.00)
1.5 Incorrect 0.25 (0.04) 0.34 (0.05)
Correct 0.53 (0.03) 0.59 (0.03)
Reduced 0.44 (0.03) 0.50 (0.03)
Null 0.01 (0.01) 0.01 (0.00)
2 Incorrect 0.23 (0.04) 0.34 (0.05)
Correct 0.51 (0.03) 0.59 (0.03)
Reduced 0.43 (0.02) 0.50 (0.03)
Null 0.01 (0.01) 0.01 (0.00)
2.5 Incorrect 0.22 (0.04) 0.33 (0.05)
Correct 0.50 (0.03) 0.59 (0.03)
Reduced 0.41 (0.02) 0.51 (0.03)
Null 0.01 (0.01) 0.01 (0.00)
3 Incorrect 0.21 (0.04) 0.33 (0.05)
Correct 0.48 (0.03) 0.60 (0.03)
Reduced 0.40 (0.02) 0.51 (0.02)
Null 0.01 (0.01) 0.01 (0.00)
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when m = 150
Covariance Model
σ2b1 Mean Model CS GC
0 Incorrect 0.29 (0.03) 0.31 (0.03)
Correct 0.51 (0.02) 0.51 (0.02)
Reduced 0.39 (0.02) 0.39 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
0.5 Incorrect 0.29 (0.02) 0.32 (0.03)
Correct 0.52 (0.02) 0.53 (0.02)
Reduced 0.39 (0.02) 0.39 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
1 Incorrect 0.27 (0.03) 0.31 (0.03)
Correct 0.47 (0.02) 0.48 (0.02)
Reduced 0.33 (0.01) 0.34 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
1.5 Incorrect 0.25 (0.02) 0.30 (0.03)
Correct 0.45 (0.02) 0.48 (0.02)
Reduced 0.31 (0.02) 0.35 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
2 Incorrect 0.24 (0.02) 0.30 (0.03)
Correct 0.44 (0.02) 0.48 (0.02)
Reduced 0.30 (0.02) 0.34 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
2.5 Incorrect 0.23 (0.03) 0.30 (0.04)
Correct 0.42 (0.02) 0.48 (0.02)
Reduced 0.29 (0.01) 0.34 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
3 Incorrect 0.22 (0.02) 0.29 (0.03)
Correct 0.41 (0.02) 0.48 (0.02)
Reduced 0.29 (0.01) 0.35 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
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when m = 300
Covariance Model
σ2b1 Mean Model CS GC
0 Incorrect 0.32 (0.02) 0.34 (0.02)
Correct 0.55 (0.01) 0.55 (0.01)
Reduced 0.44 (0.01) 0.44 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
0.5 Incorrect 0.33 (0.02) 0.34 (0.02)
Correct 0.50 (0.01) 0.51 (0.01)
Reduced 0.37 (0.01) 0.37 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
1 Incorrect 0.31 (0.02) 0.32 (0.02)
Correct 0.48 (0.01) 0.49 (0.02)
Reduced 0.35 (0.01) 0.37 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
1.5 Incorrect 0.30 (0.02) 0.32 (0.02)
Correct 0.45 (0.01) 0.48 (0.01)
Reduced 0.32 (0.01) 0.36 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
2 Incorrect 0.29 (0.02) 0.32 (0.02)
Correct 0.43 (0.01) 0.47 (0.01)
Reduced 0.30 (0.01) 0.35 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
2.5 Incorrect 0.28 (0.02) 0.31 (0.02)
Correct 0.41 (0.01) 0.46 (0.01)
Reduced 0.28 (0.01) 0.34 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
3 Incorrect 0.28 (0.02) 0.32 (0.02)
Correct 0.39 (0.01) 0.46 (0.02)
Reduced 0.26 (0.01) 0.33 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
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when m = 50
Covariance Model
σ2b1 Mean Model CS GC
0 Incorrect 0.17 (0.03) 0.16 (0.03)
Correct 0.51 (0.04) 0.67 (0.04)
Reduced 0.46 (0.04) 0.68 (0.04)
Null 0.01 (0.01) 0.01 (0.01)
0.5 Incorrect 0.19 (0.03) 0.16 (0.03)
Correct 0.52 (0.04) 0.57 (0.05)
Reduced 0.48 (0.04) 0.56 (0.05)
Null 0.01 (0.01) 0.01 (0.01)
1 Incorrect 0.16 (0.03) 0.14 (0.02)
Correct 0.51 (0.03) 0.50 (0.04)
Reduced 0.47 (0.04) 0.46 (0.05)
Null 0.01 (0.01) 0.01 (0.01)
1.5 Incorrect 0.15 (0.02) 0.13 (0.03)
Correct 0.48 (0.03) 0.45 (0.04)
Reduced 0.45 (0.04) 0.39 (0.04)
Null 0.01 (0.01) 0.01 (0.01)
2 Incorrect 0.14 (0.02) 0.13 (0.03)
Correct 0.46 (0.03) 0.42 (0.04)
Reduced 0.44 (0.03) 0.35 (0.04)
Null 0.01 (0.01) 0.01 (0.01)
2.5 Incorrect 0.13 (0.02) 0.13 (0.03)
Correct 0.44 (0.03) 0.40 (0.04)
Reduced 0.43 (0.04) 0.32 (0.04)
Null 0.01 (0.01) 0.01 (0.01)
3 Incorrect 0.13 (0.02) 0.13 (0.03)
Correct 0.43 (0.03) 0.39 (0.04)
Reduced 0.42 (0.03) 0.29 (0.03)
Null 0.01 (0.01) 0.01 (0.01)
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when m = 150
Covariance Model
σ2b1 Mean Model CS GC
0 Incorrect 0.20 (0.02) 0.18 (0.02)
Correct 0.56 (0.02) 0.71 (0.02)
Reduced 0.48 (0.03) 0.71 (0.03)
Null 0.00 (0.00) 0.00 (0.00)
0.5 Incorrect 0.18 (0.02) 0.16 (0.01)
Correct 0.55 (0.02) 0.63 (0.02)
Reduced 0.48 (0.02) 0.61 (0.03)
Null 0.00 (0.00) 0.00 (0.00)
1 Incorrect 0.16 (0.02) 0.14 (0.02)
Correct 0.49 (0.02) 0.52 (0.02)
Reduced 0.43 (0.02) 0.48 (0.03)
Null 0.00 (0.00) 0.00 (0.00)
1.5 Incorrect 0.14 (0.01) 0.13 (0.02)
Correct 0.47 (0.02) 0.48 (0.03)
Reduced 0.42 (0.03) 0.41 (0.03)
Null 0.00 (0.00) 0.00 (0.00)
2 Incorrect 0.13 (0.01) 0.13 (0.02)
Correct 0.44 (0.02) 0.45 (0.02)
Reduced 0.40 (0.03) 0.37 (0.03)
Null 0.00 (0.00) 0.00 (0.00)
2.5 Incorrect 0.12 (0.01) 0.13 (0.02)
Correct 0.42 (0.02) 0.43 (0.03)
Reduced 0.39 (0.02) 0.33 (0.03)
Null 0.00 (0.00) 0.00 (0.00)
3 Incorrect 0.11 (0.01) 0.12 (0.01)
Correct 0.40 (0.02) 0.42 (0.03)
Reduced 0.38 (0.02) 0.31 (0.03)
Null 0.00 (0.00) 0.00 (0.00)
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when m = 300
Covariance Model
σ2b1 Mean Model CS GC
0 Incorrect 0.23 (0.01) 0.19 (0.01)
Correct 0.59 (0.01) 0.74 (0.01)
Reduced 0.52 (0.02) 0.75 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
0.5 Incorrect 0.22 (0.01) 0.17 (0.01)
Correct 0.54 (0.01) 0.60 (0.02)
Reduced 0.48 (0.02) 0.58 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
1 Incorrect 0.21 (0.01) 0.15 (0.01)
Correct 0.51 (0.01) 0.51 (0.02)
Reduced 0.46 (0.02) 0.48 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
1.5 Incorrect 0.20 (0.01) 0.14 (0.01)
Correct 0.48 (0.01) 0.46 (0.02)
Reduced 0.43 (0.02) 0.40 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
2 Incorrect 0.19 (0.01) 0.14 (0.01)
Correct 0.45 (0.01) 0.42 (0.02)
Reduced 0.41 (0.02) 0.35 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
2.5 Incorrect 0.18 (0.01) 0.13 (0.01)
Correct 0.42 (0.01) 0.40 (0.02)
Reduced 0.39 (0.02) 0.31 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
3 Incorrect 0.17 (0.01) 0.13 (0.01)
Correct 0.40 (0.01) 0.38 (0.02)
Reduced 0.37 (0.02) 0.28 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
104
Table 2.20: Simulation study results for R2
NSJ(m) when m = 50
Covariance Model
σ2b1 Mean Model CS GC
0 Incorrect 0.17 (0.03) 0.17 (0.03)
Correct 0.32 (0.03) 0.32 (0.03)
Reduced 0.19 (0.02) 0.19 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
0.5 Incorrect 0.16 (0.03) 0.17 (0.03)
Correct 0.38 (0.03) 0.39 (0.03)
Reduced 0.27 (0.02) 0.27 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
1 Incorrect 0.14 (0.03) 0.14 (0.03)
Correct 0.36 (0.03) 0.36 (0.03)
Reduced 0.26 (0.02) 0.26 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
1.5 Incorrect 0.12 (0.02) 0.12 (0.02)
Correct 0.33 (0.02) 0.33 (0.02)
Reduced 0.24 (0.02) 0.24 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
2 Incorrect 0.11 (0.02) 0.11 (0.02)
Correct 0.30 (0.02) 0.30 (0.02)
Reduced 0.22 (0.01) 0.22 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
2.5 Incorrect 0.09 (0.02) 0.10 (0.02)
Correct 0.28 (0.02) 0.28 (0.02)
Reduced 0.20 (0.01) 0.20 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
3 Incorrect 0.09 (0.02) 0.09 (0.02)
Correct 0.26 (0.02) 0.26 (0.02)
Reduced 0.19 (0.01) 0.19 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
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Table 2.21: Simulation study results for R2
NSJ(m) when m = 150
Covariance Model
σ2b1 Mean Model CS GC
0 Incorrect 0.20 (0.02) 0.21 (0.02)
Correct 0.42 (0.02) 0.42 (0.02)
Reduced 0.28 (0.02) 0.28 (0.02)
Null 0.00 (0.00) 0.00 (0.00)
0.5 Incorrect 0.20 (0.02) 0.19 (0.02)
Correct 0.40 (0.02) 0.40 (0.02)
Reduced 0.25 (0.01) 0.25 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
1 Incorrect 0.17 (0.02) 0.17 (0.02)
Correct 0.33 (0.02) 0.33 (0.02)
Reduced 0.20 (0.01) 0.20 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
1.5 Incorrect 0.16 (0.02) 0.15 (0.02)
Correct 0.30 (0.01) 0.30 (0.02)
Reduced 0.18 (0.01) 0.18 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
2 Incorrect 0.14 (0.02) 0.14 (0.02)
Correct 0.28 (0.01) 0.27 (0.01)
Reduced 0.16 (0.01) 0.16 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
2.5 Incorrect 0.13 (0.02) 0.12 (0.02)
Correct 0.26 (0.02) 0.25 (0.02)
Reduced 0.15 (0.01) 0.15 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
3 Incorrect 0.12 (0.01) 0.11 (0.01)
Correct 0.24 (0.01) 0.23 (0.01)
Reduced 0.14 (0.01) 0.14 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
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Table 2.22: Simulation study results for R2
NSJ(m) when m = 300
Covariance Model
σ2b1 Mean Model CS GC
0 Incorrect 0.22 (0.01) 0.21 (0.01)
Correct 0.44 (0.01) 0.44 (0.01)
Reduced 0.30 (0.01) 0.30 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
0.5 Incorrect 0.23 (0.01) 0.20 (0.01)
Correct 0.38 (0.01) 0.37 (0.01)
Reduced 0.23 (0.01) 0.23 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
1 Incorrect 0.20 (0.01) 0.17 (0.01)
Correct 0.34 (0.01) 0.33 (0.01)
Reduced 0.21 (0.01) 0.21 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
1.5 Incorrect 0.18 (0.01) 0.16 (0.01)
Correct 0.30 (0.01) 0.29 (0.01)
Reduced 0.19 (0.01) 0.19 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
2 Incorrect 0.17 (0.01) 0.14 (0.01)
Correct 0.27 (0.01) 0.26 (0.01)
Reduced 0.16 (0.01) 0.16 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
2.5 Incorrect 0.16 (0.01) 0.13 (0.01)
Correct 0.25 (0.01) 0.23 (0.01)
Reduced 0.14 (0.01) 0.14 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
3 Incorrect 0.15 (0.01) 0.12 (0.01)
Correct 0.22 (0.01) 0.20 (0.01)
Reduced 0.13 (0.01) 0.13 (0.01)
Null 0.00 (0.00) 0.00 (0.00)
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Table 2.23: Simulation study results for R2
NSJ(c) when m = 50
Covariance Model
σ2b1 Mean Model CS GC
0 Incorrect 0.64 (0.03) 0.71 (0.03)
Correct 0.71 (0.02) 0.71 (0.02)
Reduced 0.70 (0.02) 0.70 (0.02)
Null 0.58 (0.02) 0.70 (0.02)
0.5 Incorrect 0.70 (0.02) 0.79 (0.02)
Correct 0.76 (0.02) 0.79 (0.02)
Reduced 0.75 (0.02) 0.78 (0.02)
Null 0.65 (0.02) 0.80 (0.02)
1 Incorrect 0.71 (0.02) 0.82 (0.02)
Correct 0.76 (0.02) 0.82 (0.02)
Reduced 0.76 (0.02) 0.82 (0.01)
Null 0.66 (0.02) 0.83 (0.01)
1.5 Incorrect 0.72 (0.02) 0.85 (0.01)
Correct 0.77 (0.02) 0.85 (0.01)
Reduced 0.77 (0.02) 0.84 (0.01)
Null 0.68 (0.02) 0.85 (0.01)
2 Incorrect 0.73 (0.02) 0.86 (0.01)
Correct 0.78 (0.01) 0.86 (0.01)
Reduced 0.78 (0.01) 0.86 (0.01)
Null 0.69 (0.02) 0.87 (0.01)
2.5 Incorrect 0.74 (0.02) 0.88 (0.01)
Correct 0.78 (0.01) 0.88 (0.01)
Reduced 0.78 (0.01) 0.88 (0.01)
Null 0.71 (0.02) 0.88 (0.01)
3 Incorrect 0.74 (0.02) 0.89 (0.01)
Correct 0.79 (0.01) 0.89 (0.01)
Reduced 0.79 (0.01) 0.89 (0.01)
Null 0.71 (0.02) 0.90 (0.01)
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Table 2.24: Simulation study results for R2
NSJ(c) when m = 150
Covariance Model
σ2b1 Mean Model CS GC
0 Incorrect 0.60 (0.02) 0.68 (0.02)
Correct 0.68 (0.02) 0.69 (0.02)
Reduced 0.67 (0.01) 0.67 (0.01)
Null 0.53 (0.01) 0.69 (0.01)
0.5 Incorrect 0.63 (0.01) 0.73 (0.01)
Correct 0.71 (0.01) 0.73 (0.01)
Reduced 0.70 (0.01) 0.73 (0.01)
Null 0.57 (0.01) 0.74 (0.01)
1 Incorrect 0.64 (0.02) 0.75 (0.01)
Correct 0.71 (0.01) 0.76 (0.01)
Reduced 0.70 (0.01) 0.75 (0.01)
Null 0.59 (0.01) 0.76 (0.01)
1.5 Incorrect 0.65 (0.01) 0.78 (0.01)
Correct 0.72 (0.01) 0.78 (0.01)
Reduced 0.71 (0.01) 0.78 (0.01)
Null 0.61 (0.01) 0.79 (0.01)
2 Incorrect 0.67 (0.01) 0.80 (0.01)
Correct 0.73 (0.01) 0.81 (0.01)
Reduced 0.73 (0.01) 0.80 (0.01)
Null 0.64 (0.01) 0.81 (0.01)
2.5 Incorrect 0.68 (0.01) 0.82 (0.01)
Correct 0.74 (0.01) 0.83 (0.01)
Reduced 0.73 (0.01) 0.82 (0.01)
Null 0.65 (0.01) 0.83 (0.01)
3 Incorrect 0.70 (0.01) 0.84 (0.01)
Correct 0.75 (0.01) 0.84 (0.01)
Reduced 0.74 (0.01) 0.84 (0.01)
Null 0.67 (0.01) 0.85 (0.01)
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Table 2.25: Simulation study results for R2
NSJ(c) when m = 300
Covariance Model
σ2b1 Mean Model CS GC
0 Incorrect 0.65 (0.01) 0.72 (0.01)
Correct 0.72 (0.01) 0.72 (0.01)
Reduced 0.71 (0.01) 0.71 (0.01)
Null 0.56 (0.01) 0.73 (0.01)
0.5 Incorrect 0.66 (0.01) 0.74 (0.01)
Correct 0.72 (0.01) 0.74 (0.01)
Reduced 0.71 (0.01) 0.74 (0.01)
Null 0.58 (0.01) 0.76 (0.01)
1 Incorrect 0.68 (0.01) 0.77 (0.01)
Correct 0.72 (0.01) 0.77 (0.01)
Reduced 0.71 (0.01) 0.77 (0.01)
Null 0.59 (0.01) 0.79 (0.01)
1.5 Incorrect 0.69 (0.01) 0.80 (0.01)
Correct 0.73 (0.01) 0.80 (0.01)
Reduced 0.72 (0.01) 0.79 (0.01)
Null 0.62 (0.01) 0.82 (0.01)
2 Incorrect 0.70 (0.01) 0.82 (0.01)
Correct 0.74 (0.01) 0.82 (0.01)
Reduced 0.73 (0.01) 0.82 (0.01)
Null 0.63 (0.01) 0.84 (0.01)
2.5 Incorrect 0.71 (0.01) 0.84 (0.01)
Correct 0.74 (0.01) 0.84 (0.01)
Reduced 0.73 (0.01) 0.83 (0.01)
Null 0.65 (0.01) 0.85 (0.01)
3 Incorrect 0.72 (0.01) 0.85 (0.00)
Correct 0.75 (0.01) 0.85 (0.00)
Reduced 0.74 (0.01) 0.85 (0.00)
Null 0.67 (0.01) 0.87 (0.00)
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2.7 Applied Example: Longitudinal Body Fat Percentages
In this section, we consider illustrative longitudinal data from a prospective study on body fat
accretion in a cohort of 162 girls from the MIT Growth and Development Study (Bandini et al., 2003;
Phillips et al., 2004). The data represent a subset of the study materials and should not be used to draw
substantive conclusions (Fitzmaurice et al., 2012). It is known that increases in body fatness in girls
begin just before or around menarche. Although it has been presumed that the increase in body fat
levels start approximately four years after menarche, these changes in body fat accretion had not been
studied in population-based samples. Naumova et al. (2001) examined changes in body fat before
and after menarche. At the start of the study, all of the girls were pre-menarcheal and non-obese,
as determined by a triceps skinfold thickness less than the 85th percentile. All girls were followed
over time according to a schedule of annual measurements until four years after menarche. The final
measurement was scheduled four years after their reported date of menarche. At each examination, a
measure of body fatness was obtained based on bioelectric impedance analysis. Percent body fat
(PBF) was derived from three basic measurements of body weight (weight in kilograms), height










Figure 2.31 shows a spaghetti plot of the data. For our analysis, the last observation from each subject
was ‘held out’ for testing the four candidate models, which estimated fixed effects for time (in years)
relative to menarche and time (in years) since the onset of menarche, resulting in a piece-wise linear
model. The fitted covariance models in order of complexity were
1. Compound Symmetry (CS): Random intercepts
2. Variance Components (VC): Independent random intercepts and slopes for time relative to
menarche.
3. Growth Curves (GC): Correlated random intercepts and slopes for time relative to menarche.
4. Piece-wise Growth Curves (PGC): Correlated random intercept and slopes for both measures
of time.
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Table 2.26 displays model estimates and summary statistics for each of the candidate covariance
specifications. The ‘last observation RMSE’ is the root mean squared error of the fitted model’s
prediction for the last observation of each subject. The piece-wise GC specification, which allows





, minimizes AIC, and has the lowest rate of error when predicting the next
observation for the subjects in the data. It would therefore seem to be the best model to use for
inference, particularly if the research questions pertain to the sample at hand.
Table 2.26: Comparison of models fitted to the percent body fat (PBF) data. Table values are
regression coefficients with standard errors placed below and in parentheses. Models (columns) are
specified by their covariance structure. Summary statistics for each model are given in the bottom
half of the table.
Dependent variable:
Percent Body Fat
CS VC GC PGC
Time relative to Menarche 0.302∗∗ 0.256∗ 0.257∗ 0.251
(0.117) (0.139) (0.139) (0.154)
Time since Menarche 2.648∗∗∗ 2.724∗∗∗ 2.723∗∗∗ 2.724∗∗∗
(0.226) (0.234) (0.233) (0.251)
Intercept 21.061∗∗∗ 20.977∗∗∗ 20.976∗∗∗ 20.983∗∗∗
(0.535) (0.532) (0.531) (0.566)





0.324 0.337 0.337 0.338
R2
NSJ(m) 0.169 0.165 0.165 0.167
R2
NSJ(c) 0.789 0.839 0.839 0.843
Observations 887 887 887 887
Log Likelihood −2,623.214 −2,595.769 −2,595.410 −2,590.717
Akaike Inf. Crit. 5,256.428 5,203.537 5,204.820 5,201.434
Bayesian Inf. Crit. 5,280.367 5,232.264 5,238.335 5,249.312
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Figure 2.31: Spaghetti plot for menarche data. Individual subject trajectories are drawn in grey
and a smooth population curve is drawn in black. The shaded grey area surrounding the estimated




In this section, brief descriptions for all software packages introduced by this research are
provided. In both software implementations, The R-squared measure from (Edwards et al., 2008) is
extended to the generalized linear mixed model (GLMM) using penalized quasi-likelihood (PQL)
estimation (see Jaeger et al. (2016)).
2.8.1 The r2glmm Package in R
This package computes model R2 and semi-partial R2 for the LMM and GLMM. Three methods
of computation are provided: (1) The Kenward-Roger approach4, (2) The method introduced by
(Nakagawa and Schielzeth, 2013)5, which was later extended by (Johnson, 2014), and (3) an approach
using standardized generalized variance (SGV) that can be used for both mean model and covariance
model selection. Confidence limits for semi partial R2 and model R2 are computed for each of the
methods listed.
2.8.2 The Glimmix R2 macro in SAS
This SAS macro computes model and semi-partial R2 statistics for each fixed effect in the model.
Due to a lack of the non-central beta distribution in SAS, confidence limits are not currently supplied.
The user may specify denominator degrees of freedom estimation. Kenward-Roger (DDF = KR) is
recommended, and is compatible with PQL estimation. Because the macro is based on an earlier
version of PROC GLIMMIX, results from estimation may sometimes disagree with the current
version of GLIMMIX. Deviations have been negligible in these cases and are presumed to have little
impact on β̂ and consequently R2β .
4Due to some inconsistency between the pbkrtest package and the glmmPQL function, the Kenward-Roger
approach in the r2glmm package is limited to the LMM.
5The r2glmm package only computes R2NSJ(m) for the LMM and does not generalize the statistic to the GLMM;








in SAS, where the Kenward-Roger approach is
compatible with pseudo LMMs. In R, application of the Kenward-Roger approach to pseudo LMMs









and R2NSJ may be computed in R version 3.1.2 (R Core Team, 2016) using the r2glmm
(Jaeger, 2016) and MuMIn (Barton, 2016) packages. Models in SAS are fit using PROC GLIMMIX
while models in R are fit using the lme4 (Bates et al., 2015) package and the nlme (Pinheiro et al.,
2016) package.
2.9 Conclusion













that utilizes standardized generalized variance





was shown to be bounded above and below (i.e. sandwiched) by R2e and R2SB, respectively. Two















for measuring covariance GoF in the LMM.
2.9.1 Limitations and Future Research
We acknowledge several limitations. Though consistency was shown in this chapter for specific




statistic is dependent on β̂ as well as V̂. If bias is present









is maximized by an adequately specified covariance model, but it remains to be shown
that the asymptotic limits of the statistic are less than R2V when the covariance is under-specified.









should develop a method to test












> ρ0). A method to
conduct hypothesis tests for model selection may also be developed.
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CHAPTER 3: TESTING COVARIANCE SPECIFICATIONS
3.1 Introduction
A multitude of procedures in statistical literature compare hierarchically related (nested) linear
mixed models (LMMs); however, statistical tests for comparing non-hierarchically related (non-
nested) LMMs are less abundant, particularly for tests involving the inclusion/exclusion of a variance
component in the model. Furthermore, within the class of methods that can compare non-nested
models differing only by variance components, none are based on a statistical hypothesis test.
This shortcoming in connection with a lack of accessible software limits the applied practice of
covariance model selection for longitudinal data analysis. In this chapter, we address this limitation





statistic. Due to the R2 statistics’ one-to-one correspondence with the F -statistic in





is based on a modified F -statistic that estimates the ratio of structural over stochastic




can bring great insight to problems
of covariance model selection. For example, the proposed method for testing hypotheses will allow
practitioners to statistically assess the following:
1. Whether the true value of generalized explained variance,R2V, is equal to a specified threshold.
2. Whether two fitted covariance models (nested or non-nested) explain the same proportion of
generalized variance.
3. Whether two identical and independently conducted studies measured the same proportion of
generalized explained variance using different covariance models (i.e. meta-analysis for R2).
The rest of this chapter is organized as follows. Section 3.2 summarizes the literature regarding
methods of covariance model selection in the LMM. In Section 3.3, the R2 difference test (R2DT)
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is formally introduced. A simulation study involving non-nested covariance model selection is
conducted in Section 3.4. Last, in Section 3.5 and Section 3.6, the R2DT is applied to longitudinal
exercise data and 24 Hour ambulatory blood pressure data, respectively.
3.2 Current Methods for Selecting and Testing Covariance Models
The objective comparison of competing models is of keen interest for any statistically inclined
science. Among the many classes of models concerned with this topic, our primary focus is the
LMM for longitudinal data. Within this class, we examine methods of covariance model comparison.
These methods can be further differentiated by their use of (1) a statistical test, (2) a measure of
relative difference in GoF, or (3) some combination of (1) and (2). Here, we summarize a small
selection of some of the more frequently applied methods.
3.2.1 Likelihood Ratio Tests
For nested models with equivalent fixed effects, the likelihood ratio test (LRT) for covariance
components is applied with
LRTn = 2 sup
Σ∈H1
`(y | β̂, Σ̂)− 2 sup
Σ∈H0
`(y | β̂, Σ̂)
where H0 and H1 denote null and alternative hypotheses favoring the reduced and full model,
respectively. The general method of applying the LRT for covariance components compares a ‘full
covariance model’ to a ‘reduced covariance model’ of lower complexity, selecting the latter if the
LRT indicates that inclusion of the extra parameters in the full model brings about a non-significant
increase in the estimated log likelihood. The process generally starts with a ‘saturated model’ with a
large degree of parameters and applies the LRT in succession until a significant p-value indicates
that the additional parameters in the ‘full model’ significantly increase the log likelihood. There
has been some debate over whether this approach is valid. For example, Whittingham et al. (2006)
criticized this brand of model selection as an abuse of hypothesis testing. Additionally, the LRT
for variance components is complicated by attempting to test on the boundary of the parameter
space. With this in mind, Liang and Self (1996) showed that if the outcome vector can be partitioned
into i.i.d. subvectors and the number of independent subvectors tends to infinity, LRTn converges
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asymptotically to a mixture chi-square distribution. Consider for example the problem of comparing
two nested models, one with q correlated random effects and the other with q + 1. For this scenario,
the null distribution of LRTn is a 50:50 mixture chi-squared distribution with q and q + 1 degrees
of freedom. When the full model has q + k correlated random effects, where k > 1, Fitzmaurice
et al. (2012, pg. 177) recommend testing with α = 0.10 to protect against selecting an overly
parsimonious model. Crainiceanu and Ruppert (2004) improved upon the large sample chi-square
mixture approximations with derivations of the finite sample distributions of the likelihood ratio
test (LRT) and restricted likelihood ratio test (RLRT). For the case of the null hypothesis that the
variance component is zero, Crainiceanu and Ruppert also derived the asymptotic distributions of
RLRT statistics under weak assumptions on the eigenvalues of certain design matrices.
3.2.2 Information Criteria
Information-theoretic model selection procedures allow comparison of multiple, nonnested
models. With the use of deviance as a measure of fit in addition to a penalty for model complexity,
information-theoretic methods quantify the magnitude of difference between models in expected
predictive power, which one can then assess using rules of thumb (Anderson, 2002). Information
criteria also provide a natural basis for model averaging (Johnson and Omland, 2004). Section 2.2
summarizes a small portion of literature assessing the performance of information criteria for
covariance model selection.
3.2.3 Distance Measures
The third class of methods we discuss are those that conduct a statistical test using a distance mea-
sure. For example, Levy and Hancock (2003) proposed such a method embedded in the framework
of maximum likelihood estimation. Their work extended a distance measure originally proposed by
(Atkinson and Mitchell, 1981) and focused its application on measuring distances between covariance
structure models, thereby proposing a method to assess formally the distinctness between any pair
of covariance models. (Smith, 2015) built a case for extending the Cox Statistic (?) as a means
to compare non-nested linear mixed models differentiated solely by their fixed effects or random
effects.
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3.2.4 Demonstration: Limitations of Current Methods
None of the testing methods listed above are based on an objective GoF measure. For example,
the LRT speaks for the significance of specified random effects parameters in the LMM, but doesn’t
give any indication of how well the preferred model fits the data. Similarly, the distance test proposed
by Levy and Hancock assesses whether two competing covariance models are distinct, but this
should not be interpreted as determining whether one covariance model is superior. On the other
hand, the information criteria measure relative GoF for a group of competing models, but provide no
measure of uncertainty. Furthermore, the criteria’s data-dependency limits their range of application
immensely.
To illustrate some of the limitations listed above, consider the dental data from Potthoff and
Roy (1964). The data come from an orthodontic study with 27 children, 16 boys and 11 girls. For
each child, the distance (mm) from the center of the pituitary to the pterygomaxillary fissure was
measured at ages 8, 10, 12, and 14 years. In this example, we apply a standard approach (Stroup,
2012; Fitzmaurice et al., 2012; Verbeke and Molenberghs, 2009) for covariance model selection:
1. Begin with a saturated covariance model and pare it down (i.e. inspect and potentially remove
one component, sometimes involving multiple parameters, at a time) using the LRT for variance
components.
2. For any remaining non-nested models, apply information criteria to select that with the best fit
and parsimony.
First we consider fixed-effects only models with a gender-specific estimate for Σei in addition
to one of the following correlation structures:
1. Unstructured (un) a unique estimate corresponding to each cell in the model covariance matrix.
2. Autoregressive moving average (arma) process with autoregressive and moving average
components of order one.
3. Autocorrelation (ar1) process of order order one
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For a complete description of these models and others, the interested reader should refer to Fitzmau-
rice et al. (2012, ch. 7). Table 3.27 provides the results from a LRT concerning the un and arma
models.
Table 3.27: Results from LRT between UN and ARMA covariance models
AIC BIC Log Likelihood Likelihood Ratio p-value
un 439.405 471.138 -207.703
arma 437.410 458.565 -210.705 6.005 0.199
As evidenced by the p-value of 0.19879, there is not enough statistical evidence to indicate
that the unstructured model provides a stronger fit to the data. Next, we consider the simpler
autoregressive structure of order one. Table 3.28 gives the results from a LRT between these two
candidates.
Table 3.28: Results from LRT between ARMA and AR1 covariance models
AIC BIC Log Likelihood Likelihood Ratio p-value
arma 437.410 458.565 -210.705
ar1 447.005 465.515 -216.502 11.594 < 0.001
For this comparison, the p-value of 0.00066 suggests there is statistical evidence indicating that
the arma model provides a stronger fit to the data.
Next we consider models with subject-specific random effects (Σbi) and set the structure of Σei
to allow heterogeneity between genders. For this analysis, our nested models would be:
1. Growth Curves (gc) Correlated random intercepts/slopes and conditional independence.
2. Variance Components (vc) Independent random intercepts/slopes and conditional indepen-
dence
3. Compound Symmetry (cs) random intercepts and conditional independence.
Beginning with the most complex model as our candidate, we compare the GC covariance to
a VC specification. Table 3.29 displays the results of a LRT comparing the fit of the GC and VC
covariance models.
Here, a p-value of of 0.42167 reflects that there is little evidence that including an estimate of
the correlation between random slopes and intercepts improves the fit of the model. Next, we fit a CS
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Table 3.29: Results from LRT between GC and VC covariance models
AIC BIC Log Likelihood Likelihood Ratio p-value
gc 429.522 453.322 -205.761
vc 428.168 449.323 -206.084 0.646 0.422
model to assess whether it is necessary to use random slopes. Table 3.30 shows results from a LRT
comparing the fit of the CS and VC covariance models.
Table 3.30: Results from LRT between VC and CS covariance models
AIC BIC Log Likelihood Likelihood Ratio p-value
vc 428.168 449.323 -206.084
cs 429.220 447.731 -207.610 3.052 0.081
The p-value of 0.08062 suggests that there is statistical (using the recommended significance cut-
off of 0.10) evidence to indicate that the vc model provides a stronger fit to the data. To summarize,
the LRT favors the vc model over both cs and gc specifications and supports the arma model over
the un and ar1 specifications. Since the final two models are non-nested, the LRT can’t be applied
for the final selection, so the information criteria are applied:
AICvc = 428.17 AICarma = 437.41,
BICvc = 449.32 BICarma = 458.57.
Thus, the criteria favor the vc specification. A clear limitation of the approach we have taken
is the lack of a statistical test accompanying the final decision. The information criteria are helpful
rules of thumb to facilitate the selection of a final model, but should never be interpreted as formal
statistical tests (Verbeke and Molenberghs, 2009, Ch. 4). Thus, our final choice is made without any
estimated degree of certainty. After all, no one knows what a difference of 9.24 AIC means.




Here we introduce and develop the framework for carrying out hypothesis tests regarding
covariance goodness-of-fit between nested or non-nested covariance models. In Section 3.3.1, we
introduce the central and non-central beta distribution of type I as well as the distribution of the
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difference of independent non-central type I beta distributions. In Section 3.3.2, the procedure for
testing is described.
3.3.1 The Beta Distribution
The central beta distribution, introduced by Pearson (1916) as a solution of a differential equation,





where B(·, ·) is the beta function, 0 < x < 1, a > 0, b > 0. In Bayesian inference (Gelman
et al., 2014), the beta distribution is used frequently due to its appealing computational properties
as the conjugate prior probability distribution for the bernoulli, binomial, negative binomial, and
geometric distributions. Pham-Gia (2000) helped to pioneer the study of sums, products, and ratios
of independent central beta random variables. Nadarajah (2005) extended Pham-Gia’s results to
independent non-central beta random variables of Types I and II as well as independent doubly non-
central beta random variables. Additionally, Nadarajah derived the exact density of D = X1 −X2,












































if − 1 ≤ d ≤ 0,
(d)a1+k−1(1− d)a2+b1+l−1








if 0 ≤ d ≤ 1
and F1 denotes the hypergeometric function of two variables.
3.3.2 Testing Procedure for Simple Hypotheses
Suppose that we want to test whether a specific model explains at least 50% of the generalized
variance of y. This may be in correspondence to an example such as the one detailed in Section 2.4.6,
where investigators want to assess the accuracy of model-based predictions for the next phase of the














where µ0 is specified by the investigator. This test can be carried out in two steps:
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µ0 and investigators are interested in forming a degree of certainty that the population average is above



















3.3.3 Example: Simple Test using the Dental Data
When we last considered the dental data, there were two models differing only by their covariance









= 0.589. Suppose first that we are primarily concerned with
having a model that explains 50% of generalized explained variance. Applying the simple three step













yields a p-value of 0.0356346, indicating that H0 should be rejected. Figure 3.32 displays the
simulated null distribution centered on 0.5 and the observed test statistic with shaded area indicating




yields a p-value of 0.0740631, indicating that








at the 0.05 level. The simple test helps to solve the
initial problem we described, but it does not directly compare the models. To accomplish a direct
comparison, we describe another form of testing.
0.3 0.4 0.5 0.6 0.7
Null Distribution and Observed R2
µ0 = 0.5
p = 0.036






3.3.4 Testing Procedure for Model Comparison
Consider two competing models:
Model 1: IE [yi | b1i] = Xiβ +Z1ib1i, V (y) = Σ1
Model 2: IE [yi | b2i] = Xiβ +Z2ib2i, V (y) = Σ2
where Σ1 6= Σ2. There are two possible scenarios:
1. One covariance model is more complex (i.e. has more estimated parameters) than the other.
2. Both covariance models have the same complexity (number of parameters)
First we consider scenario 1 and assume WLOG that Σ2 is of higher complexity than Σ1. To assess























Though it seems plausible to consider a two-sided alternative, such an approach would not yield a













, we haven’t come any closer to selecting a model. Taking the one-sided approach
leaves three possible outcomes, each with clear conclusions:
1. If using Σ2 yields higher explained GV that is statistically significant, then select Σ2.
2. If using Σ2 yields higher explained GV that is not statistically significant, then select Σ1 for
parsimony.
3. If using Σ2 yields lower explained GV than the more parsimonious Σ1, select Σ1 for parsimony
and higher explained GV (it is not necessary to conduct a formal test in this scenario).
For scenario 2, where both covariance models are characterized by the same number of parame-
ters (e.g. random effect for time vs. random effect for age), we test the same null hypothesis and






selected. If we fail to reject the null, it is concluded that neither model is statistically superior to the




. We will henceforth refer to this
procedure as the R2 difference test (R2DT) for covariance model selection.









allows an exact null distribution to be used for the
difference statistic; namely, the difference distribution of independent non-central type I beta
random variables (Nadarajah, 2005). In this section, we will show that the independence as-
sumption is invalid for model comparison. Our example uses 15,000 runs of data generated
from the 4P CS and GC data objects (DOBs) (see Section 2.3 for full definitions of DOBs).
We consider m = 150 subjects with 4 ≤ ni ≤ 6 observations per subject. The CS covari-
ance model is simulated with τCS =
(




while the GC covariance model has
τGC =
(
σ2b0 = 1, σ
2
b1
= 1, ρ = 0.25, σ2e = 0.3
)









in a histogram. The purple dotted line in this figure is generated from Nadarajah’s dif-
ference distribution of independent non-central beta random variables by plugging in the parameter
values of two R2 statistics. It is evident in the visual that the distribution of independent beta random





































statistics sharing the same mean model.
3.3.6 Accomodating Correlation
How can this be addressed? The simplest alternative is to generate two distributions of non-
central beta random variables with equal expected values and a specified correlation, thereby gen-
erating a simulated difference distribution under the null. Using the observed R2 values, we can
simulate a null distribution (i.e. centered on zero) and an alternative distribution (i.e. centered on the
observed difference). Figure 3.34 shows the null (red dotted line) and alternative (purple dotted line)
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One important limitation with this approach is that the correlation between R2 statistics is a
‘tuning parameter’ that needs to be specified. It is evident that a positive correlation is fostered from
sharing the sameX matrix and (sometimes) sharing identical columns in the Z matrix. Generally,
the correlation between R2 statistics is closest to 1 when the measure of generalized explained
variance is smallest, and simulations consistently estimate the minimal correlation to be 0.85. Thus,
when comparing two R2 statistics computed for models 1 and 2 as specified at the beginning of

























. This formula is based on two principals. First, correla-




approaches 1 as the association betweenX and y increases.
Second, the minimal correlation is roughly 0.85. Both of the principals are based on simulations and
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constitute objects of investigation for future research. It may also be reasonable to base the strength
of correlation on the number of parameters (fixed and random) shared between the candidate models.
3.3.7 Applying the R2DT to the Dental Data
The final decision regarding our model selection process for the dental data can be made with
the help of the R2DT. We use the r2dt function in the r2glmm package to apply method described
in Section 3.3.4 and compute an estimated difference (95% confidence limits) of 0.02 (0.00 0.04)












Thus, we fail to rejectH0 at the 0.05 level. Our conclusion is that neither model explains a statistically
larger portion of generalized variance. Since the models are equivalent in covariance complexity, we




and the information criteria.
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3.3.8 The Case for Independence














when data are simulated from a GC covariance structure and
the models are fitted with independentX matrices. Additionally, a purple line depicts Nadarajah’s
difference distribution and a red line shows the distribution of differences under the null hypothesis
of zero expected difference. With independent samples, the difference distribution fits the observed
difference values well.
This test may prove invaluable for accumulating knowledge about general data structures for
commonly measured longitudinal outcomes. Consider, for example, the achievement scores of
students in schools across the country. In cases where students are tracked longitudinally, the number
of options for covariance specification is rather large. There is potential variance at the student level,
classroom level, and school level. Further, each of these effects may be correlated with one another
and each may have different patterns of change over time, necessitating a random slope. Thus, it
would greatly benefit future studies if previous studies were assessed to see which covariance models
established the most favorable amount of explained generalized variance. Given that the covariance
model heavily influences the BLUPs of these models, which in turn dictate how billions of tax-dollars
are allocated (Jiang, 2007), the potential benefit of digging down to find the optimal covariance
model for this class of data is quite large.
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3.4 Simulation Study: Non-Nested Model Selection with the R2DT
In this study, we generated 1000 simulated sets of balanced outcomes for each combination of
m ∈ {50, 100, 150} and σ2b0 ∈ {0.00, 0.25, 0.50, 0.75, 1.00} or α ∈ {0.0000.2250.4500.6750.900}
using the 4P and 8P DOB. Here, α represents the estimated correlation between measurement
occasions that are one time unit apart. For each run, we fit a total of six candidate LMMs using either
a CS or AR1 covariance model and a mean model including effects for :
1. (Incorrect) time, x1, junk, noise, and interation between junk and noise,
2. (Correct) time, x1, treatment group, and treatment by time interaction,





was computed for each model and the R2DT was applied to test for a difference
in generalized explained variance for each of the three pairs of models (e.g. testing for difference
between reduced CS and reduced AR1 models).
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3.4.1 Results and Discussion









considered. The panels in the plot correspond to candidate mean models. The points and error bars
represent estimated means and standard deviations at each value of σ2b0 or α for each candidate
covariance model. The red stars within brackets correspond to the average p-value of the R2DT
at the indicated value of σ2b0 or α. One, two, and three stars indicate that p < 0.05, p < 0.01,
and p < 0.001, respectively. Tables 3.31 - 3.42 give the exact values of the mean and standard













was rejected in each circumstance.





the correct CS covariance model, yet the R2DT generally fails to achieve an average p-value below
0.05 when the incorrect mean model is specified. When the reduced mean model is specified and
σ2b0 = 0, the R2DT’s average p-value is below 0.05. In the scenario with a correct mean model,
results show that the R2DT correctly fails to reject H0 when σ2b0 = 0 and quickly shifts to reject H0
when σ2b0 > 0. On the other hand, when data are generated from the 4P AR1 DOB (Figures 3.37,




favors the correct AR1 covariance model in proportion to the increasing
values of autocorrelated error and achieves an average p-value below 0.05 once the correlation is
approximately 1/2.
The results from this study demonstrate that the R2DT can successfully differentiate between
non-nested covariance models for various sample and model structures when the data are generated
with either a CS or AR1 covariance structure. Prior to the R2DT, information criteria were the
only applicable tools for model comparison of this variety. Applying the R2DT in tandem with
information criteria for comparisons in which the LRT cannot be applied gives the benefit of
measuring uncertainty for each step in model selection. Direct comparisons of the LRT and R2DT
(not shown here) indicate that the R2DT holds a lower rate of type I error and a higher rate of type II,
suggesting that the LRT is more powerful but also more likely to mistakenly identify a significant
variance component when there is actually none. Our recommendation is that both tests should
be applied when models are nested and the R2DT (more conservative than the LRT) should be
considered accordingly (see Section 3.5 for an example). When models are not related hierarchically,
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the R2DT can greatly improve model selection by accompanying information criteria and providing
a much needed statistical test between the candidate models.
Table 3.31: Simulation study results when m = 50 and data are simulated from the 4P CS DOB.





σ2b0 Mean Model AR1 CS p-value Reject H0 (%)
0 Incorrect 0.66 (0.02) 0.66 (0.02) 0.27 (0.15) 8.00
Correct 0.79 (0.02) 0.79 (0.02) 0.47 (0.03) 0.00
Reduced 0.70 (0.02) 0.72 (0.02) 0.02 (0.04) 86.00
0.3 Incorrect 0.64 (0.02) 0.65 (0.02) 0.18 (0.16) 34.00
Correct 0.71 (0.02) 0.74 (0.02) 0.01 (0.02) 95.00
Reduced 0.65 (0.02) 0.69 (0.02) 0.00 (0.00) 100.00
0.5 Incorrect 0.62 (0.02) 0.63 (0.02) 0.10 (0.14) 58.00
Correct 0.68 (0.02) 0.72 (0.02) 0.00 (0.02) 98.50
Reduced 0.62 (0.02) 0.67 (0.02) 0.00 (0.02) 99.00
0.8 Incorrect 0.60 (0.03) 0.62 (0.02) 0.09 (0.14) 67.00
Correct 0.66 (0.02) 0.71 (0.02) 0.00 (0.00) 100.00
Reduced 0.61 (0.02) 0.66 (0.02) 0.00 (0.00) 100.00
1 Incorrect 0.59 (0.03) 0.61 (0.02) 0.07 (0.11) 67.50
Correct 0.64 (0.02) 0.70 (0.02) 0.00 (0.01) 99.50
Reduced 0.59 (0.02) 0.65 (0.02) 0.00 (0.00) 100.00
132
Table 3.32: Simulation study results when m = 50 and data are simulated from the 4P AR1 DOB.





α Mean Model AR1 CS p-value Reject H0 (%)
0 Incorrect 0.39 (0.04) 0.40 (0.04) 0.33 (0.13) 2.00
Correct 0.48 (0.03) 0.48 (0.03) 0.46 (0.05) 0.00
Reduced 0.42 (0.03) 0.42 (0.03) 0.30 (0.12) 1.50
0.2 Incorrect 0.42 (0.04) 0.41 (0.04) 0.16 (0.15) 36.50
Correct 0.50 (0.04) 0.49 (0.04) 0.24 (0.15) 11.50
Reduced 0.44 (0.04) 0.43 (0.04) 0.24 (0.15) 18.00
0.5 Incorrect 0.46 (0.04) 0.42 (0.04) 0.02 (0.05) 91.00
Correct 0.53 (0.04) 0.50 (0.04) 0.02 (0.06) 87.50
Reduced 0.48 (0.04) 0.45 (0.04) 0.05 (0.10) 75.00
0.7 Incorrect 0.54 (0.04) 0.46 (0.04) 0.00 (0.00) 100.00
Correct 0.62 (0.04) 0.55 (0.04) 0.00 (0.00) 100.00
Reduced 0.57 (0.04) 0.50 (0.05) 0.00 (0.00) 100.00
0.9 Incorrect 0.75 (0.03) 0.62 (0.05) 0.00 (0.00) 100.00
Correct 0.80 (0.03) 0.72 (0.04) 0.00 (0.00) 100.00
Reduced 0.76 (0.03) 0.67 (0.04) 0.00 (0.00) 100.00
Table 3.33: Simulation study results when m = 100 and data are simulated from the 4P CS DOB.





σ2b0 Mean Model AR1 CS p-value Reject H0 (%)
0 Incorrect 0.63 (0.02) 0.63 (0.02) 0.25 (0.14) 10.50
Correct 0.77 (0.01) 0.77 (0.01) 0.48 (0.03) 0.00
Reduced 0.67 (0.01) 0.69 (0.01) 0.00 (0.01) 99.00
0.3 Incorrect 0.59 (0.02) 0.60 (0.02) 0.10 (0.14) 57.50
Correct 0.70 (0.01) 0.73 (0.01) 0.00 (0.00) 100.00
Reduced 0.64 (0.02) 0.68 (0.01) 0.00 (0.00) 100.00
0.5 Incorrect 0.58 (0.02) 0.59 (0.02) 0.05 (0.10) 76.00
Correct 0.67 (0.02) 0.71 (0.01) 0.00 (0.00) 100.00
Reduced 0.62 (0.02) 0.67 (0.02) 0.00 (0.00) 100.00
0.8 Incorrect 0.57 (0.02) 0.59 (0.02) 0.06 (0.12) 79.00
Correct 0.66 (0.02) 0.71 (0.01) 0.00 (0.00) 100.00
Reduced 0.61 (0.02) 0.67 (0.01) 0.00 (0.00) 100.00
1 Incorrect 0.56 (0.02) 0.58 (0.02) 0.05 (0.11) 80.50
Correct 0.65 (0.02) 0.70 (0.01) 0.00 (0.00) 100.00
Reduced 0.61 (0.02) 0.66 (0.01) 0.00 (0.00) 100.00
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Table 3.34: Simulation study results when m = 100 and data are simulated from the 4P AR1 DOB.





α Mean Model AR1 CS p-value Reject H0 (%)
0 Incorrect 0.36 (0.02) 0.36 (0.02) 0.31 (0.12) 2.00
Correct 0.45 (0.02) 0.45 (0.02) 0.47 (0.04) 0.00
Reduced 0.38 (0.02) 0.39 (0.02) 0.25 (0.12) 3.00
0.2 Incorrect 0.38 (0.03) 0.37 (0.03) 0.09 (0.14) 62.00
Correct 0.46 (0.03) 0.46 (0.03) 0.15 (0.13) 31.00
Reduced 0.40 (0.03) 0.40 (0.03) 0.18 (0.15) 29.50
0.5 Incorrect 0.42 (0.03) 0.38 (0.03) 0.00 (0.03) 99.50
Correct 0.50 (0.03) 0.47 (0.03) 0.00 (0.01) 98.50
Reduced 0.44 (0.03) 0.41 (0.03) 0.01 (0.04) 96.50
0.7 Incorrect 0.51 (0.03) 0.43 (0.03) 0.00 (0.00) 100.00
Correct 0.58 (0.03) 0.52 (0.03) 0.00 (0.00) 100.00
Reduced 0.53 (0.03) 0.46 (0.03) 0.00 (0.00) 100.00
0.9 Incorrect 0.73 (0.02) 0.58 (0.03) 0.00 (0.00) 100.00
Correct 0.78 (0.02) 0.68 (0.03) 0.00 (0.00) 100.00
Reduced 0.73 (0.02) 0.64 (0.03) 0.00 (0.00) 100.00
Table 3.35: Simulation study results when m = 150 and data are simulated from the 4P CS DOB.





σ2b0 Mean Model AR1 CS p-value Reject H0 (%)
0 Incorrect 0.64 (0.01) 0.64 (0.01) 0.24 (0.15) 13.50
Correct 0.77 (0.01) 0.77 (0.01) 0.48 (0.03) 0.00
Reduced 0.68 (0.01) 0.70 (0.01) 0.00 (0.00) 100.00
0.3 Incorrect 0.62 (0.01) 0.62 (0.01) 0.17 (0.16) 36.50
Correct 0.72 (0.01) 0.73 (0.01) 0.00 (0.00) 100.00
Reduced 0.65 (0.01) 0.68 (0.01) 0.00 (0.00) 100.00
0.5 Incorrect 0.60 (0.01) 0.61 (0.01) 0.09 (0.14) 61.50
Correct 0.69 (0.01) 0.72 (0.01) 0.00 (0.00) 100.00
Reduced 0.63 (0.01) 0.67 (0.01) 0.00 (0.00) 100.00
0.8 Incorrect 0.59 (0.01) 0.61 (0.01) 0.07 (0.12) 68.00
Correct 0.67 (0.01) 0.71 (0.01) 0.00 (0.00) 100.00
Reduced 0.61 (0.01) 0.66 (0.01) 0.00 (0.00) 100.00
1 Incorrect 0.58 (0.02) 0.60 (0.01) 0.04 (0.09) 82.00
Correct 0.65 (0.01) 0.70 (0.01) 0.00 (0.00) 100.00
Reduced 0.60 (0.01) 0.65 (0.01) 0.00 (0.00) 100.00
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Table 3.36: Simulation study results when m = 150 and data are simulated from the 4P AR1 DOB.





α Mean Model AR1 CS p-value Reject H0 (%)
0 Incorrect 0.37 (0.02) 0.37 (0.02) 0.31 (0.13) 0.50
Correct 0.46 (0.02) 0.46 (0.02) 0.48 (0.03) 0.00
Reduced 0.39 (0.02) 0.40 (0.02) 0.17 (0.11) 13.50
0.2 Incorrect 0.39 (0.02) 0.37 (0.02) 0.05 (0.09) 73.50
Correct 0.47 (0.02) 0.46 (0.02) 0.09 (0.09) 43.00
Reduced 0.41 (0.03) 0.41 (0.02) 0.17 (0.15) 32.50
0.5 Incorrect 0.43 (0.02) 0.39 (0.03) 0.00 (0.00) 100.00
Correct 0.51 (0.02) 0.48 (0.03) 0.00 (0.00) 100.00
Reduced 0.45 (0.02) 0.43 (0.03) 0.00 (0.00) 100.00
0.7 Incorrect 0.51 (0.03) 0.43 (0.03) 0.00 (0.00) 100.00
Correct 0.59 (0.02) 0.52 (0.03) 0.00 (0.00) 100.00
Reduced 0.54 (0.03) 0.47 (0.03) 0.00 (0.00) 100.00
0.9 Incorrect 0.72 (0.02) 0.58 (0.03) 0.00 (0.00) 100.00
Correct 0.79 (0.02) 0.69 (0.02) 0.00 (0.00) 100.00
Reduced 0.74 (0.02) 0.64 (0.03) 0.00 (0.00) 100.00
Table 3.37: Simulation study results when m = 50 and data are simulated from the 8P CS DOB.





σ2b0 Mean Model AR1 CS p-value Reject H0 (%)
0 Incorrect 0.65 (0.02) 0.65 (0.02) 0.23 (0.15) 15.50
Correct 0.79 (0.01) 0.79 (0.01) 0.47 (0.04) 0.00
Reduced 0.72 (0.02) 0.73 (0.02) 0.06 (0.07) 55.50
0.3 Incorrect 0.63 (0.02) 0.63 (0.02) 0.16 (0.15) 32.00
Correct 0.72 (0.02) 0.74 (0.02) 0.03 (0.05) 82.50
Reduced 0.66 (0.02) 0.70 (0.02) 0.00 (0.00) 100.00
0.5 Incorrect 0.61 (0.02) 0.62 (0.02) 0.11 (0.15) 53.50
Correct 0.68 (0.02) 0.72 (0.02) 0.00 (0.03) 98.50
Reduced 0.63 (0.02) 0.68 (0.02) 0.00 (0.00) 100.00
0.8 Incorrect 0.60 (0.02) 0.62 (0.02) 0.11 (0.15) 55.50
Correct 0.67 (0.02) 0.71 (0.02) 0.00 (0.01) 99.50
Reduced 0.61 (0.02) 0.67 (0.02) 0.00 (0.00) 100.00
1 Incorrect 0.59 (0.03) 0.61 (0.02) 0.07 (0.12) 68.00
Correct 0.65 (0.02) 0.70 (0.02) 0.00 (0.01) 99.50
Reduced 0.59 (0.02) 0.66 (0.02) 0.00 (0.00) 100.00
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Table 3.38: Simulation study results when m = 50 and data are simulated from the 8P AR1 DOB.





α Mean Model AR1 CS p-value Reject H0 (%)
0 Incorrect 0.38 (0.03) 0.38 (0.03) 0.28 (0.14) 6.50
Correct 0.49 (0.03) 0.48 (0.03) 0.46 (0.05) 0.00
Reduced 0.43 (0.03) 0.44 (0.03) 0.37 (0.10) 1.00
0.2 Incorrect 0.40 (0.04) 0.39 (0.04) 0.17 (0.16) 36.50
Correct 0.49 (0.04) 0.49 (0.04) 0.23 (0.15) 15.50
Reduced 0.44 (0.04) 0.44 (0.04) 0.25 (0.15) 16.00
0.5 Incorrect 0.44 (0.04) 0.41 (0.04) 0.03 (0.10) 91.00
Correct 0.54 (0.04) 0.51 (0.04) 0.02 (0.07) 89.00
Reduced 0.49 (0.04) 0.46 (0.05) 0.04 (0.09) 80.00
0.7 Incorrect 0.53 (0.04) 0.46 (0.05) 0.00 (0.00) 100.00
Correct 0.62 (0.04) 0.56 (0.04) 0.00 (0.00) 100.00
Reduced 0.58 (0.04) 0.52 (0.05) 0.00 (0.00) 100.00
0.9 Incorrect 0.74 (0.03) 0.61 (0.04) 0.00 (0.00) 100.00
Correct 0.80 (0.02) 0.72 (0.04) 0.00 (0.00) 100.00
Reduced 0.76 (0.03) 0.68 (0.04) 0.00 (0.00) 100.00
Table 3.39: Simulation study results when m = 100 and data are simulated from the 8P CS DOB.





σ2b0 Mean Model AR1 CS p-value Reject H0 (%)
0 Incorrect 0.59 (0.02) 0.60 (0.02) 0.18 (0.15) 27.50
Correct 0.75 (0.01) 0.75 (0.01) 0.48 (0.03) 0.00
Reduced 0.65 (0.02) 0.67 (0.01) 0.01 (0.01) 98.50
0.3 Incorrect 0.57 (0.02) 0.59 (0.02) 0.08 (0.13) 68.50
Correct 0.70 (0.01) 0.72 (0.01) 0.01 (0.02) 96.50
Reduced 0.62 (0.02) 0.66 (0.01) 0.00 (0.00) 100.00
0.5 Incorrect 0.56 (0.02) 0.58 (0.02) 0.04 (0.08) 82.50
Correct 0.68 (0.02) 0.71 (0.02) 0.00 (0.00) 100.00
Reduced 0.60 (0.02) 0.64 (0.02) 0.00 (0.00) 100.00
0.8 Incorrect 0.55 (0.02) 0.58 (0.02) 0.03 (0.07) 88.00
Correct 0.66 (0.02) 0.70 (0.02) 0.00 (0.00) 100.00
Reduced 0.58 (0.02) 0.64 (0.02) 0.00 (0.00) 100.00
1 Incorrect 0.55 (0.02) 0.58 (0.02) 0.02 (0.07) 92.00
Correct 0.65 (0.02) 0.69 (0.02) 0.00 (0.00) 100.00
Reduced 0.58 (0.02) 0.63 (0.02) 0.00 (0.00) 100.00
136
Table 3.40: Simulation study results when m = 100 and data are simulated from the 8P AR1 DOB.





α Mean Model AR1 CS p-value Reject H0 (%)
0 Incorrect 0.38 (0.03) 0.38 (0.03) 0.28 (0.14) 6.50
Correct 0.49 (0.03) 0.48 (0.03) 0.46 (0.05) 0.00
Reduced 0.43 (0.03) 0.44 (0.03) 0.37 (0.10) 1.00
0.2 Incorrect 0.40 (0.04) 0.39 (0.04) 0.17 (0.16) 36.50
Correct 0.49 (0.04) 0.49 (0.04) 0.23 (0.15) 15.50
Reduced 0.44 (0.04) 0.44 (0.04) 0.25 (0.15) 16.00
0.5 Incorrect 0.44 (0.04) 0.41 (0.04) 0.03 (0.10) 91.00
Correct 0.54 (0.04) 0.51 (0.04) 0.02 (0.07) 89.00
Reduced 0.49 (0.04) 0.46 (0.05) 0.04 (0.09) 80.00
0.7 Incorrect 0.53 (0.04) 0.46 (0.05) 0.00 (0.00) 100.00
Correct 0.62 (0.04) 0.56 (0.04) 0.00 (0.00) 100.00
Reduced 0.58 (0.04) 0.52 (0.05) 0.00 (0.00) 100.00
0.9 Incorrect 0.74 (0.03) 0.61 (0.04) 0.00 (0.00) 100.00
Correct 0.80 (0.02) 0.72 (0.04) 0.00 (0.00) 100.00
Reduced 0.76 (0.03) 0.68 (0.04) 0.00 (0.00) 100.00
Table 3.41: Simulation study results when m = 150 and data are simulated from the 8P CS DOB.





σ2b0 Mean Model AR1 CS p-value Reject H0 (%)
0 Incorrect 0.63 (0.01) 0.64 (0.01) 0.16 (0.15) 28.50
Correct 0.78 (0.01) 0.78 (0.01) 0.48 (0.03) 0.00
Reduced 0.69 (0.01) 0.71 (0.01) 0.00 (0.01) 99.00
0.3 Incorrect 0.62 (0.01) 0.63 (0.01) 0.06 (0.10) 72.50
Correct 0.74 (0.01) 0.75 (0.01) 0.00 (0.00) 100.00
Reduced 0.66 (0.01) 0.69 (0.01) 0.00 (0.00) 100.00
0.5 Incorrect 0.61 (0.01) 0.62 (0.01) 0.03 (0.08) 90.00
Correct 0.71 (0.01) 0.74 (0.01) 0.00 (0.00) 100.00
Reduced 0.64 (0.01) 0.69 (0.01) 0.00 (0.00) 100.00
0.8 Incorrect 0.60 (0.02) 0.62 (0.01) 0.01 (0.06) 94.00
Correct 0.70 (0.01) 0.74 (0.01) 0.00 (0.00) 100.00
Reduced 0.63 (0.01) 0.68 (0.01) 0.00 (0.00) 100.00
1 Incorrect 0.59 (0.02) 0.61 (0.02) 0.00 (0.03) 98.50
Correct 0.69 (0.01) 0.73 (0.01) 0.00 (0.00) 100.00
Reduced 0.62 (0.01) 0.68 (0.01) 0.00 (0.00) 100.00
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Table 3.42: Simulation study results when m = 150 and data are simulated from the 8P AR1 DOB.





α Mean Model AR1 CS p-value Reject H0 (%)
0 Incorrect 0.38 (0.03) 0.38 (0.03) 0.28 (0.14) 6.50
Correct 0.49 (0.03) 0.48 (0.03) 0.46 (0.05) 0.00
Reduced 0.43 (0.03) 0.44 (0.03) 0.37 (0.10) 1.00
0.2 Incorrect 0.40 (0.04) 0.39 (0.04) 0.17 (0.16) 36.50
Correct 0.49 (0.04) 0.49 (0.04) 0.23 (0.15) 15.50
Reduced 0.44 (0.04) 0.44 (0.04) 0.25 (0.15) 16.00
0.5 Incorrect 0.44 (0.04) 0.41 (0.04) 0.03 (0.10) 91.00
Correct 0.54 (0.04) 0.51 (0.04) 0.02 (0.07) 89.00
Reduced 0.49 (0.04) 0.46 (0.05) 0.04 (0.09) 80.00
0.7 Incorrect 0.53 (0.04) 0.46 (0.05) 0.00 (0.00) 100.00
Correct 0.62 (0.04) 0.56 (0.04) 0.00 (0.00) 100.00
Reduced 0.58 (0.04) 0.52 (0.05) 0.00 (0.00) 100.00
0.9 Incorrect 0.74 (0.03) 0.61 (0.04) 0.00 (0.00) 100.00
Correct 0.80 (0.02) 0.72 (0.04) 0.00 (0.00) 100.00
Reduced 0.76 (0.03) 0.68 (0.04) 0.00 (0.00) 100.00
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Figure 3.36: Results from non-nested model selection simulation study. Data are simulated from
the 4P CS DOB with m = 50, ni = 6, σ2e = 1/2, and σ
2
b0
∈ {0.00, 0.25, 0.50, 0.75, 1.00}. The red
stars within brackets correspond to the average p-value of the R2DT at the indicated value of σ2b0 .
One, two, and three stars indicate that p < 0.05, p < 0.01, and p < 0.001, respectively.
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Figure 3.37: Results from non-nested model selection simulation study. Data are simulated from
the 4P AR1 DOB with m = 50, ni = 6, σ2e = 2, and α ∈ {0.00, 0.2, 0.50, 0.7, 0.9}. The red stars
within brackets correspond to the average p-value of the R2DT at the indicated value of α. One, two,
and three stars indicate that p < 0.05, p < 0.01, and p < 0.001, respectively.
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Figure 3.38: Results from non-nested model selection simulation study. Data are simulated from the
4P CS DOB with m = 100, ni = 6, σ2e = 1/2, and σ
2
b0
∈ {0.00, 0.25, 0.50, 0.75, 1.00}. The red
stars within brackets correspond to the average p-value of the R2DT at the indicated value of σ2b0 .
One, two, and three stars indicate that p < 0.05, p < 0.01, and p < 0.001, respectively.
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Figure 3.39: Results from non-nested model selection simulation study. Data are simulated from
the 4P AR1 DOB with m = 100, ni = 6, σ2e = 2, and α ∈ {0.00, 0.2, 0.50, 0.7, 0.9}. The red stars
within brackets correspond to the average p-value of the R2DT at the indicated value of α. One, two,
and three stars indicate that p < 0.05, p < 0.01, and p < 0.001, respectively.
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Figure 3.40: Results from non-nested model selection simulation study. Data are simulated from the
4P CS DOB with m = 150, ni = 6, σ2e = 1/2, and σ
2
b0
∈ {0.00, 0.25, 0.50, 0.75, 1.00}. The red
stars within brackets correspond to the average p-value of the R2DT at the indicated value of σ2b0 .
One, two, and three stars indicate that p < 0.05, p < 0.01, and p < 0.001, respectively.
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Figure 3.41: Results from non-nested model selection simulation study. Data are simulated from
the 4P AR1 DOB with m = 150, ni = 6, σ2e = 2, and α ∈ {0.00, 0.2, 0.50, 0.7, 0.9}. The red stars
within brackets correspond to the average p-value of the R2DT at the indicated value of α. One, two,
and three stars indicate that p < 0.05, p < 0.01, and p < 0.001, respectively.
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Figure 3.42: Results from non-nested model selection simulation study. Data are simulated from
the 8P CS DOB with m = 50, ni = 6, σ2e = 1/2, and σ
2
b0
∈ {0.00, 0.25, 0.50, 0.75, 1.00}. The red
stars within brackets correspond to the average p-value of the R2DT at the indicated value of σ2b0 .
One, two, and three stars indicate that p < 0.05, p < 0.01, and p < 0.001, respectively.
145
  * *** ***
  * *** ***
  * *** ***
Reduced Mean Model
Incorrect Mean Model Correct Mean Model
0.000 0.225 0.450 0.675 0.900























2  (Σ̂CS | ΣAR1)
RV
2  (Σ̂AR1 | ΣAR1)
Figure 3.43: Results from non-nested model selection simulation study. Data are simulated from
the 8P AR1 DOB with m = 50, ni = 6, σ2e = 2, and α ∈ {0.00, 0.2, 0.50, 0.7, 0.9}. The red stars
within brackets correspond to the average p-value of the R2DT at the indicated value of α. One, two,
and three stars indicate that p < 0.05, p < 0.01, and p < 0.001, respectively.
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Figure 3.44: Results from non-nested model selection simulation study. Data are simulated from the
8P CS DOB with m = 100, ni = 6, σ2e = 1/2, and σ
2
b0
∈ {0.00, 0.25, 0.50, 0.75, 1.00}. The red
stars within brackets correspond to the average p-value of the R2DT at the indicated value of σ2b0 .
One, two, and three stars indicate that p < 0.05, p < 0.01, and p < 0.001, respectively.
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Figure 3.45: Results from non-nested model selection simulation study. Data are simulated from
the 8P AR1 DOB with m = 100, ni = 6, σ2e = 2, and α ∈ {0.00, 0.2, 0.50, 0.7, 0.9}. The red stars
within brackets correspond to the average p-value of the R2DT at the indicated value of α. One, two,
and three stars indicate that p < 0.05, p < 0.01, and p < 0.001, respectively.
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Figure 3.46: Results from non-nested model selection simulation study. Data are simulated from the
8P CS DOB with m = 150, ni = 6, σ2e = 1/2, and σ
2
b0
∈ {0.00, 0.25, 0.50, 0.75, 1.00}. The red
stars within brackets correspond to the average p-value of the R2DT at the indicated value of σ2b0 .
One, two, and three stars indicate that p < 0.05, p < 0.01, and p < 0.001, respectively.
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Figure 3.47: Results from non-nested model selection simulation study. Data are simulated from
the 8P AR1 DOB with m = 150, ni = 6, σ2e = 2, and α ∈ {0.00, 0.2, 0.50, 0.7, 0.9}. The red stars
within brackets correspond to the average p-value of the R2DT at the indicated value of α. One, two,
and three stars indicate that p < 0.05, p < 0.01, and p < 0.001, respectively.
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3.5 Applied Example: Longitudinal Exercise Data
Here, we apply the R2DT to illustrative longitudinal exercise therapy data (Fitzmaurice et al.,
2012, ch. 7.6). The data are from a study of exercise therapies (Littell et al., 1991), where 37 patients
were assigned to one of two weightlifting programs. In the first program (program I), the number
of repetitions was increased as subjects became stronger. In the second program (program II), the
number of repetitions was fixed but the amount of weight was increased as subjects became stronger.
Measures of strength were taken at baseline (day 0), and on days 2, 4, 6, 8, 10, and 12. Figures
3.48 and 3.49 display subject-specific trajectories and marginal correlation with estimated densities,
respectively. For parsimony and ease of interpretation, the time variable is rendered a continuous
predictor rather than categorical. Four covariance models are considered in this example:
1. (AR1) autoregressive of order 1: correlation between time points is based on temporal distance.
2. (ARMA1) first order autoregressive moving average which allows observations that are further
apart to be less strongly correlated.
3. (CS) compound symmetry: subject-specific random intercepts with conditional independence
4. (GC) growth curves: addition of subject-specific random slopes to CS structure.
Where models 1 and 2 are fixed effects only and models 3 and 4 are LMMs that assume conditional
independence of observations given random effects. The models are fitted in R using the nlme 6
package. Our first comparison is drawn between the ARMA1 and AR1 covariance models. Table
3.43 displays results from an application of the LRT. A p-value of 0.12639 suggests there is not a
statistically significant increase in goodness-of-fit resulting from the inclusion of extra parameters
in the covariance model. Similaraly, with a difference (95% confidence limits) of 0.00 (-0.01 0.00),
the R2DT draws the same conclusion. Next, consider a comparison between the two mixed effects
models (CS and GC). Table 3.44 shows the results from a LRT comparing the two models, which
yields a p-value of < 0.0001. Similarly, the R2DT measures a difference (95% CL) of 0.07 (0.06
0.08) and p-value of < 0.001 for this comparison.
6The lme4 package cannot accomodate specifications of the Σe matrix.
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Suppose that the investigator wants to consider a random effects model and is particularly
interested in the GC covariance model, which has similar AIC and BIC relative to the AR1 model.
The R2DT can be used to examine whether these models are significantly different in terms of
generalized explained variance, thereby completing the model selection process. With an estimated
difference (95% CL) of 0.02 (0.01 0.03), p-value =< 0.001, the R2DT indicates that the AR1
model explains a substantially greater proportion of generalized variance. Since the AR1 model is
more parsimonious and has higher estimated covariance goodness-of-fit, this test is unnecessary, but
provides a demonstration of the general class of problems the R2DT is equipped for.
Table 3.43: Results from LRT between ARMA1 and AR1 covariance models
AIC BIC Log Likelihood Likelihood Ratio p-value
arma1 829.745 857.421 -406.872
ar1 829.881 850.639 -408.941 4.137 0.126
Table 3.44: Results from LRT between GC and CS covariance models
AIC BIC Log Likelihood Likelihood Ratio p-value
gc 834.540 862.216 -409.270
cs 893.210 913.968 -440.605 62.671 < 0.001
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Table 3.45: Model Comparison for the Exercise Therapy Data. Table values are estimated regression
coefficients with estimated standard errors placed below and in parentheses. Models are grouped
by covariance structure and estimation method. Summary statistics for each model are given in the




least squares mixed effects
AR1 ARMA1 CS GC
(1) (2) (3) (4)
Time (in days) 0.096∗ 0.100∗∗ 0.121∗∗∗ 0.117∗∗
(0.051) (0.045) (0.027) (0.050)
Program II 1.215 1.188 1.210 1.131
(1.125) (1.132) (1.112) (1.064)
Prg. II × Time 0.067 0.063 0.031 0.052
(0.070) (0.061) (0.037) (0.067)
Intercept 79.924∗∗∗ 79.966∗∗∗ 80.112∗∗∗ 80.132∗∗∗





0.364 0.359 0.270 0.341
Observations 239 239 239 239
Log Likelihood −408.941 −406.872 −440.605 −409.270
Akaike Inf. Crit. 829.881 829.745 893.210 834.540
Bayesian Inf. Crit. 850.639 857.421 913.968 862.216


























Figure 3.48: The Exercise Trial Data
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Figure 3.49: Marginal correlation and estimated densities of strength and time (in days) for the
exercise therapy data.
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3.6 Applied Example: 24H Ambulatory Blood Pressure Data
Here we consider the analysis of 24 hour ambulatory blood pressure monitoring (ABPM) data.
The data were taken from the Dietary Approaches to Stop Hypertension (DASH) trial (Edwards and
Simpson, 2014). This study tested the effects of dietary patterns on blood pressure (BP) with three
prescribed diets: (1) a control diet (low in fruits, vegetables, and dairy products, with fat content
typical of the average diet in the USA), (2) a diet rich in fruits and vegetables (similar to the control
but with more fruits and vegetables and less snacks and sweets), and (3) a combination diet rich in
fruits, vegetables, and low fat dairy products. Data were collected during three phases (screening,
run-in, and intervention) for each group. All participants were fed the control diet during the three
week run-in period. Toward the end of run-in, 24-h ABPM was obtained once. This constituted
the baseline ABPM reading. During the third week, participants were randomized to one of three
diets. Intervention was an 8-week period in which participants were fed their assigned diets. During
the last 2 weeks, one 24-h ABPM was obtained (end-of-intervention ABPM). Figure 3.50 shows
population curves fitted using a generalized additive model for systolic BP, diastolic BP, and their
ratio over the course of a day beginning at 7 A.M. Trends reflect the rise of blood pressure around
noon and its eventual fall in the late evening.
The authors employed kth (k = 4, . . . , 9) degree orthonormal polynomials with fixed and random
effects to characterize the data. Optimizing the structure of the (k + 1)× (k + 1) random effects
covariance matrix was of paramount importance. To illustrate, consider the 8th degree model. Here,
9 fixed effects are estimated (intercept and eight orthonormal polynomial coefficients). If a diagonal
structure is assumed for the random effects covariance matrix, 10 covariance parameters are estimated
(9 random effects variances and σ2e ). Assuming an unstructured random effects covariance matrix
requires estimation of 36 additional random effects covariance parameters, for a total of 46. The use
of such a model should be advocated if the data have such a structure, but this amount of estimation
should be avoided if the data are not so complex. Furthermore, the parsimonious model allows for
clarity and ease of interpreting results.
One of the virtues of orthonormal polynomials is their independence, which should allow
investigators to model the random effects covariance matrix without estimating their correlation;
however, the lack of fit in the fixed effects may carry over to estimation of random effects variance,
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and this causes non-zero estimates of the correlation between random effects. Edwards and Simpson
(2014) compared the goodness-of-fit with several structures on the random effects covariance matrix,
and found that both AIC and BIC usually favored the unstructured random effects covariance





Choosing the 8th degree orthonormal polynomial mean model, we compare the independent (Σ⊥)
and correlated (Σρ) random effects covariance models. To clarify the coefficients of orthonormal
polynomial terms, we use a simple naming convention. The fixed effects corresponding to polynomial
terms are denoted as OPi, where i = 1, . . . , k. Random effects are denoted similarly, but with lower
case letters opi, i = 1, . . . , k.
Modeling mean systolic BP with OP1, OP2, OP3, OP4, OP5, OP6, OP7, OP8, and time in
hours as fixed predictors and with no interactions, we fit a linear model (AIC = 56418.89 and BIC =
56494.15) and two LMMs using either an independent (AIC = 48479 and BIC = 48609) or correlated
(AIC = 48260 and BIC = 48636) covariance model. Inspection of AIC and BIC values for these
models shows that BIC favors the independent model while AIC favors the correlated model. For
the linear model, the estimated standard deviation of the residual is 14.32. Fitting an independent
covariance model shifts variance estimates so that the estimated standard deviation of the (Intercept)
is 10.59, op1 is 16.90, op2 is 15.44, op3 is 11.98, op4 is 11.08, op5 is 9.17, op6 is 6.67, op7 is 6.39,
op8 is 3.65, and residual is 7.25. Finally, fitting a correlated covariance model shifts estimated
variance such that the estimated standard deviation of the random intercept is 10.59, op1 is 16.91,
op2 is 15.44, op3 is 11.99, op4 is 11.08, op5 is 9.19, op6 is 6.68, op7 is 6.42, op8 is 3.75, and residual
is 7.24. The estimated covariance (lower left) and correlation (upper right) of random effects from
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this model are
112.22 −0.05 −0.01 0.08 0.16 0.08 −0.03 −0.08 −0.47
−8.39 285.88 0.06 −0.54 −0.22 −0.22 0.27 −0.05 0.06
−2.31 16.16 238.47 0.21 0.09 −0.31 −0.36 0.13 0.38
10.63 −109.92 38.12 143.86 0.19 −0.46 −0.32 −0.01 0.26
18.96 −42.05 15.07 24.69 122.85 0.07 −0.60 −0.19 −0.08
7.51 −34.31 −43.95 −51.16 7.01 84.37 −0.03 −0.50 −0.21
−2.09 30.85 −36.85 −25.54 −44.39 −2.09 44.65 0.06 −0.37
−5.70 −5.13 13.23 −0.54 −13.71 −29.65 2.47 41.17 0.35
−18.86 3.75 21.82 11.67 −3.45 −7.26 −9.24 8.35 14.05

.











= 0.409 (0.393, 0.425).
With a difference of 0.010 The R2DT yields a p-value of < 0.001. Thus, we reject the hypothesis
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Figure 3.50: Population trend plot for 24H blood pressure data. Data are taken from the Dietary
Approaches to Stop Hypertension (DASH) trial
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3.7 Conclusion
In this chapter, we have introduced the R2DT, which allows investigators to conduct statistical
tests regarding covariance goodness-of-fit for nested or non-nested covariance models in the LMM.
Simulation studies validated the efficacy of the test for comparisons between CS and AR1 covariance
models using the 4P and 8P DOB with small (m = 50), medium (m = 100) and large (m = 150)
samples. We also applied the R2DT in three demonstrative examples using longitudinal dental
data, exercise data, and blood pressure data. Although the application to model comparison was
explored most thoroughly in this Chapter, the R2DT can also be used as a tool to conduct tests on the
population measure,R2V, and as a tool for meta-analysis. In summary, the R2DT is a versatile test
that can be used to fill in the gaps of uncertainty regarding model selection when candidate models
are non-nested.
3.7.1 Limitations and Future Research
We acknowledge at least two limitations. First, preliminary simulation studied indicate that the
R2DT is not as statistically powerful as the LRT when comparing nested models. This may change
with further understanding of the correlation betweenR2 statistics fitted using the same model, which
is a topic of future research. Additionally, there is little evidence to consider when comparing models
with hybrid covariance structures (i.e. models that specify a structure for Σe and Σb). Future work
may investigate both of these limitations as well as expand on the other two applications of the R2DT:
meta-analyses and simple tests for covariance goodness-of-fit.
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CHAPTER 4: EXTENDING R2 TO THE GENERALIZED LINEAR MIXED MODEL
4.1 Introduction
The generalized linear mixed model (GLMM) is widely known and used for the analysis of
discrete clustered data. Such data structures are known to occur in medical sciences (Casals et al.
(2014)), ecology and evolution Bolker et al. (2009), epidemiology Dean and Nielsen (2007), social
and behavioral sciences Gelman and Hill (2006), and numerous other fields of study. The GLMM
incorporates random effects into the generalized linear model (GLM), and includes the linear mixed
model (LMM) as a special case. Random effects may account for sources of heterogeneity and
dependence in the data, and in turn fortify statistical inferences. With the use of GLMMs increasing
in multiple scientific categories, measuring overall goodness-of-fit and selecting the best model have
become very important tasks. In the normal linear model (LM), these tasks are easily handled using
the coefficient of determination, denoted as the model R2 statistic.
Several desirable qualities underpin the R2 statistic in the LM, making it an excellent goodness-
of-fit measure. First, the statistic is interpreted as the proportion of variance explained by the proposed
model, which is easily linked to goodness-of-fit. Second, the statistic is unit-less and ranges from 0
to 1, which means investigators can objectively evaluate the fit of models. Additionally, one may
compare R2 values across studies in a similar manner as standardized effect size statistics under
certain circumstances (e.g. models with the same responses and similar set of predictors). Thus, the
R2 statistic can be utilized for meta-analyses. Finally, partial and semi-partial R2 statistics provide a
means of assessing the relative importance of predictor variables in determining the outcome.
Recently, Nakagawa and Schielzeth (2013) introduced conditional and marginal R2 statistics for
the LMM with random intercepts only (no random slopes) and later generalized their measures to the
GLMM. The marginal statistic estimates the variance explained by the population parameters (fixed
effects) in the model, while the conditional statistic estimates the variance explained by the entire
model (fixed effects and random effects). These measures are constructed by dividing the variance of
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model predictions by the total sum of variance components. Johnson (2014) later extended Nakagawa
and Shielzeth’s work so that theirR2 statistics could be used to estimate explained variance in models
that contain random slopes. The approach taken by Nakagawa and Schielzeth is the first of its kind
to be generalized to the GLMM.










was shown to exhibit more consistency in simulation studies and provided more plausible results in
application to longitudinal binary and count outcomes. Here, we summarize the work established by
Jaeger et al. (2016) and introduce more complex issues of estimation, interpretation, and numerical
approaches to simulating discrete longitudinal data. First, in connection to the results of Chapters









. Second, we discuss the interpretation of the pseudo R2 measure. Third, Jaeger et al.
(2016) used simulated discrete outcomes based on ‘cuts’ of continuous Gaussian outcomes. An astute
reviewer pointed out that this method did not capture the natural dispersion patterns of binomial
or poisson random variables. Here, we address this point by generating discrete random variables
whose mean parameter, e.g. P (Y = 1), for binary random variables) is based on a latent continuous





by Jaeger et al. (2016) considered one value of σ2b1 , here we consider 5 potential
values of increasing magnitude.
The rest of this Chapter is organized as follows. In Section 4.2, the GLMM is summarized.
Section 4.3 describes the proposed R2 for fixed effects in the GLMM. Section 4.4 applies various
generalizedR2 measures to simulated continuous and discrete longitudinal data. Section 4.5 discusses
four applied examples that expand upon concepts introduced in earlier Sections.
4.2 The Generalized Linear Mixed Model
Consider m independent sampling units with ni repeated measurements on the ith subject and
N =
∑m
i=1 ni total observations. Denote this vector of repeated outcomes as yi = (yi,1, . . . , yi,ni).
Conditionally on the subject-specific random effects, assume that the observed outcomes are inde-
pendent with a density function that is a member of the exponential family. That is, the observation
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corresponding to the ith subject at the jth measurement has probability density function







where θij(µij) = θij is the canonical parameter, φ is the scale parameter, and a(·), b(·), and c(·)
are known functions. We specify the observation specific (scalar notation) GLMM (Breslow and
Clayton, 1993) as
g (E [yij | bi]) = ηbij and V(yij | bi) = φ · aijv(µbij) (4.34)




ijbi is the linear predictor, g(·) is the link function, µbij = g−1(ηbij) is the
conditional expected value of yij , β is a p× 1 vector of unknown population level coefficients, bi
is the subject-specific q × 1 random effect vector, xij and zij are p × 1, q × 1 vectors of known
covariates for fixed effects and random effects, respectively, V(·) is the covariance operator, φ is
a dispersion parameter that may or may not be known, aij is a known constant (e.g. the reciprocal
of a binomial denominator), and v(·) is a specified variance function. We will also utilize a subject
specific (matrix notation) model specification,
g(E [yi| bi]) = ηbi and V(yi| bi) = Vi (4.35)
where ηbi = Xiβ + Zibi, Xi = (xi,1, . . . ,xi,ni)
′ is the ni × p fixed effects design matrix for
subject i, Zi = (zi,1, . . . ,zi,ni)
′ is the ni × q random effects design matrix for subject i, and
Vi = φ · diag{a−1i,1 v(µbi,1), . . . , a
−1
i,ni
v(µbi,ni)} . Finally, it is also convenient to summarize the
complete model (stacked matrix notation),
g(E [y| b]) = ηb and V(y| b) = V (4.36)
where ηb = Xβ + Zb, X = (X1, . . . ,Xn)′, Z = diag{Z1, . . . ,Zn}, b = (b1, . . . , bn)′, and
V = diag{V1, . . . ,Vn}. The random effects b1, . . . , bn are each assumed to follow a multivariate
normal distribution with mean 0q and q × q covariance matrix Σb. We have thus described a GLMM
with a multivariate normal mixing distribution for the random effects. In a systematic review of
statistical inference in the GLMM, Tuerlinckx et al. (Tuerlinckx et al., 2006) note that the model
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described above has the structure applied most often in practice. The authors go on to describe the
three most common tests used to draw inference from GLMMs: Likelihood ratio tests (LRTs), Wald
tests, and score tests. Our proposed R2 statistic is based on a Wald test of the appropriate fixed
effects. In general, the Wald test is the most flexible and reliable when testing fixed effects for large
samples, but it can be unreliable for small data sets. Thus, small samples warrant a degree of caution
for application of the proposed R2.
4.3 Proposed R2 for Fixed Effects in the GLMM
The choice of the null model plays a central role in defining a model R2 statistic. To define the
model R2 statistics for fixed effects in the GLMM, we compare the following linear predictor models
Full Model: ηb = Xβ +Zb Null Model: ηb = β01 +Zb (4.37)
where 1 is an N × 1 vector of 1’s. We consider models that include an intercept inX and may or
may not include an intercept in Z. We also require both models to have the same random effects and
covariance structure. Comparing the full model to the null model in (4.37) is equivalent to a test of
the hypothesis H0 : Cβ = 0 for C = [0(p−1)×1Ip−1] of rank p− 1.
4.3.1 Penalized Quasi-Likelihood Estimation
The exact likelihood function for the GLMM involves an intractable high-dimensional integration.
Several approximations to the likelihood function and approximate maximum likelihood estimators
(MLEs) have been proposed in the literature (Schall, 1991; Wolfinger, 1993). Penalized quasi-
likelihood (PQL) (Breslow and Clayton, 1993), the default estimation technique used by Proc
Glimmix in SAS, is one of the most widely used approaches. This technique applies Laplace’s
method for integral approximation and the resulting likelihood function is approximately Gaussian.
Thus, the PQL approximation transforms the GLMM into a pseudo LMM. R2 estimation methods
for the LMM may be applied to the pseudo model, with estimation and inference under restricted
maximum likelihood (REML), thereby producing the model R2 corresponding to the original
GLMM. It is well known (Breslow and Clayton, 1993) that this method produces biased estimates of
variance components in logistic models when the number of observations occurring within subjects
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is small. This is a crucial point for which many researchers prefer the Hierarchical Likelihood
approach, first introduced by Lee and Nelder (Lee and Nelder, 1996). Another popular alternative is
using the marginal (integrated) likelihood approach, which resorts to various numerical integration
methods (Laplace, Gaussian quadrature, etc). Some notable software packages implement this
approach, including the lme4 package (Bates et al., 2015) in R. Simulations from Jaeger et al. (2016)
demonstrate that the proposed method is biased in the ‘worst case’ scenario of small cluster sizes
with binary outcomes. Therefore, we recommend caution when applying our proposed R2 statistic in
logistic models and believe it is optimal when ni ≥ 5 and measured outcomes are binomial with at
least 5 trials.
Breslow and Clayton assume that the conditional mean E[y| b] = g−1(ηb) = µb can be derived
from a first-order approximation to the hierarchical model that is valid in the limit as the components
of dispersion approach zero. Here we will use the observation specific (scalar) model notation from
equation (4.34) and denote the inverse link function as h(·). We consider yij | bi = h(ηbij) + εij
with V(εij) = φ · aijv(µbij) and bi ∼ Nq(0,Σb). A first-order Taylor series approximation of h(ηbij)
about the estimated linear predictor η̂ij = x′ijβ̂ + z
′
ij b̂i yields
yij ≈ h(η̂ij) + h′(η̂ij)(ηbij − η̂ij) + εij (4.38)
where h′(η̂ij) = ∂h(η̂ij)/∂ηij is the first derivative of the conditional mean evaluated with the
estimates β̂ and b̂i. Equation (4.38) is equivalently written using the expanded forms of ηbij and η̂ij
as
yij ≈ h(η̂ij) + h′(η̂ij)x′ij(β − β̂) + h′(η̂ij)z′ij(bi − b̂i) + εij , (4.39)
Using the facts that h(η̂ij) = µ̂ij and h′(η̂ij) = 1/g′(µ̂ij) (Wolfinger, 1993, Sec. 2) along with some
algebraic manipulation, Equation (4.39) is more conveniently written as
g′(µ̂ij) · (yij − µ̂ij) + x′ijβ̂ + z′ij b̂i ≈ x′ijβ + z′ijbi + g′(µ̂ij) · εij . (4.40)
The left hand side of Equation (4.40) is analogous to the pseudo variable used in the estimating




denote g′(µ̂ij) · εij , Equation (4.40) can be expressed as
y∗ij ≈ x′ijβ + z′ijbi + ε∗ij . (4.41)
Turning to the subject specific notation introduced in Equation (4.35), the working vector of pseudo
responses y∗i = (y
∗
i,1, . . . , y
∗
i,ni
) can be specified as an approximate LMM with multivariate normal















can be recognized as the GLM iterated weights matrix (Breslow and Clayton, 1993, Sec. 2.1). In
the LMM with uncorrelated random error,Wi reduces to the familiar form σ2 · Ini . Model fitting is
accomplished by iterating between updating the working vector of pseudo-responses and obtaining
REML estimates from the approximate linear mixed model in equation (4.41) until convergence.
4.3.2 R2β∗ , an Extension of R2β to the GLMM
Upon convergence of the PQL estimating equations, we calculate an R2 statistic for the pseudo
LMM that approximates the original GLMM using the F statistic for a Wald test of fixed effects,












where C = [0p−1×1Ip−1] has rank p− 1 and Σ̂ is the estimated covariance matrix for the pseudo





i , i = 1, . . . ,m, constituting the blocks. Our proposedR
2 statistic is calculated
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using the one-to-one relationship between R2 and the F statistic,
R2β∗ =
ν̂−1(p− 1) · F (β̂, Σ̂)
1 + ν̂−1(p− 1) · F (β̂, Σ̂)
(4.43)
where the subscript β∗ represents a generalization of R2β , the R
2 statistic for the LMM proposed by
Edwards et. al (Edwards et al., 2008). In other words, our proposed R2 statistic extends R2β to the
GLMM.
R2β∗ has many desirable qualities in addition to some of the general characteristics ofR
2 statistics.
First, R2β∗ is the most generalized definition of R
2, with R2 statistics corresponding to the LM,
LMM, and GLM being special cases of R2β∗ . This result follows from the fact that the estimating
equations used in LMs, LMMs, and GLMs are special cases of the PQL estimating equations (Stroup,
2012, Sec 4.5). Thus, R2β∗ reduces to an R
2 for any of the corresponding models above by using the
corresponding form of the PQL estimating equations.
Second, semi-partial estimates of correlation with the outcome of interest may also be computed
for any combination of fixed effects using this technique, allowing R2β∗ to be used as a measure of
standardized effect size. To our knowledge, this is a unique feature of R2β∗ that no other measure
in its class provides. The semi-partial R2 statistic corresponds to a Wald test of the desired subset
of fixed effects, and represents the strength of association between a subset of predictors and the
outcome, adjusted for other predictors in the full model. Applied statistical practice focuses on two
broad questions: (1) Is a predictor statistically significant (i.e. non-zero regression coefficients with
high probability), and (2) is the predictor relatively important? For example, a predictor may be
nonzero, yet still provide a negligible contribution to the outcome. Semi-partial R2 statistics address
question (2).
Third, as the previous Chapters have shown, the R2β statistic in the linear mixed model can be
modified such that the resulting statistic measures the proportion of generalized variance explained
by fixed effects in a linear mixed model. This modified statistic may also be extended to the GLMM
by modifying the R2β∗ statistic in the same fashion as described in Chapter 2.
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4.3.3 Interpretation of R2β∗
R2β∗ may be interpreted as a generalized measure of goodness-of-fit but should not be described
as the proportion of variance explained. There are at least two reasons why the classical explanatory
interpretation does not extend beyond normal outcomes. First, consider the total variance of y∗i
assuming the structural variance component does not vary between observations, V (y∗i ) = σ2f Ini +








. The covariance term, δ, emerges
from the fact that the variance of a binomial or poisson random variable is a function of the mean,
and so Wi is correlated with β via µi. Even if we suppose δ could be estimated, it would still be
unclear whether this quantity should be classified as structural or stochastic variance. Second, δ > 0
implies that even when a GLMM fits the data perfectly, distribution-specific variance will determine




, which is necessarily less than 1.
4.4 Simulation Study
Here we assess the generalized R2 estimates using simulated discrete longitudinal data with
1000 simulated sets of Normal, Poisson, and Binomial outcomes for each combination of m ∈
{50, 100, 150} and σ2b1 ∈ {0.0, 0.75, 1.5, 2.25, 3.0} using the 4P DOB. For each run, we fit a total
of eight candidate LMMs using either a CS or GC covariance and mean model including effects for :
1. (Incorrect) time, x1, junk, noise, and interation between junk and noise,
2. (Correct) time, x1, treatment group, and treatment by time interaction,
3. (Reduced) time, treatment group, and treatment by time interaction,
4. (Null) junk, noise, and interation between junk and noise.












4.4.1 Results and Discussion
For each of the summary figures, columns represent different outcome types while rows are
different mean models. Additionally, y-axes vary from panel to panel. Colors of trajectories indicate
types of covariance models. Point values are mean estimates of the featured R2 statistic for a
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particular value of σ2b1 and error bars represent one standard deviation above and below point
estimates. The tables show in detail the approximate mean and standard deviation estimated provided
by the plots.
The results from this study are similar to those from Chapter 2 and consistent across many




(see Tables 4.46, 4.47, and 4.48 and Figures 4.51, 4.52, and 4.53) statistic selected the optimal
covariance structure throughout each of the circumstances considered with exception of one where




favored the GC covariance












(see Tables 4.49, 4.50, and 4.51 and Figures 4.54, 4.55, and 4.56) were mixed and
involved some numerical complications in the Kenward-Roger approach. These complications are




did remarkably well when
the mean model was incorrect.
Results for R2
NSJ(c) (see Tables 4.55, 4.56, and 4.57 and Figures 4.60, 4.61, and 4.62) show the
statistic selected the correct covariance model consistently except for the cases involving Binomial
outcomes and incorrect mean models. Additionally, the R2
NSJ(c) statistic incorrectly selected the null
mean model under nearly all circumstances of the simulation study. The R2
NSJ(m) statistic (see Tables
4.55, 4.56, and 4.57 and Figures 4.57, 4.58, and 4.59) exhibited a tendency to select the CS model
for binomial outcomes when the mean model was incorrectly specified otherwise didn’t vary based
on the covariance model.
The most salient result from this simulation study is the consistently accurate selection of a









was the only measure that succesfully measured the growing difference in covariance GoF
as σ2b1 increased.
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Null, Normal Null, Count Null, Binary
Reduced, Normal Reduced, Count Reduced, Binary
Correct, Normal Correct, Count Correct, Binary
Incorrect, Normal Incorrect, Count Incorrect, Binary
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
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when m = 50. Columns in the figure
represent different outcome types while rows are different mean models. Additionally, y-axes vary
from panel to panel. Colors of trajectories indicate types of covariance models. Point values are
mean estimates of R2 for a particular value of σ2b1 and error bars represent one standard deviation
above and below point estimates.
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Null, Normal Null, Count Null, Binary
Reduced, Normal Reduced, Count Reduced, Binary
Correct, Normal Correct, Count Correct, Binary
Incorrect, Normal Incorrect, Count Incorrect, Binary
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
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when m = 100. Columns in the figure
represent different outcome types while rows are different mean models. Additionally, y-axes vary
from panel to panel. Colors of trajectories indicate types of covariance models. Point values are
mean estimates of R2 for a particular value of σ2b1 and error bars represent one standard deviation
above and below point estimates.
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Null, Normal Null, Count Null, Binary
Reduced, Normal Reduced, Count Reduced, Binary
Correct, Normal Correct, Count Correct, Binary
Incorrect, Normal Incorrect, Count Incorrect, Binary
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3





























































2  (Σ̂CS) RV
2  (Σ̂GC)




when m = 150. Columns in the figure
represent different outcome types while rows are different mean models. Additionally, y-axes vary
from panel to panel. Colors of trajectories indicate types of covariance models. Point values are
mean estimates of R2 for a particular value of σ2b1 and error bars represent one standard deviation
above and below point estimates.
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Null, Normal Null, Count Null, Binary
Reduced, Normal Reduced, Count Reduced, Binary
Correct, Normal Correct, Count Correct, Binary
Incorrect, Normal Incorrect, Count Incorrect, Binary
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3


























































2(Σ̂CS  ν̂KR) Rβ
2(Σ̂GC  ν̂KR)




when m = 50. Columns in the figure
represent different outcome types while rows are different mean models. Additionally, y-axes vary
from panel to panel. Colors of trajectories indicate types of covariance models. Point values are
mean estimates of R2 for a particular value of σ2b1 and error bars represent one standard deviation
above and below point estimates.
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Null, Normal Null, Count Null, Binary
Reduced, Normal Reduced, Count Reduced, Binary
Correct, Normal Correct, Count Correct, Binary
Incorrect, Normal Incorrect, Count Incorrect, Binary
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
























































2(Σ̂CS  ν̂KR) Rβ
2(Σ̂GC  ν̂KR)




when m = 100. Columns in the figure
represent different outcome types while rows are different mean models. Additionally, y-axes vary
from panel to panel. Colors of trajectories indicate types of covariance models. Point values are
mean estimates of R2 for a particular value of σ2b1 and error bars represent one standard deviation
above and below point estimates.
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Null, Normal Null, Count Null, Binary
Reduced, Normal Reduced, Count Reduced, Binary
Correct, Normal Correct, Count Correct, Binary
Incorrect, Normal Incorrect, Count Incorrect, Binary
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3























































2(Σ̂CS  ν̂KR) Rβ
2(Σ̂GC  ν̂KR)




when m = 150. Columns in the figure
represent different outcome types while rows are different mean models. Additionally, y-axes vary
from panel to panel. Colors of trajectories indicate types of covariance models. Point values are
mean estimates of R2 for a particular value of σ2b1 and error bars represent one standard deviation
above and below point estimates.
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Null, Normal Null, Count Null, Binary
Reduced, Normal Reduced, Count Reduced, Binary
Correct, Normal Correct, Count Correct, Binary
Incorrect, Normal Incorrect, Count Incorrect, Binary
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3






























































2 (Tr (Σ̂CS)) RNSJ(m)
2 (Tr (Σ̂GC))
Figure 4.57: Results from simulation study for R2
NSJ(m) when m = 50. Columns in the figure
represent different outcome types while rows are different mean models. Additionally, y-axes vary
from panel to panel. Colors of trajectories indicate types of covariance models. Point values are
mean estimates of R2 for a particular value of σ2b1 and error bars represent one standard deviation
above and below point estimates.
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Null, Normal Null, Count Null, Binary
Reduced, Normal Reduced, Count Reduced, Binary
Correct, Normal Correct, Count Correct, Binary
Incorrect, Normal Incorrect, Count Incorrect, Binary
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3



























































2 (Tr (Σ̂CS)) RNSJ(m)
2 (Tr (Σ̂GC))
Figure 4.58: Results from simulation study for R2
NSJ(m) when m = 100. Columns in the figure
represent different outcome types while rows are different mean models. Additionally, y-axes vary
from panel to panel. Colors of trajectories indicate types of covariance models. Point values are
mean estimates of R2 for a particular value of σ2b1 and error bars represent one standard deviation
above and below point estimates.
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Null, Normal Null, Count Null, Binary
Reduced, Normal Reduced, Count Reduced, Binary
Correct, Normal Correct, Count Correct, Binary
Incorrect, Normal Incorrect, Count Incorrect, Binary
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3





























































2 (Tr (Σ̂CS)) RNSJ(m)
2 (Tr (Σ̂GC))
Figure 4.59: Results from simulation study for R2
NSJ(m) when m = 150. Columns in the figure
represent different outcome types while rows are different mean models. Additionally, y-axes vary
from panel to panel. Colors of trajectories indicate types of covariance models. Point values are
mean estimates of R2 for a particular value of σ2b1 and error bars represent one standard deviation
above and below point estimates.
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Null, Normal Null, Count Null, Binary
Reduced, Normal Reduced, Count Reduced, Binary
Correct, Normal Correct, Count Correct, Binary
Incorrect, Normal Incorrect, Count Incorrect, Binary
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3



























































2 (Tr (Σ̂CS)) RNSJ(c)
2 (Tr (Σ̂GC))
Figure 4.60: Results from simulation study for R2
NSJ(c) when m = 50. Columns in the figure
represent different outcome types while rows are different mean models. Additionally, y-axes vary
from panel to panel. Colors of trajectories indicate types of covariance models. Point values are
mean estimates of R2 for a particular value of σ2b1 and error bars represent one standard deviation
above and below point estimates.
179
Null, Normal Null, Count Null, Binary
Reduced, Normal Reduced, Count Reduced, Binary
Correct, Normal Correct, Count Correct, Binary
Incorrect, Normal Incorrect, Count Incorrect, Binary
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3






















































2 (Tr (Σ̂CS)) RNSJ(c)
2 (Tr (Σ̂GC))
Figure 4.61: Results from simulation study for R2
NSJ(c) when m = 100. Columns in the figure
represent different outcome types while rows are different mean models. Additionally, y-axes vary
from panel to panel. Colors of trajectories indicate types of covariance models. Point values are
mean estimates of R2 for a particular value of σ2b1 and error bars represent one standard deviation
above and below point estimates.
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Null, Normal Null, Count Null, Binary
Reduced, Normal Reduced, Count Reduced, Binary
Correct, Normal Correct, Count Correct, Binary
Incorrect, Normal Incorrect, Count Incorrect, Binary
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3
0 1 2 3 0 1 2 3 0 1 2 3



























































2 (Tr (Σ̂CS)) RNSJ(c)
2 (Tr (Σ̂GC))
Figure 4.62: Results from simulation study for R2
NSJ(c) when m = 150. Columns in the figure
represent different outcome types while rows are different mean models. Additionally, y-axes vary
from panel to panel. Colors of trajectories indicate types of covariance models. Point values are
mean estimates of R2 for a particular value of σ2b1 and error bars represent one standard deviation
above and below point estimates.
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when m = 50
Outcome Type
Normal Poisson Binomial
Covariance Model Covariance Model Covariance Model
σ2b1 Mean Model CS GC CS GC CS GC
0 Incorrect 0.58 (0.02) 0.68 (0.02) 0.38 (0.03) 0.45 (0.03) 0.37 (0.02) 0.41 (0.03)
Correct 0.82 (0.01) 0.82 (0.01) 0.60 (0.03) 0.60 (0.03) 0.58 (0.02) 0.58 (0.02)
Reduced 0.80 (0.01) 0.80 (0.01) 0.57 (0.03) 0.58 (0.03) 0.56 (0.02) 0.56 (0.02)
Null 0.01 (0.01) 0.00 (0.00) 0.01 (0.01) 0.01 (0.00) 0.01 (0.01) 0.01 (0.00)
0.8 Incorrect 0.55 (0.02) 0.69 (0.02) 0.28 (0.03) 0.37 (0.03) 0.36 (0.03) 0.42 (0.03)
Correct 0.83 (0.01) 0.84 (0.01) 0.55 (0.03) 0.56 (0.03) 0.60 (0.02) 0.61 (0.02)
Reduced 0.81 (0.01) 0.82 (0.01) 0.52 (0.03) 0.53 (0.03) 0.57 (0.02) 0.59 (0.02)
Null 0.01 (0.00) 0.00 (0.00) 0.01 (0.00) 0.01 (0.00) 0.01 (0.01) 0.00 (0.00)
1.5 Incorrect 0.52 (0.02) 0.69 (0.02) 0.22 (0.04) 0.33 (0.03) 0.36 (0.03) 0.41 (0.04)
Correct 0.80 (0.01) 0.84 (0.01) 0.49 (0.04) 0.52 (0.04) 0.57 (0.02) 0.60 (0.02)
Reduced 0.78 (0.01) 0.82 (0.01) 0.46 (0.04) 0.49 (0.04) 0.55 (0.02) 0.57 (0.02)
Null 0.01 (0.01) 0.01 (0.01) 0.01 (0.01) 0.00 (0.00) 0.01 (0.01) 0.00 (0.00)
2.3 Incorrect 0.50 (0.02) 0.69 (0.02) 0.18 (0.03) 0.30 (0.03) 0.34 (0.03) 0.39 (0.02)
Correct 0.78 (0.01) 0.84 (0.01) 0.46 (0.04) 0.49 (0.04) 0.54 (0.03) 0.58 (0.02)
Reduced 0.76 (0.01) 0.82 (0.01) 0.43 (0.04) 0.46 (0.04) 0.52 (0.03) 0.56 (0.02)
Null 0.01 (0.00) 0.00 (0.00) 0.01 (0.01) 0.01 (0.01) 0.01 (0.00) 0.00 (0.00)
3 Incorrect 0.48 (0.02) 0.69 (0.02) 0.14 (0.03) 0.27 (0.04) 0.35 (0.03) 0.40 (0.03)
Correct 0.76 (0.01) 0.84 (0.01) 0.42 (0.04) 0.46 (0.04) 0.52 (0.03) 0.57 (0.02)
Reduced 0.74 (0.02) 0.82 (0.01) 0.39 (0.05) 0.44 (0.04) 0.50 (0.02) 0.55 (0.02)
Null 0.01 (0.01) 0.00 (0.00) 0.01 (0.01) 0.01 (0.01) 0.01 (0.01) 0.01 (0.00)
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when m = 100
Outcome Type
Normal Poisson Binomial
Covariance Model Covariance Model Covariance Model
σ2b1 Mean Model CS GC CS GC CS GC
0 Incorrect 0.56 (0.02) 0.68 (0.01) 0.32 (0.02) 0.40 (0.02) 0.35 (0.02) 0.39 (0.02)
Correct 0.83 (0.01) 0.83 (0.01) 0.59 (0.02) 0.59 (0.02) 0.59 (0.01) 0.59 (0.01)
Reduced 0.82 (0.01) 0.82 (0.01) 0.56 (0.03) 0.56 (0.03) 0.57 (0.01) 0.57 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
0.8 Incorrect 0.56 (0.01) 0.69 (0.01) 0.32 (0.03) 0.41 (0.02) 0.37 (0.02) 0.43 (0.02)
Correct 0.79 (0.01) 0.80 (0.01) 0.52 (0.02) 0.53 (0.02) 0.55 (0.02) 0.56 (0.02)
Reduced 0.76 (0.01) 0.77 (0.01) 0.49 (0.02) 0.50 (0.02) 0.52 (0.02) 0.53 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
1.5 Incorrect 0.54 (0.01) 0.69 (0.01) 0.26 (0.02) 0.37 (0.02) 0.37 (0.02) 0.43 (0.02)
Correct 0.75 (0.01) 0.79 (0.01) 0.44 (0.02) 0.48 (0.02) 0.52 (0.02) 0.54 (0.02)
Reduced 0.72 (0.01) 0.76 (0.01) 0.41 (0.02) 0.45 (0.03) 0.48 (0.02) 0.50 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
2.3 Incorrect 0.53 (0.01) 0.69 (0.01) 0.21 (0.02) 0.34 (0.02) 0.37 (0.02) 0.43 (0.02)
Correct 0.72 (0.01) 0.78 (0.01) 0.38 (0.03) 0.44 (0.03) 0.48 (0.02) 0.53 (0.02)
Reduced 0.69 (0.01) 0.75 (0.01) 0.35 (0.03) 0.41 (0.03) 0.45 (0.02) 0.49 (0.02)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
3 Incorrect 0.50 (0.01) 0.69 (0.01) 0.17 (0.02) 0.32 (0.02) 0.35 (0.02) 0.42 (0.02)
Correct 0.68 (0.01) 0.78 (0.01) 0.33 (0.03) 0.41 (0.03) 0.45 (0.02) 0.50 (0.02)
Reduced 0.65 (0.01) 0.75 (0.01) 0.30 (0.03) 0.38 (0.03) 0.42 (0.02) 0.46 (0.02)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.01 (0.00) 0.00 (0.00)
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when m = 150
Outcome Type
Normal Poisson Binomial
Covariance Model Covariance Model Covariance Model
σ2b1 Mean Model CS GC CS GC CS GC
0 Incorrect 0.59 (0.01) 0.69 (0.01) 0.35 (0.02) 0.42 (0.02) 0.38 (0.01) 0.43 (0.02)
Correct 0.84 (0.00) 0.84 (0.00) 0.59 (0.01) 0.59 (0.01) 0.61 (0.01) 0.61 (0.01)
Reduced 0.82 (0.01) 0.82 (0.01) 0.56 (0.02) 0.56 (0.02) 0.58 (0.01) 0.59 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
0.8 Incorrect 0.56 (0.01) 0.68 (0.01) 0.31 (0.02) 0.39 (0.02) 0.37 (0.01) 0.41 (0.02)
Correct 0.81 (0.01) 0.82 (0.01) 0.55 (0.02) 0.56 (0.02) 0.58 (0.01) 0.59 (0.01)
Reduced 0.79 (0.01) 0.80 (0.01) 0.51 (0.02) 0.52 (0.02) 0.54 (0.01) 0.56 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
1.5 Incorrect 0.54 (0.01) 0.68 (0.01) 0.27 (0.01) 0.37 (0.02) 0.36 (0.01) 0.41 (0.02)
Correct 0.79 (0.01) 0.81 (0.01) 0.51 (0.02) 0.53 (0.02) 0.55 (0.01) 0.57 (0.01)
Reduced 0.76 (0.01) 0.79 (0.01) 0.47 (0.02) 0.50 (0.02) 0.52 (0.01) 0.54 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
2.3 Incorrect 0.51 (0.01) 0.67 (0.01) 0.23 (0.01) 0.35 (0.02) 0.35 (0.02) 0.40 (0.01)
Correct 0.77 (0.01) 0.81 (0.01) 0.47 (0.02) 0.50 (0.02) 0.53 (0.01) 0.56 (0.01)
Reduced 0.75 (0.01) 0.78 (0.01) 0.43 (0.02) 0.47 (0.02) 0.49 (0.01) 0.53 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
3 Incorrect 0.50 (0.01) 0.67 (0.01) 0.19 (0.02) 0.31 (0.02) 0.33 (0.02) 0.39 (0.02)
Correct 0.75 (0.01) 0.81 (0.01) 0.42 (0.02) 0.47 (0.02) 0.50 (0.02) 0.54 (0.02)
Reduced 0.72 (0.01) 0.78 (0.01) 0.38 (0.02) 0.44 (0.02) 0.48 (0.02) 0.51 (0.02)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
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when m = 50
Outcome Type
Normal Poisson Binomial
Covariance Model Covariance Model Covariance Model
σ2b1 Mean Model CS GC CS GC CS GC
0 Incorrect 0.63 (0.02) 0.38 (0.03) 0.20 (0.02) 0.20 (0.02) 0.98 (0.00) 0.89 (0.03)
Correct 0.90 (0.01) 0.95 (0.01) 0.63 (0.03) 0.74 (0.03) 1.01 (0.01) 1.00 (0.01)
Reduced 0.89 (0.01) 0.95 (0.01) 0.60 (0.03) 0.76 (0.03) 1.00 (0.01) 1.00 (0.01)
Null 0.01 (0.01) 0.01 (0.01) 0.00 (0.00) 0.00 (0.00) 0.21 (0.15) 0.38 (0.15)
0.8 Incorrect 0.61 (0.02) 0.35 (0.02) 0.14 (0.02) 0.17 (0.02) 0.99 (0.00) 0.92 (0.03)
Correct 0.89 (0.01) 0.88 (0.02) 0.55 (0.04) 0.66 (0.04) 1.01 (0.02) 0.98 (0.03)
Reduced 0.88 (0.01) 0.90 (0.01) 0.51 (0.04) 0.68 (0.04) 1.01 (0.02) 0.98 (0.03)
Null 0.01 (0.00) 0.01 (0.01) 0.00 (0.00) 0.00 (0.00) 0.25 (0.13) 0.48 (0.17)
1.5 Incorrect 0.58 (0.02) 0.33 (0.02) 0.10 (0.02) 0.14 (0.02) 0.99 (0.00) 0.93 (0.05)
Correct 0.86 (0.01) 0.81 (0.02) 0.46 (0.04) 0.57 (0.04) 1.01 (0.02) 0.96 (0.04)
Reduced 0.87 (0.01) 0.84 (0.02) 0.42 (0.05) 0.59 (0.04) 1.02 (0.04) 0.96 (0.04)
Null 0.01 (0.01) 0.01 (0.01) 0.00 (0.00) 0.00 (0.00) 0.26 (0.18) 0.45 (0.19)
2.3 Incorrect 0.56 (0.02) 0.31 (0.02) 0.08 (0.02) 0.13 (0.02) 0.99 (0.00) 0.92 (0.06)
Correct 0.85 (0.01) 0.77 (0.02) 0.43 (0.05) 0.54 (0.05) 1.02 (0.05) 0.94 (0.05)
Reduced 0.85 (0.01) 0.79 (0.02) 0.38 (0.04) 0.56 (0.05) 0.99 (0.07) 0.94 (0.05)
Null 0.01 (0.01) 0.01 (0.01) 0.00 (0.00) 0.00 (0.00) 0.21 (0.11) 0.46 (0.21)
3 Incorrect 0.54 (0.02) 0.30 (0.02) 0.06 (0.01) 0.12 (0.02) 0.99 (0.00) 0.96 (0.08)
Correct 0.83 (0.01) 0.74 (0.03) 0.37 (0.05) 0.48 (0.04) 1.01 (0.04) 0.95 (0.06)
Reduced 0.84 (0.01) 0.76 (0.03) 0.33 (0.05) 0.52 (0.05) 1.00 (0.05) 0.94 (0.05)
Null 0.01 (0.01) 0.01 (0.01) 0.00 (0.00) 0.00 (0.00) 0.27 (0.16) 0.56 (0.21)
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when m = 100
Outcome Type
Normal Poisson Binomial
Covariance Model Covariance Model Covariance Model
σ2b1 Mean Model CS GC CS GC CS GC
0 Incorrect 0.65 (0.01) 0.39 (0.02) 0.18 (0.01) 0.19 (0.01) 0.98 (0.00) 0.90 (0.02)
Correct 0.90 (0.00) 0.95 (0.00) 0.61 (0.02) 0.74 (0.02) 0.99 (0.00) 0.99 (0.02)
Reduced 0.90 (0.01) 0.96 (0.00) 0.58 (0.03) 0.76 (0.02) 0.99 (0.00) 0.99 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.13 (0.10) 0.18 (0.14)
0.8 Incorrect 0.64 (0.01) 0.39 (0.02) 0.18 (0.02) 0.19 (0.02) 0.98 (0.00) 0.92 (0.01)
Correct 0.88 (0.00) 0.88 (0.01) 0.57 (0.02) 0.66 (0.02) 0.99 (0.00) 0.98 (0.02)
Reduced 0.88 (0.01) 0.89 (0.01) 0.53 (0.02) 0.69 (0.02) 0.99 (0.00) 0.98 (0.02)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.12 (0.06) 0.21 (0.14)
1.5 Incorrect 0.62 (0.01) 0.37 (0.01) 0.15 (0.01) 0.17 (0.01) 0.98 (0.00) 0.92 (0.02)
Correct 0.86 (0.01) 0.81 (0.01) 0.49 (0.03) 0.58 (0.03) 0.99 (0.00) 0.96 (0.03)
Reduced 0.86 (0.01) 0.84 (0.01) 0.45 (0.03) 0.61 (0.03) 0.99 (0.00) 0.96 (0.03)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.10 (0.06) 0.25 (0.15)
2.3 Incorrect 0.60 (0.01) 0.36 (0.01) 0.12 (0.01) 0.16 (0.01) 0.98 (0.00) 0.92 (0.02)
Correct 0.84 (0.01) 0.77 (0.01) 0.43 (0.02) 0.53 (0.02) 0.99 (0.00) 0.94 (0.03)
Reduced 0.84 (0.01) 0.79 (0.01) 0.39 (0.03) 0.56 (0.03) 0.99 (0.00) 0.94 (0.03)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.09 (0.06) 0.23 (0.11)
3 Incorrect 0.58 (0.01) 0.34 (0.02) 0.10 (0.01) 0.15 (0.01) 0.98 (0.00) 0.91 (0.03)
Correct 0.82 (0.01) 0.73 (0.01) 0.39 (0.03) 0.50 (0.02) 0.99 (0.00) 0.92 (0.05)
Reduced 0.82 (0.01) 0.75 (0.02) 0.34 (0.03) 0.53 (0.03) 0.99 (0.00) 0.91 (0.05)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.16 (0.08) 0.33 (0.12)
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when m = 150
Outcome Type
Normal Poisson Binomial
Covariance Model Covariance Model Covariance Model
σ2b1 Mean Model CS GC CS GC CS GC
0 Incorrect 0.66 (0.01) 0.41 (0.01) 0.21 (0.01) 0.21 (0.01) 0.98 (0.00) 0.90 (0.01)
Correct 0.91 (0.00) 0.95 (0.00) 0.64 (0.02) 0.77 (0.02) 0.99 (0.00) 0.99 (0.03)
Reduced 0.90 (0.00) 0.96 (0.00) 0.60 (0.02) 0.79 (0.02) 0.99 (0.00) 0.99 (0.04)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.08 (0.09) 0.15 (0.10)
0.8 Incorrect 0.62 (0.01) 0.37 (0.01) 0.17 (0.01) 0.18 (0.01) 0.98 (0.00) 0.90 (0.02)
Correct 0.90 (0.00) 0.91 (0.01) 0.57 (0.02) 0.68 (0.02) 0.99 (0.00) 0.98 (0.02)
Reduced 0.89 (0.01) 0.92 (0.01) 0.52 (0.02) 0.70 (0.02) 0.99 (0.00) 0.98 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.07 (0.05) 0.17 (0.11)
1.5 Incorrect 0.60 (0.01) 0.36 (0.01) 0.14 (0.01) 0.17 (0.01) 0.98 (0.00) 0.91 (0.02)
Correct 0.88 (0.00) 0.86 (0.01) 0.52 (0.02) 0.62 (0.02) 0.99 (0.00) 0.97 (0.02)
Reduced 0.87 (0.01) 0.87 (0.01) 0.47 (0.02) 0.64 (0.02) 0.99 (0.00) 0.97 (0.02)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.08 (0.06) 0.18 (0.12)
2.3 Incorrect 0.58 (0.01) 0.34 (0.01) 0.11 (0.01) 0.16 (0.01) 0.98 (0.00) 0.90 (0.01)
Correct 0.86 (0.01) 0.82 (0.01) 0.47 (0.02) 0.58 (0.02) 0.99 (0.00) 0.95 (0.03)
Reduced 0.86 (0.01) 0.84 (0.01) 0.42 (0.02) 0.60 (0.02) 0.99 (0.00) 0.95 (0.02)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.08 (0.05) 0.20 (0.12)
3 Incorrect 0.56 (0.01) 0.32 (0.01) 0.09 (0.01) 0.14 (0.01) 0.98 (0.00) 0.90 (0.01)
Correct 0.85 (0.01) 0.79 (0.01) 0.41 (0.02) 0.53 (0.02) 0.99 (0.00) 0.95 (0.03)
Reduced 0.85 (0.01) 0.80 (0.01) 0.36 (0.02) 0.55 (0.02) 0.99 (0.00) 0.93 (0.03)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.08 (0.06) 0.22 (0.13)
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Table 4.52: Simulation study results for R2
NSJ(m) when m = 50
Outcome Type
Normal Poisson Binomial
Covariance Model Covariance Model Covariance Model
σ2b1 Mean Model CS GC CS GC CS GC
0 Incorrect 0.41 (0.02) 0.41 (0.02) 0.35 (0.03) 0.35 (0.02) 0.26 (0.02) 0.23 (0.02)
Correct 0.71 (0.01) 0.71 (0.01) 0.57 (0.03) 0.57 (0.03) 0.41 (0.02) 0.41 (0.02)
Reduced 0.65 (0.01) 0.65 (0.01) 0.53 (0.03) 0.53 (0.03) 0.38 (0.02) 0.38 (0.02)
Null 0.01 (0.00) 0.00 (0.00) 0.01 (0.01) 0.00 (0.00) 0.01 (0.00) 0.00 (0.00)
0.8 Incorrect 0.34 (0.02) 0.35 (0.02) 0.24 (0.03) 0.28 (0.02) 0.26 (0.02) 0.23 (0.03)
Correct 0.70 (0.01) 0.70 (0.01) 0.54 (0.03) 0.53 (0.03) 0.47 (0.02) 0.48 (0.02)
Reduced 0.64 (0.01) 0.64 (0.01) 0.49 (0.03) 0.49 (0.03) 0.43 (0.02) 0.43 (0.02)
Null 0.00 (0.00) 0.00 (0.00) 0.01 (0.00) 0.00 (0.00) 0.01 (0.00) 0.00 (0.00)
1.5 Incorrect 0.31 (0.02) 0.31 (0.01) 0.19 (0.03) 0.23 (0.02) 0.26 (0.02) 0.22 (0.03)
Correct 0.63 (0.02) 0.63 (0.02) 0.47 (0.04) 0.46 (0.04) 0.45 (0.02) 0.45 (0.02)
Reduced 0.58 (0.02) 0.58 (0.02) 0.42 (0.04) 0.42 (0.04) 0.41 (0.02) 0.41 (0.02)
Null 0.01 (0.00) 0.00 (0.00) 0.01 (0.01) 0.00 (0.00) 0.01 (0.01) 0.00 (0.00)
2.3 Incorrect 0.28 (0.02) 0.28 (0.01) 0.16 (0.03) 0.22 (0.02) 0.24 (0.02) 0.19 (0.02)
Correct 0.59 (0.02) 0.59 (0.02) 0.43 (0.05) 0.43 (0.05) 0.42 (0.02) 0.42 (0.02)
Reduced 0.54 (0.01) 0.54 (0.01) 0.39 (0.05) 0.40 (0.04) 0.39 (0.02) 0.39 (0.02)
Null 0.00 (0.00) 0.00 (0.00) 0.01 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
3 Incorrect 0.26 (0.01) 0.26 (0.01) 0.13 (0.02) 0.19 (0.02) 0.24 (0.02) 0.20 (0.03)
Correct 0.54 (0.01) 0.54 (0.01) 0.39 (0.04) 0.40 (0.04) 0.41 (0.02) 0.41 (0.02)
Reduced 0.50 (0.01) 0.50 (0.01) 0.35 (0.05) 0.37 (0.04) 0.37 (0.02) 0.37 (0.02)
Null 0.01 (0.00) 0.00 (0.00) 0.01 (0.00) 0.00 (0.00) 0.01 (0.01) 0.00 (0.00)
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Table 4.53: Simulation study results for R2
NSJ(m) when m = 100
Outcome Type
Normal Poisson Binomial
Covariance Model Covariance Model Covariance Model
σ2b1 Mean Model CS GC CS GC CS GC
0 Incorrect 0.38 (0.01) 0.39 (0.01) 0.30 (0.02) 0.32 (0.02) 0.24 (0.01) 0.22 (0.02)
Correct 0.74 (0.01) 0.74 (0.01) 0.59 (0.02) 0.59 (0.02) 0.45 (0.01) 0.45 (0.01)
Reduced 0.69 (0.01) 0.69 (0.01) 0.55 (0.03) 0.55 (0.03) 0.42 (0.01) 0.42 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
0.8 Incorrect 0.40 (0.01) 0.42 (0.01) 0.31 (0.03) 0.34 (0.02) 0.26 (0.01) 0.25 (0.02)
Correct 0.67 (0.01) 0.67 (0.01) 0.52 (0.03) 0.51 (0.02) 0.41 (0.01) 0.41 (0.01)
Reduced 0.60 (0.01) 0.60 (0.01) 0.47 (0.03) 0.47 (0.02) 0.37 (0.01) 0.37 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
1.5 Incorrect 0.37 (0.01) 0.39 (0.01) 0.25 (0.02) 0.30 (0.01) 0.26 (0.01) 0.25 (0.02)
Correct 0.60 (0.01) 0.60 (0.01) 0.43 (0.02) 0.44 (0.02) 0.38 (0.02) 0.39 (0.02)
Reduced 0.53 (0.01) 0.53 (0.01) 0.39 (0.02) 0.40 (0.02) 0.34 (0.01) 0.34 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
2.3 Incorrect 0.34 (0.01) 0.36 (0.01) 0.21 (0.01) 0.27 (0.01) 0.26 (0.02) 0.24 (0.02)
Correct 0.53 (0.01) 0.53 (0.01) 0.36 (0.03) 0.38 (0.02) 0.36 (0.02) 0.36 (0.02)
Reduced 0.47 (0.01) 0.47 (0.01) 0.33 (0.03) 0.35 (0.03) 0.32 (0.01) 0.31 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
3 Incorrect 0.31 (0.01) 0.32 (0.01) 0.17 (0.01) 0.25 (0.01) 0.25 (0.02) 0.23 (0.02)
Correct 0.47 (0.01) 0.47 (0.01) 0.31 (0.03) 0.35 (0.02) 0.33 (0.02) 0.33 (0.02)
Reduced 0.42 (0.01) 0.42 (0.01) 0.28 (0.03) 0.31 (0.03) 0.29 (0.02) 0.29 (0.02)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
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Table 4.54: Simulation study results for R2
NSJ(m) when m = 150
Outcome Type
Normal Poisson Binomial
Covariance Model Covariance Model Covariance Model
σ2b1 Mean Model CS GC CS GC CS GC
0 Incorrect 0.45 (0.01) 0.45 (0.01) 0.35 (0.02) 0.36 (0.02) 0.28 (0.01) 0.25 (0.01)
Correct 0.78 (0.01) 0.78 (0.01) 0.61 (0.02) 0.61 (0.02) 0.46 (0.01) 0.46 (0.01)
Reduced 0.72 (0.01) 0.72 (0.01) 0.56 (0.02) 0.56 (0.02) 0.43 (0.01) 0.43 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
0.8 Incorrect 0.41 (0.01) 0.41 (0.01) 0.30 (0.02) 0.32 (0.01) 0.28 (0.01) 0.24 (0.02)
Correct 0.72 (0.01) 0.72 (0.01) 0.55 (0.02) 0.55 (0.02) 0.44 (0.01) 0.44 (0.01)
Reduced 0.65 (0.01) 0.65 (0.01) 0.50 (0.02) 0.50 (0.02) 0.40 (0.01) 0.40 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
1.5 Incorrect 0.38 (0.01) 0.38 (0.01) 0.26 (0.01) 0.29 (0.01) 0.27 (0.01) 0.23 (0.01)
Correct 0.67 (0.01) 0.67 (0.01) 0.51 (0.02) 0.51 (0.02) 0.43 (0.01) 0.43 (0.01)
Reduced 0.60 (0.01) 0.60 (0.01) 0.45 (0.02) 0.46 (0.02) 0.39 (0.01) 0.39 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
2.3 Incorrect 0.35 (0.01) 0.35 (0.01) 0.23 (0.01) 0.27 (0.01) 0.26 (0.01) 0.22 (0.01)
Correct 0.62 (0.01) 0.62 (0.01) 0.46 (0.02) 0.47 (0.02) 0.41 (0.01) 0.41 (0.01)
Reduced 0.56 (0.01) 0.56 (0.01) 0.41 (0.02) 0.42 (0.02) 0.37 (0.01) 0.37 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
3 Incorrect 0.32 (0.01) 0.32 (0.01) 0.18 (0.01) 0.23 (0.01) 0.25 (0.01) 0.21 (0.01)
Correct 0.58 (0.01) 0.57 (0.01) 0.41 (0.02) 0.42 (0.02) 0.39 (0.01) 0.39 (0.01)
Reduced 0.52 (0.01) 0.52 (0.01) 0.35 (0.02) 0.38 (0.02) 0.36 (0.01) 0.35 (0.01)
Null 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
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Table 4.55: Simulation study results for R2
NSJ(c) when m = 50
Outcome Type
Normal Poisson Binomial
Covariance Model Covariance Model Covariance Model
σ2b1 Mean Model CS GC CS GC CS GC
0 Incorrect 0.76 (0.02) 0.88 (0.01) 0.58 (0.02) 0.69 (0.02) 0.50 (0.03) 0.52 (0.02)
Correct 0.87 (0.01) 0.88 (0.01) 0.70 (0.01) 0.71 (0.02) 0.51 (0.02) 0.51 (0.02)
Reduced 0.87 (0.01) 0.87 (0.01) 0.70 (0.01) 0.70 (0.02) 0.51 (0.02) 0.51 (0.02)
Null 0.34 (0.02) 0.91 (0.01) 0.25 (0.03) 0.86 (0.05) 0.23 (0.03) 0.61 (0.03)
0.8 Incorrect 0.78 (0.01) 0.91 (0.01) 0.53 (0.03) 0.67 (0.02) 0.60 (0.03) 0.62 (0.02)
Correct 0.88 (0.01) 0.91 (0.01) 0.66 (0.02) 0.69 (0.02) 0.59 (0.02) 0.60 (0.02)
Reduced 0.88 (0.01) 0.90 (0.01) 0.66 (0.03) 0.69 (0.03) 0.59 (0.02) 0.60 (0.02)
Null 0.45 (0.02) 0.94 (0.01) 0.34 (0.04) 0.85 (0.06) 0.33 (0.03) 0.73 (0.03)
1.5 Incorrect 0.79 (0.01) 0.92 (0.01) 0.51 (0.02) 0.66 (0.02) 0.62 (0.02) 0.63 (0.02)
Correct 0.88 (0.01) 0.92 (0.01) 0.63 (0.03) 0.67 (0.02) 0.61 (0.02) 0.62 (0.02)
Reduced 0.87 (0.01) 0.92 (0.01) 0.62 (0.03) 0.68 (0.02) 0.61 (0.02) 0.61 (0.02)
Null 0.49 (0.02) 0.95 (0.01) 0.39 (0.04) 0.84 (0.04) 0.35 (0.02) 0.74 (0.02)
2.3 Incorrect 0.79 (0.01) 0.93 (0.01) 0.49 (0.03) 0.66 (0.02) 0.63 (0.03) 0.65 (0.03)
Correct 0.87 (0.01) 0.93 (0.01) 0.61 (0.02) 0.67 (0.02) 0.63 (0.03) 0.64 (0.03)
Reduced 0.87 (0.01) 0.92 (0.01) 0.61 (0.02) 0.67 (0.02) 0.63 (0.02) 0.64 (0.03)
Null 0.51 (0.01) 0.96 (0.00) 0.39 (0.05) 0.83 (0.05) 0.37 (0.02) 0.76 (0.02)
3 Incorrect 0.79 (0.01) 0.93 (0.01) 0.47 (0.03) 0.65 (0.03) 0.65 (0.03) 0.67 (0.03)
Correct 0.87 (0.01) 0.93 (0.00) 0.59 (0.03) 0.66 (0.03) 0.64 (0.03) 0.66 (0.03)
Reduced 0.87 (0.01) 0.93 (0.01) 0.58 (0.03) 0.66 (0.03) 0.64 (0.03) 0.65 (0.03)
Null 0.54 (0.01) 0.96 (0.00) 0.41 (0.03) 0.83 (0.05) 0.39 (0.03) 0.78 (0.03)
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Table 4.56: Simulation study results for R2
NSJ(c) when m = 100
Outcome Type
Normal Poisson Binomial
Covariance Model Covariance Model Covariance Model
σ2b1 Mean Model CS GC CS GC CS GC
0 Incorrect 0.78 (0.01) 0.89 (0.01) 0.56 (0.02) 0.69 (0.01) 0.55 (0.02) 0.57 (0.02)
Correct 0.89 (0.01) 0.89 (0.01) 0.69 (0.01) 0.69 (0.01) 0.54 (0.02) 0.55 (0.02)
Reduced 0.88 (0.01) 0.88 (0.01) 0.69 (0.01) 0.69 (0.01) 0.54 (0.02) 0.54 (0.02)
Null 0.36 (0.01) 0.93 (0.01) 0.27 (0.02) 0.86 (0.03) 0.27 (0.02) 0.66 (0.02)
0.8 Incorrect 0.76 (0.01) 0.89 (0.00) 0.51 (0.02) 0.67 (0.02) 0.52 (0.02) 0.55 (0.01)
Correct 0.86 (0.01) 0.88 (0.00) 0.64 (0.02) 0.67 (0.01) 0.53 (0.01) 0.53 (0.01)
Reduced 0.86 (0.01) 0.88 (0.01) 0.63 (0.02) 0.67 (0.02) 0.53 (0.01) 0.53 (0.01)
Null 0.34 (0.02) 0.93 (0.00) 0.21 (0.02) 0.83 (0.04) 0.23 (0.02) 0.65 (0.02)
1.5 Incorrect 0.76 (0.01) 0.90 (0.01) 0.48 (0.02) 0.66 (0.02) 0.54 (0.02) 0.57 (0.02)
Correct 0.85 (0.01) 0.90 (0.01) 0.59 (0.02) 0.66 (0.02) 0.54 (0.02) 0.55 (0.02)
Reduced 0.85 (0.01) 0.90 (0.01) 0.58 (0.02) 0.65 (0.02) 0.55 (0.02) 0.55 (0.02)
Null 0.38 (0.01) 0.94 (0.00) 0.24 (0.03) 0.81 (0.04) 0.25 (0.02) 0.68 (0.02)
2.3 Incorrect 0.77 (0.01) 0.91 (0.01) 0.47 (0.02) 0.66 (0.02) 0.56 (0.02) 0.59 (0.02)
Correct 0.85 (0.01) 0.91 (0.01) 0.55 (0.02) 0.66 (0.02) 0.57 (0.02) 0.58 (0.02)
Reduced 0.85 (0.01) 0.91 (0.01) 0.55 (0.02) 0.65 (0.02) 0.57 (0.02) 0.58 (0.02)
Null 0.43 (0.01) 0.94 (0.00) 0.27 (0.03) 0.82 (0.04) 0.27 (0.02) 0.70 (0.02)
3 Incorrect 0.78 (0.01) 0.92 (0.00) 0.46 (0.02) 0.66 (0.02) 0.58 (0.02) 0.61 (0.02)
Correct 0.84 (0.01) 0.92 (0.00) 0.53 (0.02) 0.66 (0.02) 0.59 (0.02) 0.61 (0.02)
Reduced 0.84 (0.01) 0.92 (0.00) 0.53 (0.02) 0.65 (0.02) 0.59 (0.02) 0.61 (0.02)
Null 0.46 (0.01) 0.95 (0.00) 0.31 (0.03) 0.82 (0.05) 0.31 (0.02) 0.73 (0.02)
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Table 4.57: Simulation study results for R2
NSJ(c) when m = 150
Outcome Type
Normal Poisson Binomial
Covariance Model Covariance Model Covariance Model
σ2b1 Mean Model CS GC CS GC CS GC
0 Incorrect 0.76 (0.01) 0.88 (0.01) 0.53 (0.02) 0.67 (0.02) 0.52 (0.02) 0.54 (0.02)
Correct 0.88 (0.00) 0.88 (0.00) 0.68 (0.01) 0.68 (0.01) 0.52 (0.02) 0.53 (0.02)
Reduced 0.88 (0.00) 0.88 (0.01) 0.68 (0.01) 0.68 (0.01) 0.52 (0.02) 0.52 (0.02)
Null 0.32 (0.01) 0.92 (0.00) 0.22 (0.02) 0.86 (0.03) 0.23 (0.01) 0.65 (0.02)
0.8 Incorrect 0.75 (0.01) 0.89 (0.01) 0.52 (0.02) 0.67 (0.01) 0.54 (0.02) 0.55 (0.02)
Correct 0.87 (0.01) 0.89 (0.01) 0.66 (0.02) 0.68 (0.01) 0.54 (0.02) 0.54 (0.02)
Reduced 0.87 (0.01) 0.88 (0.01) 0.66 (0.02) 0.68 (0.01) 0.54 (0.02) 0.54 (0.02)
Null 0.36 (0.01) 0.93 (0.01) 0.27 (0.02) 0.85 (0.03) 0.25 (0.01) 0.67 (0.02)
1.5 Incorrect 0.75 (0.01) 0.90 (0.01) 0.50 (0.01) 0.67 (0.01) 0.56 (0.02) 0.57 (0.01)
Correct 0.87 (0.01) 0.90 (0.01) 0.64 (0.01) 0.68 (0.01) 0.56 (0.01) 0.56 (0.01)
Reduced 0.86 (0.01) 0.89 (0.01) 0.63 (0.01) 0.68 (0.01) 0.56 (0.01) 0.56 (0.01)
Null 0.39 (0.01) 0.94 (0.00) 0.29 (0.02) 0.85 (0.02) 0.28 (0.01) 0.68 (0.02)
2.3 Incorrect 0.76 (0.01) 0.90 (0.00) 0.48 (0.01) 0.67 (0.01) 0.57 (0.01) 0.59 (0.01)
Correct 0.86 (0.01) 0.91 (0.00) 0.61 (0.01) 0.68 (0.01) 0.58 (0.01) 0.58 (0.01)
Reduced 0.86 (0.01) 0.90 (0.00) 0.61 (0.01) 0.68 (0.01) 0.58 (0.01) 0.58 (0.01)
Null 0.43 (0.01) 0.94 (0.00) 0.32 (0.02) 0.85 (0.02) 0.30 (0.01) 0.70 (0.02)
3 Incorrect 0.76 (0.01) 0.91 (0.00) 0.48 (0.01) 0.67 (0.01) 0.59 (0.02) 0.61 (0.01)
Correct 0.86 (0.01) 0.91 (0.00) 0.60 (0.01) 0.67 (0.01) 0.59 (0.02) 0.60 (0.01)
Reduced 0.86 (0.01) 0.91 (0.00) 0.59 (0.01) 0.68 (0.01) 0.59 (0.02) 0.60 (0.01)
Null 0.46 (0.01) 0.95 (0.00) 0.36 (0.02) 0.84 (0.03) 0.32 (0.02) 0.72 (0.02)
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4.5 Applied Examples
Here, we provide two brief examples that apply the topics discussed in earlier sections. First,
PQL estimation is applied to simulated binomial outcomes and the transformed pseudo measures
are visually illustrated in contrast to the original discrete outcomes. Second, limitations of the
proposed method for computing R2 are demonstrated in the context of simulated longitudinal count
outcomes. Third, longitudinal CD4+ cell counts are analyzed. Fourth, longitudinal binary blood




statistic is utilized to
facilitate model selection and inference.
4.5.1 Binomial Pseudo Linear Mixed Model
In this section, we demonstrate PQL estimation for longitudinal binomial outcomes. Subjects in
the data record 4 observations where the measured outcome is the number of successes recorded at a
particular observation out of five trials. This number of trials is chosen because PQL has been shown
to be biased for binary models when the number of trials per cell is low.














µbij · (1− µbij)




5·µ̂i1·(1−µ̂i1) 0 0 0
0 15·µ̂i2·(1−µ̂i2) 0 0
0 0 15·µ̂i3·(1−µ̂i3) 0
0 0 0 15·µ̂i4·(1−µ̂i4)

This helps clarify the dependence between Ŵi and µ, which complicates the problem of estimating
and interpreting R2. Model fitting is accomplished as follows:
1. Fit the initial GLM model and compute
η̂i,[ 1 ],y
∗




2. Fit a weighted LMM to pseudo outcomes and compute
η̂i,[ 2 ],y
∗
i,[ 2 ], and Ŵ
−1
i,[ 2 ]

















































Figure 4.63: Histogram and spaghetti plot of simulated binomial outcomes (top row) and the
corresponding pseudo outcomes (bottom row)
The final approximate LMM in the iterative sequence is the pseudo LMM defined in Section 4.3.1.
Figure 4.63 summarizes the beginning and endpoints of the process with histograms and spaghetti
plots of the original simulated binomial outcomes (top row) and the transformed pseudo outcomes
(bottom row).
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. In this example, we simulate count outcomes from a GC DOB with a positive




for correctly specified mean models









= 0.3996. These values are plausible given the true covariance structure is GC, the mean
model is specified correctly, and the magnitude of irreducible variance is relatively low. On the other









= 0.0505. The estimated values are now extremely low even though the magnitude
of variance components has not changed. Additionally, the incorrect covariance model is favored.
Why does this happen? The estimated weights in the positive intercept structure are of a much
higher order and thus the inverse weight matrix W−1 has much smaller components on the diagonal.
In turn, the model covariance matrix Σ̂ = ZΣ̂bZ ′ + Ŵ−1 has less multidimensional scatter (i.e.
standardized generalized variance). A second limitation evident from the example is that when








, even though the data are generated from the GC covariance
structure. The impact of data structure, or as Breslow and Clayton (1993, sec. 2.5) put it, ‘small
dispersion asymptotics,’ is an important limitation that should be discussed further in later research.
4.5.3 Longitudinal CD4+ Cell Counts
Here we consider count data from a retrospective longitudinal CD4+ cell count study Wellons
et al. (2002) of m = 303 subjects with HIV. Subjects in the analysis were divided into two age
groups, younger (mY = 202) and older (mO = 101). The study was a retrospective case-control
study with pairwise (1:2) matching. For each case and two matched controls, longitudinal CD4+
cell counts were obtained at each visit. Reduction in sample size resulted from exclusions due to
inadmissible dates. The analysis for this example has 94 older adults and 197 younger adults. Figure
4.64 shows population loess smoothed curves (black colored lines) for young and old age groups
alongside individual response profiles (grey colored lines). The loess curves suggest that little change
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occurs within the population over time, and that age groups do not exhibit different patterns over
time. The difference between age groups appears to be minimal at 2.5 years since baseline. We
consider the CD4+ cell counts using a Poisson distribution with log link for count data in the GLMM.
For fixed effects, we consider two specifications:
1. Reduced: Group status (younger vs older), time in months since clinic entry, and a group-by-
time interaction.
2. Full: All effects from the reduced specification with additional effects for baseline CD4+ cell
count and its interaction with time in months.
None of the statistical models used the baseline measurement as an outcome. In addition to the fixed
specifications, we considered four covariance models:
1. (CS): Random intercepts with conditional independence
2. (CS + AR(1)): Random intercepts with first order autoregressive error.
3. (GC): Random intercepts and slopes with conditional independence
4. (GC + AR(1)): Random intercepts and slopes with first order autoregressive error.
Each model applied PQL estimation to the original GLMM and subsequently used REML estimation
for the pseudo outcomes. The lme function in the nlme package facilitated estimation for all models
considered.
Tables 4.58 and 4.59 give estimates of effect sizes, standard errors, p-value, semi-partial R2,





p-values and provide additional insight for questions of inference, e.g. which of the predictors in
the model has the strongest impact on the outcome? For example, the effect for time in months is
statistically signifiant p < 0.001 in most models and so is the effect for baseline reading of CD4+





estimates for these predictors show that the contributions are not equal. As one such
example, consider the Full GC+AR(1) model, which estimates a semi-partial correlation of 0.05 for
time and 0.47 for baseline CD4+ cell count. The difference of these effects is harder to understand
using p-values and less interpretable.
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is maximized using the most complex covariance model paired with the
fully specified mean model. An interesting question for the full model with GC covariance structure
is whether the additional structure on the error matrix provides a statistically significant increase in
generalized covariance GoF. Applying the R2DT, we compute an estimated difference (95% CL)
of 0.03 (0.03 0.04), p < 0.001. Thus, the R2DT indicates a statistically significant increase in
generalized covariance GoF with the additional AR(1) structure in comparison to a conditionally
independent specification when a GC covariance structure is already in place.
It is also of interest to compare generalized covariance GoF between the GC+AR(1) model
and the more parsimonious CS+AR(1) model. Again the R2DT indicates a statistically significant
increase in generalized covariance GoF with an estimated difference (95% CL) of 0.04 (0.03 0.04),




statistic has selected the most complex covariance model.
The selection occurs similarly when a reduced mean model is fitted (i.e. removing the baseline
covariate). Additionally, the R2DT has indicated that the GC+AR(1) model induces a statistically
significant increase in generalized covarianca GoF relative to the other candidates. It is highly
recommended to weigh the observations of one summary statistic in the context of many to avoid the
biases of a single measure, but PQL estimation transforms the likelihood in such a manner that it
no longer has an interpretable form. Thus, we fit the same models using the lme4 package for the
full CS (AIC = 73853.07 and BIC = 73892.31) and full GC (AIC = 50240.28 and BIC = 50296.34)
covariance model. Currently, the lme4 package does not currently implement features for modeling
heteroscedasticity and correlation of residuals, so the corresponding AR(1) models were not assessed;
however, inspection of AIC and BIC values for these models shows that the information criteria both
favor the GC model.
4.5.4 Longitudinal Binary Blood Pressure Outcomes
Data from a retrospective longitudinal cohort blood pressure study Fisher et al. (2007) of
N = 459 adults with hypertension illustrates application to a real-world problem and the utility
of our statistic for multiple logistic regression in the GLMM. Longitudinal blood pressure (BP)
levels were taken on patients making at least four visits to the Family Practice Center at UNC during

















Figure 4.64: Spaghetti plot of the Wellons CD4+ cell count data.
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Table 4.58: Model Estimates with model and semi-partial R2 for the CD4+ cell count data
R2 Estimates





























































































































Notes: Interpretation of covariance specifications:
(CS): Random intercepts with conditional independence
(CS+AR(1)): Random intercepts with first order autoregressive error
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Table 4.59: Model Estimates with model and semi-partial R2 for the CD4+ cell count data
R2 Estimates





























































































































Notes: Interpretation of covariance specifications:
(GC): Random intercepts and slopes with conditional independence
(GC+AR(1)): Random intercepts and slopes with first order autoregressive error
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was constructed as a composite measure from separate systolic and diastolic BP. Using the JNC 7
classification of BP Chobanian et al. (2003), BP is considered controlled if systolic BP is less than 140
mmHg and diastolic BP is less than 90 mmHg. We created a binary outcome that indicates whether a
person’s BP was controlled or uncontrolled at the time of measurement. Figure 4.65 displays average
probability of uncontrolled BP for four groups over a follow-up span of two years. Smooth curves in
the panels are estimated least squares fits from a fourth degree orthogonal polynomial model fitted to
the group means. Numbers in the bottoms of the panels indicate the number of subjects sampled
during the corresponding month.
Fixed effects for the analysis include Age, Race, Sex, systolic to diastolic ratio, and continuous
linear time in years. We fit a full model and reduced model using CS and GC covariance models.









for the four covariance specifications described in Section 4.5.3. In addition to
fitting the full range of models with PQL estimation, we also fitted a CS (AIC = 2164.2, BIC =
2213.8) and GC (AIC = 2165.6, BIC = 2226.3) model using the full mean specification to compute
and compare information critera. In this case, AIC and BIC favor the CS model, but both of the




demonstrate a potential limitation of
the generalized statistic caused in part by the relation ofW and µ and also by the large degree of
model error. We designate this as a limitation because the iterative weights matrixW determines a




that is less than 1, which means low values such as these could either





. The R2DT indicates that in comparison of the GC model gives statistically
significant improvement in covariance GoF relative to the CS model (p = 0.02) but not in relation
to the CS+AR(1) model (p = 0.34). Thus, since the CS + AR(1) model is more parsimonious, we
select it for inference.
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54 22 29 24 25 23 23 19 20 19 19 19 20
74 38 35 34 37 28 26 29 36 26 28 36 24
81 48 33 31 52 30 41 40 32 43 33 32 39
80 48 46 31 43 36 30 39 34 38 37 32 45
Black Younger than 60 White Younger than 60
Black 60 or Older White 60 or Older

























Figure 4.65: Average probability of uncontrolled BP for four groups over a follow-up span of two
years. Smooth curves in the panels are estimated least squares fits from a second degree orthogonal
polynomial fitted to the group means. Numbers in the bottoms of the panels indicate the number of
subjects sampled during the corresponding month.
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Table 4.60: Model Estimates with model and semi-partial R2 for the binary blood pressure data
R2 Estimates

















































































































































Notes: Interpretation of covariance specifications:
(CS): Random intercepts with conditional independence
(CS+AR(1)): Random intercepts with first order autoregressive error
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Table 4.61: Model Estimates with model and semi-partial R2 for the CD4+ cell count data
R2 Estimates

















































































































































Notes: Interpretation of covariance specifications:
(GC): Random intercepts and slopes with conditional independence
(GC+AR(1)): Random intercepts and slopes with first order autoregressive error
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4.6 Conclusion
In this Chapter, we have extended the R2 statistic to the GLMM using PQL estimation as










, with the additional benefit of stabilized estimation regarding denominator degrees of




statistic is the most
accurate tool for assessing covariance GoF in the GLMM relative to current state-of-the-art measures
of R2. Application of the statistic to CD4+ count data and binary blood pressure data demonstrated









, and can dramatically improve and
clarify the process of model selection for the GLMM.
4.6.1 Limitations and Future Work




may be less than one and is
data-dependent. It may be possible to estimate this maximum value and scale the model estimates
accordingly, thereby giving a more sensible and traditional R2 estimate. Preliminary results suggest








, and can be used in the same manner
to form confidence intervals and conduct formal tests of hypotheses. More evidence is needed to
assess the distribution of the generalized measure. Investigation of the population measure R2V in
a pseudo LMM may allow its extension to the GLMM. Last, accomodating varying levels of data
structures (i.e. negative versus positive intercept in Section 4.5.2) for discrete outcomes is the most
pressing limitation currently and is a primary topic for future research.
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CHAPTER 5: CONCLUSION
5.1 Summary and Discussion
This dissertation has focused on modifying the R2β statistic to accomplish several aims: derive
a population measure that defines the limit of the modified statistic, address current limitations
inherent to conditional approaches, and stabilize the estimation of denominator degrees of freedom
between candidate covariance models, conduct statistical hypothesis tests to compare non-nested





statistic converged toR2V under optimal conditions and demonstrated the convergence in
a simulation study. Chapter 3 introduced a paradigm of hypothesis testing that included tests for a








fitted to the same model, and comparing









does not require models to be nested, making it capable of assisting in problems where the
traditional LRT cannot be applied. A simulation study verified the efficacy of the R2DT for model










converged to the correct covariance model in small and large samples and in scenarios where other
measures of R2 did not.
In a review of R2 statistics for the LMM, LaHuis et al. (2014) discuss several major issues
that researchers may encounter when reporting explained variance in mixed models. The concerns
addressed by the authors are (1) a lack of consensus regarding the measure to report, (2) how to
deal with random slopes, and (3) how to compute and interpret the change in explained variance
between two nested models. These concerns are addressed by material in this dissertation. A natural




statistic in the LMM to measure
generalized explained variance. Although it has been described as a measure covariance GoF, the
statistic is calculated marginally and can also facilitate selection of fixed effects.
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With regard to the second point, (Nakagawa and Schielzeth, 2013) and (Snijders and Bosker,
2011) claimed that explained variance does not vary based on inclusion of random slopes, but this
claim has demonstrably not held in simulation studies from Chapters 2 and 4. Namely, we have
observed non-trivial variation in R2
NSJ(m) as the value of σ
2
b1
increased. Moreover, when considering
binomial outcomes, the increasing magnitude of variance in random slopes led both R2
NSJ(m) and
R2







slopes and covariance structures of higher complexity in a manner that is accurate and computationally
efficient.
With regard to the third concern, the R2DT provides a simple and interpretable test with an





single dataset or two independent datasets. The difference between the model R2 may thus be tested
for statistical significance and may be interpreted as the difference in generalized explained variance.
For the case of comparisons between LMMs, differences in R2 are interpreted as differences in the
proportion of generalized variance explained by the specified fixed effects. For the GLMM, the
difference is not interpreted as a proportion of variance explained, but as a generalized measure of





in conjunction with information criteria and other classic tools to facilitate model
selection and subsequent inference.
5.2 Limitations and Future Research
We acknowledge several limitations. The matter of consistency when a covariance model and
mean model are correctly specified and underestimation when either model is mis-specified is a




statistic has demonstrated throughout this research but not one that has
been formally shown. The method of testing two values of R2 for covariance model selection
also features a ‘tuning’ parameter that estimates the correlation between the models R2 estimates.
Currently, this parameter is automatically chosen based off of the strength of multivariate association
between y andX , yet there may be a more succinct estimation method which can be drawn out of
the distribution for correlated non-central beta random variables of type I. The limiting factor in
this approach is that no one (at the time of this writing) has characterized this random distribution.
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Accurately tuning the correlation may increase the power of the R2DT. In the context of the GLMM,





less than one and is data-dependent. It may be possible to estimate this maximum value and scale
the model estimates accordingly, thereby giving a more sensible R2 estimate. Preliminary results








, and can be used in the
same manner to form confidence intervals and conduct formal tests of hypotheses. Last, investigation
of the population measureR2V in a pseudo LMM may allow its extension to the GLMM.
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