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1. Introduction 
Bifurcation theory is a study of the branching 
of solutions of nonlinear equations. Typical appli- 
cations of bifurcation theory are in elastic and 
hydrodynamic stability. However, in experiments 
and in real applications, the sharp transitions of 
bifurcation rarely occur. Small imperfections, im- 
purities or other inhomogeneities tend to distort 
these transitions. To analyze mathematically the 
perturbation of bifurcations caused by imperfec- 
tions and other impurities the classical bifurcation 
theory is modified by introducing an additional 
small perturbation parameter which characterizes 
the magnitudes of these inhomogeneities. 
The principal methods for analyzing such per- 
turbed problems are due to Koiter [4], Keener and 
Keller [3], Chow et al. [l], Matkowsky and Reiss 
[5], Potier-Ferry [6] and Weber [8]. The approach 
used here is akin to that of [8] and is based on a 
transformation of the given problem into an ap- 
propriate boundary value problem possessing iso- 
lated solutions. Thus, the numerical treatment 
using standard methods is possible. 
However, the nonisolated solutions are calcu- 
lated contrary to [S] in dependence of the per- 
turbation parameter. The ansatz used for singular 
solutions is a generalization of the representation 
found by Hermann [2]. 
The advantage of our ansatz consists in the 
possibility to determine, for a fixed value of the 
perturbation parameter, the nonisolated solution 
as well as a solution branch through this singular 
solution simultaneously. For this purpose an ex- 
panded boundary value problem is build up. Ini- 
tial value methods in shooting techniques with 
automatic stepsize control are now applicable. 
Numerical results illustrating the method are 
given in the last section. 
2. Formulation of the problem 
Consider the nonlinear two-point boundary 
value problem given by 
Ly=f(A,r,_Y), a,<r=Gb, (2.la) 
B[Yl = 0, (2.lb) 
where 
~y(t)~y’(t)-A(f)y(r), a<t<:b, 
B[ y] = &y(a) + B,y(b), B,, B, E W”,“, 
Y E a=:[~, 61, A E C,jxn[u, b], 
rank[B,, Bb] = n, 
fE C5(W x R x c!, R”), 
(2.2) 
OEf2CW”, s2 is an open domain, 
f(X,O,O)=O VhGW, 
f(X,r,O)*O V7fO. 
X is an eigenvalue parameter; r represents a real 
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perturbation parameter characterizing the magni- 
tude of the inhomogeneities of the given problem. 
We refer to (2.1) as the perturbed problem and 
(2.1) with r = 0 as the corresponding bifurcation 
problem. 
By L, we denote the linear differential operator 
L - f,( A,,, 0, 0) with domain 
~(L,)=(yECfi[u,b]IB[y]=o}. 
Assume that 
dim%(L,) = 1, 
s ( La > = span(cp,) y Ihll = 1. 
(2.3) 
It is well known that the nullspace %(L$) - the 
adjoint L,* of L, defined in the usual way (Reid 
[7]) - is one-dimensional: 
dim’%(L,*) = 1, 
x(G) = span{&), IIt4JlI = 1. 
Moreover, Fredholm’s alternative is valid: 
%(L,) = GJt(L,*)’ , 
where 
S1 = {YE C,[a, bll 
(y,r)=OVzESCcn[a,b]} 
and 
v_Y, z E qJa> bl. 
We require that f satisfies two conditions: 
a, = (~0J,x(~o, O,O)%) *O, 
b = (&,,o,f,(&, O,O]) *O. 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
3. Nonisolated solutions 
The quadruple (X, r, y, cp) is called nonisolated 
or singular solution of (2.1) according to [3], if the 
following equations are fulfilled: 
Ly-f(X,r,_Y)=O, NY] = 0, 
Lrp-f,(~,YY)cp=O, (3.1) 
B[cpl = 0, ‘p f 0. 
(2.3) and (2.6) insure for r = 0 that (X,, 0) is a 
bifurcation point, i.e. a family of nontrivial solu- 
tions of (2.1) is branching from the trivial solution. 
Therefore (X,, 0, 0, qO) represents a nonisolated 
solution at the bifurcation point. We look for a 
curve of nonisolated solutions of (2.1) depending 
on the perturbation parameter r and containing 
the special branching solution (X,, 0, 0, cpO). 
Let the second bifurcation coefficient a, de- 
fined as (cf. [2]): 
02 = (+I&&, O,O)&. 
3.1. The case u2 * 0 
(3.2) 
For a, * 0, i.e. 
(&JJ~09 O,O)cp;) * 0, (3.3) 
we use the ansatz for nonisolated solutions 
+[K(z)cp,+u,]z2+~(z)z3, 
X(z)=X,+z+X,(z)z2, 
cpw = To f q1z + 4wz2, (3.4) 
2bu, 
,9=- 
2 r, 
aI 
sign 7 = sign( bu, ), 
o(z) E Q(Ll#, 4(z) E WLO)’ . 
u, is defined in (3.4) as (unique) solution of the 
linear boundary value problem 
(3.5) 
Hu,l = 0, (cpo, %> = 0, 
and ‘p, is defined as (unique) solution of the linear 
boundary value problem 
(3.6) 
wfhl = 09 (CpOl cpl> = 0. 
The superscript zero denotes the corresponding 
function evaluated at X =X0, 7 = 0, y = 0, e.g. 
r;” =fy(b 0, 0). 
Using Taylor’s theorem and the properties (2.2), 
we obtain for f(X, T, y) and fy(X, T, y) expansions 
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of the form 
and 
+J$(h - A,) + i&J3 
+Qf,“xxv(X - U2 + R,(X, T,Y) 
(3.7) 
The remainders R, and R 2 are of the form: 
R, =O(z4) and R,=0(z3). (3.9) 
Inserting ansatz (3.4) into (3.1) and employing the 
abbreviation 
w(z)= -zq() 
+ [K(z)(po + UJZ + u(z)2 (3.10) 
yield 
J%G) =J;“x{G)‘Po + UI 
+u(z)z + U+,o)) 
(3.11a) 
and 
= a(44 h(z), K(z), +(z>; 4. 
(3.11b) 
We construct an equivalent boundary value prob- 
lem of dimension N = 2n + 4 to solve the problem 
(3.11) with conventional numerical methods, e.g. 
with shooting techniques 
&P(z) =p,(n(z), h,(Z)? K(z); r>, 
B[ u(z)] = 0, 
G&z) = e,(u(z), X,(z), K(z)* q(r); z), 
wwl =o, 
X,(z)’ = 0, 
K(z)’ = 0, 
CL; - V&(Z) = 0, P,(U) = P,(b) = 0, 
(3.12) 
P;-&(z)=o~ /+)=CL2(~)=O. 
We can now formulate the main result of this 
section. 
Theorem 3.1. Let L, f and A, satisfy the conditions 
(2.2), (2.3), (2.6), (2.7) and (3.3). 
Then there is a positive constant T,, such that for 
each T with 1~1 Q TV and sign T = sign( ba, ) there 
exists an isolated solution 
(u(z), 4(z), K(r)7 A,(z), P,(Z), P2W 
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of the boundary value problem (3.12). 
It is possible to construct a continuous family of 
nonisolated solutions of (2.1) with ansatz (3.4) con- 
taining the special singular solution (A,, 0, 0, cpO). 
Proof. For z -+ 0 problem (3.12) is reduced to 
(3.13) 
Let (vO, +O, K”, A;, ~7, &) be a solution of the 
homogeneous problem (3.13). 
Then clearly 
+K” 
I.,#’ - A: &A, - K”# = 0, 
A;’ = 0, K”‘=O 9 
PI 01 -&p = 0, py - qglp = 0, 
B[vO]=O, B[Q] =o, 
p~(a)=~~(b)=O, &(a)=&(b)=O. 
Since 
LonO E a&l>, Lo#O E I 
and 
%Lo) = Q(L$, 
it follows that 
(3.14) 
0 = (409 Lo$O) 
= (#o’o’~:$ho - K”_$&. 
The first equation in (3.14) implies A; = 0. We thus 
obtain 
0 = ($o* Lo+O) 
= K”(+07f,0,~~) = K”a2. 
Supposition (3.3) yields K” = 0. 
Now, because of assumption (2.3) we get 
q” = C,cp,, o” = c2’po; c,, C2ER. 
Using the problems 
&’ - &P = 0, cl:(a) = p?(b) = 0, 
~~‘-&$J~=O, p:(a)=p;(b)=O, 
we can see that C, = 0 and C, = 0, i.e. 
vo=o, lJo=o, &=o, &=o. 
Let C denote the differential operator defining the 
homogeneous equation (3.13). This equation has 
only the trivial solution. Hence, the nullspace of 
L3* is one dimensional, i.e. 
‘%(I?) = C,[a, b] 
and e is invertible. Finally, from the implicit func- 
tion theorem, we obtain the statements of Theo- 
rem 3.1. 0 
3.2. The case a2 = 0 
Consider now vanishing of the second bifurca- 
tion coefficient 
a2 = (Go9,,,f,,(ho7 0,0)9$) = 0. (3.15) 
Let ti, be (unique) solution of the linear boundary 
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value problem 
LOG, = +f,.;cp;, 
B[ii,]=O, (cpo, 6,) = 0. 
Define C, E Iw as 
on the condition that 
(~,J$VP,, + +&&cp:) * 0. 
Furthermore we assume 
c, > 0. 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
The following ansatz is applicable to the de- 
termination of nonisolated solutions in depen- 
dence of the perturbation parameter 7: 
Y(Z) = JC,cp,r 
+[G~,+~wP,l~2 
+ [ u2 + 2EK( z)n,] z3 
+ [n(z) +K(z)28,] z4, 
X(z) = A, + z2 + A,( z)z3, 
V(Z) = 910 + 2/G&z 
+ [ (p2 + 2K( z)z&] z2 + $( z)z3, 
(3.20) 
z3 = 3 b 
-‘a?’ 
uz is defined in (3.20) as the (unique) solution of 
the linear boundary value problem 
+ C2~~,pvPo (3.21) 
+ c2+z i&P; 3 
B[u,l =o, (cpo, u2) = 09 
and (p2 is defined as (unique) solution of the linear 
boundary value problem 
Lo% = f,o,cpo 
+3C*( J$VPo + +$$rp;)* 
B[cp,l =o, (cpo, cp2> = 0. (3.22) 
Using Taylor’s theorem and the properties (2.2), 
we obtain for f( A, 7, Y) and f,( A, 7, Y) expansions 
of the form 
AX, T,Y) =fyoY +L”r+fyoxY(~ -X0) 
+f,P,yr + t&;.Y2 
+ i&Y3 + ff;AY’(h - X0) 
+ &“f&yY4 + R3h r*Y) (3.23) 
and 
f,>(L TTY) =fy” +$io - ho) +f,p;r 
+r,;.y +f,“,xY(x - A,) 
+ bfy;_” Y 2 + if”;,, Y 3 
+R,(X, 7,Y). (3.24) 
The remainders R, and R, are of the form 
R, = O(z’) and R, = O(z4). (3.25) 
Inserting ansatz (3.20) into (3.1) and employing 
the abbreviations 
W,(Z) = /GPO 
+ [ Czfi, + JW(Pol z 
+ [ uz + 2JC,K( z,P,] z2 
+ [ 0(z) +K(z)%,] zs, 
w2(z) = c*a, +[ u2 + 2y’C,K(z)j*] I (3.26) 
+[ o(z)+K(z)2n,]z2, 
w3( z) = ‘pa + 2&&z 
+[ (pZ + 2K( z)z?,] z2 + JI( z)z3, 
w4( z) = 2JczG, 
+[cp2+2K(z)li,]z+~(z)z* 
yield 
Lou(r) = ~(~){r;“x(~ + 3C2.&~~ofii 
+ f c2 boy 
+hWJC,~%o 
+fvox(w*( z 1 
+W)[ W*(Z) +~K(4(Pol4 
+g( tW2(d2 
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+~(Po(U*+[u(Z)+~(i)Z~,]Z) 
+-Kw?J0(w*(z) - C24)) 
+ b$q3C,vh2(4 
+ 3/CcpO(w2(z) + K(z)cp,)*z 
+ (WZW +w%)3z2) 
- 
+&2 + [ u(z) + W2&] z) 
+fyyu + h(4zM4 
+ f&{ qG%W2( if) 
+b2(Z)+~w%12~) - 
+ tfy0yv,wdd3 ++R, 
1 
w3(z) 
J 
= Q&J(Z), X,(z), K(z), q(z); z). (3.27b) 
Again we construct an equivalent boundary value 
problem to solve equations (3.27): 
J%?(z) = p*( u(z). X,(z), K(z); I>, 
B[ 441 = 0, 
L,+(z) = Q,bbh J4,(4 K(z), $41); z>, 
a WI = 03 
X,(z)’ = 0, K(z)’ = 0, 
l-l; -q&(z) = 0, p,(a) = p](b) = 0 
P~-Q$~(z)=~~ p2(a)=p2(b)=0. 
(3.28) 
We have now the following theorem. 
Theorem 3.2. Let L, f and A, satisfy the conditions 
(2.2), (2.3), (2.6), (2.7) and (3.15). 
Then there is a positive constant r0 such that for 
each 7 with /r]< r0 there exists an isolated solution 
Mz), q(z), K(z), A,(z), u,(z), P2<d) 
of the boundary ualue problem (3.28). 
It is possible to construct a continuous farnib of 
nonisolated solutions of (2.1) with ansatz (3.20) con- 
taining the special singular solution (A,, 0, 0, 9,). 
Proof. For z + 0 problem (3.28) is reduced to 
Q(O) - K(O){_&k + 3C2.&~cp0fi1 
+ t c2 &(P3} 
A, (0)’ = 0, K(0)’ = 0, 
pcL; - &@) = 0, P;-Mo)=o 
B[ u(O)] = 0, a SW>1 = 09 
p,(a>=CL,(b)=O, &)=C12(b)=O. 
Let (u”, GO, KO, Xq, py, PI”,) be a solution of the 
homogeneous problem (3.29). 
Then 
M. Hermann / Perturbed bifurcation problems 77 
correspondence to the proof of Theorem 3.1 that 
uo=o, $P=o, py=o, &=o. 
Again, let e denote the differential operator defi- 
ning the homogeneous equation (3.29). This equa- 
tion has only the trivial solution. Hence, the null- 
space of C* is one dimensional, i.e. 
%(C)=C,[u,b] 
and C is invertible. 
- ~~Jc2~$Po = 07 
Lo+’ - K06JC,{f;cpof4 + ~&cp~} 
-~~fyox’po = 0, 
A;’ = 0, KO’ = 0, 
O! 
PI - &O = 0, /Ly - q&Lo = 0, 
B[ UO] = 0, BC +“I = 0, 
E”y(a)=I*y(6)=0, &(u)=&(b)=O. 
Since 
Lou0 E %t(Lo), Lo$O E %(Lo) 
and 
%t(L,) = X(L,*)’ 2 
it follows that 
The first equation in (3.30) implies Xq = 0. 
Therefore we obtain 
(3.30) 
y(E) =r +&(p +&*W(E), 
w(e) Ea(L,)l, (4.3) 
X(E) = r; + &i(E). 
Supposition (3.18) yields K” = 0. We conclude in _ _ _ +&(A, 7,~). (4.4) 
We obtain the statements of Theorem 3.2 by 
the implicit function theorem. q 
4. Solution branches through nonisolated solutions 
We are now interested in the determination of 
solution branches of (2.1) passing through non- 
isolated solutions (X, T, y, cp). Let r s 7 fixed. The 
following boundary value problem is treated: 
Ly=f(h,?,y), u<r<b, (4.la) 
B[y] = 0. (4.lb) 
We denote by 3, i, (p the components of the 
singular solution at r = 7. 
&et L, be the linear differential operator L - 
f,(X, 7, j) with domain q(L,) = Q(L). 
Assume that 
dim%(L,)= 1, %(L,)=span{+}. (4.2) 
Then, the nullspace of the adjoint operator is also 
one dimensional: 
dimGJL(L:)= 1, %(L:)=span{$). 
We seek for solutions X, y of (4.1) in the form (cf. 
1811 
Using Taylor’s theorem and the properties (2.2), 
we obtain for the right-hand side of (4.1) an 
expansion 
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The remainder R, satisfies 
R, = O(E)). 
Inserting ansatz (4.3) into (4.1) yields 
Q+) =f,(X CY)P(&) 
+ tr,,(x, 7,Y)((P+EW(E))2 
+1R5 
E2 
(4.5) 
= R+(E), P(E); ~1, 
NW(E)1 =0, (F, 44) = 0. 
Again, we construct an equivalent boundary value 
problem of dimension N = n + 2 to solve (4.5): 
L,w(E) = R(w(E), P(E); E), 
P(E)’ = O, (4.6) 
/.l; - @rw( E) = 0, c1M = G) = 0. 
We can formulate for problem (4.6) the following 
theorem. 
Theorem 4.1. Let L, f and A, satisfr the conditions 
(2.2), (4.2) and 
c = ($,fx(X, Q)) f 0. (4.7) 
Then there is a positive constant e0 such that for 
each E with I&J< E,, there exists an isolated solution 
(w(e), P(e), PM 
of the boundary value problem (4.1). 
It is possible to construct a continuous family of 
solutions of (2.1) at 7 = ;i with ansatz (4.3) contain- 
ing the singular solution (x, 7, 7, Cp). 
Proof. For E + 0 problem (4.6) is reduced to 
L?(O) - P(O)f,(L %Y) 
= ff”_“(L G)(P2, 
B[ w(O)] = O, 
(4.8) 
/LL; - +JTw(o) = 0, cc,(a) = pj(b) = 0. 
Because of assumption (4.7), the homogeneous 
equation (4.8) has only the trivial solution. 
Theorem 4.1 now follows, as in the proof of 
Theorem 3.1 [3.2], from the application of the 
implicit function theorem. q 
There are two possibilities to realize the numeri- 
cal implementation of problem (4.6). The first one 
consists in a separate treatment of (3.12) [(3.28)] 
and (4.6). Here, we have to work on the same set 
of net points in both problems because the right- 
hand side of (4.6) is known only on these points. 
Therefore initial value methods with automatic 
stepsize control are not applicable. 
The other possibility permits the use of actual 
software for initial value problems, i.e. methods 
with error control per unit step. For this purpose 
an expanded boundary value problem is build up 
from (3.12) [(3.28)] and (4.6): 
@J(z) = p,t21(u(z), X,(z), K(z); z), 
B[ v(z)] = O, 
LJ#(z) = Q,,,,bWr h(z>* K(z), q(z); 43 
B[ WI = 07 
L&) = R(h), P(E), v(z), h(z), K(z), q(z); E, z) 
B[ W(E)] =0, 
X,(z)‘=O, K(z)’ = 0, P(E)’ = 0, 
I4 -&J(z)=o, P,(U) = /db) = 0, 
P;-&(z)=~, /+)=4d=O, 
I-1; - [‘PO + VIZ + WZ21TW(E) =0, 
P&J) = ,db) = 0, (4.9) 
[P;- [‘Po+21/C2~,z+{cp2+2K(z)3,}z2 
+$(z)z3]Tw(e) = 0, 
p,(o)=g,tb)=O.] 
We have solved system (4.9) with parallel shooting 
techniques in our sample calculations. 
5. A numerical example 
We report some calculations with the problem 
y”+hsiny=rcOSnt, 
y’(0) = y’( 1) = 0, 
(5.1) 
describing the buckling of a thin rod under com- 
pression. The numerical technique used is the mul- 
tiple shooting method. The interval [0, I] is di- 
vided into 4 segments. The resulting initial value 
problems are solved by a Runge-Kutta method of 
order 6 with automatic stepsize control. 
Bifurcation point: 
x, = 7T2. 
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Table 1 
Nonisolated solution at 7 = 0.001 
Table 3 
Nonisolated solution at 7 = 0.1 
f Y(f) v(t) 
0.00 7.39636 1068 E-2 1.41409 2505 EO 
0.25 5.23031 5649 E-2 1.00008 5600 EO 
0.50 3.27999 2534 E-17 1.26454 5065 E-15 
0.79 - 5.23031 5649 E-2 - 1.00008 5600 EO 
1.00 - 7.39636 1068 E-2 - 1.41409 2505 EO 
X = 9.88988 5799 EO 
Eigenfunction: 
cp&)=fi cosmt. 
Second bifurcation coefficient: 
a.2 = 0. 
Constant C, (3.17): 
c,=--$o 
Function fi, (3.16): 
c,(t) = 0. 
Function u2 (3.21): 
fi 
u*(t)= -- 
360~’ 
cos 3at. 
Function ‘pz (3.22): 
cos 37rt. 
The computational results are shown in Tables 
l-6. 
All computations were performed on an EC 
1040 computer in double precision arithmetic car- 
rying 16 significant digits. 
Table 2 
Nonisolated solution at 7 = 0.01 
I Y(f) v(r) 
0.00 1.59036 0029 E- 1 1.41365 0965 EO 
0.25 1.12485 3166 E-l 1.00039 7816 EO 
0.50 4.33462 9350 E-16 1.70914 4806 E-14 
0.75 - 1.12485 3166 E-l - 1.00039 7816 EO 
1.00 - 1.59036 0029 E- 1 - 1.41365 0965 EO 
t Y(Z) v(r) 
0.00 3.39527 2348 E-l 1.41158 7155 EO 
0.25 2.4038 1 8474 E- 1 1.00185 7138 EO 
0.50 1.72338 0703 E-14 3.52714 5346 E-13 
0.75 - 2.4038 1 8474 E-I - 1.00185 7138 EO 
1.00 - 3.39527 2348 E-l - 1.41158 7155 EO 
h=1.031192106El 
Table 4 
Solution branch through the nonisolated solution given in 
Table 1: E = 0.001 
f Y(f) 
0.00 7.53777 0086 E-2 
0.25 5.33032 4374 E-2 
0.50 1.07886 6256 E-15 
0.75 - 5.33032 4374 E-2 
1.00 - 7.53777 0086 E-2 
X = 9.88989 3123 EO 
Table 5 
Solution branch through the nonisolated solution given in 
Table 1: e = 0.01 
0.00 8.81042 8953 E-2 
0.25 6.23041 8656 E-2 
0.50 - 1.58074 7573 E-15 
0.75 - 6.23041 8656 E-2 
1.00 - 8.81042 8953 E-2 
X = 9.89054 8 168 EO 
Table 6 
Solution branch through the nonisolated solution given in 
Table I: E= 0.1 
r Y(l) 
0.00 2.15334 9142 E-l 
0.25 1.52338 5445 E-l 
0.50 1.17965 2369 E-12 
0.75 - 1.52338 5445 E-l 
1.00 -2.15334 9142 E-l 
X = 9.96394 747 I EO X = 9.93171 5618 EO 
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