Charge transport in semiconductor superlattices can be described through a discrete drift-diffusion model. In this model, we identify some small parameter h > 0, by means of physically relevant dimensionless quantities. Precisely, we investigate a regime where the length of the superlattice period is small while the doping profile is high. In the limit h → 0, we are led to a nonlinear drift diffusion model, coupled to the Poisson equation.
concentrated on a two dimensional region allocated in the center of the quantum well. The unknowns are the electron density n i and the electric field F i in each cell. These quantities are related through the following discrete Poisson equation 
In (1) , N w D stands for the doping in the wells, assumed to be constant, while ε is the average permittivity in the SL and (−e) stands for the electron charge. Notice that the set of relations (1) involves as an additional unknown the electric field F −N −1 at the injecting contact. On the other hand, denoting by eJ i→i+1 the tunneling current density from the cell #i to the cell #(i + 1), the density in the ith cell satisfies the following charge continuity equation
Consequently, differentiating (1) and using (2), we notice that the quantity ε e dF i dt + J i→i+1 = J(t), i ∈ {−N − 1, . . . , N }
does not depend on the considered cell. This is the so-called Ampère's law, where eJ(t) stands for the total current density through the SL which does not depend on the index i. Then, the model is completed by a constitutive law which defines the current density eJ i→i+1 by means of the (n k , F k )'s. The tunneling current is given by the difference of a drift term and a diffusion term as follows
, i ∈ {−N, . . . , N − 1}.
The drift velocity and the diffusion coefficient are defined through functions v and D of the electric field, which depend on the physical properties of the material used in the SL, see [3] for more details. The special nature of the emitter and collector layers is considered in the calculation of the boundary tunneling current. We have
These equations involve the emitter current density ej (e) , the emitter backward velocity W (b) and the collector forward velocity W (f ) , which are given functions of the electric field. All the coefficients v, D, W (b) , W (f ) , j (e) are supposed to be nonnegative and satisfy some regularity properties. Typical graphs for these functions can be found in [4] . We remark that an equation is still missing since we have one unknown more than equations. There are several ways to close the system. The simplest way is to assume that the electric field at the emitter is prescribed
the right hand side being a given function F − : R + → R. This condition has been proposed when the number of periods considered in the SL is high enough (infinite supperlattice). Therefore, this condition is well adapted to our work since we shall deal with an asympotic problem where the number of cells goes to infinity. Another approach is the so-called bias condition which means that the total voltage
remains equal to a given quantity V . In what follows we essentially deal with the Dirichlet-like boundary condition (7) for the electric field. We will come back to the total voltage condition (8) at the end of the paper.
Relations (1), (2) and (7) form a closed system of equations for n i and F i with i ∈ {−N, . . . , N }, referred to in the sequel as the Discrete Drift Diffusion (DDD) model. We remark that the electric field in the cell #i can be expressed as a function of the incoming field F − and the density in the previous cells as follows
Consequently, we can rewrite the initial value problem associated to the DDD model in terms of the densities
where n(t) = (n −N , . . . , n N ) T ∈ R 2N +1 , g : R 2N +1 → R 2N +1 is a smooth function and n 0 ∈ R 2N +1 is the initial condition.
Theorem 1 Let n 0 i ≥ 0 for i ∈ {−N, . . . , N } be the initial data for the DDD system. Let F − be a C 1 function of time. Let also v, D, W (b,f ) , j (e) be C 1 nonnegative functions. Then, there exists a unique global solution associated with the initial value problem (10). The solution verifies n i (t) ≥ 0 for all i ∈ {−N, . . . , N }, t ≥ 0.
Proof. Local existence and uniqueness follows by a direct application of the CauchyLipschitz theorem for ODE, since the function g inherits the regularity properties of the coefficients. The estimates proved in the next section, especially in Lemma 1, provides also a uniform bound on the solution which prevents from finite time blow up. Consequently, the solution is globally defined. There only remains to justify the nonnegativeness of the solution. To this end, it is convenient to rewrite (2) as a difference between a gain term and a loss term
Let t ≥ 0 such that n i (t) ≥ 0 for any i ∈ {−N, . . . , N }. Suppose n j (t) = 0 for some j ∈ {−N, . . . , N }. Thus, we notice that its time derivative dn j dt (t) is nonnegative and, hence, we deduce the nonnegative character of the solution along the time evolution.
Dimensionless Equations
The aim of this section is to write the system in dimensionless form. Hence, we will identify some dimensionless physical parameters. Next, we choose suitabily (low-field asymptotics) the ordering of these parameters in terms of a quantity h > 0 intended to tend to 0. Studying the limit h → 0 we obtain a nonlinear continuous driftdiffusion model. This approach relating discrete to continuous models is reminiscient to hydrodynamic limits in kinetic theory (see [6] ). Actually, it has been used for models of phase transition for example in [5] .
Let us introduce time and length units, respectively denoted by T , L. They correspond to observation scales. We also need characteristic values for the electron density and for the electric field, respectively denoted by N and F. For instance, it is quite natural to define N from the doping profile N w D and F from the emitter field F − . Then, using the convention that overlined quantities are dimensionless, we set
Note that the emitter current density has been scaled with respect to the density ε e F instead of with respect to N (the other choice is also possible; the proof adapts immediately and the emitter current density disappears as h → 0 in that case). Therefore, we are led to the continuity equations in the following dimensionless form
On the other hand, the Poisson equations reads
In these expressions, we indentify two dimensionless parameters
Since we aim at obtaining a continuous limit, we would like to interpret difference between consecutive cells as differential quotient. This motivates the choice
where h is a positive quantity intended to tend to 0. The ordering for β means that the size of the cells is small compared to the observation length scale. The ordering for α can be interpreted as an assumption about the relation between the doping profile N w D , which is supposed large compared to the density ε e F − associated with the electric field at the injecting contact. Since this implies that the diffusion coefficient is large (order h −2 ) in comparison with the velocity of the field (order h −1 ), we call this asymptotic approach low-field limit. Furthermore, we shall assume that the total length of the SL is given and equals to 2X, so that the number of cells in the SL should be also appropriately rescaled. Namely, the number of cells is defined in terms of the parameter h > 0 by
Let us summarize the low-field problem we are interested in as follows. We drop the overlines and emphasize the dependence of the solution (n, F ) with respect to the parameter h by a superscript. Hence, we consider the system
with F h
Remark that, coming back to (9), we also have
Here, we used the following definition for the tunneling currents
The idea is to investigate the limit as h → 0.
To this end, we set I = (−X, +X) = (−N h h, N h h) and we associate to the unknowns
Note that it is not relevant to define these functions on the negligible set of points
seem to play no role in these definitions. However, they will be used in the definition of traces in the limit h → 0. As a consequence of these definitions, we shall use that sums of n h i or F h i can be considered as integrals: for example, for any function ψ : R → R we have
because n h i is constant on ih < x < (i + 1)h. Then, passing to a continuous variable, it is tempting to interpret finite differences as differential quotients. Following this rough idea, we formally guess that the limiting problem corresponding to h → 0 consists of the following nonlinear drift-diffusion equation
Thus, the main result of the paper is the following.
: R → R be continuous and nonnegative functions.
the initial data for the rescaled problem. We suppose that n
Let (n h , F h ) be the associated solution of (11), (12). Then, up to a subsequence, we have
and solve the nonlinear problem (14) in the sense that
holds in D (0, T ) for any test function φ ∈ C ∞ (I), coupled to the Poisson equation
considered also in the sense of the distributions.
This kind of nonlinear parabolic equation, coupled to the Poisson equation, have been investigated by Liang [7] . Actually, in [7] the diffusion coefficient is constant and the boundary conditions are slightly different. In the convergence proof, we only need to assume the continuity of the coefficients; however, using locally Lipschitz properties of them, we can prove the uniqueness of solution for (14), see Appendix B. Consequently, assuming the convergence of the initial data, in Theorem 2 the entire sequence converges.
A priori Estimates
This section is devoted to the derivation of the crucial estimates on the solutions (n h , F h ) that will lead us to rigorously perform the limit h → 0. We assume that the initial data n h,0 i ≥ 0 satisfies (15). This implies that the L 1 [−X, X] norm is bounded as follows
We split our argument into several steps. We shall use the convention that C T stands for a constant possibly depending on T , and on the data F − , j (e) , W (b,f ) , or on the estimates (15), but which does not depend on h. Also, we denote as usual by M(I) the set of Radon measures on the open interval I. Elements of M(I) identify with distributions Φ on
for some C > 0 being independent of the support of the test function (see e.g. [9] ). As usual we denote by BV(I) the set of bounded variation functions, i.e. functions which are in L 1 (I) and such that their distributional derivative belongs to M(I).
Proof. Summing up the equations in (11) we obtain
Therefore, integrating with respect to time and using n h i ≥ 0 and
which concludes the proof.
Lemma 2 Estimates on the electric field. The sequence
Proof. We combine the estimate in Lemma 1 with the identity (13) to yield
where we have used (12). Hence, by using the above bounds we deduce that the following estimate
Since the functions W (b,f ) and D are continuous and positive in R, the uniform bound on F h i guarantees that
for some δ > 0. Coming back to (17), we deduce that the boundary terms n ±N h are bounded in L 1 (0, T ). Similarly, there exists 0
Lemma 3 L 2 estimate on the density. The sequence n h is bounded in L ∞ (0, T ; L 2 (I)).
The "boundary terms" n h ±N h are bounded in L 2 (0, T ). Moreover, we have
Proof. Multiplying (11) by n h i and summing over i, we obtain
). By using Remark 1, we deduce the inequality
Now, by using the Young inequality we estimate
It follows that
We conclude the proof by applying the Gronwall inequality and by taking into account that n h −N h is bounded in L 1 (0, T ) (see Remark 1). In order to study the limit in boundary terms we consider the next statement.
Lemma 4 H 1 estimate of the electric field at the boundary. The sequence F h N h is bounded in H 1 (0, T ).
Proof. We have proved that F h N h is bounded in L ∞ (0, T ). There remains to bound its time derivative in L 2 (0, T ). This is a consequence of (13) together with the estimates in Lemma 2 and 3. Indeed, we get (see the argument given in Lemma 1)
By Lemma 3 the right hand side is bounded in L 2 (0, T ), which ends the proof.
Lemma 5 BV estimate on the density. The sequence n h is bounded in L 2 (0, T ; BV (I)).
Proof. Once the L 2 estimate on n h is known, we derive some bounds for ∂ x n h . Consider φ ∈ C ∞ 0 (I). We have
Lemma 3 implies that the L 2 (0, T ) norm of the right-hand side of (18) is bounded uniformly with respect to h. Hence, we conclude that ∂ x n h is in L 2 (0, T ; M(I)).
Lemma 6 Estimate on the time derivative. The sequences ∂ t n h and ∂ t F h are bounded in L 2 (0, T ; M(I)) + L 2 (0, T ; W −1,1 (I)) and in L 2 (0, T ; M(I)), respectively.
Proof. Let φ ∈ C ∞ 0 (I) and denote
for i ∈ {−N h , . . . , N h − 1}. Since the support of φ is included in I, we can extend Γ h i by 0 for i ≥ N h . We shall use the following basic estimates
Now we estimate the time derivative of the electric field by using the Ampère equations (3). We have
where J h (t) stands for the total current density, which is defined by the (−N h − 1)th Ampère equation
By Lemma 3, this quantity is bounded in L 2 (0, T ). Therefore, the first term of the right-hand side of (19) is bounded by
which belongs to a bounded set in L 2 (0, T ). Next, I 2 is estimated as follows
We conclude that ∂ t F h is bounded in L 2 (0, T ; M 1 (I)).
Similarly, we deal with the time derivative of n h . We have
which proves the estimate on ∂ t n h .
Continuous Model
Let us combine the estimates discussed in the previous section with the following classical compactness result (see e.g. [2] , [10] ):
Proposition 7 Consider Banach spaces B, X and Y . We suppose that X ⊂ B ⊂ Y , the first embedding being compact. Let C be a bounded set in
Hence, from the previous estimates we have, possibly at the cost of extracting subsequences, that
as h goes to 0. Notice in particular that the convergence of traces in time makes sense and
holds, with n h,0 (x) = n h i for ih < x < (i + 1)h, i ∈ {−N h , . . . , N h − 1}. In other words, we recover the initial condition in the limit h → 0. Finally, we can also assure from Lemmas 3 and 4 the following properties
We first get the continuous Poisson equation.
Proposition 8
The electric field limit F and the density limit n satisfy the continuous Poisson equation
Remark 2. The Poisson relation with n ∈ L 2 ((0, T ) × I), implies, by Sobolev's imbedding, that F is in L 2 (0, T ; C 0 (I)) so that the traces of F are well-defined. Proof. Let φ ∈ C ∞ (I) and φ h i = φ(ih), for i ∈ {−N h , . . . , N h }. We denote by φ h the associated stepwise constant function. For the sake of simplicity it will be convenient to introduce also the stepwise constant function ∇ h (φ)(x) =
Since ∇ h (φ) converges uniformly to φ (x) on I, we have
and, by the Sobolev embedding, F lies in L 2 (0, T ; C 0 (I)) and the traces of F are well-defined and are given by
Let us now show that the limit n is more regular that n h is. In fact, we will prove that n ∈ L 2 (0, T ; H 1 (I)), which guarantees that n ∈ L 2 (0, T ; C 0 (I)) due to the Sobolev embedding, so that the traces of the limit n with respect to the space variable are also well-defined.
Proposition 9
The density limit n of n h belongs to L 2 (0, T ; H 1 (I)).
Proof. Let φ ∈ C ∞ c (I). We have seen in the proof of Lemma 5 that the following estimate
holds. We also check readily that φ h tends to φ in L 2 (I). Hence, letting h → 0 leads to
By a density argument the estimate can be extended for any function φ ∈ L 2 (I). We conclude that ∂ x n ∈ L 2 ((0, T ) × I).
Convergence properties stronger than (20) will be necessary due to the nonlinear term. The idea is that the estimate in Lemma 3 is close to a L 2 (0, T ; H 1 (I)) estimate on n h . To this end we introduce the following P 1 approximation: for x ∈ (ih, (i+1)h),
Then, the sequences (m h , G h ) are close to the original quantities (n h , F h ) and enjoy better compactness properties:
The following estimates are verified
Proof. By taking into account the definition of the P 1 approximations, we have
in the interval (ih, (i + 1)h), i ∈ {−N h , . . . , N h − 1}. Hence, by using Lemma 3 we get
On the other hand, (12) yields
. . , N h − 1}. Therefore, Lemma 3 allows to control this quantity as follows
This proves the first part of the result.
Note that m h and G h are bounded in L 2 (0, T ; H 1 (I)) and L ∞ (0, T ; H 1 (I)), respectively. Indeed, we have ∂ x m h = (n h i+1 − n h i )/h on (ih, (i + 1)h) and the bound for ∂ x m h in L 2 follows directly from Lemma 3. For the approximate electric field we have
Hence, to justify the compactness properties there remains to obtain some estimates on the time derivatives. We check that (see Appendix A)
Then, combining this information with Lemma 6 we deduce the asserted compactness by application of Proposition 7.
As a consequence of the compactness property, and identifying limits, we can assure that
Since G h is √ h−close to F h in the L ∞ -norm, we can improve the convergence in (20). Actually, we have
Notice also in (24) that the traces are well-defined and the following convergences
hold. In particular, the traces of n at ±X can be identified with the limits n ± respectively, which were defined in (21).
In order to pass to the limit in the equation, we write a discrete weak formulation. Let φ ∈ C ∞ (I). We denote φ h i = φ(ih) and φ h stands for the associated piecewise constant approximation. Then, we get
Let us rewrite the discrete sums as integrals as follows
following the notation ∇ h φ(x) = (φ h i+1 − φ h i )/h, for x ∈ (ih, (i + 1)h). We can now pass to the limit h → 0.
We check that φ h → φ and ∇ h φ → φ uniformly on I. Let us pass to the limit in each term of (27). Taking into account that
, the second term in the left-hand side of (27) vanishes as h → 0 in D (0, T ). Next, by using (25),
To do that we combine the strong convergence n h → n and the weak convergence ∂ x m h → ∂ x n in L 2 ((0, T ) × I) so that the integrals in the right-hand side of (27) tend to
Finally, for the boundary terms we combine the convergence properties in (21) to find as limit as h → 0 the expression
Therefore, letting h → 0 in (27) we have
in D (0, T ). This ends the proof of Theorem 2.
The bias constraint
In this Section we reconsider the bias condition (8) as an alternative to the prescription of the emitter electric field (7) . The arguments are exactly those of the previous section and we only point out the main differences in the proof. In rescaled form the condition is
which is added to the system (11), (12). This scaling means that the ratio LF V has order 1, V being a characteristic value for the total voltage. Of course, the L 1 estimate in Lemma 1 still holds, provided that j (e) is a bounded function. Then, the keypoint in the previous analysis is to establish a uniform estimate (with respect to h) on the electric field F h
Lemma 11 The quantity F h
Proof. Let us sum the relations (13). We get
Consequently, the electric field at the emitter is given by
This leads to the estimate of F h T ) ). Once we have this estimate, we can justify the bounds in Lemma 2 and Lemma 3. We also need some control on the time derivative of F h
Lemma 12 The quantity F h
Proof. Differentiating (29), we find
Using the bounds of Lemma 11 and Lemma 2, we can bound v(
) and W (f ) (F h N h ) by some constant 0 < M < ∞. Hence, we deduce that
We conclude by applying the estimates of Lemma 3.
By using these estimates, we can reproduce mutatis mutandis the arguments of the previous section. We conclude with the following result.
Theorem 3 Assume that j (e) is a bounded function. Then, the conclusions of Theorem 1 are still valid by replacing the condition (7) by (28). Accordingly, in the limit problem the electric field satisfies the Poisson equation
A Proof of (23)
We write
where we have used (12) in the second relation. As in the proof of Lemma 6, we consider a test function φ ∈ C ∞ 0 (I) and set
We have
We can bound this expression as follows
Thus, from Lemma 3 we deduce that ∂ t Φ h is bounded in L 2 (0, T ; M(I)).
We proceed with ν h in a similar way. Indeed, we can write 
The boundary terms in (30) are bounded by
which belongs to a bounded set of L 2 (0, T ). Next, we have the bound
Therefore, the sum in the right-hand side of (30) can be estimated by
as we did in the previous proof for Φ h . We conclude that ∂ t ν h is bounded in L 2 (0, T ; M(I)) + L 2 (0, T ; W −1,1 (I)). This ends the proof of (23).
B Uniqueness for the limiting problem
In this section, we show the uniqueness of the solution of (14). Let us consider two solutions (n 1 , F 1 ) and (n 2 , F 2 ) of (14) with n i ∈ C 0 ([0, T ]; L 2 (I)) ∩ L 2 (0, T ; H 1 (I)).
For the difference, we have
where J(F, n) = v(F )n − D(F )∂ x n. The boundary conditions read
Thus, we are only left with the task of evaluating
+J(F 1 , n 1 − n 2 )(n 1 − n 2 )(−X) − J(F 1 , n 1 − n 2 )(n 1 − n 2 )(X).
Denote by A, B, C, D and E the five terms in the right hand side of (31). Recall that F i belongs to L ∞ , so that the coefficients are lying in a bounded set. Also denote by Λ a Lipschitz constant for the functions v, D, j (e) and W (b,f ) in the range of values of F 1 and F 2 . Let ν > 0 be a parameter to be precised later on. By using the Cauchy-Schwarz and Young inequalities, we can estimate
Next, we have
The Poisson equations yield to (F 1 − F 2 )(t, x) = F −,1 − F −,2 + x −X (n 1 − n 2 )(t, y) dy, which provides the bound
