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1. INTRODUCTION 
We will consider disconjugacy questions for the nth-order linear 
differential operator, L,, given by 
n -I 
L,, y EL”“’ + 5 q(x) y”‘, n > 3, 
i-0 
where the ai, 0 < i < n - 1, are continuous on an interval I. We are 
concerned with k-point disconjugacy implying disconjugacy of L,, on I. 
DWINITIONS. (i) Given 2 < k < n and positive integers m, ,..., mk such 
that C:=, m, = n. a nontrivial solution 4’ of L,, y = 0 is said to have a 
(m, ?.... m,j distribution of zeros on an interval I, provided there are points 
x , . . . . , yk E I with x1 < a.. . < xk. such that y has a zero at each xi of order at 
least m,. 1 < i < k. 
(ii) Given 2 < k < tz and positive integers m,,.... mk such that 
xf=, mj = n, if no nontrivial solution of L, y = 0 has a (m, ) . . . . mJ 
distribution of zeros on I, we say that L, is (m, ,..., mk) disconjugate on f. 
(iii) Given 2 6 k < n. if L, is (m, . . . . . mJ disconjugate on I, for aii 
m, ,.... ink such that Cf=, m, = n. we say that L, is k-point disconjugate on i. 
For several of the results established here, we will take I to be an arbitrary 
interval. However, in relating the results here to those previously proven for 
disconjugacy of L,, I will sometimes be taken as an open or half-open 
interval. 
Of course, if L, is disconjugate on an interval I, then L,, is k-point discorr- 
jugate on I, 2 < k < il. For converse questions, it is well known that if f is 
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open or half-open, then n-point disconjugacy of L,, implies disconjugacy of 
L, on I; see, for example, Coppel ( I], Hartman [2 1, or Sherman 171. In 
1969, Peterson [5] proved that (n - I)-point disconjugacy of L, implies 
disconjugacy of L, on I, where I is open or half-open. Moreover, Sherman 
181 has proven that 2-point disconjugacy implies disconjugacy of L,, on I, 
where / is any type of interval. An extensive bibliography concerning discon- 
jugacy results is given by Ridenhour 161, and Coppel’s [ 1 ] treatise on 
disconjugacy is another excellent reference. Further, Henderson and Jackson 
[3] showed that if I is open and if, for some k: L, is k-point and (k - I)- 
point disconjugate, then L, is h-point disconjugate, 2 < h < k, on I and 
hence coupled with Sherman’s 181 result, L, is disconjugate on 1. (We 
remark here that the result of 13 1 is actually established for nonlinear 
equations, but carries over.) 
In Section 2, we prove that (n - h)-point disconjugacy implies (n - h + l)- 
point disconjugacy, for h = 2, 3. For h > 3. difficulties which arise with the 
method of proof are pointed out. In Section 3, by examining special 
partitions (m, ,..., mk) of n, a partial generalization of the results of Section 2 
is obtained. Due to difficulties which arise with the methods used in Sections 
2 and 3, we then devise new methods in Section 4 by which we prove that 
(n - h)-point disconjugacy implies (11 .- h - I )-point disconjugacy, and then 
disconjugacy, on the open interval (u, b), for h = 4,5. The arguments in 
Section 4 are tedious. 
2. (n - It)-POINT D~SCONJUGACY IMPLIES 
(n - h + I)-POINT DISCONJUGACY, h = 2. 3 
In this section, we extend the method of proof used by Peterson 151 to 
prove that (n - h)-point disconjugacy implies (n -h + l)-point disconjugacy 
for L, on an interval 1, h = 2, 3. By only the slightest modification of the 
proof in (5 J, the following can be proven: 
THEOREM 2.1. Let I he an intercal of the reals. If L,, is (n - I)-point 
disconjugute on I, then L, is n-point discolzjugate on 1. 
We now prove 
THEORIM 2.2. Let I be an interval of the reals. If L,, is (n - 2)-point 
disconjugate on I, then L, is (n - l)-point disconjugate on I: n > 4. 
ProoJ Sherman’s (81 result for 2-point disconjugacy dispenses of the 
case n = 4. Thus. we will assume n > 5. 
Now, let’s suppose that f.,, is not (n - I)-point disconjugate on 1. Then 
there exists a nontrivial solution y of L, y = 0 having some (m, ,...: m, ,) 
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distribution of zeros on 1. where some mr,, = 2 and all other mi = I. Let 
XI < ... < x,,- 1 be points in I such that 
y(q) = 0, 1 <i<n- 1, 
and 
.y’(Xi,)) = 0. 
Since n > 5. within this set of points, there exist .x;,,-~ and .‘c~~-~ or there exisi 
xi,, 2 I and .yjjn ?. Assume the latter cast. By the (n -- 2)-point disconjugacy of 
L,,: there is a unique solution u of the [n -- 2)-point boundary value problem 
for L,J~ = 0 satisfying 
and 
U(Xi) = 0, I < i < n - 1, i #,jo,jo ?- I,j, +- 2. 
U(XjJ = u’(x/J = u”(Xj,J = 0, 
u(+q,;‘.?> = 1. 
11 follows from the (n - 2)-point disconjugacy of L, that u(x) > 0 on 
bi,) , 1 : X.,“? 2 J. Then, by a result from (4, Lemma 1.11 or ( 1, Lemma 11: there 
exists LI E I for which c -y + uzl has a double zero at some t E (-uj,, _. 1 ~ 
xl,, , ?). But L,,L’ = 0 and 
and 
L’(Xi) = 0, 1 < i < n - 1. i Zjo.jo t l.j, $- 2. 
L&J = t:‘(Xi,,) = 0, 
c(t) - z:‘(t) = 0, 
which contradicts the (12 -.- 2).point disconjugacy of L,, on 1. Thus L, is 
(IZ -- I)-point disconjugate on 1. 
Before proving that (n -- 3)-point disconjugacy of L, implies (Ii - 2)-point 
disconjugacy, we establish the following Lemmas. 
bMMA 2.3. Let I be un interval of the reuls. i’ffor some 2 < k < !I --- 1, 
L, is k-point disconjugate on 1: then L, is (m! :..., mk. ,) disconjugate, where 
some mi = m;,, = 1, on I. 
Proof: The proof is almost identical to that of Theorem 2.2 and so WC 
will omit it. 
LEMMA 2.4. Let 2 < k < n be Jixed und let I be an interual of the reals. 
Suppose L, is k-point disconjugate on I. If there is u nonrriuial solution. y. qf 
L,y = 0 hacirzg a (m,,..., mk- ,) distribution of zeros on T, where some 
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mj= 1 and mj+l =2 withj<k(i.e.,j+1<k+l),ormj=2andmJ+,=1 
with j > 1, then there is a nontrivial solution, c, of L, y = 0 having an 
(i 1 . . . . . i,, ,) distribution of zeros on I, where i, = m,, for I < 1 < k + 1, I # j: 
j+1,andij=mi+,5ij+l=mi. 
ProoJ We will consider the first case where y is a nontrivial solution 
having a (m, ,..., m,,.+ r) distribution of zeros at the points xi < 0.. < xk+ , in I, 
with some mj = 1 and mj+, = 2, j + 1 < k + 1. Thus in this case, there exists 
xj+? E 1, such that Y”‘(x~+ 2) = 0, 0 < i & mj+z - 1. Also, Y(Xi) =Y(Xj .I) = 
v’(xj c ,) = 0. We may further assume that y has no zeros between x, and 
xi+l. The k-point disconjugacy implies that y”(xi+ i) # 0, thus let’s assume 
the case y”(xj, ,) > 0. 
Now. given c > 0, let u be the solution of the k-point boundary value 
problem for L, y = 0 satisfying 
and 
u”‘(x,) = 0, O<i<m,- I,1 <l<j- 1, 
u(xJ = 0: 
U’(Xj) = E, 
zP(x 3+ I) = 0 9 O<i<m,,z, 
zP)(x,) = 0, O<i<m,-l,j+3<l<k+l. 
Such a solution exists by the k-point disconjugacy of L,. Moreover, the 
k-point disconjugacy of L, on I implies that solutions of k-point boundary 
value problems for L,, y = 0 depend continuously upon boundary conditions. 
In particular, for E sufficiently small, there exist points xj < 1, < xi., , < tz < 
x,,~ such that u(ti) =y(tJ, i = I, 2. Consequently, 24 -y is a nontrivial 
solution of L,y = 0 having an (i, $..., ik+*) distribution of zeros on 1: where 
i, = m,, 1 <I<j, ii+, ={i-.2= 1, and i,+;=m,,j+2<I<k+ 1. 
Let’s now designate by v the solution of the type of (k + I)-point 
boundary value problem for L,, y = 0 guaranteed by Lemma 2.3 which 
satisfies the boundary conditions 
vCi) (XI) = 0. O<i<m,- 1,1 <Z<j- 1, 
V(Xj) = 1: 
v(t,) = 0, 
di’(,Yi, *) = 0, O<i<mj+2, 
and 
v”‘(x,) = 0, O<i,<m,-l.j+3<I<k+l. 
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Lemma 2.3 implies that v(+y) > 0 on [xi. t, 1, yet u --y vanishes at both X; 
and t,; consequently, there is a nontrivial linear combination z = 
(U --v) + UC, c1 E ‘9: which has a double zero at some 1, E (xi, t,). 
This completes this part of the Lemma, for z satisfies L, y = 0 and also 
satisfies the boundary conditions 
ici)(X,) = 0. O<i<m,- I:1 <l<j- l:andj+2<i<k t 1: 
z(tJ = z’(l,) = 0. 
and 
z(t2) = 0. 
For the other case stated in the Lemma where m, = 2 and m, ! I = 1 with 
j > 1. the argument is similar. This completes the proof. 
Remark. If in the previous Lemma, rn, = 2: mZ == 1 or mk = I, mkT i == 2, 
then the techniques of proof concerning continuous dependence are no longer 
applicable if I is a closed interval and x, is the left endpoint (in the former 
case) or xk-, is the right endpoint (in the latter case). Yet we can prove in a 
manner similar to Lemma 2.4, 
LEMMA 2.5. Let 2 < k < n be given and suppose that L, is k-poi?rt 
disconjugate on the open interval I = (a, b). Then there i,y a noniriciai 
solution (?/‘L,y = 0 hating a (m, ).... m,, ,) distribution qf zeros on I, where 
some ml :T 1 and mj-, = 2, if and only if there is a nontrivia: solution q/ 
L,J = 0 hating an (i I . . . . . i,- ,) distribution of zeros on I. where i, = m,:br 
!‘I 1 . . . . . . j-- I,j+ 2 . . . . . k-t- I. and ij=mj+,=2 and i,_,=mi= 1. 
THEOREM 2.6. Let I be an interval of the reais. If L, is (II -- 3)-point 
discorljugate on 1. then L, is (n - 2)-point disconjugate on 1: n > 5. 
Proof. As before, the validity when II = 5 has been established through 
Sherman”s 181 result. Thus: we shall assume here that n > 6. With this being 
the case. we observe that if 4’ is a solution of L,J = 0 having a (m, ,..., m,-,) 
distribution of zeros on 1, then either 
(i) there exists 1 <j,< n - 2 such that mjo= 3 and m,= I, for 
I <j < n -- 2: j f jO, or 
(ii) there exist 1 <j, <.j, ,< n - 2 such that mill = ml, = 2 and mj = !, 
for 1 <.j<lr-2,j#j0.j,. 
In case (i), it follows that some m, = rn!: I = 1: and Lemma 2.3 then 
implies that y .% 0. 
In case (ii), there are two further subcases: 
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(ii.1) j, = 1 andj, = n - 2; i.e., m, = m,,-, = 2, or 
(ii.2) .iO # 1 orj, # n - 2; i.e., m, # 2 or m,-, # 2. 
In (ii. 1): it must again be the case that some m, = m,, , = 1 (recall n > h), 
and hence Lemma 2.3 implies y = 0. On the other hand, if the solution 1’ is 
nontrivial with a distribution of zeros as in (ii.2), then applying Lemma 2.4, 
there exists a nontrivial solution of L, y = 0 having an (i, ,...) irre2) 
distribution of zeros on I where some i, = i,, , = I, which in turn contradicts 
Lemma 2.3. Hence there can be no nontrivial solution for (ii.2) either. The 
Theorem is proven. 
Now, the techniques employed in the proofs of the above Lemmas and 
Theorems do not appear to carry over in establishing (n - h)-point discon- 
jugacy implies (n - h + l)-point disconjugacy of L,, on an interval I, when 
h > 3. For example, even in the case IZ = 7, if one assumes 3-point discon- 
jugacy (n - 4 = 3), then difficulties arise in showing 4-point disconjugacy 
when dealing with solutions having (2, 2, 2, 1) or (2, 1, 3, 1) distributions of 
zeros (or certain permutations of such distributions). The method used here 
does allow us to generalize to some extent upon closer analysis of some 
partitions of 12. We will do that in the next section. We conclude this section 
with a Theorem which follows from what has been proven here and from 
results cited in the Introduction. 
THEOREM 2.7. Let I be an open or haljlopen subinterval of the reals. Let 
k E {n - 3, n - 2, n - 1. n) be given. If L,, is k-point disconjugate on 1. then 
L, is disconjugate on I. 
3; k-POINT AND (k + I)-POINT DISCONJUGACY 
In this section we consider more general partitions of n for which we may 
apply Lemmas 2.3 and 2.4 in establishing k-point disconjugacy implies 
(k + I)-point disconjugacy of L,. In order that this paper be self-contained. 
we will include the proof of the following Lemma. 
LEMMA 3.1. Let k be an integer such that [(n + I)/21 <k< n - 1 
(where [.] denotes the integral part of or greatest integer fimction). Then 
given a finite sequence of positive integers (m, ,.... mk ,) partitioning n, either 
(a) there exists a subsequence (mi, mi.l ,) such that m, = mi+l = 1: or 
(b) there e,uists a subsequence (m,, m,.,. , ,..., mi) such that m, = mj = 1 
andmi+,=...=m,i-,=2. 
ProoJ In the partition (m, ,..., mk+, ), let p be the number of mi’s greater 
than or equal to three, q be the number of mi’s equal to two, and r be the 
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number of rnts equal to one. Note that if r-p > 2 and 4 = 0, then (a) holds 
(this holds for any size tuple). Now assume r-p > 2 and 4 > 0. By the 
above statement with q = 0, we get that the sequence (m, ,..., mk+ i), with the 
twos removed. must have two successive ones. Reinserting the twos: we see 
that either (a) or (b) holds. Hence, it suffices to show that r -p > 2. From 
the definitions of p, q; and I’ we have that 
3p + 2q -t Y < n, 
p+q+r=k+l. 
Solving for r---p and using [i(n + I)/21 < k, we obtain the desired result, 
r--ph2k+2--n>2. 
THEOKEM 3.2. Let [(n + 1)/2! < k < n - I be gicen and let J be un 
inten:al of the reals. If L,, is k-point disconjugate on I, then L, is (k $ 1) 
point disconjugate on I. 
ProoJ Let J be a solution of 1-,~ = 0 having some (m, ,..., rnk,. ,) 
distribution of zeros on 1. If 1’ is a nontrivial solution, in view of what was 
proven in Lemma 3.1: we can apply Lemma 2.4 a finite number of times [ii 
necessary) and obtain a nontrivial solution, z. of L,,J = 0 having some 
(i, :..., i,, 1 ) distribution of zeros on I? where some ij := ii ,. I = 1. However, 
this is a contradiction to Lemma 2.3; consequently, J! = 0 on I. Since 
t*z 1 ,***, mk , 1) was an arbitrary partition of n. it follows that L,, is (k -+ I)- 
point disconjugate on 1. 
Theorem 2.7 can be generalized as follows: 
THEOREM 3.3. Let I be an open or half-open subintercal of the reals and 
let [(n i- I)/21 < k < n be gicen. UL,, is k-point disconjugate on J. then L,, is 
disconjugale on I. 
4. SOME FUWHER RESULTS WIIEN I= (a. bj 
In this section we assume that I= (a, b). We shall apply the results of 
Sections 2 and 3 and the continuous dependence of solutions on ccrtaiil 
boundary conditions in showing that (n - h)-point disconjugacy implies 
disconjugacy of L,, on I = (a: b), for h = 4 or 5. 
THEOREM 4.1. Assume that L, is (n -4)-point disconjugate on (a, bj, 
n > 6. Then L, is disconjugate on (a, b). 
ProoJ The result has been established, except for the case n = 7. Tlws 
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for L,, we shall assume 3-point disconjugacy on (a, 6). As stated in 
Section 2, difficulties arise in considering, for example, the (2: 2, 2, 1) 
partition of 7. We shall show instead that Li is 2-point disconjugate, hence 
disconjugate on (a, 6) by Sherman’s [8 ) resuit. 
We show that no nontrivial solution of L, y = 0 has a (6: 1). (5, 2), (4, 3), 
(3,4): (2,5): or (1.6) distribution of zeros on (a, b). It suffices to consider 
the first three cases. 
(6, 1): Let’s assume there is a nontrivial solution, y, of L,y = 0 and 
points a < x1 < x2 < b such that y”‘(x,) =L.(x*) = 0, 0 < i < 5. Since 
solutions of initial value problems for L, y = 0 are unique: we may assume 
that yC6’(x,) > 0. Moreover, x2 is the only point to the right of x1 where J: 
vanishes. Let .‘c, < t < x2 be fixed. Then, given c > 0: let u be the solution of 
the 3-point problem for L, y = 0 satisfying 
and 
di)(x,) = 0, i = 0. 1.2, 3. 
zP(x,) = E: 
u(t) = 8, 
21(x2) = 0. 
The 3-point disconjugacy of L, implies solutions of the above problem 
depend continuously upon boundary conditions; hence: for E sufficiently 
small, there exist points u < t, < x, < t, < t such that u(t,) =y(li), i = 1, 2. 
Yet this implies that u -y is a nontrivial solution of L, y = 0 having a 
(1.4, 1, 1) distribution of zeros; a contradiction to Lemma 2.3. 
(5,2): Assume now that the solution J and points a < X, < x2 < b are 
such that Y’~‘(x,) = 0, i = 0, 1, 2, 3, 4. and I”’ = 0, i = 0: 1. Assume 
JJ”(x,) > 0. Then J(X) > 0 on (x, ,x2). Let t E (x,, x2) be fixed. There are 
two further subcases. 
First, consider the situation where y does not change sign at x = .x2. Then, 
given E > 0, let u be the solution of the 3-point problem satisfying 
zP(x,) = 0. i = 0, 1, 2, 3, 4: 
u(t) = &, 
and 
24(x2) = c. 
Again, by continuous dependence, for E sufficiently small, u --y is a 
nontrivial solution having a (5, 1, 1) distribution of zeros on (a, 6): a 
contradiction to 3-point disconjugacy. 
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The other case here is when J’ changes sign at x = x2. For this subcase. 
given e > 0, let u be the solution satisfying the j-point problem 
and 
zP(x,) = 0, i = 0, 1, 2: 3% 
U(f) = 6: 
U(X?) = 0: 
u’(x2) = --E. 
For E small, u -y contradicts the (4, 1, 1. !) disconjugacy of L, on (u, b). 
This resolves the (5. 2) consideration. 
(4. 3): This partition can be taken care of by considering only one 
case. Suppose now that a < x, < x2 < h and y are such that J”‘(x,) = O> 
i = 0, 1. 2. 3. and J”‘(x~) = 0: i = 0, 1: 2. Again, suppose J’~‘(x,) > 0 and let 
f E (x1. x2j be fixed. Given c > 0, let u be the solution of L,jt = 0 satisfying 
the 3-point problem 
U(‘)(Xi) = 0. i=O. 1. 
u”(S,) = E. 
u(r) = I-;, 
and 
di)(.Yy?) = 0. i=o, I:2. 
Then. for E small: u -J’ is a nontrivial solution having a (1, 2. i. 3) 
distribution of zeros which leads to a contradiction of Lemma 2.3 after 
applying Lemma 2.4. The proof is complete. 
By examining specific partitions for some values of n: we can prove in a 
similar way 
THEOREM 4.2. Assume thut L,, is (n - 5)-point disconjugute on (a, h!. 
n > 1. Then L, is discoqjugate on (a. 1)). 
Remarks concerning the prooj: The result has been proven except for 
n = 8. 9. In each case. n = 8 or 9, difficulties (as in Theorem 4.1) arise when 
one considers partitions of n into (n -- 4) components. By examining specific 
partitions of n = 8 or 9, we can show though that L, and L, are (n -- 6). 
pain: disconjugate on (a, b). The tediousness of the argument (especia!l! 
when n = 9). is suggested by the two subcases considered in the middle of 
the proof of Theorem 4.1. Once it is shown that L, and L, are (n - 6)-point 
disconjugate on (a. b), then when II = 8, Sherman’s result for 2-point discoil- 
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jugacy yields the conclusion of the Theorem: and when n = 9, the result of 
Henderson and Jackson [3], cited in the Introduction, implies L, is 2-point 
disconjugate on (a, b) and hence also disconjugate. 
As final remarks, one can see upon examining cases corresponding to 
those of Theorems 4.1 and 4.2 that the arguments for (n - h)-point discon- 
jugacy implying disconjugacy of L, on (a, b) do not readily extend for h > 6. 
However, the conjecture “Given 2 < k < n, k-point disconjugacy implies 
disconjugacy of L, on a suitable interval (open or half-open)” appears to be 
true. 
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