Here, we study the ultimately bounded stability of network of mismatched systems using Lyapunov direct method. The upper bound on the error of oscillators from the center of the neighborhood is derived. Then the performance of an adaptive compensation via decentralized control is analyzed. Finally, the analytical results for a network of globally connected Lorenz oscillators are verified.
I. INTRODUCTION
The study of collective behavior of connected systems has drawn significant amount of attention in variety of disciplines spanning from theoretical sciences to engineering. As the study found more applications in smart grids, biological systems, etc. more scientists put effort to understand and solve the related problems in such systems [1] - [15] . Synchronization of these networked systems as one manifestation of such collective behavior was first introduced by Wiener [1] . Pursued by Winfree in his pioneering work [2] , the problem of synchronization of network of identical system was recognized as relevant in many fields of research [1] - [4] . More recently, the introduction of the framework of master stability function by Pecora and Carroll [5] , made it possible to separate the topological impact of the network from the dynamical properties of individual nodes on synchronizability of the networked systems [5] [6] .
Following the idea of master stability function, most of the researches have been concentrated on linking the topological properties such as minimum, maximum and average node degrees, to the synchronizability of these networks [6] - [9] .
Since the introduction of small-worlds by Watts and Strogatz and their relations to real world networks, most of researchers turned their attentions to study the synchronizability in small world and scale-free networks [4] , [14] , [15] . Due to efficiency of dynamical flow, i.e., information flow, it has been shown that the synchronization in small-world are much easier to achieve compared to regular networks [3] , [7] , [16] . In [17] , it has been shown that the synchronizability criteria of networks improves in homogeneous networks in contrast to heterogeneous ones.
As experimental studies have shown, similar to the network of identical systems, the network of semi-similar systems also exhibits certain collective behaviors [18] - [22] . The semisimilarity in these studies implies identical structure for systems while the parameters of the systems in the network can slightly from the other systems [18] - [22] . In [18] , it is reported that if in the network of semi-similar systems, if the parameters of couplings and isolated systems are slightly different, the states of all the system although cannot be absolutely equal, they can approach to a close vicinity of each other as the states evolve. The results of this work have been provided mostly on experimental merit. Following [18] and similar experimental works, a sensitivity analysis for mismatch systems and concept of ε-synchronization have been given in [19] - [21] . In [19] , by assuming the parameter mismatch only in isolated systems, an approximate master stability function for the radius of the neighborhood which the trajectories in the network converges has been calculated. The results in [19] are generalized by [20] by introducing mismatches in the inner coupling as well as weights of the connections. In [21] , a new master stability function is given by including higher terms in Taylor series of states around the average trajectories of the network. Additionally, coupling optimization to achieve "best synchronization properties have been given [21] . The results of previous work are generalized in [22] for weighted directed systems where it has shown that the center of the neighborhood for the trajectories is the weighted average of trajectories where the weights belong to left null space of the Laplacian matrix of the network. For symmetric networks, this weighted average reduces to simple average as assumed by [18] - [21] . Also probability of ε-stability is used as a measure to study the phase transition of the network from desynchronization to ε-synchronization [22] .
In this paper, first, we investigate the problem of near synchronization in the symmetric network of mismatched systems. By using Lyapunov direct method, we calculate an upper bound on the error of trajectories from the center trajectory, where the network converge in finite time. The stated conditions on the existence of the bounded neighborhood as well as its stability are sufficient. Note that the bounds given in [19] - [22] are asymptotic bounds. Then, we choose a decentralized control to estimate and compensate for the mismatch parameters. It is shown that if each system in network has a compensator, the network will achieve absolute synchrony. Next, we choose a network of Lorenz oscillators with parameter mismatches to numerically verify our analytical results.
A. Notations and Symbols
The set of real n-vectors is denoted by R n and the set of real m × n matrices is denoted by R m×n . We refer to the set of non-negative real numbers by R + . Matrices and vectors are denoted by capital and lower-case bold letters, respectively. Identity matrix is shown by I. The Euclidean (L 2 ) vector norm is represented by · . When applied to a matrix, · denotes the L 2 induced matrix norm, A = λ max (A T A). Symmetric part of matrix, A, is denoted as
II. SYSTEM MODEL
Let the dynamics of networked systems is given as ∀i
describes the dynamics of the nominal system, and u i is the input vector. Furthermore, H is inner coupling matrix and the adjacency matrix of the network is A = [a ij ]. a ij ∈ R is the weight of the connection from node j to node i. There is no connection if a ij = 0. We also assume undirected connections, i.e., a ij = a ji .
Consider the nominal dynamics of each system, i, to be described byẋ
i , Note that G(x i )δγ i represents the uncertainty in the dynamics of system i. More precisely, δγ i ∈ P is the uncertainty vectors of system i and the uncertainty is limited to the set P with dimension |P| = m and uncertainty effects the individual system according to function G : R n → R n×m . Furthermore, j a ij H(x i − x j ) ensures that the dynamics of systems i and j are coupled if nodes i and j are connected.
L is a zero-sum-row matrix known as Laplacian/gradient matrix of the network and it is positive semidefinite. With this definition, (1) can be rewritten aṡ
x i (t 0 ) = x 0 i . The goal of this paper is to 1) investigate the stability properties of this network of nonlinear systems (in the absence of any input), and 2) to design and analyze the deviation from an average trajectory under a set of pinning controllers to guarantee absolute synchronization. As it is known that the network mismatched system cannot be absolutely synchronized, hence, the synchronization for these systems reduces to neighborhood synchronization, where the network trajectories will converge to a certain vicinity of each other and continue to stay there [19] - [22] . To analyze this type of synchronization, the objective is to find the center and the radius of that neighborhood. In [22] , it has been shown that this center for undirected networks is simple average of all the trajectories. More precisely, define the error from the average trajectory,
we haveė
In the remainder of the paper, we assume the followings hold Assumption 1. The network is undirected and strongly connected.
The connectivity of the network implies that the Laplacian matrix in (3), has only one zero eigenvalue [23] . The undirectedness of the network implies the Laplacian is symmetric, hence all its eigenvalues, µ i , are non-negative real numbers. Assumption 2. There exists a positive semidefinite matrix F such that following inequality holds
for all (x,s) ∈ Ω × Ω.
Note that this assumption is not very restrictive: If all the elements of the Jacobian of f(x) with respect to state vector, x, is bounded, there always exists positive semidefinite matrix F such that assumption (7) holds [12] . This assumption is closely related to QUAD condition as discussed in [24] . Unlike QUAD condition, here F is not necessarily diagonal.
Assumption 3. There exists a symmetric positive semidefinite matrix Γ and vector ∆γ such that following inequality holds
for all (x, δγ) ∈ Ω × P.
Here are some Lemma which we will use in rest of the paper. 
where k i and c i are positive constants. Then all solutions oḟ (7) and it is uniform in t.
where k i and c i are positive constants. Then there exists t 1 > t 0 such that
III. ANALYTICAL RESULTS In this section, first we derive the sufficient conditions on bounded stability of parameter mismatched networked systems. Then, using decentralized control, the mismatched parameters are compensated and network is driven to a reference signal, which can be a nominal or desired trajectory for the network to take.
A. Boundedness Of The Synchronization Error
In this section, we will show that the network error of (6) from the nominal invariant manifold of the network is ultimately bounded. Additionally, we will derive an upper bound on the norm of that error. 
where λ = maximize λ subject to: F − µ i H (s) + λI n ≺ 0, ∀µ i = 0
Proof: see appendix A. Remark 1. The existence of positive λ > 0 that satisfies (12) is the sufficient condition on existence and convergence to the bound in (13) . Additionally, according to Lemma 2, the network reaches the bound (13) in finite time.
As oppose to previous results reported in [18] - [22] , our approach guarantees convergence in finite time. Moreover, although conservative, the approach taken here does not require calculation of transition matrix of the network error to derive the conditions on the stability as well as the bound on the error, hence rendering the stability analysis of the networked systems much simpler.
B. Estimation of constant uncertainty
In this part, we employ decentralized control to stabilize the network and compensate for the uncertainties of the network.
Let sbe the reference signal
In following theorem, we will assume that all the nodes have compensators, and the inputs are chosen as
The first term in (15) is a common feedback control used in pinning control of identical networked systems [10] - [13] . The second term in conjunction with (16) estimates and compensates for the parameter mismatches of isolated systems. The details of choosing the estimator will be given in the proof of following theorem.
Theorem 2. Let Assumptions 1-3 hold. Then the network in (4) with input selected as (15) , asymptotically uniformly converges to the reference signal, if the uncertainty vectors, γ i are constant and there exists positive constants, k i > 0, and matrix C = diag([c 1 , · · · , c N ]), c i ≥ 0 for all i such that
Proof: see appendix B.
Remark 2. This theorem states that as the mismatched parameters of each isolated system is compensated by (16) , the problem of pinning the network to the reference trajectory (14) is reduced to the well-known pinning problem.
There are several methods to choose the matrix C to achieve synchronization. Some of these methods are given in [10] - [12] .
IV. NUMERICAL EXAMPLE
For the example we choose Lorenz system defined aṡ where
= − e 2 e 3 s 1 − e 1 e 2 x 3 + e 2 e 3 s 1 + e 1 e 3 x 2 = − e 1 e 2 x 3 + e 1 e 3 x 2 ≤ |x 3 | 2 (e 2 1 /α + αe 2 2 ) +
Now if |x 1 |, |s 1 | ≤ k 1 , |x 2 |, |s 2 | ≤ k 2 , |x 3 |, |s 3 | ≤ k 3 , we have
With simulation we found that k 1 = 20, k 2 = 25, k 3 = 50, minimizing the maximum real part of eigenvalue of F results in α = 0.957 and β = 3.091.
Substituting the values, the matrices F and Γ, in Assumption 2 and 3 are 1 shows the simulated error of networked system from its average trajectory. As it can be seen the error from the average trajectory reaches the bound in (13) in finite time as expected from Lemma 2 and Theorem 1.
In the rest, we set controller's gains c i = 1 and k i = 10 for all i. The norm of sample total error for the networked system, ∥e ∥ ∥e 1∥ ∥e 2∥ Fig. 2 : Norm of total error in case all the nodes are compensated/pinned, (15) and (17). e , using (15) and estimator (16) is given in Fig. 2 . As it can be seen, predicted by Theorem 2, the synchronization error from the reference signal damps out. Fig. 3 gives the estimated parameters by (16) . The convergence of the estimated parameters can be observed from Fig. 3(a) -(c). The norm of overall controller gains, c i H + k i G(x i )G T (x i ) , for a sample system is plotted in Fig. 3(d) .
V. CONCLUSION
Here, we have studied the ultimately bounded stability of network of mismatched systems using Lyapunov direct method. A bound on the error from the average trajectory of the networked system has been derived where the network would achieve that bound in finite time. Then, an adaptive approach control with decentralized structure has been proposed. It has been shown that the compensated network achieves absolute synchrony in presence of parameter uncertainty.
APPENDIX A PROOF OF THEOREM 1
Proof: Before proceeding to prove the theorem we need following Proposition 1. Let x and y to be any arbitrary vectors and K to be a positive definite matrix and P a matrix of proper dimensions. Then Let V (e) = 1/2e T e = 1/2 N i=1 e T i e i , then,
Since the N i,j=1 (x i − x j ) = 0, the first sum, referred to as V 1 , can be rewritten as
where inequality (a) is from Assumption 2 and
Using Lemma 1 and Assumption 3,
where β is an arbitrary positive constant. Therefore,
Since R N and L are both symmetric and Laplacian, they commute, i.e., LR N = R N L, hence by Lemma 3 there exists a unitary matrix, Q, such that R N and L are jointly diagonalizable
where J R = diag([0, N, · · · , N ]). Define
As any Laplacian matrix of a connected network has one eigenvalue zero, J We know that If (17) holds, then using Lemma 1, we conclude that e uniformly goes to zero, e → 0, and γ i 's are bounded.
