Abstract. Given two compact disjoint subsets E1, E2 of the complex plane, the third problem of Zolotarev concerns estimates for the ratio suplr(z)l/ inf lr(z)I, :eEI :eEl where r is a rational function of degree n. We consider, more generally, the infimum Zmn of such ratios taken over the class of all rational functions r with numerator degree m and denominator degree n. For any "ray sequence" of integers (m, n); that is, m/n -+ A, m + n -+ 00, we show that z~m+n) approaches a limit L(l) that can be described in terms of the solution to a certain minimum energy problem with respect to the logarithmic potential. For example, we prove that L(l) = exp( -F(f», where f = l/(l + 1) and F(f) is a concave function on [0, 1] and we give a formula for F(f) in terms of the equilibrium measures for E! u E! and the condenser (E! ' E!), where E!, E! are suitable subsets of E I' E2. Of particular interest is the choice for l that yields the smallest value for L(l). In the case when E1, E2 are real intervals, we provide for this purpose a simple algorithm for directly computing F(f) and for the determination of near optimal rational functions r nIn' Furthermore, we discuss applications of our results to the approximation of the characteristic function and to the generalized alternating direction iteration method for solving Sylvester's equation.
Introduction
Let E1, Ez be disjoint closed sets (of positive logarithmic capacity) in the extended complex plane C. Given a pair (m, n) of nonnegative integers we denote by Rmn the class of all rational functions r = pjq, where p E Pm' q E P n are polynomials of degrees at most m, n, respectively. We set SuPzeE\Ir(z)1 infzeE21r(z)j 2m" = Zmn(E1, E2):= inf reRm.
(1.1) If E1 (resp. E2) is unbounded, we require m $: n (resp. m ~ n). We call Zmn(E1, E2) the (m, n)th Zolotarev number for E1, E2. Obviously, (1.2) Zm/l(E1, E2) = Z/lm(E2, E1).
The case m = n is classical. It was first considered by E. Zolotarev and was settled completely by A. A. Gonchar, who showed in [Go] It is not hard to show that both the limits in (1.6), (1.7) are larger than the limit in (1.3). However, it is more natural to compare them with limn-.oo Z;~2n rather than with limn-. 00 z~~n. This is because the class Rnn depends on 2n + 1 free parameters while the classes RnO and ROn each depend on n + 1 parameters. In this paper we consider, more generally, ray sequences of integers (m,n) such that m/n -+-J., m + n -+-(:(), and we prove (see Theorem 6.1) that (1.8) lim z~«:+n) = exp ( -F('t"», m/n-A 237 where -r = J./(J. + 1) and F(-r) is a quantity that arises in the solution to the minimum energy problem (with respect to the logarithmic potential) for placing a positive charge of amount -r on E 1 and a negative charge of amount 1 --r on E2. (This electrostatics problem is discussed in Section 3.) We prove in Theorem 3.2 that F(-r) is a positive concave function on (0, 1) and provide in Corollary 4.2 a simple formula for F(-r) in terms of the equilibrium measure for the conductor E1 u E! and the equilibrium measure for the condenser (E1, E!), where E1, E! are suitable subsets of E1, E2, respectively.
In Section 5 we provide two simple examples for which F(-r) can be explicitly obtained. For general configurations, we describe in Section 7 three numerical methods for determining rational functions r mn(z) that satisfy {sUP I r '}1/ <m+n> (1.9) lim .EI mn = exp ( -F(-r) ).
m/n-+). mfE21 rmn I m+n-+CXJ .
Thereby we obtain approximations for F('r). These numerical techniques are generalizations of methods due to Fekete, Fejer, Walsh, and Bagby. In the important case when E1, E2 are intervals of the real axis, we provide in Section 8 a simple direct algorithm for computing F('r) that involves elliptic integrals. Thus the optimal value of J., i.e., the value for which the right-hand side of (1.8) is least, can easily be determined as illustrated in Example 8.? Furthermore, we give explicit formulas for the zeros and poles of rational functions r mn that satisfy (1.9).
Finally, in Section 9, we provide two applications of our results. The first concerns the rate of best uniform approximation to the signum function by ray sequences r m,n' where m/n -+ J., o < J. ~ 1. The second application deals with the choice of optimal parameters in the generalized alternating direction iteration (ADI) method for solving Sylvester's equation
where A, B, C are given matrices.
Potential Theoretic Preliminaries
Given a signed Borel measure p. on C, its logarithmic energy is defined by (2.1) I(p.):= If log -~ dp.(z) dp.(t), Iz -tl and its logarithmic potential is given by 1 Ull.(z):= log dJl(t).
Iz -tl
Let EI, Ez be disjoint compact subsets ofC, both of positive logarithmic capacity, and let ml, mz be given positive numbers. We denote by .,I{ = .,I{(EI' Ez, ml, mz) the set of all signed measures J.L = J.LI -J.Lz, where, for i = 1, 2, J.Li is a positive Borel measure on Ei of total mass II J.Li II = mi. For the function (which we regard as an "external field") 1 Q(z):= a log j-;"-=~'
assume that one of the following conditions holds:
(i) a = 0, (ii) a> 0, ceE1, (iii) a < 0, c e E2, and consider the minimal energy problem
The following theorems are special cases of results proved by Saff and Totik CST] for a class of" admissible" weight functions of the form exp( -Q).
Theorem 2.1. Let E1, E2, ..,It, ~ and Q be as above. Then:
There is a unique J1* = J11 -J1! E..,II such that v = !(J.l*) + 2 Q dJ1* (c) ,u* has finite logarithmic energy and both Q and UIL* are bounded on the support of ,u*. Hence, UIL* is bounded on compact subsets ofC.
where q.e. (quasi-everywhere) means neglecting sets of zero logarithmic capacity.
Furthermore, Q dJ1*. v= mlF 1 + m2F2 + Theorem 2.2. Let 0" = 0" 1 -0"2 be any signed measure that satisfies 110" ill = mi, i = 1, 2, and such that not every point of the complement of E 1 U E2 belongs to
with equality for 0' = ,u* (cf Theorem 2.1).
Here and throughout "inf' neglecting sets of zero capacity.
and "sup" means, respectively, the inf and sup .
Remark. In Theorem 2.2 we do not require that supp(aJ c Ei, i = 1, 2. We also note that while Theorem 2.2 is proved in EST] for mI = m2 = 1, exactly the same proof applies for any mI, m2.
Theorem 2.3. Suppose that 0" = 0"1 -0"2 E.A has finite energy and that
q.e. on supp(O" 1) zeEI and ua(z) + Q(z)
q.e. on supp(U 2)' J1* (and, of course, Fi
Then 0" Fjfor = 1,2).
Theorem 2.4. Assume additionally that E1, E2 are regular; that is, every component afthe complement of El U E2 is regular with respect to the Dirichlet problem. Then U/l* is continuous in C and relations (2.6), (2.8) hold everywhere on the corresponding sets. Consequently,
everywhere on supp(Ji!), everywhere on Supp(Ji!).
(2.11)
Remark. In view of our special form of Q, Theorem 2.4 follows immediately from Theorems VIII.2.1 and 1.5.1 in [ST] .
The Energy Problem
Let E1, E2 be closed (not necessarily bounded) subsets of C that are a positive distance apart (on the Riemann sphere) and assume that both sets have positive logarithmic capacity. Given 0 < 't < 1, let .AT denote the set of all signed measures /1 = /11 -/12' where /1i ~ 0, supp(/1J C Ei, i = 1,2, and 11/1111 = 't, 11/1211 = 1 -'to Set (3.1) ~:= inf 1(/1),
where [(II) is defined in (2.1).
For this extremal problem, we first describe analogues of the results of Section 2.
Theorem 3.1. Let £1' £2' .AT, and ~ be as above, and assume that one of the following conditions holds:
(a) E1 and E2 are bounded.
(b) E1 is unbounded and 1: $: 1. (c) E2 is unbounded and 1: ~ 1.
Then the conclusions of Theorems 2.1-2.4 hold with Q == O. In particular, there is a unique measure J.l* = J.l*(-r)E..Itt satisfying V; = I(J.L*) and constants F 1 = F 1 (-r), F 2 = F 2(-r) exist such that (3.2) VII. ~ F 1 on Supp(J.lt), VII. ~ F 1 q.e. on E1, q.e. on supp(.u!),
q.e. on Supp(Jl!).
Furthermore,for any signed measure 0" = 0"1 -0"2 with 110"111 = 't, 110"211 = 1 -'t, and such that not every point of the complement ofEl u E2 belongs to suPP(O"),
holds. Moreover, for cases (b) and (c), supp(Jl*) is compact unless 't" =!.
Proof. Case (a) requires no proof. Also, since cases (b) and (c) are symmetric, we consider only (b). Pick c I/:El U E2. Then the mapping z -c = (, -C)-1 transforms E1 u {oo} and E2 into di'sjoint compact sets E1, E2, where C EEl. The measures ,ul, ,u2 are transformed in a natural way into measures jil' ji2 on E1, E2, respectively. Furthermore, the energy integral I(,u) becomes
where Notice that since 0 <"-r .$ !, Q satisfies condition (i) or (ii) of Section 2. Thus, by Theorem 2.1, a unique extremal (equilibrium) measure ji* exists for the transformed problem, and so its corresponding measure J.L* in the z-plane satisfies ~ = 1(J.L*).
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Next observe, from Theorem 2.1(c), that Q(O is bounded on supp(ji*). Thus, if 0 < T < !, we have ji*(B) = 0 for some neighborhood B of c, which means that J1* has compact support in this case. We also note that the potential U/l*(z) is transformed to 109(I' -clls -cl
,,-sl and we observe that Uji*(c) is finite (if c It supp(ji*) this is obvious; if c E supp(ji*), then we appeal to Theorem 2. 1 (c)). Since Uji* is bounded on compact subsets of the z-plane, we see from (3.5) that the right-hand side of (3.5) is bounded on compact subsets of C\{c}. This means that the corresponding UP;*(z) is bounded on the compact subsets of the z-plane. Furthermore, by Theorem 2.1(d) we have, for example, Uil*(C) + Q(C) ~ P 1 on supp(jif), which means that .-
We have thus shown that there is a unique j.l* E.Rt for which ~ = I(j.l*), and j.l* has compact support unless -r = ! and one of the sets E1 or E2 is unbounded. Moreover, its potential VII. satisfies (3.2) and (3.3) for suitable constants F 1 = F 1 (-r), F 2 = F 2(-r). The assertion of (3.4) and the analogues of Theorems 2.3 and 2.4 also follow immediately from the properties of the transformed problem. .
Remark. in (3.1).
If, say, E1 is unbounded and 't" > i, then it is easy to see that ~ = -00
With F 1 = F 1 (-r), F 2 = F 2(-r) denoting the constants in (3.2) and (3.3), we define
We also define F for 't = 0 (when E2 is bounded) and for 't = 1 (when E1 is bounded), which are classical cases. For 't = 1,...It! is the set of probability measures on E 1 and the corresponding equilibrium potential is given by U/l$(z} = log Proof. Let 'Cl' 'C2 belong to the domain of F and let
With J1*('C 1), J1*('C2) denoting the corresponding equilibrium measures, we define a signed measure J1 by (3.13)
Jl:= !XJl*('tl) + (1 -!X)Jl*('t2).
Clearly, Jl E.AT and so, by (3.4), (3.14)
F(-r) ~ "inf' UP -"sup" UP E( E2 Applying (3.2) and (3.3) we obtain
and similarly (3.16)
£2
Thus F('t) ~ tXF('tl) + (1 -tX)F 2('t2), which proves that F is concave. One consequence of concavity is the fact that F('t) cannot be less than the smaller of its values at the endpoints of its interval of definition. Clearly, (3.17)
gD..,(EI)(Z; 00) zeE2 are nonnegative (provided £2 (resp. BJ is bounded). In case one of the sets £1' £2 is unbounded, we note further that tor 't = 1, which corresponds to the classical condenser problem, we have FG) > 0 (see Section 4). Hence F ~ O. Now suppose that Jl*('t1)' Jl*('t2) have the same support. Then with Jl =.u1 -Jl2 as in (3.13) we have equality in (3.15) and
Likewise, equality holds in (3.16) and
q.e. on SUPP(Jl2)'
Thus by Theorem 2.3, we get J.L = f*(-r) and equality holds in (3.14); that IS, I.
Hence F is linear on ['tl' 'tJ. I The concavity of F implies, of cours~, that F is continuous, except, perhaps, at the endpoints of its interval of definition. So it remains to prove that continuity also holds at the endpoints. For this purpose we apply two simple lemmas. belongs to .it~n. Thus, by the extremal property of ,u*('tn)' we get . = l(J1*(tn)) :S 1(J1) = l~*(t)) + 0 (1) n -..00, as which yields (3.18). ! If't" = 1 (so that E1 is bounded), we rtplace (3.19) by
where 0" is, say, the equilibrium measure Ifor the set E2 ("'I {z: Izi ~ R} with R large and fixed. Then we again deduce (3.18). I~ a similar fashion, we can also deal with the case 't" = O.
I . n -+-00.
as Proof. Assume first that both E1 and E2 are compact. Let 11 be any weak-star limit of the sequence {11*(Tn)}. Then 11 = 111 -112 E ..It~. On taking a subsequence, if necessary, we may suppose that 11*(Tn) -+ 11 as n -+ 00. Then we have
on E 1 n-oo and, by the lower envelope theorem (see Theorem 3.8 of [LJ), Since J.l has finite energy, we deduce from (3.26), (3.28), (3.27), (3.29), and Theorem 2.3 that J.l = J.l*(-r), and we also have
The case 't" = 0 is similar.
Finally, if £1 or £2 is unbounded, then on applying the transformation z -c = (, -C)-1 as in the proof of Theorem 3.1 and arguing as above we again obtain J.l = J.l*('t") as well as (3.30) and (3.31).
.
We can now complete the proof of Theorem 3.2 by showing that F is continuous at the endpoints of its interval of definition. For this purpose we use the representation~ = 't"F1('t") + (1-'t")F2('t"), which follows from (2.9), (3.8), and (3.12). Suppose first that!n -+ 1. By Lemma 3.3 we have
n-oo where, in the last equality, we used the fact that F is bounded since it is nonnegative and concave. It follows from (3.33) that the sequence {F 1 ('t"n)} is bounded from above. By (3.31), it is also bounded from below. Thus
Together with (3.31) this gives lim F 1 ('t"n) = F 1(1),n-oo and so lim inf F(tn) = Jim infIF 1 (tn) + F 2 (tn)J n-oo n-oo = F Jl) + lim infF 2 (tn) n-oo
A. L. Levin and E. B. Saff 246 where we have again used (3.31). Because F is concave and bounded on [t, 1], it follows from (3.34) that lim F('t"n) = F(l).
n-+ 00
The case when Tn -+ 0 is handled similarly. So suppose now that Tn -+ 1. From Lemma 3.3 we have (3.35)
By (3.30), both sequences F 1 (7:n) and F2(7:n) are bounded from below. Since F(7:n) = F 1 (7:n) + F 2(7:n) is bounded, the same must be true for F 1 (7:n) and F 2(7:n). Hence (3.35) can be rewritten as
n-oo and from the concavity ofF we deduce that
Remark. Instead of the energy problem (3.1) we could consider a more general one; namely,~.
where Q is some "admissible" weight function. Then, on applying the results of Section 2 in their full generality, it is possible to obtain extensions of Theorems 3.1 and 3.2. However, we do not pursue the details here.
Representation of the Equilibrium Potential
For the energy problem of Section 3, we obtain a simple representation for the equilibrium measure /l* = /l*(T) = /l1 -/l! and its potential UJl*. Observe that, for T = 1, we have /l* = /l1; in this case E 1 is assumed to be compact and the corresponding potential is given by (3.7). 1fT = 0, then /l* = -/l!; in this case E2 is assumed to be compact and the corresponding potential is given by (3.10). Let us now recall some properties of u (see [B2] ). Et := supp(/lr),
Then, by Theorem 3.1, supp(J.L*) = E1 u E! is compact, and both E1 and E! have positive capacity (since IIJ.Lt II > 0, i = 1, 2). Thus we may consider the equilibrium potential u for the condenser (E1, En. Also, since E1 u E! is compact we may consider its equilibrium potential; this is given by
where v (~O) is the equilibrium measure (11vll = 1) on Ei u E~. With the above notation, we now prove Theorem 4.1. Let E1, E2 be as in Theorem 3.1 and let 'C It {!, 0, I} belong to the interval of definition of F. Let ,u* = ,u*(-r) = ,u! -,u! be the equilibrium distribution for the energy problem (3.1) with supp(,u1) = E1, i = 1, 2. Furthermore, let v, cp denote, respectively, the equilibrium measure and equilibrium (conductor) potential for E! u E!, and let (J, u be the equilibrium measure and equilibrium potential for the condenser (E!, EV. Then
We wish to emphasize that all the symbols E!, E!, J1.*, v, 0", U, cp, and}' depend on T.
Proof. We establish that (4.8) holds q.e., which implies (4.7) and, consequently, that (4.8) holds everywhere (see Theorem 1.12 of [LJ). Since supp(.u*) is compact, we havẽ
where hl is harmonic outside supp(J1*) and hl(oo) = O.
write Similarly, we can
where hz is harmonic outside supp(J1*) and hz( 00) = O. Furthermore, we have that u is harmonic outside supp(J1*) and U( 00) = O. Thus the function (4.10)
is harmonic outside supp(j.t*), including 00, and H( 00) = O. Next, since U/l* is lower semicontinuous on E1, it follows from (3.2), (3.2') that U/l*, considered as a function on E1, is continuous at q.e. Z E E1. Since U/l! is continuous in a neighborhood of E1, we conclude (see Theorem III.2 of [TJ) that U/l* is continuous (as a function on C) q.e. on E1. Similarly, U/l* is continuous q.e. on E!. The same argument applies to u (recall (4.2), (4.2')) and to cp (see Theorems III. 12 and III.13 of [T] ). Thus H is continuous q.e. on supp(j.t*). Now, since y = 1/(al + a2) and F(T) = F l(T) + F 2(T) we observe that There are many important situations when SUpp(J1*(-r)) can be described explicitly. In these cases, the representations (4.8), (4.11) provide an efficient method to determine F(-r) and U/l*(t) numerically (see Section 8).
Two Examples
In this section we present two simple examples in which F(-r) can be explicitly determined. In the first example F(-r) is linear, while in the second F(-r) is a hat function. Another way to find F is to use formula (4.11). Assume that 0 < 'C < 1. Then supP(J1*) = E1 U E2' and we have .l Y = cap(E1, E2) = S ince v is supported on the outer boundary of EI u E2, we have IIv211 = 1, IlvI11 = o. Therefore, by (4.11), F(t) = t log R. By the continuity of F this formula is valid for t = 0, t = 1 as well.
Example 5.2. Let £1 = Cr U CR and £2 = C1 where, generically, Cp:= {z: Izi = p}, and we assume that r < 1 < R. Again, our configuration is invariant under rotations. Hence, given 0 .$: "t . To determine F(-r) we first assume that 0 < -r < 1 and we consider three cases. Combining all cases and using the continuity of F we obtain that rlog(1jr) log R .
Notice that F is a hat function that attains its maximum on [0, 1] at 't = 'to Since 'to corresponds to Case 3, J1*('to) has no mass on Izi = R.
Asyrnptotics for Zolotarev Numbers
Our goal in this section is to describe the limiting behavior of ray sequences of the Zolotarev numbers Zm,n = Zm,n(E1, EJ:= inf I reRm,.
Theorem 6.1. Let E1, E2 be disjoint compact subsets of C each having positive logarithmic capacity and let {(mk, nk)}f= 1 be a sequence of ordered pairs ofnonnegative integers that satisfy mk lim =;.., k-+oo nk lim(mk + nJ = 00, k-+oo where 0 < ). < 00. Then the Zolotarev numbers (6.1) satisfy lim zl/(mk+Rk) = e-F (T) mk,Rk , k-CX) where 't" ).
-r().):= ~' and F is defined in (3.6). Furthermore, if E1 (E2) is closed but unbounded and E2 (E1) is compact, then (6.3) holds provided mk :S nk (mk ~ nJ for all k.
Before proceeding with the proof we first observe that if m + n > 0, then F(~)}, provided m ~ n (m ;?::. n) in case El (E2) is unbounded. Indeed, suppose r E Rm.n has a numerator degree m and denominator degree n and let J.l = J.ll -J.l2 be the discrete signed measure that has mass l/(m + n) at each (finite) zero of r and has mass -l/(m + n) at each (finite) pole of r. Then Since (6.7) holds for all r of the described form, it obviously holds for all r E Rm,n, which yields (6.5).
To prove Theorem 6.1 it is convenient to introduce the class Rt,k' 0 ~ '[ ~ .1, k = 1, 2, ..., of (multiple-valued) functions of the form and to define the corresponding Zolotarev number by We now show that equality holds in the limit.
Lemma 6.2. Let E1, E2 be as in Theorem 6.1 and assume that 't" ~ {O, i} is in the domain of F. Then
Proof. We assume that E1, E2 are compact. (If one of these sets is unbounded we can apply the reasoning used in the proof of Theorem 3.1.) We follow essentially the same argument used in [MS, p. 117J. With 0 < -r < 1, let UP;' be the potential for the equilibrium measure ,u* = ,u*(-r) of Theorem 3.1. Then (6.12) VII* ~ F 1 q.e. on E1, U/l* :::; -F 2 q.e. on £2
Given £ > 0, we introduce the exceptional sets Since UJl. is lower (upper) semicontinuous on E1 (on E2) it follows thatE1(£), E2(e) are compact. Furthermore, by (6.12), these sets have capacity zero. Thus by Evan's theorem (see Theorem III.27 of [TJ), positive measures O"le on E1(£) and 0"2e on E2(£) exist such that for 0" e:= 0" Ie -0" 2e we have +00, (6.13) zEEt(e), ZE E2(e).
! and ilu2elf = 1 't". Then, for any (6.14) JLa.£: -belongs to .AT, The corresponding potential UIJ.«,t is finite outside E1(e) u E2(8), and since this union is compact, the potential is finite q.e. on E1 u E2 (recall that cap(EJ > 0, i = 1, 2). Since we have assumed that E1, E2 are bounded, we have for some constants c1(e) > 0, c2(e) > 0 that =(.1 a)J1* + au £ UU£(z) ~C l(e) on E l' Ut1iz) ~ c2(e) on £2
Thus from the definitions of Ej(e) and /1«,£ we obtain (recall (6.13» U/l... ;?::
on Et, onE2 (6.15) Next, it is easy to see that a triangular scheme of points {Zk.l, ..., Zk. mk}k= 1 on E 1 can be constructed such that the corresponding normalized counting measures bk -+ bE E2-By the principle of descent (note that -UVk and UVk are subharmonic on E1 and E2, respectively), we get im -: log ZT,j ~ -(1 -!X)F(-r) + 2(1 -!X)e + !X(cl(e) + c2(e».
j-+oo ]
Thus, on first letting (X -.0 and then e -.0, we obtain that 1im ~ log ZT,j ~ -F(t),
which together with (6.10) completes the proof.
. Now we turn to the Proof of Theorem 6.1. We give the proof for the case when E1 and E2 are compact and leave the unbounded cases for the reader. Let (mk' nk) be a sequence that satisfies (6.2) for some}. (0 < ). < CX)). Notice that from (6.5) we have zl/(mk+nk) ~ exp{-F(-rJ}, mk,nk mk 'tk:= mk + nk and, from (6.2), 'tk -+-'t = )./(). + 1) as k -+-00. Thus, on appealing to the continuity of F we get that lim inf Z;!k~':::+"k) ~ e-F(T).
k-+CX)
To obtain the needed upper bound, assume first that). = p/q is rational. Then, given a sequence (mk' nk) that satisfies (6.2), nonnegative integers (Xk, Pk can be found such that A~lz-al and B~lz-bl, zeE1uE2.
On multiplying an arbitrary r e Rmk-~k.nk-Pk by (z -a)~k/(z -b)Pk we obtain from (6.23) and (6.24) that
On setting 't = pj(p + q) in Lemma 6.2 and recalling (6.22) we deduce the desired upper bound (6.25) lim sup Z1nfk~,:~+nk) ~ lim(i~.)l/j = e-F(~). k--oo j--oo Now let A be irrational. We split the sequence (mk, nk) into one for which mJnk < A and another for which mk/nk ~ A. We consider only the former sequence since the latter is similar.
Choose integers p, q such that p/q > A. Then mk/nk < p/q and hence On setting Proof.
we have by (7.1) and (7.2) that Vk ~.u* as k -+ 00. Applying the principle of descent, we obtain (in exactly the same manner as in the proof of Lemma 6.2) that Jim sup{SUP( -UVk) + SUP(uv1 } :S -inf UP-+ sup U~-.
Since loglrkl-l = (mkPk + nkqJUYk, we get (7.4). If E1, E2 are regular, we have by Theorem 3.1 (recall also (2.10), (2.11), (2.5), (2.7)) that " VI!* = -F 2 sup U/l* = "sup E2 E2
inf UJl* = "inf' UJl* = FI,
EI EI
Thus the right-hand side of (7.4) becomes exp ( -F(T») . Combining this fact with (6.5) gives (7.5). .
Our goal in this section is to describe three methods that produce triangular schemes of points that satisfy (7.2). These methods are generalizations of classical methods due to Fekete, Leja, Fejer, Walsh, and Bagby.
a. Fekete Points
Given 0 ~ ! ~ 1, set
and let {Zi.k}~=l' {Wi.J~=l be points for which the supremum is attained. Let vL1), vf) denote the corresponding normalized counting measures for these points. A standard argument shows that dt,t ~ exp( -~), k = 2, 3, ..., and consequently the measures vL1), vL2) satisfy (7.2) (see [B2] and [Sl1 for the case 1.
) "-2.
Now, choose any sequences {Pk}, {qk} of positive integers such that Pk/qk -+). and define rk by (7.3) with mk = nk = k. Then (7.1) holds and Lemma 7.1 yields that these rk satisfy (7.5), provided £1' £2 are regular. Alternatively, one can choose sequences {mk}' {nk} such that mJnk -+). and define rk by (7.3) with Pk = qk = 1. Note that in the latter construction the points Zi,mk' Wi,nk are derived from the solution to two extremal problems (7.6) (for k = mk and k = nk).
259
Remark. and that By a standard argument it can be shown that dk,t decreases as k -00
Since V1/2 = !F(!), we obtain (see [ST) that, for the case T = !, relation (7.5) holds for arbitrary E1, E2' In general, it is not clear whether the regularity assumption can be dropped. We also mention that the quantity dk,y was independently introduced in [LR] .
b. Leja-Bagby Points
More convenient (from the numerical point of view) triangular schemes were introduced by Leja (for or = 1) and by Bagby (for or = !). These can be generalized as follows. For simplicity, assume that). = p/q is rational. Then P 't"=- provided £1' £2 are regular. By the definition of An' Un we have (recall also (7.8))
= 't" inf UU"
E.
-(1 --r) sup UU.
E2
Uti. dJl* = VII. dO" n ~ C, for some constant C (cf. Theorem 2.1(c». Thus A~/<:l+qf ~ exp(-kC), k = 1,2, Multiplying these inequalities together for k = .1,2, ..., n -1, we get (recall again
which implies that, for some constant C l' (7.11) II log ~ dO"n(t) dO"n(z) ~ C1.
z*t Iz -tl Now let 0" be any weak-star limit measure of the O"n's. We shall show that 0" fulfills the hypotheses of Theorem 2.3. First, inequality (7.11) implies (see, for example, the reasoning in EST] for the case of Fekete points) that 0" has finite energy.
Next, write 0"~1):= 't"V~1), 0"~2):= (1 -'t")V~2) so that O"n = 0"~1) -O"~). Then for some subsequence of integers, which we continue to denote by n, we have 0"~1) ~ 0"(1) 0"~2) ~ 0" (2) 0" = 0"(1) -0"(2).
Thus 0" E .H". By the lower envelope theorem (see [L] ), a set K c C, with cap(K) = 0, exists such that WE C\K. and and so from (7.14) we get lim inf Ual.2)(Wn) ~ Uu<IJ((X) -Uu<I)(p) + lim inf UaI,2)(.8).
n-+oo n-+oo Thus, from (7.12) and the generalized principle of descent (see [L] ) it follows that UtP11X) ~ Uail)(1X) -Uail)(!3) + Uai2)(!3), i.e., (7.15) UtI(/3) ~ UtI(!X).
Interchanging !X and /3, we see that equality holds in (7.15). Thus Uti = const. q.e. on sUpp(U(2») and, in a similar manner we deduce that Uti = con st. q.e. on SUpP(U(l»). Finally, if in the preceding argument we replace /3 by a point WE E2 \sUpp(U(2»), then we get (cf. (7.15)) ua(w) ~ ua((X),
(X E supp(0-(2»)\K.
Since a corresponding inequality holds for Z E E1 \sUpp(0-(1»), we have shown that the conditions of Theorem 2.3 are satisfied and so 0-= ,u*. From the arbitrariness of 0-we conclude that Un ~ ,u*.
c. Fejer-Walsh Points
In some important situations the potential UIl* can be found either explicitly or numerically (see Section 8). In such a case the following method, which generalizes those due to Fejer (for 't = 1) and Walsh (for 't = !), is more efficient than (a) or (b).
Assuming that Et, E! (the supports of Jlt, Jl!) are "nice enough" (say consist of rectifiable Jordan arcs or curves), we select mk Jlt-equally spaced points {Zj,mk}j~l on Et, and select nk Jl!-equally spaced points {Wj,nk}j~l on E!. Then the corresponding counting measures will obviously satisfy (7.2). Thus, on choosing Pk = qk = 1 and mk/nk -+ ). we obtain that the rational functions of (7.3) will satisfy (7.5). Assume, for example, that Ei is a simple Jordan curve, while E! is a simple Jordan arc. Then, as z moves along Ei, the Jli-measure of the portion of Ei traversed is given by. the change of the argument of <I> divided by 2nJ't. Similarly, the Jl!-measure of the portion of E! traversed is given by the change of the argument of <I> divided by nJ(l -'t). Thus, on setting we obtain the desired (Fejer-Walsh) points on E!, E!.
To find <1>, we appeal to Theorem 4.1, according to which UIL. = (2-r -1)U" + yF(-r)ua = -(2-r -1)g + yF(-r)Ua + c.
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where v is the equilibrium measure for E1 u E!, g:= gD,",(E*lu~)' and c is a real constant. Thus <l> = ecG2t-ljyF(t), (7.18) where G:= exp( -g -ig) is a complex Green function for D (X)(ET u E!) with zero at 00, while e-2nF(1/2) (
--e .
infE21rmnl -.
e-(m+n)F(t) T his is correct, at .least, if £1' £2 are bounded by a finite number of piecewise analytic Jordan curves. (For polygonal lines, this follows from a recent result due to Leyin and Lubinsky [LL, Theorem 9.1] . For the more general case, some straightforward modifications in the proof in [LL] have to be made.)
Finally, we mention that our computed examples show that, for Fejer-Walsh points, the left-hand side of (7.5) (with Pk=Qk= 1) tends to exp(-F('t)) in a monotonically increasing fashion. As yet, we have no explanation for this nice phenomenon.
In this section we examine more closely the case when E1, E2 are intervals on the real axis. Let E2 = fa2' bJ,
We allow that a1 = -00 (if! .'S: !) or b2 = 00 (if ! ~ i). If E1, E2 are of the same length, then we obviously have
O~'t"~l and since F is concave, we deduce that max F(T) = F(!). t (It can be shown that in this case F('C) = F(!) for I'C -!I ~ B, for some B > 0).
In the general case Leja-Bagby points (for a given 'C) can be computed to determine F('C) numerically. Then, by repeating this procedure for various values of 'C, the maximum of F can be found numerically. In this section we describe a much simpler procedure, which can also be applied to other important configurations (e.g., two circles).
First we describe the support of the equilibrium distribution. Proof. Case (i) is classical. Also, by symmetry, it suffices to prove (ii). So, let t < 't" < 1 and let U/l* =: U be the corresponding equilibrium potential. Then U(oo) = -00 and El is compact. Since E1, E2 are regular, U is continuous in C and satisfies
U=F1
on ET,
Also (see Section 4), F 1 > -F 2. Consider the level curve r:= {z: U(z) = -F2}. Since U> -F2 on E1, there is a bounded component G1 of C\r that contains E1, and there is an unbounded component, G2. Since U is subharmonic outside El and U =t const., there cannot be other components. Thus, C\r = G1 U G2, and the maximum principle yields
Now U is harmonic in L\:= G 1 \(E! u E!) and is equal either to F 1 or -F 2 on OL\. Thus U < F 1 in L\ and we get, by (8.1), that E1 = E!.
Next we show that:
From (8.2) and the fact that E! has positive capacity, it is easy to see that (a) and (b) imply that E! is of the form [a2, StJ and that U(x) < -F 2 for x > St.
Proof of (a). Since Xo E Gz, a polygonal line L c Gz joining Xo and 00 can be found. Since supp(JL*) c R, we have
Therefore we may assume (using reflection about R, if necessary, and then applying a continuity argument) that L\{xo} lies in the (open) upper half-plane. Let D be the domain bounded by L and by its reflection about R, and containing the ray {x: x> xo}' Then U < -F 2 on aD and U is subharmonic in D u {oo}. Thus U < -F2 in D.
Proof of (b). Assuming the contrary, an interval II c I can be found such that U == -F 2 there and U is harmonic at each point in I l' Since U x == 0 in II and U is not a constant in C, an XI Ell where U y:#:O can be found. However, this contradicts the symmetry property (8.4). We now show that if the length orE! is less than that ofE2, then the maximum of F on [0, 1J is attained only on (!, 1J. Indeed, by (4.4), On the other hand, it follows from Theorem 8.1 that the function t-+ St maps (t, 1) onto (a2, b2). Thus if we define b:= a2 + b1 at, then a2 < b < b2 and therefore b = Sto for some! < 'to < 1. intervals E1, E! have the same length (see (8.6), (8.9)), so that IlvI. we get from (8.5) that In what follows we assume (clearly without loss of generality) that the length ofEI is less than that ofE2, and consider only tE(!, 1]. Let XE(a2, b2). We know that x = s~ for some! < t < 1. The following theorem enables us to find this t explicitly. Therefore the corresponding F(t) can be calculated from (8.5). On the other hand, UP*(t) < -Fl for t > x while UP*(x) = -Fl, Applying (4.8) of Theorem 4.1, we thus obtain, for t > x, For t outside supp(v) we have and so we deduce that The conclusion of Theprem 8.2(i) now follows from (8.13), (8.14), and (8.15).
(ii) We have shown that the correspondence x -+ 7:x is one-to-one on (a2, b2). Since the inverse function 7: -+ S~ is continuous on G, 1), we deduce that the function x -+ tx is strictly decreasing. Thus, f:= limx-ob-tx must satisfy Sf = b2.
If we had f = 1, we would obtain (see (8.14» that ut1(t) -Ut1(b2) < 0 for t > b2. However, this contradicts (4.2'), and so i > 1. Finally, since supp j.L*(i) = £1 U £2 = sUPP j.L*(t), we obtain (by Theorem 3.2) that F is linear on G, f]. . 9 is the Green function for C\([ -1, (X] u [P, 1]), and' = j(z) is a conformal niapping of this domain onto an annulus, which can be assumed to have a form e-l/Y<ICI<l, where "I = 1 corresponds to [-1, cx] in the z-plane. These functions are well known, and were described by N. Akhiezer. A convenient reference is a recent paper by B. Fischer [F] . 
