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Abstract
We give characterizations for a subspace of a hyperspace, endowed with either the Vietoris or
the Wijsman topology, to be compact or relatively compact. Then we characterize—both globally
and at the single points—the local compactness of a hyperspace, endowed with either the Vietoris,
the Wijsman, or the Hausdorff metric topology. Several examples illustrating the behaviour of local
compactness are also included.
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0. Introduction
The notion of compactness is a very central one in general topology, and its behaviour
under the usual topological operations is a classical subject of investigation. In this paper
we deal with hyperspaces, and our first aim is to establish when a given subspace of
a hyperspace (endowed with either the Vietoris or the Wijsman topology) is compact
or relatively compact. The problem turns out to be quite different and, of course, more
complicated than characterizing the compactness of the whole hyperspace. We will recall
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in Section 1 the existing results on the subject. Notions or results concerning hyperspaces,
quoted without reference, may be found in [1].
In another section of the paper, we have studied the local compactness of hyperspaces,
endowed with either the Vietoris, the Wijsman, or the Hausdorff topology. In particular,
for the Wijsman topology, we have profitably used the results about compactness, obtained
in the first part of the paper; and we have extensively investigated the property of local
compactness, both globally and at the single points. In this vein, a number of examples
show that in several cases it is possible to produce a Wijsman hyperspace which is locally
compact exactly at certain points. Some negative results are also pointed out.
Most of the results contained in the first part of the paper were found by the authors about
six years ago, and have stayed unpublished so far. In particular, the results concerning the
(relative) compactness for subsets of the Vietoris hyperspace (Theorems 2 and 4) were
obtained independently and almost simultaneously (in a different form, and using other
techniques) by O’Brien and Watson—cf. [14], which originates from a preprint of 1994.
On the other hand, the results about (relative) compactness for subsets of the Wijsman
hyperspace have been used in a slightly wider context by Francesca Sianesi, a student of
the second named author, in her Master dissertation, and then in the paper [15].
1. Definitions and elementary facts
For a topological space X we denote by CL(X) the collection of all nonempty closed
subsets of X; we also put CL∅(X) = CL(X) ∪ {∅}. Both CL(X) and CL∅(X) will be
referred to as the hyperspace of X.
In the literature, several topologies on the hyperspace of a topological (or metric) space
are of common use. We will now briefly recall the definitions of the main ones. In this
paper, the base space X is always supposed to be regular.
For every A ⊆ X, we denote by A+ and A− the sets {C ∈ CL(X) | C ⊆ A} and
{C ∈ CL(X) | C ∩A = ∅}, respectively. According to the context, CL(X) could be
replaced by CL∅(X) in the above definition.
The Vietoris topology V on CL(X) (or on CL∅(X)) has as a base the collection{
A+ ∩A−1 ∩ · · · ∩A−n | n ∈ ω,A,A1, . . . ,An open in X
}
.
Observe that the empty set in (CL∅(X),V) is always isolated; thus, henceforth, we will
consider the Vietoris topology only on CL(X).
Observe that the Vietoris topology may be obtained as the supremum of the upper Vi-
etoris topology V+ and the lower Vietoris topology V−, which are generated, respectively,
by the base{
A+ | A open in X}
and the subbase{
A− | A open in X}.
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If in the definition of V+ the set A is restricted to run through the complements of
compact subsets of X, then we get the so-called cocompact topology C on CL∅(X); and
the supremum C∨V− gives rise to the Fell topology F.
In the case (X,d) is a metric space, it is also possible to define the Hausdorff
and Wijsman topologies on CL(X). For nonempty A,B ⊆ X, we put ed (A,B) =
sup {d(x,B) | x ∈A}, where d(x,A)= inf {d(x, y) | y ∈A}.
The Hausdorff extended metric Hd on CL(X) is defined by
Hd(A,B)=max
{
ed (A,B), ed(B,A)
}
.
The reader may easily check that, when taking the minimum of the Hausdorff extended
metric and 1, we obtain a bona fide metric; we denote by Hd the topology it induces
on CL(X). Of course, it is still true that for every C ∈ CL(X), the collection {{D ∈
CL(X) | Hd(C,D) < ε} | ε > 0} is a fundamental system of (open) neighbourhoods for
C in (CL(X),Hd), even if Hd is not a metric in the classical sense.
For every x ∈X and ε > 0, we also put:
A+d (x, ε)=
{
C ∈ CL(X) | d(x,C) > ε} (1)
and
A−d (x, ε)=
{
C ∈ CL(X) | d(x,C) < ε}. (2)
The upper (lower) Wijsman topology W+d (W−d ) on CL(X) is that generated by the
subbase {A+d (x, ε) | x ∈X, ε > 0} ({A−d (x, ε) | x ∈X, ε > 0}), and the Wijsman topology
Wd is the supremum W+d ∨W−d . It turns out that for every net (Cj )j∈J in CL(X) and every
C ∈ CL(X), we have that
(Cj )j∈J
Wd−→C
if and only if (d(x,Cj ))j∈J −→ d(x,C) for every x ∈X.
The Wijsman topology may be extended to the whole of CL∅(X) (we will still call
it Wd ), by using the standard equality d(x,∅) = +∞ for every x ∈X. However, in the
literature there exists another way of defining the Wijsman topology on CL∅(X), which
we will denote by W˜d : for every x ∈X and C ∈ CL∅(X), put
d˜(x,C)=
{
d(x,C) if C = ∅,
sup
{
d(x, y) | y ∈X} if C = ∅,
and define A˜+d (x, ε) and A˜−d (x, ε) by replacing d(x,C) by d˜(x,C) in (1) and (2). Then
W˜d = W˜+d ∨ W˜−d , where W˜+d and W˜−d are the topologies generated by the subbases
{A˜+d (x, ε) | x ∈X, ε > 0} and {A˜−d (x, ε) | x ∈X, ε > 0}, respectively (of course, Wd and
W˜d agree on CL(X)). In the following, for the sake of simplicity, the quantity d˜(x,∅) will
be also denoted by ρ(x) (or ρd(x), if other metrics are involved).
It may also be observed that Wd = W˜d , whenever the metric d is unbounded. More
precisely, it is not hard to prove that in the hyperspace of a metric space (X,d) we have
Wd = W˜d if and only if either d is unbounded, or X may be obtained as a finite union of
proper closed balls—cf. [4, Theorem 1.4.7].
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Another important notion we will use in the paper is that of the (upper, lower)
Kuratowski convergence K on CL∅(X). For a net (Cj )j∈J in CL∅(X), we put
Lsj∈JCj =
{
x ∈X | ∀V neighbourhood of x: ∀j ∈ J : ∃j ′  j : V ∩Cj ′ = ∅
}
and
Lij∈JCj =
{
x ∈X | ∀V neighbourhood of x: ∃j ∈ J : ∀j ′  j : V ∩Cj ′ = ∅
}
(the upper and lower limits of the net (Cj )j∈J ). If C ∈ CL∅(X), we will write
(Cj )j∈J
K+−→C or (Cj )j∈J
K−−→C
if Lsj∈JCj ⊆ C or Lij∈JCj ⊇ C, respectively. In the case we have both
(Cj )j∈J
K+−→C and (Cj )j∈J
K−−→C
(which implies Lsj∈JCj = Lij∈JCj = C), we write
(Cj )j∈J
K−→C.
It is well known that the convergences K+ and K do not give rise to topologies on
CL∅(X) if the base space X is not locally compact. On the other hand, it is easy to prove
that the lower Kuratowski convergence K− coincides with the lower topology V−. It is also
well known that for every metric space (X,d) we have W−d = W˜−d =V− on CL∅(X) (and
W−d = V− on CL(X)). Observe that the following inequalities always hold (on CL∅(X)
and hence on CL(X)):
V+ W+d  W˜
+
d K
+ C
(cf. [8, Proposition 2.3]) and
VWd  W˜d K F
(immediate consequences of the previous inequalities).
We now recall some compactness results about the above topologies and convergences,
which can be found in the literature.
Kuratowski convergence is “compact” in the sense that every net in CL∅(X) has a
subnet converging to an element of CL∅(X) (see [1, Theorem 5.2.11]). Observe that, as
a consequence, the Fell topology on CL∅(X) is also compact (not necessarily T2).
As for the Vietoris topology, compactness of CL∅(X) (or of CL(X), because the
empty set is always isolated in the Vietoris topology) is equivalent—according to [12,
Theorem 4.2]—to the compactness of the base space X. We also recall the basic separation
properties for (CL(X),V):
− (CL(X),V) is Hausdorff ⇐⇒ X is regular;
− (CL(X),V) is regular ⇐⇒ X is normal;
− (CL(X),V) is normal ⇐⇒ X is compact.
Concerning the Wijsman topology, it is well known that [11, Corollaries 2.8 and 2.10]:
− (CL(X),Wd ) is compact ⇐⇒ (X,d) is compact;
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− (CL∅(X),Wd ) is compact ⇐⇒ each closed ball in (X,d) is compact.
We close this section with a characterization of compactness for (CL∅(X),W˜d ).
Observe that this result also generalizes [1, Theorem 5.1.10].
Henceforth, for every point x of a metric space (X,d) and every ε > 0, we will
denote by Sd(x, ε) the open ball: {y ∈X | d(x, y) < ε}, and by Sd(x, ε) the closed ball:
{y ∈X | d(x, y) ε}.
Proposition 1. Let (X,d) be a metric space. Then the following are equivalent:
(1) every proper closed ball in (X,d) is compact;
(2) Wd = F on CL(X);
(3) W˜d = F on CL∅(X);
(4) (CL∅(X),W˜d ) is compact.
Proof. (1)⇔ (2). See [1, Theorem 5.1.10].
(1)⇒ (3). Since W˜d = W˜+d ∨V−, F = C ∨V−, and the inequality C W˜+d is always
true, it will suffice to prove that W˜+d  C. Moreover, by the just quoted result of Beer, we
only have to show that this inequality holds at the empty set. Therefore, suppose x ∈ X
and ε > 0 are such that ∅ ∈ A˜+d (x, ε): then sup {d(x, y) | y ∈X} > ε, and hence Sd(x, ε)
is compact (as it is a proper closed ball). Thus, A˜+d (x, ε)= (Sd(x, ε)
c
)+, which is C-open.
(3)⇒ (4). Since the Fell topology is always compact (not necessarily T2, a priori), we
have that W˜d is in turn compact (and T2).
(4)⇒ (1). Suppose that Sd(x, r) is a non-compact, proper closed ball in X, and let
(xn)n∈ω be a sequence in Sd(x, r) having no cluster point (in this set, and hence in X).
We claim that ({xn})n∈ω has no cluster point in (CL∅(X),W˜d ).
Indeed, let C ∈ CL∅(X): if C = ∅, fixing any x¯ ∈ C we have that d(x¯,C) = 0, while
d(x¯, {xn}) > δ eventually for some δ > 0, so that Sd(x¯, δ)− is a W˜d -neighbourhood of
C which does not contain {xn} for n large enough. If, on the contrary, C = ∅, then since
d˜(x,∅) > r (because Sd(x, r) = X), A˜+d (x, r) is a W˜d -neighbourhood of ∅ which does
not contain any {xn}. ✷
Observe that, similarly, Wd = F on CL∅(X) if and only if all the closed balls in (X,d)
are compact (i.e., if and only if (CL∅(X),Wd ) is compact).
Note also that a discrete space X of cardinality > ℵ0, endowed with the 0−1 metric,
provides an example of a compact Wijsman hyperspace (when endowed with the topology
W˜d ) with a non-separable base space. This is impossible with the topology Wd .
Finally, let us recall that for the topology Hd , the hyperspace is compact if and only if
the base space is compact [1, Theorem 3.2.4(3)].
2. Compact and relatively compact subsets of the hyperspace
In this section we give some characterizations for the compactness and the relative
compactness of a subspace K of CL(X) (or CL∅(X)), equipped with either the Vietoris
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or the Wijsman topology. Such characterizations will also play a crucial rôle in the next
sections.
Theorem 2. Let X be a regular space and K a subset of CL(X). Then K is compact
with respect to the Vietoris topology if and only if it is closed and satisfies the following
condition:
∀C ∈ CL(X): ∀U open cover of C in X:
∃F finite subcollection of U : C− ∩K⊆
⋃
F∈F
F−. (∗)
Proof. Suppose first that K is compact: then it is closed, because (CL(X),V) is T2. To
prove (∗), let C ∈ CL(X) and U be an open cover of C in X: since C− is V-closed
and K is compact, C− ∩ K is compact. Since C− ∩ K ⊆⋃A∈U A− (because U covers
C), and every A− is V-open, there must exist a finite subcollection F of U such that
C− ∩K⊆⋃A∈F A−.
Conversely, suppose that (∗) holds and K is V-closed. We prove that for every net
(Cj )j∈J in K, there exists a subnet (Cji )i∈I V-converging to an element of K. By
“compactness” of the Kuratowski convergence, there exists a subnet (Cji )i∈I of (Cj )j∈J
which K-converges to an element C of CL∅(X). We will show that, in fact, (Cji )i∈I
V−→C;
since the empty set is isolated in (CL∅(X),V), this will also imply that C ∈ CL(X),
and hence C ∈ K by the closedness of K in (CL(X),V). It will suffice to show that
(Cji )i∈I
V+−→C, because (Cji )i∈I K−→C entails that (Cji )i∈I V
−−→C. By contradiction,
suppose there exists an open Ω ⊆ X with C ⊆ Ω , such that Cji ⊆ Ω frequently. Since
C = Lsi∈ICji , for every x ∈X \Ω (⊆X \C) there exists an open neighbourhood Vx and
an ix ∈ I such that Vx ∩Cji = ∅ for i  ix . Let U = {Vx | x ∈X \Ω}. Then U is an open
cover of X \Ω , so that by hypothesis there exist x1, . . . , xn ∈X \Ω such that
(X \Ω)− ∩K⊆ V −x1 ∪ · · · ∪ V −xn . (1)
Let ıˆ ∈ I be such that ıˆ  ix for 1  n: then Cji ∩Vx = ∅ for i  ıˆ and  ∈ {1, . . . , n}.
Since every Cji ∈K, we have by (1) that, for i  ıˆ, Cji ∩ (X \Ω)= ∅, i.e., Cji ⊆Ω : this
contradicts the original assumption on Ω . ✷
We now give the analogous conditions for compactness with respect to the Wijsman
topology.
Theorem 3. Let (X,d) be a metric space and K a subset of CL∅(X). Then K is compact
with respect to the topology induced by W˜d if and only if it is W˜d -closed in CL∅(X), and
satisfies the following condition:
∀x ∈X: ∀r, 0 < r < ρ(x): ∀ε > 0: ∀U open cover of Sd(x, r + ε) in X:
∃F finite subcollection of U : {C ∈K | d˜(x,C) r}⊆ ⋃
F∈F
F− ( )
(recall that ρ(x)= d˜(x,∅)= sup {d(x, y) | y ∈X}).
C. Costantini et al. / Topology and its Applications 123 (2002) 573–608 579
Proof. Let us first supposeK compact. PutK′ = {C ∈K | d˜(x,C) r}: thenK′ is a closed
subset ofK, and hence it is compact. Since U covers Sd(x, r + ε), and d˜(x,∅)= ρ(x) > r ,
the collection {A− |A ∈ U} is an open cover of K′; by compactness, there exists a finite
subset F of U such that K′ ⊆⋃F∈F F−.
Suppose now thatK is closed and condition ( ) holds. Let (Cj )j∈J be any net inK, and
let (Cji )i∈I be a subnet of it, which K-converges to a C ∈ CL∅(X). We claim that (Cji )i∈I
W˜d -converges to C; it will suffice to show W˜+d -convergence. By contradiction, suppose
(Cji )i∈I
W˜+d−→C.
Then d˜(x¯,C) > lim infi∈I d˜(x¯,Cji ) for at least one x¯ ∈X. Fix an r with
lim inf
i∈I d˜(x¯,Cji ) < r < d˜(x¯,C)
(so that we also have r < ρ(x¯)), and take ε with 0 < ε  d˜(x¯,C) − r (if, in
particular, d˜(x¯,C) = +∞, then ε may be any positive real number). Therefore, for
every x ∈ Sd(x¯, r + ε) there exist an open neighbourhood Vx of x and an i(x) ∈ I ,
such that ∀i  i(x):Vx ∩ Cji = ∅. Since U = {Vx | x ∈ Sd(x¯, r + ε)} is an open cover
of Sd(x¯, r + ε), by ( ) there exists a finite subcollection F = {Vx1, . . . , Vxn} of U such
that {
C ∈K | d˜(x¯,C) r}⊆ n⋃
h=1
V−xh . (1)
Let ıˆ ∈ I be such that ıˆ  i(xh) for 1  h  n; for every i  ıˆ, we have that
Cji ∩Vxh = ∅ for 1 h n, and this implies by (1) that d˜(x¯,Cji ) > r for i  ıˆ. Therefore,
lim infi∈I d˜(x¯,Cji ) r , contradicting our choice of r . ✷
Theorem 3′. Let (X,d) be a metric space and K a subset of CL∅(X). Then K is compact
with respect to the topology induced by Wd if and only if it is Wd -closed in CL∅(X), and
satisfies the following condition:
∀x ∈X: ∀r > 0: ∀ε > 0: ∀U open cover of Sd(x, r + ε) in X:
∃F finite subcollection of U : {C ∈K | d(x,C) r}⊆ ⋃
F∈F
F−. ( ′)
Proof. The proof of the “only if” part is completely analogous to that of Theorem 3,
with the only difference that we do not have to take care that ρ(x) > r , to claim that
{A− |A ∈ U} is an open cover of K′ (because ∅ cannot belong in any case to the set
{C ∈K | d(x,C) r}).
As for the “if” part, it suffices again to replace d˜ by d in the proof of Theorem 3. When
we fix r with lim infi∈I d(x¯,Cji ) < r < d(x¯,C), this does not imply that r < ρ(x); but we
do not need such an inequality to apply condition ( ′). ✷
Remark. Condition ( ), together with the assumption thatK is Wd -closed, is a necessary
but not sufficient condition for the compactness of K in (CL∅(X),Wd ) (even if we replace
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{C ∈ K | d˜(x,C) r} by {C ∈K | d(x,C) r}). On the other hand, condition ( ′) plus
the assumption that K is W˜d -closed is a sufficient but not necessary condition for the
compactness of K in (CL∅(X),W˜d ).
Consider, for example, the 0−1 metric d on an infinite set X, and putK= CL∅(X). Then
K is trivially closed both in (CL∅(X),W˜d ) and in (CL∅(X),Wd ). Moreover,K is compact
in (CL∅(X),W˜d ) but not in (CL∅(X),Wd ) (cf. Proposition 1 and [11, Corollary 2.10]); so
that, by the above theorems, K satisfies condition ( ) but not condition ( ′) (as is easily
seen also directly).
Remark. In condition ( ) we may replace d˜(x,C) by d(x,C), because when r < ρ(x),
we have both d˜(x,∅) > r and d(x,∅)=+∞ > r . On the contrary, in condition ( ′) we
cannot replace d(x,C) by d˜(x,C).
A suitable change in the statement of the above theorems allows us to characterize the
relative compactness (in the weak sense, as defined below) for a subset of the Vietoris or
Wijsman hyperspace.
First, we give the following definitions.
Definition. A subset Y of a topological (T2)-space X is said to be weakly relatively
compact, if every net in Y has a subnet converging to a point of X (cfr. [14, Definition 4]).
Y is said to be strongly relatively compact if Y is compact in X.
Of course, strong relative compactness implies the weak one, and the converse holds if
X is regular—cf. [14, Proposition 4 and subsequent observations], where an example of
a weakly, not strongly, relatively compact subset of a T2 space is exhibited, too (for an
example in the context of hyperspaces, see Example 5 below). Observe also that the notion
of weak relative compactness coincides with that of compactoid subset—see [6, §3] and
the literature quoted therein.
Theorem 4. Let X be a regular space (so that (CL(X),V) is T2), and K a subset of
CL(X). Then K is weakly relatively compact in (CL(X),V) if and only if it satisfies
condition (∗) of Theorem 2. Moreover, if X is normal, then condition (∗) is equivalent
to the strong relative compactness of K.
Proof. If (∗) is fulfilled, then we can show as in the proof of Theorem 2 that every net in
K has a subnet V-converging to an element of CL(X).
On the other hand, suppose K is weakly relatively compact in (CL(X),V), and let C ∈
CL(X) and U an open cover of C in X. If, by contradiction, for every finite F ⊆ U there
exists a D(F) ∈ C−∩ K such thatD(F)∩(⋃F)= ∅, then putΦ = {F ⊆ U |F is finite},
and order it by inclusion. The net (D(F))F∈Φ in C−∩ Kmust have a subnet V-converging
to some element of CL(X); this is equivalent to say that (D(F))F∈Φ has a cluster point
D˜—which must belong to C−, because C− is closed in (CL(X),V). Since U covers C,
D˜∩ C = ∅ implies that there existsG ∈ U withG∩D˜ = ∅. ThenG− is a V-neighbourhood
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of D˜, and hence D(F) ∩G = ∅ frequently; in particular, there must exist a G ∈ Φ with
G ⊇ {G}, such thatD(G)∩G = ∅. Thus, we have thatD(G)∩(⋃G) = ∅, which contradicts
our initial choice of the sets D(F).
Finally, if X is normal, then (CL(X),V) is regular. Therefore, by [14, Proposition 1 and
subsequent remarks], weak and strong relative compactness coincide. ✷
The following example shows that in Theorem 4 we cannot have the equivalence
between strong relative compactness and condition (∗), without the assumption of
normality on X.
Example 5. Let X = ((ω1 + 1) × (ω + 1)) \ {(ω1,ω)} be the Tychonoff plank, and
D = {[0, α] × F | α ∈ ω1, F ⊆ ω, F finite}. Then D, as a subspace of (CL(X),V), is
weakly but not strongly relatively compact.
Proof. First, we show that D fulfills condition (∗). Let C be an arbitrary element of
CL(X), and A an open cover of C in X: put M = {m ∈ ω | (ω1 × {m})∩C = ∅}, and
for every m ∈ M let αm = min{α ∈ ω1 | (α,m) ∈ C}. Define also αˆ = supm∈M αm,
and put K = C ∩ ([0, αˆ] × (ω + 1)). Then K is compact (because C is closed and
[0, αˆ] × (ω+ 1) is compact), so that there is a finite subcollection F of A with K ⊆⋃F ;
we claim that D ∩ C− ⊆⋃A∈F A−. Indeed, if α ∈ ω1 and F is a finite subset of ω, with
[0, α] × F ∈ C−, then for some m∗ ∈ F and some α∗  α we have that (α∗,m∗) ∈ C.
Therefore,m∗ ∈M , and the definition of the ordinals αm implies that (αm∗ ,m∗) ∈ C. Since
αm∗  supm∈M αm = αˆ, we actually have that (αm∗ ,m∗) ∈K; and (αm∗ ,m∗) ∈ [0, α] × F
because αm∗  α∗  α. Thus [0, α] × F ∈K− ⊆⋃A∈F A−.
We prove now that ClVD is not V-compact. First of all observe that, for every m ∈ ω,
Tm = ((ω1 + 1) × [m,ω])\{(ω1,ω2)} ∈ ClVD. Indeed, let V + ∩ V −1 ∩ · · · ∩ V −n be
any basic V-neighbourhood of Tm: then every Vi ∩ Tm must contain some (αi ,mi) ∈
ω1 × [m,ω[ (because ω1 × [m,ω[ is dense in Tm). Letting αˆ = max {αi | 1 i  n}, the
set [0, αˆ] × {m1, . . . ,mn} is an element of D contained in V + ∩ V −1 ∩ · · · ∩ V −n . We will
prove that the set {Tm |m ∈ ω} has no cluster point in (CL(X),V) (hence in ClVD).
Let C be any element of CL(X): if C ∩ ((ω1+1)×ω) = ∅, then for a suitable m¯ ∈ ω we
have that C ∈ ((ω1 + 1)× [0, m¯])−, and hence C is not a cluster point of {Tm |m ∈ ω}—
because Tm /∈ ((ω1 + 1)× [0, m¯])− for m> m¯. Therefore, we may suppose C ⊆ ω1 ×{ω}:
in this case, C ∈ (ω1 × (ω + 1))+ and Tm /∈ (ω1 × (ω + 1))+ for every m ∈ ω, so that—
again—C is not a cluster point of {Tm |m ∈ ω}. ✷
We now state the analogous of Theorem 4 for the Wijsman topology. Observe that, since
every Wijsman hyperspace is completely regular—see, for example, [1, Lemma 2.1.4],
which holds on (CL(X),Wd ), but whose argument easily extends both to (CL∅(X),Wd )
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and to (CL∅(X),W˜d )—the notions of weak and strong relative compactness coincide in
this case.
Theorem 6. Let (X,d) be a metric space and K a subset of CL∅(X). Then K is relatively
compact in (CL∅(X),W˜d ) (or in (CL∅(X),Wd )) if and only if it satisfies condition ( ) of
Theorem 3 (condition ( ′) of Theorem 3′).
Proof. If K satisfies condition ( ), then we may prove exactly as in Theorem 3 that every
net in (CL∅(X),W˜d ) has a subnet W˜d -converging to an element of CL∅(X).
On the other hand, if K is relatively compact in (CL∅(X),W˜d ) then, by Theorem 3,
ClW˜d (K) satisfies condition ( ), and of course the same holds for K which is a
subcollection of ClW˜d (K). ✷
We end this section by a result concerning (relative) sequential compactness. In the
special case where the base space is separable, it will also provide a new criterion of
compactness for the subspaces of the W˜d -hyperspace.
Like relative compactness, we may define a subset S of a topological space X to
be weakly relatively sequentially compact, if every sequence in S has a subsequence
converging to an element of X. Observe that, in this case, the assumption of regularity
on X does not imply that the closure (not even the sequential closure) of S is a sequentially
compact subset of X.
We use as an example a topological space which is often called Ψ : let M be a maximal
almost disjoint collection of infinite subsets of ω, let X = ω ∪ {xM |M ∈M} and
τ = {A⊆X | ∀M ∈M: (xM ∈A"⇒|M \A |<ω)}.
Then (X, τ) is a regular space which is not sequentially compact, while ω is a dense (also,
sequentially dense), weakly relatively sequentially compact subset of X.
One can also find a compactificationK of ω such that ω is weakly relatively sequentially
compact in K , but βω embeds into K \ ω, so that K is not sequentially compact.
Theorem 7. Let (X,d) be a metric space such that Kuratowski convergence is sequentially
compact on CL∅(X), and let K be a subset of CL∅(X). Then K is weakly relatively
sequentially compact in (CL∅(X),W˜d ) [or in (CL∅(X),Wd )] if and only if it satisfies
the following condition:
∀x ∈X: ∀r, 0 < r < ρ(x): ∀ε > 0: ∀G ⊆K:(
Sd(x, r)
− ∩ G is infinite "⇒∃y ∈ Sd(x, r + ε):
∀δ > 0: Sd(x, r)− ∩ Sd(y, δ)− ∩ G is infinite
) (.)[∀x ∈X: ∀r > 0: ∀ε > 0: ∀G ⊆K:(
Sd(x, r)
− ∩ G is infinite "⇒∃y ∈ Sd(x, r + ε):
∀δ > 0: Sd(x, r)− ∩ Sd(y, δ)− ∩ G is infinite
)]
. (.′)
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Proof. Suppose first that K is weakly relatively sequentially compact in the hyperspace
(CL∅(X),W˜d ). To prove condition (.), let x¯ ∈ X, r, ε > 0 with r < ρ(x¯), and G ⊆ K
such that Sd(x¯, r)− ∩ G is infinite: then we can select from Sd(x¯, r)− ∩ G a sequence
(Cn)n∈ω whose elements are all distinct. By the weak sequential relative compactness of
K, such a sequence admits a subsequence (Cnm)m∈ω which W˜d -converges to an element
C of CL∅(X).
Since
(Cnm)m∈ω
W˜d−→C
implies in particular that d˜(x¯,C)= limm∈ω d˜(x¯,Cnm), and the second side of the equality
must be  r (because every Cnm belongs to Sd(x¯, r)− ∩ G), there must exist a y ∈ C with
d˜(x¯, y) < r + ε (we use here the fact that r < ρ(x¯), which is not necessary when we
are dealing with the topology Wd ). Given any δ > 0, we have that limm∈ω d˜(y,Cnm) =
d˜(y,C)= 0 so that Cnm belongs to Sd(y, δ)− eventually.
Suppose now that condition (.) holds, and let (Cn)n∈ω be any sequence in K. If the
set {Cn | n ∈ ω} is finite, then there exists a constant subsequence of (Cn)n∈ω; therefore,
we may suppose without loss of generality n #→ Cn to be one-to-one. By hypothesis,
there exists a subsequence (Cnm)m∈ω of (Cn)n∈ω which K-converges to an element C of
CL∅(X). We will prove that
(Cnm)m∈ω
W˜d−→C.
Indeed, if by contradiction
(Cnm)m∈ω
W˜d−→C,
then there would exist a x¯ ∈ X such that d˜(x¯,C) > lim infm∈ω d˜(x¯,Cnm). Let r be
such that lim infm∈ω d˜(x¯,Cnm) < r < d˜(x¯,C) (observe that this implies r < ρ(x¯)), and
ε = d˜(x¯,C)− r . Then, in particular, d˜(x¯,Cnm) < r for infinitely many m, so that putting
G = {Cnm |m ∈ ω} we have that Sd(x¯, r)− ∩ G is infinite. By condition (.), there exists
a y¯ ∈ Sd(x¯, r + ε) such that for every δ > 0, the set Sd(x¯, r)− ∩ Sd(y¯, δ)− ∩ G is infinite.
Then, on the one hand, y¯ ∈ Lsm∈ωCnm = C, and on the other hand, d˜(x¯, y¯) < r + ε =
r + d˜(x¯,C)− r = d˜(x¯,C). A contradiction.
To prove that the weak relative sequential compactness of K in (CL∅(X),Wd ) is
equivalent to condition (.′), we use essentially the same proof, taking into account the
slight differences which exist between the proofs of Theorems 3 and 3′. ✷
Observe that the space Ψ we have constructed before the above theorem is also first
countable. However, if we assume metrizability, then we have the following easy result.
Lemma 8. Let (X,d) be a metric space and S a weakly relatively sequentially compact
subset of X. Then S is compact.
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Observe that, more generally, if X is a normal space and S a weakly relatively
sequentially compact subset of X, then S is countably compact (hence compact, if X is
metrizable).
Corollary 9. Let (X,d) be a separable metric space, and K a subset of CL∅(X). Then
K is relatively compact in (CL∅(X),W˜d ) [or in (CL∅(X),Wd )] if and only if it satisfies
condition (.) [condition (.′)] of Theorem 7.
Proof. If (X,d) is separable, then by [9, §29, VIII] Kuratowski convergence on CL∅(X)
is sequentially compact. Moreover, the separability of (X,d) implies, by [8, Theorem 4.2]
(see also [11, Theorem 3.1]), that (CL∅(X),Wd ) is metrizable; and it is not hard to extend
this result to (CL∅(X),W˜d ). To this end, replace each pseudometric αy—introduced at the
beginning of [11, §2]—by the pseudometric α˜y , defined as:
α˜y(A,B)=

|d˜(y,A)− d˜(y,B)|√
1+ d˜(y,A)2 ·
√
1+ d˜(y,B)2
for d bounded,
αy(A,B) for d unbounded.
Then, if {zk | k ∈ ω} is a countable dense subset of X, the metric
α˜(A,B)=
∞∑
k=0
1
2k
α˜zk (A,B)
generates the topology W˜d on CL∅(X).
Now, Theorem 7 and Lemma 8 combine to show that, under our hypotheses, the
sequential compactness of K is equivalent to condition (.). ✷
Remark. If we assume CH, then the hypotheses of Corollary 9 correspond to the only
possible situation where Theorem 7 may apply. Indeed, it follows from an unpublished
result of Sierpinski (see [13, Theorem 2]) that, under the Continuum Hypothesis,
Kuratowski convergence on the hyperspace of a metrizable space X is sequentially
compact if and only if X is separable.
More generally, one can see that Kuratowski convergence is sequentially compact
whenever the weight of X is less than the splitting number s—which is well known to
be equal to 2ω when MA holds (for the definition of s, see [5, §3]). In particular, it turns
out that under MA Kuratowski convergence on the hyperspace of a space having weight
less than 2ω is sequentially compact. Therefore, there exist consistent situations where
Theorem 7 applies, but Corollary 9 does not.
Remark. The condition of separability of (X,d) is essential in Corollary 9. Indeed, let X′
be an uncountable set, and d ′ the 0−1 metric on it. Take a point x¯ not belonging to X′, and
extend d to X = X′ ∪ {x¯} by putting d(x¯, x)= 2 for every x ∈ X′. Then it is easily seen
that condition (.) of Theorem 7 is fulfilled on (CL∅(X),W˜d ), for the collection K of all
cofinite subsets of X; but condition ( ) of Theorem 3 is not, when we take as x a point of
X′, and we put r = 4/3, ε = 1/3 and U = {{x ′} | x ′ ∈ Sd(x, r + ε)} = {{x ′} | x ′ ∈X′}.
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3. Local compactness of the Vietoris and Hausdorff hyperspaces
In this section we investigate local compactness of hyperspaces, endowed with either the
Vietoris or the Hausdorff topology, both globally and at the single points.
Lemma 10. Let X be a regular topological space, n ∈ ω and M,M1, . . . ,Mn ⊆ X, with
M+ ∩M−1 ∩ · · · ∩M−n = ∅ (i.e., Mj ∩M = ∅ for j = 1, . . . , n). Then, if M+ ∩M−1 ∩ · · · ∩
M−n is a compact subspace of (CL(X),V), the set M is compact.
Proof. First of all, we prove that M is closed. Indeed, if M is not closed, there exists
a net (ai)i∈I in M which converges to a point a ∈ X \ M . For every i ∈ I let Ci =
{x1, . . . , xn, ai}, where xj ∈M ∩Mj for every j ∈ {1, . . . , n}. Then it is easily seen that
(Ci)i∈I
V−→C = {x1, . . . , xn, a},
and C /∈M+—so that C /∈M+ ∩M−1 ∩ · · · ∩M−n , either. This is a contradiction, because
M+ ∩M−1 ∩ · · · ∩M−n is compact in (CL(X),V), which is T2 (because X is regular).
Suppose now that M is not compact: since it is closed, there will be a net (ai)i∈I in M
with no cluster point in X. Thus, for every x ∈X, there exists an open neighbourhoodWx
of x such that ai /∈Wx eventually.
Again, put Ci = {x1, . . . , xn, ai} for i ∈ I , where xj ∈M ∩Mj for every j ∈ {1, . . . , n}.
We show that the net (Ci)i∈I has no cluster point in (CL(X),V), which will contradict the
compactness of M+ ∩M−1 ∩ · · · ∩M−n .
Indeed, let C ∈ CL(X):
Case 1: C ⊆ {x1, . . . , xn}. Then (Wx1 ∪ · · · ∪Wxn)+ is a V-neighbourhood of C, and
Ci /∈ (Wx1 ∪ · · · ∪Wxn)+ eventually (by the definition of the sets Wx ).
Case 2: there is an x¯ ∈ C \ {x1, . . . , xn}. Fix an open neighbourhood W∗ of x¯ with
x1, . . . , xn /∈W∗, and let W =W∗ ∩Wx¯ : then Ci /∈W− eventually. ✷
Remark. The same argument used for the second part of the proof of the previous lemma,
together with the fact that in a regular space weak and strong relative compactness coincide,
shows that if in the hypotheses of Lemma 10 we replace “M+ ∩M−1 ∩ · · · ∩M−n compact”
by “M+ ∩M−1 ∩ · · · ∩M−n weakly relatively compact”, we obtain that M has compact
closure in X.
Theorem 11. Let X be a regular space, and C ∈ CL(X). Then C is a point of local
compactness in (CL(X),V) if and only if there exists an open set A with C ⊆ A, such
that A is compact.
Proof. If C is included in an open set A having compact closure, then A+ is a (not
necessarily open) V-neighbourhood of C, and it is well known (and easy to prove) that
the compactness of A implies that of A+.
Suppose now that C has a compact neighbourhood in (CL(X),V). Then, for some open
set A⊇ C and some finite sequence A1, . . . ,An of open subsets of X with Ai ∩C = ∅ for
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i = 1, . . . , n, we have that ClV(A+ ∩A−1 ∩ · · · ∩A−n ) is compact. For every j ∈ {1, . . . , n},
fix a point xj ∈Aj ∩C: since the set C+ ∩ {x1}− ∩ · · · ∩ {xn}− is V-closed and is included
in A+ ∩A−1 ∩ · · · ∩A−n , it is compact. Hence C is compact by Lemma 10.
Now, let Ω be an open subset of X with C ⊆ Ω ⊆ Ω ⊆ A (Ω exists because C is
compact and X is regular). ThenΩ+∩{x1}−∩· · ·∩{xn}− is a closed subset of (CL(X),V)
included in A+ ∩A−1 ∩ · · · ∩A−n , and hence it is compact. By the lemma, Ω is compact,
and hence C is included in an open set having compact closure. ✷
Corollary 12. For a regular space X, the following are equivalent:
(a) X is locally compact;
(b) for every x ∈X, {x} is a point of local compactness in (CL(X),V).
Proof. Immediate consequence of the previous theorem. ✷
Corollary 13. For a regular space X, the following are equivalent:
(a) X is compact;
(b) (CL(X),V) is locally compact;
(c) X is a point of local compactness in (CL(X),V);
(d) (CL(X),V) is compact.
Proof. (a)⇒ (b) and (c)⇒ (d) are again immediate consequences of Theorem 11, while
(b)⇒ (c) is trivial and (d)⇒ (a) follows from the fact that X may be envisaged as a closed
subset of (CL(X),V) (the map i :X→ (CL(X),V), defined by i(x) = {x}, turns out to
be—as is well known—a homeomorphic embedding). ✷
Remark. Theorem 11 rectifies a wrong statement of Michael [12, Lemma 4.3.2], which
claims that C is a point of local compactness in (CL(X),V) if and only if it is compact in
X. Corollary 13 also rectifies [12, Proposition 4.4.1], as well as [10, §42,I, Remark 4]; the
correct statement of the result was well-known among experts in hypertopologies, although
the error contained in Lemma 4.3.2 of [12] seems to have passed unnoticed.
Now we pass to the Hausdorff topology. Observe that, obviously, since (CL(X), Hd) is
a metric space, a subset of it is compact if and only if it is complete and totally bounded.
We recall here some definitions relative to metric spaces. If ε > 0, a subset D of a metric
space (X,d) is said to be ε-discrete, if d(x, y) ε for every two distinct points x, y of D.
An ε-discrete subset D of X is said to be maximal, if it cannot be extended to any larger
ε-discrete subset of X—this means that for every x ∈X, there is a y ∈D with d(x, y) < ε.
We will denote by Uε(X) the collection of all ε-discrete subsets of X, and by Umaxε (X) the
collection of all maximal ε-discrete subsets of X. Of course, we may consider as well the
C. Costantini et al. / Topology and its Applications 123 (2002) 573–608 587
collections Uε(M) and Umaxε (M), where M is any subset of X (endowed with the induced
metric).
Theorem 14. Let (X,d) be a metric space, and C ∈ CL(X). Then the following are
equivalent:
(1) C is a point of local compactness in (CL(X),Hd );
(2) there is a εˆ > 0 such that Sd(x, εˆ) is compact for every x ∈ C, and
∀ε, 0 < ε < εˆ: ∀δ, 0 < δ < ε: ∀L ∈ Uε(C):∣∣{x ∈ L | Sd(x, δ) = Sd(x, ε)}∣∣<ω; (5+C )
(3) there is an εˆ > 0 such that Sd(x, εˆ) is compact for every x ∈C, and
∃ε, 0 < ε < εˆ: ∀δ, 0 < δ < ε: ∃L ∈ Umaxε (C):∣∣{x ∈ L | Sd(x, δ) = Sd(x, ε)}∣∣<ω. (5C )
Proof. (1)⇒ (2). Let ε∗ be such that SHd (C, ε∗) is compact in (CL(X),Hd ): first of all,
we claim that for every x ∈C, Sd(x, ε∗/4) is compact in X.
Indeed, by contradiction, let x¯ ∈ C be such that Sd(x¯, ε∗/4) is not relatively compact:
then there exists (yn)n∈ω ⊆ Sd(x¯, ε∗/4) which has no cluster point in X. For every n ∈ ω,
let Cn = (C \ Sd(x¯, ε∗/2)) ∪ {yn}: then it is easily seen that Cn ∈ SHd (C, ε∗). We claim
that (Cn)n∈ω has no cluster point in (CL(X),Hd ), which contradicts the compactness of
SHd (C, ε
∗).
Suppose C∗ to be a cluster point of (Cn)n∈ω: then C∗ cannot be included in
X \ Sd(x¯, ε∗/2) (for, otherwise, for every n ∈ ω we would have that Hd(Cn,C∗) 
d(yn,C
∗)  d(yn,X \ Sd(x¯, ε∗/2))  ε∗/4, and hence C∗ is not a cluster point for the
sets Cn). Then, there is y¯ ∈ C∗ ∩ Sd(x¯, ε∗/2): since y¯ is not a cluster point for (yn)n∈ω ,
there are n¯ ∈ ω and δˆ > 0 such that d(y¯, yn) δˆ for n n¯; we claim that
∀n n¯: Hd
(
Cn,C
∗)min{δˆ, (ε∗/2)− d(x¯, y¯)},
so that, again, C∗ is not a cluster point for (Cn)n∈ω .
Indeed, for n n¯ we have:
Hd
(
Cn,C
∗)  d(y¯,Cn)= d(y¯, (C \ Sd(x¯, ε∗/2))∪ {yn})
= min{d(y¯, yn), d(y¯,C \ Sd(x¯, ε∗/2))}min{δˆ, (ε∗/2)− d(x¯, y¯)}.
Now we prove condition (5+C) for εˆ = ε∗/4. By contradiction, suppose that there
are ε, δ,L, with 0 < ε < ε∗/4, 0 < δ < ε and L ∈ Uε(C), such that the set L∗ =
{x ∈ L | Sd(x, δ) = Sd(x, ε)} is infinite. Since by Zorn’s lemma every element in Uε(C)
extends to an element in Umaxε (C), we may assume without loss of generality that L ∈
Umaxε (C). We will show that %SHd (C,2ε) is not totally bounded, which is a contradiction
because 2ε < ε∗/2 < ε∗.
Indeed, choose a sequence (xn)n∈ω (with n #→ xn one-to-one) in L∗, and for every n ∈ ω,
let yn ∈ Sd(xn, ε) \ Sd(xn, δ). As d(xn, yn) δ for every n ∈ ω, by the Efremovic Lemma
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(see [1, 3.3.1]) there exists a strictly increasing h #→ nh, such that d(xnh, ynk )  δ/4 for
every h, k ∈ ω. Define D = (L \ {xnh | h ∈ ω}) ∪ {ynh | h ∈ ω}: clearly, D is closed. Let
also H = {xnh | h ∈ ω} and, for every K ⊆ H , DK = D ∪ K: then every DK is in turn
closed and, putting K= {DK |K ⊆H }, we have that |K| = |℘(H)| = 2ℵ0 .
Let us prove that every DK belongs to SHd (C,2ε). Given K ⊆ H , we have
that ed (DK,C) = suph∈ω d(ynh,C)  suph∈ω d(ynh, xnh)  ε, and also ed (C,DK) =
supx∈C d(x,DK) 2ε. Indeed, for every x ∈ C, there exists z ∈ L with d(x, z) ε: now,
if z ∈ L \ {xnh | h ∈ ω} ⊆DK , then d(x,DK) d(x, z) ε. If, on the contrary, z is some
xnh , then d(x,DK) d(x, ynh) d(x, xnh)+ d(xnh, ynh) ε+ ε = 2ε.
Finally, we show that for K1,K2 ⊆ H , K1 = K2, we have that Hd(DK1,DK2) 
min{ε, δ/4} = δ/4 (because δ = ε), and hence that SHd (C,2ε) is not totally bounded (nor
separable). Indeed, if K1 =K2, we may suppose that there is xn
hˆ
∈K1 \K2: thus
Hd(DK1,DK2)  ed (DK1,DK2) d(xnhˆ ,DK2)
= min{d(xn
hˆ
,L \ {xnh | h ∈ ω}
)
,
d
(
xn
hˆ
, {ynh | h ∈ ω}
)
, d(xn
hˆ
,K2)
}
.
Now, d(xn
hˆ
,L \ {xnh | h ∈ ω}) ε and d(xnhˆ ,K2) ε; moreover,
d
(
xn
hˆ
, {ynh | h ∈ ω}
)
 δ/4,
as d(xn
hˆ
, ynh) δ/4 for every h ∈ ω.
(2)⇒ (3). Obvious.
(3)⇒ (1). Let E = Sd(C, εˆ/3): by the triangular inequality, we have that
∀x ∈E: Sd(x, εˆ/3) is compact. (♠)
From (♠) and the fact that E is closed, it easily follows that E is complete (see also [7,
Chapter XIV, Theorem 2.3]). If we put d ′ = d|E×E , by a well-known property of the
Hausdorff metric (cfr., for example, [1, Theorem 3.2.4(1)]) we have that ( CL(E),Hd ′)
is in turn complete. Since—as is easy to check—the restriction of Hd to CL(E) coincides
with Hd ′ , we have that CL(E) is a complete subset of (CL(X),Hd). Now, for every
L ∈ SHd (C, εˆ/3), the inequality Hd(L,C) < εˆ/3 clearly implies that L⊆ Sd(C, εˆ/3)⊆E,
so that SHd (C, εˆ/3) ⊆ CL(E), and hence the closure of SHd (C, εˆ/3) in (CL(X),Hd) is
complete. Therefore, to prove that C is a point of local compactness in (CL(X),Hd), we
only have to show that it has a totally bounded neighbourhood.
Actually, take ε˜ with 0< ε˜ < εˆ, such that:
∀δ, 0 < δ < ε˜: ∃L ∈ Umaxε˜ (C):
∣∣{x ∈ L | Sd(x, δ) = Sd(x, ε˜)}∣∣<ω. (♣)
Then let r = min{εˆ− ε˜, ε˜/2}: we claim that SHd (C, r) is totally bounded. To prove this, it
will suffice to show that for every δ > 0, there is a finite subcollection F of CL(X) such
that every element in SHd (C, r) is not more than δ from some element of F .
Thus, consider an arbitrary δ > 0—which we may always suppose to be < ε˜/2: by (♣),
there is an L ∈ Umax
ε˜
(C) and a finite subset F = {x1, . . . , xn} of L, such that for each x ∈
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L \ F we have Sd(x, ε˜)= Sd(x, δ). For every i ∈ {1, . . . , n}, let yi,1, . . . , yi,mi ∈ Sd(xi, εˆ)
be such that
Sd(xi, εˆ)⊆
mi⋃
j=1
Sd(yi,j , δ).
Put Y = {yi,j | 1 i  n, 1 j mi} and let Y = ℘(Y ): then Y is finite, and every
element of Y is in turn finite. We claim that for every M ∈ SHd (C, r), there exists Y ′ ∈ Y
such that Hd(M,Y ′ ∪ (L \ F)) δ.
Indeed, given M ∈ SHd (C, r), let YM = {yi,j ∈ Y |M ∩ Sd(yi,j , δ) = ∅}, and let us
computeHd(M,YM ∪(L\F)). As for ed (YM ∪ (L \ F),M), on the one hand it is clear that
for every yi,j ∈ YM , we have that d(yi,j ,M) < δ, as M ∩ Sd(yi,j , δ) = ∅ by the definition
of YM . On the other hand, if x¯ is a point of L \ F ⊆ C, then the relation Hd(C,M) < r
implies in particular that d(x¯,M) < r  ε˜/2 < ε˜, and hence Sd(x¯, ε˜) ∩ M = ∅: since
Sd(x¯, ε˜)= Sd(x¯, δ) (as x¯ ∈L\F ), we have that Sd(x¯, δ)∩M = ∅, and hence d(x¯,M) < δ;
therefore, ed(YM ∪ (L \F),M)= supz∈YM∪(L\F) d(z,M) δ.
Now, let us look at ed(M,YM ∪ (L \F)): given w ∈M , the relation Hd(C,M) < r im-
plies that d(w,C) < r , and hence there exists v ∈ C such that d(w,v) < r; since L is
ε˜-uniformly discrete and maximal in C, there must exist x ∈ L such that d(v, x) < ε˜: we
will consider two cases, according to whether x ∈ L \ F or x ∈ F . If x ∈ L \ F , then
Sd(x, ε˜) = Sd(x, δ), and therefore the relation d(x, v) < ε˜ implies that d(x, v) < δ; thus
d(x,w)  d(x, v)+ d(v,w) < δ + r  ε˜/2 + ε˜/2 = ε˜, and hence—again by Sd(x, δ) =
Sd(x, ε˜)—we have that d(x,w) < δ, from which d(w,YM ∪ (L \F))  d(w,x) < δ. If,
on the contrary, x = xıˆ ∈ F , then d(x,w) d(x, v)+ d(v,w) < ε˜ + r  ε˜ + (εˆ − ε˜)= εˆ,
that is
w ∈ Sd(x, εˆ)= Sd(xıˆ, εˆ)⊆
mıˆ⋃
j=1
Sd(yıˆ,j , δ).
Thus there exists ˆ ∈ {1, . . . ,mıˆ} such that w ∈ Sd(yıˆ,ˆ , δ), which implies that M ∩
Sd(yıˆ,ˆ , δ) = ∅, and hence by definition of YM : yıˆ,ˆ ∈ YM ⊆ YM ∪ (L \ F); there-
fore d(w,YM ∪ (L \F))  d(w,yıˆ,ˆ ) < δ. This shows that ed(M,YM ∪ (L \F)) =
supw∈M d(w,YM ∪ (L \F)) δ. ✷
Remark. Formally, formula (5+C) looks stronger than formula (5C), even if at the end they
turn out to be equivalent. It is clear that every formula, which is intermediate between (5+C)
and (5C), characterizes in turn the local compactness of (CL(X),Hd ) at C.
Observe also that, if in conditions (2) and (3) of the above theorem we replace the
sentence: “Sd(x, εˆ) is compact for every x ∈ C” by: “Sd(x, εˆ) is totally bounded for every
x ∈ C” (leaving formulas (5+C) and (5C) unchanged), we obtain characterizations of the
fact that C has a totally bounded neighbourhood in (CL(X),Hd).
In the same spirit, one could characterize the local completeness at a point C of
(CL(X),Hd) by the uniform local completeness in X of the points of C.
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Remark. From Theorem 14 it immediately follows that if C is a point of local
compactness in (CL(X),Hd ), then the same holds for every element of CL(X) which
is included in C. Observe that this property is valid also for the Vietoris topology (cf.
Theorem 11), but not for the Wijsman topology—see, for instance, Example 32.
As a consequence of Theorem 14 and of the second remark above, we also have the
following:
Corollary 15. Let (X,d) be a metric space. Then the following are equivalent:
(1) (CL(X),Hd) is locally compact;
(2) (CL(X),Hd) is locally compact at X;
(3) there is a εˆ > 0 such that Sd(x, εˆ) is compact for every x ∈X, and
∀ε, 0 < ε < εˆ: ∀δ, 0 < δ < ε: ∀L ∈ Uε(X):∣∣{x ∈ L | Sd(x, δ) = Sd(x, ε)}∣∣<ω; (5+)
(4) there is a εˆ > 0 such that Sd(x, εˆ) is compact for every x ∈X, and
∃ε, 0 < ε < εˆ: ∀δ, 0 < δ < ε: ∃L ∈ Umaxε (X):∣∣{x ∈ L | Sd(x, δ) = Sd(x, ε)}∣∣<ω. (5)
It is worth noticing that every totally bounded C ∈ CL(X) automatically satisfies
condition (5+C) of Theorem 14—since, for every ε > 0, each element in Uε(C) must be
finite. Therefore, in this case C is a point of local compactness in (CL(X),Hd) if and only
if there is εˆ > 0 such that Sd(x, εˆ) is compact for every x ∈ C. Furthermore, in the case
where C is compact, we have a still nicer characterization.
Proposition 16. Let (X,d) be a metric space and K a nonempty compact subset of X.
Then K is a point of local compactness in (CL(X),Hd) if and only if it is included in
an open subset A of X, having compact closure (i.e., if and only if K is a point of local
compactness in (CL(X),V)).
Proof. Suppose first that K ⊆ A⊆X, with A open and A compact. To prove that K is a
point of local compactness in (CL(X),Hd), we only have to show that there is an εˆ > 0,
such that Sd(x, εˆ) is compact for every x ∈K . Actually, since K is compact and X \A is
a closed set disjoint from K , the gap Dd(K,X \ A) = inf {d(x, y) | x ∈K,y ∈X \A} is
> 0 (and is in fact a minimum). Then it is easily seen that we may put εˆ =Dd(K,X \A).
Suppose now that K is a point of local compactness in (CL(X),Hd ): then, in particular,
every point of K has an open neighbourhood with compact closure, and by compactness
of K we get a finite collection {A1, . . . ,An} of open subsets of X, such that K ⊆⋃ni=1Ai
and Ai is compact for every i ∈ {1, . . . , n}. Then A=⋃ni=1 Ai is the required set. ✷
We point out here two more consequences of Theorem 14.
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Proposition 17. Let C1, . . . ,Cn be points of local compactness, in the hyperspace
(CL(X),Hd) of a metric space (X,d). Then C = ⋃ni=1 Ci is also a point of local
compactness.
Proof. For every i ∈ {1, . . . , n}, we know that there exist εˆi > 0 such that Sd(x, εˆi) is
compact for every x ∈ Ci , and formula (5+Ci ) of Theorem 14 is fulfilled for εˆ = εˆi . Putting
εˆ = min{εˆ1, . . . , εˆn}, we have that Sd(x, εˆ) is compact for every x ∈ C, and (5+C) is
fulfilled. ✷
Observe that, of course, the above property holds also for the Vietoris topology; while
for the Wijsman topology it holds, in general, only when⋃ni=1 Ci =X (cfr. Proposition 16
and Example 33).
Proposition 18. If C is a point of local compactness in (CL(X),Hd), and C is not
separable, then there are uncountably many points of C which are (uniformly) isolated
in X.
Proof. For every n ∈ ω with n > 0, take an Ln ∈ Umax1/n (C): then it is easily seen that⋃
n>0Ln is dense inC, and hence by hypothesis there exists n¯ ∈ ω\{0} such that | Ln¯ |>ω.
By (5+C), there is an ε < 1/n¯ such that
∀δ, 0 < δ < ε: ∀L ∈ Uε(C):
∣∣{x ∈Ln¯ | Sd(x, ε) = Sd(x, δ)}∣∣<ω.
Since ε < 1/n¯, Ln¯ ∈ Uε(C), and hence we have in particular that for every m> 0 such
that 1/m< ε, there is a finite subset Fm of Ln¯ such that:
∀x ∈Ln¯ \ Fm: Sd(x, ε)= Sd(x,1/m).
Letting L= Ln¯ \ (⋃ {Fm | 1/m< ε}), we clearly have that L is an uncountable subset of
C consisting of isolated points of X. ✷
We have already recalled in the introduction that for the Hausdorff hypertopology,
compactness is equivalent to the compactness of the base space [1, Theorem 3.2.4(3)]).
For an example of a Hausdorff hypertopology which is locally compact but not compact,
it is sufficient to consider the hyperspace of an infinite set, endowed with the 0−1 metric.
Of course, this is a trivial situation, because in this case the hyperspace is in fact discrete
(this holds whenever (X,d) is uniformly discrete).
For a more interesting example, we may consider the subset X =⋃n∈ω[n,n+ (1/(n+
2))] of the real line, endowed with the induced Euclidean metric d . In this case,
(CL(X),Hd) has no isolated point, and applying condition (5) of Corollary 15 it is easily
seen that (CL(X),Hd ) is locally compact.
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4. Local compactness of the Wijsman hyperspace
To study the local compactness of the Wijsman hyperspace, we will use the charac-
terizations of relative compactness for subspaces of (CL∅(X),W˜d ) and (CL∅(X), Wd ),
obtained in Section 2.
Theorem 19. Let n,m ∈ ω, x1, . . . , xn, y1, . . . , ym ∈ X and r1, . . . , rn, s1, . . . , sm >
0. Then the set S = (⋂ni=1 A˜−d (xi, ri )) ∩ (⋂mj=1 A˜+d (yj , sj )) = (⋂ni=1 Sd(xi, ri )−) ∩
(
⋂m
j=1 A˜+d (yj , sj )) is relatively compact in (CL∅(X),W˜d ) if and only if:
∀x ∈X: ∀r, 0 < r < ρ(x):
(
Sd(x, r)
∖( m⋃
j=1
Sd(yj , sj )
)
not relatively compact
"⇒∃i ∈ {1, . . . , n}: Sd(xi, ri )
∖( m⋃
j=1
Sd(yj , sj )
)
is relatively compact and included in Sd(x, r)
)
. (<)
Proof. Suppose first S relatively compact. To prove condition (<), let by contradiction
x ∈X and r with 0 < r < ρ(x) be such that:
(1) Sd(x, r) \ (⋃mj=1 Sd(yj , sj )) is not relatively compact;
(2) ∀i ∈ {1, . . . , n}: (Sd(xi, ri )\(⋃mj=1 Sd(yj , sj )) is not relatively compact or Sd(xi, ri)\
(
⋃m
j=1 Sd(yj , sj )) ⊆ Sd(x, r)).
Let
I =
{
i ∈ {1, . . . , n}
∣∣∣∣Sd(xi, ri )∖
(
m⋃
j=1
Sd(yj , sj )
)
is not relatively compact
}
:
then for every i ∈ I there is a sequence (ai)∈ω in Sd(xi, ri ) \ (
⋃m
j=1 Sd(yj , sj )), having
no cluster point in X. Let also (b)∈ω a sequence in Sd(x, r) \ (⋃mj=1 Sd(yj , sj )) having
no cluster point in X. Since, for every i ∈ {1, . . . , n} \ I , Sd(xi, ri ) \ (⋃mj=1 Sd(yj , sj )) ⊆
Sd(x, r), it is also possible to find an ε > 0 such that
∀i ∈ {1, . . . , n} \ I : Sd(xi, ri)
∖( m⋃
j=1
Sd(yj , sj )
)
⊆ Sd(x, r + ε).
On the other hand, for every z ∈ Sd(x, r + ε) there exists a t (z) > 0 such that Sd(z, t (z))⊆
Sd(x, r + ε), and (ai)∈ω (i ∈ I ) and (b)∈ω are all eventually out of Sd(z, t (z)).
Since {Sd(z, t (z)) | z ∈ Sd(x, r + ε)} is an open cover of Sd(x, r + ε), by condition ( )
of Theorem 3 there exist z1, . . . , zk ∈ Sd(x, r + ε) such that
{
C ∈ S | d˜(x,C) r}⊆ k⋃
h=1
Sd
(
zh, t (zh)
)−
.
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However, if we pick:
− a b
ˆ
∈ (Sd(x, r) \ (⋃mj=1 Sd(yj , sj ))) \ (⋃kh=1 Sd(zh, t (zh)));
− an ai(i) ∈ (Sd(xi, ri) \ (
⋃m
j=1 Sd(yj , sj ))) \ (
⋃k
h=1 Sd(zh, t (zh))), for every i ∈ I ;
− a wi ∈ (Sd(xi, ri ) \ (⋃mj=1 Sd(yj , sj ))) \ Sd(x, r + ε), for every i ∈ {1, . . . , n} \ I ;
then the set C = {b
ˆ
} ∪ {ai(i) | i ∈ I } ∪ {wi | i ∈ {1, . . . , n} \ I } belongs to S , is such that
d˜(x,C) r (because b
ˆ
∈ C), and misses every Sd(zh, t (zh)). A contradiction.
Suppose now that condition (<) holds, and let us prove condition ( ). Given xˆ ∈ X,
rˆ with 0 < rˆ < ρ(xˆ), εˆ > 0 and U open cover of Sd(xˆ, rˆ + εˆ), let r ′ be such that
rˆ < r ′ < min{ρ(xˆ), rˆ + εˆ}.
Consider first the case where the set K = Sd(xˆ, r ′) \ (⋃mj=1 Sd(yj , sj )) is compact. Of
course, U covers K (because K is included in Sd(xˆ, rˆ + εˆ)), so that there exists a finite
F ⊆ U with the same property. For every C ∈ S with d˜(xˆ,C) rˆ , we have that C meets
Sd(xˆ, r
′) and misses
⋃m
j=1 Sd(yj , sj ), so that C ∩ F = ∅ for some F ∈ F , and condition
( ) is satisfied.
Suppose now that K is not compact. By condition (<), there exists ıˆ ∈ {1, . . . , n} such
that the set M = Sd(xıˆ, rıˆ ) \ (
⋃m
j=1 Sd(yj , sj )) is relatively compact and included in
Sd(xˆ, r
′). In particular, since M is a compact subset of Sd(xˆ, rˆ + εˆ), it is covered by a
finite subcollection F of U . We claim that
∀C ∈ S: ∃F ∈F : C ∈ F−,
from which condition ( ) certainly follows. Indeed, every C ∈ S must meet Sd(xıˆ, rıˆ ) and
miss
⋃m
j=1 Sd(yj , sj ), so that M ⊇ C ∩M = ∅, and hence C ∩ F = ∅ for some F ∈ F
(because M ⊆M ⊆⋃F ). ✷
Theorem 19′. If we are in the same hypotheses of Theorem 19, then the set S =
(
⋂n
i=1A−d (xi, ri)) ∩ (
⋂m
j=1A+d (yj , sj )) = (
⋂n
i=1 Sd(xi, ri )−) ∩ (
⋂m
j=1A+d (yj , sj )) is
relatively compact in (CL∅(X),Wd ) if and only if:
∀x ∈X: ∀r > 0:
(
Sd(x, r)
∖( m⋃
j=1
Sd(yj , sj )
)
not relatively compact
"⇒∃i ∈ {1, . . . , n}: Sd(xi, ri)
∖( m⋃
j=1
Sd(yj , sj )
)
is relatively compact and included in Sd(x, r)
)
. (<′)
Proof. The proof is easily obtained from the previous one, when we replace d by d˜ and
condition ( ) by condition ( ′). ✷
Remark. Theorems 19 and 19′ hold as well if we replace in the statements A˜+d (yj , sj ) by
A+d (yj , sj ), or vice-versa. Indeed, such a change can at most have influence on the presence
or not of the empty set; but modifying a set for one point does not alter its relatively
compact or not relatively compact character.
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Corollary 20. A Wijsman hyperspace (CL∅(X),W˜d ) (or (CL∅(X),Wd )) is locally
compact if and only if for every C ∈ CL∅(X) there exist n,m ∈ ω, x1, . . . , xn, y1, . . . , ym ∈
X and r1, . . . , rn, s1, . . . , sm > 0 such that
C ∈
(
n⋂
i=1
Sd(xi, ri)
−
)
∩
(
m⋂
j=1
A˜+d (yj , sj )
)
(or C ∈ (⋂ni=1 Sd(xi, ri)−) ∩ (⋂mj=1A+d (yj , sj ))), and condition (<) of Theorem 19
(condition (<′) of Theorem 19′) is fulfilled.
Remark. If C ∈ CL∅(X), the W˜d -neighbourhoods (or Wd -neighbourhoods) of C of
the form (
⋂n
i=1 Sd(xi, ri)−)∩ (
⋂m
j=1 A˜+d (yj , sj )) (or (
⋂n
i=1 Sd(xi, ri)−)∩ (
⋂m
j=1A+d (yj ,
sj ))), with the further restriction that
Sd(xi, ri)∩
(
m⋃
j=1
Sd(yj , sj )
)
= ∅,
give rise—as is easily observed—to a local base. Therefore, one could restate Corollary
20, using only neighbourhoods of this kind; of course, when checking condition (<) [or
(<′)] for them, the expression Sd(xi, ri) \ (⋃mj=1 Sd(yj , sj )) reduces to Sd(xi, ri ).
Now we will use the above characterization, to point out some properties relative to the
local compactness of the Wijsman hyperspace at the single points.
Proposition 21. Let (X,d) be a metric space such that X is a point of local compactness
in (CL(X),W˜d ). Then there exists rˆ > 0 such that for every x ∈X, Sd(x, rˆ) is compact
(and hence (X,d) is complete).
Proof. By hypothesis, there exist x1, . . . , xn ∈ X and r1, . . . , rn > 0 such that for every
x ∈X and r > 0 with Sd(x, r) not relatively compact, there is i ∈ {1, . . . , n} with
Sd(xi, ri ) relatively compact and included in Sd(x, r). Choose an rˆ > 0 with rˆ <
min {ri/2 | 1 i  n}: for every x ∈X, if by contradiction Sd(x, rˆ) were not relatively
compact in X, then there would exist an ıˆ ∈ {1, . . . , n} such that Sd(xıˆ, rıˆ ) is relatively
compact and included in Sd(x, rˆ). This implies in particular that d(xıˆ, x) < rˆ; then for
every y ∈ Sd(x, rˆ) we have that d(xıˆ, y) d(xıˆ, x)+d(x, y) < rˆ+ rˆ = 2rˆ  rıˆ , and hence
y ∈ Sd(xıˆ, rıˆ ). Therefore, we have in fact Sd(xıˆ, rıˆ ) = Sd(x, rˆ), which is a contradiction
because the first ball is relatively compact, while the second one is not. ✷
Proposition 22. Let (X,d) be a metric space and C1, . . . ,Ck ∈ CL∅(X) such that⋃k
h=1Ch = X. Then, if W˜d is locally compact at every Ch, it is also locally compact
at X.
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Proof. We know that, for h ∈ {1, . . . , k}, there exist xh1 , . . . , xhn(h), yh1 , . . . , yhm(h) ∈ X and
rh1 , . . . , r
h
n(h), s
h
1 , . . . , s
h
m(h) > 0, such that
Ch ∈
(
n(h)⋂
i=1
Sd
(
xhi , r
h
i
)−)∩(m(h)⋂
j=1
A˜+d
(
yhj , s
h
j
))
, (1)
and the formula corresponding to condition (<) of Theorem 19 is fulfilled. Moreover, we
may always suppose that(
n(h)⋃
i=1
Sd
(
xhi , r
h
i
))∩(m(h)⋃
j=1
Sd
(
yhj , s
h
j
))= ∅. (2)
Of course, (1) implies in particular that Ch ∩ (⋃m(h)j=1 Sd(yhj , shj )) = ∅ for h ∈ {1,
. . . , k}; since ⋃kh=1 Ch = X, we have that ⋂kh=1(⋃m(h)j=1 Sd(yhj , shj )) = ∅. We claim that⋂k
h=1(
⋂n(h)
i=1 Sd(x
h
i , r
h
i )
−
) is a relatively compact W˜d -neighbourhood of X.
Indeed, let x ∈X and r > 0 be such that Sd(x, r) is not relatively compact in X. Then it is
impossible that Sd(x, r) \⋃m(h)j=1 Sd(yhj , shj ) is relatively compact for every h ∈ {1, . . . , k},
because otherwise
k⋃
h=1
(
Sd(x, r)
∖m(h)⋃
j=1
Sd
(
yhj , s
h
j
))= Sd(x, r)∖ k⋂
h=1
(
m(h)⋃
j=1
Sd
(
yhj , s
h
j
))= Sd(x, r)
would be relatively compact. Therefore, for some hˆ ∈ {1, . . . , k} we have that Sd(x, r) \⋃m(hˆ)
j=1 Sd(y
hˆ
j , s
hˆ
j ) is not relatively compact: then, by our initial choice of x
hˆ
1 , . . . , x
hˆ
n(hˆ)
,
yhˆ1 , . . . , y
hˆ
m(hˆ)
, rhˆ1 , . . . , r
hˆ
n(hˆ)
, shˆ1 , . . . , s
hˆ
m(hˆ)
, and taking (2) into account, there is an ıˆ ∈
{1, . . . , n(hˆ)} such that Sd(xhˆıˆ , rhˆıˆ ) \
⋃m(hˆ)
j=1 Sd(y
hˆ
j , s
hˆ
j ) = Sd(xhˆıˆ , rhˆıˆ ) is relatively compact
and included in Sd(x, r). ✷
5. Examples
In this section we will construct examples of Wijsman hyperspaces; these examples
show that the Wijsman topology allows a greater flexibility than the Vietoris and Hausdorff
topologies, as far as local compactness at given points is concerned.
Many of these examples will be obtained using metric spaces whose distance function
takes its values into the three-element set: {0,1,2} (for other Wijsman hyperspaces of
this kind, see, for example, [3]). Observe, in passing, that every symmetric function from
X×X to {0,1,2}, which takes the value 0 exactly on the points of the diagonal, is a metric
on X—cf. [2, Lemma 19]. This allows for a high degree of freedom and gives rise to an
efficient technique for constructing examples.
If (X,d) is a metric space of this kind, the following holds.
− For every x ∈X, there are at most three different open balls (according to whether
0< r  1, or 1 < r  2, or r > 2, where r is the radius of the ball), and three different
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closed balls (according to whether 0 < r < 1, or 1 r < 2, or r  2), centered at x .
Every open ball is also a closed ball, and vice-versa; we will always use for them one
of the three standard radii: r = 1/2, or r = 3/2, or r = 5/2.
− A subset M of X is relatively compact if and only if it is finite (because X is discrete).
Lemma 23. Let (X,d) be a metric space, with Im(d) ⊆ {0,1,2}. Then an element C of
CL∅(X) is a point of local compactness in (CL∅(X),W˜d ) (and in (CL∅(X),Wd ), when
C = ∅) if and only if there exist n,m ∈ ω, points x1, . . . , xn ∈C and points y1, . . . , ym ∈X,
with ρ(yj )= 2 for j = 1, . . . ,m and C ∩ (⋃mj=1 Sd(yj ,3/2))= ∅, such that:
∀x ∈X:
((
ρ(x)= 2 and Sd(x,3/2) \
(
m⋃
j=1
Sd(yj ,3/2)
)
is infinite
)
"⇒∃i ∈ {1, . . . , n}: xi ∈ Sd(x,3/2)
)
. (<<)
Proof. It is sufficient to observe the following three facts.
(a) For every C ∈ CL∅(X), the sets of kind(
n⋂
i=1
{xi}−
)
∩
(
m⋂
j=1
(
X \ Sd(yj , sj )
)+)
,
with x1, . . . , xn ∈ C, sj < ρ(yj ) for j = 1, . . . ,m and C∩ (⋃mj=1 Sd(yj , sj ))= ∅, give rise
to a fundamental system of W˜d -neighbourhoods for C. Indeed, for every i ∈ {1, . . . , n},
{xi} = Sd(xi,1/2) is a minimal open ball centered at xi . Moreover, for this kind of metrics,
the relation C ∈ A˜+d (yj , sj ) is equivalent to C ∩ Sd(yj , sj ) = ∅ for C = ∅, and when
sj < ρ(yj ) the equivalence also holds (in a trivial way) for C = ∅. On the other hand,
the restriction sj < ρ(yj ) may always be assumed, because when sj  ρ(yj ) the relation
C ∈ A˜+d (yj , sj ) is impossible.
(b) When checking condition (<) of Theorem 19, we may always restrict ourselves to
the case where sj = 3/2 for j = 1, . . . ,m. Indeed, we already know that if sj = 5/2, then
C cannot belong to A˜+d (yj ,5/2); on the other hand, if sj = 1/2, then the finite or infinite
character of Sd(x, r) does not change if we take off a finite number of sets of the form:
Sd(yj ,1/2)= {yj }.
(c) If r = 1/2, then Sd(x, r) is a singleton, and condition (<) is trivially fulfilled.
Therefore, we only have to check the condition for the balls: Sd(x,3/2), with ρ(x) =
2. ✷
Remark. It is worth looking at the above characterization, in the special cases when
C =X or C = ∅. We have that:
− X is a point of local compactness in (CL∅(X),W˜d ) if and only if there exist points
x1 · · ·xn ∈X such that:
∀x ∈X: ((ρ(x)= 2 and Sd(x,3/2) is infinite)
"⇒∃i ∈ {1, . . . , n}: xi ∈ Sd(x,3/2)
);
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− ∅ is a point of local compactness in (CL∅(X),W˜d ) if and only if there are points
y1, . . . , ym ∈X, with ρ(yj )= 2 for j = 1, . . . ,m, such that
∀x ∈X:
(
ρ(x)= 2"⇒ Sd(x,3/2)
∖( m⋃
j=1
Sd(yj ,3/2)
)
is finite
)
.
Observe also that Lemma 23 does not apply, of course, to the local compactness at ∅ in
(CL∅(X),Wd ). Actually, ∅ is isolated—hence it is a point of local compactness—for Wd ,
whenever d is bounded.
First of all we show that, contrary to the Vietoris topology, for the Wijsman topology
local compactness does not imply compactness.
Example 24. Let X = {wn | n ∈ ω} ∪ {w∗,w<}, where the points wn (n ∈ ω), w∗ and w<
are all distinct, and let d be the metric on X defined by:
d(y, z)=
{0 if y = z,
1 if (y =w∗ and z ∈ {wn | n ∈ ω}),or vice-versa,
2 otherwise.
Then (CL∅(X),W˜d ) (or (CL∅(X),Wd )) is locally compact but not compact.
Proof. The proper closed ball Sd(w∗,1) = {w∗} ∪ {wn | n ∈ ω} is not compact (observe
that X, as a topological space, is discrete): therefore, (CL∅(X),W˜d ) is non-compact
(and so is (CL∅(X),Wd ), as the topology Wd is finer than W˜d ). We will prove that
(CL∅(X),W˜d ) is locally compact (by the above remark, this will also imply the local
compactness of (CL∅(X),Wd )).
Consider first the case where C ⊆ {w<}. Let n = 1, m = 0 and x1 ∈ C \ {w<}: if
x ∈X is such that Sd(x,3/2) is infinite, then we may easily deduce that x = w∗ and
Sd(x,3/2)=X \ {w<}. Therefore, x1 ∈ Sd(x,3/2).
Suppose now that either C = {w<} or C = ∅: let n = 0, m = 1 and y1 = w∗. Then
C ∩ Sd(w∗,3/2) = C ∩ (X \ {w<}) = ∅; and, on the other side, for every x ∈X the set
Sd(x,3/2) \ Sd(w∗,3/2) = Sd(x,3/2) \ (X \ {w<}) is obviously finite, so that condition
(<<) of Lemma 23 is fulfilled again. ✷
The second example we will exhibit using the above-described metrics shows that the
local compactness of the base space does not entail the local compactness at any point of
the Wijsman hyperspace (contrary, again, to the Vietoris topology—see Corollary 12).
Example 25. Let X =⋃∈ω X, where every X is infinite and X ∩X′ = ∅ for  = ′.
For x ∈X, let (x) be the unique  ∈ ω such that x ∈X, and put:
d(x, y)=

0 if x = y,
1 if x = y and (x)= (y),
2 if (x) = (y).
Then (CL∅(X),W˜d ) is not locally compact at any point—i.e., every compact subset of
(CL∅(X),W˜d ) has empty interior.
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Proof. First of all, observe that ρ(x) = 2 for every x ∈X. Let C be any element of
CL∅(X), x1, . . . , xn ∈ C, and y1, . . . , ym ∈ X with C ∩ Sd(yj ,3/2) = ∅ and ρ(yj ) = 2
for j = 1, . . . ,m. Take x∗ ∈ X with (x∗) > max{(x1), . . . , (xn), (y1), . . . , (ym)}:
then ρ(x∗)= 2 and Sd(x∗,3/2) \ (⋃mj=1 Sd(yj ,3/2)) =X(x∗) \ (⋃mj=1 X(yj))= X(x∗)
is infinite, but does not contain any xi . ✷
Of course, if we replace W˜d by Wd in the above example, then the empty set turns out
to be the only point of local compactness. Such a situation may be obtained also for the
topology W˜d .
Example 26. Let X′ = X ∪ {z,w}, where X is the space of the above example, and z,w
are two newly added, distinct points. Let d ′ be the metric on X′ defined by:
d ′(x, y)= d(x, y) for x, y ∈X,
d ′(z,w)= d ′(w, z)= 1,
∀x ∈X: d ′(z, x)= d ′(x, z)=
{
1 for (x) even,
2 for (x) odd,
∀x ∈X: d ′(w,x)= d ′(x,w)=
{
1 for (x) odd,
2 for (x) even.
Then the only point of local compactness of (CL(X′),W˜d ′) is the empty set.
Proof. First of all, observe that A˜+
d ′(z,3/2)∩ A˜+d ′(w,3/2)= {∅}: therefore, the empty set
is isolated in (CL∅(X′),W˜d ′).
Now, consider any C ∈ CL(X′), and suppose to have arbitrary x1, . . . , xn ∈ C and
y1, . . . , ym ∈ X with d ′(yj ,C) = 2 for j = 1, . . . ,m. Since C = ∅, z and w cannot be
both in the set {y1, . . . , ym}: therefore, there exists an infinite L⊆ ω such that(⋃
∈L
X
)
∩
(
m⋃
j=1
%Sd ′(yj ,3/2)
)
= ∅.
Picking a large enough ˆ ∈L such that xi /∈Xˆ for i = 1, . . . , n, we have—for an x ∈Xˆ—
that Sd ′(x,3/2)=Xˆ is infinite, disjoint from
⋃m
j=1 Sd ′(yj ,3/2), and does not contain any
xi . Thus, C is not a point of local compactness. ✷
Observe that for the whole set X (which is, in some sense, “dual” to the empty set in the
hyperspace (CL∅(X),W˜d )), it is impossible to be the only point of local compactness—at
least, when X = ∅. Of course, this is due to the fact that when X is infinite, it cannot be
isolated in (CL∅(X),W˜d ); while when X is finite, then (CL∅(X),W˜d ) is discrete—hence
locally compact.
One could also wonder whether, symmetrically to the space constructed in Example
26, there exists a Wijsman hyperspace for which the empty set is the only point where
local compactness fails (again, this is impossible for the whole space X, because of
Proposition 22). We will give a positive answer to such a question in Example 37. On
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the other hand, we will prove in Theorem 31 that if (X,d) is a metric space with Im(d)⊆
{0,1,2}, then the local compactness of (CL(X),Wd ) implies that of (CL∅(X),W˜d ).
Before, however, we want to provide an example to show that, even working with metrics
which take their values in {0,1,2}, the local compactness at all the cofinite and finite
nonempty sets does not imply that at ∅.
Example 27. Let X = {z |  ∈ ω} ∪ {w,m | ,m ∈ ω}, where the points z and w,m are
all distinct. Define a metric d on X by:
d(z, z′)=
{
0 if = ′,
1 if  = ′,
d(w,m,w′,m′)=
{
0 if (,m)= (′,m′),
2 if (,m) = (′,m′),
d(z,w′,m′)=
{
1 if ′ < ,
2 if ′  .
Then the empty set is not a point of local compactness in (CL∅(X),W˜d ), but every
nonempty finite set is.
Proof. Let Z = {z |  ∈ ω}, W = {w,m | ,m ∈ ω} and, for every  ∈ ω, W = {w,m |
m ∈ ω}. It is immediate to observe that for every z ∈ Z and w,m ∈ W , we have
Sd(z,3/2) = Z ∪ (⋃′<W′) and Sd(w,m,3/2) = {w,m} ∪ {z′ | ′ > } (observe also
that ρ(x)= 2 for every x ∈X).
To prove that ∅ is not a point of local compactness, let y1, . . . , ym ∈X: picking an ∗ ∈ ω
such that no yj is a z with  > ∗, the set Sd(z∗+1,3/2) \⋃mj=1 Sd(yj ,3/2) includes in
any case a cofinite subset of W∗ , and hence is infinite.
We prove now that every nonempty C ⊆ W and every finite nonempty F ⊆ X is
a point of local compactness in (CL∅(X),W˜d ). If C ⊆ W with C = ∅, then let ˆ =
min{ ∈ ω | C ∩ W = ∅}, pick an x1 ∈ C ∩ Wˆ and put y1 = zˆ. If x ∈X is such that
Sd(x,3/2) \ Sd(y1,3/2)= Sd(x,3/2) \ (Z ∪ (⋃<ˆ W)) is infinite, then x must be a z
with  > ˆ, and hence x1 ∈Wˆ ⊆ Sd(x,3/2).
Suppose now to have a finite nonempty F ⊆ X: if F ∩ Z = ∅, then we are in the
preceding case. Thus, suppose F ∩ Z = ∅, and let ˆ = max { ∈ ω | z ∈Z}. Pick a
y1 ∈Wˆ \ F , so that Sd(y1,3/2) = {z |  > ˆ} ∪ {y1} misses F , and let x1 = zˆ: then if
x ∈X is such that Sd(x,3/2) \ Sd(y1,3/2)= Sd(x,3/2) \ ({z |  > ˆ} ∪ {y1}) is infinite,
x must belong to Z, and hence x1 ∈ Z ⊆ Sd(x,3/2). ✷
By adding some suitable points to the above space (X,d), we may obtain our desired
example.
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Lemma 28. Let (X,d) be a metric space with Im(d)⊆ {0,1,2}, and letM be a set disjoint
from X. Define a metric d ′ on X′ = X ∪M by putting d ′|X×X = d , and d ′(z,w)= 1 for
every z ∈M and w ∈X′ \ {z}. Then the following holds:
(1) Every C ⊆ X′ such that C ∩ M = ∅ is a point of local compactness in
(CL∅(X′),W˜d ′).
(2) For every C ⊆X, if C is a point of local compactness in (CL∅(X′),W˜d ′), then it is
also a point of local compactness in (CL∅(X),W˜d ). Moreover, if there exists y ∈X
with ρ(y)= 2, such that Sd(y,3/2)∩C = ∅, then the converse also holds.
Proof. If C ⊆X′ is such that there is an x1 ∈ C ∩M , then for every x ∈X′ we have that
x1 ∈ Sd ′(x,3/2), so that condition (<<) is satisfied.
To prove (2), observe first that for every w ∈ X, the equality ρ(w) = 2 is independent
on whether we are considering w as a point of (X,d) or of (X′, d ′).
Suppose that C ⊆ X is a point of local compactness in (CL∅(X′),W˜d ′), and let
x1, . . . , xn ∈ C and y1, . . . , ym ∈X′ be such that C ∩ (⋃mj=1 Sd ′(yj ,3/2))= ∅, ρ(yj )= 2
for j = 1, . . . ,m, and condition (<<) is satisfied with respect to (X′, d ′). Then every yj
belongs to X (because ρ(yj )= 2), and of course C ∩ (⋃mj=1 Sd(yj ,3/2))= ∅. If x ∈X is
such that ρ(x)= 2 and Sd(x,3/2) \⋃mj=1 Sd(yj , 3/2) is infinite, then this clearly implies
that Sd ′(x,3/2) \⋃mj=1 Sd ′(yj ,3/2) is infinite. Therefore there is an xi which belongs to
Sd ′(x,3/2); and since xi ∈ C ⊆X, we also have that xi ∈ Sd(x,3/2).
Suppose now that C ⊆X is a point of local compactness in (CL∅(X),W˜d ), such that
∃y ∈X: (ρ(y)= 2 and C ∩ Sd(y,3/2)= ∅), (1)
and let x1, . . . , xn ∈ C and y1, . . . , ym ∈ X be such that C ∩ (⋃mj=1 Sd(yj ,3/2)) = ∅,
ρ(yj )= 2 for j = 1, . . . ,m, and condition (<<) is satisfied with respect to (X,d). Clearly,
we also have that C ∩ (⋃mj=1 Sd ′(yj ,3/2)) = ∅, because C ⊆ X; furthermore, by (1) we
may assume that m> 0.
If x is a point of X′ with ρ(x)= 2, then x must belong to X. Moreover, if Sd ′(x,3/2) \⋃m
j=1 Sd ′(yj ,3/2) is infinite, then the same holds for Sd(x,3/2) \
⋃m
j=1 Sd(yj ,3/2);
indeed, these two sets coincide, because
Sd ′(x,3/2)= Sd(x,3/2)∪M and
m⋃
j=1
Sd ′(yj ,3/2)=
(
m⋃
j=1
Sd(yj ,3/2)
)
∪M
(as m> 0). Therefore, there is an xi which belongs to Sd(x,3/2)⊆ Sd ′(x,3/2). ✷
Example 29. If (X,d) is the metric space of Example 27, M is an infinite set disjoint
from X, and (X′, d ′) is the metric space obtained from (X,d) and M as in the statement of
Lemma 28, then (CL∅(X′),W˜d ′) is locally compact at every cofinite and finite nonempty
subset of X′, but not at the empty set.
Proof. If C ⊆ X′ is cofinite, it must meet M , so that by Lemma 28 it is a point of local
compactness in (CL∅(X′),W˜d ′).
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Let now F ⊆ X′ be finite. If F meets M , then it is nonempty, and—again by
Lemma 28—it is a point of local compactness in (CL∅(X′),W˜d ′).
If, on the contrary, F ⊆ X, then if F is nonempty, it is a point of local compactness in
(CL∅(X),W˜d ), and it is easy to find a point w ∈W ⊆X such that F ∩ Sd(w,3/2)= ∅, so
that—by Lemma 28—F is a point of local compactness in (CL∅(X′),W˜d ′). And if F = ∅,
then it is not a point of local compactness in (CL∅(X),W˜d ), and by Lemma 28 it is not a
point of local compactness in (CL∅(X′),W˜d ′), either. ✷
Lemma 30. Let (X,d) be a metric space, and let C be a closed subset of X such that for
every finite subset F of C, there exist x ∈X and r > 0 such that
(1) F ∩ Sd(x, r)= ∅;
(2) C ∩ Sd(x, r) is not relatively compact.
Then (CL∅(X),W˜d ) is not locally compact at C.
Proof. First of all, observe that C = ∅ (otherwise, taking F = ∅, (2) cannot be fulfilled for
any x ∈X and r > 0).
Let x1, . . . , xn, y1, . . . , ym ∈X and r1, . . . , rn, s1, . . . , sm > 0 be such that
C ∈
(
n⋂
i=1
Sd(xi, ri )
−
)
∩
(
m⋂
j=1
A˜+d (yj , sj )
)
and (
n⋃
i=1
Sd(xi, ri )
)
∩
(
m⋃
j=1
Sd(yj , sj )
)
= ∅.
For every i ∈ {1, . . . , n}, fix a wi ∈ C ∩ Sd(xi, ri ): then by hypothesis there exist x ∈X
and r > 0 such that {wi | i = 1, . . . , n} ∩ Sd(x, r) = ∅ and C ∩ Sd(x, r) is not relatively
compact. Observe that, since C ∩ Sd(yj , sj )= ∅ for every j ∈ {1, . . . ,m}, Sd(x, r)∩C ⊆
Sd(x, r) \ (⋃mj=1 Sd(yj , sj )).
The fact that C is nonempty implies that it is a point of local compactness in
(CL∅(X),W˜d ) if and only if it has the same property in (CL∅(X),Wd ). Since Sd(x, r) \
(
⋃m
j=1 Sd(yj , sj )) is not relatively compact, if (
⋂n
i=1 Sd(xi, ri )−) ∩ (
⋂m
j=1 A˜+d (yj , sj ))
were relatively compact in (CL∅(X),W˜d ) then there would exist ıˆ ∈ {1, . . . , n} such
that Sd(xıˆ, rıˆ ) is (relatively compact and) included in Sd(x, r) (by the remark after
Theorem 19, we do not need that r < ρ(x)). But this is impossible simply because
wıˆ ∈ Sd(xıˆ, rıˆ ) \ Sd(x, r). ✷
Theorem 31. Let (X,d) be a metric space with Im(d) ⊆ {0,1,2}, such that every C ∈
CL(X) is a point of local compactness in (CL∅(X),W˜d ). Then the same holds for the
empty set—so that the whole (CL∅(X),W˜d ) is locally compact.
Proof. By contradiction, suppose ∅ is not a point of local compactness in (CL∅(X), W˜d ).
Then for every m ∈ ω and y1, . . . , ym ∈X with ρ(yj )= 2 for j = 1, . . . ,m, there exists an
x ∈X with ρ(x)= 2 such that Sd(x,3/2) \ (⋃mj=1 Sd(yj ,3/2)) is infinite.
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We will define by induction, for every  ∈ ω, two points z,w ∈X, such that:
(a) ∀ ∈ ω: ρ(z)= ρ(w)= 2;
(b) ∀ ∈ ω: ∀′  : d(z,w′) 1;
(c) ∀ ∈ ω: ∀′ < : d(z′,w)= 2.
For  = 0, simply choose an a ∈ X with ρ(a) = 2, and put z0 = w0 = a (a must
exist because otherwise d would be the 0−1 metric on X and hence, by Proposition 1,
(CL∅(X),W˜d ) would be compact).
Suppose now to have defined z and w for   ˆ, in such a way that (a), (b),
(c) are satisfied for   ˆ. For every   ˆ, the local compactness of the point {w}
in (CL∅(X),W˜d ) implies the existence of y1, . . . , ym() ∈ X, with ρ(yj ) = 2 for j =
1, . . . ,m(), such that:
∀x ∈X:
((
ρ(x)= 2 and Sd(x,3/2)
∖m()⋃
j=1
Sd
(
yj ,3/2
)
is infinite
)
"⇒w ∈ Sd(x,3/2)
)
.
Since ρ(z)= 2 for every  ˆ (by the inductive hypothesis), our initial assumption
implies that there is z
ˆ+1 ∈ X with ρ(zˆ+1) = 2, such that M = Sd(zˆ+1,3/2) \⋃ˆ
=1(Sd(z,3/2)∪ (
⋃m()
j=1 Sd(y

j ,3/2))) is infinite. Pick any wˆ+1 ∈M; then:
(1) d(z
ˆ+1,wˆ+1) 1 (because wˆ+1 ∈ Sd(zˆ+1,3/2));
(2) for  ˆ, d(z
ˆ+1,w) 1 (because, in particular, Sd(zˆ+1,3/2) \ (
⋃m()
j=1 Sd(y

j ,
3/2)) is infinite, and ρ(z
ˆ+1)= 2);
(3) for  ˆ, d(w
ˆ+1, z)= 2 (because wˆ+1 /∈ Sd(z,3/2)).
Thus (b) and (c) are fulfilled for = ˆ+ 1. As for (a), ρ(z
ˆ+1)= 2 by our initial choice,
and ρ(w
ˆ+1)= 2 because, for example, d(wˆ+1, zˆ)= 2.
Now, let C = {z |  ∈ ω}: observe that  #→ z is one-to-one, because for  < ′ we have
d(z′,w′) 1 and d(z,w′)= 2. If F = {z1, . . . , zk } is a finite subset of C, taking an
ˆ > max{1, . . . , k} we have that Sd(wˆ,3/2) ∩ C = {z |  ˆ} (which is infinite), and
Sd(wˆ,3/2) ∩ F = ∅. By Lemma 30, we have that C is not a point of local compactness
in (CL∅(X),W˜d ), which contradicts our initial assumption. ✷
Now we show that by a slight modification of the space constructed in Example 29, we
may have a case where the Wijsman hyperspace is locally compact at all the “small” and
“large” closed subsets of the base space, but not everywhere.
Example 32. Let (X′, d ′) be the space of Example 29, and take a point a which does
not belong to X′. Let dˆ be the metric on X̂ = X′ ∪ {a}, such that dˆ |X′×X′= d ′ and
dˆ(a, x)= dˆ(x, a)= 2 for every x ∈ X′. Then (CL∅(X̂),W˜dˆ ) is locally compact at every
finite (possibly empty) and cofinite subset of X, but not everywhere.
Proof. Observe that S
dˆ
(a,3/2) = {a} and that, for any point u of M , S
dˆ
(u,3/2) =
X̂ \ {a} = X′; therefore, X̂ is the union of two proper closed balls, so that ∅ is isolated
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in (CL∅(X̂),W˜dˆ ). If L is a cofinite or a finite nonempty subset of X̂, then either L= {a}
or L ∩ X′ = ∅. In the first case, we may take a y1 ∈ M and we have as before that
S
dˆ
(y1,3/2) = X̂ \ {a} = X′; then obviously Sdˆ (x,3/2) \X′ is finite for every x ∈ X̂, so
that {a} is a point of local compactness in (CL∅(X̂),W˜dˆ ). Suppose now that L ∩X′ = ∅:
then L ∩ X′ = L \ {a} is still either cofinite or finite nonempty in X′, and hence is a
point of local compactness in (CL∅(X′),W˜d ′), so that there exist x1, . . . , xn ∈ L \ {a} and
y1, . . . , ym ∈ X′ with Sd ′(yj ,3/2) ∩ (L \ {a}) = ∅ for j = 1, . . . ,m, such that condition
(<<) of Lemma 23 is satisfied with X′ and d ′ in the place of X and d ; we want to prove
such a condition with X̂ and dˆ in the place of X and d , respectively (observe that, for
every j ∈ {1, . . . ,m}, the ball S
dˆ
(yj ,3/2) does not contain a, and hence must miss L).
Let x be any point of X̂ (the condition ρ(x) = 2 is always fulfilled in this case): if
x = a, then S
dˆ
(x,3/2) = {a}, and the situation is trivial. Suppose now that x ∈ X′ and
S
dˆ
(x,3/2) \⋃mj=1 Sdˆ(yj ,3/2) is infinite: then Sd ′(x,3/2) \⋃mj=1 Sd ′(yj ,3/2) is infinite,
too, and hence Sd ′(x,3/2)—which is clearly included in Sdˆ (x,3/2)—must contain an xi
with i ∈ {1, . . . , n}.
Finally, we prove that there is a C ⊆ X̂ at which the Wijsman topology W˜
dˆ
is not locally
compact. By Theorem 31, since (CL∅(X′),W˜d ′) is not locally compact at ∅, there must be
a nonempty C ⊆X′ which is not, in turn, a point of local compactness in (CL∅(X′),W˜d ′).
Then, using again the fact that dˆ(a, x)= 2 for every x ∈X′, it is easy to show that C is not
a point of local compactness even in (CL∅(X̂),W˜dˆ ). ✷
Now we give an example to show that in Proposition 22 we cannot replace—in general—
X by C1 ∪ · · · ∪Ck , when these two sets are different.
Example 33. Let {Z |  ∈ ω} be a family of infinite and pairwise disjoint sets (with  #→
Z one-to-one), and let x˜, x˜ ′, y˜, y˜ ′ be distinct points which do not belong to Z =⋃∈ω Z.
Let d be the metric on X =Z ∪ {x˜, x˜ ′, y˜, y˜ ′}, defined by:
d
(
x˜,w
)= d(w, x˜)=

0 if w = x˜,
1 if w = x˜ ′,
2 otherwise,
d
(
y˜,w
)= d(w, y˜)=

0 if w = y˜,
1 if w = y˜ ′,
2 otherwise,
d
(
x˜ ′,w
)= d(w, x˜ ′)=

0 if w= x˜ ′,
2 if w= y˜,
1 otherwise,
d
(
y˜ ′,w
)= d(w, y˜ ′)=

0 if w= y˜ ′,
2 if w= x˜,
1 otherwise,
and, for z ∈ Z and z′ ∈ Z′ , by:
d(z, z′)=
{0 if z = z′ ,
1 if = ′ but z = z′ ,
2 otherwise.
604 C. Costantini et al. / Topology and its Applications 123 (2002) 573–608
Then {x˜} and {y˜} are both points of local compactness in (CL∅(X),W˜d ), but their union
{x˜, y˜} is not.
Proof. Observe that Sd(y˜ ′,3/2)=X \ {x˜} and Sd(x˜ ′,3/2)=X \ {y˜}: thus it is clear that
{x˜} and {y˜} are points of local compactness in (CL∅(X),W˜d ).
On the other hand, to prove that {x˜, y˜} is not a point of local compactness, let
y1, . . . , ym ∈X be such that Sd(yj ,3/2) ∩ {x˜, y˜} = ∅ for j = 1, . . . ,m: we will show that
there is x ∈X (with ρ(x) = 2) such that Sd(x,3/2) \ (⋃mj=1 Sd(yj ,3/2)) is infinite, but
Sd(x,3/2) ∩ {x˜, y˜} = ∅. Observe that, for every j ∈ {1, . . . ,m}, Sd(yj ,3/2) ∩ {x˜, y˜} = ∅
implies—by the definition of d—that yj /∈ {x˜, y˜, x˜ ′, y˜ ′}: therefore, yj ∈ Znj for some
nj ∈ ω, and Sd(yj ,3/2) = Znj ∪ {x˜ ′, y˜ ′}. Let n¯ ∈ ω \ {n1, . . . , nm} and x ∈ Zn¯: then
Sd(x,3/2) = Zn¯ ∪ {x˜ ′, y˜ ′}, which is disjoint from {x˜, y˜}. On the other hand Sd(x,3/2) \⋃m
j=1 Sd(yj ,3/2)=Zn¯, which is infinite. ✷
The metrics used in the above examples are bounded. We will now give a result which
will allow us to obtain, in the unbounded case, two of the most significant examples
produced so far.
Proposition 34. Let (X,d) be a bounded metric space, with diamX = λ, and let
{z |  ∈ ω \ {0}} be a countable set disjoint from X (with z = z′ for  = ′). Define a
metric d ′ on X′ =X ∪ {z |  ∈ ω \ {0}} by:
d ′(x, y)=

d(x, y) if x, y ∈X,
2λ if (x ∈X and y = z), or vice-versa,
2|− ′|λ if (x = z and y = z′), or vice-versa.
Then for every C ∈ CL(X′), the following holds:
(1) if C ∩ X = ∅, then C is a point of local compactness in (CL∅(X′),W˜d ′) (=
(CL∅(X′),Wd ′));
(2) if C ∩X = ∅, then C is a point of local compactness in (CL∅(X′),W˜d ′) if and only
if C ∩X is a point of local compactness in (CL∅(X),W˜d ).
Proof. Suppose first that C ∩X = ∅: fix a point y1 ∈X (if X = ∅, then (CL∅(X′),W˜d ′) is
compact), and let s1 = λ: then C ∈ A˜+d ′(y1, s1). Moreover, for every x ∈ C and r > 0, we
have that Sd ′(x, r) \ Sd ′(y1, s1)= Sd ′(x, r) \X ⊆ {y |  ∈ ω \ {0}}, so that this set, being
bounded, must be finite (hence relatively compact).
Consider now a C ⊆ X′ with C ∩ X = ∅: if C ∩ X is a point of local compactness in
(CL∅(X),W˜d ), then there are x1, . . . , xn, y1, . . . , ym ∈ X and r1, . . . , rn, s1, . . . , sm > 0,
such that C ∈ (⋂ni=1 Sd(xi, ri )−) ∩ (⋂mj=1 A˜+d (yj , sj )), and condition (<) of Theorem 19
is fulfilled. Observe that every sj must be < λ (because of C ∩X = ∅), and of course we
may suppose as well that every ri is < min{λ,ρd(xi)}; finally, C ∩X = ∅ also allows us to
suppose n > 0.
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Therefore, first of all we have that C ∈ (⋂ni=1 Sd ′(xi, ri )−) ∩ (⋂mj=1 A˜+d ′(yj , sj )).
Observe also that for at least one i ∈ {1, . . . , n}, the set
Sd ′(xi, ri )
∖( m⋃
j=1
Sd ′(yj , sj )
)
= Sd(xi, ri)
∖( m⋃
j=1
Sd(yj , sj )
)
must be relatively compact (inX, and hence inX′). Indeed, if Sd(x1, r1)\(⋃mj=1 Sd ′(yj , sj ))
is not relatively compact, by condition (<) we get an i ∈ {1, . . . , n} such that Sd(xi, ri ) \
(
⋃m
j=1 Sd(yj , sj )) is relatively compact (and included in Sd(x1, r1)).
Then suppose to have an x ∈ X′ and an r > 0, such that Sd ′(x, r) \ (⋃mj=1 Sd(yj , rj ))
is not relatively compact: if x ∈ {z |  ∈ ω \ {0}}, by the definition of d ′ this implies
that X ⊆ Sd ′(x, r). Picking any ıˆ ∈ {1, . . . , n} such that Sd ′(xıˆ, rıˆ ) \ (
⋃m
j=1 Sd(yj , sj ))
is relatively compact, we also have that Sd ′(xıˆ, rıˆ ) \ (
⋃m
j=1 Sd(yj , sj )) ⊆ X ⊆ Sd ′(x, r),
so that condition (<) is fulfilled with respect to (X′, d ′). Consider now the case where
x ∈X: if Sd ′(x, r) \ (
⋃m
j=1 Sd ′(yj , sj )) is not relatively compact, then also Sd(x, r) \
(
⋃m
j=1 Sd ′(yj , sj )) = Sd(x, r) \ (
⋃m
j=1 Sd(yj , sj )) is not relatively compact (because
Sd ′(x, r) and Sd(x, r) may differ at most for a finite number of elements), so that
condition (<) with respect to (X,d) gives us an ıˆ ∈ {1, . . . , n} such that Sd(xıˆ, rıˆ ) \
(
⋃m
j=1 Sd(yj , sj )) = Sd ′(xıˆ, rıˆ ) \ (
⋃m
j=1 Sd ′(yj , sj )) is relatively compact and included
in Sd(x, r) (which is included in Sd ′(x, r)). Therefore, again, condition (<) is fulfilled with
respect to (X′, d ′).
Finally, suppose that C is a point of local compactness in (CL∅(X′),W˜d ′), with
C ∩ X = ∅, and let x ′1, . . . , x ′n, y1, . . . , ym ∈ X′ and r ′1, . . . , r ′n, s1, . . . , sm > 0 be such
that C ∈ (⋂ni=1 Sd ′(x ′i , r ′i )−) ∩ (⋂mj=1 A˜+d ′(yj , sj )) and that condition (<) is fulfilled with
respect to (X′, d ′). Moreover, we may always suppose (see remark after Corollary 20)
that (
⋃n
i=1 Sd ′(x ′i , r ′i ))∩ (
⋃m
j=1 Sd ′(yj , sj ))= ∅. Let I = {i ∈ {1, . . . , n} | Sd ′(x ′i , r ′i )∩C ∩
X = ∅}, and for every i ∈ I take an xi ∈ Sd ′(x ′i , r ′i )∩C ∩X and an ri with 0< ri < λ, such
that Sd(xi, ri )= Sd ′(xi, ri)⊆ Sd ′(x ′i , r ′i ). Let also J = {j ∈ {1, . . . ,m} | yj ∈X}. We claim
that for every x ∈X and r > 0 such that Sd(x, r) \ (⋃j∈J Sd(yj , sj )) is not relatively
compact, there exists i ∈ I such that Sd(xi, ri ) is relatively compact and included in
Sd(x, r).
Indeed, if Sd(x, r) \ (⋃j∈J Sd(yj , sj )) is not relatively compact, then letting r ′ =
min{r, λ} we have that Sd(x, r) = Sd ′(x, r ′), and Sd ′(x, r ′) \ (⋃mj=1 Sd ′(yj , sj )) =
Sd(x, r) \ (⋃j∈J Sd(yj , sj )). To prove the last equality, consider that for j ∈ J we
have Sd(yj , sj ) = Sd ′(yj , sj ) (because otherwise sj would be > λ, and hence X ⊆
Sd ′(xj , sj ), while C ∈ A˜+d ′(yj , sj ) and C ∩ X = ∅); and for j ∈ {1, . . . ,m} \ J we
have that X ∩ Sd ′(yj , sj ) = ∅ (otherwise, since yj ∈ {z |  ∈ ω \ {0}}, we would have
again that X ⊆ Sd ′(yj , sj ), and we have already seen that this is impossible), and hence
also Sd ′(x, r ′) ∩ Sd ′(yj , sj ) = ∅—as Sd ′(x, r ′) = Sd(x, r) ⊆ X. Now, since Sd ′(x, r ′) \
(
⋃m
j=1 Sd ′(yj , sj )) is not relatively compact, by property (<) with respect to (X′, d ′) we
have that there is ıˆ ∈ {1, . . . , n} such that Sd ′(x ′ıˆ , r ′ıˆ ) is relatively compact and included in
Sd ′(x, r ′) = Sd(x, r)—remember that Sd ′(x ′ıˆ , r ′ıˆ ) ∩ (
⋃m
j=1 Sd ′(yj , sj )) = ∅ by our initial
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choice. Since Sd(xıˆ, rıˆ ) is included in Sd ′(x ′ıˆ , r
′
ıˆ
), it is in turn relatively compact and
included in Sd(x, r). Therefore, condition (<) is fulfilled with respect to (X,d). ✷
Corollary 35.
(1) There is an unbounded (uniformly discrete) metric space (X′, d ′), such that every
finite and cofinite subset of X′ is a point of local compactness in (CL(X′),W˜d ′)
(= (CL(X′),Wd ′)), but the whole (CL(X′),W˜d ′) is not locally compact;
(2) there is an unbounded metric space (X′, d ′), such that (CL(X′),W˜d ′) is locally
compact, but not compact.
Proof. Take as (X,d) the spaces constructed in Examples 32 and 24, respectively, and
then apply the above proposition. All the verifications are straightforward. ✷
We conclude our survey of Wijsman hyperspaces, by defining a metric space (X,d) such
that (CL∅(X),W˜d ) is locally compact at every point, except the empty set. Of course, by
Theorem 31, the metric d cannot take its values in {0,1,2}; actually, our base space (X,d)
will be unbounded, but uniformly discrete.
First, we need a rather general lemma.
Lemma 36. Suppose a set X is the disjoint union of sets X, with  ∈ ω. For every
x ∈X = ⋃∈ω X, let (x) be the unique  ∈ ω such that x ∈ X. Then the function
d :X×X→[0,+∞[, defined by
d(x, y)=
{
0 if x = y,
max{(x)+ 1, (y)+ 1} if x = y
is an ultrametric on X.
Proof. To prove the strong triangular inequality, consider x, y, z ∈ X (which we may
certainly suppose to be all distinct). Then d(x, z)=max{(x)+1, (z)+1}max{(x)+
1, (y) + 1, (z) + 1} = max{max{(x) + 1, (y) + 1},max{(y) + 1, (z) + 1}} 
max{d(x, y), d(y, z)}. ✷
Example 37. Suppose (X,d) to be a space constructed as in the above lemma, where for
every  ∈ ω the set X is infinite. Then (CL∅(X),W˜d ) is locally compact at every point,
except the empty set.
Proof. First of all, observe that for every z ∈X and r > 0, we have that:
Sd(z, r)=
{ {z} if r  (z)+ 1,⋃k
=0X if r > (z)+ 1 and k =max {k′ ∈ ω | k′ < r − 1},
and
Sd(z, r)=
{ {z} if r < (z)+ 1,⋃k
=0X if r  (z)+ 1 and k =max {k′ ∈ ω | k′  r − 1}.
Suppose that C ∈ CL(X). Let ˆ = min {(x) | x ∈ C}: if ˆ = 0, then put m = 0;
otherwise, put m = 1, choose as y1 any element of ⋃ˆ−1=0X, and let s1 = ˆ + (1/2).
C. Costantini et al. / Topology and its Applications 123 (2002) 573–608 607
Then in both cases we have that C ∈⋂mj=1 A˜+d (yj , sj ) (in case m = 0, this intersection
equals CL∅(X)), and that
⋃m
j=1 Sd(yj , sj )=
⋃
<ˆ
X (in case m= 0, both the unions are
made on the empty family). Put also n= 1, choose any x1 ∈Xˆ, and let r1 = 1/2—so that
Sd(x1, r1)= {x1}.
If x ∈ X and r > 0 are such that Sd(x, r) \⋃mj=1 Sd(yj , sj ) is infinite, we must have
r > (x)+ 1, so that Sd(x, r) includes the whole Xˆ, and in particular it contains x1.
Now we prove that ∅ is not a point of local compactness in (CL∅(X),W˜d ). Given
arbitrary y1, . . . , ym ∈ X and s1, . . . , sm > 0, consider an ˆ ∈ ω \ {0} such that ˆ >
max {sj | j = 1, . . . ,m}. Putting r = ˆ + (1/2) and choosing any x ∈ X, we have that
Sd(x, r) \ ⋃mj=1 Sd(yj , sj ) includes the whole Xˆ−1, except at most a finite number
of points (these points are the yj ’s which belong to Xˆ−1, because for them we have
Sd(yj , sj )= {yj }). ✷
To end the paper, we consider some natural problems concerning the mutual relation-
ships between the local compactness of a hyperspace, endowed with different topologies.
First of all, it is clear that the local compactness of the Vietoris hyperspace implies that of
both the Hausdorff and Wijsman one (actually, it implies compactness for all these hyper-
topologies). And the above space (X,d), with X =⋃n∈ω[n,n + (1/(n + 2))], is a case
where the Vietoris hyperspace is not locally compact, while the Hausdorff and Wijsman
hyperspaces are—furthermore, (CL∅(X),W˜d ) (= (CL∅(X),Wd )) is compact.
Observe that, by Theorem 11 and Proposition 16, we also have that if C is a point
of local compactness in the Vietoris hyperspace (CL(X),V) of a metric space (X,d),
then C is a point of local compactness in (CL(X),Hd), too. This result does not hold,
in general, if we replace the Hausdorff hyperspace by the Wijsman hyperspace. Consider,
for example, the subsetX = {0}∪([1,+∞[∩Q) of the real line, endowed with the induced
Euclidean metric d . Then {0} is a compact clopen subset of X, and hence it is a point of
local compactness in (CL(X),V). On the other hand, if we have x1, . . . , xn, y1, . . . , ym ∈X
and r1, . . . , rn, s1, . . . , sm > 0, such that 0 ∈ Sd(xi, ri ) for i = 1, . . . , n and d(0, yj) > sj
for j = 1, . . . ,m, we may always take a large enough x ∈X and a small enough r > 0, such
that Sd(x, r) does not contain 0 and is disjoint from every Sd(yj , sj ). Since every compact
subset of Q has empty interior, we have that Sd(x, r) \ (⋃mj=1 Sd(yj , sj )) = Sd(x, r) is
not relatively compact, and it cannot include any Sd(xi, ri ) \ (⋃mj=1 Sd(yj , sj )) because it
does not contain 0. Therefore, by Theorem 19, {0} is not a point of local compactness in
(CL∅(X),W˜d ).
Finally, as for the interplay between the local compactness of the Hausdorff and that
of the Wijsman hyperspace, they turn out to be quite independent. On the one hand,
the real line R, endowed with the Euclidean metric d , is such that ( CL∅(R),W˜d )
(= (CL∅(R),Wd)) is compact, but ( CL(R),Hd) is not locally compact. On the other
hand, if we consider the space (X,d) of Example 25, we have that (CL(X),Hd ) is discrete
(as (X,d) is uniformly discrete), but (CL∅(X),W˜d ) is not locally compact at any point.
Nevertheless, the combination of Propositions 16 and 21 gives us the following fancy and
hybrid result.
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Proposition 38. If (X,d) is a metric space such that, for some metric ρ equivalent to d ,
X is a point of local compactness in (CL∅(X),W˜ρ), then every compact subset of X is a
point of local compactness in (CL(X),Hd ).
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