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K-Means++ and K-Medoids are data clustering methods. The data cluster speed is determined by 
the iteration value, the lower the iteration value, the faster the data clustering is done. Data 
clustering performance can be optimized to get more optimal clustering results. One algorithm that 
can optimize cluster speed is Genetic Algorithm (GA). The dataset used in the study is a dataset of 
EEG Eyestate. The optimization results before hybrid GA on K-Means++ are the iteration average 
values is 11.6 to 5,15, and in K-Medoid are the iteration average values decreased from 5.9 to 5.2. 
Based on the comparison of GA K-Means++ and GA K-Medoids iterations, it can be concluded that 
GA - K-Means++ better.  
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ABSTRAK  
K-Means++ dan K-Medoid adalah metode pengklasteran data. Tingkat kecepatan klaster data 
ditentukan oleh nilai iterasi, semakin rendah nilai iterasi maka semakin cepat pengklasteran data 
yang dilakukan. Kinerja pengklasteran data dapat dioptimasi untuk mendapatkan hasil 
pengklasteran yang lebih optimal. Salah satu algoritma yang mampu mengoptimasi kecepatan 
klaster adalah Genetic Algorithm (GA). Dataset yang digunakan pada penelitian adalah dataset 
EEG Eyestate. Hasil optimasi sebelum dan sesudah hybrid GA pada K-Means++ terlihat pada nilai 
rata-rata iterasi dari 11,6 menjadi 5,15 dan hasil optimasi K-Medoids sebelum dan sesudah hybrid 
GA terlihat pada nilai rata-rata iterasi dari 5,9 menjadi 5,2. Berdasarkan hasil perbandingan nilai 
rata-rata iterasi GA K-Means++ dan GA K-Medoids maka dapat disimpulkan bahwa GA - K-
Means++ lebih baik 
 
Kata kunci: Dataset EEG Eyestate, GA, K-Means++, K-Medoids, Klaster 
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1. PENDAHULUAN 
Metode untuk pengelompokan dengan tujuan mengelompokan objek sudah digunakan di 
berbagai bidang ilmu pengetahuan. Dalam mengelompokan data harus memliki informasi dari data 
tersebut untuk diklasifikasi data yang diolah. Jika data yang ada tidak diketahui cara untuk 
mengolahnya, maka metode klasifikasi tidak dapat digunakan, sehingga membuat metode 
pengklasteran lebih tepat dipakai untuk menyelesaikan masalah yang ada. 
Clustering dengan menggunakan kombinasi algoritma clustering dan genetic dilakukan oleh 
[1] dan [2] menggunakan Fuzzy C-Means dan Genetic Algorithm. Selain Fuzzy C-Means ada 
beberapa penelitian yang digunakan untuk klasterisasi menggunakan algoritma K-Means++ dan K-
Medoid. Penelitian yang dilakukan oleh [3] mengenai “A New Hybrid Clustering Technique Based 
On Mini-batch K-means And K-means++ For Analysing Big Data” didapatkan hasil bahwa 
algoritma K-Means++ bisa mendapatkan centroid yang bagus dan algoritma clustering hybrid ini 
mengurangi komputasi waktu. Penelitian lain dilakukan oleh [4] mengenai “A Genetic K-Medoids 
Clustering Algorithm” didapatkan hasil bahwa algoritma yang diusulkan dapat secara efisien 
mengembangkan partisi yang tepat sementara tidak membuat asumsi  prioritas tentang jumlah cluster 
yang ada di dataset [5]. Selain itu perbandingan K-Means dan K-Means++ dilakukan oleh [6]. Pada 
penelitian ini menunjukkan bahwa K-Means++ mengungguli K-Means. Pada penelitian [7] K-
Means++ digunakan untuk cluster pasien dengan gejala penyakit.  
Selain K-Means++ terdapat algoritma cluster yaitu K-Medoid. Algoritma ini digunakan pada 
penelitian [8]. Pada penelitian tersebut K-Medoid digunakan untuk cluster pasien kanker berdasarkan 
bentuk protein. Pada penelitian [9], K-Medoid digunakan untuk cluster strategi pemasaran.  Pada 
penelitian [10] K-Medoid dikombinasikan dengan menggunakan heuristic. 
Penggabungan Algoritma Genetika dan Fuzzy C-Means dilakukan oleh [11] untuk penentuan 
kompetisi mahasiswa berhasil memperkecil total cost dan jumlah variabel. Presentase rata-rata 
kesesuaian pada pengujian yang dilakukan dengan menggunakan data kuesioner terhadap mahasiswa 
adalah sebesar 88.89%. Pada penelitian [12] FCM digunakan untuk cluster nilai akhir beserta dengan 
GA. Pada penelitian yang dilakukan oleh  [13] dalam membandingkan iterasi FCM, GA FCM, K-
Means, GA K-Means didapat rata-rata iterasi FCM sebesar 17,1, GA FCM sebesar 6,65, K-Means 
sebesar 10,85, dan GA K-Means sebesar 7,35. Penelitian terkait dengan perbandingan K-Means dan 
K-Medoid dilakukan oleh [14]. 
Seluruh dataset yang akan digunakan didapatkan dari donasi oleh Oliver Roesler [5].  Dataset 
terdiri atas 7 corpus dimana masing-masing corpus merupakan hasil perekaman selama kurang lebih 
2 menit dari 4 orang  yang berbeda.  Masing-masing orang  menghasilkan 2 corpus.  Terdapat kamera 
yang memeriksa keadaan mata dari pelaku yang kemudian akan ditambahkan ke dalam dataset 
sebagai target. Dataset corpus memiliki 15 feature, 14 atribut nilai real EEG dari channel AF3, F7, 
F3, FC5, T7, P7, O1, O2, P8, T8, FC6,  F4, F8,  AF4 dan  1 nilai  integer target  keadaan mata. 0 
menandakan keadaan mata terbuka dan  1 menandakan  keadaan mata tertutup.  Seluruh  keadaan  
saat mata  belum sepenuhnya  tertutup dikategorikan sebagai mata terbuka [15] 
Berdasarkan uraian tersebut, maka penulis mengangkat topik penelitian mengenai metode 
Hybrid Genetic Algorithm K-Means++ dan Hybrid Genetic Algorithm K-Medoid untuk  
pengklasteran dataset EEG pada mata manusia. Adapun hasil yang didapat dalam penelitian ini 
adalah hasil pengklasteran untuk melihat perbedaan kecepatan dalam pengklasteran sebelum dan 
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2.   METODE/PERANCANGAN PENELITIAN 
Pada penelitian ini dilakukan dengan menggunakan beberapa tahapan yang harus dilakukan 
secara berurutan guna mencapai hasil yang maksimal seperti studi literatur, pengumpulan data, 
pengklasteran dataset menggunakan metode K-Means++ dan K-Medoid sebelum dan sesudah 
dioptimasi, dan evaluasi sistem. Pada tahapan perancangan sistem dalam pengklasteran dataset 
menggunakan metode K-Means++ dan K-Medoid dapat dilihat pada Gambar 1. 
 
 
Gambar 1. Metodologi Penelitian 
 
Metodologi yang digunakan penulis untuk melakukan penelitian adalah sebagai berikut: 
1. Identifikasi Masalah 
Pada tahap ini, dimulai dengan mengidentifikasi masalah untuk memahami masalah yang 
diangkat ke dalam penelitian dan solusi untuk memecahkan masalah tersebut. 
2. Studi Literatur 
Pada tahap ini peneliti akan melakukan studi literatur dengan mengumpulkan informasi 
berasal dari jurnal – jurnal penelitian sebelumnya yang berkaitan dengan masalah 
penelitian. 
3. Pengumpulan Data 
Dalam tahap ini peneliti akan mengumpulkan data berupa dataset numeric berjumlah 
14.980 dan 15 atribut yang merupakan posisi sensor neuroheadset Emotiv EEG 
4. Pengklasteran 
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Pada tahapan ini, dilakukan pengklasteran menggunakan 2 metode  K-Means++ dan K-
Medoid, lalu kedua metode tersebut dioptimasi dengan GA. 
5. Evaluasi sistem 
Pada tahap ini dilakukan pengujian terhadap perbandingan klasterisasi metode K-Means++ 
dan K-Medoid ketika sebelum dan sesudah dioptimasi menggunakan Hybrid Genetic 
Algorithm untuk mengukur iterasi yang kemudian dicatat untuk dijadikan hasil pengujian. 
 
2.1. Data 
Pada penelitian ini dilakukan pengumpulan data yang berupa dataset numeric berjumlah 
14.980 dan 15 atribut yang merupakan posisi sensor neuroheadset Emotiv EEG yang didapat pada 
laman resmi UCI Machine Learning Repository (2014). Namun, saat tahap klasterisasi, dataset yang 
digunakan berjumlah 14980 dan hanya mengambil 14 atribut awal untuk didapatkan hasil pengujian 
berupa jumlah iterasi yang selanjutnya dioptimasi menggunakan GA. 
 
2.2. Perancangan 
Pada tahap ini penulis merancang alur kerja untuk tahap klasterisasi dataset menggunakan 
metode K-Means++ pada gambar 2, K-Medoid pada gambar 3, K-Means++ dioptimasi 
menggunakan GA pada gambar 4 dan K-Medoid sesudah dioptimasi menggunakan GA pada gambar 
5. 
 
Gambar 2. Diagram Alir K-Means++ 
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Gambar 3. Diagram Alir K-Medoid 
 
 
Gambar 4. Diagram Alir K-Means++ dengan Optimasi Menggunakan Algoritma Genetika 
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Gambar 5. Diagram Alir K-Medoid Dioptimasi Menggunakan Algoritma Genetika 
 
3. HASIL DAN PEMBAHASAN 
Pada tahap ini dilakukan klasterisasi menggunakan metode K-Means++ dan K-Medoid 
dimana hasil yang didapatkan berupa perbandingan iterasi lalu dilakukan optimasi menggunakan 
GA. Pada penelitian ini, pengujian dilakukan sebanyak 20 kali dengan iterasi maksimum sebanyak 
100 kali dan jumlah klaster 2 pada metode K-Means++ menggunakan 3 varian distance yaitu 
Cityblock, Sqeuclidean dan Cosine dan metode K-Medoid. Untuk hasil pengujian metode K-
Means++ dengan varian distance Cityblock, Sqeuclidean dan Cosine dapat dilihat pada Tabel 1. 
 





cityblock sqeuclidean cosine 
Rata-rata Iterasi 11,6 1,9 2.85 5,9 
Iterasi Terbesar 25 11 15 8 
Iterasi Terkecil 1 1 1 4 
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Jumlah iterasi dan rata-rata iterasi untuk GA - K-Means++ menggunakan Cityblock Distance 
dengan Pc 0,2 dan jumlah individu terdiri dari 10, 20, 30, 40, dan 50 dapat dilihat pada Tabel 2. 
 
Tabel 2.  Perbandingan Iterasi GA – K-Means++ cityblock distance dengan Pc = 0,2  
 
Iterasi Maksimum = 100 dan jumlah kluster = 2 
Jumlah 
Individu = 10 
Jumlah 
Individu = 20 
Jumlah 
Individu = 30 
Jumlah 
Individu = 40 
Jumlah 












4 4 4 4 
 
Jumlah iterasi dan rata-rata iterasi untuk GA - K-Means++ menggunakan Cityblock Distance 
dengan Pc 0,4 dan jumlah individu terdiri dari 10, 20, 30, 40, dan 50 dapat dilihat pada Tabel 3. 
 
Tabel 3.  Perbandingan Iterasi GA – K-Means++ cityblock distance dengan Pc = 0,4  
 
Iterasi Maksimum = 100 dan jumlah kluster = 2 
Jumlah 
Individu = 10 
Jumlah 
Individu = 20 
Jumlah 
Individu = 30 
Jumlah 
Individu = 40 
Jumlah 
Individu = 50 
Rata-rata 
Iterasi 
5,65 5,45 5,8 5,95 6,9 
Iterasi 
Terbesar 
7 7 8 8 9 
Iterasi 
Terkecil 
4 4 4 4 4 
 
Jumlah iterasi dan rata-rata iterasi untuk GA K-Means++ menggunakan Cityblock Distance 
dengan Pc 0,6 dan jumlah individu terdiri dari 10, 20, 30, 40, dan 50 dapat dilihat pada Tabel 4. 
 
Tabel 4.  Perbandingan Iterasi GA – K-Means++ cityblock distance dengan Pc = 0,6  
 
Iterasi Maksimum = 100 dan jumlah kluster = 2 
Jumlah 
Individu = 10 
Jumlah 
Individu = 20 
Jumlah 
Individu = 30 
Jumlah 
Individu = 40 
Jumlah 
Individu = 50 
Rata-rata 
Iterasi 
5,3 5,8 5,9 5,95 7,15 
Iterasi 
Terbesar 
7 8 7 9 9 
Iterasi 
Terkecil 
4 4 4 4 5 
 
Jumlah iterasi dan rata-rata iterasi untuk GA K-Means++ menggunakan Cityblock Distance 
dengan Pc 0,8 dan jumlah individu terdiri dari 10, 20, 30, 40, dan 50 dapat dilihat pada Tabel 5. 
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Tabel 5.  Perbandingan Iterasi GA – K-Means++ cityblock distance dengan Pc = 0,8 
 
Iterasi Maksimum = 100 dan jumlah kluster = 2 
Jumlah 
Individu = 10 
Jumlah 
Individu = 20 
Jumlah 
Individu = 30 
Jumlah 
Individu = 40 
Jumlah 
Individu = 50 
Rata-rata 
Iterasi 
5,55 5,95 5,7 5,95 7,15 
Iterasi 
Terbesar 
7 8 7 8 9 
Iterasi 
Terkecil 
4 4 4 4 4 
 
Jumlah iterasi dan rata-rata iterasi untuk GA K-Medoids dengan Pc 0,2 dan jumlah individu 
terdiri dari 10, 20, 30, 40, dan 50 dapat dilihat pada Tabel 6. 
 
Tabel 6.  Perbandingan Iterasi GA – K-Medoid dengan Pc = 0,2 
 
Iterasi Maksimum = 100 dan jumlah kluster = 2 
Jumlah 
Individu = 10 
Jumlah 
Individu = 20 
Jumlah 
Individu = 30 
Jumlah 
Individu = 40 
Jumlah 
Individu = 50 
Rata-rata 
Iterasi 
5,25 5,9 5,9 5,75 7,1 
Iterasi 
Terbesar 
7 8 7 8 9 
Iterasi 
Terkecil 
4 4 4 4 5 
 
Jumlah iterasi dan rata-rata iterasi untuk GA K-Medoids dengan Pc 0,4 dan jumlah individu 
terdiri dari 10, 20, 30, 40, dan 50 dapat dilihat pada Tabel 7. 
 
Tabel 7.  Perbandingan Iterasi GA – K-Medoid dengan Pc = 0,4 
 
Iterasi Maksimum = 100 dan jumlah kluster = 2 
Jumlah 
Individu = 10 
Jumlah 
Individu = 20 
Jumlah 
Individu = 30 
Jumlah 
Individu = 40 
Jumlah 
Individu = 50 
Rata-rata 
Iterasi 
5,55 5,95 5,7 5,95 7,15 
Iterasi 
Terbesar 
7 8 7 8 9 
Iterasi 
Terkecil 
4 4 4 4 4 
 
Jumlah iterasi dan rata-rata iterasi untuk GA K-Medoids dengan Pc 0,6 dan jumlah individu 
terdiri dari 10, 20, 30, 40, dan 50 dapat dilihat pada Tabel 8. 
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Tabel 8.  Perbandingan Iterasi GA – K-Medoid dengan Pc = 0,6 
 
Iterasi Maksimum = 100 dan jumlah kluster = 2 
Jumlah 
Individu = 10 
Jumlah 
Individu = 20 
Jumlah 
Individu = 30 
Jumlah 
Individu = 40 
Jumlah 
Individu = 50 
Rata-rata 
Iterasi 
5,2 5,85 5,95 6,45 6,8 
Iterasi 
Terbesar 
6 8 7 9 9 
Iterasi 
Terkecil 
4 4 4 4 4 
 
Jumlah iterasi dan rata-rata iterasi untuk GA - K-Medoids dengan Pc 0,8 dan jumlah individu 
terdiri dari 10, 20, 30, 40, dan 50 dapat dilihat pada Tabel 9. 
 
Tabel 9.  Perbandingan Iterasi GA – K-Medoid dengan Pc = 0,8 
 
Iterasi Maksimum = 100 dan jumlah kluster = 2 
Jumlah 
Individu = 10 
Jumlah 
Individu = 20 
Jumlah 
Individu = 30 
Jumlah 
Individu = 40 
Jumlah 
Individu = 50 
Rata-rata 
Iterasi 
5,65 5,45 5,8 5,95 6,9 
Iterasi 
Terbesar 
7 8 8 8 9 
Iterasi 
Terkecil 
4 4 4 4 4 
 
Perbandingan jumlah iterasi algoritma K-Means++ sebelum dan sesudah optimasi dapat 
dilihat pada Tabel 10. 
 
Tabel 10.  Perbandingan Iterasi K-Means++ sebelum dan sesudah optimasi 
 K-Means++ K-Means++ dan GA 
Rata-rata Iterasi 11,6 5,15 
Iterasi Terbesar 25 7 
Iterasi Terkecil 1 4 
 
Perbandingan jumlah iterasi algoritma K-Medoid sebelum dan sesudah optimasi dapat dilihat 
pada Tabel 11. 
 
Tabel 11.  Perbandingan Iterasi K-Medoid sebelum dan sesudah optimasi 
 K-Medoid K-Medoid dan GA 
Rata-rata Iterasi 5,9 5,2 
Iterasi Terbesar 8 9 
Iterasi Terkecil 4 4 
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4. KESIMPULAN DAN SARAN 
Bedasarkan hasil penelitian ini dapat disimpulkan bahwa GA dapat mengurangi komputasi 
pada K-Means++ dan K-Medoid. Pengurangan terbesar terjadi pada K-Means++ - GA dari rata-rata 
11,6 menjadi 5,15 sedangkan pada K-Medoid – GA pengurangan terjadi dari 5,9 ke 5,2. Secara 
keseluruhan algoritma K-Means++ - GA merupakan algoritma yang terbaik untuk klasterisasi 
dataset EEG Eye State.  
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