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Given a decreasing family of continuous weights on a Banach space X , we consider the
weighted inductive limits of spaces of entire functions V H(X) and V H0(X). Motivated
by recent research by D. Carando and P. Sevilla-Peris on weighted Fréchet algebras of
entire functions on Banach spaces, we determine conditions on the family of weights to
ensure that the corresponding weighted space is an algebra or has polynomial Schauder
decompositions. We study Hörmander algebras of entire functions deﬁned on a Banach
space and we give a description of them in terms of sequence spaces. We also focus on
algebra homomorphisms between these spaces and obtain a Banach–Stone type theorem
for a particular decreasing family of weights. Finally, we study the spectra of these
weighted algebras, endowing them with an analytic structure.
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1. Introduction
The aim of this article is twofold. First, to study the algebraic structure of weighted spaces of holomorphic functions on
a (ﬁnite or inﬁnite dimensional) complex Banach space X . Second, to study the structure of their spectrum.
Throughout the paper we consider that a function v : X →]0,1] is a weight if there exists a continuous decreas-
ing function η : [0,∞[→]0,1] such that v(x) = η(‖x‖) for all x ∈ X . Such a weight v is said to be rapidly decreasing if
limr→∞ η(r)rk = 0 for all k ∈ N. In what follows, we consider that all the weights are rapidly decreasing. Given a weight v ,
we recall the deﬁnition of the weighted Banach spaces of entire functions
Hv(X) =
{
f : X → C holomorphic: ‖ f ‖v := sup
x∈X
v(x)
∣∣ f (x)∣∣< ∞},
H0v(X) =
{
f ∈ Hv(X): v| f | vanishes at inﬁnity outside bounded sets
}
.
We recall that a function f on X vanishes at inﬁnity outside bounded sets if for all ε > 0 there exists a bounded set A ⊆ X
such that | f (x)| < ε for all x ∈ X \ A. Weighted spaces of holomorphic functions deﬁned on a balanced set of Cn were
studied, e.g., in [7], and weighted spaces of holomorphic functions deﬁned by a decreasing family of weights V := {vn}n∈N ,
i.e., vn  vn+1 for all n ∈ N, were studied in depth by Bierstedt, Meise and Summers [9] for open subsets of Cn (see also [8,
13,15,16]). In [27], García, Maestre and Rueda studied weighted spaces of holomorphic functions deﬁned on Banach spaces.
Given a decreasing family of weights V = {vn}n∈N , we denote the weighted (LB)-spaces of entire functions by
V H(X) := indn∈NHvn (X) and V H0(X) := indn∈NH0vn (X).
Observe that V H0(X) is continuously included in V H(X), but we cannot assure a priori that it is a topological subspace.
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throughout such ﬁelds as linear partial differential equations and convolution equations, distribution theory and represen-
tation of distributions as boundary values of holomorphic functions, complex analysis in one and several variables, and
spectral theory and the holomorphic functional calculus (see [9]). Weighted algebras of continuous functions have been
studied by Oubbi in [34] and [35].
In Section 3, we characterize when V H(X) is an algebra in terms of a condition on the family of weights, we give
a suﬃcient condition on the family in order to ensure the existence of a polynomial Schauder decomposition and we
present some examples. This section collects some facts that are analogue to those for the weighted Fréchet algebras of
holomorphic functions HV (X) in [22] and [27]. The core of the paper is in Sections 4 and 5. In Section 4, we study
Hörmander algebras of entire functions deﬁned on a Banach space and we give them a description in terms of sequence
spaces. We also focus on algebra homomorphisms between spaces V H(X) and V H(Y ) when V is a family of exponential
weights, i.e., we consider the algebra of holomorphic functions of exponential type. This class of functions has been widely
studied in function theory in one or several variables since the 1930s [10,11] and, even nowadays, its interest also arises
in areas such as harmonic and Fourier analysis, operator theory and partial differential equations in complex domains. The
results on algebra homomorphisms allow us to address a Banach–Stone type question. Some recent articles on this kind of
problems are [19,22,37]. A survey on different types of Banach–Stone theorems can be found in [28].
In the last section, whenever V H(X) is an algebra and X a symmetrically regular Banach space, we endow the spectrum
of V H(X) with a topology that makes it an analytic variety over X∗∗ . In [3, Corollary 2.4], Aron, Galindo, García and Maestre
gave the spectrum Mb(U ) of the algebra of holomorphic functions of bounded type Hb(U ) the structure of a Riemann
analytic manifold modelled on X∗∗ , for U an open subset of X . For the case U = X , Mb(X) can be viewed as the disjoint
union of analytic copies of X∗∗ , these copies being the connected components of Mb(X). In [22], Carando and Sevilla-Peris
studied the spectrum of the weighted Fréchet algebras of holomorphic functions HV (X), where V is an increasing family
of weights satisfying certain conditions. In [20], Carando, García, Maestre and Sevilla-Peris generalize these results for the
spectrum of HV (U ), where U is an unbounded open subset of X . Here, the conditions on the weights for entire functions
are softer than those in [22]. The ﬁrst steps towards the description of the spectrum of Hb(X) were taken by Aron, Cole and
Gamelin in [2]. A survey with the most relevant recent developments on the research of the spectra of algebras of analytic
functions can be found in [21]. We also show, as in the case of Hb(X) and HV (X), that any function f ∈ V H(X) extends
naturally to an analytic function deﬁned on the spectrum. Moreover, under certain conditions on the family of weights, this
extension can be seen to belong, in some sense, to V H(VM(X)).
Finally, given an algebra homomorphism, we investigate how the mapping induced between the spectra acts on the
corresponding analytic structures and we also show how in this setting composition operators have a different behavior
from that for holomorphic functions of bounded type.
2. Notation and preliminaries
In this section we recall some deﬁnitions and ﬁx some notation. Given a Banach space X , we denote by X∗ its topological
dual. Given a weight v on X , its associated weight v˜ is deﬁned as
v˜(x) := 1
sup{| f (x)|: f ∈ Hv(X), ‖ f ‖v  1} .
It is known (see [8, Proposition 1.2]) that v  v˜ and Hv(X) = Hv˜(X) isometrically. Moreover, if there exists a constant C > 0
for which v˜  Cv , the weight is called essential.
A mapping P : X → C is said to be a k-homogeneous polynomial if there exists a continuous k-linear mapping A : X× k)· · ·
×X → C such that P (x) = A(x, . . . , x) for every x ∈ X . We shall denote by P(k X) the vector space of all k-homogeneous
polynomials. It is a Banach space under the supremum norm given by ‖P‖ = sup‖x‖1 |P (x)|, P ∈ P(k X). A mapping P : X →
C is said to be a polynomial of degree at most n if it can be represented as a sum P = P0 + P1 + · · · + Pn , where Pk ∈ P(k X)
for k = 0, . . . ,n. We denote by P(X) the vector space of all polynomials. Given a decreasing family of weights V = {vn}n ,
P(X) ⊆ H0v1 (X) with continuous inclusion since the weights are rapidly decreasing.
A mapping f : X → C is said to be holomorphic on X or entire if it has a complex Fréchet derivative at each point of X .
Equivalently, f is holomorphic if for each x0 ∈ X there exist a ball centered at x0 and with radius r > 0, B(x0, r), and a
sequence of polynomials {Pk}k∈N, Pk ∈ P(k X) such that f (x) =∑∞k=0 Pk(x− x0) uniformly for x ∈ B(x0, r). We shall denote
by H(X) the vector space of all holomorphic mappings from X into C. The sequence {Pk}k∈N is uniquely determined by
f and x0. We shall write Pk f (x0) = Pk , Pk f = Pk f (0) and we will denote by Ak f (x0) and Ak f its respectively associated
symmetric k-linear mappings. The series
∑∞
k=0 Pk f (x0)(x − x0) is called the Taylor series of f at x0. Its radius of uniform
convergence is the supremum of all r  0 such that the series converges uniformly on the closed ball centered at x0 and
radius r. This radius R is given by the Cauchy–Hadamard formula 1/R = limsupk→∞ ‖Pk‖1/k . If X is an inﬁnite dimensional
Banach space, it is no longer true that the Taylor series of each function f ∈ H(X) at each x0 ∈ X converges uniformly
on any ball around x0. In fact, there exist holomorphic mappings such that the Taylor series at each x0 ∈ X does not
converge uniformly on some ball around x0. This is because a holomorphic function in this case is not necessarily bounded
on bounded sets. Therefore, we consider the space Hb(X) of holomorphic functions of bounded type on X , i.e., holomorphic
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the bounded subsets of X . Since our weights are deﬁned through continuous and decreasing functions, V H(X) ↪→ Hb(X)
with continuous inclusion. For background information on holomorphic functions on Banach spaces, we refer the reader to
[24] or to [33].
Given f ∈ Hb(X), we denote by AB( f ) or by f˜ its Aron–Berner extension to the bidual X∗∗ . One of the most important
facts about the Aron–Berner extension is that it is norm preserving for polynomials (see [23, Theorem 3]). Moreover, if
z ∈ X∗∗ , there is {xα}α ⊆ X such that ‖xα‖  ‖z‖ for all α and P (xα) → P˜ (z) as α tends to inﬁnity, for all polynomial P
on X [23, Theorem 1]. By using this result, if V is a family of weights satisfying Condition (A) (see Deﬁnition 9), then the
Aron–Berner extension AB : V H(X) → V H(X∗∗), f =∑k Pk f →∑k P˜k f is continuous, linear and multiplicative. See [1],
[24, Chapter 6.2] and [25, Section 6] for more background about Aron–Berner extensions.
Proceeding as in the proof of [12, Theorem 8] we obtain that the inductive limit V H(X) is regular, i.e., for every bounded
set A ⊆ V H(X) there exists some n ∈ N such that A is contained and bounded in Hvn (X).
By algebra we understand through the paper a locally convex algebra, that is, an algebra A with a locally convex structure
so that multiplication is continuous. The spectrum of A is the space of non-zero continuous multiplicative functionals. We
denote by Mb(X) the spectrum of Hb(X), and whenever V H(X) is an algebra, we denote its spectrum by VM(X).
3. Weighted algebras of holomorphic functions
Now, we characterize when V H(X) is an algebra. Since the linear map δx : Hb(X) → C, f → f (x), is τco-continuous for
every x ∈ X and (Hb(X), τco) is semi-Montel (see [6, p. 130]), we obtain the next lemma:
Lemma 1. Given a weight v on X, the unit ball Bv = { f ∈ Hv(X), ‖ f ‖v  1} is compact with respect to the compact open topol-
ogy τco . Hence, for each x0 ∈ X there exists some f ∈ Hv(X) with ‖ f ‖v  1 such that v˜(x0) = 1| f (x0)| .
The proof of the next result uses the same ideas of [14, Proposition 2.1] and [22, Proposition 1].
Theorem 2. V H(X) is an algebra if and only if for each m ∈ N there exist n ∈ N, nm, and C > 0 such that
vn(x) C v˜2m(x) for all x ∈ X . (1)
In this case, multiplication is continuous.
Proof. Let us begin by assuming that V H(X) is an algebra. Multiplication is continuous, in particular separately continuous,
then for each f ∈ V H(X) the mapping M f : V H(X) → V H(X) given by M f (g) = g f is continuous. Fix x0 ∈ X and m ∈ N. By
Lemma 1, there exists some f ∈ Hvm (X) with ‖ f ‖vm  1 such that v˜m(x0) = 1| f (x0)| . By Grothendieck’s factorization theorem
[36, 1.2.20], there exist nm and C > 0 such that
vn(x0) =
∣∣ f 2(x0)∣∣vn(x0) 1| f 2(x0)|  ∥∥ f 2∥∥vn 1| f 2(x0)|  C v˜2m(x0).
The converse is clear from (1) and the fact that ‖ f ‖v˜ j = ‖ f ‖v j for every f ∈ Hv j (X) and every j ∈ N. By [14, Remark 2.2],
multiplication is continuous. 
Corollary 3. If the family V consists of essential weights, V H(X) is an algebra if and only if for each m ∈ N there exist n ∈ N, nm,
and C > 0 such that vn  Cv2m.
Example 4. Given a weight v on X , the inductive limit V H(X), where V = {vn}n∈N , is always an algebra.
It is a well-known fact that given a weight v on X and a function f ∈ H0v(X), the Cesàro means Cn f converge to f in
H0v(X) (see [27, Proposition 4]). Hence, given a family of weights V , for each n ∈ N, P(X) is dense in H0vn (X), and thus,P(X) is also dense in V H0(X). Moreover, if for each function f ∈ V H(X) (resp. V H0(X)) the Taylor series expansion of f at
zero converges to f for the inductive limit topology τ , then {P(k X)}k0 is said to be a Schauder decomposition of V H(X)
(V H0(X)). We are going to see that this condition, which is not satisﬁed in general, holds when we introduce an additional
condition on the weights.
Deﬁnition 5. A sequence {En}n∈N of subspaces of a locally convex space E is a Schauder decomposition of E if:
(i) for all x ∈ E there exists a unique sequence {xn}n∈N , xn ∈ En , such that x =∑∞n=1 xn := limm→∞∑mn=1 xn;
(ii) the projections {um}m∈N , um(∑∞n=1 xn) :=∑mn=1 xn are continuous.
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position {En}n∈N of a locally convex space E is an S-absolute decomposition if for all α ∈ S and x =∑∞n=1 xn ∈ E , xn ∈ En ,
(i) α · x :=∑∞n=1 αnxn ∈ E ,
(ii) for each continuous seminorm p and α ∈ S , pα(∑∞n=1 xn) :=∑∞n=1 |αn|p(xn) deﬁnes a continuous seminorm on E .
When the last condition holds for the unit constant sequence, i.e., pα(
∑∞
n=1 xn) :=
∑∞
n=1 p(xn) is a continuous seminorm
for all continuous seminorm p on E , we say that {En}n is an absolute decomposition of E .
Deﬁnition 7. An absolute Schauder decomposition {En}n∈N of a locally convex space E is a γ -complete decomposition if given
{xn}∞n=1, xn ∈ En , such that
∑∞
n=1 p(xn) < ∞ for all continuous seminorm p, the series
∑∞
n=1 xn converges in E .
Lemma 8. (See [27, Proposition 3].) If V is a decreasing family of weights, the map Pk : V H(X) → V H(X), f → Pk f , is continuous
for each k ∈ N. Moreover, ‖Pk f ‖vn  ‖ f ‖vn for all f ∈ Hvn (X), n ∈ N.
Deﬁnition 9. Let V = {vn}n∈N be a decreasing family of weights. We say that V satisﬁes Condition (A) if for each m ∈ N
there exist R > 1, D > 0 and n ∈ N, nm, such that
‖Pk f ‖vn  D
1
Rk
‖ f ‖vm ∀ f ∈ Hvm (X), k = 0,1,2, . . . .
Observe that this condition is analogous to Condition II in [27, Deﬁnition 7]. As in [27, Proposition 8], the next proposition
gives a condition that implies Condition (A) and that is easier to check.
Proposition 10. Let V = {vn}n∈N be a decreasing family of weights. If for each m ∈ N there exist R > 1, D > 0 and n ∈ N, nm such
that
vn(x) Dvm(Rx) ∀x ∈ X
(
Condition
(
A′
))
,
then the family V satisﬁes Condition (A).
Proof. Given m ∈ N and f ∈ Hvm (X), we have seen in Lemma 8 that Pk f ∈ Hvm (X) with ‖Pk f ‖vm  ‖ f ‖vm , k = 0,1, . . . .
Hence, by hypothesis and proceeding as in [27, Proposition 8], there exist R > 1, D > 0 and n ∈ N, n  m, such that
Rk‖Pk f ‖vn = supx∈X vn(x)|Pk f (Rx)| D‖ f ‖vm . 
The following lemma is easily proved:
Lemma 11. Given a decreasing family of weights V = {vn}n∈N , the spaces Hv1 (X), V H(X) and Hb(X) induce the same topology on
P(k X) for all k ∈ N. It is equivalent to the supremum norm topology on P(k X).
The next proposition is analogous to [27, Corollary 12], but its proof is essentially different.
Proposition 12. If V is a family of weights satisfying Condition (A), then the spaces V H(X) and V H0(X) coincide algebraically and
topologically.
Proof. Given m ∈ N and a function f ∈ Hvm (X), by Condition (A) there exists nm, n ∈ N, such that
∑
k∈N Pk f converges
absolutely to some g in H0vn (X). By the uniqueness of the Taylor series, f = g , and therefore, the identity map i : Hvm (X) ↪→
H0vn (X) is continuous. 
Now, we can proceed as in the proof of [27, Theorem 11] to obtain the next theorem:
Theorem 13. Let V be a family of weights on X satisfying Condition (A). Then {P(k X)}k0 is an S-absolute, γ -complete Schauder
decomposition of V H(X).
Proof. By the proof of Proposition 12, {P(k X)}k0 is a Schauder decomposition of V H(X). Let us see that it is S-absolute.
Given f ∈ V H(X) there exists m ∈ N such that f ∈ Hvm (X). Proceeding as in [27, Theorem 11], using Condition (A) in
Deﬁnition 9, we get that there exists some n ∈ N, n m, such that ∑∞j=0 a j P j f converges in H0vn (X) (hence, in V H(X))
for every {a j} j∈N ∈ CN such that limsup j→∞ |a j|1/ j  1. On the other hand, given a continuous seminorm p on V H(X)
and {a j} j∈N ∈ CN such that limsup j→∞ |a j |1/ j  1, we consider q : V H(X) → [0,∞[ given by q( f ) =
∑∞
j=0 |a j |p(P j f ). Fix
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‖P j f ‖vn  D
1
R j
‖ f ‖vm ∀ f ∈ Hvm (X), j = 0,1,2, . . . .
Hvn (X) ↪→ V H(X) is continuous, hence, there exists Cn > 0 such that p( f ) Cn‖ f ‖vn for all f ∈ Hvn (X). Proceeding as in
the proof of [27, Theorem 11] we get, for each j ∈ N,
|a j|p(P j f )/Cn  |a j|‖P j f ‖vn  D
|a j|
R j
‖ f ‖vm  cD
(
1+ R
2R
) j
‖ f ‖vm
for some c > 0. Hence, since q : Hvm (X) → [0,∞[ is continuous for every m ∈ N, q deﬁnes a continuous seminorm on
V H(X).
Finally, let us show that it is a γ -complete decomposition. As V H(X) is regular, given a sequence {Q j} j , Q j ∈ P( j X),
such that {∑kj=0 Q j}k∈N is bounded, there exists m ∈ N such that {∑kj=0 Q j}k∈N is included and bounded in Hvm (X). Hence,
by Condition (A), there exist R > 1, D,C > 0 and n ∈ N, nm, such that for each k ∈ N,
k∑
j=0
‖Q j‖vn =
k∑
j=0
∥∥∥∥∥P j
(
k∑
i=0
Q i
)∥∥∥∥∥
vn
 D R
R − 1
∥∥∥∥∥
k∑
j=0
Q j
∥∥∥∥∥
vm
< C .
Therefore, {∑kj=0 Q j}k converges in Hvn (X), and thus, on V H(X). 
Given a rapidly decreasing continuous function η, we are going to consider the families of weights V = {vn}n∈N , vn(x) =
η(‖x‖)n , and W = {wn}n∈N , wn(x) = η(n‖x‖), n ∈ N. The real function η can be radially extended to a weight on C by
η(z) = η(|z|) for z ∈ C, and its associated weight is given by
η˜(z) = 1
sup{|g(z)|: g ∈ H(C), |g| 1/η on C} .
Proposition 14. (See [22, Proposition 2 and Remark 1].) Let X be a Banach space and v a weight deﬁned by v(x) = η(‖x‖) for x ∈ X.
Then, v˜(x) = η˜(‖x‖) for all x ∈ X, and w˜n(x) = η˜(‖x‖n) for each n ∈ N, x ∈ X.
A consequence of this result is that v is essential if and only if η is so. As we have seen in Example 4, V H(X) is always
an algebra. We proceed as in the proof of [22, Proposition 4] in order to characterize when the space WH(X) is an algebra.
Proposition 15. WH(X) is an algebra if and only if there exist k > 1 and C > 0 such that, for all t  0,
η(kt) C η˜(t)2. (2)
If, furthermore, η is essential, then W H(X) is an algebra if and only if there exist k > 1 and C > 0 so that, for all t  0,
η(kt) Cη(t)2. (3)
In this case, V H(X) ↪→ WH(X) continuously and there exist positive constants a, b and α such that η(t) ae−btα for all t  0.
Proof. Assume WH(X) is an algebra. Therefore, by Theorem 2, given m = 1 there exist k ∈ N, k > 1 and C > 0 such that
η(k‖x‖) = wk(x) C w˜21(x) = C η˜(‖x‖)2 for all x ∈ X . On the other hand, if (2) is satisﬁed, given m ∈ N, x ∈ X , we have
wkm(x) = η
(
km‖x‖) C η˜(m‖x‖)2 = C w˜2m(x).
By Theorem 2, WH(X) is an algebra.
If η is essential, condition (2) is equivalent to (3). In this case, η(t) C2n−1η(t/kn)2n for all t > 0 and n ∈ N. Hence, given
n ∈ N take m kn in order to get
wm(x) = η
(
m‖x‖) C2n−1η(‖x‖)2n  C2n−1η(‖x‖)n = C2n−1vn(x),
which yields the continuity of V H(X) ↪→ WH(X). Using the same arguments as in the proof of [22, Proposition 4], we get
the last assertion. 
Proposition 16. The family W satisﬁes Condition (A′) and {P(k X)}k0 is an S-absolute γ -complete Schauder decomposition of
W H(X).
As in [22, Proposition 6], we characterize when the family V satisﬁes Condition (A′) in terms of the function η. This
condition also imposes a relationship between V H(X) and WH(X).
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η(t)α  Cη(Rt). (4)
In this case, W H(X) ↪→ V H(X) continuously.
Proof. If V satisﬁes Condition (A′), given m = 1, there exist n  1, D > 0 and R > 1 such that η(t)n  Dη(Rt), and (4) is
satisﬁed. On the other hand, if (4) is satisﬁed, for any m ∈ N, choose nmax(αm,m). Hence, η(t)n  η(t)αm  Cmη(Rt)m .
In this case, we have that for all n ∈ N, Hwn (X) ↪→ V H(X) is continuous. In fact, if we take k ∈ N such that Rk > n,
from (4) we get η(t)α
k  C
αk−1
α−1 η(Rkt)  C
αk−1
α−1 η(nt). Hence, take m > αk , m ∈ N, in order to have Hwn (X) ↪→ Hvm (X)
continuously. 
Corollary 18. If the function η is essential, W H(X) is an algebra and V satisﬁes Condition (A′), then W H(X) = V H(X) topologically.
4. Algebra homomorphisms between weighted algebras
The aim of this section is to ﬁnd conditions to ensure that two weighted algebras deﬁned on two different Banach spaces
by the same family of weights are homeomorphic as locally convex algebras. This aim is achieved under certain conditions
for a large class of algebras known as the Hörmander algebras.
Deﬁnition 19. A growth condition is an increasing continuous function p : [0,∞[→ [0,∞[ with the following properties:
(α) ϕ : r → p(er) is convex,
(β) log(1+ r2) = o(p(r)) as r tends to ∞,
(γ ) there exists λ 0 with p(2r) λ(p(r) + 1) for all r  0.
Example 20. The following functions are easily seen to be growth conditions:
1. p(r) = rd , d > 0,
2. p(r) =
{
(log r)α if r  1,
0 if r  1, α > 1.
The Young conjugate ϕ∗ : [0,∞[→ R of ϕ is given by
ϕ∗(s) := sup{sr − ϕ(r), r  0}.
There is no loss of generality to assume that p vanishes on [0,1]. Thus, ϕ∗ has only non-negative values, it is convex
and ϕ∗(r)/r is increasing and tends to ∞ as r → ∞. Therefore, the series ∑ j∈N exp(−nϕ∗( j/n)) converges for all n ∈ N.
For a growth condition p, we set V = {vn}n∈N , vn(x) = exp(−np(‖x‖)), x ∈ X , and we consider the Hörmander algebra
Ap = Ap(X) := V H(X).
The algebras Ap(C) were introduced for the ﬁrst time by Hörmander in [29]. They were intensively studied by Berenstein
and Taylor in the context of interpolation of entire functions (see e.g. [5]). The study of the locally convex structure of the
algebras Ap(C) was initiated by Meise in [31]. We refer the reader to Chapter 2 in [4] for a detailed exposition of the role
of the algebras Ap(C) in interpolation.
By Condition (γ ) in Deﬁnition 19, the family V satisﬁes Condition (A′) and by Condition (β), the weights are rapidly
decreasing. Therefore, the next corollary holds:
Corollary 21. The sequence {P(k X)}k∈N is an S-absolute γ -complete Schauder decomposition of the algebra Ap for every growth
condition p.
The fact that the polynomials on two different spaces of holomorphic functions are isomorphic does not in general imply
that the spaces are isomorphic, even having a decomposition like that in Corollary 21. The aim now is to show that, under
certain conditions, for Hörmander algebras this does hold. To see this we give a representation of Ap(X) as a sequence
space (Theorem 25). First, the next lemma is needed. It is a generalization of [32, Proposition 1.10], where the case X = C
is considered.
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(i) If f ∈ Hb(X) satisﬁes supx∈X | f (x)|exp(−np(‖x‖)) = A, then sup j∈N ‖P j f ‖exp(nϕ∗( j/n)) A.
(ii) If sup j∈N ‖P j‖exp(nϕ∗( j/n)) = A, where P j ∈ P( j X), then
∑
j0 P j converges in (Hb(X), τb) to some f with supx∈X | f (x)|×
exp(−np(2‖x‖)) 2A.
Proof. (i) By [33, 7.3], for all j ∈ N and R > 0,
‖P j f ‖ 1
R j
sup
‖x‖R
∣∣ f (x)∣∣ ‖ f ‖vn
R j
sup
‖x‖R
exp
(
np
(‖x‖)) ‖ f ‖vn
R j
exp
(
np(R)
)
.
Thus, since
sup
R>0
{
R j exp
(−np(R))}= exp(n sup
R>0
{
j
n
log R − p(R)
})
= exp
(
n sup
R1
{
j
n
log R − p(R)
})
= exp
(
n sup
r0
{
j
n
r − p(er)})= exp(nϕ∗( j/n)),
we get
sup
j∈N
‖P j f ‖exp
(
nϕ∗( j/n)
)
 ‖ f ‖vn . (5)
(ii) As ‖P j‖ A exp(−nϕ∗( j/n)) for every j ∈ N and ϕ∗(r)/r tends to ∞ as r → ∞, by the Cauchy–Hadamard formula,
the series
∑
j0 P j converges in (Hb(X), τb) to some f , and thus, P j = P j f for every j ∈ N. Since∣∣ f (x)∣∣exp(−np(2‖x‖))∑
j0
∣∣P j f (x)∣∣exp(−np(2‖x‖))

∑
j0
1
2 j
‖P j f ‖‖2x‖ j exp
(−np(‖2x‖)) 2 sup
j0
‖P j f ‖exp
(
nϕ∗( j/n)
)
for every x ∈ X , the conclusion follows. 
Deﬁnition 23. Given a Banach space X and a growth condition p, for each n ∈ N consider the Banach space
∞,n(X, p) :=
{
{P j} j∈N ∈
∏
j∈N
P( j X): ∣∣∣∣∣∣{P j} j∣∣∣∣∣∣n := sup
j∈N
‖P j‖exp
(
nϕ∗
(
j
n
))
< ∞
}
.
The inclusions ∞,n(X, p) ↪→ ∞,n+1(X, p) are continuous, therefore, we denote by κ∞(X, p) the locally convex space
indn∈N(∞,n(X, p), ||| |||n) endowed with the inductive limit topology.
Proposition 24. Given a Banach space X and a growth condition p, the space κ∞(X, p) is an algebra with multiplication {P j} j ·
{Qk}k := {∑ j+k=h P j Qk}h.
Proof. If we take {P j} j, {Qk}k ∈ κ∞(X, p), then there exist n,m ∈ N such that {P j} j ∈ ∞,n(X, p) and {Qk}k ∈ ∞,m(X, p).
By Condition (γ ) in Deﬁnition 19, there exists λ ∈ N such that for all h ∈ N,∥∥∥∥ ∑
j+k=h
P j Qk
∥∥∥∥ ∑
j+k=h
‖P j‖‖Qk‖
 CD
∑
j+k=h
exp
(−nϕ∗( j/n))exp(−mϕ∗(k/m))
= CD
∑
j+k=h
inf
r0
r− j exp
(
np(r)
)
inf
r0
r−k exp
(
mp(r)
)
 CD inf
r0
r−h exp
(
np(2r) +mp(r)) ∑
0 jh
1
2 j
 2CDenλ inf
r0
r−h exp
(
(m + nλ)p(r))
= 2CDenλ exp(−(m + nλ)ϕ∗(h/(m+ nλ))),
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∞,m+nλ(X, p) and the product is well deﬁned and
separately continuous. By [14, Remark 2.2], multiplication is continuous. 
Theorem 25. For a growth condition p, the map φ : Ap → κ∞(X, p), f =∑ j P j → {P j} j , where P j ∈ P( j X), is an algebra topolog-
ical isomorphism.
Proof. By Lemma 22(i), |||{P j f }|||n  ‖ f ‖vn for each f ∈ Hvn (X), n ∈ N. Then, φ is well deﬁned and continuous. On the
other hand, by Lemma 22(ii), if there exists n ∈ N such that |||{P j} j |||n < ∞, then ∑ j0 P j converges to some f ∈ Hb(X) and
supx∈X | f (x)|exp(−np(2‖x‖))  2|||{P j} j |||n . By Condition (γ ) in Deﬁnition 19, there exists some λ ∈ N such that ‖ f ‖nλ 
2enλ|||{P j f } j |||n . Therefore, φ is a topological isomorphism. By Proposition 24, φ is also an algebra homomorphism. 
Deﬁnition 26. We say that a growth condition p satisﬁes the BMM Condition if there exists H > 1 such that 2p(r) 
p(Hr) + H for all r  0. This condition for the weights was introduced by Bonet, Meise and Melikhov in [17].
The next proposition is inspired by [26, Theorem 9], although the proof uses different techniques.
Lemma 27. Let X and Y be Banach spaces. Suppose that for each j ∈ N there exist an isomorphism φ j : P( j X) → P( j Y ) and constants
a, A,b, B > 0 such that∥∥φ j(P j)∥∥ aA j‖P j‖ and ‖P j‖ bB j∥∥φ j(P j)∥∥ for all P j ∈ P( j X). (6)
Therefore, the spaces κ∞(X, p) and κ∞(Y , p) are topologically isomorphic for every growth condition p. Moreover, if
φk(P j Q r) = φ j(P j)φr(Qr) for all P j ∈ P
( j
X
)
, Qr ∈ P
(r
X
)
, j + r = k (7)
is satisﬁed, then they are also algebra isomorphic.
On the other hand, if p satisﬁes the BMM Condition, then we have the converse result: if φ : κ∞(X, p) → κ∞(Y , p) is a topological
isomorphism such that φ = (φ j) j∈N , where φ j : P( j X) → P( j Y ), then φ j is a topological isomorphism satisfying (6).
Proof. Consider φ : κ∞(X, p) → κ∞(Y , p), φ({P j} j) = {φ j(P j)} j . As p(2r) = O (p(r)), given A > 0 as in the hypothesis, we
can ﬁnd k ∈ N, λ ∈ N and μ > 0 such that p(Ar)  λk p(r) + μ for every r  0. Fix n ∈ N and consider {P j} j such that
sup j∈N ‖P j‖exp(nϕ∗( j/n)) < ∞. We get∣∣∣∣∣∣{φ j(P j)} j∣∣∣∣∣∣nλk  a sup
j∈N
A j‖P j‖ sup
r0
r j exp
(−nλk p(r))
 a sup
j∈N
‖P j‖ sup
r0
(Ar) j exp
(−np(Ar) + nμ)= aenμ∣∣∣∣∣∣{P j} j∣∣∣∣∣∣n.
Hence, we have that φ is well deﬁned and continuous. From the fact that φ j is a topological isomorphism and from the
second inequality in (6), φ−1 is also well deﬁned and continuous. If (7) is satisﬁed, it is easy to check that φ is an algebra
topological isomorphism.
Let us see now the other direction. Obviously, for any Banach space Z and any growth condition p, we can deﬁne
s j : P( j Z) → κ∞(Z , p) by s j(P j) = {Pk}k , with Pk = 0 if k = j. Consider φ j for some j ∈ N and assume φ j(P j) = φ j(Q j).
Since φ(s j(P j)) = φ(s j(Q j)) and φ is injective, we get P j = Q j . Observe that it is also onto. Take Q j ∈ P( j Y ). As φ is onto,
there exists {Pk}k ∈ κ∞(X, p) such that φ({Pk}k) = s j(Q j). Thus, there exists P j ∈ P( j X) such that φ j(P j) = Q j . Observe
that the BMM Condition in Deﬁnition 26 is equivalent to the next one: for each n ∈ N there exist some cn, δn > 0 such that
p(s) 1n p(cns) + δn for all s 0. In this case, for each n ∈ N there are dn, δn > 0 such that
ϕ∗(t) nϕ∗
(
t
n
)
+ dnt + δn ∀t  0. (8)
In fact, if we take dn > 0 such that cn = edn , since 1nϕ(s) = 1n p(es) p( e
s
cn
) − δn = ϕ(s − dn) − δn , we have
ϕ∗(t) = n sup
s0
{
t
n
s − 1
n
ϕ(s)
}
 n sup
sdn
{
t
n
(s − dn) − ϕ(s − dn)
}
+ dnt + δn
 n sup
{
t
n
s − ϕ(s)
}
+ dnt + δn = nϕ∗
(
t
n
)
+ dnt + δn.s0
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P j ∈ P( j X), j ∈ N, i.e.,∥∥φ j(P j)∥∥ C‖P j‖exp(ϕ∗( j) − nϕ∗( j/n)).
Therefore, by (8), there exist dn and δn > 0 such that ‖φ j(P j)‖  Ceδn (edn ) j‖P j‖ for every j ∈ N. Moreover, as φ−1 is
continuous, we have that there exist m 1 and D > 0 such that |||s j(P j)|||m  D|||φ(s j(P j))|||1 for all P j ∈ P( j X), j ∈ N, i.e.,
‖P j‖ D
∥∥φ j(P j)∥∥exp(ϕ∗( j) −mϕ∗( j/m)).
Again, (8) yields the isomorphism and the requested bound. 
As an immediate consequence of Lemma 27 and Theorem 25 we get:
Proposition 28. Let X and Y be Banach spaces such that for each j ∈ N there exists an isomorphism φ j : P( j X) → P( j Y ) satisfy-
ing (6). Then, Ap(X) and Ap(Y ) are topologically isomorphic for every growth condition p. If (7) is satisﬁed, then they are isomorphic
also as algebras.
The BMM Condition is satisﬁed, for instance, for p(r) = rd for each d > 0, but it is not satisﬁed for an arbitrary growth
condition. If p(r) = max(0, (log r)2), r  0, then ϕ∗(t) = t24 and ϕ∗( j) − nϕ∗( jn ) = j
2
4 (1 − 1n ) cannot be bounded by Dj + A
for A, D > 0. In this case, exp(ϕ∗( j) − nϕ∗( jn )) cannot be bounded by aB j for a, B > 0.
Now, we are going to see that, under certain conditions on the spaces and with a particularly well behaved growth
condition p(r) = r, r  0, it is enough that the 1-homogeneous polynomials coincide to obtain that the weighted algebras
Ap are isomorphic, thus obtaining a Banach–Stone type theorem. Observe that in this case, the Hörmander algebras coincide
with the space of holomorphic functions of exponential type Exp(X). First we need the following lemma, that is similar to
[22, Lemma 3].
Lemma 29. Let A : Exp(X) → Exp(Y ) be a continuous algebra homomorphism. Then Ax∗ is a degree 1 polynomial for all x∗ ∈ X∗ (i.e.,
A maps linear forms on X to aﬃne forms on Y ).
Proof. A is continuous, then given n ∈ N there exist m ∈ N and C > 0 such that, for every f ∈ Hvn (X),
sup
y∈Y
∣∣A f (y)∣∣e−m‖y‖  C sup
x∈X
∣∣ f (x)∣∣e−n‖x‖.
As in [22, Lemma 3], take x∗ ∈ X∗ and deﬁne fM(x) :=∑Mj=0 x∗(x) jn j‖x∗‖ j j! ∈ Hvn (X), M ∈ N. Since A is an algebra homomorphism,
sup
y∈Y
∣∣∣∣∣
M∑
j=0
(Ax∗)(y) jn j
‖x∗‖ j j!
∣∣∣∣∣e−m‖y‖  C supx∈X
∣∣∣∣∣
M∑
j=0
x∗(x) jn j
‖x∗‖ j j!
∣∣∣∣∣e−n‖x‖
 C sup
x∈X
M∑
j=0
‖x‖ jn j
j! e
−n‖x‖  C sup
x∈X
en‖x‖e−n‖x‖ = C
for every M ∈ N, hence supy∈Y |e
nAx∗(y)
‖x∗‖ |e−m‖y‖  C . Then, if we take n = 1, there exists K1 > 0 such that ( Ax∗‖x∗‖ (y)) 
K1‖y‖ + K2 for all y ∈ Y , where  stands for the real part of a complex number. Proceeding as in [22, Lemma 3] we get
that Ax∗ is aﬃne on Y . 
Using the same arguments as in [22, Corollary 1] we obtain the next corollary:
Corollary 30. If φ : Y → X is a holomorphic mapping and the composition operator Cφ : Exp(X) → Exp(Y ) given by Cφ( f ) = f ◦ φ
is continuous, then φ is aﬃne.
Recall that a complex Banach space X is said to be (symmetrically) regular if every continuous (symmetric) linear mapping
T : X → X∗ is weakly compact. T is symmetric if T (x1)(x2) = T (x2)(x1) for all x1, x2 ∈ X . The proof of the next theorem
follows the same steps as the proof of [22, Theorem 2].
Theorem 31. If Exp(X) ∼= Exp(Y ) as topological algebras, then X∗ ∼= Y ∗ . Moreover, if both X and Y are symmetrically regular or X is
regular, then Exp(X) ∼= Exp(Y ) if and only if X∗ ∼= Y ∗ .
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rem 2] we get that the mapping S : X∗ → Y ∗ given by Sx∗ = Ax∗ − Ax∗(0Y ) is also an isomorphism.
Conversely, if X and Y are symmetrically regular and S : X∗ → Y ∗ is an isomorphism, by [30, Theorem 4] the mapping Sˆ :
P( j X) → P( j Y ) given by Sˆ(P ) = P˜ ◦ S∗ ◦ J Y , where J Y denotes the canonical embedding of Y into Y ∗∗ , is an isomorphism.
Moreover, since the Aron–Berner extension is norm preserving for polynomials, for every P ∈ P( j X), j ∈ N,∥∥ Sˆ(P )∥∥= sup
‖y‖1
∣∣∣∣ P˜( S∗(y)‖S∗(y)‖
)∣∣∣∣∥∥S∗(y)∥∥ j  ‖S‖ j‖P‖,
and analogously for Sˆ−1. The fact that P( j X) and P( j Y ) are Schauder decomposition of Exp(X) and Exp(Y ) satisfying (6),
together with Proposition 28, gives the topological isomorphism. By the multiplicative nature of the Aron–Berner extension,
i.e., f˜ g = f˜ g˜ for f , g holomorphic functions, also (7) in Lemma 27 is satisﬁed, which gives the conclusion. If either X or Y
are regular, we proceed analogously using [18, Theorem 1]. 
Remark 32. Observe that given two dual-isomorphic symmetrically regular Banach spaces X and Y (or X regular), we can
proceed as in the proof of Theorem 31 in order to obtain Ap(X) ∼= Ap(Y ) as topological algebras for a general growth
condition p.
An example of two dual-isomorphic regular Banach spaces X and Y can be found in [18, Section 2], where X = C[0,1]
and Y = c0( J ,C[0,1]) satisfy
X∗ = 1
(
J , 1(N) ⊕1 L1[0,1]
)= 1( J × J , 1(N) ⊕1 L1[0,1])= 1( J , X∗)= Y ∗,
where J is a set having the power of the continuum.
5. The spectrum
In this section we study the analytic structure of VM(X), the spectrum of V H(X), when X is a symmetrically regular
Banach space and V H(X) is an algebra. We show, in the spirit of the results given in [2,3,20,22], that the spectrum can be
viewed as the disjoint union of analytic copies of X∗∗ , these copies being the connected components of VM(X). The copies
of the bidual are constructed laying a copy of X∗∗ around every element φ in the spectrum. We consider, for each z ∈ X∗∗ ,
the homomorphism that on f ∈ V H(X) takes the value φ(x ∈ X f˜ ( J X x+ z)), where J X denotes the canonical embedding
of X into X∗∗ . If we move z in X∗∗ , we obtain a subset of the spectrum homeomorphic to X∗∗ . So, we have to show that
the function x ∈ X f˜ ( J X x+ z) belongs to V H(X).
Deﬁnition 33. Following [20, Section 1] we say that a family of weights V = {vn} has good local control if for every m ∈ N
there exist s > 0, C > 0 and n ∈ N such that vn(x) Cvm(x+ y) for all x, y ∈ X with ‖y‖ s.
Proposition 34. If a family of weights V = {vn}n satisﬁes Condition (A′), then it has good local control. Moreover, for every m ∈ N,
there exists n ∈ N, nm, such that, for each s > 0 there exists Cs > 0 with vn(x) Csvm(x+ y) for all x, y ∈ X with ‖y‖ s.
Proof. By Condition (A′), given m ∈ N there exist R > 1, D > 0 and n ∈ N, n  m, such that vn(x)  Dvm(Rx) for each
x ∈ X . Fix s > 0 and consider y ∈ X such that ‖y‖  s. Therefore, if ‖x‖ > sR−1  ‖y‖R−1 , then ‖x + y‖  R‖x‖ and vn(x) 
Dvm(Rx)  Dvm(x + y). On the other hand, ‖x‖  sR−1 is a bounded set and ‖x + y‖  RR−1 s. Hence, there exists Cs > 0
such that supx∈X vn(x)vm(x+y)  Cs for each y ∈ X,‖y‖ s. 
Lemma 35. If the family of weights V = {vn}n∈N has good local control, then the mapping V H(X) → V H(X) given by f → f (· + y)
is well deﬁned and continuous for every ﬁxed y ∈ X. If, in addition, V satisﬁes Condition (A′), then given m ∈ N there exists n ∈ N,
nm, such that for all s > 0 there exists a constant Cs > 0 such that ‖ f (· + y)‖vn  Cs‖ f ‖vm for each y ∈ X, ‖y‖ s.
Proof. Given m ∈ N, let us show that the map Hvm (X) → V H(X), f → f (· + y) is well deﬁned and continuous. By Deﬁ-
nition 33, there exist n ∈ N, s > 0 and C > 0 such that vn(x) Cvm(x + y) for all x, y ∈ X with ‖y‖ s. Therefore, for all
y ∈ X with ‖y‖ s,∥∥ f (· + y)∥∥vn = supx∈X vn(x)vm(x+ y) ∣∣ f (x+ y)∣∣vm(x+ y)
 sup
x∈X
vn(x)
vm(x+ y)‖ f ‖vm  C‖ f ‖vm .
The last assertion follows easily from Proposition 34. 
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nomials form a Schauder decomposition. In order to study the spectrum VM(X), we follow the notation of [24, Section 6.3]
for Mb(X).
As linear functionals belong to V H(X) because the weights are rapidly decreasing, we deﬁne
π : VM(X) → X∗∗, π(φ) = φ|X∗ .
Since the Aron–Berner extension is continuous, we can also deﬁne
δ : X∗∗ → VM(X), δ(z)( f ) = f˜ (z).
As π(δ(z))(x∗) = δ(z)|X∗ (x∗) = z(x∗) for every x∗ ∈ X∗ , π is an onto map.
For a ﬁxed z ∈ X∗∗ , we consider τz(x) = J X x + z for x ∈ X . Since there is no risk of confusion we also denote by
τz : V H(X) → V H(X) the mapping given by (τz f )(x) = f˜ ( J X x+ z) = ( f˜ ◦τz)(x). This is well deﬁned and continuous because
the Aron–Berner extension is continuous and we can apply Lemma 35 to X∗∗ . Therefore, we get φ ◦ τz ∈ VM(X) for every
φ ∈ VM(X) and z ∈ X∗∗ . If X is symmetrically regular, since we have V H(X) ↪→ Hb(X), then τz+w f = (τz ◦ τw) f for all
f ∈ V H(X) and for all z,w ∈ X∗∗ [24, Lemma 6.28]. If z ∈ X∗∗ and x∗ ∈ X∗ , then τz(x∗) = x∗ + z(x∗), where z(x∗) is the
constant mapping on X , and π(φ ◦ τz) = π(φ) + z for all φ ∈ VM(X).
For each φ ∈ VM(X) and ε > 0 we consider
Vφ,ε =
{
φ ◦ τz: z ∈ X∗∗, ‖z‖ < ε
}
.
As in [24, Section 6.3], we obtain that Vφ := {Vφ,ε}ε>0 forms a neighborhood basis at φ for a Hausdorff topology on VM(X).
Moreover, π(φ) = π(ψ) if and only if φ = ψ or Vφ,r ∩ Vψ,s = ∅ for all r, s > 0. The mapping π restricted to Vφ,ε has the
form π(φ ◦ τz) = π(φ) + z and clearly maps Vφ,ε homeomorphically onto BX∗∗(π(φ), ε), the ball in X∗∗ centered at π(φ)
and radius ε. Hence, π is a local homeomorphism. Thus, (VM(X),π) is a Riemann domain spread over X∗∗ . In particular,
VM(X) is a Riemann analytic manifold spread over X∗∗ .
Clearly, Vφ,∞ :=⋃ε>0 Vφ,ε is mapped homeomorphically onto X∗∗ and it is an open subset of VM(X). Proceeding as in
[24, p. 430], we also get that it is closed. Observe that, if Vφ1,∞ ∩ Vφ2,∞ = ∅, with φ1, φ2 ∈ VM(X), then these two copies of
X∗∗ must coincide. In fact, if there exists φ ∈ VM(X) such that φ = φ1 ◦τz1 = φ2 ◦τz2 , z1, z2 ∈ X∗∗ , then φ2 = φ2 ◦τz2 ◦τ−z2 =
φ1 ◦ τz1 ◦ τ−z2 = φ1 ◦ τz1−z2 ∈ Vφ1,∞ . Then, Vφ2,∞ ⊆ Vφ1,∞ . Analogously, we get the other inclusion. Therefore, VM(X) can
be viewed as the disjoint union of analytic copies of X∗∗ , these copies being the connected components of VM(X). Hence,
we can visualize the spectrum as a collection of sheets laying one over the other in such a way that all the points in a
vertical line are projected by π on the same element of X∗∗ .
Since the weights are rapidly decreasing, the polynomials belong to V H(X) and the inclusion V H(X) ↪→ Hb(X) has
dense range. Hence, we have a one to one identiﬁcation Mb(X) ↪→ VM(X), but we do not know if they coincide.
Each f ∈ V H(X) deﬁnes a mapping fˆ : VM(X) → C by fˆ (φ) = φ( f ). It is called the Gel’fand transform of f . In the case
of Hb(X) (HV (X)), the Gel’fand transform fˆ of each f ∈ Hb(X) ( f ∈ HV (X)) is holomorphic on Mb(X) (MV (X)) and be-
longs, in some sense, to Hb(Mb(X)) (HV (MV (X))) (see [24, Proposition 6.30] and [22, Theorem 1]). Now, we show, using
the techniques given in [20], that the analogous situation holds in this setting, i.e., we can extend each f ∈ V H(X) to a
holomorphic function on VM(X). By the Riemann domain structure of VM(X), “holomorphic” means that fˆ ◦ (π |Vφ,∞)−1
is holomorphic on X∗∗ for all φ ∈ VM(X). Observe that the restriction of fˆ to X∗∗ coincides with the Aron–Berner exten-
sion f˜ .
In what follows, given f ∈ V H(X), we omit the f in the expressions Pk f (x), Pk f , Ak f (x) and Ak f in order to simplify
the notation. The next lemma is analogous to [20, Lemma 2.10].
Lemma 36. If V is a family of weights satisfying Condition (A′), then for every m ∈ N there exists n ∈ N, n m, such that, for every
s > 0 there exists a constant Cs > 0 satisfying ‖ P˜k(·)(z)‖vn  Cs‖ f ‖vm for every k ∈ N, f ∈ Hvm (X) and z ∈ X∗∗ , ‖z‖ s.
Proof. Given m ∈ N, by Proposition 34, there exists n ∈ N, nm, such that, for each s > 0, there exists Cs > 0 with vn(x)
Csvm( J X x+ z) for all x ∈ X , z ∈ X∗∗ , ‖z‖ s.
Since by [3, p. 552] f˜ (z) =∑ j P˜ j(z) =∑k P˜k(x)(z − x) for every f ∈ Hvm (X), we get, by the Cauchy integral formula,
that
vn(x)
∣∣ P˜k(x)(z)∣∣ 12π
∫
|λ|=1
vn(x)
∣∣ f˜ (x+ λz)∣∣d|λ|.
Now, for a ﬁxed x ∈ X and z ∈ X∗∗ with ‖z‖ s we get, proceeding as in [20, Lemma 2.10], that vn(x)| P˜k(x)(z)| Cs‖ f ‖vm .
Observe that in the entire case the “local Aron–Berner extension” deﬁned in [20, Lemma 2.10] is just the Aron–Berner
extension. 
Proceeding similarly to [20, p. 5], we obtain the next lemma:
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s > 0 there exists Cs > 0 satisfying
∑
k ‖ P˜k(·)(z)‖vn  2Cs‖ f ‖vm for every f ∈ Hvm (X) and every z ∈ X∗∗ , ‖z‖  s/2. Therefore,∑
k P˜k(·)(z) is absolutely convergent in Hvn (X) for every z ∈ X∗∗ . Moreover, it converges uniformly on the bounded subsets of X∗∗ .
The proof of the next proposition follows the same steps as the proof of [20, Lemma 2.11].
Proposition 38. For f ∈ V H(X), let Pk(x) and Ak(x), k ∈ N, be as before. If V satisﬁes Condition (A′), then given m ∈ N, there exists
n ∈ N, nm, such that, for every s > 0, there exists Cs > 0 such that, for each z1, . . . , zk ∈ X∗∗ , k ∈ N,∥∥x A˜k(x)(z1, . . . , zk)∥∥vn  Cs kkk!sk ‖ f ‖vm‖z1‖ . . .‖zk‖.
Proof. Proceeding as in [20, Lemma 2.11] using Lemma 36 we have that, given m ∈ N there exists n ∈ N, n m, such that
for all s > 0 there exists Cs > 0 with
vn(x)
∣∣ A˜k(x)(z1, . . . , zk)∣∣ Cs kk
2kk!
∑
εl=±1
‖ f ‖vm
for all ‖z1‖, . . . ,‖zk‖ s, k ∈ N. For general z1, . . . , zk ∈ X∗∗ , the conclusion follows easily. 
Lemma 39. Given f ∈ V H(X) and φ ∈ VM(X), the mapping z φ( P˜k(·)(z)) belongs to P(k X∗∗) for every k ∈ N.
Proof. Given f ∈ V H(X) there exists m ∈ N such that f ∈ Hvm (X). By Lemma 36, the mapping z φ( P˜k(·)(z)) is well de-
ﬁned. Let A˜k(x) : X∗∗ × · · ·× X∗∗ → C be the symmetric k-linear mapping associated to P˜k(x). Thus, since by Proposition 38,
x A˜k(x)(z1, . . . , zk) belongs to V H(X) for all z1, . . . , zk ∈ X∗∗ and φ( A˜k(·)(z, . . . , z)) = φ( P˜k(·)(z)) for every z ∈ X∗∗ , it is
enough to show that the mapping (z1, . . . , zk) φ( A˜k(·)(z1, . . . , zk)) belongs to L(k X∗∗). It is clearly linear, and by Propo-
sition 38, there exist n ∈ N, nm and M > 0 such that, for every s > 0 there exists Cs > 0 with
sup
‖zi‖1,1ik
∣∣φ( A˜k(·)(z1, . . . , zk))∣∣ M sup
‖zi‖1,1ik
∥∥ A˜k(·)(z1, . . . , zk)∥∥vn  MCs kkk!sk ‖ f ‖vm .
Then, the mapping z φ( P˜k(·)(z)) belongs to P(k X∗∗) for every k ∈ N. 
Theorem 40. Let X be a symmetrically regular Banach space and V a family of weights satisfying Condition (A′) and such that V H(X)
is an algebra. Then, for every f ∈ V H(X), the Gel’fand transform fˆ : VM(X) → C is a holomorphic function of bounded type.
Proof. Given f ∈ V H(X) there exists m ∈ N such that f ∈ Hvm (X). For any φ ∈ VM(X) and z ∈ X∗∗ we have(
fˆ ◦ (π |Vφ,∞)−1
)(
π(φ) + z)= fˆ (φ ◦ τz) = (φ ◦ τz)( f ) = φ(τz f ).
We are going to see that the mapping z ∈ X∗∗  φ(τz f ) = φ(x → f˜ ( J X x + z)) is holomorphic. Let us consider the Taylor
series at zero of f =∑k Pk , where Pk ∈ P(k X) for all k ∈ N. As in [3, p. 552], we get a pointwise representation
(τz f )(x) = f˜ ( J X x+ z) =
∞∑
j=0
P˜ j( J X x+ z) =
∞∑
k=0
P˜k(x)(z).
By Lemma 37, there exists n ∈ N, n  m, such that the last series is absolutely convergent in Hvn (X). Then, φ(τz f ) =∑∞
k=0 φ( P˜k(·)(z)) is well deﬁned and, by Lemma 39, φ( P˜k(·)(z)) belongs to P(k X∗∗). Moreover, for each s > 0 and z ∈ X∗∗
with ‖z‖ s/2,
∞∑
k=0
∣∣φ( P˜k(·)(z))∣∣ M ∞∑
k=0
∥∥ P˜k(·)(z)∥∥vn  2MCs‖ f ‖vm
for some M > 0 and Cs the constant in Lemma 37. Therefore, the series converges uniformly on the bounded subsets of X∗∗ ,
and then, z ∈ X∗∗ φ(τz f ) is a holomorphic function of bounded type. 
Remark 41. We have shown that fˆ ∈ Hb(VM(X)) for every f ∈ V H(X). If we assume that for each m,n ∈ N, n m, there
exist q ∈ N and δ > 0 such that supx∈X vn(x)  δ for every z ∈ X∗∗ , then we can even get that in some sense itvm( J X x+z) vq(z)
616 M.J. Beltrán / J. Math. Anal. Appl. 387 (2012) 604–617belongs to V H(VM(X)). To be more precise, let φ ∈ VM(X) and f ∈ Hvm (X). By the proof of Theorem 40, for every s > 0
and every z ∈ X∗∗ with ‖z‖ s/2,∣∣ fˆ (φ ◦ τz)∣∣= ∣∣φ(τz f )∣∣ 2MCs‖ f ‖vm < ∞,
where M and Cs > 0 are the constants in the proof. As Cs > 0 in Lemma 35 can be improved by supx∈X vn(x)vm( J X x+z) for every
z ∈ X∗∗ , by hypothesis we get
vq(z)
∣∣ fˆ (φ ◦ τz)∣∣ 2Mvq(z) sup
x∈X
vn(x)
vm( J X x+ z)‖ f ‖vm  2Mδ‖ f ‖vm
for each z ∈ X∗∗ . Therefore, fˆ belongs to V H of each copy of X∗∗ in the spectrum. This assumption is satisﬁed, for instance,
when V = {vn}, v(x) = η(‖x‖), and η is a function such that there is α > 0 with η(s)η(t) αη(s + t). In fact,
η(‖x‖)n
η(‖ J X x+ z‖)m  α
m η(‖x‖)n
η(‖x‖)mη(‖z‖)m 
αm
η(‖z‖)m .
A simple example of such a function is η(t) = e−t , t  0.
Every algebra homomorphism A : Exp(X) → Exp(Y ) induces a mapping θA : VM(Y ) → VM(X) deﬁned by θA(φ) = φ ◦ A.
By the analytic structure of VM(Y ), θA is continuous if and only if θA maps sheets into sheets continuously. So, proceeding
as in [22, Theorem 3], we characterize the continuity of θA .
Theorem 42. Let X and Y be symmetrically regular Banach spaces and let A : Exp(X) → Exp(Y ) be an algebra homomorphism. The
following are equivalent:
(i) There exist φ ∈ VM(X) and T : Y ∗∗ → X∗∗ aﬃne and w∗–w∗-continuous so that A f (y) = φ( f˜ (·+T y)) for all y ∈ Y .
(ii) θA maps sheets into sheets.
(iii) θA maps Y ∗∗ into a sheet.
In particular, θA is continuous if and only if it is continuous on Y ∗∗ .
In the case θA maps Y ∗∗ into X∗∗ , φ in the last theorem must coincide with δT1(0) for some T1. Then
A˜ f
(
y∗∗
)= δT1(0)[x → f˜ (x+ T y∗∗)]= f˜ (T1(0) + T y∗∗)= ( f˜ ◦ T2)(y∗∗).
We say that A : Exp(X) → Exp(Y ) is an AB-composition homomorphism if there exists an aﬃne mapping g : Y ∗∗ → X∗∗ such
that A˜ f (y∗∗) = f˜ (g(y∗∗)) for all f ∈ Exp(X) and all y∗∗ ∈ Y ∗∗ (see [19]). Proceeding as in [22, Corollary 2], we get the
following:
Corollary 43. Let X and Y be symmetrically regular Banach spaces and A : Exp(X) → Exp(Y ) an algebra homomorphism. Then
θA(Y ∗∗) ⊆ X∗∗ if and only if A is the AB-composition homomorphism associated to an aﬃne mapping.
As in [22], there are some important differences between the weighted algebras Exp(X) and Hb(X). By Theorem 42
and the comments above, each AB-composition homomorphism A induces a continuous θA . In [19], we ﬁnd examples
of composition homomorphisms inducing discontinuous θA . Analogously to [22, p. 901], Corollary 43 implies that, if the
spectrum of Exp(X) does not coincides with X∗∗ , there are homomorphisms on Exp(X) that are not AB-composition ones
(see [22]).
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