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RESUMO
Analisando o teorema de Abu-Bokr El Sayed, que fala 
sobre o problema de codificação com custo mínimo e que diz Õ(t) :s.l-M, 
estabelecemos o seguinte melhoramento:
Teorema :
m
7 C, (tj o  ^  ^ 1-M,
D - 1
para 0;^t>-l, onde M = max{p^, , p^}.
VI
ABSTRACT
Analyzing the theorem of Abu-Bokr El Sayed, which 
treats the problem of codification with minimum cost, and which 
says i(t) ^1-M, we establish the following improvement:
Theorem:
m 1/t + l.t + l 
= T Pi____ \
-  1
for 0?^ t>-l, where M=max{p^^, P2,..., P,„)*
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INTRODUÇÃO
No Capítulo I, apresentamos o conceito e diagrama de 
um Sistema de Comunicação, bem como definimos e provamos as Entro 
pias de Shannon, Renyi, Daroczy, Gama-Generalizada, de Ordem a e 
Grau 6 e também as relações entre elas.
No Capítulo II, definimos Codificação sem ruído, pa 
lavra código, media ordinária e media exponencial do comprimento 
das palavras codigos e media quase-aritmética dos comprimentos das 
palavras códigos. Ainda apresentamos limites inferiores da função 
custo.
No Capítulo III, fizemos a analise completa sobre o 
trabalho de Abu-Bakr El Sayed, a respeito dos problemas de codif^ 
cação com custo mínimo, bem como três contra exemplos.
No Capítulo IV, provamos um teorema sobre codifica 
ção com custo mínimo, porém, mais forte que o provado no Capítulo 
III.
CAPÍTULO I 
INTRODUÇÃO
1.1 - SISTEMAS DE COMUNICAÇÃO
C. E. Shannon (1948) desenvolveu uma teoria matemática, que 
tratava dos aspectos fundamentais dos sistemas de comunicação, de 
nominada teoria da informação. Esta teoria trabalha muito com pro 
habilidades e tem um objetivo principal que ê minimizar os custos 
de transmissãoque para tal, utiliza de forma apropriada, os cod^ 
ficadores e os decodificadores; procurando de uma forma funcional 
atingir um desempenho otimo, quando aplicada em sistemas de comunj^ 
cação.
Para termos uma idêia geral de como funciona o sistema de co 
municação para transmitir informação de um ponto para outro, damos 
um diagrama que visualiza o comportamento de tais sistemas, que é:
RUlDO
FONTE
DE — »
MENSAGEM
CODIFICATOR CANAL DECODIFICJ\DOR RECEPTOR
.Sabemos, que toda teoria matemática procura somente os mode 
los matemáticos ou as expressões matemáticas para resolver os pro 
blemas práticos existentes, assim também é, a teoria da informa 
ção. Para construir esta teoria foi muito discutido, qual seria o 
caminho mais apropriado que melhor se adapta aos problemas de comu 
nicaçio.
1.2 - ENTROPIA DE SHANNON
Consideremos X - {x^ ,^ x^, ..., x^} uma variável aleatória dis
ereta com distílbuição probabilística P = (p^, P2,..., p^) , onde
_ /■ , líl
Pi PÍxí); i 5 1, 2,..., m; e p. 1.
Ucnotamos o conjunto clc todas as distribuições probabilistic 
cas por Ajjj, isto ê,
m
%  ■ í’ = fPl’Pz....  Pm’- Pi"'“' iil Pi ' l*- fl-l’
A entropia de Shannon é definida por
m
H(X) = H(p^,P2,..., v J  = p^log^p^; (1.2)
onde (P^,P2, • • • , Pjjj) £
Correspondente, para um experimento bidimensional (X,Y) com 
distribuição probabilística conjunta p(x^, ) = (p(i,j), com 
i = 1, 2,..., m; j = 1, 2,..., n; definimos a entropia conjunta 
de X e Y por
m n
H(X,Y) = P(i,j) log2 p(i,j). (1.3)
A incerteza condicional de Y, sendo X = ê definida por 
. Y ^
onde r(i) é a probabilidade condicional de Y=y^ (j = 1, 2,..., n) , 
dado que X=x^, (i = 1, 2,..., m) .
Portanto, a incerteza condicional de Y dado X, ê definida
Y
como a incerteza media de H(y_^ ) com pesos p(x-), (i = l, 2 , . . . , m),
i ^ê dada por
Y m m . . .
' i^l Pi 1082 tl-5)
Com isto, temos os seguintes resultados:
H(X,Y) = H(X) + H(^) = H(Y) + H(|) (1.6)
H(X,Y) .< H(X) + H(Y) (1.7)
H(y) .< H(Y), (1.8) 
com a igualdade em (1.7) e (1.8) se, e somente se, X e Y forem in 
dependentes.
1-3 - GENERALIZAÇÕES DA ENTROPIA DE SHANNON
1.3.1 - Entropia de Rcnyi
Em 1961, Rênyi fez uma generalização da entropia de 
Shannon e definiu entropia de ordem a, dada por
m
^°§2 i^ = l Pi^’
Correspondentemente, ao experimento conjunto de X e Y 
com distribuição de probabilidade conjunta p(i,j), (i = 1,2,..., m), 
(j = 1, 2,..., n) , podemos definir a entropia conjunta de ordem a 
por
, m n
1°S2 1 = 1 j5l
A entropia condicional de ordem a de X dado Y, é de
finida por
H (I) = log,a^ Y'^  1-a
n m
, a>0, a^l. (1.11)
Podemos verificar os seguintes resultados:
H^(X,Y) .< H^(X) + H^(Y) (1.12)
H^(y )  ^H^(X); (1.13)
com a igualdade em (1.12) e (1.13) se, e somente se, X e Y forem 
independentes.
As propriedades da entropia de Rênyi e suas caract£ 
rísticas foram estudadas mais recentemente por Ben-Bassat e Raviv 
(1978) .
1.3.2 - Entropia de Daroczy
Em 1970, Daroczy, introduziu o conceito de funções 
da informação de grau 6, e por meio dessas funções definiu as entro 
pias de grâu B por
H®(X) = (2^"^-l)'^ ( P--1), 6>0, m .  (1.14)
flêíl verificar que
a qual é a entropia de Shannon.
Esta entropia de grau g também foi estudada por
Havrda e Charvát (1967).
A entropia de Dar5czy tem muitas propriedades simila 
res as da entropia de Shannon.
Correspondente ao experimento conjunto de X e Y com 
distribuição de probabilidade conjunta p(i,j), (i = 1, 2,..., m) , 
(j = 1, 2,..., n), definimos a entropia conjunta de grau B por
H^(X,Y) = (2^"^-l)"^.
m n D
ill P ( i J )  - 1
6>0, 37^ 1. (1.15)
A entropia condicional de grau g de X, dado Y, ê de
finida por
m n
H®(^) = (2l‘6-l)'l. r(Í) - 1),
B>0, Bíl. (1.16)
Estas entropias, tem as seguintes propriedades:
H^(X,Y) = H^(^) + H^(X) = H^(|) + H^(Y); (1.17)
H^(X,Y) = H^(X) +H^(Y) + (2^ '^ -l)~^ . H^ (X) . H^ (Y) ; (1.18) 
H^(^) = H^(Y) + (2^"^-l) . H^(X) . H*^ (Y) ; (1.19)
H^(|) .< H^X) ; (1.20)
com a igualdade em (1.20), se, e somente se, X e Y forem indepen 
dentes; a igualdade (1.18) é valida para X e Y independentes.
1.3.3 - Entropia Gama Generalizada
A entropia - y para uma distribuição de probabilidade 
(Pj ’ Pj^ ) 1 (foi estudada por Arimoto (1971)), é definida por
SJiaüííêfí :
P2....  Pm’ ’ F T
2 -1
m , 
(i^i
■y>o, (1.21)
QüâMõ a entropia - Y reduz-se a entropia de
Esta entropia também tem interessantes propriedades 
algébricas e analíticas similares as da entropia de Shannon.
Correspondente ao experimento do conjunto X e Y com 
distribuição de probabilidade conjunta p(i,j), (i = 1, 2 ,..., m), 
(j = 1, 2,..., n) , definimos entropia - y conjunta por
H(X,Y) =
Y Y-1
2 -1
n m T ,
(jii - 1 ( 1 . 22)
A entropia - Y condicional de X dado Y, é definida
por
(1.23)
2 - 1
Temos ainda as seguintes relações, da entropia - y :
a) se X e Y são independentes, então:
^H(X,Y) =^H(X) +^H(Y) + (2^~^-l) .^ 11(X).^ H(Y). (1.24)
^H(f) = ^H(X); (1.25)
ambas para y>0,
X,b) ^H(X,Y) ^^H(Y) + se y>l ; (1-26)
Y Y
^H(X,Y) .< ^ H(Y) + ^H(^), se 0<y<l; (1.27)
com a igualdade em (1.26) e (1.27) se, e somente se, X e Y forem 
independentes.
1.4 - RELAÇÕES ENTRE AS ENTROPIAS
1.4.1 - Entre Entropia Gama e Entropia de Ordem a
A entropia gama i^elaciona-se com a entropia de
Rényi (ou de ordem a), definida em (1.9), como
H„(P) = lès logjCiEi P“); 
fazeildõ t^ Ôt  ^ ê observando ã desigualdade log^ x.<x-l.; desta forma
temos as seguintes relações:
I^I(P)  ^H^(P) < 11(P) , p/ 0^Y5;a"^<l; 
^H(P) = H^(P) = H(P), p/ Y-a=l;
H(P) >.P1(P) >.H(P) , p/ Y=a"^>l;
I ^
m
zonde H(P) = - p^ log^ p^
1.4.2 - Entre Entropia de Grau a e ordem a 
Podemos verificar que
h “ (X) = (2^"“-l)"^{exp2["(l-a) H^(X) -1}, (1.28)
onde H°''(X) representa entropia de grau a e H (X) representa entro
(X
pia de ordem a.
1.5 - ENTROPIA DE ORDEM a E GRAU 6
Em 1975, Sliarma e Mittal fizeram uma generalização da entro 
pia de Shannon e definiram uma entropia de ordem a e grau 3, por
m . 6-1/a-l
H®(X) = íiil -  1 (1.29)
3^1, a ^ l , a,3>0.
Casos particulares:
ft 1 ^
(a) lim Hf(x) = ^  p“);
que é a entropia de ordem a.
(b) Quando a = B?^ l, temos
H^(X) = (2^“^-l)"^ 
que é a entropia de grau 6.
-  1 3>o, en.
temos
Y
H(X) =
m
'■1 = 1 - 1 y^l, Y>0;
que ê a entropia estudada por Arimoto (1971). 
(d) Quando a^l e B->-l, temos
lim
a^l
r6lim H'^ CX) 
B->1 “
m
= - .Z.iil Pi Pi’
a qual ê a entropia de Shannon.
A entropia de ordem a e grau g satisfaz as seguintes proprie
dades:
Y,exp2(H^(X) H.H„(±) -1 (1.30)
com a igualdade em (1.31) se, e somente se, X e Y forem independen 
6 X B Ytes. Onde H (y) e H (^ ) representam a entropia condicional de X
OL í  Ot A
dado Y e entropia condicional de Y dado X, respectivamente, e dada
por
i r^-)a'-X^
m n . B-l/a-1
. ^ ^ p  . r (-i) 1 = 1 j=l ^1 ''1-^ -1
1-6
2 -1
com 6?^1, a^l, B>0 e a>0.
Ademais, estas entropias generalizadas satisfazem muitas ou 
tras propriedades, ver Taneja (1979).
CAPÍTULO II 
CANAIS SEM RUiDO
2.1 - CODIFICAÇAO SEM RUiDO
No sistema clássico apresentado no Capitulo I, o canal ê sem 
ruído, se ele permite transmissão perfeita da entrada ã saída, i_s 
to ê, não requer o problema da correção de erro. (Isto significa 
que, queremos somente maximizar o número de mensagens que pode ser 
mandada pelo canal em um tempo dado (fixo)).
Seja X = {x^, X2,..., x^} um conjunto finito de mensagens,
e, seja P = {p^,..., p^} uma distribuição de probabilidades asso
ciada com X, tal que a probabilidade dex. ê p . , i = l ,  2,...,m e 
m
p^ = 1, com p^ >0 e (i = 1, 2,..., m) .
Cada símbolo x^, associado cora uma seqüência finita do alfa 
beto código A = {0, 1, 2,..., D-1}, onde D>1, (D é a dimensão ou 
tamanho do alfabeto código), e chamado palavra código e a coleção 
de todas as palavras códigos é chamado código.
Se um código tem a propriedade que nenhuma palavra ê prefixo 
da outra, então, o código ê chamado codigo instantâneo.
Cada código instantâneo ê decifrâvel unicamente. A recípro 
ca é falsa, pois, existem códigos que são decifráveis unicamente 
mas, não são instantâneos.
Suponhamos que representamos as mensagens de X por palavras 
códigos; isto ê; por seqüências finitas dos elementos do conjunto 
{0, 1, 2,..., D-1}, onde D>1, então, podemos mostrar que existe 
um código instantâneo/decifrávei unicamente (ref, Feinstein (1958)), 
que representa (i=l, 2,..., m) pela palavra código de compr^ 
mento (número dos elementos) n^ (i=l, 2,..., m) se, e somente se,
o conjunto dos comprimentos das palavras códigos, inteiros positi 
vos N = {n^, n^,..., n^} satisfaz a desigualdade de Kraft
B D"i,él. (2.1)
i-i
Üitlá fíálãVfâ código associada com x^ de comprimento n^ para
qualquer i = 1, 2,..., m, com probabilidade p.; então, escolhemos
_ m  ^ ^
códigos nos quais n = ^i^i (comprimento mêdio) ê mínimo, sendo
este o motivo da codificação sem ruído.
Podemos provar que, se H(X) representa a incerteza (entro 
pia de Shannon) associada com X, então existe um código instantâ 
neo de dimensão D cujo comprimento mêdio das palavras códigos (n) 
satisfaz
H U l  s < H T O  ; 1 (2.2)
log D log D
Agora, para cada inteiro positivo s, existe um código instan 
tâneo X^ tal que se n^ ê o comprimento médio, então
, . ^s H(X)lim —  = (2.3)
s-^ “ s log D
Isto quer dizer que, cifrando suficientemente longas seqUên 
cias de entradas ê possível fazer o comprimento mêdio de palavras 
códigos, para cada símbolo de entrada tão próximo de H(X) quanto 
se queira.
Este ê o teorema de codificação sem ruído.
Para demonstração de (2.2) e (2.3) acima, referência Ash (1965).
Os resultados (2.2) e (2.3), são também, estendidos para en 
tropia de ordem a (definida no Capítulo I), por Campbell (1965); e 
para entropia de ordem a e grau B provado por Gupta (1975) ,
Usando a entropia ponderada de ordem a, as desigualdades (2.2) 
e (2.3) similares, também foram estudadas por Gurdial e Pessoa (1977).
Agora seja 4);[l,oo[-> IR uma função contínua estritamente cre^
cente^ tem uma inversa 0  ^que também é contínua e estritamente
crescente. Isto define uma média quase aritmética do comprimento 
da palavra código
9
r m
L(P, N, (},) = (í, ^ (2.4)_iil Pi *Cn.)
para todo o N satisfazendo (2.1). A razão de chamar L um compr^ 
mento médio I que, para N = {n, n,..., n}; isto é; quando todas as 
palavras códigos são de iguais comprimentos n, então L (P, N, ((>) =n. 
Entfétiiltõ se cíj(x) = (í>q (x ) = x e x e [l.
então
m
L(P, N, 4,) = p.n., (2.5)
é a media ordinária ou aritmética do comprimento da palavra codi 
go. Campbell, (1965, 1966), também introduziu a média exponencial 
do comprimento da palavra codigo, para as quais (j) (x) = ((>.(-(>!;) = D 
com X € [1, oo[; tT^ O; por
10
-j m .
L(P, N, cj)^) = i logj3 p-D^ '^ 'i (2.6)
E fâcil ver que
lim L(P, N, (j) ) = L(P, N, 4).). 
t^O
É bem conhecido (Reza,61; Campbell, 65, 66; Aczel, 74), que
para todo P e N satisfazendo (2.1),
m m
L(P, N, (1)q) = p.n.  ^ p. logj^  p., (2.7)
e, para t > - 1, tj^ O ,
1
1 ^ 1“n i' + 1 ^ + l
L(P, N, 0 )^ = i logp p.D^^i >. ^  logp p.^ (2.8)
0 lado da mão direita de (2.7) é a entropia de Shannon en 
quanto que o lado da mão direita de (2.8) é a entropia de Rényi (de 
ordem :^) .
Uma vantagem de admitir comprimentos das palavras códigos
não-inteiros (Campbell, 66) é que os limites inferiores para os la
dos da mão direita de (2.7) e (2.8) são atualmente atingidos. Po
rém, se eventualmente restringirmos nossa resolução para comprimen
tos inteiros das palavras códigos, é fãcil provar que (Reza .,61*,
Campbell j 65*, Aczel574),
m m
L(P, N*, (|)p) = -1^ p.n? < - p. log^ Pi 1 (2.9)
se
- logD Pi ^ < - logo Pi  ^  ^ (i = 1,..., m), (2.10)
e para todo tf-1, t ^ O ,
L(P, N-, 4,^ ) = i log^ p.D'"! < log^ (2.11)
se
11
- logp í n? < - iogD(pr/i=i ^
(i = 1, 2____ m). (2.12)
Podemos obter estas pela transitividade de (2.5) e (2.6).
Quando t=-l, ê fãcil mostrar que
lim^(^ logp p^^^) = - logp max(p^,..., p^ )^ . (2.13)
(Portanto o lado da mão direita de (2.13) é a entropia de Renyi de 
ordem a).
I>esta mesma forma, considerando o limite t->-l em (2.6) obte
mos
m
L(P, N, = - logp iil  ^ í^ax(p^,..., p^) .
Mais geral ainda, Campbell recentemente provou (ref. Aczel e 
Daróczy (1975); pg 156; sec. 5.4,) que para todo t v< -1
L(P, N, (j)^) = Y  i = l ’i^ ax(p^ ,... , p^ ) , (2.14)
enquanto que (outra vez t^-1)
1 ® t * 1 
L(P, N*, (|)^) = j  logj^  p.D ^i < ^  logp max(p^---- Pj„) + 1,
(2.15)
se = 1, n; >, logj, (ifiig) onde
p. = max(p,,..., p ) (2.16)
0
(Todos estes (n|,..., n^) também satisfazem (2.1).
Sobre os lados da mão direita de (2.9), (2.11) e (2.15), +1 
podem ser recolocados por 51 >0, arbitrariamente pequeno, se decod^ 
ficamos seqüências de mensagens independentes, conectivamente.
0 mínimo ou limite inferior das propriedades (2.7) (2.8) e 
(2.14) dão interesse a seguinte interpretação de média quase ari_t 
mêtica dos eomprimentos das palavras códigos, (conforme Campbell, 
66). A função em (2.4) pode ser entendida como função custo, 
^(n) sendo o GUitO de usar uma palavra código de comprimento n. E 
razoãvél.’ í|tíé' ê (êstfitamente) crescente sobre o conjunto
de inteifôi ji6sitiv§s é éhtãO pode sempre ser estendida a uma fun
ção estritamente crescente e contínua sobre [-1, <=°[. Isto ê conve 
niente porque 4)"^  pode ser aplicado sobre mais que um conjunto enu 
merâvel.
Agora o "custo mêdio” de codificação de mensagens
X={x^, x^} da (distribuição probabilística P = • • •, P^ }^)
por uma distribuição N={n^, n^,..., n^} de comprimentos das pala 
vras codigos ê 
m
C = Pi (n^ ) .
Um problema de codificação de algum interesse ê minimizar o 
custo C por uma.escolha apropriada da distribuição N, sujeita a- 
condição (2.1). Visto que L(P, N, (}>) = (|) ^(C) e (p  ^ê (contínua) 
estritamente crescente, um problema equivalente ê minimizar o com 
primento médio da palavra codigo, L(P, N, (}>) .
Existem constantes multiplicativas e aditivas contidas nas 
funções custo dadas por
(i) 4)(x) = ax + b (a>0) para todo xe [l, “
(ii) (|)(x) = aD^^ + b (a.t>0) para todo x e [l, “ [
(ref. Aczêl (1974)) .
(Elas não influenciam nos comprimentos médios das palavras codigos 
(2.5).e (2.6)). Calculando os custos médios, pode ser oportuno 
normalizá-los. Uma possível normalização fixaria custo unitário 
para decodificar uma palavra código de comprimento 1 e custo zero 
no caso de uma palavra código de comprimento 0. Então, no entan­
to, temos
ct)Q(n) = n (n = 0, 1, 2,...) (2.17) 
mas no lugar de (f>^, temos
-  1<f>:(n) = ^ i  (tf^O, n = 0, 1, 2,...) (2.18)
^  -  1
(uma das vantagens ê que (})~ = lim 4>:, enquanto que (í)^ lim (p.).
t^O  ^ t-^ 0 ^
As desigualdades (2.7), (2.8) e (2.14) mostram que os custos mé
dios não podem ser menores que
m
- Pi logp p^ (0 log2 0 = 0) p/t= 0 (2.19)
12
m 1/t+l.t+1
- 1
-  1
p/tj^ Ü, t>-l, (2.20)
1 - max(p^, P2.... Pj^ )
1 - D'
, p t^-1, (2.21)
13
sempre que as funções custos são (j)~, dadas por <J)~(x) = x e
tx
<l>r(x) = ^ p / t ? i O  e X 6 [1, oo[.
^ - 1
As inequações (2.10), (2.12) e (2.16) mostram com que N obte 
mos a proximidade aos limites inferiores (2.19), (2.20) e (2.21) 
dos custos médios, respectivamente.
SOBRE 0 PROBLEMA DE CODIFICAÇÃO COM 
CUSTO MÍNIMO - I
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CAPÍTULO III
Aczel (1974), provou que, a media aritmética do comprimento
da palavra codigo L^ e a média exponencial do comprimento das pala
vras codigosL^ são somente aditiva, e a média quase aritmética dos
comprimentos das palavras códigos. Mais adiante, ele também provou
que, sob as condições de aditividade e quase aritmeticidade da me
dia dos comprimèntos da palavra código e da normalização dos cu£
tos médios, os custos médios de decodificação das mensagens
X = {x, , x^ , . . . , X } de distribuição probabilística P = {p,, p . , p  },  ^ iTi X z in
tinham limites inferiores dados por
m
C(t) = Cq = - .2.^ p. logj^  p., p/t = 0; (3.1) 
pl/t + l^ tH-l
= C (t) = -i-i------------ I-i, p/t>-l, tj^ O; (3.2)
^ D^ - 1
= C„(t) = p/t4:-l, (3.3)
 ^ 1 - D^
(onde M = max(p^,..., Pj^ ) •
(NOTA: 0 limite para t^-1 foi provado por Campbell (ref. Aczel 
e Daróczy (1975); pag. 156; sec. 5.4).
Em seguida, daremos um futuro limite inferior, que é indepen 
dente de t, para os limites inferiores dos custos médios de codi^  
ficação acima. (ref. Abu-Bakr El-Sayed (1979))
TEOREMA 3.1
Seja a média quase aritmética dos comprimentos das palavras có 
digos aditiva, e, seja o custo médio de codificação do conjunto X 
de mensagens normalizado. Se
I - as mensagens são eqUiprovâveis e D^m, ou
lí - uma codificação binária (D=2) e M$^^’ então, os custos
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médios não podem ser menores que 1 -M, isto é, 
2(t) > 1 -M, para todo t ^ |R.
Prova:
Mostraremos primeiro que
lim C, (t) = , 
t->0 ^
ou seja.
lim
t->0 -  1 i=l Pi Pi
m
Seja 4)(t) = implica que.
£n ^(t) = (t + 1) íln
Aplicando derivada nos dois lados, temos;
m
(£n 4^ (t))’ =
isto e.
m
■í,1 = 1 ^1
isto e,
t + 1 m
f  pl/t.l ■ 1=1'"i
i=l Pi
1/t+l Pi
Ct+1)
e multiplicando por ^^ (t) , vem:
ip’ (t) = '^(t) ni 1 / +. 
.£ pl/t 
1 = 1 ^1
que substituindo ij; (t) e simplificando vem:
1 iliCPi''^'^- Pi)
t + 1 • m
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e observamos que
lim C,(t) = lim 
t-í-0 t^O
(Ji - 1
-  1
Aplicando L'Hospital, temos: 
m
lim C,(t) = 
t^O ^
- ij'_ [(Ji
í.n D
mas, como = i{^ (t), vem:
lim C (t) = lim = 1^;-^,
t->0 t^O D^ J^lnD ^
pois ,
(0)
m
= p. 1 = 1 ^1
-1 m m
isto e,
ip' (0) = 1. 
isto ê,
4^ '(0) - -
logo.
m
•^ 1 P- 1 = 1 ^1
• i = i ( P i  P i )  ^ P i )
1 • i=i(Pi p^) + £n 1
iSlCPi tn p.)
- (p . £n p . ) i = l^^i ^1^
1
Znï) ? ‘’ i i=l Pi log„ e - iii Pi logD Pi
Também é claro que:
1 - M ----- r- e crescente com t,
1 -
pois.
lim i--— = 1 - M, 
t^-~ 1 -
1 - M 1 - M  1 - M  lim ----r = ----^ = ----- = 1 - M.
t-^_oo 1 - d "- 1-D~ 1 - 0
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1 - MPortanto, ---- jr ^ 1 - M.
1 -
a) Sejam as mensagens eqUiprováveis, isto ê, 
Pl = P2 = ... = Pjn = i*
Portanto, ^ e como temos m.p’s, então:
,1,1/t+lm^
t+1
C (t) =
^  -  1 -  1 
logo,
c,(t) = 4 ^ -
^ D - 1
Se D = m, então C^(t) = 1.
Se D < m, então C, serâ crescente com t. Isto, pode ser mos
J- t
trado considerando a derivada C^(t).
i?,n m - (m^-1) . £n D 
L,(tj -------------- — z---- 2------------- ’
ou seja
C|(t) > 0 <=> (D^-1) £n m > (m^-1) . Jln D
<==>d!z 1 >
D^£nD m^£nm
Esta ultima inequação estará verificada se provarmos que a ’
função
-  1f(x) = — p---- e decrescente; (onde D < m)
X £n X
façamos
ffv') = x~^(x^-l)  ^ l-x'~^
^  £n X £nx ’
logo,
f(x) = 1-"'ün X ’
que calcülandõ f ( x ) , vem:
f i - M J .  Çl-x'^) ' - Cl-x~^) . (£n X) '.
(£n x)^
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(Jòn x)
__ ^
(í,n x)
1. ' t í,n x . x-t-1
1 -t.-
logo
£'(x) = (''nx)'
Porém, íln x^ ^  x^ - 1. (A igualdade é verdadeira somente se 
x^ = 1, e no nosso caso  ^1 e m^ 7^ 1, e portanto, vamos considerar 
somente a estrita inequação).
Substituindo, £n x^ por x^ - 1, temos que o lado esquerdo fica 
menor que o lado direito na derivada acima, pois, £n x^ = x^ - 1 ê o 
máximo de £nx^.
Portanto, temos
^x"^"^(x^-i) - x"^(i-x“^); =(£nx)'
1 r -1 -t-1 -1 ^  -t-1 1■ ^ L ^ - x  - x + x(í-nx)
0
(£ nx)2
= 0 ,
logo
£’ (x) < 0.
Assim sendo, £ ê decrescente e, por conseqüência é cre_s 
cente com t. Então, segue que C^>l-M, porque
lim ^  = 1-M 
t^ «= 1-D^
Assim sendo, ambos e são crescente e
lim C (t) = 5L ^  = = c (-1). 
t-^ -1  ^ D -^ -1 1-D"-^  ^
Por isso, por mensagens eqUiprovâveis, a função í é limitada 
inferiorminte pela quantidade 1-M.
b) A âéguir, consideremos o caso de mensagens com probabil^ 
dades que pod©m ser diferentes. Assumimos primeiro que m=2 e por
conseqüênclâ D®2.
Seja f P2} ® ÍP» 1-p} e seja p:ï.l-p, isto é,
Em outras fàik^fãSí M = mâx{pj^j p^} = V
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A inequaçao 
(i!i
C (t) = -í-L-2— --------- i>l-M (3.4)
^  -  1
ê a que queremos provar, a qual no nosso caso significa (substi^
tuindo Pj^ = p, P2 = 1-p, D = 2 e M = p) :
t+1 - 1
2^-1 ^1-p (3.5)
isto e.
^1/t+l  ^ |.^_p^l/t+ljt+l _ 1 ^ (i_p) (2^-1 ) se t>0 
^ (1-p)(2^-1) se -l<t<0;
isto e.
Lp ^p+2^(1-p) se t>0.
p+2 (1-p) se -l<t<0.
Dividindo ambos os lados por p (y ^ P í I) e tomando = r,
0 .s:r^ l, (p ^  1-p) , temos para provar que
+  ^l + 2^.r se t>0, ^l + 2^.r se -Kt<0;
o que ê verdade pois,
t + 1
isto e.
1/t + l 
pjt^ — ^ 1
se -l<t<0; 
1/t+l' t+1
^ 1 + 2^-ÜcEI se -l<t<0;
logo.
^ 1+2^.r se t>0, ^l+2^.r se -l<t<0.l+rl/^^\
Seja B(r) = (l + r ^ ^ ^ ' " ^ ) e  R(r) = 1 + 2^.r.
A função R c uma linha reta com R(0) = 1, R(l) = 1+2^ e in
1clina-se igual a 2 .^
B > (r) = (t+1)(1+r
isto e,
isto e.
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B' (r) = r . (1 + r^ /'^ ''^ )^ ;
calculando a derivada segunda, vem:
B"Cr) = r . tíl+rl''**!)’'’! .
- Cilr) t '
isto e,
B”(r) =
■ -2t -2t-l -2t t+1 _^t+l
logo,
B"(r) • - . X
(i) Seja -l<t<0:
B(0) = 1 = R(0)
B(l) = 2^ "'^  = 2^ + 2^ < 1 + 2^ = R(l)
B'(r)>0, pois, 0^ r.$l, isto ê, B é crescente.
B'(0) = 0, B"(r)>0, B ’(l) = 2^ (i<2^<l).
Por isto, ê claro, conforme figura abaixo, que 
B(r)^R(r), para todo r, 0^ rvs:l.
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(ii) Para t>0:
B(0) = 1 =  R(0),
B(l) = 2^^^ > 1+2^ = R(l),
B' (r)>0, B' (0) = », B' (1) = 2^
B”(r)<0.
Neste caso, concluímos conforme figura abaixo, que 
B(r) :^R(r), para todo r, O^r^l.
Por isso, para todo t>-l, t/0, a inequação (3.5) ë verdadei
Agora, voltamos ao caso de m mensagens (m:>2) . Assumimos que 
um alfabeto código binário (D=2) ê usado e que Visto que a
m 1/t+l- -
quantidade p^ ê simétrica em relação aos p^, podemos assu 
mir sem perda de generalidade que p^  ^ = M.
Seja p^ = M,
<12 = ?2 "•••* Pm ■ 
isto ê, «Ij+qj “ 1-
--í_---------- L > 1-M.
2  ^ - 1
(ii) Seja t>0:
Seguindo passos similares, e observando (3.5'), obtemos 
e ainda
, l 1/t+l,t+1 , ? „1/t+l,t+1 T
ík^i V  . ) -i< ^i^i Pi ) -!•
Colocando em ordem contrária e dividindo por 2^-1, (2^-l>0, 
pois t>0), vem:
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. ? 1/t+l,t+1 r T ^l/t+l,t+l
^i=l Pi ) -1 ^k=l ^k  ^ - 1
2 ^ - 1  2 ^ - 1
Portanto
, f 1/t+l,t+1 
<^i = l Pi  ^ -1— í_--------- L > i_M,
2 ^  - 1
para todo t>-l, t^O.
Isto completa a prova.
Observação: Geralmente não ê verdadeiro que:
Se m > D  e então í(t) ?>1-M, para todo te IR. Isto será
mostrado exibindo os exemplos contrários abaixo:
Exemplo 1: Neste exemplo o número de mensagens ê igual ao nu 
mero de elementos do conjunto de codificação.
Seja m=D=3,
P = {0,6; 0,0001; 0,3999},
M = 0,6, então 1-M = 1-0 ,6 = 0 , 4 ;
cômò C. (t) = ------ r---------- , vem: ^ - 1
2 3
íJiC,(5) = --------- í
3-^-1
1T F ((0,6)-^ /^  + (0,0001)^ '^ '^  + (0,3999)^^'^)'^ - 1
= 0,3433 <0,4 
logo, (t) < 1-M.
Exemplo 2: Neste exemplo, o numero de mensagens é maior que
o numero de alfabetos de codificação, com uma insignificante
modificação do anterior. No lugar da probabilidade p^ = 0,3999,
temos quatro probabilidades cuja soma ê igual ao valor de p^-
Uma destas quatro probabilidades (0,39989997) ê muito próxi
1/4ma de p, (portanto, dando quase a mesma contribuição p,' pa1/4 - j “
ra a soma total ? p- ) e as outras três são muito pequenas 
—  8 1 1
(10 cada), portanto, crescendo C inadequadamente, mas, man
tendo contudo menor do que 0,4(=1-M). Assim seja m=6>D=3,
P = {0,6; 0,0001; 0,39989997; lO"^; lO'^; lO"^}.
1-M = 0,4,
r E 1 / 4 /
C, (3) = ^  = 0,3698 <0,4
3-^-1 26
logo C^(3) < 1-M = 0,4.
Exemplo 3: Neste exemplo, usamos um grande numero de mensa 
gens e de símbolos de codificação.
Seja, m = 130, D -50;
P = {0,5728; 0,4144; lO"^; lO“^;. . . , lO“^}
128 vezes
Como, M = 0,5728,
1-M = 0,4272 .
..... . ........  . . ........  :4
C,(3) = 0,5728^^^ + 0,4144^^'^ + (128.10 4)1/4 -  1 ^ 50^ - 1
, 10,87 + 0,81 + 12,8)^
;
24
4 4
logo, C (3)  ^ 0,405 < 0,4272 = 1-M.50-^  50-^
De onde, C^(3) < 1-M.
SOBRE 0 PROBLEMA DE CODIFICAÇÃO COM 
CUSTO MÍNIMO - II
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CAPÍTULO IV
No capítulo III, foi provado que 
ni
C, (t) = — í— i— i-r--------- ^ » 1-M, para t>-l e t^O.
 ^ -  1
Agora, vamos provar um resultado mais forte a respeito dos 
limites inferiores de C^ (^t) para t>-l, tf^O. Para tanto vamos enun 
ciar o teorema:
TEOREMA 4.1
Para cada P = (Pi . Po»-»-, P )  ^ A , com m^2, M ^ i  e D = 2,j. z m m z
temos y ^ 1-M,
isto ê,
I C^(t) = i C^(p^,..., p^; t) >. 1-M
isto e.
1-M; (4.1)
para t>-l, t?^ 0, onde M=max{p^, p^,..., Pjjj) •
Para demonstrarmos este teorema precisamos o lema seguinte:
Lema 4.1:
A função C^(p^,..., p^; t), com t>-l, t^O ê côncava para
(Pl’ P2’‘ ’ Pm^  ^^ m'
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Demonstração : 
Consideremos a função
m
F(P) = F(p^, P2,..., P j  =
Vamos provar que F(P) é uma função côncava para t>-l e t/0.
Sejam P = (p^, P2, e Q = (q^, q2 , . . . , q^^^) e A^,
duas distribuições de probabilidades, então, para O ^ À^l, temos:
F(àP + Cl-A) Q) =
m
(Ap. + (1-A) q.) 1/t + l t + 1
1/t + l t + 1 miEl (1-A) 1/t+l 1/t+l^i t + 1
= A(J, + (1-A)(j,
= AF(P) + (1-A) F(Q), 
para t>0, onde a desigualdade acima e obtida, usando a desigualdade 
de Minhowski.
Se -l<t<0, a desigualdade ê contrária.
Desta forma ficou provada a afirmação do lema.
Consequentemente, a função
1/t+l,t+1m(iii -  1.
'1"^1’ - ' ■ ’ ^m 
com t>-l, t^O é côncava em A
2 ^ - 1
m
Demonstração do teorema 4.1
Primeiro, vamos provar (4.1) para m=2 e após, estendemos pa
ra m> 2 .
Para o caso m=2, temos
(0 -) -1
1
1 0; para t?^ 0;
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logo, 2 C^(0,1' t) = Ü (4.2)
(-2-1/t+l ^  2-1/t+y + l
-  1
2^  -  1
1
2 2 ^ - 1
(2 '^'^  . 2“ )^ - 1
2^ - 1
1
2
2^-1
2^-1
para t?^ 0 ; logo.
logo.
1 n (1 1. 
1  ^1^2’2- t)
1
~ 2 (4.3)
I l^'U , 0; t)
1 ^(iVt.i
2
1 fd - D" 1 0
2 _2  ^- 1 2 2'^ -l
j C^(1,0; t) = 0 (4.4)
Resumindo temos :
1 t) = 0
7 t)
1
~ I
I Cjd.O; t) = 0; para t>
Conforme figura a seguir
-  1
2 ^ - 1
= 0; para t^O,
ü^p^l, consiste de duas linhas retas entre (0,0) e (y,^) e entre
e (1,0);
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temos;
Como Cj^Cp^,..., p^; t) ê uma função côncava para t>-l, t?^ 0,
1-M < j  C^(p^, p^; t) = Y C^(p, 1-p; t),
isto ê,
1-M < ^ C^(p, 1-p; t), O^p^l. (4.5)
Agora, seja m>2 com M^ -^  perda de generalidade,
assumimos M=p^ .^
Seja = Pi = M;
I 2 - Pz * P3 Pm " 1-” '
isto e.
qi * = !■
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(i) Seja -l<t<0: 
Visto que, n
í a“ se wsl
cJi t“-«
? «
^ kil “k ” "'1 
(onde aj^ 5-0, k = 1, 2 , . . . , n) .
Por conseqüência vem:
+...+ pois -l<t<0,
logo
temos
logo
Multiplicando os dois lados por j  e utilizando somatório vem:
1 . i ^1/t+l.t+l  ^ 1 . ? ^1/t+l.t+l 7 ^k=l ^k  ^ ^ 2  ^i=l Pi ^
Dividindo por 2^ - 1 e como 2^ - 1<0, para -l<t<0, temos:
r E r^l/t + l^t+l , v 1/t + l, t + 1
1 'kil -Ik ) - 1 , 1  (ili Pi ) - 1 n
J --------1------------  2 --------íF------------  (4.7) ^ 2 ^ - 1   ^ 2 ^ - 1
2
Observando que q^  ^ = 1, e aplicando a inequação (4.5), ob
1 ^  = ^  -i = 1 ^^1 + ^2 ^  - 1 _
 ^ 2 ^ - 1  2 ^ - 1
= ^ ----------- ------------------ ,
í> l-max{q^, q2> = 1-q^ =
- 1 - p^ = 1 - M,
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C o m b i n a n d o  esta inequaçao com a (/I . 7 J , oblciiios
1 - 1i  i----------- i > 1-M.
(Ü) Seja t>0:
Seguindo os mesmos passos e observando (4.6), obtemos
dois lados q y ‘"i = py'^i.
vem
Multiplicando por j  e somando dos
1 * piA^i ..... p ^ ^ ^ y .
logo,
1
7
2
í ^ - 1 1 (i!i - 1 .
Colocando em ordem contrária, dividindo por 2^-]
pois, t>0 e utilizando (4. 5), vem:
1
* m 
i^ = l
pi/‘*i)t.i
- 1 1"S — [íJi - 11
.
.,t _ 1 I 2  ^ - 1
logo
1
r
tiSi
pi/t*yt.i
- 1 > 1-M;1 2 ^ - 1
para todo t>-l, tj^ o.
^ 1 -M,
Com isto, concluimos a prova do teorema, sendo 
j  C^ (t) 1-M, para 
t>“l e tT^ O.
m
Observação: lim C (t) = - P- log p.. = C„.
t->‘0 1-1 i 1 U
0 caso para Cq foi provado em Galleger (1968), isto ê,
4 Gq ^ i-M.
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