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Application de l'Analyse en Fréquence à l'Etude de la Dynamique
des Sources de Lumière
Résumé
Cette thèse est consacrée à l'étude de la dynamique du faisceau dans les anneaux de stockage : seule
la dynamique transverse des particules individuelles est abordée. Dans une première partie, nous présentons
des outils permettant l'étude et la caractérisation de la dynamique (Hamiltonien, intégrateur, Analyse en
Fréquence) ainsi que des simulations numériques réalisées sur quatre machines de rayonnement synchrotron :
l'ALS, l'ESRF, SOLEIL et Super-ACO. Un code d'intégration des équations du mouvement a été écrit utilisant
une nouvelle classe d'intégrateurs symplectiques à pas tous positifs (Laskar et Robutel, 2000). L'intégrateur,
plus précis d'un ordre de grandeur que le traditionnel schéma de Forest et Ruth, est comparé avec les codes
BETA, DESPOT et MAD. L'Analyse en Fréquence (Laskar, 1990), méthode numérique d'analyse de systèmes
dynamiques fondée sur une technique de Fourier raﬃnée, est notre principal outil d'analyse ; il permet de
calculer des cartes en fréquence, véritables empreintes de la dynamique d'un accélérateur. La grande sensibilité
de la dynamique aux défauts magnétiques et aux réglages hexapolaires est mise en évidence.
La seconde partie est dédiée à l'analyse d'expériences réalisées sur deux sources de lumière. Avec l'équipe de
l'ALS (Berkeley), nous avons obtenu la première carte en fréquence expérimentale d'un accélérateur. L'accord
entre l'expérience et la modélisation est remarquable. A Super-ACO (Orsay), l'étude des glissements des
nombres d'ondes avec l'amplitude a permis de mettre en évidence un fort pseudo-octupôle issu des champs de
fuite des quadripôles. Les implications sont importantes et permettent de mieux comprendre les performances
actuelles de l'anneau. Ces résultats reposent sur l'analyse de données tour par tour. De nombreux phénomènes
connexes tels l'analyse des matrices-réponse et la décohérence sont également abordés.
Mots clefs : Analyse en Fréquence, dynamique transverse, nonlinéarités, décohérence, intégrateur sym-
plectique, Hamiltonien, source de lumière, mesures tour par tour
Application of the Frequency Map Analysis to the Study of the
Beam Dynamics of Light Sources
Abstract
The topic of this thesis is the study of beam dynamics in storage rings with a restriction to single particle
transverse dynamics. In a ﬁrst part, tools (Frequency Map Analysis, Hamiltonian, Integrator) are presented
for studying and exploring the dynamics. Numerical simulations of four synchrotron radiation sources (the
ALS, the ESRF, SOLEIL and Super-ACO) are performed. We construct a tracking code based on a new
class of symplectic integrators (Laskar and Robutel, 2000). These integrators with only positive steps are
more precise by an order of magnitude than the standard Forest and Ruth's scheme. Comparisons with the
BETA, DESPOT and MAD codes are carried out. Frequency Map Analysis (Laskar, 1990) is our main analysis
tool. This is a numerical method for analysing a conservative dynamical system. Based on a reﬁned Fourier
technique, it enables us to compute frequency maps which are real footprints of the beam dynamics of an
accelerator. We stress the high sensitivity of the dynamics to magnetics errors and sextupolar strengths.
The second part of this work is dedicated to the analysis of experimental results from two light sources.
Together with the ALS accelerator team (Berkeley), we succeeded in obtaining the ﬁrst experimental frequency
map of an accelerator. The agreement with the machine model is very impressive. At the Super-ACO ring,
the study of the tune shift with amplitude enabled us to highlight a strong octupolar-like component related
to the quadrupole fringe ﬁeld. The aftermaths for the beam dynamics are important and give us a better
understanding the measured ring performance. All these results are based on turn by turn measurements.
Many closely related phenonema are treated such as response matrix analysis or beam decoherence.
Key words : Frequency Map Analysis, beam dynamics, nonlinearities, beam decoherence, symplectic
integrator, Hamiltonian, light source, turn by turn measurements
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Introduction
La physique des accélérateurs a connu de profonds bouleversements ces dernières années.
L'augmentation des performances des machines en termes d'énergie, de durée de vie, de taille
de faisceau s'est accompagnée de l'utilisation de champs magnétiques de plus en plus intenses
et complexes (wigglers, onduleurs, solénoïdes, aimants supraconducteurs). Aujourd'hui, le
régime de fonctionnement d'un accélérateur est fortement marqué par des phénomènes non-
linéaires (résonances, chaos). De nombreux eﬀets aussi bien individuels que collectifs doivent
être désormais compris pour obtenir de hautes performances. Parallèlement, les méthodes d'in-
vestigations se sont développées ; beaucoup proviennent d'ailleurs de la Mécanique Céleste,
 berceau  de l'étude des systèmes dynamiques (méthodes de perturbation, d'intégration,
stabilité à long terme). A cela, il faut ajouter l'essor de l'informatique, un précieux outil du
physicien des accélérateurs.
Le contenu de cette thèse est un exemple de ce lien entre la Physique des Accélérateurs et la
Mécanique Céleste, puisque nous y appliquons une méthode récente, l'Analyse en Fréquence,
qui a été initialement développée pour étudier la dynamique et la stabilité du Système Solaire
sur plusieurs millions d'années (Laskar, 1990). En l'espace d'une seconde, une particule eﬀectue
environ 10 000 révolutions dans le collisionneur électron-positron de 27 km de circonférence
du CERN (LEP). L'échelle de temps change mais pas les outils d'investigation.
Le travail ici-présenté est consacré à l'étude de la dynamique transverse des machines
de rayonnement synchrotron. Il s'articule autour de deux grandes parties. Une première,
théorique, présente les outils utilisés (Hamiltonien, intégrateurs symplectiques, Analyse en
Fréquence) ; des simulations numériques ont été eﬀectuées pour quatre machines : l'ALS (Ber-
keley), l'ESRF (Grenoble), SOLEIL (Saclay) et Super-ACO (Orsay). La seconde partie est
dédiée à l'analyse d'expériences réalisées sur deux sources de lumière : l'ALS et Super-ACO.
Les machines de rayonnement synchrotron de troisième génération sont construites sur
des optiques à forte focalisation aﬁn d'atteindre de performances toujours plus extrêmes : les
petites émittances créées permettent d'obtenir les hautes brillances recherchées. Cependant,
de telles contraintes impliquent l'utilisation de champs magnétiques de forte intensité qui eux-
mêmes vont exciter de nombreuses résonances et risquent ainsi de détériorer la dynamique
globale du faisceau et de conduire à une faible ouverture dynamique et une faible acceptance
en énergie. Il en résulte une injection lente et une faible durée de vie. Ces eﬀets indésirables
doivent être minimisés tout en concervant une haute brillance.
La dynamique des particules individuelles est une des causes principales de la limitation
des performances actuelles des sources de lumière. Si les orbites sont instables aux grandes
amplitudes, alors les électrons diﬀusés à ces grandes amplitudes lors de collisions avec les
atomes du gaz résiduel (durée de vie liée au vide) ou avec d'autres électrons (durée de vie
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Touschek) vont être perdus par le faisceau. Il en sera de même pour les particules injectées à
grande amplitude (optimisation de l'injection).
Une des tâches principales du physicien des accélérateurs consiste d'abord à déterminer la
meilleure optique possible de la machine, ensuite à déﬁnir une modélisation aussi proche que
possible de la réalité et enﬁn, à développer des méthodes susceptibles d'améliorer la stabilité
de la dynamique du faisceau.
La première étape consiste à modéliser chacun des éléments magnétiques d'un anneau
de stockage. L'approche que nous avons retenue (chapitre 1) est une approche hamiltonienne
locale : chaque élément magnétique (dipôle, quadripôle, multipôle) est modélisé par un Hamil-
tonien local à trois degrés de liberté, exprimé en coordonnées rectilignes ou curvilignes suivant
la géométrie de l'élément. Dans chacun des cas, les approximations choisies sont explicitées.
Le champ magnétique est toujours exprimé en considérant un proﬁl magnétique longitudinal
rectangulaire. Suivant le type d'élément et le rayon de l'accélérateur, les approximations des
petits angles et des grandes machines seront ou non prises en compte.
La formulation hamiltonienne est particulièrement adaptée pour étudier la dynamique
nonlinéaire et pour construire un intégrateur numérique des équations du mouvement. Bien
que de nombreux codes dits de tracking existent déjà actuellement (e.g. les codes BETA,
DESPOT, MAD et TRACY), ils ne sont pas optimisés et ne permettent pas de modéliser
la dynamique à long terme aussi bien des petites et des grandes machines. Les spéciﬁcités
recherchées sont d'obtenir un code numérique dédié exclusivement au tracking. Il doit pou-
voir permettre d'intégrer en un temps optimum la trajectoire d'une particule (chargée) sur
plusieurs millions de tours, et ceci pour de très nombreuses conditions initiales, de contrôler
la précision et les approximations réalisées. Le but consiste à caractériser de manière quasi-
exhaustive la dynamique du faisceau circulant dans un accélérateur. Pour toutes ces raisons,
les approches matricielles, les approches fondées sur le calcul de l'application de premier retour
de l'accélérateur ou permettant de calculer des formes normales n'ont pas été retenues.
La méthode d'intégration numérique que nous présentons est symplectique et repose sur
l'utilisation de l'algèbre de Lie (chapitre 2). Ces nouvelles méthodes sont déjà très répandues
aux Etats-Unis, elles ont plus de mal à s'établir en Europe. L'intégrateur le plus utilisé au-
jourd'hui pour les machines à électrons repose sur le travail de Forest et Ruth (1990) : c'est un
intégrateur d'ordre 4. Nous présentons une nouvelle classe d'intégrateurs à pas d'intégration
tous positifs (Laskar et Robutel, 2000). Ce sont des intégrateurs particulièrement adaptés à
des Hamiltoniens H décomposables en deux parties A et B complètement intégrables où B
joue le rôle d'un terme de perturbation : H = A + ǫB. Il est possible de construire des inté-
grateurs d'ordre n de reste O(snǫ+ s2ǫ2) où s est le pas d'intégration. Il est souvent possible
d'adjoindre un correcteur pour que le reste devienne un O(snǫ+ s4ǫ2). L'intégrateur que nous
avons retenu est plus précis que celui de Forest et Ruth d'un ordre de grandeur pour un
nombre constant d'évaluations.
Les équations du mouvement intégrées, la dynamique des diﬀérentes machines de rayonne-
ment synchrotron est étudiée au moyen de l'Analyse en Fréquence. C'est un outil extrêmement
puissant reposant sur une technique de Fourier raﬃnée et permettant d'obtenir la décomposi-
tion complète d'un signal quasi-périodique. Nous commençons par l'appliquer à deux systèmes
dynamiques simples : le pendule et l'application d'Hénon. Le pendule permet de décrire la
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dynamique au voisinage d'une résonance. L'application d'Hénon permet de modéliser les per-
turbations introduites par un hexapôle dans une maille.
L'Analyse en Fréquence est une méthode particulièrement adaptée à la description de la
dynamique d'un système à trois degrés de liberté comme celle d'un accélérateur et permet
de manière assez intuitive et pratique d'identiﬁer des résonances et d'estimer leur amplitude.
Cette méthode est appliquée à la description théorique de quatre sources de lumière (cha-
pitre 3) : l'ALS, l'ESRF, le projet SOLEIL et Super-ACO. Pour chacune de ces machines,
nous calculons une carte en fréquence ainsi que l'ouverture dynamique associée pour diﬀé-
rentes conﬁgurations (chromaticités, points de fonctionnement, énergie de la particule, défauts
du champ magnétique). Une carte en fréquence décrit la variation des nombres d'ondes avec
les amplitudes d'oscillation horizontale et verticale. Nous montrons la grande sensibilité de
la dynamique aux réglages magnétiques et déﬁnissons un indice de stabilité corrélé à la va-
riation temporelle des nombres d'ondes (diﬀusion des orbites). L'ensemble des résultats ne
prend en compte que la dynamique transverse en négligeant le mouvement longitudinal. Les
cartes en fréquence mettent en évidence clairement les principales résonances, en particulier
les résonances couplées non vues ni étudiées dans les processus traditionnels d'optimisation de
l'optique d'une machine. L'utilisation de la diﬀusion des orbites permet également d'identiﬁer
les résonances dans l'espace des conﬁgurations (l'ouverture dynamique).
Dans un anneau de stockage, la périodicité interne permet d'améliorer la dynamique du
faisceau en limitant le nombre de résonances pouvant être excitées ; cependant la présence de
défauts quadripolaires est une des causes principales de brisure de cette symétrie et entraîne
souvent une détérioration de la durée de vie et du taux d'injection via l'excitation de nonli-
néarités. Une connaissance précise des défauts magnétiques est donc nécessaire pour établir
un modèle aussi réaliste que possible de la machine ; ce travail est délicat, si bien que souvent
l'écart entre les performances escomptées et réelles pour une machine donnée peut atteindre
plus d'un facteur deux. L'analyse en fréquence est ici utilisée pour réaliser ce lien entre théorie
et expérience.
A ces ﬁns, des expériences innovantes ont été menées à l'ALS et Super-ACO (deuxième
partie). Pour obtenir une modélisation aussi réaliste que possible de l'ALS, les matrices ré-
ponses expérimentales sont analysées pour déduire les défauts de gradients droits et tournés.
Ce travail essentiel (Robin, Safranek et Decking, 1999) a été obtenu en utilisant le programme
LOCO (Safranek, 1997). L'étape suivante consistait à pouvoir comparer la dynamique simu-
lée et réelle de l'accélérateur. Nous présentons au chapitre 4 la première carte en fréquence
expérimentale d'un accélérateur (Robin, Steier, Laskar, Nadolski : 2000,  Global Dynamics
of the Advanced Light Source Revealed through Experimental Frequency Map Analysis ). Sa
réalisation a été possible grâce à l'utilisation conjointe de moniteurs de position tour par tour
et de deux aimants rapides permettant de simuler les amplitudes initiales d'oscillations béta-
trons horizontales et verticales. Les cartes en fréquences mesurées et simulées sont en excellent
accord. Les expériences ont été réalisées pour le point de fonctionnement nominal de l'anneau
de stockage mais aussi pour des réglages magnétiques proches de n÷uds de résonances. La
diﬀusion des orbites y a été mesurée. Ces résultats permettent d'envisager l'utilisation de
l'Analyse en Fréquence en tant qu'outil en ligne (diagnostic de la dynamique du faisceau)
dans la salle de contrôle d'un accélérateur. L'Analyse en Fréquence peut aussi être utilisée
indépendamment de tout modèle pour valider une modélisation. Ce point est fondamental
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puisqu'il permet ensuite de faire des simulations ﬁables de l'impact de la modiﬁcation de la
structure de l'anneau.
Le dépouillement et l'analyse de l'ensemble des données expérimentales a nécessité de
comprendre des eﬀets connexes liés au fait que nous ne mesurons pas le signal d'une parti-
cule individuelle mais d'un faisceau d'environ 40 milliards d'électrons. Nous présentons une
modélisation de la décohérence à une et deux dimensions.
Des expériences faites à Super-ACO (chapitre 5) nous ont permis d'améliorer notre com-
préhension de la dynamique linéaire et nonlinéaire. La première étape a nécessité d'adapter
le programme LOCO pour déterminer le premier jeu de gradients mesurés de l'anneau. Trois
matrices réponses ont été acquises et analysées pour trois conﬁgurations distinctes : hexa-
pôles éteints, hexapôles allumés, hexapôles allumés et onduleurs fermés. Les défauts déduits
sont compatibles avec les tolérances magnétiques. Pour comprendre les écarts importants de
performances entre la théorie et la simulation, nous avons réalisé les premières mesures, à
Super-ACO, du glissement des nombres d'ondes avec l'amplitude horizontale pour les trois
conﬁgurations précédentes. Super-ACO ne disposant pas de moniteur de position tour par
tour, nous avons utilisé le signal collecté sur une simple électrode. Utilisant l'Analyse en Fré-
quence, le principal résultat est la mise en évidence d'un fort pseudo-octupôle (non modélisé
jusqu'à présent) issu des champs de fuite des quadripôles. Les implications sont importantes
et permettent de mieux comprendre les performances actuelles de l'anneau.
x
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Chapitre 1
Dynamique d'un accélérateur circulaire
1.1 Présentation
1.1.1 Introduction
Ce chapitre a pour objectif de déﬁnir les notions de base de physique des accélérateurs
circulaires. Cet exposé est loin d'être exhaustif ; le lecteur pourra se référer à des ouvrages
classiques, par exemple (Wiedemann, 1993) et (Lee, 1998) pour une introduction complète sur
la physique des accélérateurs ainsi que le Handbook of Accelerator Physics and Engineering
édité par Chao et Tigner (1998) rassemblant les principales formules de bases et surtout de
nombreuses références précieuses et utiles. La lecture des articles et ouvrages de référence de
Courant et Snyder (1958), Bruck (1966) et Sands (1970) ont également guidé l'écriture de ce
chapitre.
Après une introduction qualitative aux principaux phénomènes mis en jeu pour stocker
un faisceau de particules, je déﬁnirai de manière rigoureuse l'expression du Hamiltonien la
plus générale pour un accélérateur de particules. Cette formulation sera utile pour aborder
le second chapitre où est construit un intégrateur des équations du mouvement (section 1.2).
Je rappellerai ensuite succinctement les résultats principaux en approximation linéaire (sec-
tion 1.3.1). Enﬁn, je discuterai de quelques grandeurs fondamentales utilisées pour déﬁnir les
performances d'une source de lumière (section 1.4).
1.1.2 Description générale
Un anneau de stockage est une structure magnétique circulaire dans laquelle on accumule
un faisceau intense de particules. Tout l'enjeu est de pouvoir conserver ce faisceau pendant
plusieurs heures voire dizaines d'heures. Pour que le faisceau conserve de bonnes propriétés
(taille, divergence, cohérence), un vide poussé doit exister dans l'anneau. Suivant le type de
particules et les caractéristiques de l'anneau de stockage, le faisceau sera utilisé soit pour
réaliser des collisions entre particules (e.g. le défunt anneau de collision LEP et le futur colli-
sionneur LHC du CERN), soit pour produire de la lumière (e.g. les sources de rayonnement
synchrotron de Grenoble (ESRF), de Berkeley (ALS), la future source de lumière de troisième
génération SOLEIL (Saclay)). Dans le premier cas, le domaine d'application est principale-
ment la physique des hautes énergies (particules, ions lourds) ; les sources de lumières sont,
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quant à elles, utilisées comme microscopes géants aux propriétés inégalées dans les domaines
de la recherche fondamentale et appliquée (biologie, propriétés structurales et électroniques
de la matière, environnement, applications industrielles).
Plongeons à présent au c÷ur d'un anneau de stockage1 :
 Un paquet d'électrons d'énergie nominale est injecté dans la chambre à vide de l'ac-
célérateur (cf. Fig. 1.1). Les électrons y circulent à une vitesse proche de celle de la
lumière. Un champ magnétique guide les particules tout au long de l'anneau autour
d'une orbite fermée de référence. Il focalise les particules et leur imprime un mouve-
ment quasi-périodique radial et vertical autour de cette orbite fermée. On parle alors
d'oscillations bétatrons.
Chambre à videTrajectoire
d’un électron
Faisceau
Injection Orbite de référence
Aimants
Cavités RF
Superpériode
Fig. 1.1: Schéma d'un anneau de stockage à électrons constitué de huit super-périodes. Les particules circulent
dans une chambre à vide tout au long de l'anneau constitué d'une succession d'éléments magnétiques.
 Dans le cadre d'une machine circulaire idéale, nous pouvons associer une fonction spéci-
ﬁque à chaque type d'éléments magnétiques. Chacun desM dipôles courbe la trajectoire
du faisceau d'un angle θ = 2π
M
. Des quadripôles sont utilisés comme lentilles magnétiques
pour focaliser les particules. Ces deux principaux types d'éléments ainsi que la section
droite (absence de champ électromagnétique) déﬁnissent l'optique linéaire de l'anneau,
en référence à l'approximation paraxiale utilisée. L'agencement de ces éléments déﬁnit la
maille de l'accélérateur. Si l'anneau de stockage est constitué de N secteurs identiques
appelés super-périodes, alors il possède une symétrie interne qui permet d'augmenter la
stabilité globale de la dynamique (ce point sera abordé dans la section 1.4).
 Durant chaque révolution, un électron perd une partie de son énergie sous forme de
rayonnement synchrotron. Aﬁn de stocker les électrons pendant plusieurs heures, il est
nécessaire de compenser en moyenne cette perte d'énergie. C'est le rôle des cavités
radiofréquences qui accélèrent longitudinalement la particule qui les traverse.
 Cette accélération périodique a pour eﬀet de regrouper les électrons en paquets. Dans
chaque paquet, les électrons oscillent en longitude et en énergie par rapport à une
1Cette visite guidée est fortement imprégnée de la lecture de l'introduction à la physique des accélérateurs
d'électrons de Sands (1966).
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particule de référence située au centre du paquet (cf. Fig. 1.2). Ces oscillations sont
appelées oscillations synchrotrons.
 La combinaison perte d'énergie par rayonnement synchrotron et apport d'énergie des
cavités RF induit un lent amortissement radiatif des amplitudes d'oscillation des parti-
cules : la trajectoire de chaque électron tend vers celle d'une particule de référence située
au centre du paquet.
 L'amortissement des oscillations est arrêté par les ﬂuctuations quantiques. Ce phéno-
mène est lié à la quantiﬁcation du rayonnement émis par les électrons et a tendance à
exciter continûment les oscillations des particules : le faisceau atteint alors ses dimen-
sions d'équilibre. Les particules ont leurs phases et amplitudes d'oscillations distribuées
suivant une loi de Gauss transversalement et longitudinalement.
Particule de référence
c
Orbite de référence
Paquet d’électrons
Fig. 1.2: Paquets circulant dans un anneau de stockage à une vitesse proche de la lumière c, autour de
l'orbite de référence. Au sein de chaque paquet, les particules oscillent en longitude et en énergie (dynamique
longitudinale)  inspiré de Sands, 1970 
 Pour chaque degré de liberté, il existe une amplitude maximale d'oscillation au-delà de
laquelle le mouvement devient instable. Cette amplitude déﬁnit l'acceptance du faisceau.
L'amplitude limite peut être due à un élément physique qui arrête les électrons (e.g.
les parois de la chambre à vide) ou à un eﬀet nonlinéaire du champ électromagnétique
conduisant à la divergence des trajectoires.
 Les électrons peuvent également être perdus suite à des diﬀusions sur les atomes du
gaz résiduel présent dans la chambre à vide ou en raison des ﬂuctuations statistiques
induites par l'amortissement radiatif et l'excitation quantique.
 Pour être complet, il faut dire quelques mots sur les eﬀets collectifs. Typiquement un
paquet est constitué d'un milliard d'électrons. Les électrons peuvent interagir entre eux :
lors de diﬀusions simples ou multiples, les électrons peuvent acquérir des amplitudes
d'oscillation plus grandes que l'acceptance du faisceau. Les électrons peuvent également
se mettre à osciller de manière cohérente ce qui, dans certains cas, conduit à l'instabilité.
L'objectif de la section suivante est d'établir l'expression générale du Hamiltonien d'une
particule relativiste se déplaçant dans un champ électromagnétique. Nous pourrons alors en
déduire les équations du mouvement et discuter de la dynamique linéaire et nonlinéaire d'une
particule circulant dans un anneau de stockage.
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1.2 Formulation hamiltonienne
Pour établir les équations du mouvement d'une particule circulant dans un accélérateur,
nous partirons du principe de moindre action. Nous commencerons par établir l'expression
du Lagrangien d'une particule libre relativiste de masse m, puis nous plongerons la particule
de charge e dans un champ électromagnétique (section 1.2.1). Nous en déduirons l'expression
générale du Hamiltonien relativiste que nous exprimerons en coordonnées de l'accélérateur
(section 1.2.2). A chaque étape, nous déﬁnirons avec précision l'ensemble des hypothèses
réalisées et l'expression générale du champ magnétique (section 1.2.3).
1.2.1 Lagrangien relativiste
Soit A l'intégrale d'action pour une particule libre relativiste, m sa masse, q = (x, y, z)
son vecteur position et q˙ = v son vecteur vitesse. Par application du principe de relativité,
l'action doit être indépendante du choix du référentiel d'inertie, soit un invariant de Lorentz :
l'intégrale d'action A est donc un scalaire. De plus, il ne doit ﬁgurer que des diﬀérentielles du
premier degré sous le signe d'intégration (cf. Landau et Lifchitz, Physique théorique : Théorie
des Champs, chap. I et II). La seule solution pour une particule libre est alors l'intervalle
relativiste ds à une constante de proportionnalité près, notée α.
Si l'intégrale est prise sur une ligne d'univers s'étendant entre deux événements a et b qui
sont les positions initiale et ﬁnale de la particule aux instants respectifs t1 et t2, alors l'action
A s'écrit :
A = −α
∫ b
a
ds (1.1)
Or l'intervalle relativiste ds est donné par la métrique de Minkowski :
ds2 = c2dt2 − dx2 − dy2 − dz2 ⇒ ds = c
√
1− v
2
c2
dt (1.2)
où c est la vitesse de la lumière ; donc l'action 1.1 peut se réécrire :
A = −αc
∫ t2
t1
√
1− v
2
c2
dt (1.3)
Par déﬁnition du Lagrangien (L), l'action est également déﬁnie par la relation (cf. Landau et
Lifchitz, Physique théorique : Mécanique, chap. I) :
A de´f=
∫ t2
t1
L dt (1.4)
On déduit des équations 1.3 et 1.4 l'expression du Lagrangien :
L(q, q˙) = −αc
√
1− v
2
c2
avec v = q˙ (1.5)
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La constante α est déterminée en passant à la limite c → +∞ qui doit redonner l'énergie
cinétique classique pour une particule libre ; en eﬀectuant un développement limité à l'ordre
un de l'expression 1.5, on obtient :
L(q, q˙) −−−−→
c→+∞
Lclassique ⇐⇒ −αc+ 1
2
α
v2
c
+O(v
4
c3
) = [−mc2] + 1
2
mv2 (1.6)
d'où α = mc. Le terme entre crochets est constant donc il n'intervient pas dans les équations
du mouvement : il correspond à l'énergie de masse de la particule.
Le Lagrangien d'une particule libre relativiste de masse m s'exprime ﬁnalement par :
Llibre(q, q˙) = −mc2
√
1− v
2
c2
(1.7)
Pour une particule relativiste de charge e en mouvement dans un champ électromagnétique,
le Lagrangien total comporte un terme supplémentaire (Linter) caractérisant l'interaction de
la particule avec le champ électromagnétique (φ,A) (voir Landau et Lifchitz, Théorie des
Champs, chap. III) :
L(q, q˙) = Llibre + Linter = −mc2
√
1− v
2
c2
+ eA(q) · v − eφ(q) (1.8)
avec A le potentiel vecteur et φ le potentiel scalaire solutions des équations de Maxwell.
1.2.2 Hamiltonien relativiste
1.2.2.1 Moments canoniques
Par déﬁnition, les moments canoniques p = (px, py, pz) s'obtiennent à partir du Lagran-
gien :
pk
de´f
=
∂L
∂q˙k
avec (p1, q1) = (px, x), (p2, q2) = (py, y) et (p3, q3) = (pz, z) (1.9)
soit en utilisant l'expression 1.8 et le facteur de Lorentz γ = 1q
1− v2
c2
:
p = γmv + eA (1.10)
Le Hamiltonien autonome H est obtenu à partir de la fonction de Lagrange 1.8 (voir Landau
et Lifchitz, Mécanique, chap. VII) :
H(q,p) de´f=
∑
k
q˙k
∂L
∂q˙k
− L(q, q˙)
= γmv2 + eA · v − (−γ−1mc2 + eA · v − eφ(q))
= γmc2 + eφ(q) (1.11)
En introduisant l'impulsion mécanique π = p − eA, on établit à partir des équations 1.10
et 1.11 la relation :
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(H− eφ(q))2 − π2c2 = γ2m2c4 − γ2m2v2c2 = γ2m2c4
(
1− v
2
c2
)
= m2c4 (1.12)
L'expression du Hamiltonien 1.11 devient en utilisant la relation 1.12 :
H(q,p) = c
√
(p− eA(q))2 +m2c2 + eφ(q) (1.13)
Les équations du mouvement sont les équations dites de Hamilton ou canoniques :
dqk
dt
=
∂H
∂pk
,
dpk
dt
= −∂H
∂qk
, k = 1, . . . , 3 (1.14)
avec la relation supplémentaire si le Hamiltonien dépend explicitement du temps t :
dH
dt
=
∂H
∂t
(1.15)
Les variables (q, p) sont appelées variables canoniques. Pour une description du formalisme
Hamiltonien, le lecteur pourra se reporter par exemple au chapitre VII du tome de Mécanique
de Landau et Lifchitz.
1.2.2.2 Déﬁnition des coordonnées de l'accélérateur
Pour la suite de l'exposé, il est utile d'obtenir une expression du Hamiltonien pour les
jeux de coordonnées cartésiennes et curvilignes. L'obtention générale du Hamiltonien va être
présentée en coordonnées curvilignes dont les coordonnées cartésiennes ne sont qu'un cas
particulier (la courbure et la torsion sont nulles, cf. infra).
Les coordonnées curvilignes, notées (X, Y, s), sont déﬁnies par rapport au repère de Serret-
Frenet direct (n,b, t) ; une particule de coordonnées transverses X et Y est repérée par son
vecteur position r par rapport à l'orbite de référence r0 (voir Fig. 1.3) :
r(X, Y, s) = r0(s) +Xn(s) + Y b(s) (1.16)
= xi+ yj+ zk
Les vecteurs orthonormés (n,b, t) sont respectivement les vecteurs tangent, normal et binor-
mal déﬁnis par : 

t
de´f
= d
ds
r0(s)
n
de´f
= − 1|| d2
ds2
r0(s)||
d2
ds2
r0(s)
b
de´f
= t× n
(1.17)
où h(s) et τ(s) décrivent la courbure et la torsion locales de la trajectoire à la longitude s :
h(s) =
1
ρ(s)
= ||d2r0(s)
ds2
||
τ(s) = 1
h2(s)
det
(
d
ds
r0(s),
d2
ds2
r0(s),
d3
ds3
r0(s)
)
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Y
X
: rayon de courbure
O centre de courbure
C: courbe de référence
s: abscisse curviligne
t
ρ
n
r
b
r0(s)
Fig. 1.3: Repère de Serret-Frenet (n,b, t). Déﬁnition des coordonnées curvilignes (X,Y, s) utilisées pour écrire
les équations du mouvement d'une particule autour de la trajectoire de référence.
Je rappelle les formules de Frenet :
d
ds

 nb
t

 =

 0 −τ(s) h(s)τ(s) 0 0
−h(s) 0 0



 nb
t

 (1.18)
On recherche une transformation canonique entre les anciennes variables notées (q,p) =
(x, y, z, px, py, pz) et les nouvelles variables (Q,P) = (X, Y, s,PX ,PY ,Ps). Pour cela, on
construit une fonction génératrice dépendant des anciens moments et des nouvelles positions,
F (p,Q). Les changements de variables sont alors déﬁnis implicitement par :
q
de´f
= − ∂
∂p
F (p,Q) (1.19a)
P de´f= − ∂
∂QF (p,Q) (1.19b)
L'équation 1.19a s'intègre simplement en utilisant la relation 1.16.
F (p,Q) = −p · r(Q) + Γ(Q). (1.20)
Par convention la fonction Γ(Q) est choisie nulle. L'équation 1.19b déﬁnit les nouveaux mo-
ments recherchés :

PX = p · n de´f= PX
PY = p · b de´f= PY
PS = p · ((1 + hX)t+Xτn− Y τb) de´f= (1 + hX)Ps +XτPX − Y τPY
avec (PX , PY , Ps) les projections usuelles de l'impulsion sur la base (t,n,b). On note également
que les coordonnées du potentiel vecteur A se transforment comme celles du moment p (cf.
équation 1.10).
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Dans la suite, on fait l'hypothèse que la trajectoire de référence est plane, i.e. que la torsion
τ(s) est nulle2. En remarquant que la base de Serret-Frenet est orthonormée, le nouveau
Hamiltonien s'écrit en utilisant l'expression 1.13 :
H(X, Y, s,PX ,PY ,Ps) = H(q(Q,P), p(Q,P))
= c
√
m2c2 + (PX − eAX)2 + (PY − eAY )2 +
(Ps − eAs
1 + hX
)2
+ eφ(Q) (1.21)
L'expression 1.21 va être réécrite sous une forme plus standard pour la physique des accélé-
rateurs au moyen de trois transformations canoniques (cf. Dragt et Forest, 1986).
1.2.2.3 Changement de variable indépendante
Dans un accélérateur, il est plus commode d'exprimer la trajectoire d'une particule en
fonction de la coordonnée longitudinale prise comme variable indépendante à la place du
temps t (z en coordonnées rectangulaires ou s en coordonnées curvilignes).
Comme nouveau Hamiltonien3, on choisit H˜(X, Y, t,PX ,PY ,Pt; s) = −Ps en notant Pt =
−H :
H˜(X, Y, t,PX ,PY ,Pt) =− (1 + hX)
√(Pt + eφ(e)
c
)2
−m2c2 − (PX − eAX)2 − (PY − eAY )2
− eAs (1.22)
On vériﬁe a posteriori que H˜ conjugue les couples de variables (X,Px), (Y,Py) et (t,Pt) :
dPt de´f= −dH =−
2∑
k=1
(
∂H
∂Qk dQk +
∂H
∂Pk dPk
)
− ∂H
∂s
ds− ∂H
∂PsdPs −
∂H
∂t
dt
⇒ −dPs de´f= dH˜ =
2∑
k=1
[(
∂H
∂Qk
)(
∂H
∂Ps
)−1
dQk +
(
∂H
∂Pk
)(
∂H
∂Ps
)−1
dPk
]
+
(
∂H
∂t
)(
∂H
∂Ps
)−1
dt+
(
∂H
∂Ps
)−1
dPt (1.23)
par identiﬁcation en utilisant les équations 1.14, on obtient les nouvelles équations de Hamil-
ton : 

∂H˜
∂Pk =
(
∂H
∂Pk
)(
∂H
∂Ps
)−1
= dQk
ds
∂H˜
∂Qk =
(
∂H
∂Qk
)(
∂H
∂Ps
)−1
= −dPk
ds
pour k = 1, 2 (1.24)
2Bien traité, même pour des éléments tels des wigglers et solénoïdes, la notion de torsion est inutile (voir
Forest et Ohmi, 1992 et Forest, Reusch, Bruhwiler et Amiry, 1994, p. 69).
3C'est une application le théorème des fonctions implicites avec pour hypothèse ∂H
∂Ps
6= 0, i.e. que la
particule ne rebrousse pas chemin dans l'accélérateur.
10
CHAPITRE 1. DYNAMIQUE D'UN ACCÉLÉRATEUR CIRCULAIRE
et 

∂H˜
∂Pt =
(
∂H
∂Ps
)−1
= dt
ds
∂H˜
∂t
=
(
∂H
∂t
) (
∂H
∂Ps
)−1
= −dPt
ds
(1.25)
La variable t est physiquement reliée à la notion de temps de vol et son moment canonique
Pt est l'opposé de l'énergie totale de la particule. Pour la suite des calculs, on suppose que le
potentiel électrique φ est nul4.
En faisant l'hypothèse que le potentiel vecteur est nul le long de l'axe optique, i.e.
A(0, 0, s) = 0, on constate l'existence de la trajectoire particulière : (X, Y,Px,Py,Ps) =
(0, 0, 0, 0, p0), que l'on appelle trajectoire de référence.
1.2.2.4 Changement d'échelle
La seconde transformation revient simplement à introduire un facteur d'échelle dans les
variables : 

x¯ = X
y¯ = Y
t¯ = −ct


p¯x =
PX
p0
p¯y =
PY
p0
p¯t = − Ptp0c
(1.26)
Pour conserver la nature hamiltonienne des équations, le nouveau Hamiltonien est simple-
ment H¯ = H˜
p0
, soit :
H¯(x¯, y¯, t¯, p¯x, p¯y, p¯t) = −(1 + hx¯)
√
p¯2t −
m2c2
p20
− (p¯x − eA¯x)2 − (p¯y − eA¯y)2 − eA¯s (1.27)
avec A¯k = Akp0 . Le long de la trajectoire de référence, on a alors :{
p¯t
de´f
= p¯0t = −
√
p20c
2+m2c4
p20c
2 =
1
β0
dt¯
ds
= ∂H¯
∂p¯t
= −p¯0t = − 1β0
avec β0 =
v0
c
(1.28)
1.2.2.5 Expression ﬁnale du Hamiltonien à trois degrés de liberté
Usuellement, on préfère déﬁnir le mouvement d'une particule par rapport à une trajectoire
de référence nulle, ce qui nous conduit à faire le dernier changement de variables dépendant
de s (d'après Eq. 1.28) :

xˆ = x¯
yˆ = y¯
tˆ = t¯+ s−s0
β0
et


pˆx = p¯x
pˆy = p¯y
pˆt = p¯t − 1β0
(1.29)
4Hypothèse non restrictive, le potentiel pourra facilement être réintroduit.
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Ce changement de variables dépend explicitement de s. Si F est une fonction génératrice, le
nouveau Hamiltonien sera donné par : Hˆ = H¯+ ∂F
∂s
. Nous construisons la fonction génératrice
dépendant des anciennes positions et des nouveaux moments F (t¯, x¯, y¯, pˆt, pˆx, pˆy; s) = F (q¯, pˆ; s)
(Dragt et Forest, 1986) :
p¯ =
∂F
∂q¯
(1.29)
=⇒ F (q¯, pˆ; s) = x¯pˆx + y¯pˆy + t¯(pˆt + 1
β0
) +G(pˆ, s) (1.30)
qˆ =
∂F
∂pˆ
(1.29)
=⇒ F (q¯, pˆ; s) = x¯pˆx + y¯pˆy + t¯(pˆt + 1
β0
) +
s− s0
β0
pˆt +K(s) (1.31)
La fonction K(s) est a priori une fonction quelconque. Pour permettre des comparaisons avec
la littérature, elle est choisie telle que :
F (t¯, x¯, y¯, pˆt, pˆx, pˆy; z) = x¯pˆx + y¯pˆy + (t¯+
s− s0
β0
)(pˆt +
1
β0
) (1.32)
On en déduit l'expression du nouveau Hamiltonien Hˆ :
Hˆ = −(1 + hxˆ)
√(
1
β0
+ pˆt
)2
− 1
γ20β
2
0
−
(
pˆx − eAˆx
)2
−
(
pˆy − eAˆy
)2
− eAˆs + 1
β0
(
1
β0
+ pˆt)
(1.33)
en remarquant l'identité : m2c2
p20
= 1
γ20β
2
0
.
1.2.2.6 Approximations
Dans le cas ultra-relativiste, le Hamiltonien 1.33 se simpliﬁe encore5 puisque β0 → 1 et
γ0 → +∞. Pour alléger l'écriture, les variables  perdent leur chapeau  (si aucune confusion
n'est possible) et on pose l = tˆ et δ = pˆt :
H = −(1 + hx)
√
(1 + δ)2 −
(
px − eAˆx
)2
−
(
py − eAˆy
)2
− eAˆs + 1 + δ (1.34)
Interprétons physiquement les nouvelles variables l et δ :
 δ = E−E0
p0c
représente l'écart à énergie nominale E0 normalisée par l'énergie de la particule
nominale ultra-relativiste.
 t0(s) = s−s0β0 est le temps de passage en s de la particule synchrone. On suppose que
cette dernière se trouve en s0 en t = 0. Si l > 0, l représente l'avance de la particule par
rapport à la particule synchrone.
Lorsqu'on ne s'intéresse pas au cas du solénoïde, le potentiel vecteur n'a qu'une seule
composante non nulle Aˆs(x, y) qui ne dépend que des coordonnées transverses :
H(x, y, l, px, py, δ; s) = −(1 + h(s)x)
√
(1 + δ)2 − (px)2 − (py)2 − eAˆs + δ + 1 (1.35)
5Par exemple pour Super-ACO, E = 0.8GeV , γ = E
mc2
= 8000.511 = 1566
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Pour la suite du travail, on a le choix entre conserver cette expression avec la racine carrée et
eﬀectuer un développement limité. Dans ce dernier cas, le Hamiltonien se réduit à :
H = −(1 + hx)(1 + δ)(1− 1
2(1 + δ)2
(p2x + p
2
y))− eAˆs + δ + 1
= (1 + hx)
p2x + p
2
y
2(1 + δ)
− (1 + hx)(1 + δ)− eAˆs + δ + 1
soit ﬁnalement :
H = (1 + hx) p
2
x + p
2
y
2(1 + δ)
− hx(1 + δ)− eAˆs(x, y) (1.36)
Cette dernière expression sera utilisée pour déduire la dynamique linéaire. Pour l'instant, il
ne reste plus qu'à déterminer l'expression du potentiel vecteur.
1.2.3 Potentiel vecteur
L'expression la plus générale du potentiel vecteur est calculée en partant des équations de
Maxwell exprimées dans le vide et pour un champ électromagnétique statique en coordonnées
curvilignes (Lee, 1998) :
∇×B = 0, ∇ ·B = 0 (1.37)
⇐⇒


1
1+hx
∂Bx
∂s
− h
1+hx
Bs − ∂Bs∂x = 0
∂Bs
∂y
− 1
1+hx
∂By
∂s
= 0
∂By
∂x
− ∂Bx
∂y
= 0
,
∂Bx
∂x
+
∂By
∂y
+
1
1 + hx
∂Bs
∂s
+
h
1 + hx
Bx = 0 (1.38)
La divergence nulle (Eq. 1.37) implique l'existence d'un potentiel vecteur A vériﬁant, à une
condition de jauge près : B = ∇×A.
x
y
x
y
x
y
Hexapôle
N
N
S
S
N
S
S
N
S
N
S
N
0 0 0
Dipôle Quadripôle
Fig. 1.4: Plan d'antisymétrie pour un dipôle, un quadripôle et un hexapôle droits.
En prenant l'hypothèse que le plan y = 0 est un plan d'antisymétrie pour le champ
magnétique (cf. symétrie des aimants, Fig. 1.4), alors :
Bx(−y) = −Bx(y), By(−y) = By(y), Bs(−y) = −Bs(y) (1.39)
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Le champ magnétique peut alors être développé en série des variables transverses sous la forme
(Voir Steﬀen, 1985 et pour une représentation plus complète, Papaphilippou et al., 2001) :

Bx =
∑∞
i,k=0 ai,k(s)x
iy2k+1 impair en y
By =
∑∞
i,k=0 bi,k(s)x
iy2k pair en y
Bs =
∑∞
i,k=0 ci,k(s)x
iy2k+1 impair en y
(1.40)
où les coeﬃcients ai,k, bi,k, ci,k des fonctions de s à déterminer.
En injectant les solutions 1.40 dans les équations de Maxwell 1.38, on obtient les formules
de récurrence (Steﬀen, 1985) :

a′i,k = (i+ 1)[ci,k + hci−1,k]
ai,k =
i+1
2k+1
bi+1,k
b′i,k = (2k + 1)[ci,k + hci−1,k]
c′i,k = −2(k + 1)[bi,k+1 + hbi−1,k+1]− (i+ 1)[ai+1,k + hai,k]
(1.41)
avec la dérivée par rapport à s notée ′ et par convention d'écriture un coeﬃcient ayant un de
ses indices négatif est nul.
Si le champ magnétique By est mesuré en tant que fonction des coordonnées x, s dans le
plan d'antisymétrie sous la forme :
By(y = 0) =
∞∑
k=0
Bk,0(s)x
k (1.42)
alors bk,0 = Bk,0 (cf. Eq. 1.40) et en utilisant les relations de récurrence 1.41, on déduit, après
quelques lignes de calcul, l'expression générale du champ magnétique (Lee, 1998) :

Bx = B1,0y + 2B2,0xy + 3B3,0x
2y−
1
3
{
3B3,0 + 2hB2,0 − h(B2,0 + hB1,02 +
B′′0,0
2
) + 1
2
[B′′1,0 − (hB′0,0)′]
}
y3 + . . .
By = B0,0 +B1,0x+B2,0x
2 − (B2,0 + B
′′
0,0
2
+ hB1,0
2
)y2 +B3,0x
3−{
3B3,0 + 2hB2,0 − h(B2,0 + hB1,02 +
B′′0,0
2
) + 1
2
[B′′1,0 − (hB′0,0)′]
}
xy2 + . . .
Bs = B
′
0,0y +
(
B′1,0 − hB′0,0
)
xy + (B′2,0 − hB′1,0 + h2B′0,0)x2y
−1
3
(
B′2,0 +
hB′1,0
2
+
B′′′1,0
2
)
y3 + . . .
(1.43)
Lorsque h → 0 (élément rectangulaire), le champ magnétique peut s'écrire à partir de
l'expression 1.43 en représentation complexe :
By + jBx =
∞∑
n=0
Bn,0(x+ jy)
n − B
′′
0,0
2
y2 +
B′′1,0
2
(x+ jy)2y2 + . . . (1.44)
avec j2 = −1.
Pour simpliﬁer les calculs, les coeﬃcients Bn,0 sont souvent pris constants, donc l'équa-
tion 1.44 se simpliﬁe encore (Lee, 1998) :
By + jBx =
∞∑
n=0
Bn,0(x+ jy)
n (1.45)
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par convention, on pose Bn,0 = B0(bn+jan) avec B0 choisi tel que b0 = 1 et avec B0b0 = − (Bρ)ρ
où (Bρ) est la rigidité magnétique. Cette représentation complexe du champ magnétique est
souvent appelée représentation de Beth.
A ce stade, il existe deux conventions : la sommation de l'équation 1.45 commence à 0
aux Etats-Unis et à 1 en Europe. Dans la suite, je prendrai la convention européenne, donc
l'équation 1.45 devient :
By + jBx = B0
∞∑
n=1
(bn + jan)(x+ jy)
n−1 (1.46)
avec
bn =
1
B0n!
∂nBy
∂xn
∣∣∣∣
x=y=0
et an =
1
B0n!
∂nBx
∂yn
∣∣∣∣
x=y=0
(1.47)
Les coeﬃcients multipolaires bn et an décrivent respectivement les 2n-pôles parfaits droits et
tournés.
Le potentiel vecteur (avec Ax = Ay = 0) est lié au champ magnétique par l'équation,
B = ∇×A, soit exprimée en coordonnées curvilignes :
Bx = − 1
1 + hx
∂As
∂y
, By =
1
1 + hx
∂As
∂x
(1.48)
En coordonnées rectangulaires (h = 0), la formule 1.48 s'intègre immédiatement en utili-
sant l'expression 1.46 pour donner :
Az(x, y) = B0Re
( ∞∑
n=1
bn + jan
n
(x+ jy)n
)
(1.49)
où Re désigne la partie réelle. Deux types de représentations nous intéressent :
Représention curviligne : En coordonnées curvilignes, le potentiel vecteur A ne peut pas
s'exprimer de manière aussi simple qu'en coordonnées rectangulaires (cf. Eq. 1.49). La solution
s'exprime sous forme d'une série inﬁnie qu'il faut tronquer à l'ordre n (voir par exemple la
thèse de Fartoukh, 1997). Cette description est adaptée aux éléments type dipôle de rayon de
courbure ρc.
As(x, y) = B0
(
x+
x2
2ρc
)
(1.50)
L'expression qui nous intéresse est celle de −eAˆs exprimée pour le Hamiltonien 1.36 ; en
utilisant la rigidité magnétique (Bρ) = e/p = −B0/h, on obtient :
−eAˆs(x, y) = h
(
x+
x2
2ρc
)
(1.51)
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Représentation rectangulaire : Ce cas est particulièrement adapté à la description des
éléments sans courbure, i.e. les quadripôles, les hexapôles et les éléments multipolaires.
Pour le quadripôle droit et l'hexapôle droit la formule 1.49 donne respectivement :
As(x, y) = B0
b2
2
(x2 − y2) et As(x, y) = B0 b3
3
(x3 − 3xy2) (1.52)
soit pour −eAˆs :
−eAˆs(x, y) = b2
2
(x2 − y2) et −eAˆs(x, y) = b3
3
(x3 − 3xy2) (1.53)
1.3 Dynamique transverse
1.3.1 Dynamique linéaire
Dans un accélérateur, la solution des équations transverses du mouvement peut se dé-
composer en deux termes, (a) l'orbite fermée qui, par déﬁnition, est une orbite de période 1
et (b) une oscillation de faible amplitude dite bétatron autour de cette orbite fermée. Nous
verrons que l'orbite fermée dépend de l'énergie de la particule. Mais tout d'abord établissons
les équations linéaires du mouvement.
Pour cela, nous partons de l'expression du Hamiltonien 1.36 que nous réécrivons en ne
conservant que les parties linéaire et quadratique du potentiel vecteur 1.46, i.e. le potentiel
d'un dipôle 1.51 et celui d'un quadripôle droit 1.53 :
H0 = (1 + hx)
p2x + p
2
y
2(1 + δ)
− hxδ + (h2 + b2)x
2
2
− b2y
2
2
(1.54)
Les équations du mouvement transverse sont alors :{
dx
ds
= ∂H
∂px
, dpx
ds
= −∂H
∂x
dy
ds
= ∂H
∂py
, dpx
ds
= −∂H
∂y
(1.55)
Pour l'instant, nous adoptons les approximations classiques aﬁn de retrouver les expres-
sions données par la littérature, à savoir :
1. l'approximation des grandes machines en négligeant le terme hexapolaire hx p
2
x+p
2
y
2(1+δ)
dans
l'expression du Hamiltonien 1.54
2. la dépendance linéaire en l'écart en énergie δ.
Le Hamiltonien 1.54 devient en prenant en compte la première approximation classique :
H0 =
p2x + p
2
y
2(1 + δ)
− hxδ + (h2 + b2)x
2
2
− b2y
2
2
(1.56)
Les équations du mouvement 1.55 s'écrivent comme :{
dx
ds
= px
1+δ
, dpx
ds
= hδ − (h2 + b2)x
dy
ds
= py
1+δ
, dpx
ds
= b2y
(1.57)
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Soit en termes d'équations diﬀérentielles du second ordre des variables x et y (en négligeant
les termes d'ordre 2 en δ) :{
d2x
ds2
+Kδxx = hδ +O(h2),
d2y
ds2
+Kδyy = 0,
avec
{
Kδx(s)
de´f
= Kx
1+δ
= b2+h
2
1+δ
Kδy(s)
de´f
= Ky
1+δ
= − b2
1+δ
(1.58)
Nous remarquerons les points suivants :
 un dipôle focalise dans le plan horizontal6 ;
 si un quadripôle droit focalise dans un plan, alors il défocalise dans l'autre plan, car
Kx = −Ky et h = 0 ;
 la focalisation dépend de l'énergie δ de la particule ;
 les fonctionsKx etKy sont déﬁnies par morceaux à valeur constante dans chaque élément
magnétique et L-périodiques7 pour une machine de circonférence L ;
 la solution des équations 1.58 est la somme de la solution générale de l'équation homo-
gène et d'une solution particulière.
Dans la suite, j'emploierai les anglicismes : particule on momemtum si δ = 0 et particule
oﬀ momemtum si δ 6= 0. Le symbole ′ désigne la dérivation par rapport à la longitude s et ′′
la dérivée seconde.
1.3.1.1 Particule on momentum
L'équation homogène du système 1.58 peut être réécrite pour δ = 0 comme l'équation
générique : {
u′′(s) +Ku(s)u = 0
Ku(s+ L) = Ku(s)
avec u = x, y (1.59)
C'est donc une équation de Hill.
La solution générale u(s) de l'équation de Hill 1.59 décrit le mouvement d'une particule
d'énergie nominale de la machine, i.e. δ = 0. Usuellement, la solution s'écrit de diﬀérentes
manières dans la littérature :
 en utilisant le théorème de Floquet (voir par exemple Courant et Snyder, 1958), la
solution s'exprime en fonction de la fonction bétatron βu(s) :
u(s) = uβ(s) =
√
βu(s)ǫu cos(φu(s) + φ0u) (1.60)
avec la phase φu(s) =
∫ s
0
ds˜
βu(s˜)
, φ0u la phase à l'origine et βu vériﬁant l'équation diﬀérentielle :
β′′u(s) + 2Ku(s)βu(s)− 2γu(s) = 0 (1.61)
en posant αu = −12β′u et γu = 1+α
2
u
βu
. Les paramètres αu, βu et γu sont appelés fonctions ou
paramètres de Twiss. L'avance de phase sur un tour complet ramenée à 2π déﬁnit le nombre
d'ondes νu :
νu =
1
2π
∮
ds˜
βu(s˜)
(1.62)
6pour un aimant secteur. Nous verrons au chapitre suivant que pour un aimant à coins, il existe un terme
supplémentaire de focalisation horizontale et verticale.
7Pour une machine idéale composée de N super-périodes, Ku sera LN -périodique.
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qui correspond au nombre moyen d'oscillations eﬀectuées par la particule autour de l'orbite
fermée.
L'invariant linéaire, aussi appelé invariant de Courant-Snyder ou encore émittance, est
l'intégrale première du mouvement :
γuu
2 + 2αuuu
′ + β2uu
′2 = ǫu (1.63)
Géométriquement, l'équation 1.63 est celle d'une ellipse d'aire πǫu dans le plan (u, u′) (cf.
Fig. 1.5).
u
√
ǫu/βu
u'
√
ǫu/γu
√
βuǫu
Pente = −αu/βu
√
γuǫu Pente = −γu/βu
Fig. 1.5: Ellipse invariante dans l'espace des phases (u, u′). L'aire de l'ellipse est πǫu ; αu, βu et γu sont les
fonctions de Twiss.
 en utilisant la paramétrisation de Courant-Snyder (1958) :
M(s2|s1) =
(√
β2u 0
− α2u√
β2u
1√
β2u
)(
cosψ12 sinψ12
− sinψ12 cosψ12
)( √
β1 0
− α1u√
β1u
1√
β1u
)
(1.64)
oùM(s2|s1) est la matrice de transfert de la longitude s1 à s2, ψ12 l'avance de phase entre s1
à s2, βiu = βu(si). Sur un tour complet, l'expression 1.64 se simpliﬁe pour donner l'application
linéaire de premier retour :
M = I2 cosψu + Ju sinψu, avec ψu = 2πνu et u = x, y (1.65)
avec I2 la matrice identité et
Ju =
(
αu βu
−γu −αu
)
(1.66)
 en utilisant les fonctions principales Cu(s) et Su(s) qui par déﬁnition sont deux solutions
indépendantes de l'équation de Hill 1.59 vériﬁant :{
Cu(0) = 1, Su(0) = 0
C ′u(0) = 0, S
′
u(0) = 1
(1.67)
La solution générale avec pour conditions initiales (u0, u′0) peut alors s'écrire (Courant et
Snyder, 1958) : (
u(s)
u′(s)
)
=
(
Cu(s) Su(s)
C ′u(s) S
′
u(s)
)(
u0
u′0
)
(1.68)
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1.3.1.2 Particule oﬀ momentum
Pour une particule n'ayant pas l'énergie nominale du faisceau, i.e. δ 6= 0, l'équation 1.58
devient :
u”(s) +Ku(s)u(s) = h(s)δ avec u = x, y (1.69)
Par convention, on appelle fonction dispersion la solution particulière ηu(s) périodique pour
δ = 1 de l'équation 1.69. En utilisant les fonctions principales Cu(s) et Su(s), la dispersion
linéaire est donnée par la formule (Lee, 1998) :
ηu(s) = Su(s)
∫ s
0
h(s˜)Cu(s˜) ds˜− Cu(s)
∫ s
0
h(s˜)Su(s˜) ds˜ (1.70)
En utilisant la linéarité des équations, on en déduit que la solution complète peut s'exprimer
par :
u(s) =
√
ǫuβu(s) cos(φu(s) + φu0) + ηu(s)δ (1.71)
= uβ(s) + uδ(s) (1.72)
avec uβ(s) la solution bétatron et uδ(s) l'orbite fermée chromatique.
Similairement à l'optique géométrique où une lentille focalise plus faiblement les photons
de petite longueur d'onde, i.e. de grande énergie, la focalisation d'un quadripôle est une
fonction intrinsèquement dépendante de l'énergie (δ). Si Ku est le gradient quadripolaire,
alors on peut écrire (cf. Eq. 1.58) :
Kδu =
Ku
1 + δ
= Ku(1− δ +O(δ2)) (1.73)
Donc, les particules ayant une énergie supérieure à l'énergie nominale δ > 0 sont moins
focalisées. Il s'ensuit que l'avance de phase dans un élément quadripolaire devient une fonction
de l'énergie, ce qui nous conduit à déﬁnir la chromaticité comme la variation du nombre
d'ondes, νu, en fonction de l'énergie :
ξu =
∂νu
∂δ
(1.74)
Suivant les cas, nous parlerons de chromaticité [globale] ou de chromaticité réduite, i.e. ra-
menée au nombre d'ondes ξredu = ξuνu . La contribution produite uniquement par les éléments
linéaires, i.e. les dipôles et les quadripôles est appelée chromaticité naturelle. Elle est tou-
jours négative et a des conséquences très dommageables sur la dynamique globale du fais-
ceau si elle n'est pas corrigée. Par exemple pour SOLEIL, les chromaticités naturelles sont
ξnatx = −3.01 × 18.28 et ξnaty = −2.66 × 8.38, ce qui induit pour δ = 1 % les déplacements
des nombres d'ondes proches du demi-entier (∆νx,∆νy) = (−0.5,−0.2). Ces glissements des
nombres d'ondes peuvent amener le faisceau sur des lignes de résonance et conduire à des
conséquences néfastes pour les performances de l'anneau.
La seconde raison nécessitant une correction de chromaticité provient des eﬀets collec-
tifs. Lorsqu'un paquet de particules circule dans l'accélérateur, les particules de tête laissent
derrière elles un champ de sillage qui va être ressenti par les particules de queue du paquet
et induire des instabilités. Au bout d'une demi-période synchrotron, les particules de tête
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deviennent les particules de queue et réciproquement. Ce type d'instabilité, dite head-tail,
peut conduire à la perte du faisceau. Il peut être montré (voir par exemple Lee, 1998) que ces
instabilités disparaissent à chromaticités nulles et sont plus néfastes pour des chromaticités
négatives que positives.
Dans un anneau de stockage, la chromaticité doit être soit nulle soit légèrement positive.
Pour la compenser, on introduit dans l'anneau des éléments nonlinéaires : les hexapôles8.
1.3.2 Dynamique nonlinéaire
Le Hamiltonien complet 1.36 peut maintenant être écrit sous la forme :
H = H0 +H1 (1.75)
où H0 décrit le mouvement linéaire d'une machine parfaite (cf. Eq. 1.54) et H1 contient les
défauts de champs dipolaires, quadripolaires et le potentiel vecteur des multipôles. Si H1 est
suﬃsamment faible, le mouvement va être encore stable. Toutes les grandeurs linéaires déﬁnies
précédemment ne vont plus être des constantes du mouvement.
En particulier, les nombres d'ondes vont varier avec l'amplitude et l'énergie et peuvent
au premier ordre d'une théorie des perturbations s'écrire (voir par exemple Guignard, 1978,
Ruth et al., 1985 ou Wiedemann, 1995) :
νu = ν0u + kuvu
2 + kvuv
2 + ξuδ +O(u4 + v4 + δ2) (1.76)
avec si u = x, v = y et vice versa. La contribution linéaire déﬁnit le point de fonctionnement
de la machine (ν0x, ν0y). Les coeﬃcients kuv et kvu sont les premiers termes introduits par les
nonlinéarités.
La principale cause de nonlinéarité dans un accélérateur d'électrons provient de l'intro-
duction des hexapôles. Regardons succinctement les eﬀets qu'ils induisent. Pour cela, décri-
vons brièvement le principe de correction de la chromaticité : lorsqu'un hexapôle n'est pas
traversé en son centre, une composante quadripolaire apparaît et peut être judicieusement
utilisée pour corriger la chromaticité. Les équations du mouvement pour un hexapôle de force
S = 2b2 s'écrivent (cf. Eq. 1.53 et Eq. 1.54) :{
x′′ + 1
2
S(x2 − y2) = 0
y′′ − Sxy = 0 (1.77)
Pour un hexapôle de longueur inﬁnitésimale ds, on a alors :{
dx′ = −1
2
S(x2 − y2)ds
dy′ = Sxyds
(1.78)
Pour la correction chromatique, il est nécessaire de pouvoir distinguer les trajectoires corres-
pondant aux diﬀérentes énergies : on se place donc dans une région dispersive9. En utilisant
8Des octupôles peuvent être également utilisés mais la correction est du second ordre, i.e. les champs
magnétiques doivent être plus élevés et donc induire des eﬀets chromatiques plus importants.
9La dispersion verticale ηy est supposée nulle.
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les équations 1.72 et 1.78, il advient :
dx
′ = S
(
ηxδxβ +
1
2
η2xδ
2 + 1
2
(x2β − y2β)
)
ds
dy′ = S
(
ηxδyβ + xβyβ
)
ds
(1.79)
Il peut être démontré simplement qu'un défaut de gradient intégré ∆Kds localisé en s = s0
introduit le glissement des nombres d'ondes (voir par exemple Lee, 1998) :
∆νu =
1
4π
βu(s0)∆Kds, (1.80)
formule qui se généralise pour une distribution de défauts k(s) à l'intégrale sur la circonférence
de l'accélérateur :
∆νu =
1
4π
∮
βu(s)k(s)ds (1.81)
Si l'on ne considère que la partie quadripolaire de l'équation 1.79, le défaut local de focalisation
±Sηxδds apparaît. En utilisant alors la déﬁnition de la chromaticité 1.74 et l'équation 1.81,
on déduit immédiatement que la participation à la chromaticité des hexapôles s'écrit :{
ξhexx =
1
4π
∮
βx(s)S(s)ηx(s)ds
ξhexy = − 14π
∮
βy(s)S(s)ηx(s)ds
(1.82)
En principe, deux familles hexapolaires de force intégrée S1 et S2 suﬃsent pour compenser
les deux chromaticités ; les forces doivent alors satisfaire pour chaque maille d'une machine
N-périodique : {
S1βx(s1)ηx(s1) + S2βx(s2)ηx(s2) =
ξnatx
N
−S1βy(s1)ηx(s1)− S2βy(s2)ηx(s2) = ξ
nat
y
N
(1.83)
en supposant que les deux hexapôles sont localisés respectivement en s = s1 et s = s2.
Les hexapôles (parfaits) introduisent deux sortes d'eﬀets indésirables (cf. Eq. 1.79) :
1. un terme d'aberration chromatique η2xδ2
2. deux termes d'aberration géométrique (x2 − y2) et xy
Ces termes d'aberration sont généralement corrigés partiellement en introduisant de nouvelles
familles d'hexapôles dans la maille de la machine.
Dans un accélérateur circulaire, la deuxième contribution aux nonlinéarités provient des
défauts magnétiques des aimants (déplacements, rotations d'un élément, champs de fuite,
composantes multipolaires). Ces défauts sont systématiques ou aléatoires et inhérents à l'ac-
célérateur. Nous verrons au cours des chapitres suivants qu'une bonne connaissance des défauts
quadripolaires permet déjà de bien modéliser la dynamique de l'accélérateur.
Les défauts magnétiques induisent des phénomènes résonants qui détériorent la stabilité
et les performances de la machine.
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1.4 Déﬁnitions complémentaires
1.4.1 Résonances
La dynamique transverse est modélisée par un système à (2+1) degrés de liberté. La
condition de résonance est obtenue pour une combinaison linéaire entre les nombres d'ondes
transverses νx, νy et le nombre d'ondes longitudinale normalisé à ν = 1, i.e. :
pνx + qνy + r = 0 avec (p, q, r) ∈ Z3 (1.84)
Habituellement |p|+|q| est appelé l'ordre de la résonance et correspond à l'ordre des polynômes
du développement du potentiel vecteur. Cependant, il est souvent plus judicieux de déﬁnir
l'ordre par l'entier |p|+ |q|+ |r| à partir de l'équation :
p[νx] + q[νy] + r = 0 avec (p, q, r) ∈ Z3 (1.85)
où [ ] désigne la partie fractionnaire des nombres d'ondes. Cette déﬁnition, plus naturelle,
correspond à celle adoptée en Mécanique Céleste. Dans la suite, l'ordre des résonances déﬁni
avec cette convention sera noté par p : q : r.
Pour une machine N-périodique, i.e. constituée de N super-périodes, la condition de ré-
sonance est plus stricte : la dynamique de la machine totale est alors la même que pour une
seule super-période avec pour fréquence longitudinale ν ′ = N .
pνx + qνy + r
′ ×N = 0 avec (p, q, r′) ∈ Z3 (1.86)
Plus un accélérateur a une périodicité élevée, plus la condition de résonance est sévère (cf.
Fig. 1.6). Dans la suite, nous parlerons de résonances permises, systématiques ou de structure
et de résonances interdites, sous-entendu par la périodicité.
8.2
8.25
8.3
8.35
8.4
18.2 18.25 18.3 18.35
(a)
8.2
8.25
8.3
8.35
8.4
18.2 18.25 18.3 18.35
(b)
Fig. 1.6: Diagramme des résonances jusqu'à l'ordre 8 avec (a) et sans (b) 12-périodicité (exemple de l'ALS).
La symétrie interne d'un accélérateur est utilisée pour augmenter la stabilité globale de la dynamique. Le
point de fonctionnement d'une machine est choisi dans une région du diagramme où il y a peu de résonances.
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Dans une théorie de perturbation simplement résonante du premier ordre, il peut être
montré que, pour des résonances sommes (qp > 0), la diﬀérence des émittances ǫx − ǫy est
conservée. Pour des résonances diﬀérences (qp < 0), c'est la somme des émittances ǫx + ǫy
qui est conservée (voir par exemple : A General Treatment of Resonances in Accelerators,
Guignard, 1978). Dans le premier cas, il peut y avoir ampliﬁcation mutuelle des amplitudes
d'oscillation (proportionnelles à la racine carrée de l'émittance), ce qui conduira à la divergence
des trajectoires des particules alors que pour des résonances diﬀérences, il ne peut y avoir que
transfert d'amplitudes d'oscillation entre les deux plans. Durant ma thèse, j'ai parfois entendu
dire que les résonances diﬀérences ne sont pas dangereuses pour la dynamique du faisceau.
En conséquence, les largeurs des résonances diﬀérences ne sont pas toujours optimisées. Il est
clair que ce résultat est celui d'une théorie de perturbation du premier ordre et qu'il n'est
valide qu'au voisinage d'une résonance unique. Proche d'un n÷ud de résonances, les largeurs
de résonances peuvent se recouvrir et la dynamique est toute autre.
1.4.2 Acceptances et ouvertures
1.4.2.1 Déﬁnitions
L'acceptance physique est par déﬁnition l'aire de la plus grande ellipse que l'accélérateur
accepte (cf. Eq. 1.72) :
Au =
[
π
au(s)− |ηu(s)δ|2
βu(s)
]
min
avec u = x, y (1.87)
et au(s), la demi-ouverture physique et ηu(s) la dispersion locale.
L'acceptance dynamique est déﬁnie comme la plus grande région de l'espace des phases
(dimension 6) à l'intérieur de laquelle les trajectoires de particules sont bornées, ceci en ne
considérant que la dynamique d'une particule isolée. Restreinte à l'espace transverse, on parle
d'ouverture dynamique, restreinte à la dynamique longitudinale, d'acceptance en énergie ou
RF.
La détermination des dimensions de l'ouverture dynamique est fondamentale mais non
triviale. Sa déﬁnition dépend du nombre de tours d'intégration des orbites. Par exemple Irwin
(in Chao et Tigner, pp. 8791) donne comme nombre de tours optimum, vingt-cinq pour
cent du temps d'amortissement du faisceau, soit environ 1 000 tours pour des électrons. Cette
limite est cependant trop faible pour étudier ﬁnement la dynamique à long terme (estimation
de la diﬀusion, coeﬃcients de Lyapunov), car les trajectoires des particules peuvent diverger
aussi bien au bout d'un très faible nombre de tours (diﬀusion rapide) que lentement (diﬀusion
d'Arnold) comme nous le verrons plus tard. La déﬁnition de l'ouverture dynamique dépend
aussi des phases auxquelles elle est tracée (généralement x′ = y′ = 0), car les orbites se
déforment.
Un problème ouvert est actuellement la recherche d'un facteur de qualité pour l'optimisa-
tion de l'ouverture dynamique (voir Todesco, 1999).
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1.4.2.2 Un schéma d'optimisation de l'ouverture dynamique
De par les nonlinéarités, il n'existe pas de méthode analytique générale pour optimiser
l'ouverture dynamique. Je présente ici le processus empirique d'optimisation d'une maille
utilisé pour le Projet SOLEIL (Nghiem et al., 1997) ; c'est un processus en quatre étapes :
La première étape consiste à choisir un point de fonctionnement dans une région du dia-
gramme des nombres d'ondes (cf. Fig. 1.6) où non seulement, une émittance faible peut être
obtenue mais aussi où il y a un minimum de résonances systématiques. Il est en particulier
primordial d'éviter la proximité (a) des résonances d'ordres entiers qui sont excitées par les
erreurs d'orbite fermée ; (b) des résonances d'ordres demi-entiers qui sont excitées par les
erreurs de gradients quadripolaires ; (c) des résonances sommes pour éviter l'ampliﬁcation
mutuelle des oscillations bétatrons horizontales et verticales ; (d) des résonances du troisième
ordre qui sont introduites par les hexapôles. Ces critères permettent d'obtenir une ouverture
dynamique peu sensible aux défauts magnétiques et à l'introduction des insertions.
La deuxième étape concerne l'optimisation des fonctions bétatrons10 : (a) la fonction βx
doit être minimum dans les dipôles pour obtenir une faible émittance ; (b) la création de
hautes brillances issues des insertions contraint la fonction βy ; (c) le rapport βmax/βmin doit
être minimum pour l'injection du faisceau ; de plus les fonctions bétatrons ne doivent pas être
trop grandes pour éviter d'avoir une sensibilité trop importante aux erreurs magnétiques. Il
est également souhaitable de conserver la symétrie la plus élevée possible.
La troisième étape est le positionnement des hexapôles dans la maille. Les forces hexa-
polaires doivent être les plus faibles possibles, car elles limitent l'ouverture dynamique. Les
hexapôles sont placés dans les régions à grande dispersion où les fonctions βx et βy sont
découplées (Eq. 1.79).
La quatrième et dernière étape est dédiée à la correction de la chromaticité et l'optimisation
de l'ouverture dynamique proprement dit. Seule l'ouverture dynamique on momentum (δ =
0) est optimisée. La minimisation des résonances hexapolaires d'ordre 3 est fondée sur une
méthode analytique du premier ordre (voir la thèse de Audy, 1989).
10Les fonctions bétatrons et les nombres d'ondes sont reliés par la relation intégrale 1.62.
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Chapitre 2
Méthodes et outils
Au cours de ce chapitre, je présenterai les deux outils fondamentaux utilisés durant ma
thèse. Un code numérique d'intégration des équations du mouvement, en application directe
du formalisme hamiltonien présenté précédemment, et l'Analyse en Fréquence.
Dans une première partie, je discuterai d'abord des motivations qui m'ont conduit à me
lancer dans l'écriture d'un code numérique. Ensuite, je donnerai une brève description des
diﬀérentes philosophies et méthodes employées et expliquerai leurs domaines de validité. Je
m'attarderai plus particulièrement sur l'avantage des nouvelles méthodes (schéma symplec-
tique, algèbre de Lie) utilisées dans le monde des accélérateurs. Bien que ces méthodes soient
aujourd'hui très répandues aux Etats-Unis, elles ont plus de mal à s'établir en Europe1. Je
présenterai alors une nouvelle classe d'intégrateurs symplectiques à pas tous positifs déve-
loppée par Jacques Laskar (2000). Puis, je l'appliquerai aux Hamiltoniens décrivant chacun
des principaux éléments magnétiques d'un accélérateur. Enﬁn, je donnerai une comparaison
avec l'intégrateur de Ruth (1983), intégrateur symplectique le plus utilisé pour les machines
à électrons.
Après avoir intégré les équations du mouvement, la dynamique des diﬀérentes machines
à rayonnement synchrotron sera étudiée au moyen de l'Analyse en Fréquence. L'Analyse en
Fréquence est l'outil central de mon travail de thèse. Je commencerai, dans la seconde partie
de ce chapitre, par décrire la méthode sans noyer le lecteur dans des détails trop techniques.
C'est un outil extrêmement puissant qui a été développé par Jacques Laskar initialement
pour étudier la dynamique du Système Solaire. Avant de l'appliquer à la dynamique des
accélérateurs (voir le chapitre 3), je présenterai quelques résultats pédagogiques sur le pendule
rigide et l'application d'Hénon. Ces deux applications à un et deux degrés de liberté auront la
particularité de permettre au lecteur de pouvoir lire plus simplement les cartes en fréquence
des accélérateurs ; de plus, ils me permettront de présenter brièvement quelques résultats
généraux sur les résonances et la stabilité des systèmes dynamiques.
1Elles ont été introduites par le groupe de A. Dragt aux USA et par celui de E. Turchetti à Bologne.
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2.1 Réalisation d'un intégrateur symplectique
2.1.1 Introduction
L'écriture d'un code d'intégration des équations du mouvement est arrivée tardivement
dans mon travail de thèse. Dans le langage accélérateur, on parle souvent de code de tracking.
De multiples raisons expliquent ce choix :
Pour commencer, de nombreux codes de tracking avaient déjà été écrits. Par exemple
le programme MAD développé continuellement au CERN [50] est largement employé par la
communauté des physiciens des accélérateurs. Cependant, généralement à chaque accélérateur
correspond un ou plusieurs codes spéciﬁques. Ces codes sont modiﬁés, améliorés constamment
et localement pour permettre de prendre en compte de nouveaux phénomènes physiques, de
nouveaux éléments magnétiques. Très rapidement, le résultat peut être un code volumineux
qui, souvent, est adapté à des tâches diverses et variées, allant de la conception d'un accéléra-
teur à l'optimisation de sa dynamique et de ses performances. Le groupe théorie faisceau d'une
machine peut être divisé schématiquement en deux sous-groupes : une personne spécialiste et
développeur des codes utilisés par les membres du second groupe.
J'ai découvert le monde des accélérateurs au sein de l'équipe du Projet SOLEIL, il y a
bientôt trois ans. Lorsque j'ai commencé à étudier la dynamique de SOLEIL, on m'a donné
une description de la maille théorique de l'anneau de stockage et le manuel d'utilisation du
logiciel BETA [93] pour faire le tracking. Le même processus s'est répété pour l'étude de
l'Advanced Light Source avec le code DESPOT [42] (ici il n'y a pas de manuel d'utilisation).
Donc dans un premier temps, les codes d'intégrations se sont résumés à des boîtes noires
 censées  donner les bons résultats. De plus, l'écriture d'un code de tracking est considérée
comme une tache ardue par les utilisateurs. Mon directeur de thèse, astronome, prétendait le
contraire après avoir travaillé avec les physiciens de l'ALS (1993). Initialement, je ne l'ai pas
crû. Puis, en travaillant sur diﬀérentes sources de lumières (cf. chapitre 3), j'ai dû presque
utiliser un code de tracking diﬀérent par machine. J'ai été confronté à des problèmes de
modélisation, à des incompatibilités entre codes. Plus préoccupant, les codes peuvent donner
des résultats complètement diﬀérents aux grandes amplitudes du mouvement et parfois même
pour les paramètres linéaires. Le temps de calcul peut également être du simple au double
suivant les méthodes utilisées.
Enﬁn, à ces motivations doivent encore s'en ajouter deux autres. Premièrement à ma
connaissance, il n'existe pas dans la communauté française2 de code de tracking optimisé et
adapté à l'étude de la dynamique à long terme des accélérateurs d'électrons. Deuxièmement,
l'équipe Astronomie et Systèmes Dynamiques est un lieu regroupant toutes les compétences
nécessaires pour l'écriture d'un tel intégrateur. Ces dernières années, plusieurs intégrateurs y
ont d'ailleurs été développés pour la Mécanique Céleste.
Le but principal de ce travail est donc d'obtenir un code de calcul eﬃcace permettant
d'intégrer le mouvement d'une particule dans un élément magnétique puis dans l'accélérateur
complet. L'intégrateur doit être à la fois rapide pour réaliser des études à long terme (plusieurs
millions de tours), précis pour étudier ﬁnement la dynamique et valide à grande amplitude
pour prendre correctement en compte l'eﬀet des éléments multipolaires. Dans la première ver-
2du moins utilisé au CEA, au LURE et à l'ESRF (CERN exclu).
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sion du code, la modélisation des défauts (déplacements, rotations des éléments magnétiques)
ne nous intéresse pas ; cependant leur implémentation ne poserait aucune diﬃculté.
Je vais commencer par décrire les deux grandes approches selon lesquelles les codes numé-
riques de tracking sont écrits. Mais tout d'abord, déﬁnissons les notions d'information locale
et globale dans un accélérateur (cf. Forest et Hirata, 1992 et Forest, 1998).
Une quantité est appelée locale si elle dérive d'un élément magnétique indépendamment
de sa position dans l'anneau et de l'anneau lui-même : intégration d'une particule à travers
l'élément, le système de coordonnées de référence, la déviation de l'orbite nominale, le champ
magnétique ou l'enveloppe du faisceau.
Une quantité est dite globale si elle ne peut être déduite qu'à partir de la connaissance de
l'anneau complet : l'orbite fermée, les nombres d'ondes, les fonctions de Twiss ou l'émittance
d'équilibre.
2.1.2 Ancienne approche
Dans l'ancienne approche, on déﬁnit un seul et unique système de référence (coordonnées
curvilignes), le champ électromagnétique est alors développé dans ce système pour obtenir
l'expression, soit d'un Hamiltonien global, soit d'équations newtoniennes globales. Les équa-
tions du mouvement sont exprimées de manière à permettre simultanément le tracking et le
calcul des quantités globales caractérisant l'anneau. Bien que possible, cette approche devient
très compliquée avec l'augmentation de la complexité et de la taille d'un anneau de stockage.
Les solutions (x) du mouvement sont obtenues en eﬀectuant un développement de Taylor
des équations du mouvement autour d'une orbite dite de référence  typiquement l'orbite
fermée qui doit préalablement avoir été calculée  ; cependant son obtention est pénible à
partir de l'ordre 3. L'expression générale entre le vecteur position initial (xi) et ﬁnal (xf )
s'écrit :
xfj = Kj +
∑
k
Rjkxik +
∑
km
Tjkmxikxim +
∑
kmn
Ujkmnxikximxin +O(|x i|4) (2.1)
où Kj représente l'orbite fermée, Rjk l'optique linéaire, Tjkm, Ujkmn, les aberrations optiques
d'ordre un et deux (voir Brown, 1982). L'optique linéaire est obtenue en tronquant la série
de Taylor au premier ordre. Les éléments magnétiques sont modélisés par des matrices, puis
selon les besoins, on inclut les termes d'ordres supérieurs. Généralement, le développement est
arrêté au second ordre pour permettre d'inclure les éléments multipolaires qui sont presque
toujours exprimés sous forme de lentilles minces, en particulier les inévitables hexapôles (voir
par exemple les logiciels BETA [93], TRANSPORT [50]).
Cette approche est historiquement la première a avoir été développée (Courant et Snyder,
1958 et Bruck, 1966). Initialement, elle été vouée à la conception des accélérateurs, au tra-
cking sur quelques tours, aﬁn de calculer les grandeurs linéaires et d'analyser la stabilité du
mouvement au premier ordre. Une des hypothèses fondamentales utilisées est l'approximation
des petits angles ou approximation dite des grandes machines, hypothèse qui rend les dipôles
et quadripôles linéaires (et les sections droites :  éléments sans champ ).
Cette méthode a l'avantage de permettre d'obtenir simplement et rapidement les infor-
mations globales de l'anneau (e.g. fonctions de dispersion, orbite fermée, nombres d'ondes,
chromaticités, fonctions de Twiss). Autre avantage, le temps de calcul de l'ouverture dyna-
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mique (paramètre essentiel pour l'optimisation) est suﬃsamment faible (quelques minutes)
pour permettre de tester un grand nombre d'optiques de la machine3.
Je voudrais insister sur le fait qu'il n'existe pas de logiciel de calcul adapté à tous les
besoins rencontrés dans le monde des accélérateurs : chaque code de calcul est écrit dans un
cadre très précis (développement au voisinage de l'orbite fermée, approximation des grandes
machines, conception de machines, optimisation d'optiques), cadre qui trop souvent est oublié
par leurs utilisateurs. De plus, il faut ajouter que les performances exigées aujourd'hui pour
les accélérateurs ne sont plus du tout les mêmes qu'il y a vingt ou trente ans. A l'époque,
les machines étaient très linéaires, avaient de faibles acceptances en énergie et dynamique ;
aujourd'hui, pour une machine comme SOLEIL, on exige des performances extrêmes  ac-
ceptance en énergie de six pour cent, grande ouverture dynamique, durée de vie de plus de
dix heures, haute brillance, faible émittance, nombreux dispositifs d'insertion  et tout cela
avec des composantes multipolaires de plus en plus fortes, rendant l'optimisation de plus en
plus délicate du fait des nombreuses résonances induites.
Après cette parenthèse, nous convenons qu'il serait dangereux d'utiliser un code hors de
son cadre. En particulier, si l'utilisation d'un développement de Taylor est adapté pour les
LINAC (que la particule ne traverse qu'une seule fois), il serait illusoire de vouloir utiliser au-
jourd'hui cette approche pour une étude ﬁne de la dynamique et pour des études à long terme,
et qui plus est, à grande amplitude (cf. infra Super-ACO, une machine à faible rayon de cour-
bure). De par la non symplecticité de la troncature de la série de Taylor (en général), lorsque
la trajectoire d'une particule est intégrée sur plusieurs milliers de tours pour des électrons
ou plusieurs dizaines de millions de tours pour des protons, on observe des amortissements
artiﬁciels conduisant à des orbites spirales et à la présence de résonances factices.
2.1.3 Approche moderne
La méthode dite moderne consiste à découpler la simulation de l'analyse, i.e. séparer
la construction de l'application de premier retour et de l'intégrateur (problèmes locaux) de
l'analyse des grandeurs caractéristiques déduites de l'application de premier retour (problèmes
globaux) ; cette séparation doit avoir lieu autant du point de vue de la conception que du point
de vue de la programmation.
2.1.3.1 Présentation
La construction d'un code de tracking est un problème entièrement local : chaque élément
est déﬁni par un Hamiltonien local dont le système de référence est choisi à partir de considé-
rations purement géométriques (formes et symétries du champ magnétique). Suivant le type
d'élément magnétique telles ou telles considérations seront privilégiées, considérations qui
peuvent être contradictoires d'un élément à l'autre. Il faut donc trouver une méthode pour re-
lier les éléments les uns avec les autres : c'est l'approche LEGO si l'on reprend la terminologie
de Forest et Hirata (1992). Comme nous l'avons déjà dit, le choix du système de coordonnées
3Par exemple, un ordre intermédiaire entre le premier et le second ordre, dit ordre scaling, a été implémenté
dans le code BETA [93]. Ce qui permet de prendre en compte les eﬀets multipolaires (hexapôles, 2n-pôles)
sans augmenter drastiquement le temps de calcul.
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est entièrement libre ; cependant deux grandes familles de blocs sont à distinguer : le bloc
courbe et le bloc rectiligne.
 Le bloc rectiligne est un bloc avec deux faces parallèles séparées d'une distance L, sur
chacune desquelles est attaché un système local de coordonnées cartésiennes (Fig. 2.1-a).
Les repères sont les mêmes pour les deux faces et sont reliés par une ligne droite. Ce
type de bloc peut être utilisé pour la description des quadripôles, hexapôles, 2n-pôles,
wiggler.
 Le bloc courbe est un bloc pour lequel les axes verticaux (Oy) des repères entrant et
sortant sont parallèles alors que les axes horizontaux (Ox) se coupent suivant un angle
θ (Fig. 2.1-b). Les origines des deux repères sont reliées par un arc de cercle de rayon
ρ. Un tel bloc a pour premier but de courber la trajectoire d'une particule d'un angle
d'environ θ degrés. Ce bloc sera plus particulièrement adapté à la description d'aimants
de courbure (aimant dipolaire secteur ou droit).
ρ
(b)(a)
θ
L
Fig. 2.1: Schéma succinct d'un bloc rectiligne (a) et courbe (b) de longueur L. Les axes de coordonnées sont
portés par les faces d'entrée et de sortie des blocs  inspiré de Forest et Hirata (1992) 
2.1.3.2 Le ﬂot d'un système
Le but des blocs de base est de permettre de construire et calculer l'application qui trans-
porte une particule de la face d'entrée (i) à la face de sortie (f) ; cette application, M, est
généralement appelée application de transfert ou ﬂot de l'élément :
xf =Mi→fx i (2.2)
Remarquons qu'un élément magnétique pourra être composé de plusieurs blocs élémentaires.
L'élément physique sera donc déﬁni par le couple bloc (rectiligne, courbe) et un modèle qui
donne l'application de transfert à travers l'élément.
Donnons dès à présent, deux propriétés essentielles du ﬂot. Soit deux éléments notés (1)
et (2), etM0→1 est le ﬂot associé à (1) etM1→2 celui associé à (2) alors le ﬂot résultant pour
le système (12) est simplement l'application composée :
M0→2 =M1→2M0→1 (2.3)
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Pour un système autonome qui possède une périodicité (l'anneau), on est amené à calculer le
ﬂot de l'anneau complet A sur n tours de circonférence 2πR, alors :
A2nπR→2(n−1)πR . . .A2πR→4πRA0→2πR = (A0→2πR)n (2.4)
Cette approche est bien locale, chaque élément est modélisé par un Hamiltonien exprimé dans
les coordonnées naturelles (pour son intégration).
2.1.3.3 Intégrateur symplectique ab ovo
Nous allons introduire quelques notions d'algèbre de Lie et déﬁnir l'intégration symplec-
tique (voir Lectures on nonlinear orbit dynamics de A. Dragt (1982) pour une introduction à
l'algèbre de Lie appliquée au monde des accélérateurs).
Soit H le Hamiltonien d'un système autonome à n degrés de liberté et x = (pj, qj)j=1..n
le vecteur de coordonnées et moments généralisés et s, la coordonnée indépendante. Alors les
équations de Hamilton sont :
dpj
ds
= −∂H
∂qj
,
dqj
ds
=
∂H
∂pj
pour j = 1..n (2.5)
Si on déﬁnit les crochets de Poisson de deux fonctions f et g des variables x par :
{f, g} de´f=
∑
j
∂f
∂pj
∂g
∂qj
− ∂f
∂qj
∂g
∂pj
(2.6)
alors les équations 2.5 peuvent se réécrirent de manière plus concise :
dx
ds
= {H,x} = LHx (2.7)
avec LH l'opérateur diﬀérentiel déﬁni par LHf
de´f
= {H, f}. On peut alors intégrer formellement
les équations du mouvement pour des conditions initiales données x i :
xf =
∑
n≥0
sn
n!
LnHx
i de´f= esLHx i (2.8)
En pratique, la diﬃculté est l'évaluation du terme esLHxi de l'équation 2.8, car bien qu'étant
une série convergente, la convergence est souvent lente et nécessite l'évaluation d'un grand
nombre de termes dépendant du pas de temps s et de la forme deH. Le principe de base utilisé
pour intégrer l'équation 2.7 consiste à approximer l'opérateur esLH de manière symplectique.
Formellement, la solution exacte du système 2.8 est symplectique : le ﬂot hamiltonien,
transportant le vecteur de l'espace des phases x du temps 0 au temps s le long d'une trajectoire
du système d'énergie H, conserve exactement la 2-forme symplectique4 :
dpf ∧ dqf = dpi ∧ dqi (2.9)
4Pour un système à une dimension, la condition est équivalente à la conservation de l'aire algébrique
(théorème de Liouville).
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Une méthode d'intégration vériﬁant cette propriété est appelée intégrateur symplectique. Un
développement de Taylor à l'ordre n ne vériﬁe généralement ni la condition de symplecticité
2.9 ni la conservation de l'énergie. Remarquons qu'idéalement, on souhaiterait également que
l'énergie soit exactement conservée, cependant Ge et Marsden (1988) ont montré qu'il n'existe
pas en général de tel schéma d'intégration pour un Hamiltonien non intégrable. Cependant,
l'intégrateur symplectique conserve exactement le Hamiltonien H˜ d'un système perturbé voi-
sin de celui décrit par le Hamiltonien H initial :
H˜ = H +
∑
k≥1
skHk (2.10)
où Hk est fonction des dérivés d'ordre j ≤ k de H (Yoshida, 1990a, 1990b). Par déﬁnition, un
intégrateur symplectique est d'ordre n si :
H˜ = H +O(sn) (2.11)
2.1.3.4 Méthodes de construction
Brièvement, nous pouvons diviser les méthodes d'intégration en deux grands groupes (Yo-
shida, 1993) :
 les méthodes implicites reposant sur
 un schéma de Runge-Kutta implicite (Sanz-Serna, 1988) ;
 l'utilisation de fonctions génératrices (Channel et Scovel, 1990).
 les méthodes explicites
 Ruth, le premier, a introduit l'utilisation d'intégrateur symplectique (1983), a initia-
lement utilisé des transformations canoniques successives pour réaliser des intégrateurs
jusqu'à l'ordre 4 ;
 Neri (1988) a reformulé le problème en utilisant l'algèbre de Lie ;
 Yoshida (1990) a donné un schéma général pour construire un intégrateur d'ordre
2n+ 2 à partir d'un intégrateur d'ordre 2n ;
 Abell (1995) a introduit l'utilisation d'applications de Crémona (applications polyno-
miales symplectiques).
Nous nous sommes intéressés plus particulièrement à un schéma explicite que nous détaille-
rons un peu plus loin. Tout d'abord, déﬁnissons un petit peu la philosophie de construction
d'un intégrateur. Elle repose sur cinq points essentiels :
1. Le Hamiltonien est local ;
2. Il est strictement impossible de connaître le Hamiltonien réel de l'élément ou de l'accé-
lérateur de par les erreurs de construction, les erreurs aléatoires (champs, déplacements,
marées, vibrations) ;
3. Nous nous intéressons à la modélisation de la dynamique la plus proche de la dynamique
réelle de l'accélérateur (nonlinéarités, stabilité) ;
4. Si la solution exacte d'un Hamiltonien est connue, alors elle est symplectique, sinon le
sus-dit Hamiltonien est découpé en parties séparément intégrables ;
5. Si besoin, l'ordre de l'intégrateur peut être augmenté à volonté (aux dépens du temps
de calcul).
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A la suite de Forest (1998, passim), nous considérons que l'application générée par un in-
tégrateur doit toujours être vue comme un nouveau modèle de l'aimant. C'est pourquoi les
paramètres linéaires doivent  si besoin  être réajustés aﬁn d'obtenir avec l'intégrateur
symplectique une machine dont les nombres d'ondes et paramètres linéaires correspondent à
un intégrateur  matrice de transfert-kick . Nous ne rentrerons pas dans les discussions des
partisans de l'ancienne école, qui prétendent que leur méthode d'intégration est plus exacte
que celle fondée sur un schéma symplectique. Dans la première, les éléments sont dits épais car
représentés matriciellement (de longueur non négligeable), dans la dernière, les éléments sont
parfois interprétés comme  coupés en rondelles  suivant un schéma  section droite-lentille
mincesection droite  (cf. Peggs et Talman (1986), Schachinger et Talman (1987)).
Nous allons maintenant présenter les deux principales approches rencontrées dans la plu-
part des codes modernes dans le monde des accélérateurs.
Décomposition en produit d'applications symplectiques : La première approche
consiste à écrire le ﬂot hamiltonien sous la forme d'un produit d'applications symplectiques
(Dragt et Finn, 1976, Dragt et al., 1988, Dragt, 1996), i.e. sous la forme :
xf =Mx i = esLHx i = esLf1esLf2esLf3esLf4 . . .x i (2.12)
où les fonctions fk sont des polynômes homogènes de degré k déterminées à partir du Hamilto-
nien H du système considéré. Le facteur esLf2 représente la partie linéaire de la transformation
usuellement écrite par une matrice de transfert R (cf. Eq. 2.1). L'application esLf3 décrit les
termes nonlinéaires d'ordre deux (et parfois supérieurs) correspondant aux coeﬃcients Tjkm,
Ujkmn, etc. du développement de Taylor 2.1 (Dragt et Forest, 1986  Dragt et Abell, 1996
 Dragt, 1996). Le produit d'applications symplectiques 2.12 peut être tronqué sans aucune
diﬃculté à n'importe quel ordre n :
xf =Mx i = esLf1esLf2 . . . esLfn+1x i (2.13)
Par construction la troncature est symplectique. Formellement, cette procédure est appliquée
pour chaque élément. Il est aussi possible de calculer l'application de transfert A pour l'anneau
complet, on obtient alors l'application de premier retour qu'il suﬃt d'itérer pour obtenir un
logiciel de tracking symplectique d'ordre n.
Une diﬃculté pratique apparaît, car l'application de transfertM n'est pas intégrable pour
k supérieur à 2. Cette diﬃculté est levée par l'utilisation d'une fonction génératrice F (q i,pf ) :
F (q i,pf ) = q i · pf + P (q i,pf ) (2.14)
où P est un polynôme à déterminer. On obtient alors la transformation canonique des varia-
bles : {
pi
de´f
= ∂F
∂qi
= pf + ∂P
∂qi
(qi,pf )
qf
de´f
= ∂F
∂pf
= qi + ∂P
∂pf
(qi,pf )
(2.15)
Le polynôme P est déterminé de manière à ce que les applications 2.13 et 2.15 soient égales
jusqu'à l'ordre n : il s'exprime en fonction des générateurs fk (pour plus de détail le lecteur
pourra se rapporter par exemple au guide des méthodes physiques de logiciel MAD [58] ou
au manuel de MARYLIE [29]).
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On remarque que la première équation de l'expression 2.15 est implicite en pf . Elle est
résolue numériquement en utilisant une méthode de Newton. La deuxième équation peut
ensuite être calculée.
Cette approche est suivie, par exemple, par les logiciels MARYLIE [29] et MAD [58]. Une
approche voisine consiste à approximer M par des fonctions de Crémona (voir par exemple
Dragt et Abell, 1996).
Intégration directe : La seconde approche, que nous avons retenue, repose sur l'intégration
directe du Hamiltonien d'un élément de l'anneau. Ce choix se justiﬁe par notre volonté de
réaliser un code d'intégration optimal en termes de vitesse et de précision. Cette méthode
est simple à mettre en ÷uvre et découple deux problèmes distincts, à savoir la simulation et
l'analyse globale de l'anneau. Si le Hamiltonien est intégrable et si la solution analytique se
prête bien au calcul numérique, nous la conserverons. Dans le cas contraire, nous décomposons
le Hamiltonien en deux parties séparément intégrables, H = A+ ǫB où ǫ peut être vu comme
un paramètre de perturbation ; puis nous utilisons le théorème de Baker-Campbell-Hausdorﬀ
(BCH) qui stipule que l'on peut écrire formellement :
esLAesLǫB = esLH˜ (2.16)
avec le Hamiltonien formel :
H˜ = A+ ǫB + s
2
{A, ǫB}+ s
2
12
({A{A, ǫB}}+ {ǫB{ǫB,A}}) + . . . (2.17)
Ainsi l'intégrateur symplectique du premier ordre le plus simple est :
esLH = esLAesLǫB +O(sǫ) (2.18)
Avec l'aide du théorème BCH, des intégrateurs (Sn) d'ordre quelconque n peuvent être
construits :
Sn(s) =
n∏
i=1
ecisLAedisLǫB (2.19)
où les coeﬃcients (ci, di)i=1..n sont déterminées pour que le reste soit d'ordre n. En particulier,
les deux relations suivantes doivent être vériﬁées :
n∑
i=1
ci = 1 et
n∑
i=1
di = 1 (2.20)
Dans la suite, on se restreint à la classe des intégrateurs symétriques, i.e. S−1n (s) = Sn(−s).
Par construction ces intégrateurs sont de reste paire O(s2nǫ). Le célèbre intégrateur d'ordre
2 appelé dans la littérature leapfrog integrator ( saute-mouton ) s'écrit (Ruth, 1983) :
S2 = e
c1sLAed1sLǫBec1sLA (2.21)
avec c1 = 12 et d1 = 1.
Une manière simple pour obtenir des intégrateurs d'ordre plus élevé repose sur le travail
de Yoshida (1990). L'idée principale est de composer le précédent intégrateur d'ordre 2 pour
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obtenir un intégrateur symétrique d'ordre plus élevé. Donc, on pourra écrire un intégrateur
d'ordre 4 comme :
S4(s) = S2(as)S2(bs)S2(as) (2.22)
avec pour condition de faire un pas total de longueur s et d'annuler le terme d'ordre 2, soit :{
2a+ b = 1
2a3 + b3 = 0
⇐⇒


a = 1
2−2 13
b = − 2
1
3
2−2 13
(2.23)
De manière générale, Yoshida montre qu'un intégrateur d'ordre 2n + 2 peut être construit à
partir d'un intégrateur d'ordre 2n en utilisant le schéma symplectique :
S2n+2(s) = S2n(as)S2n(bs)S2n(as) (2.24)
Immédiatement, on obtient : a = 1
2− 2n+1√2 et b = −
2n+1√2
2− 2n+1√2 .
Les deux intégrateurs les plus fréquemment utilisés en physique des accélérateurs circu-
laires5 sont :
 l'intégrateur d'ordre 4 (S4)  initialement établi par Ruth (1983, puis reformulé par
Forest et Ruth, 1990)  que l'on peut aussi écrire :
S4(s) = e
d1sLAec2sLǫBed2sLAec3sLǫBed2sLAec2sLǫBed1sLA (2.25)
avec c2 = 11+α , c3 = (α− 1)c2, d1 = c22 , d2 = αd1 et α = 1− 2
1
3 .
 l'intégrateur d'ordre 6 (S6) (Yoshida, 1990) :
S6(s) = S2(ds)S2(cs)S2(bs)S2(as)S2(bs)S2(cs)S2(ds) (2.26)
avec trois jeux de solutions possibles (cf. Tab. 2.1) et avec toujours un grand pas négatif.
Solution 1 Solution 2 Solution 3
a -0.117767998417887E1 -0.213228522200144E1 +0.152886228424922E2
b +0.235573213359357E0 +0.426068187079180E2 -0.214403531630539E1
c +0.784513610477560E0 +0.143984816797678E1 +0.144778256239930E1
d 1-2(a+b+c)
Tab. 2.1: Trois jeux de coeﬃcients pour construire un intégrateur symplectique d'ordre 6 en utilisant la
méthode de Yoshida. Dans chacun des cas, il existe un grand pas négatif provenant de la relation 2.20 :
d+ 2(a+ b+ c) = 1.
2.1.4 Intégrateurs utilisés
La classe d'intégrateurs que nous avons utilisée est présentée dans l'article de Laskar et
Robutel (2000) auquel le lecteur pourra se référer pour plus de détails.
5Par exemple, dans les logiciels DESPOT [42], TRACY2 [11], SAD [85]
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Si l'on distingue A et B dans l'expression générale du Hamiltonien, les intégrateurs symé-
triques peuvent appartenir à l'une des deux classes SABAk et SBABk déﬁnies par :
SABA2n : ec1sLAed1sLǫB . . . ednsLǫBecn+1sLAednsLǫB . . . ed1sLǫBec1sLA
SABA2n+1 : ec1sLAed1sLǫB . . . ecn+1sLAedn+1sLǫBecn+1sLA . . . ed1sLǫBec1sLA
SBAB2n : ed1sLǫBec2sLAed2sLǫB . . . ednsLǫBecn+1sLAednsLǫB . . . ed2sLǫBec2sLAed1sLǫB (2.27)
SBAB2n+1 : ed1sLǫBec2sLAed2sLǫB . . . ecn+1sLAedn+1sLǫBecn+1sLA . . . ed2sLǫBec2sLAed1sLǫB
Par exemple l'intégrateur leapfrog (Eq. 2.21) appartient à la classe SABA1. C'est un inté-
grateur d'ordre 2 avec pour Hamiltonien formel H˜ = A+ ǫB +O(s2ǫ). L'intégrateur d'ordre
4 de Forest et Ruth (Eq. 2.25) appartient à la classe SABA3 avec H˜ = A + ǫB + O(s4ǫ).
Nous pouvons remarquer la présence de deux pas négatifs pour cet intégrateur, ce qui rend
la valeur absolue de chaque pas intermédiaire relativement grande pour un pas total de 1 :
d1 ≈ 0.6756, d2 ≈ −0.1756, c2 ≈ 1.3512 et c3 ≈ −1.7024. Il s'ensuit que pour de grands pas
d'intégration, la méthode perd de son eﬃcacité (coût élevé, instabilités numériques). Suzuki
(1991) a démontré qu'il est impossible de réaliser un intégrateur symplectique d'ordre n ≥ 3
avec des pas tous positifs. Cependant, le problème des pas négatifs peut être partiellement
solutionné.
Jusqu'à présent, nous n'avons pas pris en compte l'existence du petit paramètre ǫ. La
méthode retenue consiste à déterminer les coeﬃcients (cj, dj) des intégrateurs 2.27 pour avoir
un reste d'ordre O(snǫ+ s2ǫ2) et non plus d'ordre O(snǫ).
Par exemple pour un intégrateur de classe SABA2 (ordre quatre), on a :
SABA2 = e
c1sLAed1sLǫBec2sLAed1sLǫBec1sLA (2.28)
l'unique solution pour les coeﬃcients est :
d1 =
1
2
, c1 =
1
2
(1− c2) et c2 = 1√
3
avec
H˜ = A+ ǫB + s2ǫ2
(
− 1
24
+
c1
4
)
{{A,B}, B}+O(s4ǫ)︸ ︷︷ ︸
O(s4ǫ+s2ǫ2)
(2.29)
De manière similaire pour un intégrateur de classe SBAB2,
SBAB2 = e
d1sLǫBec2sLAed2sLǫBec2sLAed1sLǫB (2.30)
les coeﬃcients positifs solutions sont l'unique triplet :
d1 =
1
6
, d2 =
2
3
et c2 =
1
2
Ce sont ces deux intégrateurs qui ont été retenus pour l'écriture du code de tracking.
En fait, dans le cas particulier où A est quadratique en les impulsions et B ne dépend que
des positions, il est possible d'améliorer encore la méthode en introduisant un correcteur C
déﬁni par (voir Laskar et Robutel, 2000) :
C = e−s3ǫ2 c2L{{A,B},B} (2.31)
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où le coeﬃcient du correcteur c est déterminé pour annuler le terme d'ordre O(s2ǫ2) (voir par
exemple l'expression 2.29 pour l'intégrateur SABA2). On notera que le correcteur introduit
un pas négatif, mais qu'il est d'autant plus petit que l'ordre de la méthode est élevé (Tab 2.2).
n SABAn SBABn
1 1/12 −1/24
2 (2−√3)/24 1/72
Tab. 2.2: Coeﬃcient c du correcteur pour les intégrateurs SABAn et SABAn (extrait de Laskar et Robutel,
2000)
Typiquement, le schéma symplectique avec correcteur s'écrit, par exemple pour un inté-
grateur SABA2 :
SABAC2 = e
−s3ǫ2 c
2
L{{A,B},B}SABA2e
−s3ǫ2 c
2
L{{A,B},B} (2.32)
L'intégrateur avec correcteur est encore symétrique et son reste est d'ordre O(snǫ+ s4ǫ2).
Les intégrateurs que j'utiliserai sont d'ordre deux et quatre. Typiquement, un intégrateur
d'ordre 4 sera utilisé pour intégrer les éléments de type dipôles, quadripôles alors qu'un
intégrateur d'ordre 2 suﬃra pour l'intégration des multipôles individuels.
Nous montrerons qu'un intégrateur d'ordre deux avec correcteur est plus précis d'un ordre
de grandeur que l'intégrateur de Ruth (cf. infra). Je vais maintenant présenter le Hamiltonien
local pour chacun des principaux éléments magnétiques et les approximations réalisées.
2.1.5 Intégration des éléments parfaits
Nous avons vu page 12, l'expression la plus générale du Hamiltonien pour un accélérateur
(cf. Eq. 1.35) exprimée en fonction des trois paires de variables canoniques (x, px), (y, py) et
(l, δ). Cette expression dépend explicitement de la longitude s prise comme variable indépen-
dante.
Dans toute la suite, sauf mention explicite, j'ai choisi de travailler sur la forme quadratique
en les impulsions en réalisant un développement limité au premier ordre de la racine carrée.
Pour mémoire, je rappelle son expression :
H(x, y, l, px, py, δ) = (1 + hx)
p2x + p
2
y
2(1 + δ)
− hx(1 + δ)− eAˆs (2.33)
La première approximation réalisée a consisté à développer la racine carrée de l'expres-
sion 1.35, terme nonlinéaire qui caractérise le fait que les particules sont relativistes. Ce
développement permet d'obtenir une expression polynomiale dans les variables accélérateurs.
Cette approximation est à la base de nombreux code de tracking. Cependant, il est intéressant
de noter que le premier terme négligé est le terme octupolaire,
∆H = (p
2
x + p
2
y)
2
4(1 + δ)3
(2.34)
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c'est un terme purement cinématique6 qui doit néanmoins être pris en compte comme cor-
rection quand l'émittance est grande et lorsque la fonction de Twiss γ est importante (voir
Papaphilippou et Abell, 2000).
Dans ce cas, il suﬃra soit d'introduire des termes d'ordre supérieur du développement
limité de la racine carrée, soit de garder la racine carrée. Ce qui a l'inconvénient majeur de
compliquer les calculs ; de plus, un intégrateur du type SABAn ou SBABn avec correcteur ne
pourra plus être implémenté, car le correcteur {{A,B}, B} n'est en général plus intégrable.
La deuxième approximation fondamentale concerne l'expression générale du champ magné-
tique (cf. Eq. 1.46 page 15) : on suppose que le champ magnétique est constant à l'intérieur
d'un élément et nul à l'extérieur, si bien que le Hamiltonien devient autonome pour un élément
donné. En réalité, la transition est plus douce. En anglais, on parle d'approximation hard edge,
ce qui signiﬁe que les éléments ont un proﬁl magnétique rectangulaire. Cette approximation ne
sera plus suﬃsante pour les machines de faible rayon de courbure. Pour prendre en compte les
champs de fuite, une solution simple consiste à compléter la description des éléments ; nous
en discuterons plus en détail au moment d'aborder les éléments dipolaires.
Les équations du mouvement sont données par les équations de Hamilton :

dx
ds
= ∂H
∂px
dy
ds
= ∂H
∂py
dl
ds
= ∂H
∂δ


dpx
ds
= −∂H
∂x
dpy
ds
= −∂H
∂y
dδ
ds
= −∂H
∂l
(2.35)
Etrangement, bien que certains éléments (dipôle, quadripôles) soient complètement inté-
grables à la suite des deux approximations précédentes, l'intégration est généralement réalisée
en utilisant une solution approchée au moyen d'un intégrateur symplectique. Une des raisons
est que cette démarche est nécessaire si l'on désire obtenir l'application de premier retour
de l'anneau et utiliser des méthodes automatiques d'algèbre diﬀérentielle (e.g. le DA-Package
appelé plus tard Truncated Power Series Algebra  TPSA  développé en FORTRAN77 par
Berz en 1989, voir aussi son livre : Modern Map Methods in Particle Beam Physics, 1999 et
plus récemment The Full Polymorphic Package qui est une extension écrite en FORTRAN90
par Forest [47]).
Au cours de ce travail, je n'étais pas intéressé  dans un premier temps  par le calcul
de l'application de premier retour (analyse globale de l'anneau), c'est pourquoi je conserve
la solution exacte si elle existe  sauf temps prohibitifs de calculs, instabilités numériques,
rendant l'intégration symplectique plus eﬃcace  De plus, je reste convaincu qu'il est très
souvent plus avantageux en termes de temps de calcul d'écrire un code de tracking construit
sur le Hamiltonien local de chacun des éléments (au moins pour les machines à rayonnement
synchrotron).
2.1.5.1 Section droite
Description et Hamiltonien : La section droite, drift en anglais, est l'élément le plus
simple à modéliser dans un accélérateur, car c'est un élément sans champ magnétique (As = 0).
6i.e. un terme qui existe en l'absence de champ magnétique lié à la dynamique relativiste (cf. infra la
section droite).
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Elle est caractérisée par un seul paramètre : sa longueur notée L. En coordonnées rectangu-
laires (h = 0), son Hamiltonien se réduit à la forme (cf. Eq. 2.33) :
H(x, y, l, px, py, δ) =
p2x + p
2
y
2(1 + δ)
(2.36)
Les variables (x, y, l) sont cycliques7, les équations du mouvement sont :

dx
ds
= px
1+δ
dy
ds
= py
1+δ
dl
ds
= − p2x+p2y
2(1+δ)2


dpx
ds
= 0
dpy
ds
= 0
dδ
ds
= 0
(2.37)
Une seule hypothèse de calcul : La linéarité des équations est obtenue par le dévelop-
pement limité du terme cinématique (cf. supra) que j'appelle pour la suite approximation des
petits angles.
Intégration des équations : Le système 2.37 est complètement intégrable de solution :

xf = xi + p
i
x
1+δ
s
yf = yi +
piy
1+δ
s
lf = li − (pix)2+(piy)2
2(1+δ)2
s


pfx = p
i
x
pfy = p
i
y
δf = δ
(2.38)
où les exposants i et f désignent les coordonnées canoniques respectivement à l'entrée et
à la sortie de la section droite de longueur L = s.
Prise en compte des termes négligés : Si la racine carrée est conservée, les équations
du mouvement sont nonlinéaires. Il est néanmoins encore aisé d'intégrer les équations du
mouvement en coordonnées rectangulaires ou curvilignes (cf. annexe A.1 et annexe A.3 ex-
pression A.36). Il est ainsi possible de vériﬁer la validité des approximations réalisées.
2.1.5.2 Aimant de courbure parfait
Un dipôle simple est caractérisé par un rayon de courbure constant ρc et une longueur L ;
en moyenne, il courbe la trajectoire d'une particule d'un angle θ = L/ρc. Son Hamiltonien
s'exprime naturellement en coordonnées curvilignes en utilisant les équations 2.33 et 1.51 :
H(x, y, l, px, py, δ) = (1 + hx)
p2x + p
2
y
2(1 + δ)
− hx(1 + δ) + h(x+ x
2
2ρc
) (2.39)
Par la suite, je ne distinguerai plus le rayon de courbure ρc de l'élément et celui introduit par le
système de coordonnées curvilignes (ρ = h−1). Le terme quadratique en x de l'expression 2.39
traduit une focalisation horizontale purement géométrique du dipôle.
Pour intégrer le Hamiltonien 2.39, je vais me placer dans un cadre un peu plus général. En
eﬀet, dans certaines sources de lumière, comme à l'ALS, il existe des dipôles dits combinés,
car ils comprennent en plus du terme dipolaire, une composante quadripolaire.
7i.e. elles n'apparaissent pas dans l'expression du Hamiltonien, leurs moments conjugués sont donc des
intégrales premières du mouvement.
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A) Dipôle combiné
Description et Hamiltonien : Le Hamiltonien d'un dipôle combiné est déduit des
équations 2.33, 1.51 et 1.53 :
H(x, y, l, px, py, δ) =
p2x + p
2
y
2(1 + δ)
+ hx
p2x + p
2
y
2(1 + δ)
− hx(1 + δ) + h(x+ hx
2
2
) +
b2
2
(x2 − y2)
=
p2x + p
2
y
2(1 + δ)
+ hx
p2x + p
2
y
2(1 + δ)
− hδx+ h2x
2
2
+
b2
2
(x2 − y2) (2.40)
où le coeﬃcient b2 caractérise le gradient quadripolaire. Dans la plupart des codes de tracking
(e.g. BETA [93], DESPOT [42], TRACY [11]), on fait de plus l'approximation dite des grandes
machines en négligeant le terme encadré dans l'équation ci-dessus8, de type hexapolaire, qui
contribue fortement à la chromaticité des petites machines (Dragt, 1982 et Forest, 1998). Si
bien qu'au ﬁnal, le Hamiltonien du dipôle combiné est simplement :
H(x, y, l, px, py, δ) =
p2x + p
2
y
2(1 + δ)
− hδx+ h2x
2
2
+
b2
2
(x2 − y2) (2.41)
On en déduit les équations du mouvement :

dx
ds
= px
1+δ
dy
ds
= py
1+δ
dl
ds
= − p2x+p2y
2(1+δ)2
− hx


dpx
ds
= hδ − (h2 + b2)x
dpy
ds
= b2y
dδ
ds
= 0
(2.42)
Hypothèses de calcul : les approximations (a) des grandes machines, (b) des petits
angles et (c) hard edge pour le champ magnétique ont été supposées pour exprimer le Hamil-
tonien du dipôle combiné sous la forme 2.41.
Intégration exacte des équations : Les équations du mouvement 2.42 sont complè-
tement intégrables (cf. équations de deux oscillateurs harmoniques découplés). La solution
exacte est donnée en annexe A.2 (p. 218) en termes de fonctions trigonométriques circulaires
et hyperboliques.
Intégration approchée des équations : Il est également possible d'utiliser un schéma
symplectique pour intégrer le Hamiltonien 2.41 que l'on décompose en deux parties séparément
intégrables9 :
H = A+B avec A = p
2
x + p
2
y
2(1 + δ)
et B = −hδx+ h2x
2
2
+
b2
2
(x2 − y2) (2.43)
8Ce terme est pris en compte dans le code MAD (Iselin, 1985b)
9Dans la littérature, on parle souvent de schéma drift-kick, car A contient le Hamiltonien d'une section
droite (drift) et B, celui d'un 2n-pôles dont l'action est juste de donner une impulsion (un kick) sur les
moments de la particule.
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Comme annoncé dans la section précédente, ce découpage du Hamiltonien va nous per-
mettre d'utiliser un intégrateur de classe SABAn ou de classe SBABn. Quelque soit le type
d'intégrateur choisi, il suﬃt de savoir évaluer les deux opérateurs esLA et esLB . En fait le
calcul est presque immédiat, dans chacun des cas, il y a au plus un seul crochet de Poisson à
calculer. On obtient les applications respectivement pour A et B :
esLA :


xf = xi + p
i
x
1+δ
s
yf = yi +
piy
1+δ
s
lf = li − (pix)2+(piy)2
2(1+δ)2
s− hxis− h pix
1+δ
s2
2


pfx = p
i
x
pfy = p
i
y
δf = δ
(2.44)
esLB :


xf = xi
yf = yi
lf = li


pfx = p
i
x − ((b2 + h2)xi − hδ) s
pfy = p
i
y + b2y
is
δf = δ
(2.45)
Nous avons également vu qu'il est possible d'améliorer l'intégrateur en introduisant un cor-
recteur (cf. Eq. 2.31). Il suﬃt de savoir calculer et évaluer le double crochet de Poisson
C = {{A,B}, B} :
{{A,B}, B} = 1
1 + δ
(
(α + kx)2 + b22y
2
)
(2.46)
avec α = −δh et k = b2 + h2. L'application déﬁnie pour le correcteur est alors :
esL{{A,B},B} :
{
xf = xi
yf = yi
{
pfx = p
i
x − 2k(α+kx
i)
1+δ
s
pfy = p
i
y − 2b
2
2
1+δ
yis
(2.47)
avec s = −s3 c
2
conformément à l'équation 2.31.
θ
θ
2
(a)
θ
2
θ
(b)
Fig. 2.2: Schéma d'un aimant secteur (a) et d'un aimant à faces parallèles (b). Les angles des coins d'entrée
et de sortie sont ici égaux : θe = θs = θ2 .
Correction due aux coins de l'aimant : Pour être rigoureux, l'expression du Hamil-
tonien du dipôle combiné 2.41 décrit un aimant secteur ou aimant à faces tournées (cf. la
déﬁnition du bloc courbe page 29 et le schéma 2.2-a). Souvent, les aimants d'un accélérateur
sont à faces parallèles (e.g. à l'ALS ou Super-ACO), il est donc nécessaire de corriger les eﬀets
de bord introduits par les coins des aimants (cf. Fig. 2.2-b). Au premier ordre, ces eﬀets se
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modélisent par un champ quadripolaire focalisant horizontalement et défocalisant verticale-
ment10. L'application entre l'entrée et la sortie d'un aimant à faces parallèles est simplement
 au premier ordre  la composition des applications d'un aimant secteur, Msecteur, et des
coins d'entrée, Te, et sortie, Ts, xf = TsMsecteurTexi (Forest et al., 1994), soit pour un angle
d'entrée ou de sortie de l'aimant θu :
Tu(θu) :
{
pfx = p
i
x + hx
i tan θu
pfy = p
i
y − hyi tan θu
avec u = e, s (2.48)
Notons que cet eﬀet sera prépondérant pour les petites machines, car il est proportionnel à la
courbure h.
0B  (s)y
λL +
B
Profil magnétique rectangulaire
s
0 L−λ
++
   : Champ mesuré
Champ de fuite− −
Fig. 2.3: Schéma du proﬁl magnétique longitudinal d'un aimant de longueur L. En approximation hard-edge,
le champ magnétique est constant dans l'élément et nul à l'extérieur. En réalité, le champ magnétique décroît
jusqu'à une valeur nulle de part et d'autre sur une longueur λ : on parle de champ de fuite.
Champs de fuite : Pour les machines à faible rayon de courbure comme Super-ACO, un
eﬀet supplémentaire est encore à ajouter dans le modèle : les champs de fuite. Ce phénomène
est simplement lié au fait que le champ magnétique décroît sur les bords de l'aimant et
n'est pas tout à fait nul juste à l'extérieur du dipôle (l'approximation hard-edge doit être
complétée). Au premier ordre, les champs de fuite induisent une composante quadripolaire
verticale proportionnelle à la courbure h de l'anneau. Le déphasage vertical11 (ψu) est donné
par la formule (Brown, 1982, pp. 116117) :
ψu = −Khg1 + sin
2 θu
cos θu
avec u = e, s (2.49)
avec g la distance entre les deux pôles de l'aimant, h la courbure, θu l'angle d'entrée (e) ou
de sortie (s) et K, l'intégrale :
K =
∫ +∞
−∞
By(s)[B0 −By(s)]
gB20
ds (2.50)
10Pour Super-ACO, les coins de l'ensemble des dipôles induisent les glissement de nombres d'ondes ∆νx =
−2.4× 10−2 et ∆νy = 5.6× 10−2
11Pour Super-ACO, les champs de fuite des dipôles induisent le glissement du nombre d'ondes vertical,
∆νy = 9.4× 10−2 et contribuent à la chromaticité.
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où By(s) est l'amplitude du champs de fuite sur le plan moyen à la longitude s mesurée depuis
l'entrée de l'aimant et B0 est la valeur asymptotique de By(s) dans l'aimant (cf. Fig.2.3).
L'application symplectique Fu du premier ordre incluant les coins et le champ de fuite de
l'aimant :
Fu :
{
pfx = p
i
x + hx
i tan θu
pfy = p
i
y − hyi tan(θu − ψu)
avec u = e, s (2.51)
B) Dipôle simple
Pour un dipôle simple, il suﬃt de poser b2 = 0 dans les formules établies pour le dipôle
combiné.
En annexe A.2, les équations du mouvement sont intégrées pour diﬀérentes approximations
et méthodes d'intégration : (a) sans approximations des grandes machines et des petits angles
en géométrie curviligne et rectangulaire et (b) en prenant en compte le terme des petits
machines.
2.1.5.3 Quadripôle droit
Description et Hamiltonien : Un quadripôle droit est un élément magnétique dont la
vocation est de focaliser la particule qui le traverse ; il a une longueur L et un gradient
magnétique b2 = K ; son Hamiltonien s'exprime naturellement en géométrie cartésienne à
partir des expressions 2.33 et 1.53 :
H(x, y, l, px, py, δ) =
p2x + p
2
y
2(1 + δ)
+
K
2
(x2 − y2) (2.52)
Les équations du mouvement du quadripôle sont (l est cyclique) :

dx
ds
= px
1+δ
dy
ds
= py
1+δ
dl
ds
= − p2x+p2y
2(1+δ)2


dpx
ds
= −Kx
dpy
ds
= Ky
dδ
ds
= 0
(2.53)
Hypothèses de calcul : L'expression du Hamiltonien 2.52 est établie dans (a) l'approxi-
mation des petits angles et (b) l'approximation hard-edge.
Intégration  exacte  : Les équations du mouvement 2.53 s'intègrent directement pour
une longueur s et pour K > 0, on obtient :

xf = cos(ωs)xi + 1
ω(1+δ)
sin(ωs)pix
yf = cosh(ωs)yi + 1
ω(1+δ)
sinh(ωs)piy
lf = li +∆l


pfx = −ω(1 + δ) sin(ωs)xi + cos(ωs)pix
pfy = ω(1 + δ) sinh(ωs)y
i + cosh(ωs)piy
δf = δ
(2.54)
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avec ω =
√
K
1+δ
, s = L et
∆l =
1
4
ω
(
1
2
sin(2ωs)− ωs
)
(xi)2 − 1
4
ω
(
1
2
sinh(2ωs)− ωs
)
(yi)2
− 1
4
1
(1 + δ)2
(
sin(2ωs)
2ω
+ s
)
(pix)
2 − 1
4
1
(1 + δ)2
(
sinh(2ωs)
2ω
+ s
)
(piy)
2 (2.55)
1
2
sin2(ωs)
1 + δ
xipix −
1
2
sinh2(ωs)
1 + δ
yipiy
Cette application de transfert décrit un quadripôle focalisant dans le plan horizontal et défo-
calisant dans le plan vertical. Dans le cas K < 0, il suﬃt de poser K = −K et d'inverser les
fonctions circulaires et hyperboliques dans les équations 2.54. Le quadripôle est alors focalisant
dans le plan vertical.
Intégrateur symplectique : Les solutions s'écrivent comme celles du dipôle combiné (cf.
Eq. 2.44 à 2.47) en posant une courbure nulle, i.e. h = 0.
2.1.5.4 Hexapôle parfait droit
Description et Hamiltonien : Les hexapôles sont inévitablement introduits pour corriger
la chromaticité. Le Hamiltonien d'un hexapôle de force b3 = S et de longueur L s'exprime en
utilisant les équations 2.33 et 1.53 en coordonnées rectangulaires par :
H(x, y, l, px, py, δ) =
p2x + p
2
y
2(1 + δ)︸ ︷︷ ︸
A(px,py ,δ)
+
S
3
(x3 − 3xy2)︸ ︷︷ ︸
B(x,y)
(2.56)
Les équations du mouvement sont (l est cyclique) :

dx
ds
= px
1+δ
dy
ds
= py
1+δ
dl
ds
= − p2x+p2y
2(1+δ)2


dpx
ds
= −S(x2 − y2)
dpy
ds
= 2Sxy
dδ
ds
= 0
(2.57)
Hypothèses de calcul : L'expression du Hamiltonien 2.56 est établie dans (a) l'approxi-
mation des grandes machines, (b) l'approximation hard-edge.
Le schéma d'intégration que nous allons présenter pour l'hexapôle peut simplement se
généraliser pour modéliser un multipôle droit ou tourné quelconque. Par exemple, un 2n-
pôles droit de force bn est modélisable par un Hamiltonien de la forme :
H(x, y, l, px, py, δ) =
p2x + p
2
y
2(1 + δ)
+
bn
n
Re ((x+ jy)n) (2.58)
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Intégration approchée des équations : La partie A(px, py, δ) contient le Hamiltonien
d'une section droite dont la solution a déjà été calculée (cf. Eq. 2.38). Il ne reste plus qu'à
intégrer la partie B(x, y) contenant le potentiel hexapolaire, on obtient l'application :
esLBxi :


xf = xi
yf = yi
lf = li


pfx = p
i
x − S(x2 − y2) s
pfy = p
i
y + 2Sxy s
δf = δ
(2.59)
avec s = L. Usuellement, l'hexapôle est modélisé par une lentille mince de longueur inﬁnitési-
male, e.g. L = 10−6 m. Dans ce cas, il suﬃra de prendre un intégrateur symplectique d'ordre 2.
Si l'hexapôle est modélisé par une lentille épaisse, un intégrateur d'ordre 4 est utilisé comme
pour les éléments magnétiques précédents.
2.1.6 Etude comparative
2.1.6.1 Introduction
Un code d'intégration numérique a été écrit en langage FORTRAN90. Ce code prend
en compte l'ensemble des modèles d'éléments magnétiques précédemment présentés. Ce pro-
gramme est écrit de manière modulaire aﬁn de pouvoir traiter les petites et grandes machines ;
il est possible d'introduire de nouveaux éléments magnétiques (e.g. les dispositifs d'insertion) ;
le code est dédié et optimisé pour le tracking. Les intégrateurs avec ou sans correcteur de type
SABAn et SBABn ont été programmés pour n = 1, 2 et 3. Des intégrateurs d'ordre plus
élévé pourront sans diﬃculté être introduits par la suite. Pour les comparaisons internes,
l'intégrateur d'ordre 4 de Forest et Ruth a également été programmé.
Diﬀérents types de comparaisons ont été eﬀectués, en particulier avec les codes DESPOT
et MAD respectivement sur une maille de l'ALS (grande machine) et de Super-ACO (petite
machine). Les calculs ont été réalisés en double précision sur une station DIGITAL PWS 433
AU (EV56 à 433 MHz).
2.1.6.2 Propriétés
Précision : Nous avons vériﬁé la précision de l'intégration pour chaque élément magnétique
modélisé. Le Hamiltonien est une intégrale première du mouvement. Nous présentons quelques
résultats pour le dipôle combiné dans l'approximation des grandes machines. Son Hamiltonien
est rappelé :
H(x, y, l, px, py, δ) =
p2x + p
2
y
2(1 + δ)︸ ︷︷ ︸
A
−hδx+ h2 x
2
2
+
b2
2
(x2 − y2)︸ ︷︷ ︸
B
avec comme courbure h = 0.2015m−1, gradient quadripolaire b2 = −4×10−3m−2 et longueur
L = 0.86m. Le dipôle est ainsi focalisant dans les deux plans.
Tout d'abord, il est nécessaire de remarquer que le Hamiltonien s'apparente à celui de deux
oscillateurs. Les parties A et B sont comparables i.e. le petit paramètre ǫ est voisin de l'unité.
Donc pour cet élément, il sera inutile de vouloir utiliser un intégrateur d'ordre supérieur à 4
puisque la nouvelle classe d'intégrateurs n'a d'intérêt qui si ǫ est un petit paramètre.
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Les erreurs sur l'énergie du dipôle combiné sont calculées sur un temps d'intégration
de 1 000 passages à travers l'aimant (Fig. 2.4). Pour l'intégration exacte (cf. annexe A.2.4,
page 221), l'erreur est aléatoire avec une dérive numérique linéaire du nombre d'itérations
comme attendu (la précision machine est 2.26× 10−16).
Les trois schémas symplectiques choisis sont le schéma de Ruth et le schéma SABA2 et
SBAB2 avec correcteur. Le dipôle de longueur L est intégré en trois étapes d'intégration
(k = 3). La meilleure des méthodes est l'intégrateur SABA2 qui est plus d'un ordre de
grandeur plus précis que le schéma de Ruth (Fig. 2.4).
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Fig. 2.4: Comparaison à coût constant des in-
tégrateurs SABA2, SBAB2 avec correcteur et
Ruth, pour un dipôle combiné. Erreur sur l'énergie
∆E/E en fonction du nombre N de passages dans
l'aimant. Pour les schémas symplectiques l'erreur
est bornée et périodique.
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Fig. 2.5: Erreur relative sur l'énergie en échelle
logarithmique en fonction de la taille du pas
d'intégration log10(s). Les intégrateurs SABA2,
SBAB2 avec correcteur sont plus précis que l'in-
tégrateur de Forest et Ruth respectivement d'un
ordre et d'un demi ordre de grandeur.
Une étude systématique de la précision des méthodes a également été réalisée. Les inté-
grateurs SABAn et SBABn avec correcteur sont comparés à coût constant (i.e. à nombre
égal d'évaluations) avec le schéma de Ruth. L'erreur relative des intégrateurs symplectiques
est présentée pour n = 2 en fonction du nombre d'étapes d'intégration pour un aimant de
longueur L (Fig. 2.5). En échelle logarithmique, la pente des droites est 4, ce qui correspond
à l'ordre des méthodes utilisées. La méthode SABA2 avec correcteur est plus précise que le
schéma de Ruth d'un ordre de grandeur.
Ce résultat va pouvoir être utilisé pour diminuer, à précision constante, le temps d'inté-
gration des élément magnétique, soit de réduire le temps de tracking. Généralement, une à
deux étapes d'intégration sont gagnées par comparaison avec l'intégrateur de Forest et Ruth.
Déphasage : Un autre point remarquable de cette nouvelle classe d'intégrateurs est sa faible
dérive en phase à nombre égal d'itérations. En comparant la solution numérique obtenue par
le schéma symplectique par rapport à la solution exacte, on note que le déphasage introduit
par la méthode SABA2 est très faible par rapport à l'intégrateur de Ruth et Forest (voir
Fig. 2.6 pour le dipôle combiné et Fig. 2.7 pour une maille complète de l'ALS). Par exemple,
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k=4 k=6 k=8
Méthode N νx N νx N νx
 Exact  - 0.185450 - 0.185450 - 0.185450
Ruth 5 441 0.185267 27 278 0.185414 87 163 0.185439
SABA2 330 503 0.185453 1 664 687 0.185451 5 256 904 0.185450
Tab. 2.3: Comparaison du nombre N nécessaire d'itérations pour obtenir une solution déphasée de 2π par
rapport à l'intégration de référence d'une maille de l'ALS. Le déphasage et le nombre d'ondes sont exprimés
pour diﬀérentes valeurs du nombre k d'étapes d'intégration. Le schéma SABA2 est à chaque fois plus précis
de plus de un à deux ordres de grandeur.
le tableau 2.3 donne le nombre N de tours de l'ALS pour obtenir un déphasage ∆ de 2π
pour diﬀérentes valeurs du nombre d'étapes k d'intégration des dipôles et des quadripôles de
l'anneau12. Une loi d'échelle entre le temps d'intégration T = N × L et le nombre d'étapes k
d'intégration peut être établie. Si L est la longueur de l'élément intégré N fois, et si k est le
nombre d'étapes pour intégrer l'aimant. Alors le pas de l'intégrateur pour chaque étape est
L/k et on établit : (
k2
k1
)4
=
N2
N1
où N1, N2 correspondent au nombre de fois qu'il faut intégrer l'aimant de longueur L, respec-
tivement en k1 et k2 étapes, pour obtenir un déphasage ∆ = xsymp(T )− xexact(T ) = 2π entre
le schéma symplectique (xsymp) et exact (xexact). En eﬀet, en se souvenant que la méthode est
d'ordre 4 et en ne gardant que les termes de plus bas degré, on peut écrire :
∆ = |xsymp(T )− xexact(T )| = T ×
(
L
k
)4
= Cte
Notons que le déphasage n'est pas une grandeur fondamentale pour déterminer si un inté-
grateur numérique est meilleur qu'un autre. Nous avons vu précédemment qu'un intégrateur
symplectique peut être vu comme un modèle d'un élément magnétique. Ainsi pour retrouver
les bons nombres d'ondes, il suﬃrait d'ajuster les conditions initiales.
12Idéalement, pour retrouver la solution  exacte , il suﬃt de faire tendre k vers l'inﬁni.
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Fig. 2.6: Déphasage ∆ des solutions du dipôle
combiné introduit par les schémas SABAC2 et de
Ruth par rapport à la solution  exacte . Le dé-
phasage est inférieur de deux ordres de grandeur
pour la nouvelle classe d'intégrateur.
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Fig. 2.7: Déphasage introduit par les schémas sym-
plectiques pour l'intégration sur N tours de l'ALS.
Les quadripôles et dipôles sont intégrés en k = 4
étapes. Dès 5 441 tours, le schéma de Ruth in-
troduit un déphasage complet (remarquer la diﬀé-
rence d'échelle verticale pour les deux méthodes).
Jusqu'à présent, l'analyse de la précision des méthodes symplectiques n'a pas été réalisée.
Cependant, une remarque concernant la taille des pas d'intégration peut être faite. Pour cela,
décrivons succinctement le schéma d'intégration numérique d'un élément de longueur L = 1
avec l'intégrateur SABA1 dont l'expression est rappelée13 :
xf = ec1LA ed1LB ec1LAxi︸ ︷︷ ︸
xic1︸ ︷︷ ︸
xi
d1
(2.60)
avec 2c1 = 1 et d1 = 1. Dans ce cas l'intégration est réalisée en deux pas suivant A et un pas
suivant B. Si l'intégration est réalisée en k étapes, le schéma d'intégration 2.60 est composé
k fois avec un pas L = L/k.
Ce processus est illustré pour les intégrateurs SABA2 et de Forest et Ruth (schéma 2.8
pour k = 1). Pour l'intégrateur SABA2 les pas, tous positifs, sont petits, plus ﬁns sur les
bords de l'élément et plus grands en son centre (cf. condition 2.20). L'intégrateur de Forest et
Ruth est caractérisé par la présence de grandes valeurs de pas. Pour intégrer A, on fait deux
pas positifs 2 × 0.6756 = 1.3512 et deux pas négatifs 2 × −0.1724 = −0.3512 ; pour intégrer
B, deux pas positifs 2× 1.3512 = 2.7024 et un grand pas négatif −1.7024.
La valeur des pas d'intégration a probablement une incidence sur la taille du reste des mé-
thodes symplectiques et donc sur leur précision et phase. Des études plus complètes pourront
être entreprises pour préciser ces phénomènes.
13Le lecteur pourra aisément étendre ce schéma aux autres classes d'intégrateurs.
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Fig. 2.8: Schéma pour l'intégration des parties A et B d'un Hamiltonien avec (a) l'intégrateur de Forest et
Ruth et (b) l'intégrateur SABA1.
Conclusion : Dans les approximations réalisées, il est nécessaire de trouver un compromis
entre la précision et le temps de calcul. L'utilisateur peut selon les besoins modiﬁer la précision
de calcul en jouant sur le nombre d'étapes d'intégration d'un élément de longueur L. La
nouvelle classe d'intégrateurs utilisée permet de d'obtenir un intégrateur plus eﬃcace que le
schéma classique de Forest et Ruth à précision de calcul égale.
2.2 Analyse en Fréquence
2.2.1 Introduction
Longtemps, le mouvement du Système Solaire a semblé être d'une régularité parfaite. Pour
étudier sa dynamique globale, Jacques Laskar a développé l'Analyse en Fréquence qui lui a
permis de mettre en évidence du chaos dans le Système Solaire (Laskar, 1988, 1990). Cette
méthode numérique utilise une méthode de Fourier raﬃnée ; elle est adaptée pour l'analyse
de la stabilité des orbites d'un système conservatif. Cette méthode a ensuite été appliquée à
l'étude da la stabilité de l'obliquité des planètes puis de la Terre (Laskar et Robutel, 1993a
et 1993b). Rapidement, elle a été utilisée pour caractériser la dynamique d'autres systèmes :
application standard (Laskar, Froeschlé et Celleti, 1992  Carletti et Laskar, 2000), dynamique
galactique (Papaphilippou et Laskar, 1996 et 1998), dynamique des accélérateurs (Dumas et
Laskar, 1993  Laskar et Robin, 1996  Papaphilippou, 1999).
L'Analyse en Fréquence permet de caractériser ﬁnement la dynamique d'un système à n
degrés de liberté, est particulièrement adaptée aux systèmes à 3 degrés de liberté. Pour des
orbites régulières, la méthode donne une représentation analytique des solutions alors que
pour des orbites non régulières, elle fournit des critères permettant de caractériser le degré de
nonlinéarité du système.
2.2.2 Application fréquence
Pour l'écriture de cette partie, je me suis inspiré des articles de J. Laskar décrivant de
manière exhaustive la méthode d'Analyse en Fréquence (1992, 1993, 1994 et 1999).
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Pour décrire la méthode d'Analyse en Fréquence, nous allons d'abord nous placer dans le
cas général d'un système Hamiltonien autonome à n degrés de liberté écrit sous la forme :
H = H0 + ǫH1 (2.61)
où H0 représente la partie intégrable du mouvement et H1 un terme de perturbation  dans
le cadre de la dynamique d'un accélérateur, nous avons vu au cours du chapitre 1 (page 20)
que H0 décrit le mouvement bétatron et H1 décrit par exemple les défauts multipolaires 
Supposons qu'en l'absence de perturbation (ǫ = 0), le système puisse s'écrire en variables
actions-angles (I, θ). Alors les équations du mouvement se réduisent à :{
dθk
dt
= ∂H0
∂Ik
= νk(I)
dIk
dt
= 0
⇒
{
θk(t) = νk(I)t+ θ0k
Ik(t) = Ik0
avec k = 1, . . . , n (2.62)
Les solutions 2.62 peuvent s'écrire sous forme complexe zk = I0kejθk , soit :
zk(t) = z0ke
jνkt, avec z0k = zk(0) et k = 1, . . . , n (2.63)
Les orbites 2.63 sont conﬁnées sur des tores de dimensions n, produits de cercles de rayons I0k
parcourus aux fréquences ν(I0) = (ν1(I0), . . . , νn(I0)) (cf. Fig. 2.9 pour n = 2). S'il existe une
θ1
θ2
xi
Ι2
Ι1
Fig. 2.9: Espace des phases d'un système à deux degrés de liberté en coordonnées actions-angles (I1, I2, θ1, θ2).
Les orbites (xi) sont conﬁnées sur des tores de dimension 2.
bijection entre les actions et les fréquences, i.e. si la condition de non-dégénérescence suivante
est vériﬁée :
det
(
∂ν(I)
∂I
)
= det
(
∂2H0(I)
∂I2
)
6= 0 (2.64)
alors le mouvement peut être décrit de manière équivalente par les actions Ik ou les fréquences
νk ; on déﬁnit alors l'application, F , dite application fréquence :
F : (I1, . . . , In) 7→ (ν1, . . . , νn) (2.65)
Si de plus, on se place sur une surface d'énergie constante (H0(I) = Σ), alors seulement (n−1)
actions sont indépendantes et l'application fréquence 2.65 devient (si par exemple, νn 6= 0) :
F : (I1, . . . , In−1) 7→ (ν1
νn
, . . . ,
νn−1
νn
) (2.66)
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Le problème qui nous préoccupe est de savoir ce qu'il advient de ces orbites sous l'eﬀet
d'une perturbation faible. La réponse est fournie par le théorème KAM (Kolmogorov-Arnold-
Moser, voir par exemple les références incluses in Laskar, 1999) : sous des conditions très
générales, pour une perturbation suﬃsamment faible, la plupart des tores du système non
perturbé (H0) subsistent mais sont déformés. Ce sont les tores dont les vecteurs fréquences
vériﬁent la condition dite diophantienne :
| <m, ν > | ≥ Cǫ|m|τ , τ > n et ∀ m ∈ Z
n (2.67)
où Cǫ est une constante dépendant de ǫ et de H0 : ils sont appelés tores KAM. Les tores
de H0 pour lesquels < m, ν >= 0 sont appelés tores résonants et sont détruits d'après le
théorème KAM. Entre les tores KAM, les orbites sont en général chaotiques. Cependant, il
est encore possible de construire une application fréquence (voir Laskar, 1999). Les solutions
KAM peuvent alors s'exprimer sous la forme :
zk(t) = zk0e
jνkt +
∑
mi
akmie
jωmi t, mi ∈ Zn (2.68)
Les coeﬃcients ωmi sont combinaison linéaire de n fréquences indépendantes appelées fréquen-
ces fondamentales du système, i.e. ωmi =<mi, ν >= mi1ν1 + . . .+mnνin.
La méthode d'Analyse en Fréquence repose sur la construction de l'application fréquence
numérique, F T , en recherchant une décomposition quasi-périodique d'une trajectoire sur un
temps d'intégration ﬁni T et en utilisant une technique de Fourier raﬃnée (Laskar 1988, 1993
et 1999), i.e. sous la forme d'un nombre ﬁni N de termes :
zk(t) = zk0e
jνkt +
N∑
i=1
akmie
j<mi,ν>t, mi ∈ Zn (2.69)
où les coeﬃcients akmi sont ordonnés par amplitude décroissante14 et ν est le vecteur de
fréquences fondamentales.
A énergie ﬁxée, une trajectoire de l'espace des phases vit sur une surface d'énergie de di-
mension 2n− 1. Habituellement, on observe le mouvement dans une surface de Poincaré, i.e.
que l'on enregistre une trajectoire discrète en ﬁxant un des angles θk, par exemple θn = 0 mo-
dulo 2π (cf. Fig. 2.10). Les fréquences fondamentales déduites du signal quasi-périodique 2.69
sont exprimées par rapport à la section de Poincaré, donc par exemple dans notre cas νn = 1.
Le mouvement est donc restreint sur un espace de dimension 2n− 2.
Pour l'Analyse en Fréquence, une condition plus stricte est adoptée : on ﬁxe les n angles
θk = θ0k. Dans ce cas, le mouvement est étudié dans un espace de dimension n − 1. Il est
caractérisé par la donnée de n− 1 actions.
En ne conservant que les fréquences fondamentales de la décomposition quasi-périodique
(Eq. 2.69) obtenue après intégration sur un intervalle de temps [τ, τ + T ], on construit
l'application fréquence numérique :
F Tθ0 : R× Rn−1 −→ Rn−1
(τ, I1, . . . , In−1) 7→ (ν1, . . . , νn−1) (2.70)
14Pour un signal quasi-périodique, les coeﬃcients ak
mi
décroissent très vite, si bien qu'un nombre N faible
de termes suﬃt pour reconstruire le signal avec une grande précision.
50
CHAPITRE 2. MÉTHODES ET OUTILS
(2)
θ 0n=
(1)
I k
kq
p k
(b) (1)(2)
(3)
(4)
O
θ k
(a)
Fig. 2.10: Section de Poincaré (a) : à chaque tour de l'accélérateur, la trajectoire discrète de la particule est
enregistrée dans le plan θn = 0. (b) Espace des phases (xk =
√
2Ik cos θk, pk =
√
2Ik sin θk) au temps (i).
2.2.3 Propriétés de l'application fréquence numérique
L'étude des propriétés de l'application F T va nous donner des informations sur le système
dynamique (résonances, nonlinéarités, chaos).
1. L'image F Tθ0(τ, I) est indépendante du choix dans angles initiaux θ0 (cf. sur un tore,
les fréquences ne dépendent pas de la phase) et F T est une fonction régulière pour une
trajectoire KAM. Inversement, la non-régularité de F T (τ, I) nous permettra de mettre
en évidence les phénomènes résonants et les zones chaotiques.
2. La convergence de la méthode est rapide et suit une loi en 1
T 4
en utilisant une fenêtre de
Hanning alors qu'une transformée de Fourier rapide (FFT) converge en 1
T
(Laskar, 1999).
En eﬀet, l'algorithme de la FFT présuppose que le signal recherché est périodique, alors
que l'Analyse en Fréquence cherche à reconstruire une plus grande classe de signaux,
à savoir les signaux quasi-périodiques de la forme (2.69) ; ce point fondamental rend
la méthode plus apte à l'étude d'un système dynamique. Cette propriété permet de la
calculer sur un temps d'intégration T court et de faire de la prédiction à long terme.
3. L'application F Tθ0 est invariante par translation dans le temps τ pour une trajectoire ré-
gulière (trajectoire KAM). A l'inverse, la variation avec le temps des fréquences, appelée
diﬀusion, pourra être utilisée comme indice de stabilité et de chaoticité de la trajectoire.
La diﬀusion des orbites nous donnera de précieuses informations sur la stabilité globale
de la dynamique du système étudié. Pour un système à deux degrés de liberté, l'espace
des phases est de dimension 4, les surfaces d'énergie de dimension 3 et l'espace des
fréquences de dimension 1 (cf. réduction par la conservation de l'énergie). Une orbite
KAM est représentée par un point dans l'espace des fréquences et vit sur un tore de
dimension 2. Une orbite non régulière n'est pas un point mais une courbe révélant la
diﬀusion entre les orbites régulières (cf. Fig. 2.11-a). Il est clair que dans l'espace des
fréquences, un point (dimension 0) sur une courbe de dimension 1 empêche tout mou-
vement régulier d'avoir de grandes excursions en amplitude. De manière équivalente, en
se plaçant dans l'espace des phases, un tore de dimension 2 sépare une surface d'énergie
(dimension 3) en une partie intérieure et une partie extérieure : c'est donc une barrière
topologique à la diﬀusion.
Pour un système à trois degrés de liberté, la situation n'est plus du tout la même. Un
point n'arrête pas la diﬀusion dans un plan (cf. Fig. 2.11-b). Vus dans l'espace des phases,
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les tores de dimension 3 ne sont plus des frontières topologiques à la diﬀusion pour une
surface d'énergie de dimension 5. Cependant il peut être montré que la diﬀusion est
quasi-nulle au voisinage des orbites régulières. Au voisinage d'une trajectoire KAM, la
diﬀusion décroît exponentiellement si bien qu'un grand nombre de trajectoires régulières
joue le rôle de barrière eﬀective à la diﬀusion (résultat de Morbidelli et Gorgilli, 1995).
1ν 2 /
ν 3 1ν/
ν 2 ν1/(a)
ν
(b)
Fig. 2.11: Diﬀusion pour un système à deux degrés de liberté (a), e.g. l'application d'Hénon (cf. infra) : la
diﬀusion est conﬁnée par les trajectoires régulières qui sont des points dans l'espace des fréquences. Pour trois
degrés de liberté (b), e.g. la dynamique transverse d'un accélérateur, la diﬀusion n'est plus conﬁnée par les
trajectoires régulières ; la diﬀusion est cependant faible en leur voisinage (Laskar, 1994)
2.2.4 Applications préliminaires
Avant d'appliquer l'Analyse en Fréquence à l'étude de la dynamique des accélérateurs, deux
applications simples vont être présentées succinctement. Le pendule mécanique qui modélise la
dynamique au voisinage d'une résonance. Puis, l'application d'Hénon qui est une application
nonlinéaire et me permettra d'introduire quelques notions supplémentaires sur l'étude de la
dynamique des systèmes.
2.2.4.1 Le pendule
Le Hamiltonien d'un pendule rigide peut s'écrire sous la forme :
H = p
2
2
− a cos q, a ∈ R+ (2.71)
où q est l'angle de rotation du pendule et p sa dérivée temporelle. Le pendule est un système
dynamique à un degré de liberté complètement intégrable qui permet de modéliser la dyna-
mique au voisinage d'une résonance (voir par exemple, Chirikov, 1979). Son portrait de phase
(p, q) est tracé pour diﬀérentes valeurs de l'énergie (Fig. 2.12-a). Deux régimes peuvent être
mis en évidence :
 le régime de libration (H < a) où le pendule eﬀectue des oscillations autour de l'origine
de période :
T (H) =
∫ arccos H
a
− arccos H
a
dq√
2(H + a cos q) (2.72)
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 le régime de circulation où l'énergie du pendule (H > a) est assez grande pour lui
permettre d'eﬀectuer des mouvements de rotation de période :
T (H) =
∫ 2π
0
dq√
2(H + a cos q) (2.73)
(d)
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Fig. 2.12: Espace des phases (q, p) du pendule rigide (a) et courbes en fréquence ν(q). Au voisinage du
point hyperbolique (b), la courbe en fréquence présente une singularité logarithmique. Au voisinage du point
elliptique (c), la courbe en fréquence est nulle (plateau). Après échantillonnage en moment p, les projections
(d et e) des courbes en fréquences sont identiques pour le régime de circulation.
Le pendule admet deux points ﬁxes correspondant aux positions d'équilibre stable et
instable : l'origine (p, q) = (0, 0) est un point ﬁxe elliptique et (p, q) = (0, π) est un point ﬁxe
hyperbolique.
La courbe en fréquence νπ(p) = 2πT est tracée pour q = π, i.e. passant par le point
hyperbolique et y admet une singularité logarithmique. La période de rotation (Eq. 2.73) est
alors (voir par exemple Tabor, 1988 p. 11 sqq. et Laskar, 1993) :
T (H) = 2√
p2 + 4a
sn
(
π
2
,
√
4a
p2 + 4a
)
, (2.74)
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avec sn(x, k), la fonction sinus elliptique de Jacobi :
sn(x, k) =
∫ x
0
dϕ√
1− k2 sin2 ϕ
(2.75)
La courbe en fréquence ν0(p) calculée pour q = 0 est identiquement nulle pour p2 < 4a,
car la fréquence de circulation est nulle. Par contre au-delà, elle vaut ν0(p) = νπ(
√
p2 − 4a).
Ces deux courbes sont fondamentales, car elles décrivent le comportement de l'application
fréquence au voisinage d'une résonance (Laskar, 1993). La courbe νπ(p) décrit son comporte-
ment lorsqu'un point hyperbolique est traversé (Fig. 2.12-b), la courbe ν0(p) lorsqu'une île de
résonance est traversée (Fig. 2.12-c). Si l'on projette la courbe ν(q) sur l'axe des fréquences,
pour un échantillonnage uniforme en p, l'allure de la courbe en fréquence ne dépend pas du
choix de q0 dans le régime libration (cf. courbes 2.12-d et 2.12-e et propriété (1) p. 51). Par
contre l'échantillonnage est plus ﬁn au voisinage de île de libration qu'au voisinage du point
hyperbolique, car la variation de la fréquence est plus rapide (cf. singularité logarithmique).
2.2.4.2 L'application d'Hénon
L'application d'Hénon (Hénon et Heiles, 1964 et Hénon, 1969) est la plus simple des
applications non triviales symplectiques polynomiales à deux degrés de liberté (Bazzani et
al., p. 77) : (
q′
p′
)
=
(
cosω sinω
− sinω cosω
)(
q
p+ ǫq2
)
(2.76)
où p et q sont des variables canoniques et ω est le nombre de rotation. Elle dérive du Hamil-
tonien dépendant explicitement du temps s :
H(p, q; s) = ω
2
(q2 + p2) +
ǫ
3
q3δ2π(s) (2.77)
avec δ2π la fonction de Dirac 2π-périodisée.
Malgré sa simplicité, l'application d'Hénon contient une grande partie de la dynamique
nonlinéaire que nous rencontrerons dans les chapitres suivants. La partie quadratique du
Hamiltonien 2.77 modélise le mouvement bétatron perturbé par un hexapôle situé en s = 0
(cf. Wiedemann, Tome II ou Lee, 1998). Je ne l'introduis ici que pédagogiquement pour
illustrer les propriétés de l'application fréquence énoncées dans la section 2.2.3 et également
pour discuter des résonances induites par une perturbation de type hexapolaire (pour plus de
détails, voir le travail de Bazzani, Todesco, Turchetti et Servizi, 1994).
Dans ce cas, l'application fréquence est simplement déﬁnie par :
F T : R → R
q 7→ ν (2.78)
Les portraits de phases de l'application d'Hénon sont tracés pour diﬀérentes valeurs de la
fréquence linéaire ω et pour un nombre d'itérations T = 2000 (Fig. 2.14) et mettent respec-
tivement en évidence des résonances d'ordre 4, 5, 6 et 7 (cf. grands îlots de résonance). Pour
chacun des cas, la courbe en fréquence ν(q) pour p = 0 et q > 0 est adjointe. C'est une courbe
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monotone de l'amplitude p excepté au voisinage des résonances. L'étude de la régularité de
ν(q) révèlent également des résonances d'ordre plus élevé.
Similairement au cas du pendule, lorsque ν(q) traverse une île, on observe un plateau, et au
voisinage d'un point hyperbolique une discontinuité de l'application fréquence. L'application
d'Hénon est suﬃsamment simple pour pouvoir calculer analytiquement la variation de ν avec
q. Pour cela, on écrit une forme normale de l'application d'Hénon au voisinage de l'origine
qui est un point ﬁxe elliptique (voir Bazzani et al., 1994). Les largeurs de résonance peuvent
aussi être calculées et dépendent à la fois de q et de ǫ. A l'origine, on retrouve la fréquence
linéaire, i.e. ν(0) = ω.
Tore irrationel
Tore irrationel
Tore rationnel
Système intégrable Système perturbé
Fig. 2.13: Perturbation d'un système : destruction d'un tore rationnel de fréquence ν = 14 en quatre points ﬁxes
elliptiques et quatre points ﬁxes hyperboliques. Les tores irrationels sont faiblement déformés. Au voisinage
de chaque point elliptique, le raisonnement peut être réappliqué.
L'apparition de résonances de tout ordre sous l'action d'une perturbation, me permet
d'introduire un résultat général sur la dynamique d'un système Hamiltonien. En eﬀet, d'après
le théorème KAM (cf. page 50), nous avons vu que la majorité des trajectoires du système
linéaire subsistent sous l'eﬀet d'une faible perturbation15. Par contre, tous les tores résonants
sont détruits. La condition de résonance pour deux degrés de liberté est :
<m, ν >= 0 ⇐⇒ qν − p = 0 ⇐⇒ ν = p
q
, m = (p, q) ∈ Z× Z⋆ (2.79)
Ces orbites sont q-périodiques. Quel est le destin des tores résonants sous l'action d'une
perturbation ? Le théorème des points ﬁxes de Poincaré-Birkhoﬀ (voir par exemple, Arnold et
Avez, 1968) stipule que le cercle d'orbites périodiques de fréquence rationnelle ν = p
q
pour le
système non perturbé dégénère en nombre paire (2kq) points ﬁxes : kq points ﬁxes elliptiques
alternés avec kq point ﬁxes hyperboliques. Dans chacune des îles, ce schéma peut être appliqué
de nouveau au voisinage des orbites elliptiques (cf. Fig. 2.13).
15En toute rigueur, le théorème KAM ne peut pas s'appliquer directement à l'application 2.76 en prenant
comme partie non perturbée la rotation (ǫ = 0), car elle est une application de torsion nulle (i.e. dω
dq
= 0).
Pour appliquer le théorème KAM, il faut construire une forme normale d'ordre 2. En notations complexes,
l'application d'Hénon 2.76 s'exprime sous la forme : z′ = q − jp = ejω(z − i4 (z + z¯)2, où z¯ est la notation
pour le complexe conjugué de z. Succinctement, on eﬀectue un changement de variables z → ζ. Dans la
nouvelle variable, la forme normale d'ordre deux s'écrit comme une rotation dépendant de la distance à
l'origine ζζ¯ (Bazzani, Todesco, Turchetti et Servizi, 1994, p. 96 sqq.) : ζ ′ = exp(jΩ(ζζ¯))ζ avec Ω(ζζ¯) =
ω − 116
[
3 cot ω2 + cot
3ω
2
]
ζζ¯. Le deuxième terme de Ω est bien non nul et correspond à la torsion de la forme
normale d'ordre 2.
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Fig. 2.14: Portraits de phase (q, p) et courbes en fréquence associées ν(q) pour p = 0 de l'application d'Hénon.
La fréquence linéaire ω a été choisie dans chacun des cas pour mettre en évidence des résonances d'ordre 4
(a, ω = 0.251), 5 (b, ω = 0.205), 6 (c, ω = 0.180) et 7 (d, ω = 0.150). Des résonances d'ordre plus élevé
apparaissent et limitent l'ouverture dynamique.
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Fig. 2.15: Ouverture dynamique (qmax) associée à l'application d'Hénon en fonction de la fréquence linéaire ω
normalisée par 2π. L'ouverture dynamique est limitée par la résonance entière pour 0 < ω < 0.013. Au-delà,
elle est contrainte par des résonances d'ordre plus élevé. L'ouverture dynamique est nulle pour ω = 1 et 1/3 ;
elle est inﬁnie en ω = 0.5.
La notion de  dangerosité  d'une résonance pour la dynamique est un problème à part
entière. Par exemple, les résonances 1 et 1/3 conduisent toujours à des instabilités quelque
soit l'amplitude d'oscillation initiale q0 : l'ouverture dynamique est nulle ; pour ω2π = 1/2, la
dynamique est toujours stable : l'ouverture dynamique est inﬁnie. Pour toutes les autres réso-
nances, il existe une amplitude maximale non nulle (qmax) au-deçà de laquelle le mouvement
est stable. Au voisinage des points hyperboliques le mouvement est chaotique mais borné.
Par contre aux grandes amplitudes (q > qmax), les orbites résonantes sont suﬃsamment exci-
tées pour détruire toutes les trajectoires. La dernière trajectoire fermée16 déﬁnit l'ouverture
dynamique qui est fortement marquée par les résonances (cf. Fig. 2.14 et Fig. 2.15).
Ces résultats me permettent de rappeler, qu'un 2n-pôles peut engendrer des résonances de
tout ordre. En eﬀet, il est parfois aﬃrmé, par exemple, que les hexapôles ne peuvent générer
que des résonances d'ordre un et trois. Cette idée fausse provient du fait que si l'on applique
une théorie de perturbation du premier ordre, seules des résonances d'ordre inférieur à n
apparaissent (voir par exemple Hagedorn, 1957, Schoch, 1958 ou Guignard 1978) ; de plus, les
calculs ne sont en général pas faits aux ordres supérieurs (voir par exemple, Bazzani et al.,
1994, Bengtsson, 1988).
16Mathématiquement, l'ouverture dynamique serait déﬁnie par l'existence de la dernière trajectoire KAM.
Cependant, cette déﬁnition serait trop pessimiste.
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2.2.5 Accélérateurs : carte en fréquence
2.2.5.1 Application fréquence
La première application de l'Analyse en Fréquence à l'étude de la dynamique des accélé-
rateurs a été eﬀectuée sur des modèles de l'Advanced Light Source (Dumas et Laskar, 1993,
Laskar et Robin, 1996).
Nous avons vu au cours du premier chapitre que la dynamique transverse d'un accélérateur
est modélisée par un système à (2+1) degrés de liberté, où le troisième degré de liberté provient
de la dépendance en longitude s du Hamiltonien global.
L'Analyse en Fréquence se trouve être un outil particulièrement adapté à l'étude d'un tel
système. En eﬀet, en adoptant les positions et moments canoniques usuelles, (x, y, s, px, py, ps),
deux des conditions initiales peuvent être ﬁxées, par exemple les moments p0x = p0y = 0, pour
un jeu de conditions initiales (x0, y0), la trajectoire de phase est intégrée numériquement et
l'on enregistre la trajectoire phase discrète (x(k)(t), y(k)(t), p(k)x (t), p(k)y (t)) sur une section de
Poincaré pour une longitude s donnée, typiquement s = 0 à chaque tour k pendant un temps
d'intégration T (Fig. 2.16). L'approximation quasi-périodique du signal zu(t) = u(t) + iv(t)
est recherchée sous la forme (cf. page 50) :
zu(t) = aue
iνut +
N∑
k=1
amke
i<mk,ν>t, (2.80)
avec u = x (resp. y) et v = px (resp. py), ν = (νx, νy, 1) le vecteur de fréquences fondamentales
qui correspond aux deux nombres d'ondes et à la fréquence de premier retour sur la surface
de Poincaré ; mk = (m1k,m2k,m3k) un multi-indice et <mk, ν >= m1kνx +m2kνy +m3k.
x(s)
(1)(2)
(3)
(4)
O
p  (s)
x
N2pi
0s
y
xs
p  = p   + 
s=0
Fig. 2.16: Section de Poincaré en s = 0 pour un accélérateur de particules et trajectoire de phase (x, px)
enregistrée aux temps discrets i.
L'application fréquence est alors de dimension deux :
F T : R2 → R2 (2.81)
(x, y) 7→ (νx, νy)
Donc, si l'on choisit les positions (x0, y0) sur une grille de conditions initiales balayant par
exemple l'ensemble de l'ouverture physique de l'accélérateur, on va pouvoir construire une
carte en fréquence. Toute la puissance de l'Analyse en Fréquence pour un système à 3 degrés de
liberté repose sur le fait qu'une carte en fréquence dévoile la dynamique de manière exhaustive.
L'étude des cartes en fréquence que je présenterai dans le chapitre suivant révélera de manière
naturelle les principales résonances contraignant la dynamique transverse du faisceau.
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2.2.5.2 Principe de construction
Nous allons décrire la construction de la carte en fréquence de l'Advanced Light Source,
carte qui a la particularité d'être très simple à lire.
Pour chacune des conditions initiales (x0, y0), la trajectoire de la particule est intégrée
numériquement sur 2×1 000 tours consécutifs. Ce nombre de tours est justiﬁé par le temps
d'amortissement qui, pour l'ALS, est dix fois supérieur.
Si la particule a survécu (i.e. sa trajectoire n'a pas divergé), ses conditions initiales (x0, y0)
appartiennent à l'ouverture dynamique. Les 1 000 premiers tours de l'intégration sont utilisés
pour calculer avec l'Analyse en Fréquence les nombres d'ondes (ν(1)x , ν(1)y ). On a ainsi obtenu
le premier point de l'ouverture dynamique de l'ALS et de sa carte en fréquence.
Les 1 000 tours suivants servent à calculer de nouveau les nombres d'ondes (ν(2)x , ν(2)y ). Si
l'orbite n'est pas régulière les deux jeux de fréquences vont diﬀérer, car l'orbite aura diﬀusé.
On déﬁnit alors un indice de stabilité D :
D = log10
(√(
ν
(2)
x − ν(1)x
)2
+
(
ν
(2)
y − ν(1)y
)2)
(2.82)
La diﬀusion sera codée par des niveaux de gris ou des couleurs (Annexe B) à la fois sur la
carte en fréquence et sur l'ouverture dynamique. Cet indice se révèle être un excellent critère
de stabilité à long terme (voir le travail de Dumas et Laskar, 1993).
Ce processus de construction est réitéré pour chaque point de la grille de conditions ini-
tiales. Puisque la première contribution au glissement des nombres d'ondes est quadratique,
νx = ν0x+kxxx
2 (cf. Eq. 1.76 page 20), le choix le plus judicieux comme pas d'incrémentation
des conditions initiales est un pas suivant une loi en racine carrée (i.e. à choisir l'action).
Ce qui nous permet d'obtenir une détermination plus grossière de l'ouverture dynamique au
voisinage du point de fonctionnement mais beaucoup plus ﬁne sur les bords de l'ouverture
dynamique, i.e. là où précisément les résonances limitent la stabilité du faisceau.
La carte en fréquence et l'ouverture dynamique de l'ALS sont données par la ﬁgure 2.17.
Le point de fonctionnement (νx, νy) = (14.25, 8.18) est le coin supérieur droit de la carte. Le
bord supérieur (respectivement inférieur) de la carte correspond à la variation des nombres
d'ondes avec l'amplitude pour νy(y) à x = 0 (respectivement νx(x) à y = 0).
Trois types de zones peuvent être distinguées sur la carte en fréquence (Fig. 2.17) :
les zones régulières (zones A) où les points de l'espace des fréquence sont régulièrement
espacés et caractérisés par une faible diﬀusion. Le mouvement est typiquement un mou-
vement bétatron régulier.
les résonances (zones B) qui sont les droites de pente rationnelle, pνx + qνy + r = 0. Si une
résonance est traversée au voisinage d'une zone elliptique, on observe une droite dans
l'espace des fréquences (ce phénomène est renforcé pour une résonance isolée). Si une
résonance est traversée au voisinage d'une zone hyperbolique, il y a désertion de points
autour de la résonance.
les zones chaotiques (zones C) où toute structure est perdue avec une diﬀusion élevée et qui
peut conduire à un comportement fortement nonlinéaire voire chaotique, par exemple
aux grandes amplitudes et sur les bords de l'ouverture dynamique.
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Fig. 2.17: Carte en fréquence (a) et ouverture dynamique (b) calculées pour une maille parfaite de l'ALS pour
la surface de section s = 0 (βx = 11.3m et βy = 4.0m). Trois types de zones sont observés : zones régulières
(A), les résonances (B) et les régions chaotiques (C). Une résonance est révélée diﬀéremment suivant qu'elle
est traversée au voisinage des régions hyperboliques ou elliptiques. La diﬀusion des orbites est codée suivant
une échelle logarithmique en niveaux de gris. L'échantillonnage dans l'ouverture dynamique suit une loi en
racine carrée de la distance à l'origine.
Nous obtenons une bijection entre l'espace des conﬁgurations et l'espace des fréquences.
Les résonances peuvent être directement localisées sur l'ouverture dynamique. Dans cet es-
pace (Fig. 2.17-b), les régions complètement instables correspondent à celles sans points ; les
résonances ne sont pas des droites mais des  courbes  dont l'épaisseur est proportionnelle à
la largeur de la résonance.
 Pour une zone hyperbolique, la résonance est identiﬁée comme une courbe dont la dif-
fusion est localement plus élevée.
 Pour une région elliptique, les îles de la résonance correspondent à grande amplitude non
pas à une courbe mais à un ensemble de conditions initiales (voir Fig. 2.17-b). Toutes
les particules capturées dans l'île de résonance ont les mêmes fréquences. Localement,
il n'y a plus de bijection entre l'espace des fréquences et l'espace des conﬁgurations.
Ce phénomène est particulièrement marqué pour les résonances isolées [sur la carte en
fréquence] dont l'amplitude est très grande.
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Chapitre 3
Analyse en Fréquence et Sources de
Lumière
Introduction
Les machines de rayonnement synchrotron de troisième génération sont construites sur
des optiques à forte focalisation aﬁn d'atteindre de performances toujours plus extrêmes : les
petites émittances créées permettent d'obtenir les hautes brillances recherchées. Cependant,
de telles contraintes impliquent l'utilisation de champs magnétiques de forte intensité qui eux-
mêmes vont exciter de nombreuses résonances et risquent ainsi de détériorer la dynamique
globale du faisceau et de conduire à une faible ouverture dynamique et une faible acceptance
en énergie. Il en résulte une injection lente et une faible durée de vie. Ces eﬀets indésirables
doivent être minimisés tout en concervant une haute brillance. Une des tâches principales du
physicien des accélérateurs se résume d'abord à déterminer la meilleure optique possible de
la machine, ensuite à déﬁnir une modélisation aussi proche que possible de la réalité et enﬁn,
à développer des méthodes susceptibles d'améliorer la stabilité de la dynamique du faisceau.
L'optique des sources de lumière de troisième génération est construite généralement sur
une maille dite Chasman-Green ou double bend achromat1 (Super-ACO, SOLEIL, ESRF) ou
une maille triple bend achromat2 (ALS). Les faibles émittances y sont créées en minimisant
les fonctions bétatrons dans les dipôles, ce qui se traduit par l'utilisation de forts champs dans
les quadripôles adjacents. Nous avons vu (chap. 1, p. 19 sqq.) que ces derniers créent alors
une grande chromaticité naturelle dans les deux plans qui est compensée par l'introduction de
lentilles hexapolaires : deux familles, dites chromatiques, suﬃsent. Cependant très souvent,
d'autres familles d'hexapôles sont également introduites dans la maille pour minimiser les
largeurs des résonances. La principale diﬃculté est de déterminer l'emplacement optimum de
ces hexapôles autour de l'anneau ainsi que leur force. Seuls des choix judicieux permettent de
réduire les nonlinéarités.
La dynamique des particules individuelles est une des causes principales de la limitation
des performances des sources de lumière. Si les orbites sont instables aux grandes amplitudes,
alors les électrons diﬀusés à ces grandes amplitudes lors de collisions avec les atomes du gaz
1i.e. une maille construite sur une structure à deux aimants de courbure.
2i.e. une maille construite sur une structure à trois aimants de courbure.
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résiduel ou avec d'autres électrons (eﬀet Touschek) vont être perdus par le faisceau. Il en sera
de même pour les particules injectées à grande amplitude (optimisation de l'injection).
A la connaissance de l'auteur, seule l'ouverture dynamique des particules d'énergie nomi-
nale est optimisée3 pour réduire l'inﬂuence des phénomènes nonlinéaires ; ces derniers peuvent
conduire à la divergence rapide des trajectoires des particules et à une chute drastique des
performances globales de la machine. Les ouvertures dynamiques des particules oﬀ momen-
tum ne sont que rarement optimisées pour les sources de lumière. Ce point peut conduire à
des situations paradoxales : par exemple, une très grande ouverture dynamique à δ = 0 et des
ouvertures dynamiques à δ 6= 0 presque nulles conduisent une durée de vie du faisceau très
faible (cf. dynamique longitudinale, limitation par l'acceptance en énergie).
Cependant à l'heure actuelle, il n'existe pas de méthode analytique systématique pour
arriver à ces ﬁns (même pour l'optimisation on momentum, i.e. pour δ = 0), la diﬃculté
provenant de la détermination des amplitudes des résonances. Généralement, le schéma retenu
consiste à utiliser des familles d'hexapôles pour minimiser l'inﬂuence des résonances d'ordre
trois, considérées comme les plus néfastes pour la dynamique. Il est souvent admis, mais
à tort, que seules les résonances d'ordre faible sont à corriger (voir le rapport du CERN
de Guignard, 1978 où l'auteur reformule une théorie des perturbations du premier ordre).
Pourtant les hexapôles excitent les résonances de tout ordre (comme nous l'avons observé
pour l'application d'Hénon, p. 54 sqq.). La méthode utilisée pour Super-ACO ou SOLEIL
repose sur le travail réalisé par Audy (1989) : les coeﬃcients analytiques des amplitudes
des résonances d'ordre 3 sont calculés puis minimisés par ajustement (c'est une méthode de
perturbation du premier ordre).
Deux questions viennent tout de suite à l'esprit : (1) est-il possible de prédire quelles
résonances sont susceptibles d'être excitées sur la machine réelle ? (2) est-il possible d'établir
une méthode pour identiﬁer facilement les résonances et d'estimer leurs amplitudes ?
Un début de réponse peut être apporté par l'utilisation de la théorie des perturbations
en calculant des formes normales. Elles ont été introduites en Physique des Accélérateurs
principalement par Dragt et Forest (Université de Maryland) et sont très utilisées au CERN.
Bien que donnant de bons résultats (voir par exemple Todesco, Gemmi et Giovannozzi, 1997 et
une application au LHC par Papaphilippou et Schmidt, 1998), cette méthode est assez lourde à
mettre en ÷uvre. Des corrections locales sont possibles mais cette méthode dépend fortement
de la modélisation et ne permet pas d'eﬀectuer simplement des comparaisons directes entre
le modèle et la machine en fonctionnement.
L'Analyse en Fréquence est au contraire une méthode numérique qui permet de manière
assez intuitive et pratique d'identiﬁer des résonances et d'estimer leur amplitude. Nous allons
l'appliquer à quatre sources de lumière : le Projet SOLEIL, l'ESRF, Super-ACO et l'ALS. Pour
chacune de ces machines, nous calculerons des cartes en fréquence ainsi que les ouvertures
dynamiques associées. Les résultats seront présentés soit pour une modélisation purement
théorique, soit pour une machine en fonctionnement (cf. résultats expérimentaux, chapitres
sur l'ALS et Super-ACO). Nous montrerons la grande sensibilité de la dynamique aux réglages
magnétiques.
3Par contre, pour les machines à protons, la dynamique oﬀ momentum est pleinement considérée (voir par
exemple, le travail de Papaphilippou, 2000).
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Par soucis de clariﬁcation, je tiens à dire que ces deux approches sont complémentaires.
La théorie des perturbations a été introduite à une époque où les gros ordinateurs n'existaient
pas. Elle a permis et permet encore d'obtenir des formules analytiques relativement simples
utilisées pour améliorer le réglage d'un accélérateur et comprendre sa dynamique (e.g. glis-
sement des nombres d'ondes avec l'amplitude, déformation de l'espace des phases, largeur
des résonances). Cette méthode ne fonctionne plus si le système est trop perturbé. Elle est
moins précise que les intégrateurs numériques pour déterminer les équations du mouvement.
La seconde approche repose sur les outils numériques. Elle permet une détermination précise
de la trajectoire d'une particule (intégrateurs, codes de tracking) aussi bien pour un régime
faiblement que fortement perturbé. Son inconvénient majeur est d'être une  boîte noire 
qui fournit peu d'informations pour une compréhension théorique du mouvement nonlinéaire
(approche qualitative).
Pour l'ensemble des résultats qui vont être présentés, nous ne prenons en compte que la
dynamique transverse en négligeant le mouvement longitudinal. Ce choix est justiﬁé dans
la mesure où le nombre d'ondes longitudinal νs est très faible devant les nombres d'ondes
transverses : par exemple pour SOLEIL, la fréquence longitudinale est νs = 0.006 et les
nombres d'ondes sont νx = 18.28 et νy = 8.38.
La majorité des cartes en noir et blanc du corps du mémoire sont reproduites en couleur
en annexe B.
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3.1 Le Projet SOLEIL
SOLEIL [110], acronyme pour Source Optimisée de Lumière d'Energie Intermédiaire de
LURE, est une source de rayonnement de hautes performances. Après de nombreux et longs
atermoiements, sa construction devrait débuter sur le plateau de Saclay à partir de l'au-
tomne 2001 pour des premiers photons ﬁn 2005. La machine vise à remplacer les installations
vieillissantes du LURE et à doter la communauté française d'une installation de troisième
génération optimisée dans une gamme spectrale complémentaire de l'ESRF, la source euro-
péenne de rayonnement synchrotron localisée à Grenoble.
3.1.1 Optique
La maille standard de SOLEIL est construite sur une structure dite Chasman-Green mo-
diﬁée4 (APD SOLEIL, 1999) avec dispersion répartie5. Les principales caractéristiques et les
fonctions optiques de la machine sont données par le tableau 3.1 et la ﬁgure 3.1. Pour cette
étude, la maille de SOLEIL est sans défaut avec sa 4-périodicité. Les chromaticités naturelles
sont parfaitement compensées. Les calculs ont été faits pour des particules ayant l'énergie
nominale de la machine.
Energie (GeV) 2.5
Circonférence (m) 337
Point de fonctionnement 18.28, 8.38
Chromaticités réd. nat. −3.01, −2.66
Dispersion en énergie 9.24× 10−4
Emittance horiz. (nm.rad) 3
Ouverture physique (mm) ±35, ±6.5
Familles hexapolaires 8
Périodicité 4
Tab. 3.1: Principaux paramètres de SOLEIL
(APD, 1999).
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Fig. 3.1: Fonctions optiques pour une maille de
SOLEIL.
3.1.2 Dynamique
En appliquant le schéma de construction précédemment énoncé (p. 58), les cartes en
fréquence et les ouvertures dynamiques ont été calculées pour les deux optiques retenues
pour SOLEIL. L'ensemble des calculs a été réalisé avec le code de tracking DESPOT [42] en
intégrant la trajectoire d'une particule  test  sur 2× 1000 tours. Ce choix est justiﬁé par un
4En anglais Double Bend Achromat.
5i.e. avec une fonction dispersion non nulle tout autour de la machine (cf. Fig. 3.1). Ceci permet de réduire
l'émittance minimale théorique d'un facteur trois (APD SOLEIL, 1999).
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temps d'amortissement transverse de 8.73 ms, i.e. 7 771 tours et un temps d'amortissement
longitudinal de 4.35 ms soit 3 872 tours. Des intégrations à très long terme ont été également
entreprises aﬁn de vériﬁer la validité de ces hypothèses. Les deux optiques faible émittance
retenues et optimisées par l'équipe faisceau de SOLEIL sont appelées optique faible émittance
1 et 2 (APD SOLEIL, chap. IV Sources).
3.1.2.1 Optique faible émittance numéro 1
Pour la première optique, le point de fonctionnement est (νx, νy) = (18.28, 8.38) ; Les
glissements des nombres d'ondes avec l'amplitude sont donnés par la ﬁgure 3.2-a. Cette op-
tique a été optimisée pour contraindre la variation du nombre d'ondes horizontal νx entre les
résonances 7νx − 4× 32 = 0 et 9νx − 4× 41 = 0.
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Fig. 3.2: (a) : Glissement des nombres d'ondes avec
l'amplitude. Dans chaque cas, une des positions
x ou y est ﬁxée à 1 µm (quasi-absence de cou-
plage entre les deux plans). Cette optique a ini-
tialement été conçue pour contraindre les courbes
en fréquence entre les résonances d'ordre 7 et 9.
(b) : Carte en fréquence de l'optique numéro 1
de SOLEIL avec identiﬁcation des principales ré-
sonances. La dynamique est perturbée par la ré-
sonance 5 :2 :-2 et à grande amplitude par la ré-
sonance entière d'ordre 9 (région chaotique). Le
point de fonctionnement est à l'intersection des
deux droites en pointillés.
Fig. 3.3: (a) Carte en fréquence et (b) ouverture
dynamique de l'optique faible émittance numéro 1
de SOLEIL calculées pour une surface de Poincaré
en s = 0 (βx = 10 m et βy = 8 m). L'ouverture
dynamique est grande. Elle est marquée par les ré-
sonances ; en particulier, la protubérance observée
vers x = 38 mm correspond à la résonance d'ordre
9. La diﬀusion est codée en niveaux de gris. Elle
est plus importante au voisinage des résonances et
sur le bord de l'ouverture dynamique (grande am-
plitude).
A la lecture de la ﬁgure 3.3-b, l'ouverture dynamique semble très grande : [0, 40]y=0 ×
[0, 24]x=0 mm cependant ces dimensions doivent être légèrement réduites à 35 mm selon x
(présence d'une île due à la résonance d'ordre 9) et 20 mm selon y.
Le point de fonctionnement est représenté par une croix (en pointillés sur la carte 3.2-b). Il
est presque confondu avec le coin en haut à droite de la carte en fréquence. Le bord supérieur
(resp. inférieur) de la carte correspond au glissement des nombres d'ondes avec l'amplitude
horizontale (resp. verticale) pour la seconde amplitude ﬁxée à 1 µm (faible couplage). Pour
déchiﬀrer la carte 3.3-a (voir aussi la carte en couleur B.1), il est utile de distinguer trois types
de zones :
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zones régulières où les points de l'espace des fréquence sont régulièrement espacés avec une
faible diﬀusion6 (D < −6). Le mouvement est typiquement un mouvement bétatron
régulier comme au voisinage du point de fonctionnement (νx, νy) = (18.28, 8.38)  aux
faibles amplitudes bétatrons, le mouvement est évidemment linéaire .
résonances qui sont les droites de pente rationnelle, pνx+qνy+r = 0. Selon que la résonance
est traversée au voisinage d'une zone elliptique ou hyperbolique, on observe soit une
accumulation de points soit une désertion (cf. Analyse en Fréquence et pendule p. 53).
De manière générale, la diﬀusion est plus élevée. La particule aura tendance à osciller
transversalement à la résonance. Si la région est bornée de zones régulières, le mouvement
est conﬁné (cf. discussion sur la diﬀusion p. 52, le schéma 2.11 et infra).
zones chaotiques où toute structure est perdue avec une diﬀusion élevée (D > −4) et qui
peut conduire à un comportement fortement nonlinéaire et même chaotique, par exemple
aux grandes amplitudes et sur les bords de l'ouverture dynamique.
Pour l'optique ici considérée, la carte en fréquence révèle une dynamique relativement stable,
néanmoins plusieurs résonances sont mises en évidence.
La résonance d'ordre 7, 5νx+2νy−4×27 = 0, est atteinte pour x = 24mm (voir la carte 3.2-
b où l'ordre des résonances est le triplet p :q :r déﬁni p. 22). On remarquera également un
n÷ud de résonances juste au-dessus entre cette même résonance et les résonances 4νx−73 = 0,
3νx−2νy−38 = 0, νx−6νy+4×8 = 0 et 11νx−2νy−4×46 = 0. Nous pouvons supposer que si
ce n÷ud de résonances ou la résonance d'ordre 7 sont excités, par exemple par les inévitables
défauts magnétiques, alors la symétrie 4 de l'anneau sera brisée et toutes les orbites au-delà
seront instables. Dans ce cas, l'ouverture dynamique horizontale ne serait plus que de 24 mm
selon x. Cet eﬀet est observé lorsque que l'on simule le déplacement (sciemment exagéré) d'un
hexapôle dans l'anneau (cf. carte en fréquence 3.4 à comparer avec Fig. 3.2-b).
Plus inquiétant pour la stabilité du faisceau est le n÷ud entre les résonances d'ordre 7,
3νx + 4νy − 4 × 22 = 0, d'ordre 9, 9νx − 4 × 41 = 0, d'ordre 11, 3νx − 8νy + 4 × 3 = 0 et
d'ordre 5, 3νx − 2νy − 38 = 0 (cf. carte 3.2-b).
Il est important de noter que la dynamique est fortement contrainte non seulement par
les résonances d'ordre faible, mais aussi par d'ordres plus élevés 9, 11, 13, et ceci, même pour
une machine idéale7. Leur inﬂuence est importante à grande amplitude et au voisinage des
n÷uds de résonances  recouvrement des largeurs de résonances, critère de Chirikov . Voir
pour cela (Laskar, 1993).
Le calcul exhaustif de l'ouverture dynamique ainsi que l'utilisation de la diﬀusion permet
d'établir une bijection entre l'ouverture dynamique et la carte en fréquence (sauf dans les
régions elliptiques). La localisation des résonances est plus aisée dans les deux espaces, en
particulier celles qui limitent l'ouverture dynamique. Par exemple, la région dans l'ouverture
dynamique vers x ≈ 38 mm (protubérance du la ﬁgure 3.3-b) correspond aux îles de la
résonance d'ordre 9, 9νx−4×41 = 0. Les résonances apparaissent nettement dans l'ouverture
dynamique : ce sont les courbes où la diﬀusion est plus importante (cf. Fig. 3.3-b).
6cf. le coeﬃcient de diﬀusion D, déﬁni p. 59, correspond à la variation des nombres d'ondes avec le temps.
7Toutes ces résonances sont excitées par les éléments nonlinéaires de la machine, i.e. ici par les hexapôles.
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8.26
8.28
8.3
8.32
8.34
8.36
8.38
8.4
18.2 18.22 18.24 18.26 18.28 18.3 18.32 18.34
ν y
νx
5:2:-2
1:-6:2
1:-1:0
4:-3: 0
7:0:-2
Fig. 3.4: Inﬂuence du déplacement d'un hexapôle
sur la carte en fréquence de l'optique numéro 1 de
SOLEIL : la résonance d'ordre 7, 5 :2 :-2 est forte-
ment excitée. Toutes les orbites ayant des nombres
d'ondes au-delà sont maintenant instables. L'ex-
tension de la carte en fréquence est réduite de plus
d'un facteur deux selon νy.
8.3
8.32
8.34
8.36
8.38
18.2 18.22 18.24 18.26
ν y
νx
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O2
Fig. 3.5: Diﬀusion à long terme (grossissement de
la carte 3.2-b de SOLEIL). (O1) Orbite régulière.
(O2) Diﬀusion transverse rapide et longitudinale
lente par rapport à la résonance 3 : 4 : −2. (O3)
Diﬀusion rapide dans une région chaotique : la
particule est perdue après 5 380 tours de machine.
Enﬁn, remarquons que la carte en fréquence admet une torsion non déﬁnie au voisinage
du point de fonctionnement ainsi qu'aux grandes amplitudes. La carte en fréquence 3.2-b se
replie sur elle-même (le lecteur peut également s'aider de la ﬁgure 3.2-a). Il n'y a alors plus de
bijection globale entre la carte en fréquence et l'ouverture dynamique. La torsion non déﬁnie
a des implications sur la stabilité du faisceau, car elle permet en particulier des directions où
la diﬀusion peut être très rapide (Laskar, 1999).
Pour illustrer diﬀérents processus de diﬀusion, la ﬁgure 3.5 (partie inférieure gauche de la
carte 3.2-b) représente trois orbites intégrées à long terme, sur 100 000 tours (l'amortissement
n'est pas pris en compte, seule la diﬀusion au voisinage d'une résonance est étudiée).
 une orbite (O1) de conditions initiales (x0, y0) = (17, 13) mm et de nombres d'ondes ini-
tiaux (νx, νy) = (18.256, 8.360). La particule est stable et reste sur la résonance d'ordre 7,
5νx + 2νy − 4× 27 = 0.
 une orbite (O2) de conditions initiales (x0, y0) = (25, 14) mm et de nombres d'ondes ini-
tiaux (νx, νy) = (18.216, 8.341), i.e. au voisinage de la résonance 3νx+4νy− 4× 22 = 0.
L'orbite diﬀuse rapidement transversalement à la ligne de résonance et lentement lon-
gitudinalement (diﬀusion souvent appelée diﬀusion d'Arnold). La particule est perdue
au bout de 75 000 tours de machine.
 une orbite (O3) de conditions initiales (x0, y0) = (17.2, 18.5) mm et de nombres d'ondes
initiaux (νx, νy) = (18.256, 8.360), i.e. au voisinage dans une région de forte diﬀusion.
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La particule diﬀuse dans l'espace des fréquences rapidement, puis reste capturée 2 000
tours par la résonance 3νx + 4νy − 4× 22 = 0 et est perdue au bout de 5 380 tours.
3.1.2.2 Optique faible émittance numéro 1 modiﬁée
Les résultats précédents m'ont amené à proposer avec P. Nghiem une optique modiﬁée
(Nadolski, 1998 et chap. IV de l'APD SOLEIL) : comme la résonance d'ordre 9 et le n÷ud
associé semblent être néfastes pour la dynamique, tout en gardant le même point de fonc-
tionnement, nous avons contraint la courbe en fréquence de sorte qu'elle n'atteigne pas cette
résonance. Pour cela, nous avons modiﬁé la pente à l'origine de la courbe en fréquence modiﬁée
de la valeur
(
dνx
dx2
)
x=0
= 300 à 700 en utilisant les hexapôles (cf. Fig. 3.7).
Comme attendu, le but est atteint tout en conservant pratiquement la même ouverture
dynamique (cf. Fig. 3.9 et carte en couleur B.2). Les principales résonances identiﬁées pour
ce réglage sont données par le tableau 3.2 et localisées sur la ﬁgure 3.6.
pνx + qνy + r
′ × 4 = 0 Ordre
7νx − 32× 4 = 0 7 :0 :-2
νx − 6νy + 8× 4 = 0 1 :-6 :2
3νx − 8νy + 3× 4 = 0 3 :8 :2
νx + 2νy − 35 = 0 1 :2 :-1
νx − νy − 10 = 0 1 :-1 :0
νx − 7νy + 10× 4 = 0 1 :-7 :2
νx + 5νy − 15× 4 = 0 1 :5 :-2
6νx + νy − 118 = 0 6 :1 :-2
5νx − 10νy − 8 = 0 5 :-10 :2
Tab. 3.2: Résonances identiﬁées sur la carte en
fréquence de l'optique faible émittance numéro 1
modifée de SOLEIL. L'ordre correspond au triplet
p : q : r déﬁni à partir de la partie fractionnaire
des nombres d'ondes (cf. page 22).
8.26
8.28
8.3
8.32
8.34
8.36
8.38
8.4
18.24 18.26 18.28 18.3 18.32 18.34
ν y
νx
1:-6:2
3:-8:21:2:-1
1:-1:0 7:0:-2
1:-7:2
1:5:-2
6:1:-2
5:-10:2
Fig. 3.6: Optique 1 modiﬁée de SOLEIL (βx =
10 m et βy = 8 m) : Carte en fréquence avec les
principales résonances (surface de Poincaré en s =
0). La carte en fréquence est repliée sur elle-même,
e.g. au voisinage du point de fonctionnement qui
est à l'intersection des deux droites en pointillés.
Dans ce cas, l'extension de la carte en fréquence est réduite, moins de résonances per-
turbent la dynamique mais en contrepartie, la carte en fréquence est plus repliée sur elle-
même (cf. au voisinage du point de fonctionnement et sur la partie gauche de la carte en
fréquence 3.6).
Il doit être remarqué que l'allure d'une carte en fréquence est très sensible à une faible
modiﬁcation des forces hexapolaires. La dynamique associée est alors complètement diﬀérente
alors que les tailles des ouvertures dynamiques ont peu changé (comparer les cartes 3.3-a
et 3.9-a).
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Fig. 3.7: Variation des nombres d'ondes avec l'am-
plitude à faible couplage (1µm) pour l'optique 1
modiﬁée de SOLEIL. La résonance d'ordre 7 est
traversée a faible et grande amplitude. Par contre
la résonance d'ordre 9 n'est plus atteinte (compa-
rer avec les courbes 3.2-a).
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Fig. 3.8: Variation des nombres d'ondes avec l'am-
plitude à faible couplage (1µm) pour l'optique 2 de
SOLEIL. Les hexapôles ont été réglés de manière
à ne plus traverser les résonances d'ordre 7 et 9
qui marquaient la dynamique (comparer avec les
courbes 3.2-a).
3.1.2.3 Optique faible émittance numéro 2
Pour l'optique faible émittance numéro 2, le point de fonctionnement est déplacé à (νx, νy) =
(18.30, 8.38) de manière à ne jamais traverser la résonance d'ordre 7, 7νx − 4 × 32 = 0 (cf.
courbes en fréquence 3.8).
La carte en fréquence et l'ouverture dynamique sont données par la ﬁgure 3.10 : bien
que l'ouverture dynamique soit légèrement plus petite, elle reste néanmoins plus grande que
l'ouverture physique (cf. Tab. 3.2) et surtout la diﬀusion est bien plus faible que pour la
première optique (comparer avec les cartes 3.3 et 3.10).
La carte est deux fois repliée sur elle-même pour cette optique : elle a une faible extension
dans l'espace des fréquences et le nombre de résonances rencontrées est bien plus faible.
L'inﬂuence du repliement de la carte en fréquence sur la dynamique n'a pas fait l'objet d'une
étude approfondie pour le présent travail (pour une discussion, voir Laskar, 1999).
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Fig. 3.9: Carte en fréquence (a) et ouverture dy-
namique (b) pour une surface de Poincaré en s = 0
(βx = 10 m et βy = 8 m) pour l'optique 1 modiﬁée
de SOLEIL. L'ouverture dynamique est presque
aussi grande que pour la première optique ; la carte
en fréquence est repliée sur elle-même : sa lecture
en est rendue plus diﬃcile. Son extension spatiale
est réduite, moins de résonances sont rencontrées.
La diﬀusion des orbites est globalement plus faible.
Fig. 3.10: Carte en fréquence (a) et ouverture dy-
namique (b) pour une surface de Poincaré en s = 0
(βx = 10 m et βy = 8 m) l'optique 2 de SOLEIL.
Les glissements des nombres d'onde sont faibles, ce
qui se traduit par une faible extension de la carte
en fréquence, une faible diﬀusion et une grande ou-
verture dynamique. La carte en fréquence est re-
pliée sur elle-même par deux fois.
3.1.2.4 Conclusion sur les optiques de SOLEIL
Parmi les deux optiques principales retenues pour SOLEIL, l'optique faible émittance
numéro 2 est la plus prometteuse en termes de stabilité du faisceau, taille de l'ouverture dy-
namique (grande vis-à-vis de l'ouverture physique) avec un très faible nombre de résonances
excitées. En particulier, à ouverture dynamique égale, l'optique numéro 2 décrit une dyna-
mique avec une plus faible diﬀusion que l'optique numéro 1. Nous avons vu néanmoins qu'il
est possible d'améliorer l'optique faible émittance 1 sans diminution particulière des autres
paramètres caractéristiques (cf. optique 1 modiﬁée).
En eﬀet le groupe faisceau de SOLEIL a choisi de réaliser une machine relativement souple
en termes de réglages et ajustements magnétiques. Six des huit familles d'hexapôles peuvent
être utilisées pour modiﬁer l'optimisation sans avoir besoin de déplacer le point de fonction-
nement ; des ajustements ﬁns et la réduction de l'inﬂuence des résonances peuvent être ainsi
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facilement envisagés8. Nous devons cependant constater la très grande sensibilité de la dyna-
mique aux forces hexapolaires : l'allure (repliement, extension spatiale) des cartes en fréquence
des trois optiques présentées est complètement diﬀérente alors que les forces hexapolaires ont
été faiblement modiﬁées.
Ces études devraient être complétées par le calcul de cartes en fréquence et d'ouvertures
dynamiques oﬀ momentum pour évaluer l'impact des optiques sur l'eﬃcacité d'injection et la
durée de vie du faisceau. L'introduction de défauts magnétiques réalistes devrait permettre
d'obtenir une estimation raisonnable des performances réelles de la machine en fonctionne-
ment.
8Nous verrons plus tard que cette souplesse n'existe pas pour l'Avanced Light Source (ALS).
73
3.2. SUPER-ACO
3.2 Super-ACO
3.2.1 Introduction
Super-ACO [75] est la première machine en France dédiée dès sa construction au rayonne-
ment synchrotron. Mise en fonctionnement en 1987 aﬁn de remplacer l'Anneau de Collision
d'Orsay (ACO), Super-ACO est la première source de lumière ayant toutes ses sections droites
libres équipées de dispositifs d'insertion9 ; à ce titre, c'est une machine intermédiaire entre la
deuxième et la troisième génération (son émittance verticale est trop grande pour être classée
dans la dernière catégorie). Les particules stockées sont des positrons.
3.2.2 Description d'une maille
Super-ACO est une machine d'énergie intermédiaire, E = 800 MeV , constituée de quatre
super-périodes (cf. synoptique de la machine 3.11). La maille standard, i.e. une super-période,
suit une structure Chasman-Green avec un plan de symétrie (cf. schéma 3.12). Les principales
caractéristiques de l'anneau de stockage sont rassemblées dans le tableau 3.3.
Quadripôle
Q3 Q4 Q5 Q6
Q2 Q7
Q32
Q31
Q29
Q30
Q28
Q27
Q26
Q25
Q1
Q20
Q14
Dipôle
Q24
Q23
Q22 Q21 Q19
Q18
Q17
Q15
Q16
Q13
Q11
Q12
Q10
Q9
Q8
Fig. 3.11: Synoptique de Super-ACO. L'anneau
possède une symétrie 4. Ses 32 quadripôles sont
répartis en 4 familles. Chacun des 8 dipôles courbe
la trajectoire d'une particule d'un angle moyen de
45.
Q4
Q3DipôleDipôle Q1
Q2Q2Q3
Q4 Q1
1840 62 8 10 12 14 16
Fig. 3.12: Une des 4 mailles de Super-ACO à sy-
métrie centrale. La structure suit une schéma de
Chasman-Green (deux dipôles). Les familles de
quadripôles Q1 et Q2 servent à ajuster les nombres
d'ondes, la fonction dispersion est réglée avec les
deux autres familles.
De par leurs particularités, il est intéressant de donner une brève description des diﬀérents
éléments magnétiques de Super-ACO :
9Les dispositifs d'insertions sont des structures magnétiques périodiques installées dans les sections droites
d'un anneau : ils permettent de renforcer le ﬂux de photons émis dans une gamme d'énergie donnée. Ces
éléments peuvent être classés dans deux catégories : les onduleurs et les wigglers.
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 Les dipôles sont modélisés avec de forts champs de fuite10 qui induisent un glissement
du nombre d'ondes vertical non négligeable de ∆νy = −0.094. La valeur de l'angle des
coins des dipôles est ajustée sur les mesures expérimentales (Level et Nghiem, 1986).
Pour obtenir la même avance de phase, l'angle n'est pas θ
2
= 22.5mais θ
2
mes
= 21.8(cf.
le schéma d'un aimant à faces parallèles 2.2 p. 40).
Circonférence (m) 72.04
Energie (MeV) 800
Rayon de courbure des dipôles (m) 1.7
Fréquence de révolution (MHz) 4.162
Périodicité 4
Nombre de familles d'hexapôles 4
Tab. 3.3: Caractéristiques machine de Super-ACO.
 Un quadripôle combiné comprend (cf. schéma 3.13) une bobine principale pouvant
créer un gradient maximum de 8 T.m−1, une bobine hexapolaire de champ maximum
11 T.m−2, une bobine dipolaire, pour compenser la composante dipolaire créée par la
bobine hexapolaire et deux bobines de correction (pour correction dipolaire horizon-
tale, dipolaire verticale ou quadripolaire). L'hexapôle (H) possède un terme décapolaire
important simulé par une lentille décapolaire (LD). Le quadripôle est ainsi modélisé
par un champ quadripolaire, une composante hexapolaire et une lentille décapolaire (cf.
schéma équivalent 3.14).
Le point de fonctionnement est ajusté à l'aide des familles quadripolaires Q1 et Q2, la
fonction dispersion à l'aide des familles Q3 et Q4.
Fig. 3.13: Schéma d'une coupe d'un demi-
quadripôle de Super-ACO. L'hexapôle est créé
par un mauvais dipôle. Deux bobines de correc-
tions peuvent être utilisées pour la correction
dipolaire ou quadripolaire (extrait de Barthès
et al., 1990).
Q
2
Q
2
LD
H
Q
Fig. 3.14: Schéma équivalent d'un quadripôle
combiné de Super-ACO. L'hexapôle (H) et le
décapôle (LD) sont modélisés par des lentilles
minces.
10L'approximation hard-edge doit être complétée, car le rayon de courbure de Super-ACO est faible. L'eﬀet
des champs de fuite est à prendre en compte pour des aimants de faible longueur et pour de grandes émittances
(voir Papaphilippou, Wei et Talman, 2001).
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 Les familles hexapolaires H3 et H4 situées dans l'achromat11 sont utilisées pour ajuster
les chromaticités ; les familles H1 et H2 sont réglées pour minimiser l'amplitude des
résonances d'ordre trois induites par les hexapôles (Audy, 1989).
 Les forces intégrées décapolaires (LD) et hexapolaires (H) sont reliées par la relation
LD = −27H (Brunelle et al., 1999 et communication personnelle de Pascale Brunelle).
L'ouverture physique horizontale est limitée par le septum12 situé à−20mm vers l'intérieur
de l'anneau et vers l'extérieur par la chambre à vide à +60 mm. Verticalement, la limite est
donnée par les dimensions de la chambre à vide dans les onduleurs, soit ±15 mm.
3.2.3 Choix du logiciel de tracking
Pour eﬀectuer cette étude, plusieurs logiciels pouvaient être utilisés13 :
 MAD8 : logiciel développé au CERN [50]
 BETA : logiciel développé au CEA [93]
 DESPOT : code de calcul développé au Lawrence Berkeley National Laboratory [42]
Le programme DESPOT a dû être abandonné dès le début pour cette étude, car il ne
modélise pas les champs de fuite d'un dipôle : tout le code est écrit dans l'approximation des
grandes machines.
Le programme BETA a l'inconvénient d'être lourdement interfacé et interactif, rendant
son utilisation diﬃcile pour des calculs longs tels ceux d'une carte en fréquence. Cependant
étant utilisé au LURE, dans un premier temps, il n'a pas été écarté.
3.2.3.1 Symplecticité et champ de fuite avec le code BETA
L'ensemble de la discussion va porter sur une description de Super-ACO sans défaut, i.e.
pour une machine idéale.
Lorsque les champs de fuite sont inclus dans le modèle de la dynamique, les calculs eﬀectués
avec le code BETA à l'ordre 2 ne sont plus symplectiques. En fait, leur inclusion dans le
développement de Taylor d'ordre 2  tue  la symplecticité de l'intégrateur (cf. Fig. 3.15). Si
l'on appelle M l'application de transfert et M sa matrice jacobienne, alors par déﬁnition la
transformation est symplectique si et seulement si (Goldstein, 1980) :
t
MSM = S avec S =
(
O3 I3
−I3 O3
)
avec I3 et O3 respectivement les matrices identité et nulle de rang 3. Ces conditions de
symplecticité se traduisent par 15 relations pour un système à 3 degrés de liberté. Dans
le logiciel BETA, la matrice de transfert prend en compte les termes du second ordre. Ainsi
programmé, le nombre de relations de symplecticité est plus élevé (quelques conditions devant
être théoriquement nulles, si le schéma d'intégration est symplectique, sont données par le
11L'achromat correspond à la région de l'anneau où la fonction dispersion est non nulle.
12Le septum est un dispositif magnétique de déﬂection permettant l'injection ou l'extraction du faisceau.
13Lorsque cette étude a été entreprise, je n'avais pas encore écrit d'intégrateur.
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tableau 3.4). Il ne faut donc pas utiliser BETA au second ordre pour Super-ACO mais utiliser
l'ordre dit scaling14 qui prend correctement en compte les champs de fuite.
Avec champs de fuite Conditions de symplecticité
1.07E-09 -9.41E-09 3.72E-08 3.27E-04 6.04E-03
6.04E-03 -1.24E-02 1.77E-02 -2.80E-01 4.79E-04
1.77E-02 -3.55E-14 -1.07E-13 1.56E-13
Sans champ de fuite Conditions de symplecticité
1.07E-09 -9.41E-09 3.72E-08 4.44E-16 -5.84E-14
-1.46E-13 -1.42E-12 -2.61E-13 1.58E-11 -5.33E-15
6.39E-14 -8.70E-14 -3.23E-13 1.58E-13
Tab. 3.4: Variations des conditions de symplecticité avec et sans champ de fuite dans les dipôles de Super-ACO
(calculs avec le code BETA). Normalement, toutes ces conditions devraient être proche d'un zéro numérique.
−.04 −.02 0.0 0.02 0.04
−.004
−.002
0.0
0.002
0.004
0.006 X,XP TRACKING
Fig. 3.15: Un exemple de non symplecticité : une particule test de conditions initiales x0 = 3 cm et x′0 = 0 est
intégrée sur 5 000 tours au second l'ordre avec le code BETA. Normalement, la trajectoire des phases devrait
être une ellipse passant par la condition initiale (le système est dans ce cas à un degré de liberté). On observe
au contraire une trajectoire spirale vers le centre de l'espace des phases (x,x') comme en présence d'un terme
d'amortissement. Les points de la trajectoire ne sont pas reliés par soucis de lisibilité.
3.2.3.2 Symplecticité et faible rayon de courbure
Si les champs de fuite des dipôles sont négligés, au second ordre, le système intégré reste
symplectique (comme on l'attend), mais uniquement à très faible amplitude (e.g. x0 = 1 mm).
Par contre dès x0 > 5 mm, l'espace des phases se peuple de trajectoires spirales caractéris-
tiques ici encore de la non-symplecticité. Après quelques discussions fructueuses avec J. Payet,
14Premier ordre avec prise en compte des lentilles multipolaires (hexapôles, 2n-pôles) et des champs de
fuite. Mélange entre premier et deuxième ordre du développement de Taylor autour de l'orbite fermée, l'ordre
scaling a été conçu pour optimiser le temps de calcul lors de la conception d'un accélérateur.
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il s'avère que la seconde raison de non-symplecticité est le faible rayon de courbure de Super-
ACO, ρc = 1.7 m. Notons cependant que ce problème est général pour pratiquement tous
les logiciels de tracking  second ordre de MAD compris  car l'approximation des grands
rayons de courbure, abusivement utilisée, est souvent oubliée.
La conclusion est l'obligation d'utiliser le code BETA à l'ordre scaling pour tous les calculs
de Super-ACO.
3.2.3.3 Notes sur l'ordre scaling de BETA
Une fois ces premiers problèmes cernés, une comparaison des résultats obtenus avec les
logiciels BETA et MAD a été réalisée. Rappelons que parmi les critères recherchés, la rapidité
de calcul et la validité du code à grandes amplitudes sur un grand nombre de tours sont
primordiales pour utiliser l'Analyse en Fréquence.
La ﬁgure 3.16 illustre un bogue lors du calcul de la contribution des multipôles dans BETA.
Alors qu'à l'ordre scaling, les résultats devraient être strictement identiques en mode15 XZ ou
QXZ, ils sont totalement dissemblables, en particulier pour la variation du nombre d'ondes
horizontal avec l'amplitude. Après discussion avec J. Payet, il s'avère que les calculs doivent
être réalisés en mode XZ (plus lent que le mode QXZ mais  moins imprécis  !).
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Fig. 3.16: Comparaison des glissements des nombres d'ondes calculés à l'ordre scaling en mode QXZ, XZ de
BETA et avec l'intégrateur LIE4 de MAD sur 1 000 tours de Super-ACO. Les calculs des décapôles ne sont
pas corrects à grandes amplitudes (x > 20 mm) avec le code BETA (cf. faible rayon de courbure de l'anneau).
Ajoutons enﬁn, que l'ordre scaling est une approximation qui est valide seulement à faible
amplitude. En comparant les résultats entre BETA et MAD, il s'avère que les résultats dif-
fèrent dès x = ±20 mm16, amplitude relativement faible puisque l'acceptance physique de
la machine est +60 mm! Au-delà, les résultats de BETA sont complètement faux, car les
approximations de calcul ne sont plus vériﬁées.
15Il s'agit de  modes de tracking  spéciﬁques au logiciel BETA.
16Estimation du domaine de validité de BETA en fonction du rayon de courbure (ρc) de l'anneau et de
l'amplitude maximum (xmax) pour laquelle les calculs sont corrects : xmaxρc =
0.02
1.7 ≈ 1%.
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Dans la suite, sauf cas explicitement dit, je n'utilise plus que l'intégrateur LIE4 de MAD
qui est assez lent mais  exact  à grande amplitude car symplectique d'ordre quatre.
Pour ﬁnir, remarquons qu'on n'observe pas de diﬀérence notable pour le calcul de νy = f(y)
avec BETA mode QXZ, XZ ou LIE4 de MAD. Ce résultat se comprend immédiatement, car
les lentilles décapolaires induisent le champ magnétique suivant :{
Bx = b5(x
4 + y4 − 6x2y2)
By = b5(4x
3y − 4xy3) (3.1)
où b5 est la force octupolaire (cf. l'expression générale 1.46 du champ magnétique, p. 15). Or
les calculs précédents ont été réalisés pour x = 0 ou y = 0 (couplage non pris en compte dans
ce type de calcul par le code BETA) ; les champs magnétiques se simpliﬁent dans le premier
cas à (Bx, By) = b5(y4, 0) et dans le second cas à (Bx, By) = b5(x4, 0). Donc, il n'y a pas
d'inﬂuence notable dans le plan vertical.
Malgré ses qualités, le code BETA n'est pas adapté pour eﬀectuer de longues intégrations
numériques et des optimisations à grandes amplitudes (pour une machine à faible rayon de
courbure). D'ailleurs, il n'a pas été écrit dans cette optique (cf. les approximations réalisées).
3.2.4 Machine idéale
Super-ACO est considéré comme machine parfaite, i.e. sans défauts avec sa 4-périodicité.
Les onduleurs ou wigglers ne sont pas modélisés et de plus les forces des lentilles décapolaires
sont surestimées17 d'un facteur 2.5 : LD = −70H.
3.2.4.1 Optique
Le point de fonctionnement a pour nombres d'ondes νx = 4.72 et νy = 1.70 et les hexapôles
chromatiques sont ajustés pour une chromaticité nulle dans les deux plans (tableau 3.5).
L'ensemble des calculs est réalisé pour des particules d'énergie nominale (δ = 0). Les fonctions
optiques pour une super-période sont données par la ﬁgure 3.17.
17Modèle utilisé jusqu'en l'an 2000.
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νx, νy 4.72, 1.70
ξx, ξy 0.0, 0.0
νs 0.0034
ǫx (nm.rad) 38
Tamort (tours) 75 000
Tab. 3.5: Caractéristiques faisceau de l'anneau
considéré comme machine idéale avec sa 4-
périodicité. La fréquence longitudinale (νs) est 1
000 fois plus faible que les nombres d'ondes. Avec
une grande émittance (ǫx), le faisceau de Super-
ACO est amorti au bout d'un grand nombre de
tours (Tamort).
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Fig. 3.17: Fonctions optiques pour une des quatre
super-périodes de Super-ACO : machine idéale.
Les calculs eﬀectués avec le logiciel BETA diﬀèrent de ceux du logiciel MAD tout par-
ticulièrement pour des intégrations à grandes amplitudes. Nous l'avons déjà vériﬁé dans la
section précédente. Les courbes de glissement des nombres d'ondes (Fig. 3.18) sont obtenues
en utilisant l'intégrateur LIE4 de MAD.
Il est intéressant de comparer les ouvertures dynamiques calculées avec le logiciel BETA et
avec le code MAD (Fig. 3.19). La méthode de calcul de l'ouverture dynamique de BETA et celle
présentée avec MAD sont radicalement diﬀérentes. La philosophie de BETA est de ne tracer
que le bord de l'ouverture dynamique selon le schéma suivant. On se donne une amplitude
y à x ﬁxé, on commence l'intégration, si l'on est stable (resp. instable), on incrémente (resp.
décrémente) y jusqu'à être instable (resp. stable). Ensuite, x est incrémenté et l'on réitère le
processus précédent. Notons que par cette méthode, on n'explore pas l'intérieur de l'ouverture
dynamique qui peut alors contenir des régions conduisant à des mouvements instables. Un
des points forts de cette méthode est la rapidité du temps de calcul qui permet de l'utiliser
pour l'optimisation d'une machine pour un faible nombre de tours.
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Fig. 3.18: Maille idéale de Super-ACO : Glisse-
ment des nombres d'ondes avec l'amplitude ob-
tenus avec le programme MAD (LIE4) sur 1 000
tours (à couplage faible 1 µm).
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Fig. 3.19: Ouverture dynamique de Super-ACO
(βx = 5.6 m et βy = 10.8 m) obtenue avec les
codes BETA (contour, calcul rapide) et MAD sur
1 000 tours (calcul long).
Dans le second cas, on n'utilise MAD que pour réaliser l'intégration numérique de la
trajectoire. On se donne une grille de conditions initiales (x0, x′0, y0, y′0) = (x, 0, y, 0) et pour
chaque n÷ud du maillage, on eﬀectue l'intégration et l'on ne garde que les conditions initiales
qui ont conduit à un mouvement stable. Ce type de calcul est beaucoup plus long, mais il est
exhaustif au sens où l'on est assuré de ne pas avoir de région instable contenue dans l'ouverture
dynamique, pourvu que le maillage soit assez ﬁn (typiquement 150×150 conditions initiales
avec un pas suivant une loi en racine carrée).
Dans la présente étude, cette méthode donne des résultats peu diﬀérents qualitativement
mais complètement diﬀérents quantitativement (bijection entre ouverture dynamique et carte
en fréquence, localisation des résonances, stabilité).
3.2.4.2 Dynamique
L'ouverture dynamique (ﬁgure 3.20-d) et la carte en fréquence (ﬁgure 3.20-c) ont été cal-
culées en intégrant la trajectoire de 150 × 150 conditions initiales réparties dans le premier
quadrant (x > 0, y > 0) de l'espace des conﬁgurations (x, y) ∈ [0, 50]× [0, 60] mm. L'intégra-
tion est eﬀectuée sur deux fois 1 000 tours. Les 1 000 premiers tours sont utilisés pour calculer
les fréquences associées au mouvement d'une particule survivante et les 1 000 suivants pour
calculer la diﬀusion de l'orbite. Ce choix n'est pas arbitraire mais est justiﬁé par une rapide
convergence de l'application fréquence. Rappelons que, grâce aux propriétés de l'Analyse en
Fréquence, l'on est dispensé de réaliser une intégration numérique des trajectoires pour un
nombre de tours de 75 000 correspondant au temps d'amortissement de Super-ACO.
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Fig. 3.20: Cartes en fréquence (c et a) tracées pour le premier (x > 0, y > 0) et second (x < 0, y > 0)
quadrant de l'ouverture dynamique (d et b). Super-ACO est modélisé comme machine idéale (βx = 5.6 m
et βy = 10.8 m). Le point de fonctionnement est le coin supérieur droit de la carte. La dynamique est
principalement dominée par la résonance d'ordre 3 (νx + 2νy − 2 × 4 = 0) qui donne la limite verticale de
l'ouverture dynamique (y = 20 mm). Toute la partie y > 20 mm sur l'ouverture dynamique (d) correspond à
l'île de cette résonance. La diﬀusion est codée en niveaux de gris suivant une échelle logarithmique.
Nous pouvons succintement commenter l'ouverture dynamique calculée (Fig. 3.20-d) :
A première vue, l'ouverture dynamique semble très grande : extension horizontale jusqu'à
50 mm et verticale au-delà de 50 mm. Cependant, on observe que pour des conditions initiales
verticales (y) excédant 23 mm (pour x=0 mm), la zone de stabilité résiduelle n'est qu'une
immense île de résonance (νx+2νy− 2× 4 = 0). De plus aux grandes amplitudes, la diﬀusion
est importante.
Une étude plus ﬁne permet d'aﬃrmer que toutes les particules survivantes ayant des
conditions initiales dans la sus-dite zone ont leurs nombres d'ondes situés soit sur la résonance
principale soit au-delà.
En conclusion, les dimensions de l'ouverture dynamique pour le premier quadrant (x >
0, y > 0) doivent être ramenées à des valeurs plus raisonnables : [0, 50]× [0, 23] mm.
La carte en fréquence associée (Fig. 3.20-c) a également une grande extension dans l'espace
des fréquences. La ﬁgure 3.20-c ne la montre pas dans sa totalité : elle est tronquée dans sa
partie basse qui s'étend jusqu'à νy = 1.51. Cependant cette partie n'a pas d'intérêt pour la
dynamique, car elle ne sera jamais atteinte pour la machine réelle (hors de l'ouverture phy-
sique, la résonance principale ne peut être traversée). La description de la carte en fréquence
peut être décomposée en deux parties séparée par la résonance νx+2νy−2×4 = 0 (voir aussi
Fig. 3.21 et les cartes en couleur B.3) :
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(1) une première partie au voisinage du point de fonctionnement (νx, νy) = (4.72, 1.70),
coin supérieur droit de la ﬁgure. Cette partie est très régulière avec une diﬀusion faible (équi-
partition des points, diﬀusion faible : D < −5).
(Frontière 1-2) la dynamique est dominée par la résonance systématique d'ordre 3, νx +
2νy − 2 × 4 = 0. En pratique, en son voisinage, on observe une grande vitesse d'éjection des
particules. Sur la carte en fréquence soit les particules sont capturées dans l'île de résonance
soit il y a désertion de points : très proche de la résonance, la diﬀusion est très élevée (D > −3)
correspondant à la proximité des zones hyperboliques associées à la résonance (les particules
vont être perdues si l'intégration est poursuivie). La largeur de la résonance est grande :
∆ν ≈ 0.01.
(2) au-delà de la résonance d'ordre 3, la diﬀusion est importante, la stabilité est faible
(les particules ayant des amplitudes initiales horizontales presque nulles sont tout de même
stables). Les résonances révélées par la carte en fréquence sont répertoriées dans le tableau 3.6
et localisées sur la ﬁgure 3.21.
pνx + qνy + r
′ × 4 = 0 Ordre
νx + 2νy − 2× 4 = 0 1 :2 :-2
3νx − 6νy − 4 = 0 3 :-6 :2
νx − 4νy + 2 = 0 1 :-4 :2
6νx + 4νy − 35 = 0 6 :4 :-7
νx − 7νy + 7 = 0 1 :-7 :4
3νy − 5 = 0 0 :3 :-2
νx + 8νy − 18 = 0 1 :8 :-6
7νx − 33 = 0 7 :0 :5
9νx + νy − 4× 11 = 0 9 :1 :-7
Tab. 3.6: Principales résonances identiﬁées sur la
carte en fréquence de Super-ACO modélisé comme
machine idéale. Des résonances d'ordres aussi bien
faibles qu'élevés sont observées (origine : les hexa-
pôles).
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Fig. 3.21: Résonances principales (traits pleins)
et point de fonctionnement (traits pointillés) pour
Super-ACO modélisée comme machine idéale. La
carte en repliée sur elle-même pour νx ≈ 4.7075.
La carte en fréquence est repliée dans la région νx ≈ 4.7075 (cf. Fig. 3.21). Il semble qu'au-
delà de ce repliement plus aucune trajectoire ne soit stable. Ce repliement correspond dans
l'ouverture dynamique aux amplitudes horizontales supérieures à 30 mm (cf. Fig. 3.20-d).
La ﬁgure 3.20-b exhibe le second quadrant (x < 0, y > 0) de l'ouverture dynamique.
La carte en fréquence (ﬁgure 3.20-a) est bien entendu inchangée si ce n'est le caractère hy-
perbolique ou elliptique des résonances rencontrées (et l'échantillonnage dans l'espace des
fréquences).
L'ouverture dynamique négative a comme extension [−55, 0] × [0, 23] mm. Comme pré-
cédemment, toutes les conditions initiales des particules au deçà de la résonance principale
νx + 2νy − 2× 4 = 0 conduisent à des mouvements peu stables (D > −3).
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La résonance principale, νx + 2νy − 2 × 4 = 0, est maintenant de nature hyperbolique :
c'est pourquoi on n'observe plus d'île de résonance dans l'ouverture dynamique.
3.2.4.3 Défauts de gradients des quadripôles droits
La modélisation de Super-ACO peut être améliorée en introduisant les défauts de gradient
des quadripôles droits. Les valeurs utilisées sont celles mesurées en 1990 (Barthès et al., 1990)
sur l'ensemble des quadripôles de la machine pour un point de fonctionnement équivalent.
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Fig. 3.22: (a) Ecart entre le gradient mesuré et no-
minal de chaque quadripôle normalisé par le gra-
dient nominal du quadripôle 3 (mesures magné-
tiques aléatoires de l'ordre du pour mille, Barthès
et al., 1990). (b) Carte en fréquence de Super-ACO
et résonances (traits pleins) identiﬁées lorsque les
défauts de gradients sont modélisés. Le point de
fonctionnement est le coin supérieur droit de la
carte.
Fig. 3.23: Carte en fréquence (a) et ouverture dy-
namique (b) calculées en incluant dans le modèle
les mesures magnétiques des quadripôles droits de
Super-ACO (βx = 5.8 m et βy = 10.8 m). La diﬀu-
sion est globalement plus élevée, les largeurs de ré-
sonances plus grandes. L'inﬂuence des défauts ma-
gnétiques reste faible (mêmes dimensions de l'ou-
verture dynamique).
La ﬁgure 3.22 indique les valeurs relatives des gradients de chacun des 32 quadripôles de
Super-ACO en prenant le troisième quadripôle comme référence. Ces valeurs sont aléatoires et
relativement faibles (de l'ordre du pour mille) ; la dynamique globale devrait être peu modiﬁée
bien que la périodicité de l'anneau soit réduite de 4 à 1 : de nouvelles résonances devraient
apparaître .
84
CHAPITRE 3. ANALYSE EN FRÉQUENCE ET SOURCES DE LUMIÈRE
En comparant les cartes en fréquence et ouvertures dynamiques de la machine idéale
(Fig. 3.20-a et b) et de la machine avec les défauts de gradients déduits des mesures magné-
tiques (Fig. 3.23), plusieurs remarques peuvent être faites (voir aussi la carte en couleur B.4).
Le point de fonctionnement est légèrement diﬀérent : (νx = 4.7214, νy = 1.6962), contre
auparavant (νx = 4.7201, νy = 1.7005) ; toutes les résonances vont être atteintes avec des am-
plitudes plus faibles. Cette diﬀérence s'explique par la modiﬁcation des gradients des familles
quadripolaires Q1 et Q2 (le point de fonctionnement n'a pas été réajusté après l'introduction
des défauts).
L'ouverture dynamique est très légèrement réduite. La diﬀusion est partout plus élevée et
en particulier au voisinage des lignes de résonance (cf. Fig. 3.22-b) et au-delà de la résonance
d'ordre 3 νx + 2νy − 2 × 4 = 0 (grandes amplitudes). Le n÷ud des résonances d'ordre 3,
3νy − 5 = 0, 9, 8νx − 1νy − 9× 4 = 0, 10, 8νx + 2νy − 41 = 0 et 7, 7νx − 33 = 0 est excité.
En conclusion, une détérioration globale de la dynamique est observée mais elle reste faible.
3.2.5 Machine nominale
3.2.5.1 Optique
Suite aux études précédentes, nous souhaitions calculer une carte en fréquence corres-
pondant aux conditions expérimentales nominales en termes de chromaticités, valeurs de
courants quadripolaires et hexapolaires. Peut-être comprendrions-nous alors mieux les perfor-
mances actuelles de Super-ACO. Seuls les dispositifs d'insertions n'ont pas été modélisés.
Super-périodes 4
νx, νy 4.725, 1.698
ξredx , ξredy 0.275, 0.766
νs 0.0034
αp 1.48× 10−2
ǫx (nm.rad) 35
Ouv. Phys. Hori. (mm) -20+60 (septum)
Ouv. Phys. Vert. (mm) -15+15 (onduleur)
Tab. 3.7: Caractéristiques machine nominale de
Super-ACO. Les dimensions de l'ouverture phy-
sique sont données dans les sections droites de l'an-
neau.
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Fig. 3.24: Fonctions optiques sur une super-
période de Super-ACO : réglage nominal.
Le point de fonctionnement a pour nombres d'ondes : νx = 4.725 et νy = 1.698 (cf. tableau
3.7). Les valeurs des chromaticités réduites désormais non nulles, ξredx = 0.275 et ξredy = 0.766,
sont réglées par ajustement des forces de deux familles hexapolaires H3 et H4. Les valeurs
des courants des quadripôles et hexapôles sont données dans le tableau 3.8 et les fonctions
optiques par la ﬁgure 3.24. La fonction dispersion est toujours nulle en dehors des achromats.
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Quadripôles Courant (A) Gradient normalisé (m−2)
Q1 222,25 -1,463349
Q2 400,22 2,606294
Q3 379,77 2,478277
Q4 215,50 -1,418968
Hexapôles Courant (A) Force intégrée (m−3)
H1 54 0,249077
H2 100 0,461255
Tab. 3.8: Valeurs expérimentales des courants et champs magnétignes pour les quatre familles de quadripôles
(Q1, Q2, Q3, Q4) et les deux familles hexapolaires non chromatiques le point nominal de Super-ACO.
3.2.5.2 Dynamique
Les glissements de nombres d'ondes avec l'amplitude sont donnés en comparaison avec
ceux calculés par le code BETA (Fig. 3.25).
L'ouverture dynamique est réduite dans le plan horizontal à -30 mm (cf. Fig. 3.26-b). La
carte en fréquence (cf. Fig. 3.26-a, voir aussi la carte en couleur B.5) présente un repliement
important, sa lecture est alors diﬃcile. La dynamique est fortement marquée par la résonance
d'ordre 3, 3νx − 5 = 0 qui limite l'ouverture dynamique verticale à 20 mm. Il faut cependant
noter qu'en expérience, l'ouverture dynamique verticale mesurée est bien plus petite, de l'ordre
de 12 mm (l'ouverture physique est à 15 mm).
3.2.6 Premières conclusions
Nous avons vu que Super-ACO est une machine singulière de par son faible rayon de cour-
bure, ses champs de fuite et coins dipolaires non négligeables. L'approximation traditionnelle
des grandes machines n'est plus valable et l'approximation hard edge n'est plus suﬃsante.
Nous avons insisté également à plusieurs reprises sur le fait que le code BETA n'est pas
adapté pour réaliser des études d'optimisation de la dynamique à long terme et pour des
amplitudes supérieures à environ 20 mm pour une machine telle que Super-ACO, même si
l'optique linéaire est toujours bien traitée.
Des cartes en fréquence et ouvertures dynamiques ont été calculées pour diﬀérentes conﬁ-
gurations machines qui juste qu'en l'an 2000 étaient considérées comme reﬂétant la machine
en fonctionnement. Cependant, cette étude n'a pas permis d'expliquer correctement certaines
observations expérimentales. En eﬀet, l'ouverture dynamique est limitée dans le plan vertical
en expérience, la dynamique du faisceau est sensible à une résonance d'ordre 3 (3νy = 5). Or
nous n'avons pas réussi à conﬁrmer ses observations (à faibles amplitudes) à partir du modèle
de l'anneau.
Un problème crucial est de pouvoir arriver à déﬁnir un modèle aussi réaliste que possible
de l'anneau de stockage. Ce besoin se justiﬁe, car d'une part, il permettrait de mieux prédire
le comportement de la machine réelle et d'autre part de pouvoir rapidement identiﬁer les
causes d'une modiﬁcation des performances de l'accélérateur.
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Il est utile de dresser un bref tableau des principaux accords et désaccords entre le modèle
actuel et l'expérience  en nous restreignant à la seule dynamique transverse .
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Fig. 3.25: Glissement des nombres d'ondes νx et
νy avec l'amplitude : calculs eﬀectué avec l'intégra-
teur LIE4 de MAD et l'ordre scaling de BETA sur
1 000 tours de l'anneau Super-ACO. A grande am-
plitude (|x| > 20 mm), le désaccord est ﬂagrant :
les lentilles décapolaires ne sont plus correctement
prises en compte par le code BETA (la résonance
3νx − 5 = 0 n'est donc pas observée).
Fig. 3.26: Super-ACO deuxième quadrant (x <
0, y > 0) : carte en fréquence et ouverture dy-
namique pour le point de fonctionnement nominal
(βx = 5.5 m et βy = 11.5 m). La carte en fré-
quence est très compacte : peu de résonances sont
rencontrées. Il est diﬃcile de comprendre avec cette
modélisation les observations expérimentales.
Nous disposons d'un excellent modèle de l'optique linéaire : point de fonctionnement,
faible battement des fonctions bétatrons, bonne eﬃcacité des correcteurs dipolaires utilisés
pour corriger l'orbite fermée.
Les valeurs des coins et champs de fuite des dipôles ont été ajustées sur l'expérience (Level
et Nghiem, 1986). La caractérisation nonlinéaire des forces des quadripôles et hexapôles a été
faite en 1989 par P. Nghiem, des mesures magnétiques sur banc d'essai à la ﬁn des années
1990 (Barthès et al., 1990). Le glissement des nombres d'ondes avec l'énergie est également en
accord avec les mesures expérimentales suite à l'introduction d'une composante décapolaires
induites par les hexapôles qui sont créés par un  mauvais dipôle  (Brunelle et al., 1999).
Un important travail de caractérisation de l'impact des éléments d'insertion sur la dynamique
transverse a été réalisé à Super-ACO (Brunelle, 1992, Sommer et al., 1992)
Par contre, les mesures de durée de vie Touschek, de valeurs de chromaticités, de taille de
l'ouverture dynamique et d'acceptance en énergie ne sont pas encore bien comprises.
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Nous devons également rappeler que Super-ACO n'est pas équipé de moniteur de position
tour par tour ni de perturbateur vertical. Si bien qu'aucune caractérisation de la variation des
nombres d'ondes avec l'amplitude n'a été réalisée (nous verrons qu'une des caractéristiques
de l'ALS est de disposer d'un grand nombre d'outils de diagnostic et d'exploration de la
dynamique de l'anneau).
Dans la seconde partie dédiée aux résultats expérimentaux, nous verrons comment nous
pouvons améliorer le modèle de Super-ACO. La première idée sera d'obtenir une estimation
réaliste des défauts magnétiques de la machine. Peut-être, qu'à l'image de l'ALS (voir page 105
sqq.), la dynamique se trouverait fortement modiﬁée. Puis, nous explorerons la dynamique
de l'anneau à travers les glissements des nombres d'ondes avec l'amplitude horizontale en
utilisant une électrode tour par tour, le perturbateur horizontal et l'Analyse en Fréquence.
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3.3 L'ESRF
3.3.1 Optique
L'installation européenne de radiation synchrotron (European Synchrotron Radiation Fa-
cility, ESRF [38] et [37]) est actuellement la meilleure source de lumière de troisième génération
en termes de performances. Mise en service en 1992 (premiers photons), l'optique possède une
périodicité 16, ce qui permet de réduire drastiquement le nombre de résonances permises.
La maille suit un schéma Chasman-Green avec dispersion distribuée et des sections droites
alternant faibles et grandes fonctions bétatrons (cf. Fig. 3.27). En opération, il est nécessaire
de surcompenser les chromaticités à des valeurs légèrement positives. Les principaux para-
mètres de l'ESRF sont donnés par le tableau 3.9. L'acceptance en énergie mesurée est de
±2%, l'injection est réalisée au voisinage du point (x = −19, y = 0) mm.
Energie (GeV) 6
Circonférence (m) 844
Dispersion en énergie 1× 10−4
Emittance (nm.rad) 4
Chromaticités réduites 0.1, 0.4
Point de fonctionnement 36.44, 14.39
Ouverture physique (mm) −19/35, ±4
Familles hexapolaires 6
Périodicité 16
Tab. 3.9: Principaux paramètres de l'ESRF
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Fig. 3.27: Fonctions optiques de l'ESRF
La présente étude est restreinte aux deux jeux hexapolaires nominaux. Expérimentalement,
le second semble meilleur pour un fort courant par paquet où la durée de vie est plus courte
(communication personnelle de A. Ropert, 1999). Nous allons essayer de le comprendre à
travers l'Analyse en Fréquence. L'intégration numérique a été eﬀectuée avec le programme
MAD version 8 [50] pour des particules on et oﬀ momemtum, sur deux fois 1 000 tours d'une
machine constituée d'une seule super-période, soit 125 tours de machine réelle. Le temps
d'amortissement de l'ESRF est d'environ 2 000 tours.
3.3.2 Premier jeu hexapolaire
3.3.2.1 Dynamique on momentum
La ﬁgure 3.28 exhibe l'ouverture dynamique on momentum de l'ESRF ; à première vue,
elle semble très grande, irrégulière, fortement marquée par les résonances et dissymétrique :
[−56, 42]y=0 × [−16, 16]x=0 mm (βx = 36m et βy = 2.5m). Néanmoins, ces dimensions sont
beaucoup trop optimistes et doivent être réduites. En eﬀet, une analyse plus détaillée de
l'intérieur de l'ouverture dynamique révèle de nombreux îlots de résonance.
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Fig. 3.28: Ouverture dynamique de l'ESRF : premier jeu hexapolaire, section de Poincaré en s = 0 (βx =
35.6m et βy = 2.5m). Bien que très grande, elle est irrégulière, fortement marquée par les résonances et
dissymétrique.
Pour lever tout hypothétique interrogation au sujet des calculs des cartes en fréquence, je
rappelle au lecteur que la dynamique de la particule ne change pas si les conditions initiales
des particules sont choisies dans le quart de l'espace des conﬁgurations (x > 0, y > 0) ou
(x < 0, y > 0).
La lecture d'une carte en fréquence de l'ESRF (Fig. 3.29-a, voir aussi les cartes B.10) est
plus délicate que celle de SOLEIL, puisque la carte présente un repliement important. Aﬁn
de faciliter la lecture, la carte peut être divisée en deux parties (voir Fig. 3.30) :
 première partie : autour du point de fonctionnement (Fig. 3.30-a,b), i.e. le coin supérieur
droit qui s'étend jusqu'à des amplitudes de 20 mm selon x ; les limites sont données par
la résonance entière νx − 36 = 0 et l'amplitude verticale y ≈ 7 mm; la diﬀusion y est
faible. Notons cependant la présence de la résonance d'ordre 5, 3νx − 2νy − 5× 16 = 0
atteinte pour x = 17 mm dans l'espace des conﬁgurations (x = −20 mm si l'on considère
l'ouverture dynamique négative).
 deuxième partie : au-delà (Fig. 3.30-c,d) où le glissement des nombres d'ondes est su-
périeur à l'unité. Très peu de trajectoires régulières subsistent, l'indice de diﬀusion
y est plus important. De nombreuses droites et n÷uds de résonances apparaissent
d'ordres aussi bien faibles  4, 5  qu'élevés  8,. . . , 16  (voir la carte en fré-
quence Fig. 3.31). Par exemple, toutes les particules ayant leurs conditions initiales
vériﬁant x ∈ [−41, −28] ∪ [20, 30] mm sont capturées dans l'île de la résonance entière
νx − 36 = 0.
Le codage de la diﬀusion sur l'ouverture dynamique met bien en exergue les régions hy-
perboliques, les régions elliptiques et les résonances. L'injection est réalisée au voisinage de la
résonance d'ordre 5, 3νx − 2νy − 5× 16 = 0.
Forts de ces résultats, nous pouvons donner des dimensions de l'ouverture dynamique
plus réalistes, sachant qu'en pratique une résonance entière ne peut être traversée sans perte
signiﬁcative des performances du faisceau : [−27, 21]y=0 × [−7, 7]x=0 mm, soit une réduction
d'un facteur deux dans les deux directions transverses.
Bien évidemment, si l'on prend en compte les défauts multipolaires, la symétrie 16 est
brisée, les largeurs de résonance sont plus importantes et risquent de se recouvrir ; la zone de
stabilité dans l'espace des fréquences sera encore plus petite.
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Fig. 3.29: Carte en fréquence (a et c) et ouverture dynamique (b et d) de l'ESRF : premier jeu hexapolaire
pour une surface de section en s = 0 (βx = 35.6m et βy = 2.5m). La dynamique est dominée par la résonance
de couplage 3 :-2 :0 et la résonance entière νx = 36. Les zones elliptiques et hyperboliques associées sont
nettement identiﬁables sur l'ouverture dynamique (b).
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Fig. 3.30: Carte en fréquence de l'ESRF séparée
en deux parties (a et c) pour faciliter la lecture :
premier jeu hexapolaire, pour s = 0, (βx = 36m et
βy = 2.5m). L'ouverture physique représentée par
un rectangle dans l'ouverture dynamique (b et d).
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Fig. 3.31: Principales résonances pour la dyna-
mique du premier jeu hexapolaire de l'ESRF. Le
point de fonctionnement est à l'intersection des
droites en pointillés. La dynamique est marquée
par la résonance de couplage 3 :-2 :0 et la réso-
nance entière νx = 36.
Enﬁn lorsque l'on calcule le glissement des nombres d'ondes avec l'énergie, la résonance
entière νx− 36 = 0 risque d'être atteinte plus tôt pour des particules oﬀ-momentum. C'est ce
que nous allons maintenant vériﬁer.
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3.3.2.2 Dynamique oﬀ momentum
A l'ESRF, la chromaticité est surcompensée à une valeur légèrement positive : ξredx = 0.1
et ξredy = 0.4. Pour diﬀérents écarts à l'énergie nominale, le point de fonctionnement va donc
varier avec δ suivant une courbe ∆νu = ξuδ+O(δ2) (Fig. 3.32). En particulier, les résonances
vont être atteintes avec des amplitudes diﬀérentes par rapport au cas on momentum. D'autres
résonances vont également apparaître puisque d'autres régions de l'espace des fréquences vont
être explorées.
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Fig. 3.32: (a) : Variation de la partie fractionnaire des nombres d'ondes avec l'énergie δ pour le premier réglage
de l'ESRF. (b) : Excursion du point de fonctionnement dans l'espace des fréquence pour −5% < δ < 5%. Les
résonances systématiques sont tracées jusqu'à l'ordre 9.
Les cartes en fréquence ont été tracées en balayant à la fois les ouvertures dynamiques
positive et négative en x pour des écarts à l'énergie nominale de ±1%,±2% et±3% (Fig. 3.33).
Nous allons donner une brève description des cartes en fréquence et ouvertures dynamiques
(plusieurs nouvelles résonances apparaissent cf. Tab. 3.10) :
 δ = 1% L'acceptance dynamique diminue (mais reste encore importante). Aussi bien
pour les positions x positives que négatives, l'ouverture dynamique est fortement mar-
quée par des résonances (présences d'îles importantes) qui se traduit par des bords
irréguliers et des protubérances.
La carte en fréquence est maintenant vraiment irrégulière au-delà de la résonance en-
tière : la diﬀusion est élevée. Que dira-t-on s'il y a quelques défauts qui viennent per-
turber la dynamique ? Il y aura augmentation de la diﬀusion des orbites.
 δ = 2% L'ouverture dynamique se détériore de plus en plus au-delà de la résonance
entière qui est atteinte à amplitude de plus en plus faible de par le glissement du point
de fonctionnement.
 δ = 3% On observe un trou dans l'ouverture dynamique au voisinage de la résonance
entière (comportement hyperbolique) qui est atteinte très tôt. Si l'on ne considère que
l'acceptance avant cette résonance, alors elle est très petite : −8 mm, +16 mm par
rapport à la chambre à vide. On observe nettement la  nocivité  de la résonance
entière.
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Fig. 3.33: Dynamique oﬀ momentum pour le premier jeu hexapolaire de l'ESRF (Colonne 1 : δ > 0, colonne
2 : δ < 0). Les cartes en fréquence sont profondément modiﬁées entre δ = −3% et δ = 3% (extension
spatiale, repliement, résonances). Le point de fonctionnement se rapproche de la résonance entière qui détruit
la dynamique pour δ > 0, alors que pour δ < 0 la dynamique est de plus en plus stable. L'ouverture physique
est représentée par un rectangle en traits pleins.
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 δ = −1% On note l'apparition d'une nouvelle résonance d'ordre 6. La résonance entière
n'est plus atteinte. La carte en fréquence  se déplie . La dynamique est dominée par
la résonance d'ordre 5, 3νx − 2νy − 5× 16 = 0.
 δ = −2% L'ouverture dynamique est plus grande qu'à 1% (il n'y a plus la résonance en-
tière). La carte est presque plate. Au voisinage de la résonance 10νy = 144, la dynamique
est perturbée.
 δ = −3% L'ouverture dynamique est très grande car à faible amplitude, il y a peu
de résonances. Seuls les bords sont fortement irréguliers et incisés par les résonances.
Paradoxalement, la dynamique est plus régulière dans ce cas que pour les particules on
momentum.
qνx + pνy + r = 0 Ordre
2νx − 4νy − 16 = 0 1 :-2 :0
5νx + 4νy − 240 = 0 5 :4 :-4
3νx + 8νy − 224 = 0 3 :8 :-4
Tab. 3.10: Principales résonances rencontrées à δ 6= 0 pour le premier réglage hexapolaire de l'ESRF. Voir
aussi les cartes en fréquence (Fig. 3.33) pour −3% < δ < 3%.
3.3.2.3 Conclusion préliminaire
La dynamique est très altérée par les résonances qui détériorent fortement la dynamique
(diﬀusion élevée). Les deux résonances principales sont la résonance d'ordre 5 au voisinage de
laquelle est faite l'injection et la résonance entière qui va réduire l'ouverture dynamique. Si l'on
fait l'hypothèse que cette résonance ne peut pas être traversée, alors l'acceptance dynamique
peut limiter la durée de vie du faisceau comme nous allons le voir.
3.3.2.4 Durée de vie Touschek
Dans un anneau de stockage, le faisceau a une durée de vie ﬁnie du fait des diﬀérents
mécanismes de perte : excitation quantique, diﬀusions simples ou multiples entre les électrons,
diﬀusions sur les atomes du gaz résiduel. Pour les sources de lumière de troisième génération
(faible émittance) comme l'ESRF, la durée de vie est déterminée principalement par la durée
de vie Touschek que nous allons déﬁnir. Lors d'une collision entre deux électrons d'un même
paquet, une partie de leurs moments transverses est transférée en moments longitudinaux.
Si ces transferts sont plus grands que l'acceptance en énergie donnée par le système RF, les
électrons sont perdus après la collision. De plus, les électrons diﬀusés qui restent à l'intérieur
de l'acceptance longitudinale peuvent aussi être perdus dans le plan transverse dû à la limite
de l'ouverture physique ou dynamique pour l'écart en énergie considéré.
La durée de vie Touschek a été calculée en mode multipaquets et en mode faible nombre
de paquets qui sont deux des principaux modes de fonctionnement de l'ESRF. Les paramètres
adoptés pour les calculs avec le logiciel BETA sont donnés par le tableau 3.11.
Les calculs ont été faits en approximation linéaire et nonlinéaire et sont présentés dans
le tableau 3.12. Dans chaque cas, nous avons pris comme longueur de paquet la longueur
94
CHAPITRE 3. ANALYSE EN FRÉQUENCE ET SOURCES DE LUMIÈRE
naturelle σl à courant nul ; en fonctionnement réel, le paquet s'allonge, e.g. d'un facteur 3
à 16 mA par paquet et la durée de vie est environ trois fois plus grande (Besnier, Laclare,
Limborg, 1996). En approximation linéaire, la durée de vie Touschek (T 1
2
) est donnée par la
formule classique (voir par exemple Le Duﬀ, 1995 ou chap. XXX de Bruck, 1966) :
1
T 1
2
=
Nr2ec
8πγ2σxσyσlǫ3acc
D(ξ), ξ =
(
ǫacc
γσ′x
)2
(3.2)
D(ξ) =
√
ξ
{
−3
2
e−ξ +
ξ
2
∫ ∞
ξ
ln u e−u
u
du+
1
2
(3ξ − ξ ln ξ + 2)
∫ ∞
ξ
e−u
u
du
}
avec σx, σy les dimensions transverses et σ′x la divergence horizontale du faisceau, ǫacc l'ac-
ceptance en énergie de la machine, re = 2.8 × 10−15 m le rayon classique de l'électron, N le
nombre d'électrons par paquet.
Pour le calcul dit nonlinéaire, nous avons pris en compte l'orbite fermée chromatique
nonlinéaire et la dépendance en l'énergie des fonctions optiques. Pour une description détaillée,
le lecteur peut se reporter à la méthode développée pour SOLEIL (Nadji et al., 1997).
Fréquence RF fRF (MHz) 352.2
Nombre d'harmonique h 992
Dispersion en énergie σE 1.05× 10−3
Intensité faib. nb. paquets I1 (mA) 15
Nombres d'électrons par paquet N1 2.8× 1011
Intensité multipaquet I2 (mA) 662× 0.302
Nombres d'électrons par paquet N2 5.3× 109
Tension RF VRF (MV) 812
Couplage χ (%) 1
Tab. 3.11: Paramètres pour le calcul de la durée de vie Touschek pour deux des principaux modes de fonc-
tionnement de l'ESRF : (1) multipaquets et (2) faible nombre de paquets.
Multipaquets Faible nombre de paquets
VRF (MV) ǫRF (%) σl (mm) T lintous (h) Ttous (h) T lintous (h) Ttous (h)
8 3.38 4.7 231 172 4.4 4.27
9 4.03 4.3 378 238 7.1 5.89
10 4.60 4.0 555 288 10.5 6.44
11 5.13 3.8 760 320 14.4 7.41
12 5.61 3.6 947 337 17.9 7.63
Tab. 3.12: Modes multipaquets et faible nombre de paquets : durée de vie Touschek pour le premier
réglage de l'ESRF en calcul linéaire et nonlinéaire pour une tension RF comprise entre 8 MV et 12 MV . Pour
chaque tension, l'acceptance RF (ǫRF ) et la longueur naturelle du paquet (σl) sont également données.
De manière générale, la durée de vie Touschek est limitée soit par l'acceptance physique,
soit par l'acceptance dynamique ou soit par l'acceptance en tension RF. Pour ces calculs, nous
avons inclus les dimensions de l'ouverture dynamique oﬀ momentum (cf. Fig. 3.35).
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Fig. 3.34: Durée de vie Touschek (T ) en fonction de la tension RF (VRF ) pour le premier réglage de l'ESRF
en mode multipaquets (a) et faible nombre de paquets (b). Une saturation de la durée de vie est observée
pour les calculs en mode nonlinéaire (cercles) par rapport au calcul linéaire (carrés).
A 8 MV, nous constatons que la tension RF est limitative (ǫVRF = 3.4%) alors qu'à
12 MV c'est l'acceptance physique (ǫVRF = 5.6%) et même l'acceptance dynamique si toute
la dynamique au-delà de la résonance entière est négligée.
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Fig. 3.35: Variation de l'ouverture dynamique horizontale (xmax) de l'ESRF avec l'énergie (δ) pour le premier
réglage hexapolaire. Les dimensions (carrés) sont données par rapport à l'orbite fermée. En supposant que
la résonance entière νx − 36 = 0 limite l'ouverture dynamique, les dimensions (cercles) sont restreintes pour
δ > 0. Ces dimensions sont prises en compte pour le calcul de la durée de vie Touschek en mode nonlinéaire.
Dans tous les cas, il est absolument nécessaire prendre en compte le second ordre pour
calculer la durée de vie Touschek. En eﬀet, au-delà de 8 MV, les résultats obtenus par les
calculs linéaire et nonlinéaire sont très diﬀérents ; cette diﬀérence atteint un facteur 3 à 12 MV
(cf. Fig. 3.34).
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3.3.3 Second jeu hexapolaire
Le second jeu hexapolaire est une tentative d'optimisation du point de fonctionnement
précédent (pas d'améliorations expérimentales notables sauf à fort courant18). Seule la pente
à l'origine de la courbe en fréquence est modiﬁée de −2.3× 104 à −8.4× 103 en modiﬁant les
réglages hexapolaires. Cependant la dynamique du faisceau est complètement modiﬁée (cf.
Fig. 3.36). Nous nous attarderons sur la comparaison des deux optiques.
3.3.3.1 Dynamique on momentum
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Fig. 3.36: Ouverture dynamique : second jeu hexapolaire de l'ESRF pour s = 0, (βx = 35.6m et βy = 2.5m).
Elle est toujours très dissymétrique mais plus régulière que pour le premier jeu hexapolaire.
L'ouverture dynamique (cf. Fig. 3.36) est encore plus grande que celle obtenue pour le
premier réglage (cf. Fig. 3.28) : [−80, 45]y=0 × [−15, 15]x=0 mm, plus régulière mais elle est
toujours surestimée. Comme précédemment, la carte en fréquence (Fig. 3.37, voir aussi les
cartes en couleur B.11) présente un repliement et peut être scindée en deux parties (Fig. 3.38) :
 première partie (Fig. 3.38-a,b) correspondant aux amplitudes initiales [−30, 20]×[−8, 8]
mm dans l'espace des conﬁgurations, avec un glissement des nombres d'ondes très faible
(∆νx ≈ 0.2, ∆νy ≈ 0.1). Cette partie est extrêmement régulière et pratiquement
exempte de résonances avec peu de diﬀusion.
 seconde partie(Fig. 3.38-c,d) qui est fournie en résonances ; les principales résonances
sont données par la ﬁgure 3.39. Bien que la résonance entière νx− 36 = 0 ne soit jamais
atteinte, la résonance d'ordre 5, 3νx − 2νy − 5 × 16 = 0 est déjà fortement excitée
pour une machine idéale puisqu'elle capture toutes les particules de conditions initiales
x ∈ [−74, −42] ∪ [32, 35] mm.
De manière générale pour ce réglage, la dynamique est moins  compliquée  et beaucoup
plus stable. Le glissement des nombres d'ondes avec l'amplitude est plus faible, si bien que la
résonance 3νx − 2νy − 5× 16 = 0 est atteinte à une amplitude x ≈ 32 mm soit aussi grande
que l'ouverture physique (x ≈ 17 mm pour le premier réglage hexapolaire).
18Communication personnelle de A. Ropert, 1999.
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Fig. 3.37: Carte en fréquence et ouverture dynamique calculées pour le second réglage hexapolaire de l'ESRF
pour une surface de section à s = 0 (βx = 36m et βy = 2.5m). La dynamique est dominée par la résonance
d'ordre 5, 3νx − 2νy − 5 × 16 = 0. La diﬀusion (niveaux de gris) est assez faible avec une grande ouverture
dynamique.
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Fig. 3.38: Carte en fréquence de l'ESRF séparée
en deux parties (a et c) pour faciliter la lecture :
second réglage hexapolaire, pour s = 0, (βx = 36m
et βy = 2.5m). L'ouverture physique représentée
par un rectangle dans l'ouverture dynamique asso-
ciée (b et d).
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Fig. 3.39: Principales résonances identiﬁées sur la
carte en fréquence correspondant au second réglage
hexapolaire de l'ESRF. Le point de fonctionnement
est à l'intersection des deux droites en traits poin-
tillés. La carte en fréquence est repliée sur elle-
même (voir aussi Fig. 3.38).
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Deux orbites particulières ont été intégrées pour illustrer la diﬀusion au voisinage d'une
résonance dans une zone de mouvement régulier et irrégulier (Fig. 3.40-a,b) :
La première orbite (O1) correspond aux conditions initiales (x0, y0) = (15.81, 8.05) mm
avec pour nombres d'ondes initiaux (ν0x, ν0y) = (36.3728, 14.3728). L'intégration est réalisée
sur 1 million de tours, les fréquences sont recalculées tous les 1 000 tours ; la particule oscille
rapidement transversalement à la résonance νx − νy − 22 = 0 et lentement longitudinalement
(voir aussi Fig. 3.39).
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Fig. 3.40: Exemple de diﬀusion d'orbites (a) pour le second réglage de l'ESRF. La première orbite (O1) est
intégrée sur 1 million de tours ; la particule oscille rapidement transversalement à la résonance νx−νy−22 = 0
et lentement longitudinalement. La seconde orbite (O2) reste piégée 15 000 au voisinage de la résonance
11 : −10 : 0 avant de diﬀuser rapidement dans la zone chaotique de la carte en fréquence. La variation de ses
nombres d'ondes avec le nombre de tours N est tracée (b) jusqu'à sa perte au bout de 38 000 tours.
La seconde orbite (O2) est perdue au bout de 38 026 tours de l'anneau. Ses conditions
initiales en amplitudes et en fréquences sont (x0, y0) = (19.37, 9.86) mm et (ν0x, ν0y) =
(36.3216, 14.3520), soit au voisinage de la résonance 11νx− 10νy− 16× 16 = 0. La particule y
reste environ 15 000 tours avant de diﬀuser rapidement L'évolution de la partie fractionnaire
des nombres d'ondes avec le nombre de tours est donné par la ﬁgure 3.40-b.
3.3.3.2 Dynamique oﬀ momentum
Comme pour le premier réglage, les valeurs réduites des chromaticités sont légèrement
positives (ξredx = 0.1 et ξredy = 0.4). Le glissement des nombres d'ondes avec l'énergie δ est
illustré par la ﬁgure 3.42.
Les cartes en fréquence ont été tracées pour des écarts à l'énergie nominale compris entre
−3% et 3% (Fig. 3.41) en considérant toujours une machine parfaite.
L'ouverture dynamique diminue avec δ (cf. Fig. 3.43) ; cette diminution est plus importante
pour des écarts à l'énergie positifs.
L'allure et le repliement des cartes varient beaucoup avec δ. Pour de grands écarts en
énergie, les cartes sont pratiquement  plates  ; notons cependant que pour δ = 2%, les
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Fig. 3.41: Dynamique oﬀ momentum pour le second jeu hexapolaire de l'ESRF (colonne 1 : δ > 0, colonne
2 : δ < 0). Les cartes en fréquence sont profondément modiﬁées entre δ = −3% et δ = 3% (extension spatiale,
repliement, résonances). Pour δ > 0, la dynamique est dominée par la résonance d'ordre 5, 3νx−2νy−5×16 = 0
qui est atteinte à des amplitudes de plus en plus faibles.
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nombres d'ondes diminuent avec l'amplitudes (distances au centre du faisceau) alors que pour
δ = −2%, ils augmentent avec l'amplitude.
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Fig. 3.42: Second réglage hexapolaire de l'ESRF : variation de la partie fractionnaire des nombres d'ondes
avec l'énergie δ.
Pour δ > 0, la résonance d'ordre 5, 3νx − 2νy = 80 est atteinte beaucoup plus tôt, et
surtout, la résonance νx = 36, systématique d'ordre 4 et destructive ici, limite la dynamique ;
ce qui explique la diminution drastique de plus de 50 % de l'ouverture dynamique entre 0%
et +2%. Par contre au-delà de +3%, la résonance νx = 36 n'est plus destructive pour une
machine idéale : l'ouverture dynamique est de nouveau plus grande (frontière 2.3%).
Pour δ < 0, de nouvelles résonances de couplages (Tab. 3.13) apparaissent de par le
déplacement du point de fonctionnement avec l'énergie.
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Fig. 3.43: Second réglage de l'ESRF : variation
de l'ouverture dynamique horizontale avec l'éner-
gie (δ). Les dimensions sont données par rapport à
l'orbite fermée. Elles sont prises en compte pour le
calcul de la durée de vie Touschek en mode nonli-
néaire.
pνx + qνy + r = 0 Ordre
νx − 36 = 0 1 :0 :0
4νx + 1νy − 10× 16 = 0 4 :1 :2
1νx − 2νy − 8 = 0 1 :-2 :0
7νx − 16× 16 = 0 7 :0 :4
5νx + 2νy − 13× 16 = 0 5 :2 :0
7νx − 2νy − 14× 16 = 0 7 :-2 :0
11νx − 25× 16 = 0 11 :0 :4
νx + 12νy − 13× 16 = 0 1 :12 :4
Tab. 3.13: Résonances identiﬁées sur les cartes en
fréquence oﬀ momentum à δ 6= 0 pour le deuxième
réglage hexapolaire de l'ESRF.
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3.3.3.3 Conclusion préliminaire
Comme annoncé précédemment, les résonances 3νx − 2νy = 80 et νx = 36 ont une grande
amplitude qu'il faudrait essayer de réduire pour améliorer l'ouverture dynamique pour δ > 0.
Pour δ 6= 0, l'extension des cartes en fréquence est plus importante que pour l'énergie
nominale. D'autres résonances vont alors dominer dans la dynamique aux diﬀérentes ampli-
tudes.
L'acceptance dynamique diminue avec δ, mais dans le pire des cas elle reste comparable
avec l'acceptance physique.
La surcompensation de la chromaticité a l'inconvénient majeur de compliquer l'optimisa-
tion, puisque les points de fonctionnement dépendent fortement de l'énergie de la particule.
Idéalement, il faudrait pouvoir optimiser la dynamique aux diﬀérentes énergies.
3.3.3.4 Durée de vie Touschek
La durée de vie Touschek est calculée de la même manière que pour le premier réglage
hexapolaire. Les résultats sont rassemblés dans le tableau 3.14 (voir aussi les ﬁgures 3.44-a et
b).
Mode multipaquets Mode faible nombre de paquets
VRF (MV) ǫRF (%) σl (mm) T lintous (h) Ttous (h) T lintous (h) Ttous (h)
8 3.38 4.7 231 225 4.4 4.2
9 4.03 4.3 377 313 7.1 5.9
10 4.60 4.0 555 378 10.1 7.1
11 5.13 3.8 760 418 14.3 7.9
12 5.61 3.6 947 440 17.9 8.3
Tab. 3.14: Modes multipaquets et faible nombre de paquets : durée de vie Touschek pour le second
réglage hexapolaire de l'ESRF en calcul linéaire et nonlinéaire pour une tension RF comprise entre 8 MV et
12 MV. Pour chaque tension, l'acceptance RF (ǫRF ) et la longueur naturelle du paquet (σl) sont également
données.
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Fig. 3.44: Durée de vie Touschek pour le second réglage de l'ESRF en mode multipaquets (a) et faible nombre
de paquets (b). Une saturation de la durée de vie est observée pour les calculs en mode nonlinéaire (cercles)
par rapport au calcul linéaire (carrés) et donnent des résultats deux fois plus faibles à 12 MV.
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En comparant les durées de vie Touschek obtenues pour les deux réglages hexapolaires de
l'ESRF (Fig. 3.34 et Fig. 3.44), nous constatons que le second réglage est meilleur. Ce résultat
se comprend bien si l'on se rappelle que la dynamique oﬀ momentum du premier réglage est
fortement marquée par la résonance entière νx − 36 = 0, si bien qu'il faut prendre en compte
dans les calculs l'ouverture dynamique oﬀ momentum qui est alors le facteur limitatif. Ces
résultats tendraient à corroborer les mesures expérimentales. Il faut toutefois reconnaître que
les durées de vie mesurées sont bien plus faibles.
3.3.4 Conclusions sur les deux réglages nominaux
Pour le point de fonctionnement (νx, νy) = (36.44, 14.39) la dynamique du deuxième
jeu hexapolaire semble être la plus  stable  : peu de résonances au voisinage du point de
fonctionnement, faible diﬀusion, ouverture dynamique plus grande que l'acceptance physique
jusqu'à δ = ±3%.
Pour le premier jeu hexapolaire, nous constatons qu'il y a plus de résonances qui induisent
une diﬀusion globalement plus importante. La dynamique est fortement perturbée par la
résonance entière. Si nous faisons l'hypothèse que celle-ci limite l'ouverture dynamique, la
durée de vie Touschek serait alors réduite.
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Fig. 3.45: Cartes en fréquence pour le point de fonctionnement historique de l'ESRF pour les deux réglages
hexapolaires choisis (a et b). Le point de fonctionnement est beaucoup trop proche des résonances entières :
la zone eﬀective de stabilité est petite, l'injection est réalisée au voisinage de résonances et la diﬀusion des
orbites est globalement très élevée.
Le point de fonctionnement historique de l'ESRF avait pour nombres d'ondes (νx, νy) =
(36.2, 14.3). Une étude a également été faite pour comprendre pourquoi les performances
de l'anneau étaient bien trop faibles pour les deux réglages hexapolaires nominaux. En fait
la dynamique est globalement plus mauvaise, car la résonance entière, plus proche du point
de fonctionnement, est atteinte à plus faible amplitude. Les cartes en fréquence pour les
deux réglages hexapolaires (cf. Fig. 3.45) sont peuplées de résonances avec une diﬀusion des
orbites très élevée et des ouvertures dynamiques petites. Pour le premier jeu hexapolaire (cf.
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Fig. 3.45-a), la dynamique est  catastrophique  : le point de fonctionnement est trop proche
des résonances entières νx = 36 et νy = 14, résonances qui sont les premières à éviter lorsque
l'on choisi le point de fonctionnement d'un accélérateur. L'auteur est perplexe et ne comprend
pas quels critères ont pu amener à ce choix. Le point de fonctionnement actuel de l'ESRF,
choisi à la suite de discussion avec le groupe faisceau du projet SOLEIL, diﬀère uniquement
par l'éloignement de la résonance entière νy = 14.
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3.4 L'ALS
La Source de Lumière Avancée du Ernest Orlando Lawrence Berkeley National Laboratory
(Advanced Light Source, ALS [3] et [4]) a eu sa première lumière en 1993. Mise en service
juste après l'ESRF, son énergie est plus basse, 1.51.9 GeV contre 6 GeV, elle est donc plus
optimisée pour les rayons UV et  X-mou .
Une première étude théorique de l'ALS avec l'Analyse en Fréquence a été réalisée dès 1993
par Dumas et Laskar. Le point de fonctionnement actuel de l'ALS est très voisin de celui
proposés en 1996 par Laskar et Robin.
3.4.1 Optique
L'ALS a une périodicité 12, sa maille est construite sur une structure triple bend achromat
(TBA) avec symétrie centrale (cf. fonctions optiques Fig. 3.46). Les nonlinéarités sont intro-
duites par les deux uniques familles d'hexapôles utilisées pour corriger la chromaticités à des
valeurs légèrement positives, (ξredx , ξredy ) = (0.5, 1) (cf. Tab. 3.15). Les logiciels DESPOT [42]
et TRACY2 [11] ont été utilisés pour intégrer les particules  test  sur deux fois 1 000 tours,
i.e. deux fois un vingtième du temps d'amortissement de l'anneau.
Energie (GeV) 1.51.9
Circonférence (m) 196.8
Emittance (nm.rad) 4
Chromaticités naturelles −24.6 ,−26.7
Chromaticités réduites 0.5 ,1.0
Point de fonctionnement 14.25, 8.18
Ouverture physique (mm) 25, ±2.5
Tab. 3.15: Paramètres nominaux de l'ALS
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Fig. 3.46: Une des douze cellules TBA de l'ALS
3.4.2 Dynamique
Nous avons commencé par étudier une maille parfaite de l'ALS. L'anneau a alors sa pério-
dicité 12 permettant de réduire grandement le nombre de résonances permises. Il s'ensuit que
l'ouverture dynamique est très grande [0, 22] × [0, 10] mm alors qu'expérimentalement, le
faisceau commence a être perdu dès l'amplitude x ≈ 11 mm (cf. Fig. 3.47).
Contrairement autres machines étudiées, la carte en fréquence est très simple sans replie-
ment : le point de fonctionnement (νx, νy) = (14.25, 8.18) est le coin supérieur droit de la
carte en fréquence 3.47. Le bord supérieur (respectivement inférieur) de la carte correspond
à la variation des nombres d'ondes avec l'amplitude pour x = 0 (respectivement y = 0).
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L'ensemble des résonances principales identiﬁées est donné par la ﬁgure 3.48. Les deux réso-
nances les plus néfastes pour la dynamique sont la résonance entière νx = 8 et la résonance
de couplage19 νx − νy − 6 = 0. Loin du point de fonctionnement, les largeurs de résonance
se recouvrent induisant des mouvements de nature chaotique avec une diﬀusion élevée. C'est
également vrai sur les bords de l'ouverture dynamique (cf. Fig. 3.47, voir aussi la carte en
couleur B.12).
Fig. 3.47: Carte en fréquence (a) et ouverture dy-
namique (b) calculées pour une maille parfaite de
l'ALS pour la surface de section s = 0 (βx = 11.3m
et βy = 4.0m). La diﬀusion permet de nettement
distinguer le réseau de résonance sur les deux ﬁgu-
res.
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Fig. 3.48: Carte en fréquence de l'ALS sans dé-
faut magnétique avec les principales résonances
pour la surface de section s = 0 (βx = 11.3m
et βy = 4.0m). Le point de fonctionnement est à
l'intersection des lignes en traits pointillés. Les ré-
sonances les plus néfastes pour la dynamique sont
la résonance de couplage 1 :-1 :0 et la résonance
entière νy = 8 qui ne sera jamais traversée en pra-
tique.
3.4.3 Vers un modèle plus réaliste (I)
Une maille plus réaliste de l'ALS peut être modélisée en prenant en compte les erreurs
de gradients déduites de l'analyse de la matrice-réponse20 non couplée (Robin, Safranek et
Decking, 1998 et 1999) en utilisant le programme LOCO (Safranek, 1997). Les matrices-
réponse de l'anneau sont mesurées chaque semaine pour déterminer si l'optique de la machine
a changé ou non de manière signiﬁcative. Les défauts mesurés sur les forces quadripolaires
19La résonance de couplage est volontairement excitée en expérience aﬁn d'augmenter artiﬁciellement le
couplage. Un couplage de 4% permet d'obtenir des durées de vie satisfaisantes pour les utilisateurs.
20La matrice-réponse d'un accélérateur circulaire est déﬁnie rigoureusement au chapitre 5, p. 135.
106
CHAPITRE 3. ANALYSE EN FRÉQUENCE ET SOURCES DE LUMIÈRE
correspondent en moyenne à des variations de 0.36% rms des valeurs nominales pour les
quadripôles défocalisants et 0.2% rms pour les quadripôles focalisant ; ces variations sont loin
d'être négligeables et vont induire de profondes modiﬁcations de la dynamique.
Les nouvelles carte en fréquence et ouverture dynamique sont données par la ﬁgure 3.49
(voir aussi la carte en couleur B.13) : la dynamique globale est complètement modiﬁée, la 12-
périodicité brisée, donc la condition de résonance est beaucoup moins sévère. En particulier la
résonance entière νx = 8 est excitée par les défauts quadripolaires comme la théorie le prévoit
(voir par exemple chap. II in Accelerator Physics, Lee, 1998) et toutes les orbites dans son
voisinage et à plus grandes amplitudes sont instables (quelques centaines de tours).
Les nouvelles dimensions de l'ouverture dynamique sont maintenant [0, 12] × [0, 8] mm.
L'ouverture dynamique horizontale est maintenant plus petite que l'ouverture physique (cf.
Tab. 3.15). En eﬀet dans le plan horizontal, elle est limitée par la résonance de couplage
νx − 2νy + 2 = 0. Expérimentalement, en utilisant un scraper 21 horizontal ou en déplaçant le
faisceau, nous retrouvons une ouverture dynamique similaire (Decking et Robin, 1999).
Fig. 3.49: Carte en fréquence (a) et ouverture dy-
namique (b) de l'ALS : maille avec défauts qua-
dripolaires mesurés pour un surface de section en
s = 0 (βx = 11.3m et βy = 4.0m). La 12-
périodicité de l'anneau est brisée, l'extension spa-
tiale de la carte en fréquence est réduite d'un fac-
teur 2 dans le plan vertical.
Fig. 3.50: Carte en fréquence (a) et ouverture
dynamique (b) de l'ALS (βx = 11.3m et βy =
4.0m) : inﬂuence d'un couplage eﬀectif de 1%
ajusté à partir des quadripôles tournés. La diﬀu-
sion est globalement plus élevée. Seule la région
voisine du point de fonctionnement reste régulière.
21En français,  éplucheur  de faisceau : élément physique que l'on insère dans la chambre à vide de l'anneau
de stockage pour arrêter le faisceau.
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L'extension de la carte en fréquence est réduite verticalement d'un facteur deux. Les
résonances d'ordre 5 sont excitées : 4νx+νy−65 = 0, 3νx+2νy−59 = 0 et 2νx+3νy−53 = 0,
ce sont des résonances non permises par la 12-périodicité (cf. Fig. 3.51).
De manière générale, la zone de stabilité est réduite au voisinage du point de fonction-
nement. Toutes les particules ayant un indice de diﬀusion inférieur à moins six seront sans
doute perdues si l'on intègre les trajectoires plus longtemps.
3.4.4 Vers un modèle plus réaliste (II)
Le modèle de l'ALS peut encore être aﬃné en introduisant du couplage modélisé par des
erreurs de gradients de quadripôles tournés. Ces défauts sont également déduits des mesures
de matrices-réponses couplées (Robin, Safranek, Decking, 1999) pour avoir un couplage eﬀectif
de 1%. Les écarts en valeur rms sont de l'ordre de 0.3%.
Il apparaît clairement à la lecture de la nouvelle carte en fréquence (cf. Fig. 3.50 à comparer
avec Fig. 3.49, voir aussi la carte en couleur B.14) que la dynamique est encore plus instable :
la diﬀusion est plus élevée, les largeurs de résonances sont plus grandes ; la majorité des
orbites situées sur la carte en fréquence à gauche de la résonance d'ordre 5, 4νx+ νy − 65 = 0
ont un coeﬃcient de diﬀusion très élevé (D > −2) : les lignes de résonances sont moins
lisibles dénotant la superposition des largeurs de résonances. Les particules peuvent plus
facilement et rapidement diﬀuser, toute structure régulière est perdue. En fonctionnement
réel, la dynamique du faisceau de l'ALS est certainement encore moins stable : en eﬀet d'autres
défauts magnétiques ainsi que l'inﬂuence de la dynamique longitudinale ont été négligés dans
cette étude. La résonance 4νx + νy − 65 = 0 peut être considérée comme limitant l'ouverture
dynamique (cf. Fig. 3.51).
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Fig. 3.51: Carte en fréquence de l'ALS avec les erreurs de gradients des quadripôles droits et tournés. Le point
de fonctionnement est à l'intersection des lignes en traits pointillés. Des résonances d'ordre 5 non permise par
la périodicité sont excitées par les défauts magnétiques, la diﬀusion est très élevée (cf. zones irrégulières).
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3.4.5 Dynamique oﬀ momentum
La dynamique oﬀ momentum de l'ALS n'a pas été étudiée de manière exhaustive. Elle a
pourtant un rôle déterminant sur la durée de vie du faisceau. Les ﬁgures 3.52 représentent
la variation des nombres d'ondes en fonction de l'énergie, νu = f(δ) ainsi que la variation
du point de fonctionnement dans l'espace des fréquences. Les cartes en fréquence (Fig. 3.53)
ont été tracées pour une machine idéale 12-périodique et pour des écarts à l'énergie nominale
δ = ±1%,±2%,±3%. En s'appuyant sur la comparaison des cartes en fréquence 3.47, 3.49 et
3.50 le lecteur pourra aisément prédire l'évolution des cartes en fréquence 3.53 si les défauts
magnétiques mesurés sont incorporés au modèle.
Nous donnons quelques indices de lecture de ces cartes en fréquence. L'introduction des
défauts magnétiques ne peut que détériorer la dynamique du faisceau. S'ils sont suﬃsamment
élevés, comme nous l'avons vu, alors la 12-périodicité de l'anneau est brisée. Les résonances
non permises vont en particulier être plus excitées. Ceci se traduit par l'augmentation des
largeurs des résonances et une plus grande probabilité de recouvrement des résonances, siège
du chaos. Cette détérioration globale de la dynamique est d'autant plus importante que les
particules oscillent avec de plus grandes amplitudes.
Une des caractéristiques de l'Analyse en Fréquence est sa capacité de prédiction lorsque
l'on lit une carte en fréquence. Par exemple, la dynamique oﬀ momentum de l'ALS est déjà,
pour une machine idéale, fortement marquée par le n÷ud entre les résonances νx−4νy+18 = 0,
5νx + 2νy − 87 = 0 et 6νx − 2νy − 69 = 0 (cf. carte 3.53 pour δ = −3%) et le n÷ud entre
les résonances 6νx + 4νy − 117 = 0, νx − νy − 6 = 0 et 2νx + 8νy − 93 = 0 (cf. carte pour
δ = +3%). Toute la dynamique en leur voisinage respectif et aux amplitudes plus élevées sera
instable pour la machine réelle.
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Fig. 3.52: (a) : Variation de la partie fractionnaire des nombres d'ondes de l'ALS en fonction de l'énergie (δ).
(b) : Déplacement du point de fonctionnement dans le diagramme des résonances tracées jusqu'à l'ordre 7.
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Fig. 3.53: Dynamique oﬀ momentum (colonne 1 δ > 0, colonne 2 δ < 0) de l'ALS considérée comme machine
idéale. Pour δ > 0 la résonance de couplage 1 :-1 :0 est atteinte pour des amplitudes de plus en plus faibles.
Ceci est bien conﬁrmé expérimentalement. Les cartes en fréquence ne présentent pas de repliement, car il n'y
a que deux familles d'hexapôles utilisées pour ajuster les chromaticités.
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3.4.6 Conclusion
L'ALS est une machine relativement  simple . Les cartes en fréquence sont  plates 
sans repliement. Il n'y a que deux familles d'hexapôles utilisées pour ajuster la chromaticité.
En contrepartie, si la dynamique est très nonlinéaire, le seul recourt est de déplacer le point de
fonctionnement dans une région du diagramme des résonances vierge de résonance. Il n'existe
pas de famille hexapolaire pour réduire les largeurs des résonances. L'Analyse en Fréquence
permet de mettre en évidence clairement toutes les résonances principales, en particulier les
résonances de couplage (couplées) non vues ni étudiées dans les processus d'optimisation
traditionnels.
Pour étudier l'inﬂuence des défauts magnétiques sur la dynamique globale du faisceau,
on procède habituellement par tirages aléatoires de jeux de défauts (méthodes statistiques,
Méthode de Monte Carlo). Cette méthode est très coûteuse en termes de temps de calcul mais
est la seule possible lorsque la machine n'est pas encore construite.
La méthode que nous avons retenue est d'utiliser les défauts magnétiques mesurés sur
l'anneau de stockage  uniquement possible si la machine est en fonctionnement . Cette
méthode ne nécessite qu'un seul jeu de défaut et donne des résultats très satisfaisants comme
nous l'avons vu pour l'ALS
Les cartes en fréquence calculées pour l'ALS permettent d'expliquer un certain nombre
de résultats expérimentaux, en particulier l'eﬃcacité de l'injection ; la prise en compte de
la dynamique oﬀ momentum devrait permettre d'obtenir des durées de vie s'approchant des
mesures expérimentales. Les dimensions de l'ouverture dynamique déduite de cette étude sont
compatibles avec les mesures sur l'anneau. Ce dernier point est également remarquable, car
généralement l'écart entre théorie et expérience est souvent supérieur à un facteur deux sur
la plupart des sources de lumière (e.g. à l'ESRF). D'autres résultats plus spectaculaires ont
été obtenus sur l'ALS. Je renvoie le lecteur à la partie expérimentale de cette thèse (chapitre
suivant).
Je voudrais insister sur le fait que ces premiers résultats n'ont été possibles que parce
qu'au préalable un long travail de caractérisation de la machine avait été réalisé. L'ALS
est un anneau de stockage équipé d'un grand nombre d'outils de diagnostic prévus dès la
construction : moniteurs de position tour par tour, aimants rapides permettant de perturber
le faisceau sur un seul tour de machine, perturbateurs horizontal et vertical. Ce sont les  yeux
et les oreilles  du physicien des accélérateurs. Il est ainsi possible d'explorer la dynamique
du faisceau. A cela, il convient d'ajouter que chaque année, de nombreuses heures ont été et
sont encore réservées uniquement à l'amélioration de la modélisation de l'anneau.
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Chapitre 4
ALS : Premières cartes en fréquence
expérimentales
4.1 Introduction
Nous avons vu qu'il est diﬃcile de modéliser correctement la dynamique réelle d'un an-
neau de stockage, car il faut être capable d'identiﬁer les principales résonances pour essayer
ensuite de limiter leur inﬂuence. Ce travail est délicat si bien que souvent l'écart entre les
performances escomptées et réelles pour une machine donnée peut atteindre plus d'un facteur
deux. L'Analyse en Fréquence est ici utilisée pour réaliser ce lien entre théorie et expérience.
Dans le chapitre précédent, nous avons calculé des cartes en fréquence de l'ALS consi-
dérée soit comme une machine idéale avec sa 12-périodicité, soit comme une machine réelle,
i.e. incorporant les défauts magnétiques mesurés. Pour mémoire, les nombres d'ondes choisis
correspondent au point de fonctionnement nominal de l'ALS, tout comme les chromaticités
qui sont légèrement surcompensées. Les deux cartes en fréquence obtenues (voir ﬁgure 4.1)
mettent en évidence combien la dynamique est sensible aux défauts magnétiques : leur intro-
duction réduit d'un facteur deux l'extension spatiale de la carte en fréquence, les largeurs de
résonances sont plus importantes, de nouvelles droites de résonance apparaissent et la stabilité
du faisceau est fortement détériorée. Les performances déduites de ce nouveau modèle sont
maintenant beaucoup plus proches de l'expérience. L'ultime étape est désormais de pouvoir
comparer notre modélisation de l'ALS directement avec la machine en fonctionnement.
Les résultats que nous avons obtenus s'inscrivent dans une longue collaboration entre
J. Laskar et le groupe accélérateur de D. Robin à Berkeley. Une première étude théorique
de l'ALS avec l'Analyse en Fréquence a été réalisée dès 1993 (Dumas et Laskar, 1993). Les
réglages magnétiques utilisés actuellement sur l'ALS sont très voisins de ceux proposés en
1996 (Laskar et Robin, 1996) et avaient permis d'améliorer signiﬁcativement les performances
machine (temps d'injection du faisceau dans l'anneau, durée de vie). Cependant des écarts
encore importants subsistaient entre la théorie et l'expérience. Un long et délicat travail
de caractérisation des défauts magnétiques expérimentaux de chaque type d'aimant a été
entrepris jusqu'à ce jour.
Cette étape préliminaire est fondamentale et est une condition sine qua non avant toute
tentative d'étude de la dynamique nonlinéaire. Elle a permis d'obtenir une calibration du
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Fig. 4.1: Cartes en fréquence de l'ALS idéal (à gauche) et en incluant les défauts magnétiques (à droite)
tracées pour une surface de Poincaré en s = 0 (βx = 11.3m et βy = 4.0m). Les défauts des quadripôles droits
et tournés déduits des matrices-réponse expérimentales brisent la symétrie 12 de l'anneau ; seule la région
voisine du point de fonctionnement reste régulière (Robin, Steier, Laskar et Nadolski, 2000).
modèle linéaire de l'ALS. Pour cela, les matrices-réponse expérimentales1 sont analysées depuis
de nombreuses années (Robin, Safranek et Decking, 1999) en utilisant le programme LOCO
(Safranek, 1997) que nous décrirons dans le chapitre 5. Dans cette analyse, tous les gradients
quadripolaires (naturels et induits dans les hexapôles) sont déterminés avec une précision
d'environ un millième. Après correction, les battements des fonctions β sont relativement
faibles, 1% et 2% respectivement dans les plans horizontal et vertical. De plus, le programme
LOCO a été récemment modiﬁé pour permettre de modéliser le couplage à partir des matrices-
réponse de l'anneau en un temps de calcul non prohibitif (Steier, 2000).
Les questions que l'on se pose actuellement sont : quelle ﬁabilité accorder à ce modèle de
l'anneau ? Que se passe-t-il si nous modiﬁons l'optique de la machine ? Quel est l'impact des
sections à faible fonction β (low beta insertion straight sections), l'impact de l'introduction
de nouveaux éléments ? Par exemple, au mois d'août 2001, trois des trente-six dipôles (à
1.3 Tesla) de l'ALS seront remplacés par des aimants supraconducteurs (à 5 Tesla). Comment
améliorer les performances de l'anneau aujourd'hui ?
4.2 Etapes préparatoires
Pour commencer, il est important de rappeler, que le type de mesure que nous allons décrire
étaient les premières de cette catégorie, si bien qu'un certain nombre de petites expériences
préparatoires (calibration, réponse de l'électronique, écriture des routines de contrôles) ont
été faites dès mon arrivée dans le groupe théorie de l'Advanced Light Source.
Deux outils fondamentaux ont permis de réaliser les mesures. Le premier consiste en un
couple d'aimants rapides capables de donner une impulsion au faisceau ; l'un délivre une
1La matrice-réponse de l'ALS non couplée contient 15 744 éléments, les paramètres d'ajustement sont les
50 gradients quadripolaires, les gains des (96+96) BPM, des (94+70) correcteurs, soit un total d'environ 500
paramètres (pour plus de détails, voir l'article Robin et al., 1999).
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impulsion horizontale (H), l'autre une impulsion verticale (V). Chaque aimant a un temps
de réponse de 600 ns, soit un temps inférieur à celui mis par le faisceau pour faire un tour
de machine (660 ns). Les deux aimants synchronisés permettent d'imprimer au faisceau des
conditions initiales (x0, y0). Le second outil est un jeu de deux moniteurs de position (BPM :
Beam Position Monitor) tour par tour. Chaque BPM peut stocker 1 024 données consécutives
et est synchronisé avec les aimants rapides. Les deux BPM ont été choisis de manière à avoir un
bon rapport signal-sur-bruit respectivement dans le plan horizontal et vertical. Les amplitudes
données aux faisceaux restent dans la gamme linéaire de réponse des BPM2. Il est ainsi possible
d'enregistrer la position du faisceau pendant les 1 024 premiers tours après l'impulsion.
4.2.1 Conditions expérimentales
Durant une expérience, l'anneau est rempli avec 40 paquets soit un huitième de l'anneau.
Ce nombre a été choisi pour permettre tout à la fois d'obtenir une résolution satisfaisante
sur les BPM et de ne pas avoir d'oscillation inter-paquets (phénomènes collectifs, champ de
sillage, charge d'espace). Le courant injecté est de 10 mA, soit environ 4× 1010 électrons.
Pour chaque expérience, deux jeux de mesures sont réalisés. D'abord, la matrice-réponse est
enregistrée pour permettre de calibrer ultérieurement le modèle linéaire. Ensuite, les données
tour par tour sont collectées pour construire la carte en fréquence. Comme en théorie et par
soucis de temps d'expérience, le pas d'incrément des tensions des aimants rapides est choisi
suivant une loi en racine carrée, ce qui permet d'obtenir des points espacés régulièrement
dans l'espace des fréquences. Le temps d'acquisition est de 20 secondes pour chaque point
(principalement dû à la réponse de l'électronique et à la bande passante du réseau), soit
environ 4 heures pour une carte en fréquence complète.
Pour la première expérience, nous nous sommes placés dans les conditions de fonction-
nement standard en ce qui concerne les nombres d'ondes et les chromaticités (cf. Tab. 4.1).
L'optique linéaire a été mesurée et ajustée de telle manière à être aussi proche que possible
d'une symétrie 12. Les battements de fonctions β sont de l'ordre de 23%, le couplage est de
1%.
Energie (GeV) 1.51.9
Circonférence (m) 196.8
Point de fonctionnement 14.25, 8.20
Chromaticités naturelles −24.6 ,−26.7
Chromaticités réduites 0.5, 1.0
Tab. 4.1: Paramètres expérimentaux de l'ALS
L'étalonnage des aimants rapides avait antérieurement été réalisé : 1 kV ↔ 1mm (H) et
3 kV ↔ 1 mm (V).
Avant de présenter les cartes en fréquence expérimentales, il est intéressant de dire quelques
mots sur l'analyse des données expérimentales.
2Lors de notre premier essai, un courant de 2 mA avait été injecté dans un seul paquet, le courant été trop
fort et le signal trop bruité pour des exploitations ﬁnes. Au second essai, 10 mA dans 80 paquets, de fortes
instabilités et oscillations inter-paquets ont été observées.
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La principale diﬀérence entre les résultats théoriques que nous avons présentés jusqu'ici et
les mesures expérimentales tient dans le fait que nous observons non pas le mouvement d'un
seul électron mais du centroïde d'un paquet d'environ un milliard d'électrons. La dynamique
d'un paquet de particules est bien plus complexe à étudier, l'objectif étant d'extraire la dy-
namique d'une particule individuelle. Le nouveau phénomène mis en cause est la décohérence
du faisceau3. En eﬀet, avant qu'une impulsion ne soit donnée, le faisceau est amorti. Juste
après l'impulsion (temps t1), les particules d'un paquet oscillent toutes avec pratiquement la
même amplitude et la même phase, on parle alors d'oscillations cohérentes. A cause de la
dispersion des fréquences avec l'amplitude, les particules vont avoir un mouvement bétatron
avec des fréquences d'oscillation également diﬀérentes. Petit à petit, les particules vont se
déphaser les unes par rapport aux autres (temps t2). Au bout d'un temps suﬃsamment long
dit temps de décohérence, les phases des particules du paquet seront distribuées uniformément
sur l'intervalle [0, 2π[ ; il n'y a plus aucune cohérence des oscillations et l'amplitude moyenne
du faisceau, i.e. celle du centroïde, tend vers zéro. Ce processus est illustré par le schéma 4.2
où le paquet est constitués de n particules dont les amplitudes sont distribuées selon une
gaussienne autour de la valeur imprimée par l'aimant rapide. On a supposé que le temps de
décohérence est beaucoup plus court que les temps d'amortissement tranverses du faisceau.
La décohérence a deux origines principale : la dépendance nonlinéaire des nombres d'ondes
avec l'amplitude bétatron et la dépendance linéaire des nombres d'ondes avec l'énergie (en
première approximation) que nous allons décrire de manière exhaustive.
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Fig. 4.2: Schéma descriptif de la décohérence dans l'espace des phases (x, x′). Au temps t0, le faisceau est
amorti. Il est déplacé  d'un bloc  (t1). Puis, les particules commencent à se déphaser les unes par rapport aux
autres (t2). Au temps t3, le faisceau a entièrement  décohéré , les particules sont répartie dans un anneau
autour de la trajectoire de la particule centrale. La position du centroïde du faisceau est alors nulle.
Une question légitime est de savoir quelle va être l'inﬂuence de la décohérence sur l'analyse
des résultats, et en particulier sur les nombres d'ondes déterminés.
4.3 La décohérence ab ovo
Le modèle que nous allons présenter est inspiré de la publication de Lee (1992), donnée
lors du Workshop on Nonlinear Problems In Accelerator Physics de Berlin. Ce modèle est bi-
dimensionnel, les particules sont supposées distribuées transversalement et longitudinalement
suivant une loi de Gauss et la variation des nombres d'ondes est supposée linéaire en l'écart
3La décohérence est parfois appelée ﬁlamentation du faisceau.
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en énergie δ et quadratique en l'amplitude, i.e. :{
νx = ν0x + ξxδ + kxxx
2 + kxyy
2
νy = ν0y + ξyδ + kyxx
2 + kyyy
2
(4.1)
D'autres papiers ont été également très instructifs, voir par exemple Meller et al. (1987) et
Ian (1990), ainsi que pour une formulation en variables actions-angles Shi et Ohnuma (1993).
Pour la présente formulation de la décohérence, les phénomènes suivants sont négligés :
 le couplage transverse x-y,
 le couplage synchro-bétatron,
 les phénomènes d'amortissement, d'excitation quantique, de mutuelle interaction des
particules.
4.3.1 Décohérence due à la chromaticité
4.3.1.1 Déphase chromatique induit
Considérons une particule animée d'un mouvement bétatron (cf. chap. 1, Eq. 1.60). La
variation du nombre d'ondes horizontal dépend de l'énergie de la particule à travers la chro-
maticité :
νx = ν0x + ξxδ +O(δ2) (4.2)
où ξx est la fonction chromaticité et δ = dpp l'écart à l'énergie nominale4.
Si l'on appelle (δ,Φ) ses coordonnées canoniques5 dans l'espace des phases longitudinal,
alors dans l'approximation linéaire, la dynamique longitudinale est gouvernée par le Hamil-
tonien (voir par exemple Lee, 1998) :
H =
1
2
h˜w0ηcδ
2 − ω0eV cosΦs
4πβ2E
Φ2
=
1
2
h˜w0ηcδ
2 +
1
2
ω2s
h˜ηcω0
Φ2 (4.3)
avec ωs = 2πνs = ω0
√
h˜V e|ηc cosΦs|
2πβ2E
la fréquence synchrotron, ω0 la fréquence de révolution,
Φs la phase synchrone, V la tension radiofréquence eﬀective, E l'énergie de la particule,
ηc = αc − 1γ2 ≈ αc, h˜ le nombre d'harmoniques et t la variable indépendante.
La trajectoire de phase est une ellipse d'équation dont nous choisissons d'écrire le para-
métrage sous la forme : {
δ = σδ
δˆ
σ
δˆ
cos(2πνst+ Φˆ)
Φ = σΦ
δˆ
σ
δˆ
sin(2πνst+ Φˆ)
(4.4)
4Si la chromaticité est parfaitement compensée, il est possible de décrire une expressoin de la décohérence
avec la chromaticité nonlinéaire ξ2x : νx = ν0x + ξ2xδ2  voir par exemple (Lee, 1992) .
5φ est le déphasage par rapport à la phase synchrone et δ l'écart en énergie.
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avec σδ et σΦ les dimensions d'équilibre des variables δ et Φ et πσδσΦ = πσ2δˆ , l'aire de l'ellipse
de phase. Le glissement de la fréquence bétatron mesuré au n-ième tour s'écrit (Eq. 4.2 et
4.4) :
∆νx(δˆ, Φˆ, n) = ξ
σδ
σδˆ
δˆ cos(2πνsn+ Φˆ) (4.5)
et le déphasage induit sur n tours pour la particule considérée est par déﬁnition :
∆ϕx(δˆ, Φˆ, n) = 2π
∫ n
0
∆νx(δˆ, Φˆ, k) dk
soit en utilisant l'expression 4.5 :
∆ϕx(δˆ, Φˆ, n) = ξδˆ
σδ
σδˆ
ν−1s (sin(2πνsn+ Φˆ)− sin(Φˆ))
=
[
2ξν−1s σδ sin(πνsn)
] δˆ
σδˆ
cos(πνsn+ Φˆ)
= α˘
δˆ
σδˆ
cos(πνsn+ Φˆ) avec α˘ =
[
2ξν−1s σδ sin(πνsn)
]
Le nouveau mouvement bétatron horizontal de la particule d'amplitude initiale x0 obéit à la
loi :
x(n) = x0 cos(2πν0xn+ ϕx +∆ϕx(δˆ, Φˆ, n)) (4.6)
Le mouvement du centroïde d'un paquet de particules distribuées en amplitude et phase selon
une densité de probabilités ρˆ(δˆ, Φˆ) s'exprime alors comme6 :
< x(n) >= x0
∫∫
ρˆ(δˆ, Φˆ) cos(2πν0xn+ ϕx +∆ϕx(δˆ, Φˆ, n)) dδˆ dΦˆ (4.7)
4.3.1.2 Densité de probabilité longitudinale
Si les lois de distribution en amplitudes ρδ et en phases ρΦ des particules sont des gaus-
siennes de moyennes nulles et d'écart-types respectifs σδ et σΦ, alors la fonction de densité de
probabilité conjointe est :
ρ(δ,Φ) = ρδ(δ)ρΦ(Φ)
=
1√
2πσδ
e
− δ2
2σ2
δ
1√
2πσΦ
e
− Φ2
2σ2
Φ
=
1
2πσδσΦ
e
− δ2
2σ2
δ
− Φ2
2σ2
Φ (4.8)
6Le résultat se transpose immédiatement pour le mouvement vertical < y(n) >.
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La fonction densité de probabilité ρˆ dans les nouvelles variables amplitude-phase (δˆ, Φˆ) se
déduit immédiatement (Eq. 4.4 et 4.8) :
ρˆ(δˆ, Φˆ) = ρ(δ,Φ)|J | = δˆ
2πσ2
δˆ
e
− δˆ2
2σ2
δˆ (4.9)
où J est le jacobien de la transformation continue de coordonnées 4.4 : (δ,Φ)→ (δˆ, Φˆ).
4.3.1.3 Expression ﬁnale
Le mouvement du centroïde (Eq. 4.7) devient en utilisant l'équation 4.9 :
< x(n) > = x0
∫∫
ρˆ(δˆ, Φˆ){cos(2πνxn+ ϕx) cos(∆ϕx(δˆ, Φˆ, n))
− sin(2πνxn+ ϕx) sin(∆ϕx(δˆ, Φˆ, n))} dδˆ dΦˆ (4.10)
la sommation sur les sinus s'annule, car la fonction intégrée est impaire, d'où :
< x(n) > = x0 cos(2πνxn+ ϕx)
∫ +∞
0
{
1
σδˆ
e
− δˆ2
2σ2
δˆ
1
2π
∫ π
−π
cos
(
αˇ
δˆ
σδˆ
cos(πνsn+ Φˆ)
)
dΦˆ
}
dδˆ
(4.11)
en utilisant la fonction de Bessel J0 (formule 9.1.18 in Abramowitz et Stegun, 1972) :
J0(z) =
1
π
∫ π
0
cos(z cos(θ)) dθ (4.12)
< x(n) > = x0 cos(2πνxn+ ϕx)
∫ +∞
0
δˆ
σδˆ
e
− 1
2

δˆ
σ
δˆ
2
J0
(
αˇ
δˆ
σδˆ
)
d
(
δˆ
σδˆ
)
(4.13)
et ﬁnalement avec la formule 11.4.29 (in Abramowitz et Stegun, 1972) :
∫ +∞
0
e−µ
2t2tη+1Jη(λt) dt =
λη
(2µ2)η+1
e
− λ2
4µ2 (4.14)
< x(n) >= x0e
− αˇ2
2 cos(2πνxn+ ϕx) avec αˇ = 2ξν−1s σδˆ sin(πνsn) (4.15)
Le centroïde du faisceau eﬀectue des oscillations bétatrons modulées par le facteur chro-
matique Fδ = exp
(
−2ξ2ν−2s σ2δˆ sin2(πνsn)
)
. Ce dernier est une fonction 2π
νs
-périodique dont les
extrema sont 1 et exp(−2ξ2ν−2s σ2δˆ ). Au premier ordre, la fréquence d'oscillation du centroïde
n'est pas modiﬁée, car la distribution des phases bétatrons est symétrique par rapport à la
phase synchrone.
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4.3.2 Décohérence 1D due à la dispersion des nombres d'ondes
Supposons que la fréquence transverse dépende quadratiquement de l'amplitude d'oscilla-
tion ax, i.e. :
νx = ν0x + kxxa
2
x (4.16)
Alors le déphase au n-ième tour s'écrit :
∆ϕ(ax, n) = 2π
∫ n
0
∆ν(k) dk = 2πkxxa
2
xn (4.17)
L'oscillation bétatron de la particule devient (cf. formule 1.60 p. 17 avec ax =
√
ǫxβx) :
x(n) = ax cos(2πν0xn+ ϕx +∆ϕ(ax, n)) (4.18)
et celle du centroïde de particules distribuées statistiquement selon ρ(ax, ϕx) :
< x(n) >=
∫∫
axρ(ax, ϕx) cos(2πν0xn+ ϕx +∆ϕ(ax, n)) dϕx dax (4.19)
4.3.2.1 Densité de probabilité transverse
Si (x0, x′0) sont les variables de l'espace des phases transverse, alors on sait que l'invariant
linéaire est l'intégrale d'action (cf. déﬁnition de l'émittance p. 18) :
Jx0 =
1
2βx
[x20 + (αxx0 + βxx
′
0)
2] (4.20)
avec ǫx = 2Jx0. En supposant des distributions gaussiennes, la fonction densité de probabilité
avant l'impulsion est alors donnée par :
ρ0(x0, x
′
0) =
βx
2πσ2x
e
−x
2
0+(αxx0+βxx
′
0)
2
2σ2x (4.21)
avec σx =
√
2βxJx0. La distribution dans les variables amplitude-phase (ax, ϕx) est alors :
ρ0(ax, ϕx) = ρ0(x0, x
′
0)|J | =
ax
2πσ2x
e
− a
2
x
2σ2x (4.22)
avec |J | = ax
βx
et {
x0(n) = ax cos(2πν0x + ϕx)
αxx0(n) + βxx
′
0(n) = −ax sin(2πν0x + ϕx)
(4.23)
La distribution recherchée est celle obtenue immédiatement après que le faisceau a reçu une
impulsion ∆x′. On suppose ici que le faisceau est déplacé d'un bloc instantanément au temps
t = 0. On déduit alors (cf. Eq. 4.22 et Fig. 4.3) :
ρ(ax, ϕx) =
ax
2πσ2x
e
−a
2
x+x
2
k
2σ2x e
−axxk
σ2x
sinϕx (4.24)
avec l'amplitude de l'impulsion transverse xk = βx∆x′.
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Fig. 4.3: Espace des phases (x, x′) et schéma pour calculer la fonction de distribution des particules juste après
une impulsion (x′k) donnée par l'aimant rapide. A des ﬁns de lisibilité, l'amplitude amortie ax est exagérée.
4.3.2.2 Expression ﬁnale
Le mouvement du centroïde du paquet de particules se réécrit alors (Eq. 4.19 et 4.24) :
< x(n) > =
∫ {
sin(2πν0xn+∆ϕ(ax, n))
a2x
σ2x
e
−a
2
x+x
2
k
2σ2x
1
2π
∫ π
−π
sin(ϕx)e
−axxk
σ2x
sinϕx
dϕx
}
dax (4.25)
l'intégrale sur les cosinus étant nulle,
< x(n) > =
∫
a2x
σ2x
e
− 1
2
a2x+x
2
k
σ2x I1
(
axxk
σ2x
)
sin(2πν0xn+∆ϕ(ax, n)) dax (4.26)
avec la fonction de Bessel modiﬁée I1(x) :
I1(x) =
1
π
∫ π
0
cos(θ)eix cos θ dθ (4.27)
< x(n) > = −xkFx sin
(
2πν0xn+ 2arctan θ +
x2k
2σ2x
θ
1 + θ2
)
(4.28)
avec Fx =
1
1 + θ2
exp
(
− x
2
k
2σ2x
θ2
1 + θ2
)
, θ = 4πkxxσ
2
xn
en utilisant la formule 4.12 et la propriété I1(x) = jJ1(x).
La décohérence avec l'amplitude d'oscillation introduit le facteur de décohérence Fx qui
est une gaussienne pour n petit et tend asymptotiquement vers une loi en puissance Fx Ã 1θ2 .
Le centroïde, < x(n) >, de phase ψx (Eq. 4.28), oscille à la fréquence instantannée :
νx =
1
2π
∂ψx
∂n
(4.29)
= ν0x + kxx
(
4σ2x + x
2
k
1− θ2
(1 + θ2)2
)
(4.30)
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Deux régimes peuvent être distingués. Le premier, pour θ << 1 : le faisceau oscille approxi-
mativement à la fréquence νx ≈ ν0 + kxx(4σ2x + x2k). Le second pour θ >> 1, la fréquence
devient νx = ν0x, ce qui correspond au cas où le faisceau a entièrement  décohéré  (son
amplitude d'oscillation moyenne est nulle).
4.3.3 Décohérence 2D due à la dispersion des nombres d'ondes
De manière similaire, on déduit la formule générale pour deux degrés de liberté. On suppose
que le glissement des nombres d'ondes avec l'amplitude est donné en première approximation
par la loi : ∆νx = kxxa2x + kxya2y et ∆νy = kyya2y + kyxa2x. On déduit alors les formules :
< x(n) > = −xkFxxFxy sin
(
2πν0xn+ 2arctan θxx + 2arctan θxy +
x2k
2σ2x
θxx
1 + θ2xx
+
y2k
2σ2y
θxy
1 + θ2xy
)
(4.31)
< y(n) > = −ykFyyFyx sin
(
2πν0yn+ 2arctan θyy + 2arctan θyx +
y2k
2σ2y
θyy
1 + θ2yy
+
x2k
2σ2x
θyx
1 + θ2yx
)
(4.32)
avec les impulsions transverses xk = βx∆x′, yk = βy∆y′ et
θxx = 4πkxxσ
2
xn, θxy = 4πkxyσ
2
yn
θyy = 4πkyyσ
2
yn, θyx = 4πkyxσ
2
xn
et les facteurs de décohérence :
Fxx =
1
1 + θ2xx
exp
(
− x
2
k
2σ2x
θ2xx
1 + θ2xx
)
, Fxy =
1
1 + θ2xy
exp
(
− y
2
k
2σ2y
θ2xy
1 + θ2xy
)
Fyy =
1
1 + θ2yy
exp
(
− y
2
k
2σ2y
θ2yy
1 + θ2yy
)
, Fyx =
1
1 + θ2yx
exp
(
− x
2
k
2σ2x
θ2yx
1 + θ2yx
)
Les nombres d'ondes mesurés seront alors approximativement, pour θuv << 1 :{
νx = ν0x + kxx(4σ
2
x + x
2
k) + kxy(4σ
2
y + y
2
k)
νy = ν0y + kyy(4σ
2
y + y
2
k) + kyx(4σ
2
x + x
2
k)
(4.33)
4.3.4 Résumé
Le phénomène de décohérence complique la dynamique du centroïde observé dont le mou-
vement peut être décrit par une loi de la forme7 (Eq. 4.15 et 4.32) :
< x(n) >= −xkFδFxxFxy sin (2πν0xn+ ψx(n)) (4.34)
avec ψx(n) = 2 arctan θxx + 2arctan θxy + x
2
k
2σ2x
θxx
1+θ2xx
+
y2k
2σ2y
θxy
1+θ2xy
.
7La formule est symétrique pour < y(n) >.
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La chromaticité ne modiﬁe pas la fréquence d'oscillation mais introduit un facteur de
modulation périodique de l'enveloppe du faisceau, le facteur chromatique Fδ. Par contre,
le glissement des nombres d'ondes introduit non seulement un facteur de décohérence non
périodique par degré de liberté Fxx et Fxy, mais aussi un glissement des nombres d'ondes.
Remarquons que dans le cas où ce dernier terme est important, le signal n'est plus quasi-
périodique.
4.4 Prétraitement des données
Avant le début des mesures, l'orbite fermée (défauts dipolaires) a été corrigée avec le plus
grand soin. Les données tour par tour sont ensuite collectées sur un BPM constitué de quatre
électrodes numérotées de 1 à 4 (cf. schéma 4.4). Les signaux horizontal et vertical sont alors
reconstruits connaissant les gains Gx et Gy du BPM :
x = Gx
S1 − S2 + S4 − S3
S1 + S2 + S3 + S4
et y = Gy
S1 − S4 + S2 − S3
S1 + S2 + S3 + S4
(4.35)
avec Sk le signal collecté sur la k-ième électrode.
 ✁ ✁ ✁ 
 ✁ ✁ ✁ 
 ✁ ✁ ✁ 
✂ ✂ ✂ ✂
✂ ✂ ✂ ✂
✂ ✂ ✂ ✂
(1)
Faisceau
(2)
(3)(4)
x
O
y
Fig. 4.4: Schéma d'un BPM à quatre électrodes de
l'ALS.
βx = 11 m βy = 4 m
ǫx = 4 nm.mrad ǫy = 0.04 nm.mrad
σx =
√
βxǫx σy =
√
βyǫy
σE = 6.4 10
−4 xof = 100µm rms
Tab. 4.2: Paramètres expérimentaux de l'ALS
La décohérence est nettement observée (cf. Fig. 4.5) : aux faibles amplitudes, elle a lieu sur
environ 600 tours, i.e. qu'au-delà le signal est noyé dans le bruit ; aux grandes, la décohérence
est très rapide : 150 tours environ. Pratiquement, les implications sont les suivantes : le signal
n'est pas quasi-périodique, il va être diﬃcile d'extraire la fréquence avec une grande précision.
Lorsque que le signal utile est contenu uniquement dans les 150 premières données, l'utilisation
d'une FFT traditionnelle est presque illusoire et l'Analyse en Fréquence doit être utilisée avec
grande précaution. La réduction des données peut alors se faire avec plus ou moins de succès
de diﬀérentes manières :
 utiliser une transformée de Fourier Rapide traditionnelle (FFT) : la résolution est trop
faible, les résonances ne sont pas bien mis en valeur (possibilité d'amélioration de la
ﬁnesse d'échantillonnage dans le domaine spectrale par utilisation d'une fenêtre de Han-
ning et par la technique de  bourrage de zéros  ou zero padding) ;
 ajuster les données avec notre modèle de décohérence, pour en déduire les nombres
d'ondes. Le problème est que notre modèle est trop simple et ne s'applique pas au
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Fig. 4.5: Exemple de signal à faible amplitude (gauche) et grande amplitude (droite) à l'ALS : la décohérence
est très rapide, de 600 tours à 100 tours.
voisinage des résonances. Il  lisse  toutes les données, ce qui est sans intérêt pour la
présente étude. En fait, au voisinage d'une résonance, la décohérence est beaucoup plus
lente et peut même s'arrêter si les particules sont capturées pas les îlots de résonance ;
 redresser le signal après ajustement, pour le rendre quasipériodique (peu commode en
pratique, introduction de fréquences parasites) ;
 utiliser l'Analyse en Fréquence directement sur les données brutes avec diﬀérentes fe-
nêtrages dépendant du nombre de données traitées tout en conservant la précision la
plus élevée possible sur les fréquences. C'est cette dernière méthode qui a été ﬁnalement
retenue.
Aux grandes amplitudes, on observe un début de saturation des BPM ainsi que l'apparition
de comportement nonlinéaires du faisceau, ce qui va induire une diminution de la précision
pour la détermination des fréquences qui était déjà compliquée par le faible nombre de données
contenant du signal.
Fig. 4.6: Amplitude du signal (unité arbitraire) en fonction de la tension (kV) sur l'aimant rapide horizontal
de l'ALS. Une saturation des BPM et des nonlinéarités apparaissent à partir de 6 000 kV.
4.5 Premières cartes en fréquence mesurées
4.5.1 Première expérience
L'Analyse en Fréquence a été réalisée pour 25× 25 conditions initiales. A la lecture de la
carte en fréquence obtenue (cf. Fig. 4.7-a), il est frappant de voir combien les structures réso-
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nantes se lisent clairement. Deux résonances de couplage d'ordre 5 sont nettement observées :
4νx + νy − 65 = 0 et 3νx + 2νy − 59 = 0. Non seulement, leur coeﬃcient d'excitation est élevé
mais de plus, ces résonances sont normalement interdites par la 12-périodicité, et n'étaient
donc pas vues aussi nettement sur la carte en fréquence théorique8. Elles sont excitées par les
gradients résiduels et les erreurs de couplage qui détruisent la symétrie interne. Une troisième
résonance d'ordre 5, 2νx + 3νy − 53 = 0, est plus faiblement excitée. Ceci prouve que notre
modélisation n'est pas encore parfaite en particulier en ce qui concerne les erreurs aléatoires.
Remarquons que l'espacement régulier des points dans l'espace des fréquences observés à
faible amplitude horizontale peut être directement lié à la précision de nos mesures.
De manière à vériﬁer notre modèle de calibration, nous avons calculé une carte en fré-
quence en utilisant les défauts de gradients droits et tournés déduits de la matrice-réponse
mesurée le même jour  le code DESPOT a été utilisé . L'accord entre les deux cartes est
excellent (cf. Fig. 4.7). Nous pouvons en conclure qu'un modèle utilisant uniquement les forces
hexapolaires nominales, les erreurs de couplage et de gradient calibrés à partir de la matrice-
réponse expérimentale permet de décrire la dynamique de l'ALS de manière remarquablement
précise.
Fig. 4.7: Comparaison d'une carte en fréquence expérimentale (a) avec un modèle numérique de l'ALS incluant
les défauts magnétiques mesurés (b) (Robin, Steier, Laskar et Nadolski, 2000).
Dans le futur, nous pourrons réduire le temps d'acquisition d'une carte en fréquence,
et utiliser l'Analyse en Fréquence comme outil de diagnostic en ligne de la dynamique du
faisceau.
4.5.2 Deuxième expérience
L'Analyse en Fréquence peut être utilisée pour tracer une carte en fréquence de manière
indépendamment de tout modèle. Comme illustration directe, nous avons volontairement mo-
diﬁé le point de fonctionnement (νx = 14.275, νy = 8.167). Dans ce cas, la carte en fré-
quence expérimentale révèle des résonances très fortes, 4νx − 57 = 0, 3νx + 3νy − 67 = 0,
3νx +2νy − 59 = 0 et 2νx +3νy − 53 = 0 (cf. Fig. 4.8, voir aussi la carte en couleur B.15). Au
8Elles y sont observées à travers la diﬀusion, mais apparaissent à des ordres beaucoup plus élevés.
127
4.5. PREMIÈRES CARTES EN FRÉQUENCE MESURÉES
n÷ud de résonances, la diﬀusion des particules est très rapide, ce qui correspond expérimen-
talement à une réduction de l'eﬃcacité d'injection et de la durée de vie.
En eﬀet, durant les mesures nous avons enregistré des pertes signiﬁcatives du faisceau à
cette intersection ainsi qu'au-delà, car des particules ayant de plus grandes amplitudes vont
traverser cette région à cause de l'amortissement du faisceau. Ce phénomène n'avait pas été
observé lors de la première expérience, lorsque le faisceau a été déplacé aux mêmes amplitudes.
Il est clair que lorsque nous observons de tels comportements nous devons soit déterminer
une méthode pour réduire l'amplitude des résonances aﬁn d'améliorer la périodicité, soit
changer de point de fonctionnement. Il est intéressant de noter que ce point de fonctionnement
était le point de fonctionnement choisi à la construction de l'ALS ; il a été utilisé pendant
de nombreuses années. Pour ce réglage, l'eﬃcacité d'injection était quelque peu irrégulière. A
l'époque, les raisons n'avaient pas été clairement comprises. Le point de fonctionnement avait
alors été changé à la valeur actuelle suite à l'application de l'Analyse en Fréquence (Laskar
et Robin, 1996).
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Fig. 4.8: Espace des conﬁgurations (à gauche) et carte en fréquence expérimentale (à droite) pour le point
de fonctionnement d'origine de l'ALS avec mesure expérimentale de la diﬀusion des orbites (Steier, Robin,
Laskar, Nadolski, 2000). Les n÷uds de résonances sont nettement observés avec une diﬀusion rapide à grande
amplitude.
4.5.3 Expériences avec Wigglers fermés
Plusieurs cartes en fréquences expérimentales ont été acquises aﬁn de mieux évaluer les
eﬀets des wigglers sur la dynamique globale du faisceau. Les résultats n'ont pas encore été
complètement exploités. De plus, il n'est pas aisé de modéliser les wigglers de l'ALS et leur
inﬂuence est très importante sur la dynamique de l'anneau.
Par exemple lorsque le wiggler  W16  est fermée, il perturbe avant correction fortement
l'optique : il induit un glissement du nombre d'ondes vertical (∆νy = 0.065), un fort battement
des fonctions bétatrons (∆βy = 37%). La 12-périodicité de l'anneau est également altérée. Il
s'ensuit une baisse drastique des performances de l'anneau (durée de vie, taille du faisceau,
émittances). Il est impossible de corriger localement les eﬀets de ce wiggler à l'ALS. Une
correction globale  mais pas totale  est réalisé en utilisant 48 des quadripôles de la
machine (Robin, Safranek, Decking, Nishimura, 1998).
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Nous nous contentons ici de présenter une carte en fréquence expérimentale (Fig. 4.9-a)
avec comme point de fonctionnement (νx, νy) = (18.25, 8.18). L'accord avec les simulations
numériques (Fig. 4.9-b) est moins probant que précédemment ; notre modèle des wigglers
demande à être amélioré. Les cartes en fréquence (Fig. 4.10) sont tracées en balayant toute
l'ouverture dynamique pour des points de fonctionnement voisins. Ces simulations prennent
en compte le wiggler W16, les défauts quadripolaires droits et tournés déduits des matrices-
réponse mesurées juste avant d'acquérir la carte en fréquence expérimentale précédente.
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Fig. 4.9: Cartes en fréquence expérimentale (à droite) et simulée (à gauche) de l'ALS pour un point de
fonctionnement avec le wiggler W16 fermé. Les défauts de quadripôles droits et tournés sont inclus dans le
modèle.
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Fig. 4.10: Cartes en fréquence de l'ALS prenant en compte le wiggler W16, les défauts quadripolaires mesurés
et un couplage eﬀectif de 1%.
4.6 Conclusions
Même si certaines expériences sur d'autres accélérateurs ont déjà utilisé l'association ai-
mants rapides et de BPM tour par tour pour étudier la dynamique nonlinéaire (Lee, 1992)
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et si des tentatives pour relier l'Analyse en Fréquence et les mesures de fréquences ont été
entreprises (Terebilo et al., 1998  Bartolini et al., 1999) ; à notre connaissance, les résultats
présentés sont les premiers de ce genre.
La réalisation de cartes en fréquence expérimentales à l'ALS montre le réseau complet
de résonances d'un système hamiltonien à trois degrés de liberté. La comparaison entre les
cartes en fréquence théoriques et mesurées démontre qu'un modèle relativement simple peut
être utilisé pour caractériser correctement la dynamique du faisceau, i.e. en prenant en compte
les forces nominales des hexapôles et les erreurs de gradients droits et tournés. Cet accord
impressionnant nous permet d'utiliser dès maintenant de manière ﬁable l'Analyse en Fré-
quence comme outil standard pour faire de la prédiction de l'impact sur dynamique d'une
modiﬁcation de la maille de l'ALS. L'Analyse en Fréquence peut être utilisée pour optimiser
nos simulations et pour valider notre modèle de l'anneau. La capacité de pouvoir calculer des
cartes en fréquence indépendamment de tout modèle a été démontrée et l'interprétation de la
diﬀusion sur les cartes en fréquence a été validée par les mesures de perte de faisceau sur les
structures résonantes.
Toutes les simulations réalisées jusqu'ici ont été faites dans l'hypothèse que la dynamique
de l'anneau de stockage est gouvernée principalement par la dynamique transverse faiblement
perturbée par la dynamique longitudinale  négligée dans nos simulations puisque que le
couplage synchro-bétatron est quasi-nul . C'est bien ce qui a été observé sur les cartes en
fréquence expérimentales. Au sujet de la diﬀusion des orbites, le phénomène est plus complexe
que nous l'avons laissé entendre. La dynamique totale de l'accélérateur peut être décrite par
un Hamiltonien à trois degrés de liberté dépendant de la longitude s pris comme variable
indépendante. L'espace des phases est de dimensions 6, l'application fréquence est alors une
application de R3 dans R3 :
F T : R3 → R3
(x, y, l) 7→ (νx, νy, νs)
La condition générale de résonance devient :
pνx + qνy + rνs + s = 0, (p, q, r, s) ∈ Z4
Les cartes en fréquence que nous avons tracées dans tout ce manuscrit ne sont qu'une projec-
tion dans le plan (νx, νy). Ce qui signiﬁe en particulier, que même dans une zone parfaitement
régulière d'une carte en fréquence, il peut y avoir une diﬀusion due au degré de liberté lon-
gitudinal. Cependant, elle reste généralement très faible vis-à-vis de celles induites par la
dynamique transverse.
Au cours de l'été 2001, la maille de l'ALS va connaître sa plus importante modiﬁcation :
trois des trente-six dipôles de la machine vont être remplacés par des aimants supraconduc-
teurs. La périodicité de la machine va diminuer pour passer de 12 à 3. Pour une énergie
nominale de 1.9 GeV, les ﬂuctuations quantiques des aimants supra-conducteurs augmentent
l'émittance horizontale de 5.5 à 13 nm.rad. Cette dernière peut être réduite en introduisant
de la dispersion dans les sections droites. Le couplage (ǫy/ǫx) est néanmoins inférieur à 1%, et
le temps de vie du faisceau n'est que d'environ deux heures (pour un courant de 1.3 mA par
paquet). Pour retrouver un temps de vie acceptable, l'émittance verticale devra être augmen-
tée en introduisant une dizaine de nouvelles familles de quadripôles tournés (cf. simulations
130
CHAPITRE 4. ALS : PREMIÈRES CARTES EN FRÉQUENCE EXPÉRIMENTALES
de Nishimura et Robin, 1999). Nous comptons utiliser pleinement l'Analyse en Fréquence
pour ﬁnir de comprendre l'inﬂuence de ses modiﬁcations  le but idéal serait d'arriver à les
compenser entièrement  et de continuer d'améliorer les performances de l'ALS.
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Chapitre 5
Super-ACO
L'étude expérimentale de Super-ACO dans le cadre de ce travail était assez naturelle :
après le gel du projet SOLEIL, l'équipe faisceau de l'Unité de Gestion SOLEIL composée
de membres de l'IN2P3, du CEA et du CNRS a été dissoute. L'équipe de M.P. Level, et
en particulier A. Nadji, m'a tout de suite proposé de poursuivre mon travail au LURE et
m'a oﬀert la possibilité de réaliser de fructueuses et enrichissantes expériences directement
sur l'anneau de stockage. Bien que Super-ACO soit en fonctionnement depuis bientôt quinze
ans, les performances atteintes sont encore mal comprises : durée de vie, eﬃcacité d'injection,
limitation de l'acceptance dynamique et en énergie, résonances.
Un travail important avait déjà été réalisé, mais de nombreuses contraintes extérieures et
utilisateurs ne permettent pas aux physiciens des accélérateurs de caractériser exhaustivement
leur machine comme ils le souhaiteraient.
Diﬀérentes études ont été menées durant la dernière année de ma thèse. Tout d'abord
une caractérisation du point de fonctionnement actuel de Super-ACO à travers l'Analyse en
Fréquence (ouverture dynamique, carte en fréquence et résonances cf. chap. 3, p. 74 sqq.).
Puis, pour aﬃner notre connaissance de la dynamique linéaire, similairement au travail eﬀec-
tué à l'ALS, je désirais connaître précisément les principaux défauts magnétiques mesurés de
l'anneau. Or, nous ne disposions que de mesures magnétiques réalisées sur banc d'essai à la ﬁn
des années 1980. Nous avons donc décidé d'appliquer la méthode développée par J. Safranek :
le programme LOCO que je présenterai succinctement (section 5.1). Enﬁn, perplexe vis-à-vis
des résultats obtenus sur Super-ACO, j'ai proposé plusieurs expériences visant aux premières
mesures du glissement des nombres d'ondes avec l'amplitude horizontale. Ces derniers résul-
tats donneront un éclairage nouveau sur la dynamique globale de l'anneau (section 5.2 et
section 5.3). Les résultats présentés sont extraits de rapports internes écrits pour le groupe
accélérateur du LURE. Initialement, ces rapports ont été écrits de manière indépendante sous
forme de notes d'expérience. J'espère que le lecteur me pardonnera quelques redites et un
style moins soutenu. Pour faciliter la lecture, les parties techniques non fondamentales pour
la compréhension des résultats sont écrites avec une police plus petite.
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5.1 Acquisition des matrices-réponse
5.1.1 Description du programme LOCO
Dans un anneau de stockage, la périodicité interne permet d'améliorer la dynamique du
faisceau en limitant le nombre de résonances pouvant être excitées ; cependant la présence
de défauts quadripolaires1 est une des causes principales de brisure de cette symétrie et en-
traîne souvent une détérioration de la durée de vie et du taux d'injection via l'excitation de
nonlinéarités. Donc, lorsque l'on désire optimiser une machine, une connaissance précise des
défauts magnétiques est nécessaire pour établir un modèle aussi réaliste que possible ; alors
seulement, les calculs d'ouverture dynamique, de carte en fréquence prennent tout leur sens.
Le programme LOCO (Linear Optics from Closed Orbits) a été écrit par Safranek (1997)
dans cette optique pour analyser la matrice-réponse du National Synchrotron Light Source de
Brookhaven et en déduire les gradients des quadripôles, les défauts des éléments magnétiques
(alignements, rotations des éléments). Tout le programme repose sur l'analyse de l'orbite
fermée en approximation linéaire. Cette méthode2 a déjà eu de nombreuses applications 
voir par exemple pour l'Advanced Light Source (Robin et al., 1996) et pour l'anneau VUV du
National Synchrotron Source (Safranek et Kramer, 1997) 
Dans ce travail, on se propose d'appliquer LOCO à Super-ACO. Dans une première partie,
la méthode de calcul de la matrice-réponse est rappelée. Puis l'utilisation du programme
LOCO est présentée et testée sur un exemple simple. Enﬁn, l'expérience du 19 juin 2000
est dépouillée : trois matrices-réponse ont été acquises pour trois conﬁgurations distinctes :
hexapôles éteints, hexapôles allumés, hexapôles allumés et onduleurs fermés.
Le principal objectif est d'établir le jeu de défauts des gradients pour chaque cas et de
valider la méthode. En discussion, une application des résultats est proposée pour restaurer
la symétrie de Super-ACO.
5.1.1.1 Perturbation de l'orbite fermée par un kick dipolaire
Soit un dipôle ﬁn de longueur dl, situé en s = s0, donnant un angle ou impulsion (kick
en anglais) θ0 = ∆Bdl(Bρ) à une particule, avec (Bρ) =
p0
e
la rigidité magnétique et ∆Bdl le
champ dipolaire intégré. Si juste avant l'impulsion, l'orbite fermée est
(
xof
x′
of
−θ
)
, alors juste
après l'impulsion, elle devient
(
xof
x′
of
)
. Trouver l'expression de l'orbite fermée xof en s0 revient
à résoudre la relation de fermeture :
M
(
xof
x′of
)
=
(
xof
x′of − θ
)
(5.1)
où M est la matrice de transfert de l'anneau sur un tour. La solution, exprimée en fonction
des paramètres de Twiss (α, β), du nombre d'ondes ν, est alors :{
xof (s0) =
β0θ0
2 sinπν
cos πν
x′of (s0) =
θ0
2 sinπν
(sin πν − α0 cos πν)
1Les défauts dipolaires sont supposés parfaitement corrigés.
2Un programme similaire, 1000-turns measurement system, a été écrit au CERN (thèse de P. Castro, 1996).
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Pour déduire l'expression de l'orbite fermée résultante en un endroit s = si quelconque de
l'anneau, il suﬃt de propager la solution trouvée en s = s0 en utilisant la fonction de Green,
G(si, s0), de l'équation de Hill :
xof (si) = G(si, s0)θ0
=
√
β(si)β(s0)
2 sin πν
cos(πν − |φ(si)− φ(s0)|) θ0 (5.2)
5.1.1.2 Matrice-réponse
Pour un jeu de défauts dipolaires (θj, j = 1..n), en utilisant la linéarité de l'équation de
Hill en la perturbation dipolaire, l'orbite fermée résultante est simplement la superposition
des orbites fermées individuelles créées par une impulsion θj (cf. Eq. 5.2), soit :
xof (si) =
√
β(si)
2 sin πν
∑
j
√
β(sj) cos(πν − |φ(si)− φ(sj)|) θj
=
∑
j
Rij θj (5.3)
La matrice R est appelée matrice-réponse linéaire de l'orbite fermée. Elle est constituée de
n × p éléments pour une machine comportant n correcteurs dipolaires et p BPM (Beam
Position Monitors : stations de mesure de position).
En expérience et en simulation avec le programme MAD3 [50], la matrice-réponse est
construite en allumant l'un après l'autre les n correcteurs et en enregistrant dans chacun des
p BPM l'orbite fermée générée.
Expérimentalement, deux matrices sont construites : une pour des kicks d'angle + θ
2
et une
autre pour des kicks d'angle − θ
2
. En eﬀet, il subsiste une orbite fermée résiduelle créée par
les nonlinéarités des champs magnétiques. En calculant la diﬀérence de ces deux matrices, on
élimine ainsi l'orbite fermée résiduelle et l'on obtient une matrice-réponse équivalente à un
kick d'angle +θ.
Le choix de la valeur du kick dipolaire est guidé par les deux considérations suivantes :
d'une part, une grande valeur de θ permet d'augmenter le rapport signal sur bruit de la
mesure et donc de réduire la barre d'erreur sur les valeurs de gradients trouvées par rapport
au bruit aléatoire des BPM ; d'autre part, une faible valeur de θ permet de s'aﬀranchir des
nonlinéarités mais aussi de rester dans une gamme de réponse linéaire de l'électronique. Une
valeur intermédiaire doit donc être choisie : en pratique des kicks de valeur induisant une
perturbation de l'orbite fermée de 1.1 mm rms (valeur optimale pour le NSLS X-Ray Ring à
Brookhaven : 0.8 mm rms  Safranek, 1997 ).
Le programme LOCO utilise une méthode des moindres carrés pour minimiser le  χ2 
entre la matrice-réponse modèle, Rmod, et la matrice-réponse expérimentale, Rexp, en ajustant
les gradients quadripolaires :
3Actuellement seule la version 8.15 fonctionne avec LOCO. Pour les versions ultérieures, il suﬃt de modiﬁer
légèrement le programme LOCO.
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χ2 =
∑
i,j
(Rmodi,j −Rexpi,j )2
σ2i
(5.4)
où la sommation a lieu sur les BPM i et les correcteurs j, normalisée par le bruit des BPM
σi et en utilisant une méthode de décomposition en valeurs singulières (SVD [96]). Les autres
paramètres pouvant être incorporés dans l'ajustement de la matrice-réponse non couplée sont
les gains des correcteurs (∆GCorm ), les gains des BPM (∆GBPMm ) et le glissement de l'énergie
((∆E/E)m). Pour la matrice couplée, il faut ajouter la rotation des BPM et des correcteurs.
Minimiser le χ2 revient à minimiser la norme du vecteur V dont les composantes sont
déﬁnies par :
Vk(i,j) = Rmodi,j −Rexpi,j (5.5)
où l'indice k varie de 1 à n× p. Alors en approximation linéaire, on obtient4 :
Vk(i,j) =
dVk
dKm
∆Km +
dVk
dGCorm
∆GCorm +
dVk
dGBPMm
∆GBPMm +
dVk
d(∆E/E)m
∆(∆E/E)m
=
dVk
dKm
∆Km +Rmodi,j ∆GCorm −Rmodi,j ∆GBPMm + ηjx∆(∆E/E)m (5.6)
La valeur escomptée du χ2 est le nombre de degrés de liberté, soit (nd − np) avec un écart
type σ =
√
2(nd − np) avec nd le nombre de données (taille du vecteur V) et np le nombre de
paramètres ajustés (cf. Modeling of Data, chap. 15 in Numerical Recipes, 1992).
5.1.2 Application à Super-ACO
La machine Super-ACO dispose de 32 correcteurs, 16 verticaux (dans les quadripôles
défocalisant, i.e. les familles Q1 et Q4) et 16 horizontaux (dans les quadripôles focalisant, i.e.
les familles Q2 et Q3). De plus, il existe 8 autres correcteurs horizontaux, chacun situé dans
un dipôle (non utilisés dans la présente étude5).
Les 16 BPM composés de quatre électrodes se trouvent dans chacun des doublets de
quadripôles (cf. maille Fig. 5.1).
Je rappelle qu'une des spéciﬁcités de Super-ACO tient dans ses quadripôles combinés :
dans chaque quadripôle (Q), il y a aussi un hexapôle (H) possédant un terme décapolaire im-
portant simulé par une lentille décapolaire (LD) et un correcteur dipolaire (cf. Fig. 5.2). Nous
verrons plus tard (cf. section 5.1.6) que le fait d'avoir plusieurs composantes multipolaires et
un correcteur dans un même élément physique peut compliquer la physique de l'anneau et
l'interprétation des données.
4Le signe négatif devant le gain des BPM provient de la convention choisie dans LOCO : si un gain est
plus grand que l'unité (∆GBPMm > 0), alors le BPM correspondant est moins sensible, donc la valeur mesurée
sera plus petite qu'en réalité.
5Le programme MAD ne permet pas de découper simplement un aimant secteur ayant un champ de fuite.
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Fig. 5.1: Une des quatre mailles de Super-ACO.
Les moniteurs de position (BPM) sont situés dans
chaque doublet de quadripôles (Q1Q2) et (Q3
Q4).
2
Q
2
QQ
Correcteur
H LD
Fig. 5.2: Schéma équivalent d'un quadripôle com-
biné de Super-ACO. Un quadripôle (Q) contient,
en plus du gradient quadripolaire, une lentille dé-
capolaire (LD), un hexapôle (H) et une bobine
dipolaire appelée correcteur.
5.1.2.1 Procédure adoptée
La version actuelle de LOCO ne peut pas être utilisée de manière automatique : les itérations sont faites
manuellement jusqu'à ce que la convergence soit atteinte. Généralement, trois à quatre itérations suﬃsent.
La procédure d'utilisation du programme LOCO résulte d'une discussion avec J. Safranek (SLAC), D. Robin
(ALS) et C. Steier (ALS).
Hexapôles éteints
1. Ajuster les gains des correcteurs.
2. Ajouter les gradients quadripolaires.
3. Ajouter les gains des BPM.
4. Ajouter tout le reste.
Hexapôles allumés
1. Partir des gradients trouvés précédemment.
2. Ajuster les gains des correcteurs.
3. Ajouter les gradients de hexapôles.
4. Ajouter les gains des BPM.
5. Ajouter tout le reste.
5.1.3 Etude préliminaire
Pour le début de l'étude, on ne considère que les 32 correcteurs situés dans les quadripôles. Pour s'aﬀranchir
des nonlinéarités, les hexapôles et les lentilles décapolaires sont éteints. Dans un premier temps, on a voulu
s'assurer que si l'on donne à LOCO comme matrice expérimentale la matrice théorique alors LOCO donne
l'ajustement parfait.
5.1.3.1 Conditions du test
L'ajustement est réalisé uniquement sur les gradients des quatre familles de quadripôles Q1, Q2, Q3, Q4.
La fonction dispersion est supposée nulle tout autour de la machine pour s'aﬀranchir du facteur d'Amman
(cf. infra).
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5.1.3.2 Résultats
Au bout de deux itérations, l'algorithme converge. Les petits écarts observés s'expliquent par le nombre
de chiﬀres signiﬁcatifs entrés dans la matrice-réponse expérimentale simulée en tant que modèle. A la lecture
du tableau 5.1, les valeurs rms résiduelles sont négligeables compte tenu de la précision (arrondis à deux
chiﬀres signiﬁcatifs). Rmodxx et Rexpxx (resp. Rmodyy et Rexpyy ) sont les valeurs rms en millimètres des matrices-
réponse théorique et expérimentale horizontales (resp. verticales). ∆Rxx et ∆Ryy donnent l'écart rms entre
ces matrices.
Q1[K1] Q2[K1] Q3[K1] Q4[K1] νx νy
Initiaux -1.46335 2.60629 2.47828 -1.41897 4.72512 1.69845
Finaux -1.46318 2.60580 2.47878 -1.41907 4.72550 1.69821
Ecarts rel. -1.1E-4 1.8E-4 -2.0E-4 -6.9E-5 8.0E-5 -1.4E-4
rms Rmodxx Rexpxx ∆Rxx Rmodyy Rexpyy ∆Ryy
Initiaux 2.1834 2.1847 0.54251E-2 1.4959 1.4950 0.54259E-2
Finaux 2.1846 2.1847 0.47406E-2 1.4953 1.4950 0.52990E-2
Tab. 5.1: Ajustement modèle sur modèle : variation des gradients quadripolaire K1 de chacune des 4 familles
quadripolaires Qi de Super-ACO. Ces résultats ne donnent pas un accord parfait compte tenu de la basse
 résolution  (2 chiﬀres signiﬁcatifs). Rmodxx et Rexpxx (resp. Rmodyy et Rexpyy ) sont les valeurs rms en millimètres
des matrices-réponse théorique et expérimentale horizontales (resp. verticales). ∆Rxx et ∆Ryy donnent l'écart
rms entre ces matrices.
En pratique, l'orbite fermée est mesurée sur Super-ACO avec seulement deux chiﬀres signiﬁcatifs. Pour
avoir une bonne convergence numérique, les données sont complétées par des zéros pour ces tests. En prenant
huit chiﬀres signiﬁcatifs, l'ajustement est parfait, i.e. avec erreur relative de l'ordre de la précision machine
(cf. infra).
5.1.3.3 Test complet du modèle
Pour vériﬁer le bon fonctionnement du programme LOCO, on simule des défauts sur les gradients des
quadripôles en conservant la symétrie quatre de l'anneau.
Pour commencer, on dérègle le gradient de Q1 de 0.7% : on observe un glissement des nombres d'ondes :
∆νx = −0.02 et ∆νy = 0.03.
Au bout de deux itérations, LOCO retrouve exactement les bonnes valeurs des gradients (comparer les
valeurs attendues et ﬁnales du tableau 5.2. Les calculs sont faits en simple précision).
Q1[K1] Q2[K1] Q3[K1] Q4[K1] νx νy
Initiaux -1.4772282 2.6204337 2.4783405 -1.4238337 4.738429 1.711246
Attendus -1.4672282 2.6204337 2.4783405 -1.4238337 4.758429 1.708246
Finaux -1.4672282 2.6204337 2.4783406 -1.4238338 4.758429 1.708246
Ecarts rel. -2E-8 1E-8 4E-8 -2E-8 3E-8 1E-8
rms Rmodxx Rexpxx ∆Rxx Rmodyy Rexpyy ∆Ryy
Initiaux 2.7376 2.8582 0.17748 1.9891 1.8530 0.24700
Finaux 2.8582 2.8582 0.63712E-05 1.8530 1.8530 0.66144E-06
Tab. 5.2: Ajustement du code LOCO après avoir déréglé le gradient K1 de la famille quadripolaire Q1 (en
symétrie 4). Ecarts relatifs et convergence en prenant 8 chiﬀres signiﬁcatifs dans l'expression de la matrice-
réponse. L'ajustement est  parfait .
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Puis, on dérègle de nouveau le gradient de la première famille Q1 de 3% mais uniquement sur le quadripôle
Q11 on observe un glissement des nombres d'ondes ∆νx = −0.012 et ∆νy = 0.009. Encore une fois, le
programme LOCO converge en trois itérations vers les valeurs escomptées avec les bons nombres d'ondes (cf.
tableau 5.3).
Q11[K1] Q12[K1] Q13[K1] Q14[K1] Q15[K1] Q16[K1] Q17[K1] Q18[K1]
∆K
K
-1.3E-7 -4.8E-7 -4.0E-7 -4.1E-7 -4.1E-7 -2.1E-7 -2.2E-7 -4.7E-7
Q21[K1] Q22[K1] Q23[K1] Q24[K1] Q25[K1] Q26[K1] Q27[K1] Q28[K1]
∆K
K
-5.5E-7 -3.8E-7 -4E-8 -3.4E-7 -6.3E-7 -2.5E-7 -2.6E-7 -4.1E-7
Q31[K1] Q32[K1] Q33[K1] Q34[K1] Q35[K1] Q36[K1] Q37[K1] Q38[K1]
∆K
K
-7.5E-7 -5.3E-7 -4.4E-7 -5E-8 -2.7E-7 -1.25E-7 -2.1E-7 -5.5E-7
Q41[K1] Q42[K1] Q43[K1] Q44[K1] Q45[K1] Q46[K1] Q47[K1] Q48[K1]
∆K
K
-5.5E-7 -3.5E-7 -1.3E-7 -4.1E-7 -5.5E-7 -3.3E-7 -2.2E-7 -4.8E-7
rms Rmodxx Rexpxx ∆Rxx Rmodyy Rexpyy ∆Ryy νx νy
Finaux 2.8582 2.8582 3.65E-05 1.8530 1.8530 1.39E-06 4.758925 1.706219
Tab. 5.3: Ajustement du code LOCO après avoir déréglé le gradient K1 du premier quadripôle Q11 de Super-
ACO (la symétrie 4 est brisée). Les écarts relatifs ﬁnaux pour les gradients (K1) de 32 quadripôles (Qij)
correspondent à la précision machine (8 chiﬀres signiﬁcatifs) : le code LOCO retrouve bien le bon modèle de
l'anneau.
Objectifs
Le but de l'expérience du 19 juin 2000 était d'acquérir les matrices-réponse expérimentales
de Super-ACO pour le point de fonctionnement nominal aﬁn d'en déduire par ajustement les
fonctions bétatrons de la machine puis les distributions correspondantes de gradients. Trois
matrices ont été acquises, une avec les hexapôles éteints et onduleurs ouverts (section 5.1.5),
puis avec les hexapôles allumés (section 5.1.6) et enﬁn une dernière en fermant les onduleurs
(section 5.1.7). Dans chacun des cas, le minimum de couplage a été fait mais la chromaticité
n'a pas été mesurée. En utilisant le programme LOCO (Safranek, 1997), on a cherché à établir
le modèle théorique le plus proche possible de la machine réelle via l'optique linéaire.
5.1.4 Etapes préliminaires à l'analyse des matrices-réponse
Pour utiliser le programme LOCO, il est nécessaire de faire deux mesures supplémentaires :
1. une mesure du bruit rms des 16 BPM.
2. une mesure de la fonction dispersion dans chaque BPM.
5.1.4.1 Bruit moyen des BPM
Deux jeux de données ont été mesurés :
 1 000 orbites au début de l'expérience, avec les hexapôles éteints et les onduleurs ouverts.
 100 orbites en ﬁn d'expériences, hexapôles allumés et les onduleurs fermés.
Les ﬁgures 5.3 donnent les résultats moyennés pour chaque BPM i ainsi que les valeurs
de bruit rms, σi, pour les deux cas considérés. De manière générale, les valeurs de bruits sont
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plus élevées en début qu'en ﬁn d'expérience (Tab. 5.4). Le bruit des BPM a également été
mesuré le mercredi 20 septembre et mercredi 4 novembre 2000 ; les valeurs rms de bruit dans
les deux plans valent 0 ± 5 µm6, ce qui correspond à la précision des BPM. Ces valeurs de
bruit donnent la limite de convergence qu'on peut espérer atteindre avec l'algorithme LOCO.
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Fig. 5.3: Valeurs rms du bruit pour chacun des BPM i de Super-ACO dans les plans vertical et horizontal
(précision : 5µm). Les écarts entre les bruit pour 1 000 et 100 orbites peuvent s'expliquer par le fait que dans
un cas les onduleurs sont fermés et que le courant stocké est diﬀérent.
Valeur rms 1 000 orbites 100 orbites
σx(µm) 15 10
σy(µm) 6 4
Tab. 5.4: Valeur moyenne rms du bruit sur les BPM (résolution ±5 µm).
5.1.4.2 Mesure de la fonction dispersion dans les BPM
La fonction dispersion, ηx, dans les BPM est calculée avec la formule usuelle (Rice in Chao
et Tigner, 1998) :
6Attention : les valeurs de bruit sont sous-estimées car, pour ces deux dernières mesures, le programme
utilisé (routine automatique de Super-ACO) n'enregistre que les variations d'orbite fermée supérieures à
±15 µm.
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ηx = (
1
γ2
− α) fRF
∆fRF
∆x ≈ −α fRF
∆fRF
∆x (5.7)
avec α, le facteur d'allongement du premier ordre (momentum compaction) et fRF , la fréquen-
ce RF de l'anneau. Pour cela, on réalise deux mesures d'orbite fermée (∆x), pour deux fré-
quences RF distinctes (∆fRF ) juste avant l'acquisition de chacune des matrices-réponse (cf.
paramètres Tab. 5.5). L'erreur relative sur la valeur des dispersions est donnée par la formule :
δηx
ηx
=
δα
α
+
δfRF
fRF
+
δ∆fRF
∆fRF
+
δ∆x
∆x
≈ δ∆fRF
∆fRF
+
δ∆x
∆x
≈ 2.7× 10−4 + 1
∆x[1/100mm]
(5.8)
soit en moyenne δηx = 5mm.
Paramètre Symbole Valeur Erreur
Momentum compaction α 1.48 10−2 0
Fréquence RF (MHz) fRF 99.879200 0.000001
Variation RF (kHz) ∆fRF 3.7 0.001
Circonférence (m) L0 72.04 0
Tab. 5.5: Paramètres expérimentaux de Super-ACO pour le calcul de la fonction dispersion mesurée.
5.1.5 Matrice-réponse hexapôles éteints et onduleurs ouverts
5.1.5.1 Introduction
On dispose de 16 BPM, 16 correcteurs horizontaux et 16 correcteurs verticaux, donc la
matrice-réponse non couplée a 16× 16 + 16× 16 = 512 éléments.
Pour générer les matrices-réponse, on allume successivement les correcteurs avec un cou-
rant de ±1A, soit approximativement θ
2
= ±0.21 mrad pour un correcteur horizontal et
θ
2
= ±0.24 mrad pour un correcteur vertical7, et on mesure dans chaque BPM le déplacement
de l'orbite fermée.
L'ajustement entre matrices expérimentale et modèle est réalisé en faisant varier les forces
quadripolaires soit en familles (4), soit individuellement (32), les gains des correcteurs horizon-
taux (16) et verticaux (16), les gains des BPM horizontaux (16) et verticaux (16). Pour ﬁnir,
dans les sections dispersives, le déplacement supplémentaire de l'orbite associé au glissement
en énergie est pris en compte (parfois appelé facteur d'Amman [Amman, 1971]),
7L'étalonnage des correcteurs, relation entre champ intégré et courant, suit la loi : ∆
R
B ds
∆I = 0.55×10−3 T.mA
(H) et ∆
R
B ds
∆I = 0.65× 10−3 T.mA (V) (voir Barthès et al., 1990, p. 16), avec pour rigidité magnétique (Bρ) =
8
3 ≈ 2.67T.m.
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∆E
E
= −
(
θx
2
)
ηx
αL0
(5.9)
avec α le facteur d'allongement du premier ordre et L0 la circonférence de la machine.
En eﬀet, la déviation θx
2
produite par le correcteur dipolaire engendre  si la fonction
dispersion ηx est non nulle  une modiﬁcation de la longueur ∆L de l'orbite de la particule :
∆L =
θx
2
ηx, (5.10)
allongement équivalent à une modiﬁcation de l'énergie de la particule :
∆L
L
= α
∆E
E
, (5.11)
ce qui ajoute 16 nouveaux paramètres8. Au total, l'ajustement est réalisé sur 84 (ou 112)
paramètres.
Cependant, on ne peut pas faire varier de manière indépendante l'ensemble des gains des
BPM et des correcteurs sous peine de dégénérescence. En eﬀet, si tous les gains des BPM sont
augmentés d'un même facteur alors que ceux des correcteurs sont diminués proportionnelle-
ment alors la matrice-réponse reste inchangée : la SVD donne deux valeurs propres nulles.
Pour lever cette dégénérescence, il suﬃt de ﬁxer par exemple le gain d'un correcteur horizontal
et d'un correcteur vertical.
5.1.5.2 Conditions expérimentales
Pour l'optique de Super-ACO utilisée, le courant stocké était de I = 4.5 mA dans 24
paquets, en faisceau  plat  (σx, σy) ≈ (230, 110) µm, ceci avec les quatre familles d'hexapôles
éteintes. Cette possibilité d'éteindre les hexapôles avec un faisceau circulant dans l'anneau
est un avantage qui permettra de déterminer les défauts de gradients indépendamment de
ceux induits par les hexapôles lorsqu'il existe une orbite résiduelle x0 en leur centre (cf.
section 5.1.6).
Famille I(A)
Q1 222.84
Q2 402.50
Q3 379.78
Q4 216.24
Tab. 5.6: Courants mesurés dans les alimentations des quatre familles de quadripôles de Super-ACO 
hexapôles éteints, onduleurs ouverts 
Le modèle utilisé est déduit des mesures de courant dans les quadripôles9 : c'est notre mo-
dèle de référence de Super-ACO (cf. Tab 5.6). Le point de fonctionnement théorique devient
8En toute rigueur, ces paramètres ne sont pas réellement de nouveaux paramètres pour l'ajustement. En
eﬀet, ils dépendent de la fonction dispersion (Eq. 5.9) qui est ﬁxée par la donnée des gradients quadripolaires.
Pour la présente étude, nous avons seulement utilisé le code LOCO  tel qu'il est  sans chercher à le modiﬁer.
9Voir la note de Nghiem (1989, page 6) pour passer du courant I au gradient K des quadripôles.
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alors (νx, νy) = (4.758,1.708). Notons que par rapport au point de fonctionnement nominal,
le courant dans Q4 ayant changé, les valeurs de la fonction dispersion théorique sont également
légèrement modiﬁées. Les nombres d'ondes mesurés valent : (νx, νy) = (4.740± 0.003,1.7095).
L'incertitude sur νx provient de la faible valeur du courant I (à l'oscilloscope au lieu d'un pic
unique, on en observe plusieurs).
5.1.5.3 Dispersion mesurée dans les BPM
Les résultats sont résumés par la ﬁgure 5.4 et le tableau 5.7.
Régions non dispersives valeur prédite : −38 mm; l'écart modèle/expérience est grand,
en moyenne de 130%.
Régions dispersives valeur prédite : +1213 mm; l'écart modèle/expérience est en moyenne
de 5%.
BPM1 -64 BPM09 -108
BPM2 1271 BPM10 1319
BPM3 1267 BPM11 1259
BPM4 -84 BPM12 -96
BPM5 -100 BPM13 -64
BPM6 1271 BPM14 1259
BPM7 1295 BPM15 1247
BPM8 -112 BPM16 -64
Tab. 5.7: Dispersion horizontale (mm) mesurée dans les BPM de Super-ACO (précision à±5mm) hexapôles
éteints et onduleurs ouverts  Les écarts relatifs sont plus importants dans les régions non dispersives (BPM
1, 4, 5, 8, 9, 12, 13 et 16).
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Fig. 5.4: Ecart absolu des dispersions horizontales théorique et mesurée dans les 16 BPM de Super-ACO 
hexapôles éteints, onduleurs ouverts .
La principale raison de ces écarts est la création d'orbite fermée par les défauts de champs
quadripolaires ∆K/K (cf. sous-section 5.1.5.4) suivant la loi (Nadji, 1992).
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(∆ηx)rms
(∆K/K)rms
=
√
βx0
2
√
2| sin πνx|
[∑
i
βxi((Kl)iηxi)
2
] 1
2
(5.12)
≈ 20.4
En utilisant les résultats de la section suivante, la formule 5.12 donne comme écart moyen
sur la dispersion ∆ηx = 23 mm rms alors que la valeur issue des mesures expérimentales est
presque trois fois plus grande ∆ηx = 58 mm rms.
5.1.5.4 Résultats obtenus avec LOCO
Ajustement sur quatre familles : Avant l'ajustement, le désaccord entre les orbites me-
surées et théoriques est supérieur en valeurs rms à 170 µm horizontalement (H) et à 66 µm
verticalement (V).
Après un ajustement sur les quatre familles de quadripôle l'accord est de 38 µm (réduction
d'un facteur 5) et 20 µm (réduction d'un facteur 3) respectivement dans les plans horizontal
et vertical avec un χ2 de 2 080. En suivant les résultats énoncés précédemment, la valeur
escomptée du χ2 devrait être idéalement au mieux 400 ± 30, sachant qu'il y a (nd = 512)
points de donnée et (np = 82) paramètres indépendants ajustés. Le point de fonctionnement
devient alors (νx, νy) = (4.741, 1.707) soit (∆νx,∆νy) = (−0.018, −0.001), ce qui est en
excellent accord avec la mesure expérimentale des nombres d'ondes. Les gradients des familles
de quadripôles ont varié de moins de 0.15% (cf. Tab. 5.8, Fig. 5.5). Il faut remarquer que les
écarts relatifs obtenus pour les gradients sont tous négatifs : ceci ne peut pas être dû à un
phénomène aléatoire.
Famille Avant Après
Q1 -1.46723 -1.46655
Q2 2.62043 2.61800
Q3 2.47834 2.47498
Q4 -1.42383 -1.42188
Tab. 5.8: Valeurs des gradients quadripolaires
(m−1) en symétrie 4 avant et après l'ajustement
de LOCO. Données utilisées pour ajuster le mo-
dèle linéaire de Super-ACO.
-0.15
-0.1
-0.05
0
1 2 3 4
∆K
/K
Famille
Fig. 5.5: Ecart relatif (en %) par rapport aux va-
leurs nominales des gradients pour chaque famille
quadripolaire de Super-ACO : ces valeurs sont re-
lativement faibles.
Les nouvelles fonctions β sont tracées sur la ﬁgure 5.6 ; le battement (Fig. 5.7) de la
fonction βx est de 0.5% autour de 1.7% (traduit le glissement ∆νx = −0.018) et celui de βy
est de 0.5% autour de 0 (∆νy = 0).
Les bruits et gains des BPM ainsi que ceux des correcteurs sont donnés par la ﬁgure 5.8.
Les valeurs sont raisonnables ; en moyenne, on retrouve la bonne valeur de kick dipolaire
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vertical 2 × θy ≈ 0.48. Par contre dans le plan horizontal, la valeur attendue 2 × θx ≈ 0.41,
n'est pas atteinte dans les régions dispersives. Cet écart est à corréler avec l'écart en dispersion
donné par LOCO (cf. Fig. 5.4).
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parfaitement sur la théorie, car les variations de
gradients sont faibles, de l'ordre du pour mille.
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Fig. 5.7: Battement des fonctions β en conservant
la symétrie 4 de Super-ACO.
Ajustement sur les quadripôles individuels : Lorsque l'ajustement est réalisé sur les
32 gradients des quadripôles, la symétrie 4 de l'anneau est brisée. La convergence semble
meilleure : 14 µm et 11 µm, horizontalement et verticalement avec comme nombres d'ondes
(νx, νy) = (4.739, 1.707) et un χ2 de 460. Les gradients des quadripôles ont varié de façon
plus signiﬁcative jusqu'à ±1.5% (Fig. 5.9). Cependant, cette variation ne semble pas aléatoire
comme l'on s'y attendrait ; bien au contraire, il semble que la variation sur un quadripôle est
rattrapée immédiatement sur le quadripôle suivant. Néanmoins, les variations en moyenne
pour chaque famille correspondent à celles trouvées en symétrie 4.
145
5.1. ACQUISITION DES MATRICES-RÉPONSE
0.96
0.97
0.98
0.99
1
1.01
1.02
1.03
1.04
0 2 4 6 8 10121416
G
ai
n
BPM H
0.96
0.97
0.98
0.99
1
1.01
1.02
1.03
1.04
1.05
0 2 4 6 8 10121416
G
ai
n
BPM V
0.5
1
1.5
2
2.5
3
3.5
0 2 4 6 8 10121416
Br
ui
t
BPM H
0.5
1
1.5
2
2.5
3
3.5
0 2 4 6 8 10121416
Br
ui
t
BPM V
0.4
0.42
0.44
0.46
0.48
0.5
0 2 4 6 8 10121416
Ki
ck
Correcteur H
0.4
0.42
0.44
0.46
0.48
0.5
0 2 4 6 8 10121416
Ki
ck
Correcteur V
1
1.5
2
2.5
3
3.5
4
0 2 4 6 8 10121416
Br
ui
t
Correcteur H
1
1.5
2
2.5
3
3.5
4
0 2 4 6 8 10121416
Br
ui
t
Correcteur V
Fig. 5.8: Gains et bruits des BPM et correcteurs de Super-ACO en symétrie 4. Pour un ajustement parfait,
les bruits des BPM et correcteurs devraient être voisins de l'unité.
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Fig. 5.9: Ecart relatif (en %) des gradients par rapport aux valeurs nominales pour chacun des 32 quadripôles
de Super-ACO. Ces écarts ne sont pas aléatoires : une variation importante du gradient est immédiatement
rattrapée sur le quadripôle suivant (e.g. les quadripôles 4 et 5, 8 et 9, 20 et 21, 24 et 25, 27 et 29, 31 et 1).
Ces résultats sont assez surprenants. En eﬀet, briser la symétrie 4 de l'anneau devrait
simplement se traduire par une distribution aléatoire des gradients quadripolaires autour des
valeurs trouvées précédemment pour chaque famille. En aucun cas, la justiﬁcation de variation
de l'ordre du pourcentage ne semble plausible, ce qui est bien au-delà des valeurs provenant
des mesures magnétiques (Barthès et al., 1990, voir Fig. 3.22, p. 84). De plus, une aussi
faible valeur du χ2 suggère, ou bien que la machine est parfaitement connue, ou bien que
le nombre de paramètres ajustés est trop important. La dernière hypothèse semble la plus
raisonnable : nous essayons d'ajuster 32 valeurs de gradients en utilisant les mesures de 16
BPM à quatre électrodes. Les autres paramètres, les gains des correcteurs et des BPM et les
facteurs d'Amman, peuvent être vus comme de poids secondaire dans l'ajustement. Le même
type de problème est par exemple rencontré à l'ALS où il y a 104 gradients quadripolaires à
ajuster sur 96 BPM (communication personnelle, C. Steier).
Nous voudrions connaître, parmi ces 104 paramètres, combien ont une inﬂuence réelle
sur l'ajustement. La réponse à cette question est fournie par l'analyse du spectre des valeurs
propres résultant de la décomposition en valeurs singulières. Sur la ﬁgure 5.10, les valeurs
propres (λi) sont rangées par ordre décroissant de l'amplitude. On observe une décroissance
rapide des amplitudes avec deux seuils : le premier en λ16, le second en λ78. Ces résultats
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Fig. 5.10: Spectre des valeurs singulières obtenu par la méthode SVD. Un seuil apparaît nettement pour λ16.
Au-delà, les valeurs singulières sont petites, du même ordre de grandeur ; elles correspondent à des paramètres
n'ayant pas un poids signiﬁcatif dans l'ajustement de la matrice-réponse de Super-ACO.
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suggèrent de réaliser l'ajustement en rejetant tous les paramètres conduisant à des valeurs
propres inférieures au seuil 1 ou 2. Il s'avère que ne rejeter que les valeurs propres plus petites
que le seuil 2 n'améliore pas les résultats précédents. Comme attendu à la lecture du spectre,
seul le seuil 1 est signiﬁcatif10 : la convergence est maintenant de 29 µm (H) et 13 µm (V) avec
comme nouveaux nombres d'ondes (νx, νy) = (4.741, 1.707) et un χ2 plus élevé de 1 050. La
variation des gradients individuels est aléatoire et avec des amplitudes très voisines de celles
obtenues pour les familles de quadripôles (Fig. 5.11). La convergence est acceptable si l'on
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Fig. 5.11: Ecart relatif (en %) de chacun des gradients des 32 quadripôles de Super-ACO par rapport aux
valeurs nominales. Les variations sont de l'ordre du pour mille.
considère la valeur moyenne du bruit des BPM, sachant que de toute manière les mesures ne
sont faites avec seulement deux chiﬀres signiﬁcatifs, i.e. une bien faible résolution inhérente
à Super-ACO.
A titre indicatif, la ﬁgure 5.12 illustre les variations relatives des gradients par rapport
aux valeurs déduites de l'ajustement en familles.
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Fig. 5.12: Ecart relatif (en %) des gradients de chacun des 32 quadripôles de Super-ACO par rapport aux
valeurs moyennes obtenues pour les familles. Les variations sont faibles et compatibles en amplitude avec les
mesures magnétiques (Barthès et al., 1990).
10Les 16 valeurs singulières retenues correspondent physiquement au nombre de degrés de liberté du système
étudié (il y a deux plages où l'avance de phase est pratiquement constante par super-période).
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Les nouvelles fonctions β sont tracées sur la ﬁgure 5.13. et leurs battements sur la ﬁ-
gure 5.14. Les battements, ∆β
β
, sont plus importants horizontalement (±2% autour de 2%)
que verticalement ±1.5%. Ils s'expriment en première approximation suivant la formule clas-
sique (Rice et Cornell in Chao et Tigner, 1998) :
∆β(s)
β(s)
=
1
2 sin(2πν)
∑
i
(∆Kl)iβ(si) cos(2πν − 2|Φ(s)− Φ(si)|) (5.13)
où (∆Kl)i est le gradient intégré du i-ème quadripôle, Φ(si) son avance de phase.
Soit avec une formule statistique (Nadji, 1992) :
(∆βx/βx)rms
(∆K/K)rms
=
1
2
√
2| sin πνx|
√∑
i
(βxi(Kl)i)
2 (5.14)
≈ 10.3
Soit en prenant les défauts de gradients donnés par LOCO : ∆βx = 2.3 %, ce qui est en accord
avec la ﬁgure 5.14.
On remarque que le battement des fonctions d'ondes est maximum pour un déphasage
|Φ(s)−Φ(si)| = πν soit pour un défaut dans un quadripôle situé de manière diamétralement
opposée à la position s du BPM où il est observé.
Enﬁn, LOCO réalisant un ajustement sur le glissement en énergie induit dans les régions
dispersives, on peut en déduire les valeurs des dispersions dans les correcteurs, celles dans
les BPM ont déjà été mesurées (cf. Eq. 5.9). L'ensemble des résultats en comparaison avec
les dispersions déduites de l'ajustement est illustré par la ﬁgure 5.15 : l'accord est correct
dans les BPM compte tenu des erreurs de mesure. Cependant, il faut noter des écarts dans
les correcteurs entre la dispersion déduite du facteur d'Amman et celle donnée par le modèle
ajusté. De plus, la dépendance en énergie de la matrice-réponse est traitée trop simplement
dans le code LOCO (communication personnelle, H. Zyngier).
La ﬁgure 5.16 donne les nouveaux gains des BPM ainsi que le niveau de bruit de chaque
BPM et correcteur et également la valeur ajustée du kick. On remarquera qu'à la convergence,
le bruit rms du BPM i rapporté au bruit total rms de tous les BPM n'est pas voisin de l'unité
comme il devrait l'être théoriquement pour une convergence atteignant le niveau de bruit des
BPM.
En conclusion, l'algorithme LOCO ajuste correctement les fonctions β, les nombres d'ondes.
Les défauts de gradients trouvés sont relativement faibles, ce qui suggère un assez bon accord
entre la théorie et l'expérience.
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Fig. 5.13: Fonctions β de Super-ACO avant (ligne)
et après (étoile) l'ajustement en brisant la symétrie
4. L'expérience s'ajuste parfaitement sur la théo-
rie, car les variations de gradients sont faibles, de
l'ordre du pour mille.
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Fig. 5.14: Battement des fonctions β en brisant
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Fig. 5.15: Dispersion horizontale mesurée dans les BPM (carré), ajustée dans les correcteurs (croix) et prédite
par LOCO (ligne). L'écart le plus signiﬁcatif est dans les régions non dispersives de Super-ACO et peut être
corrélé avec le facteur d'Amman.
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Fig. 5.16: Gains et bruits de BPM et correcteurs en brisant la symétrie 4 de Super-ACO  hexapôles éteints
et onduleurs ouverts  Pour un ajustement parfait, les bruits des BPM et correcteurs devraient être voisins
de l'unité.
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5.1.6 Matrice-réponse hexapôles allumés et onduleurs ouverts
5.1.6.1 Inﬂuence des hexapôles
Dans cette partie de l'expérience, une matrice-réponse de Super-ACO a été acquise en
allumant les hexapôles  les onduleurs sont toujours ouverts  Les hexapôles peuvent générer
une composante quadripolaire s'il existe une orbite fermée non nulle comme nous allons le
voir. Le potentiel vecteur d'un hexapôle droit a pour expression :
As = −S
3
(x3 − 3xy2) (5.15)
où S est la force intégrée de l'hexapôle.
Si l'orbite fermée n'est plus la trajectoire x = y = 0 dans l'hexapôle mais x = x0, y = y0, alors
une composante quadripolaire (et dipolaire) apparaît dans l'expression générale du potentiel
vecteur :
As = −S3
[
(x3 − 3xy2) −3x0(x2 − y2) − 3x20x− x30 (5.16)
−3y20x −6y0xy − 6y0x0y − 3y20x0
]
La composante quadripolaire induite est donc :
Aquads =
Khex
2
(x2 − y2) + K˜
hex
2
xy (5.17)
où Khex = 2Sx0 est le champ intégré d'un quadripôle droit et K˜hex = 4Sy0 celui d'un
quadripôle tourné (à prendre en compte si l'on considère le couplage).
En partant des valeurs des gradients trouvés précédemment, hexapôles éteints, on peut
maintenant déduire des nouvelles valeurs de gradients, la valeur des champs quadripolaires
induits par chaque hexapôle. De plus, connaissant S et Khex, on peut également déterminer
une mesure de l'orbite fermée, x0, dans les hexapôles.
5.1.6.2 Conditions expérimentales
Un courant I = 4.4 mA a été injecté dans 24 paquets avec un faisceau plat (σx, σy) ≈
(230, 110) µm. Comme les courants alimentant les quadripôles ont changé (cf. Tab. 5.9), il sera
plus délicat d'isoler exactement la contribution quadripolaire induite par les hexapôles seuls
et d'appliquer la procédure précédemment exposée ; le point de fonctionnement déduit des
nouvelles valeurs de courant dans les quadripôles est maintenant (νx, νy) = (4.710,1.767), ce
qui est très loin du point de fonctionnement précédent11. Les nombres d'ondes mesurés sont
(νx, νy) = (4.708,1.761)
12.
A cela, il faut ajouter une question : pour les forces hexapolaires, doit-on prendre les
valeurs déduites du courant les alimentant ou bien celles permettant d'obtenir les bonnes
valeurs de chromaticités  non mesurées lors de l'expérience ? En eﬀet, rappelons que la
chromaticité est créée :
11Les nombres d'ondes se sont croisés en allumant les hexapôles et n'ont pas été rattrapés.
12Mesure refaite le 30 octobre 2000, puisque les nombres d'ondes n'avaient pas été mesurés lors de la première
acquisition de la matrice-réponse.
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Famille I(A) Famille I(A)
Q1 225.37 H1 54.35
Q2 401.80 H2 100.31
Q3 379.78 H3 198.58
Q4 216.24 H4 193.93
Tab. 5.9: Courants mesurés pour les quadripôles et hexapôles  onduleurs ouverts  Valeurs utilisées pour
ajuster le modèle de Super-ACO à l'expérience.
1. naturellement par les quadripôles : ξ = − 1
4π
∫
Kβ ds (cf. chap. 1, p. 19).
2. par les coins des dipôles
Estimation de la chromaticité naturelle pour ces deux eﬀets : (ξnatx , ξnaty ) = (−12.6,−5.9)
3. par les hexapôles : ∆ξ = ± 1
4π
ηβ B
′′l
(Bρ)
(Edwards et Syphers in Tigner et Chao)
4. par les correcteurs dipolaires dans les sections dispersives, car ils possèdent une com-
posante hexapolaire non négligeable. Il s'agit donc principalement des correcteurs de la
famille CQ3. En partant d'une maille parfaite, on peut estimer cette contribution à la
chromaticité : (∆ξx, ∆ξy) = (−0.84,+0.35)
A titre de comparaison, les chromaticités non réduites produites sans prendre en compte
les défauts ou les correcteurs sont (ξx, ξy) ≈ (1.7, 1.2)13 alors que si l'on ne considère que
les courants expérimentaux elles valent (ξx, ξy) ≈ (2.68,−0.85)14. De nouvelles mesures de
chromaticités ont été réalisées le 30 octobre 2000 pour les mêmes courants hexapolaires (mais
un jeu de correcteurs diﬀérent) : hexapôles éteints, on a mesuré seulement ξy = −4.43, et
avec les hexapôles (ξx, ξy) = (0.54, 0.59). Ces valeurs sont très diﬀérentes de celles énoncées
précédemment.
Ajoutons encore que la localisation des correcteurs dans les quadripôles implique un faible
recouvrement des intégrales de champ ; donc théoriquement le champ magnétique du correc-
teur induit une modiﬁcation de celui du quadripôle, de l'hexapôle. De plus, comme il y a une
orbite fermée non nulle, la perturbation créée par le dipôle n'est pas parfaitement dipolaire.
Toutes ces considérations n'ont pas été prises en compte dans notre simulation de la matrice-
réponse et pourraient expliquer les diﬃcultés rencontrées pour réduire les données lorsque les
hexapôles sont allumés.
5.1.6.3 Dispersion mesurée dans les BPM
Les résultats sont résumés par la ﬁgure 5.17 et le tableau 5.10.
13Valeurs supposées en considérant que la machine est réglée comme lors de l'expérience du 22 mai où l'on
avait les mêmes courants dans les hexapôles.
14Pour la conversion courant (I)  champ intégré (Hl), voir la note (Nghiem, 1989), p. 14 : (Hl)[T.m
−1]
(Bρ) ≈
I[A]
216.8 .
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Régions non dispersives valeur attendue : −44 mm, l'écart modèle/expérience est grand,
en moyenne de 50%. Pour le BPM 9, la dispersion est pathologique, −99 mm, soit le
double de celle des autres BPM15.
Régions dispersives valeur attendue : +1218 mm, l'écart modèle/expérience est inférieur
à 5%.
BPM1 -48 BPM09 -99
BPM2 1266 BPM10 1286
BPM3 1246 BPM11 1239
BPM4 -64 BPM12 -64
BPM5 -59 BPM13 -60
BPM6 1239 BPM14 1259
BPM7 1259 BPM15 1243
BPM8 -68 BPM16 -52
Tab. 5.10: Dispersion horizontale mesurée (à ±5 mm)  hexapôles allumés et onduleurs ouverts  Les écarts
relatifs sont plus importants dans les régions non dispersives (BPM 1, 4, 5, 8, 9, 12, 13 et 16 de Super-ACO).
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Fig. 5.17: Ecarts relatifs entre la fonction dispersion horizontale théorique et mesurée dans les 16 BPM de
Super-ACO  hexapôles allumés .
La dispersion peut être créée (Nadji, 1992) :
1. par des défauts d'orbite fermée (xof ) dans les quadripôles et les hexapôles :
(∆ηx)rms
(xof )rms
=
√
βx0(s)
2
√
2| sin πνx|
[∑
i
βxi((Kili))
2
] 1
2
(5.18)
≈ 20.1
15Le BPM 9 est situé dans une zone de tassement de la dalle de Super-ACO qui s'enfonce progressivement
cf. relevé d'altimétrie de l'année 2000.
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2. par les défauts de gradients (∆K/K) des quadripôles :
(∆ηx)rms
(∆K/K)rms
=
√
βx0(s)
2
√
2| sin πνx|
[∑
i
βxi((Kili)ηxi)
2
] 1
2
(5.19)
≈ 10.4
Il est également intéressant de comparer ces valeurs de dispersion avec celles trouvées
hexapôles éteints (Fig. 5.18) : les dispersions ont changés de manière signiﬁcative dans les
régions à faible dispersion bien que les valeurs des courants des familles Q3 et Q4, qui règlent
la valeur de la dispersion, n'aient pas changé entre les deux réglages optiques. Globalement
les écarts relatifs sont plus importants dans les régions à faible dispersion.
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Fig. 5.18: Ecarts relatifs des dispersions lorsque les hexapôles sont allumés par rapport au cas où ils sont
éteints. Ces écarts relatifs (non tracés) sont plus signiﬁcatifs dans les régions à faible dispersion de Super-ACO.
5.1.6.4 Résultats obtenus avec LOCO
Ajustement sur quatre familles : En considérant les valeurs expérimentales hexapolaires
déduites de courants mesurés, les écarts rms entre matrices modèle et expérimentale valent
160 µm (H) et 51 µm (V) avant l'ajustement16.
En symétrie 4, le résidu entre matrices modèle et expérimentale de Super-ACO est de
20 µm rms (H) et 18 µm rms (V) avec un χ2 de 1 579. Le point de fonctionnement devient
(νx, νy) = (4.707, 1.761), ce qui est en accord avec les mesures expérimentales ; les gradients
ont changé de manière plus signiﬁcative que dans le cas précédent (Fig. 5.19). Cette fois, la
variation sur les gradients est plus importante pour les familles Q1 et Q2 alors que dans le
cas hexapôles éteints il s'agissait plutôt de ceux de Q3 et Q4. On peut maintenant déduire
les gradients moyens induits par les hexapôles (Fig. 5.20) : les valeurs sont de l'ordre du pour
mille, i.e. extrêmement faibles. Les battements des fonctions β sont donnés par la ﬁgure 5.21.
16Ces résultats proviennent de l'analyse de la matrice-réponse enregistrée le 30 octobre 2000.
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Fig. 5.19: Variation (en %) des gradients quadri-
polaires de Super-ACO en symétrie 4.
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Fig. 5.20: Gradients quadripolaires créés par l'or-
bite fermée traversant les hexapôles de Super-
ACO.
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Fig. 5.21: Battement des fonctions β de Super-ACO en symétrie 4 avec hexapôles expérimentaux.
Ajustement sur les quadripôles individuels : En faisant varier individuellement les
gradients, les résidus deviennent : 21 µm (H) et 16 µm (V) dans chacun des plans avec un χ2
de 926. Les nombres d'ondes ﬁnaux valent : (νx, νy) = (4.707,1.761).
Les défauts gradients mesurés sont donnés par la ﬁgure 5.22, les variations relatives vont
jusqu'à 0.25%. Ces variations sont similaires en termes d'amplitudes à celles trouvées hexa-
pôles éteints. Les battements des fonctions β induits sont donnés à titre indicatif par la
ﬁgure 5.25. En utilisant la relation 5.17, il est possible possible d'extraire des défauts qua-
dripolaires la contribution hexapolaire (cf. Fig. 5.23) ainsi que le défaut d'orbite fermée dans
les hexapôles (cf. Fig. 5.24). Ces défauts sont relativement faibles. On remarque cependant
que la distribution des défauts d'orbite fermée horizontale n'est pas aléatoire : elle suit la
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4-périodicité de l'anneau et est corrélée aux mesures de la fonction dispersion dans les BPM
et aux fonctions β (cf. Fig. 5.25).
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Fig. 5.22: Ecarts relatifs (en %) des gradients de Super-ACO  hexapôles allumés  Une structure 4-
périodique semble exister : les variations de gradients sont plus signiﬁcatives dans les régions dispersives.
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Fig. 5.23: Gradients induits par les hexapôles lorqu'ils ont traversés par une orbite fermée non nulle.
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Fig. 5.24: Orbite fermée (of) horizontale dans les hexapôles déduites des gradients induits par les hexapôles.
Les valeurs ne sont pas aléatoires mais reﬂétent la symétrie 4 de Super-ACO (cf. fonctions β Fig. 5.25). Il y
a aussi une corrélation avec la fonction dispersion mesurée dans les correcteurs.
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On peut encore remarquer que les valeurs de dispersions déduites de l'ajustement sont en
accord avec celles mesurés dans les BPM (Fig. 5.26). L'accord est meilleur lorsque l'on compare
les dispersions dans les correcteurs déduites de l'ajustement de ∆E
E
grâce à la formule 5.9, et
celles du modèle ajusté. Une des causes du désaccord moyen de 10% peut être l'inﬂuence des
erreurs dipolaires non modélisées (orbite fermée non nulle dans les quadripôles).
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Fig. 5.25: Fonctions β (à gauche) et leurs battements (à droite) en brisant la symétrie 4 de Super-ACO.
L'optique est globalement peu perturbée.
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
0 10 20 30 40 50 60 70
η x
 
(m
)
s(m)
Fig. 5.26: Dispersion horizontale mesurée dans les BPM (croix) et ajustée dans les correcteurs (carrés) et
prédite par LOCO. L'accord est bon compte tenu des erreurs dipolaires avec une erreur moyenne de 10%.
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Fig. 5.27: Gains et bruits de BPM et correcteurs de Super-ACO  hexapôles allumés, onduleurs ouverts 
Pour un ajustement parfait, les bruits des BPM et correcteurs devraient être voisins de l'unité.
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5.1.7 Matrice-réponse hexapôles allumés et onduleurs fermés
5.1.7.1 Conditions expérimentales
La matrice-réponse avec les onduleurs fermés a été acquise pour un courant I = 26 mA
dans 24 paquets  dimensions faisceau (σx, σy) = (226, 130) µm . Les courants quadripo-
laires et hexapolaires mesurés sont donnés par le tableau 5.11 ; les gradients des familles Q3
et Q4 ont été modiﬁés pour compenser globalement la focalisation induite par les insertions.
Famille I(A) Famille I(A)
Q1 218.50 H1 54.35
Q2 399.31 H2 100.31
Q3 377.88 H3 198.58
Q4 212.16 H4 193.93
Tab. 5.11: Courants mesurés dans les familles de
quadripôles  hexapôles et onduleurs fermés 
Les courant des familles Q1 et Q2 ont changé de
manière signiﬁcative. Valeurs utilisées pour cali-
brer le modèle de Super-ACO.
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Fig. 5.28: Synoptique de Super-ACO avec les on-
duleurs SU2, SU3, SU6, SU7 et SU8.
Dans la version 8.15 de MAD, les onduleurs ne sont pas modélisables. L'ensemble des
résultats obtenus avec LOCO ne sera à prendre en compte que de manière qualitative. Cepen-
dant l'ajustement ayant lieu principalement sur les fonctions optiques, les nombres d'ondes
trouvés seront très proches des valeurs expérimentales. Par contre, les variations sur les gra-
dients n'ont pas de signiﬁcation physique, car ils ne tiennent pas compte de la focalisation
des onduleurs.
Si l'on considère une maille de Super-ACO avec les gradients quadripolaires et champs
hexapolaires mesurés via les courants mais sans onduleur, le point de fonctionnement vaut
(νx, νy) = (4.754, 1.575), qu'il faut ensuite modiﬁer pour ajouter l'inﬂuence de la focalisation
des onduleurs.
Les glissements des nombres d'ondes induits par l'ensemble des onduleurs (cf. Fig. 5.28)
SU2, SU3, SU6, SU7 et SU8 sont (∆νx, ∆νy) = (−0.0026, +0.1542). Ces valeurs calculées en
utilisant les valeurs expérimentales de courant (cf. Tab. 5.11) sont très proches des mesures
réalisées au début des années 1990  Brunelle, 1992  (cf. Tab. 5.12), le point de fonction-
nement devient après l'ajustement (νx, νy) = (4.751,1.729) auquel il faudrait encore ajouter
l'inﬂuence de l'orbite fermée non nulle dans les hexapôles.
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SU2 SU3 SU6 SU7 SU8
∆νx 0.0053 -0.007 0.0007 0.00 -0.0016
∆νy 0.0477 0.046 0.0030 0.03 0.0275
Tab. 5.12: Glissement des nombres d'ondes expérimentaux induit par chacun des onduleurs. Les onduleurs
SU2, SU3, SU7 et SU8 vont le plus perturber l'optique de Super-ACO.
Dans le code BETA [93], les onduleurs sont modélisés idéalement17, i.e. sans focalisation
horizontale (kx = 0 et
∫
Bz ds = 0). Le point de fonctionnement déduit des valeurs expéri-
mentales de courant est alors (νx, νy) = (4.754,1.744).
5.1.7.2 Dispersion mesurée dans les BPM
Les dispersions mesurées dans les BPM sont exprimées dans le tableau 5.13. Ne disposant
pas de modèle satisfaisant de l'anneau avec les onduleurs, on ne donnera pas de comparaison
avec un hypothétique modèle mais avec les valeurs mesurées de la fonction dispersion dans les
deux cas précédents (Fig. 5.29 et Fig. 5.30). La comparaison n'est donnée qu'à titre qualitatif
puisque les familles Q3 et Q4, réglant les dispersions, sont diﬀérentes. La grande diﬀérence
concerne la dispersion est maintenant positive dans les régions à faible dispersion (BPM 1, 4,
16) : en moyenne, les écarts relatifs sont de près de 150 % pour ces trois BPM. Par contre
dans les régions dispersives, les écarts relatifs restent faibles : inférieurs à 5% en moyenne.
BPM1 52 BPM09 -92
BPM2 1199 BPM10 1331
BPM3 1215 BPM11 1279
BPM4 24 BPM12 -76
BPM5 -44 BPM13 -12
BPM6 1235 BPM14 1235
BPM7 1287 BPM15 1179
BPM8 -72 BPM16 20
Tab. 5.13: Dispersion horizontale mesurée (à ±5 mm) dans les BPM de Super-ACO  hexapôles allumés,
onduleurs fermés  La fonction dispersion dans les régions non dispersives a beaucoup changé. Dans les BPM
1, 4 et 16, la fonction dispersion est maintenant positive.
17Pour comprendre quantitativement l'inﬂuence des onduleurs sur l'optique, il faudrait par exemple inter-
facer le code BETA avec LOCO.
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Fig. 5.29: Ecart entre les dispersions horizontales mesurées dans les BPM de Super-ACO, hexapôles éteints
et onduleurs ouverts par rapport au cas hexapôles allumés et onduleurs fermés.
Régions non dispersives l'écart modèle-mesure est en moyenne de 45%.
Régions dispersives l'écart modèle-mesure est en moyenne de 5%.
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Fig. 5.30: Ecart entre les dispersions horizontales mesurées dans les BPM de Super-ACO, hexapôles allumés
et onduleurs ouverts par rapport au cas hexapôles allumés et onduleurs fermés.
5.1.7.3 Résultats obtenus avec LOCO
Tous les résultats suivants doivent être considérés qualitativement. L'algorithme LOCO
converge bien dans les deux plans avec des écarts 22 µm (H) et 16 µm (V) et un point de
fonctionnement de (νx, νy) = (4.727, 1.707). L'allure des fonctions β (Fig. 5.32) est déformée
en particulier au voisinage des onduleurs. Qualitativement, elle est en accord avec celle prédite
par le code BETA. Retenons simplement, que LOCO donne une bonne estimation de l'allure
des fonctions optiques et des nombres d'ondes. La perturbation de l'optique linéaire par les
onduleurs SU2, SU3, SU7 et SU8 est nettement observée.
A titre indicatif, les variations sur les gradients sont données par la ﬁgure 5.31 : les écarts
sont de plusieurs pour cent. Comme les onduleurs ne sont pas inclus dans la description de la
maille utilisée par le code LOCO, ces valeurs ne doivent pas être considérées comme réalistes.
Par contre, il est intéressant de comprendre comment le programme LOCO a ajusté l'optique
linéaire de l'anneau de stockage.
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Fig. 5.31: Valeurs des gradients pour chaque quadripôle, hexapôles allumés et onduleurs fermés. Ces valeurs
sont élevées jusqu'à 6% mais on remarque que le code LOCO a compensé localement les glissements des
nombres d'ondes induits par les onduleurs.
Nous avons vu que les onduleurs induisent des glissements importants des nombres d'ondes
en particulier dans le plan vertical (cf. Tab. 5.12) ; les onduleurs SU2, SU3, SU7 et SU8
perturbent fortement l'optique de Super-ACO. Le code LOCO compense localement la per-
turbation de chaque onduleur en modiﬁant les gradients des quadripôles adjacents dont la
focalisation est verticale. C'est pourquoi, des variations relatives de plusieurs pour cent sont
observées. En pratique, l'inﬂuence des onduleurs est compensée globalement sauf pour SU8
(Brunelle et al., 1999).
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Fig. 5.32: Fonctions β calculées pour une machine théorique avec le logiciel BETA (ligne) et déduites l'ajus-
tement avec les hexapôles et les onduleurs fermés (étoile). On observe un bon accord qualitatif avec le modèle
(cf. Brunelle, 1992).
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Conclusion
Ce travail a permis d'obtenir une estimation des erreurs quadripolaires mesurées pour
deux conﬁgurations machine à savoir hexapôles éteints et allumés. Deux approches ont été
tentées.
1. La première, la plus naturelle, consistait à réaliser l'ajustement des matrices-réponse
sur les quatre familles quadripolaires puisque tous les quadripôles d'une même famille
sont branchés sur une même alimentation. Dans ce cas, la convergence du programme
LOCO est excellente.
 Hexapôles éteints, les défauts de gradients, ∆K
K
, sont faibles :−5×10−4 (Q1),−9×10−4
(Q2) et −1.4 × 10−3 (Q3 et Q4). L'origine principale proviendrait des courants des
alimentations.
 Hexapôles allumés, la répartition globale des défauts de gradient a changé :−1.7×10−3
(Q1), −1.1× 10−3 (Q2), 4× 10−4 (Q3) et 1× 10−4 (Q4). Ces variations s'expliquent
par le terme quadripolaire engendré dans les hexapôles lorsque l'orbite fermée est non
nulle.
 Ces résultats peuvent être utilisés pour tenter d'améliorer la symétrie de l'anneau de
stockage. Il suﬃt d'alimenter chaque famille de quadripôle avec un courant corrigé des
écarts sur les gradients déduits du code LOCO (voir par exemple, Robin, Safranek et
Decking, 1999).
Les légers désaccords de la fonction dispersion dans les correcteurs proviennent en ma-
jeure partie des défauts dipolaires qui n'ont pas été pris en compte dans cette étude.
2. Dans la seconde approche, on recherchait la distribution des gradients individuels pour
estimer quel est l'impact de la destruction de la symétrie 4 de l'anneau sur la dynamique
globale du faisceau.
Il s'est avéré que la convergence de l'algorithme est correcte seulement si l'on ne conserve
que les 16 valeurs singulières principales. Il semble exister une faible corrélation entre
les 32 quadripôles individuels rendant leurs variations non indépendantes. De plus, pour
Super-ACO, les 32 gradients sont ajustés en utilisant 32 correcteurs et 32 lectures BPM.
Pour une machine comme l'Advanced Light Source, l'ajustement est typiquement fait sur
49 gradients et utilisant 96 BPM et 164 correcteurs. Le nombre de stations de mesures
de Super-ACO est trop faible pour espérer obtenir une détermination des gradients
individuels. A cela, il faut ajouter la faible résolution des BPM.
Les déviations trouvées pour les gradients sont faibles, de l'ordre du pour mille. Ce ré-
sultat est en accord avec les mesures magnétiques. Ce qui suggère que l'optique linéaire
de Super-ACO est bien modélisée. La compensation individuelle des défauts quadripo-
laires n'a pas pu être vériﬁée expérimentalement, car les quadripôles sont alimentés par
famille.
Pour ce qui est de l'inﬂuence des erreurs sur ces résultats énoncés, il convient de distinguer
les erreurs aléatoires des erreurs systématiques :
 Les erreurs aléatoires ne peuvent être estimées qu'en enregistrant régulièrement les
matrices-réponse pour une même conﬁguration machine. De plus, la résolution des
BPM peut être améliorée si pour chaque mesure de la matrice-réponse, les données
sont moyennées sur plusieurs tours. Cette méthode a été utilisée avec succès à l'ALS :
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après moyennisation, la résolution des BPM est descendue de 10 µm à environ 0.5 µm
(communication personnelle, C. Steier).
 Les erreurs systématiques sont en pratique minimisées par le choix de la force des cor-
recteurs. L'inﬂuence des nonlinéarités n'est cependant pas complètement supprimée. On
peut également s'interroger sur l'inﬂuence des quadripôles combinés de Super-ACO.
Nous pouvons également noter que nous avons obtenu les premières mesures expérimen-
tales qualitatives des fonctions optiques lorsque les onduleurs sont fermés. Pour prendre réel-
lement en compte l'eﬀet des insertions, un travail possible consisterait à interfacer le code
LOCO avec le code BETA utilisé à Super-ACO.
Enﬁn, remarquons que le programme LOCO permet également de déduire le couplage de la
machine en analysant les matrices-réponse couplées. Cependant des perturbations dipolaires
de ±1 A, utilisées ici pour enregistrer les matrices-réponse, sont trop faibles pour observer des
termes croisés de la matrice-réponse non nuls compte tenu de la faible résolution des BPM.
L'impact de ces résultats sur la compréhension de la dynamique de Super-ACO est faible.
Les défauts quadripolaires déduits sont de l'ordre de grandeur de ceux déduits des mesures
magnétiques. Or, nous avons vu que l'inﬂuence de ces derniers est très faible sur la dynamique
du faisceau (cf. chap. 3, section 3.2). Nous avons donc orienté notre recherche dans une autre
direction : la mesure expérimentale des glissements des nombres d'ondes avec l'amplitude
horizontale en utilisant des mesures tour par tour. Il est important de noter que l'anneau
Super-ACO ne dispose pas de BPM tour par tour ; il est équipé uniquement d'un perturbateur
horizontal.
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5.2 Glissements expérimentaux des nombres d'ondes
Résumé
Le but de cette expérience est de mesurer le glissement des nombres d'ondes avec l'ampli-
tude horizontale aﬁn de caractériser les nonlinéarités de la machine réelle. Une électrode située
dans la première section droite de l'anneau est utilisée pour réaliser des mesures tour par tour.
Dans un premier temps, on eﬀectue un étalonnage de l'électrode au moyen de déplacements
horizontaux (bumps statiques). Puis avec l'aide d'un perturbateur (P4 ou P6), on déplace le
faisceau sur un tour et on le laisse osciller bétatroniquement. Le signal collecté sur l'électrode
est ensuite analysé en utilisant l'algorithme d'Analyse en Fréquence (Laskar, 1990) dont la
convergence rapide permet la détermination de fréquences sur quelques centaines de tours.
Ces mesures sont faites pour la machine nominale, onduleurs ouverts, ainsi que pour une
optique fortement détériorée (les familles hexapolaires H1 et H2 éteintes) où le phénomène de
décohérence est dominant. Les premières courbes expérimentales de la variation des nombres
d'ondes avec l'amplitude sont présentées. Le principal résultat est la mise en évidence d'une
composante non modélisée de type octupolaire.
5.2.1 Etalonnage de l'électrode à 45 degrés
 L'étalonnage de l'électrode dite  à 45 degrés , est réalisé au moyen d'un bump statique18
horizontal dans la première section droite de l'anneau, appelée SD1 (cf. Fig. 5.33),
dont l'amplitude varie entre x = −11 mm et x = 11 mm par pas de 1 mm environ.
BPM
Q4
Elect. 45°
SD1
Dipôle Q3
Q2
Q1 Dipôle
Q2
Q1
 ✁ 
 ✁ 
 ✁ 
 ✁ 
 ✁ 
 ✁ 
✂ ✂
✂ ✂
✂ ✂
✂ ✂
✂ ✂
✂ ✂
Q3 Q4
181614120 102 864
Fig. 5.33: Bump statique dans la section droite
SD1 de Super-ACO. Les BPM sont situés dans
chaque quadripôle.
Mode monopaquet
νx0 4.7222
νy0 1.6980
τ (h) 4.8
I (mA) 18.0− 13.4
Tab. 5.14: Conditions expérimentales pour
l'étalonnage avec des bumps statiques de l'élec-
trode à 45 degrés de Super-ACO.
 Les nombres d'ondes sont rattrapés si nécessaire.
 Les onduleurs sont ouverts.
 Le couplage est augmenté à 100 %  en se mettant sur la résonance de couplage  pour allonger la
durée de vie de 0.75 h à 4.8 h (cf. paramètres Tab. 5.14).
 Le signal lu sur l'électrode est moyenné et normalisé par le courant.
 L'amplitude du signal est plus grande pour un bump positif que négatif car l'électrode est localisée du
coté extérieur de l'anneau.
 A courant nul, le signal sur l'électrode vaut en moyenne 26 (en unités arbitraires), quantité retranchée
par la suite à toutes les mesures.
18Déplacement d'orbite fermée au moyen de correcteurs dipolaires.
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Fig. 5.34: Calibration de l'électrode à 45 degrés
en utilisant un bump statique horizontal. L'am-
plitude eﬀective (carrés) est l'amplitude réelle-
ment donnée au faisceau alors que la deuxième
courbe (cercles) correspond au signal lu sur les
BPM en salle de contrôle de Super-ACO.
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Fig. 5.35: Ecart entre l'amplitude eﬀective et
celle lue sur les BPM en salle de contrôle de
Super-ACO ; aux grandes amplitudes, les BPM
saturent.
 La ﬁgure 5.34 donne une correspondance entre le signal normalisé par le courant lu sur l'électrode et
l'amplitude du bump, alors que la ﬁgure 5.35 illustre l'écart entre l'amplitude du bump lue en salle de
contrôle et l'amplitude eﬀective du bump statique :
 Entre -4 et 2 mm, les valeurs du bump lues sur la console et sur l'électrode correspondent parfaitement.
 Au-delà de 2 mm, on observe des diﬀérences jusqu'à 0.5 mm et une saturation à partir de 8.9 mm.
 Pour des bumps négatifs, les écarts sont plus importants puisque pour un bump de -8 mm, on lit un
déplacement d'orbite fermée de -7 mm, soit un écart de 1 mm ; la saturation est atteinte pour -8.84
mm.
 A grande amplitude, l'électronique n'est pas symétrique pour des bumps positifs et négatifs.
 La relation entre l'amplitude (x) et le signal normalisé (S) de l'électrode à 45 degrés suit une loi
quasi-linéaire entre -7 et +6 mm :
x[mm] = 2.8× S[mA−1]− 27.95 (5.20)
5.2.2 Utilisation de l'électrode à 45 degrés : point de fonctionnement
nominal
Pour chaque kick du perturbateur (aimant dipolaire rapide), on maintient la phase constante
par rapport à la synchronisation de référence à des ﬁns de reproductibilité. Les signaux de
l'électrode et du perturbateur sont enregistrés tour par tour.
5.2.2.1 Kick avec le perturbateur P4
 Les kicks du perturbateur P4 ont des amplitudes réparties entre 4.48 kV (butée basse
en tension du perturbateur) et 13.02 kV (début perte du faisceau) avec un pas d'environ
0.5 kV.
 Le courant stocké dans le paquet est de 9.3 mA tout au long de l'expérience.
 Le minimum de couplage n'a pas été réalisé (cf. conditions expérimentales Tab. 5.15).
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Mode Monopaquet H1 (A) 54.35
νx 4.7274 H2 (A) 100.31
νy 1.7005 H3 (A) 198.58
ξx 1.2 H4 (A) 216.24
ξy 1.4 Q1 (A) 221.50
QT4 (A) −0.11 Q2 (A) 400.08
∆ν (kHz) 20 Q3 (A) 379.78
Phase 951 Q4 (A) 216.24
Tab. 5.15: Conditions expérimentales : point de
fonctionnement nominal avec le perturbateur P4.
Les valeurs de courant des quatre familles de qua-
dripôles (Qi) et d'hexapôles (Hi) sont utilisées
pour ajuster l'optique de Super-ACO.
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Fig. 5.36: Signal sur le perturbateur P4 entre les
tours 125 et 140 pour plusieurs tensions. L'échan-
tillonneur s'est déclenché un tour plus tôt pour les
deux premières amplitudes. Un kick a en réalité
lieu sur 4 tours de la machine Super-ACO.
Signal du perturbateur P4
 L'échantillonneur s'est déclenché un tour plus tôt (130-ème) pour les deux plus faibles
amplitudes (cf. Fig. 5.36).
 Le kick n'est pas sur un seul tour mais sur quatre (lié au principe d'injection à Super-
ACO).
 On observe un espacement régulier des amplitudes sur le perturbateur P4 : linéarité
tension-amplitude.
Signal sur l'électrode
 Les 131 premiers tours n'ont pas de signal de part de la réponse de l'électronique ; on a
donc au plus 900 données consécutives exploitables.
 Deux exemples typiques de signal collecté sur l'électrode à 45 degrés sont illustrés par les
ﬁgures 5.37 et 5.38 : on notera que le signal est quasi-périodique avec une décohérence
du faisceau presque inexistante (la variation des nombres d'ondes avec l'amplitude est
faible cf. infra Fig. 5.39). Son amplitude est exprimée dans une unité arbitraire (u.a.).
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Fig. 5.37: Signal (u.a.) en fonction du nombre
de tours pour un kick à x=4.48 mm (faible am-
plitude) et son spectre de Fourier. La décohé-
rence est faible et le signal peu bruité.
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Fig. 5.38: Signal (u.a.) en fonction du nombre
de tours pour un kick à x = 13.02 kV (grande
amplitude) et son spectre de Fourier. La déco-
hérence est faible et le signal peu bruité.
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 Idéalement, en utilisant l'étalonnage réalisé avec des bumps statiques, on devrait pouvoir
obtenir une correspondance entre la tension du perturbateur et le déplacement négatif
de l'orbite fermée. En utilisant les données du tableau 5.16 et en extrapolant la formule
empirique (Eq. 5.20), une amplitude de 69 sur l'électrode équivaudrait à un déplacement
de l'orbite fermée de -25 mm pour une tension de 12.40 kV sur le perturbateur P4. Cette
valeur est aberrante sachant que le septum qui constitue un obstacle physique pour le
faisceau est situé à -19 mm.
Perturber le faisceau au moyen d'un bump statique ou avec un kick dipolaire corres-
pondent donc à deux réponses très diﬀérentes de l'électrode.
Bump statique Kick avec P4
Pour 0 mm 144 100
Pour -11 mm 85 -
Pour 4.48 kV - 69
Pour 12.40 kV - 9
Tab. 5.16: Comparaisons des amplitudes du signal collecté sur l'électrode à 45 degrés pour un bump statique
(mm) ou un kick (kV) avec le perturbateur P4.
 Observations générales :
 Le signal est peu bruité (cf. spectre Fig. 5.37).
 La décohérence est presque nulle même pour un kick de x = 13.2 kV (cf. Fig. 5.38).
 Les deux nombres d'ondes sont parfaitement identiﬁables (cf. couplage).
 La variation des nombres d'ondes avec l'amplitude horizontale est calculée en utilisant
l'Analyse en Fréquence (Laskar, 1990) d'abord directement en analysant le signal de
l'électrode à 45 degrés (Fig. 5.39), puis théoriquement à partir d'une maille de Super-
ACO (Fig. 5.40). Seule la partie fractionnaire des fréquences est déterminée avec une
précision (∆ν =
(
1
N
)k) où N est le nombre de tours contenant du signal. Pour une
transformée de Fourier rapide (FFT) traditionnelle k vaut 1 alors que pour l'Analyse
en Fréquence k vaut 4.
 En faisant l'hypothèse que le point de fonctionnement de départ est celui mesuré à
l'oscilloscope (en salle de contrôle) : (νx = 4.7274, νy = 1.7005), la variation théorique
des nombres d'ondes est calculée en utilisant le code de calcul MAD version 8 [56].
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Fig. 5.39: Variation expérimentale (carrés) des nombres d'ondes νx (à gauche) et νy (à droite) avec l'amplitude
horizontale. Dans chacun des cas, la variation du nombre d'ondes est quadratique avec l'amplitude.
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Fig. 5.40: Variation théorique des nombres d'ondes νx (à gauche) et νy (à droite) avec l'amplitude horizontale
pour diﬀérents modèles de Super-ACO et comparaison à l'expérience (carrés) : modèle avec les chromaticités
expérimentales (triangles), inﬂuence des décapôles (croix), modèle avec les courants mesurés des hexapôles
(cercles). Quelque soit le modèle utilisé, le sens de variation de νx est opposée à celui mesuré.
 Les diﬀérents modèles étudiés sont :
 une maille ajustée sur les chromaticités et nombres d'ondes expérimentaux. La relation
liant la force des hexapôles (H) à celle des décapôles (LD) est19 :
LD = −27×H
 une maille avec les valeurs expérimentales de courants des hexapôles : les nouvelles
chromaticités, (ξx = 2.45, ξy = −0.45), sont très diﬀérentes des chromaticités me-
surées en particulier dans le plan horizontal (défaut de chromaticité naturelle non
modélisé).
 une maille nominale sans lentille décapolaire.
19En prenant comme relation de proportionnalité LD = −72×H, les résultats sont presque identiques car
l'inﬂuence des lentilles décapolaires est faible aux petites amplitudes.
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 une maille avec les valeurs de courant mesuré dans les quadripôles : dans ce cas le
point de fonctionnement devient (νx = 4.7208, νy = 1.6998). L'écart peut paraître
faible par rapport au cas précédent, cependant les 4 chiﬀres signiﬁcatifs ont toute leur
importance du fait de la précision des mesures en salle de contrôle avec l'oscilloscope
et de la précision de l'Analyse en Fréquence.
 Plusieurs points doivent être observés :
 On peut ajuster les courbes en fréquences à l'aide d'une fonction quadratique, ν =
ν0 + Ax
2 : c'est la première contribution au glissement des nombres d'ondes avec
l'amplitude (cf. Fig. 5.39){
νx=(−2.46± 0.09) 10−5 x2 + 4.7274± 0.00009
νy=(−1.54± 0.03) 10−5 x2 + 1.7007± 0.00002 (5.21)
Ces résultats permettent de proposer pour la calibration du perturbateur P4, la real-
tion entre sa tension et l'amplitude imprimée au faisceau :
1 kV ⇐⇒ 1mm (5.22)
.
 Sur la courbe expérimentale de νx, il semble y avoir vers x = 11 mm une perturbation
de la dynamique du faisceau  ce n'est pas une erreur sur l'amplitude du kick cf.
Fig. 5.36, ni a posteriori une résonance car cette irrégularité de la courbe en fréquence
n'est pas observée avec le perturbateur P6 (cf. Fig. 5.45) 
 La durée de vie commence à chuter pour une tension de 13.02 kV : le bord de l'ou-
verture dynamique est atteint.
 Dans tous les cas, la variation de νx est opposée entre la théorie et l'expérience (cf.
Fig. 5.40). Celle de νy est décroissante avec l'amplitude mais avec une pente beaucoup
plus importante dans le modèle de Super-ACO.
 Les variations des nombres d'ondes sont faibles (cf. échelle verticale) pour l'ensemble
des courbes présentées.
 La diﬀérence des glissements des nombres d'ondes entre le modèle et la mesure (Fig. 5.41)
suit une loi quadratique de l'amplitude horizontale (ou encore linéaire en l'action). Nous
avons essayé d'introduire dans le modèle de Super-ACO de nouveaux multipôles caracté-
risant les défauts des diﬀérents aimants (voir les mesures magnétiques in Barthès et al.,
1990). Après de nombreux essais, il s'avère qu'une composante de type octupolaire20
permet de retouver la loi de variation du nombre d'ondes horizontal νx.
20L'introduction d'un terme hexapolaire est impossible sans diminution drastique de l'ouverture dynamique.
Les multipôles d'ordre supérieur à quatre ont été écartés, car leur inﬂuence est trop faible aux amplitudes
considérées.
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Fig. 5.41: Diﬀérence (étoiles) des nombres d'ondes νx (a) et νy (b) mesurés et prédits par le modèle de
Super-ACO. La loi ajustement (ligne) est dans les deux cas quadratique avec l'amplitude horizontale.
 Une modiﬁcation du modèle de Super-ACO est proposée : l'introduction des défauts
octupolaires créés par les familles de quadripôles.
 La contribution octupolaire est aléatoire et faible (Barthès et al., 1990). P. Brunelle
avait néanmoins proposé en 1999 comme relation entre les gradients (K) des quadri-
pôles et leur octupôle (LO) lors d'une étude expérimentale de la variation du nombre
d'ondes avec l'énergie de la machine :
LO = 0.26×K (5.23)
 Diﬀérents modèles correspondant à diﬀérents jeux d'octupôles ont été testés (cf.
Fig. 5.42).
 L'ajustement à l'expérience suggère une contribution octupolaire environ deux fois
plus grande :
LO = 0.55×K (5.24)
 La correction n'a pratiquement pas d'eﬀet sur la variation du nombre d'ondes vertical
avec l'amplitude horizontale. En eﬀet, le Hamiltonien d'un octupôle droit de force LO
peut s'écrire :
Hoctu =
LO
4
(x4 − 6x2y2 + y4) (5.25)
Il apparaît immédiatement que pour y petit, l'eﬀet est négligeable sur νy.
 La diﬀérence encore existante entre la théorie et la mesure pour le nombre d'ondes
vertical νy pourrait provenir d'un terme hexapolaire (cf. Fig. 5.41) non modélisé. Ce-
pendant l'introduction d'hexapôles tournés ne permet pas d'expliquer cette diﬀérence.
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Fig. 5.42: Variation des nombres d'ondes νx (à gauche) et νy (à droite) avec l'amplitude x pour diﬀérents
modèles de Super-ACO incluant une composante octupolaire. La force des octupôles est proportionnelle à
celle des quadripôles : les facteurs de proportionnalité sont 0.26 (losanges), 0.55 (croix) et 0.8 (triangles). Si
l'octupôle permet de retrouver le bon comportement pour νx, le désaccord reste grand pour νy avec la mesure
(carrés).
 Notons qu'il est assez arbitraire de supposer que toute la composante octupolaire pro-
vient uniquement des quadripôles. En eﬀet, on peut aﬃrmer que :
 il est impossible avec les expériences réalisées, de pouvoir localiser les éléments ma-
gnétiques de l'anneau qui ont une composante octupolaire, mais,
 une contribution importante est créée par les quadripôles, car elle est corrélée au
gradient des quadripôles et n'est presque pas modiﬁée lorsque les hexapôles sont
éteints (cf. infra) ;
 les champs de fuite des quadripôles créent une composante pseudo-octupolaire non
modélisée (cf. section 5.2.3.2).
5.2.2.2 Kick avec le perturbateur P6
 L'expérience précédente est refaite en utilisant le perturbateur P6 et en faisant le mini-
mum de couplage (cf. paramètres Tab. 5.17).
νx 4.7274 H1 (A) 54.35
νy 1.7000 H2 (A) 100.31
ξx 1.2 H3 (A) 198.58
ξy 1.4 H4 (A) 216.24
QT4 (A) −0.54 QT6 (A) −0.37
∆ν (kHz) 2 Phase 800
Tab. 5.17: Conditions expérimentales pour le
modèle de Super-ACO. Valeurs des courants
mesurés dans les alimentations des quadripôles
et hexapôles pour calibrer le modèle de Super-
ACO.
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Fig. 5.43: Signal (u.a.) sur le perturbateur P6
de Super-ACO entre les tours 125 et 140. Le
kick a lieu sur 3 tours consécutifs.
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 Les amplitudes des kicks vont de 5.64 kV (butée basse) à 11.74 kV (début perte du
faisceau) par pas de 0.5 kV environ.
 Le courant varie de 8.3 mA à 7.3 mA au cours des mesures.
Signal sur perturbateur P6
 Les deux premiers kicks ont presque la même amplitude (Fig. 5.43).
 L'échantillonneur se déclenche au 129-ème tour à chaque fois.
 On observe un espacement régulier des amplitudes sur P6 : linéarité tension-amplitude.
 En théorie, les perturbateurs P4 et P6 sont identiques cependant :
 pour une même tension, le perturbateur P6 donne une amplitude plus grande au
faisceau (cf. Fig. 5.44). La loi de conversion entre la tension de P4 et P6, à amplitude
constante, est :
VP6 ≈ VP4 + 0.65 [kV ] (5.26)
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Fig. 5.44: Comparaison des amplitudes (u.a.) des signaux lus sur les perturbateurs P4 (cercles) et P6 (carrés)
en fonction de la tension appliquée. La réponse est dans les deux cas linéaire. Pour que les deux courbes
se superposent, il est nécessaire d'introduire un décalage de 0.65 kV (lié à l'étalonnage de la réponse des
perturbateur de Super-ACO).
 la limite de l'ouverture dynamique est atteinte avec une amplitude plus faible (11.74 kV)
pour le perturbateur P6 que pour le perturbateur P4 (13.02 kV). Cet écart ne peut
pas s'expliquer uniquement par le point précédent, il est également nécessaire que les
paramètres de Twiss soient distincts dans les sections droites SD4 et SD6.
Signal sur l'électrode
 Le nombre d'ondes vertical n'est plus observé, car le minimum de couplage est réalisé.
 En comparant les deux courbes en fréquence νx obtenues après perturbation du fais-
ceau avec P4 et P6 et après correction des tensions, on observe que les courbes ne se
superposent pas (Fig. 5.45).
 Le nombre d'ondes horizontal doit suivre la même loi de variation qu'avec le perturbateur
P4, car les expériences réalisées avec les deux perturbateurs sont identiques ; les deux
courbes en fréquence sont superposables (Fig. 5.46) si l'on admet une nouvelle correction
de la loi de conversion (Eq. 5.26) :
VP6 ≈ VP4 + 0.65 + 0.95 [kV ] (5.27)
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Fig. 5.45: Comparaison de la variation du nombre
d'ondes horizontal expérimental en fonction de
l'amplitude : perturbateurs P6 (carrés) et P4
(cercles) de Super-ACO.
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Fig. 5.46: Comparaison de la variation du nombre
d'ondes horizontal expérimental en fonction de
l'amplitude : perturbateurs P4 (cercles) et P6 (car-
rés) de Super-ACO avec nouvelle correction.
5.2.2.3 Utilisation de l'électrode à 45 degrés : familles H1 et H2 éteintes
 On a éteint les familles d'hexapôles H1 et H2 aﬁn d'augmenter la variation des nombres
d'ondes avec l'amplitude : l'ouverture dynamique est ainsi réduite et la décohérence du
faisceau plus rapide.
νx 4.7280
νy 1.6996
ξx 1.8
ξy 1.3
QT4 (A) 0.24
QT6 (A) −0.06
Phase 950
Tab. 5.18: Conditions expérimentales utilisées
pour ajuster le modèle de Super-ACO. Valeurs
des courants des quadripôles tournés pour obte-
nir le minimum de couplage. Les chromaticités
sont élevées dans les deux plans.
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Fig. 5.47: Signal (u.a.) sur le perturbateur
P4 de Super-ACO entre les tours 125 et 140.
L'échantillonneur se déclenche un tour plus tôt
pour les trois premières amplitudes. La réponse
du perturbateur est une fonction linéaire de la
tension appliquée à ses bornes.
 Le minimum de couplage est réalisé (cf. paramètres Tab. 5.18).
 On observe une ﬂuctuation inexpliquée de l'orbite contrairement au cas précédent avec
les hexapôles allumés.
Signal sur perturbateur P4
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 L'échantillonneur se déclenche au 129-ème tour pour les 3 premiers kicks et au 130-ème
pour les suivants.
 On observe un espacement régulier des amplitudes sur P4 : linéarité tension-amplitude.
 Le fait de prendre une même phase de 950, permet d'obtenir une parfaite reproductibilité
des kicks générés par le perturbateur P4 (comparer les ﬁgures 5.36 et 5.47).
Signal sur l'électrode
 Les forces des familles d'hexapôles H1 et H2 sont en pratique ajustées aﬁn de réduire
l'inﬂuence des résonances d'ordre 3 alors que les familles H3 et H4 servent à ajuster les
chromaticités horizontale et verticale.
 La décohérence :
 lorsque le faisceau est déplacé transversalement d'un angle ∆x′, un phénomène de dé-
cohérence intervient du fait du léger déphasage existant entre chaque particule d'un
paquet. Ce déphasage provient de la dispersion des nombres d'ondes avec l'ampli-
tude, chaque particule ayant une énergie et une amplitude légèrement diﬀérentes des
particules voisines ; si au premier ordre, on écrit :
νx = νx0 − µ(q2 + p2) + ξ
∆E
E
(5.28)
avec q = x
σx
et p = (αxx+βxx′)
σx
où βx et αx sont les paramètres de Twiss. Si l'on
considère une distribution gaussienne d'écart type σx des amplitudes (x, x′) et si l'on
néglige le couplage (x-y), l'amortissement, l'excitation quantique et les interactions
entre particules, alors l'évolution du centroïde du faisceau suit la loi21 :
< q > +j < p >=
jZF (N)
(1− jθ)2 exp
(
j
(
2πν0N +
Z2
2
jθ
1− jθ
))
(5.29)
où N est le numéro du tour après le kick d'amplitude Z = βx∆x
′
σx
, θ = 4πµN et F (N)
le facteur chromatique déﬁni par :
F (N) = exp
(
−2
(
ξσE
νs
)2
sin (πNνs)
2
)
(5.30)
avec νs la fréquence synchrotron et σE la dispersion en énergie.
 Plusieurs exemples de signal avec une décohérence du faisceau sont présentés sur la
ﬁgure 5.48. A faible amplitude, la décohérence a lieu sur 500 tours, à grande amplitude
sur 100 tours (observation de νs = 0.0034, le facteur chromatique F (N) est ( 1νs = 380)-
tours périodique).
 On commence à perdre fortement le faisceau dès 10.58 kV, ce qui traduit une ouver-
ture dynamique plus petite que précédemment en accord avec la théorie : l'ouverture
dynamique théorique a été calculée en comparaison avec le cas nominal (Fig. 5.49).
Les calculs d'ouverture dynamique ont été eﬀectués avec le code de calcul BETA en
intégrant les trajectoires sur 1 000 tours consécutifs22.
Plusieurs constatations sont à faire :
21Une description complète de la décohérence a été donnée au chapitre 4.
22A faible amplitude |x| ≤ 20 mm, les codes de calculs BETA et MAD sont compatibles pour une machine
à faible rayon de courbure comme Super-ACO.
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Fig. 5.48: Décohérence du faisceau de Super-ACO en fonction du nombre de tours pour diﬀérentes valeurs
de kick du perturbateur P4. Le signal (u.a.) présente une décohérence rapide : 500 tours à faible amplitude
(4.48 kV) et 100 tours à grande amplitude (11 kV). Au-delà, le signal est noyé dans le bruit.
 l'ouverture dynamique est réduite à [−27, 25]× [−19, 19] mm pour la machine nomi-
nale (i.e. avec toutes les hexapôles allumés). Cette faible valeur s'explique principa-
lement par les valeurs de chromaticités expérimentales non nulles et ici élevées dans
les deux plans (cf. Tab. 5.18). L'introduction de multipôles (décapôles, dodécapôles,
correcteurs) n'a que peu d'inﬂuence sur les dimensions.
 l'ouverture dynamique est encore réduite si les familles hexapolaires H1 et H2 sont
éteintes : [−11, 11]× [−15, 15] mm, soit une réduction d'un facteur deux horizonta-
lement, ce qui est très proche de l'expérience.
 Comme dans la première partie, la variation de νx avec l'amplitude horizontale est calcu-
lée pour diﬀérents modèles de Super-ACO et comparée avec l'expérience (cf. Fig. 5.50).
 On constate tout d'abord que la variation du nombre d'ondes νx avec l'amplitude x
est inversée lorsque les familles hexapolaires H1 et H2 sont éteintes.
 Seule l'introduction d'une composante de type octupolaire forte permet d'une part
retrouver la bonne loi de variation quadratique de νx (comparer les courbes avec et
sans octupôles Fig. 5.39 et 5.50) et d'autre part d'expliquer l'inversion du sens de
variation de la courbe en fréquence νx(x).
 Il est remarquable que la même composante octupolaire (LO = 0.55 ×K)) suﬃsent
pour retrouver la bonne loi de variation : les hexapôles contribuent donc peu ou prou
à la composante octupolaire.
 La variation des nombres d'ondes ∆νx en fonction de l'amplitude (x) est très forte :
∆νx = 1.38× 10−3 mm−1 contre ∆νx = 5.8× 10−4 mm−1 (réglage nominal).
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Fig. 5.49: Inﬂuence des familles d'hexapôles H1 et
H2 sur les dimensions de l'ouverture dynamique de
Super-ACO  hexapôles allumés : trait continu,
éteints : trait pointillé . Les dimensions réduites
d'un facteur deux sont proches de celles mesurées
en expérience dans le plan horizontal.
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Fig. 5.50: Variation du nombre d'ondes hori-
zontal νx avec l'amplitude horizontale. Modèles
de Super-ACO avec les chromaticités expérimen-
tales (triangles), les courants hexapolaires mesurés
(cercles). Seule l'introduction de composante octu-
polaire précédemment proposée (croix) permet de
retrouver la bonne loi de variation (carrés).
5.2.3 Vers un nouveau modèle de Super-ACO
5.2.3.1 Observations
Ces résultats constituent pour Super-ACO les premières mesures tour par tour ainsi que
les premières mesures de la variation des nombres d'ondes avec l'amplitude horizontale.
La modélisation actuelle de Super-ACO ne permet pas d'expliquer :
 le sens de variation de νx en fonction de x sans l'introduction d'une composante forte
de type octupolaire. Dans la présente étude, seuls les octupôles des quadripôles ont
été introduits. Cependant d'autres éléments magnétiques de l'anneau peuvent créer un
octupôle :
 les coins des dipôles créent un pseudo-octupôle mais il est pratiquement impossible
de déduire sa contribution expérimentale.
 les hexapôles mais leurs contributions doivent être plus faibles que celles provenant
des quadripôles. En eﬀet la force de ces octupôles doit être proportionnelle à celle des
hexapôles. Or lorsque les familles H1 et H2, les deux familles hexapolaires les plus
fortes, sont éteintes la contribution générale octupolaire n'a pas besoin d'être modiﬁée
pour ajuster le modèle sur l'expérience.
 les champs de fuite des quadripôles (cf. infra).
 la pente du nombre d'ondes vertical, νy, fonction de l'amplitude horizontale. Une tenta-
tive d'introduction d'un hexapôle tourné dans les quadripôles ne permet pas de résoudre
ce problème.
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 les chromaticités mesurées ne sont pas en accord avec celles calculées en utilisant le logi-
ciel BETA. Cette diﬀérence doit certainement être expliquée en partie par l'algorithme
de calcul de la chromaticité qui est écrit pour les machines à grand rayon de courbure :
ce n'est pas le cas pour Super-ACO. Ce problème est connu dans la littérature.
 le début de perte du faisceau vers x ≈ −13 mm.
5.2.3.2 Champs de fuite des quadripôles
Le problème majeur que nous souhaitons résoudre est de comprendre quelle est l'origine
de la composante octupolaire observée. La valeur proposée est trop importante pour pouvoir
être expliquée par la composante aléatoire des octupôles de défauts des hexapôles. Nous
allons montrer que les champs de fuite des quadripôles permettent d'expliquer les observations
expérimentales.
Théorie des perturbations et glissements des nombres d'ondes : L'expression des
champs de fuite a déjà été étudiée par de nombreux auteurs. Sa formulation générale peut être
déduite de l'expression générale du champ magnétique en partant des équations de Maxwell
 voir par exemple, l'article complet de Papaphilippou, Wei et Talman (2001) .
0B  (s)y
L + ∆
B
−∆
s
0 L
++
   : Champ mesuré
Champ de fuite− −
Profil magnétique rectangulaire
Fig. 5.51: Schéma du proﬁl magnétique longitudinal d'un aimant de longueur L. En approximation hard-edge,
le champ magnétique est constant dans l'élément et nul à l'extérieur. En réalité, le champ magnétique décroît
jusqu'à une valeur nulle de part et d'autre sur une longueur ∆ : on parle de champ de fuite.
Pour calculer le glissement des nombres d'ondes induits par les champs de fuite du quadri-
pôles, nous utilisons une théorie de perturbation. Nous admettons la forme de la perturbation
H˜ qui a été établie rigoureusement par Zimmermann23 (2000) pour un quadripôle dont les
champs de fuite s'étendent de part et d'autre de l'aimant sur une longueur ∆ :
H˜ = H˜1 + H˜2 (5.31)
avec en coordonnées rectangulaires, en ne gardant que les termes signiﬁcatifs :{
H˜1 ≈ 112(KQlQ)KQ[x4 + 6x2y2 + y4]
H˜2 ≈ 512∆2K2Q(KQlQ)[x4 − y4]
(5.32)
23Parallèlement, Papaphilippou et Abell ont établi l'expression des champs de fuite pour la Source de
Neutrons de Spallation (SNS) du Brookhaven National Laboratory (2000)
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où KQ est le gradient du quadripôle et lQ sa longueur eﬀective.
En utilisant les variables angles-actions, x =
√
2Ixβx cosφx et y =
√
2Iyβy cosφy, le Ha-
miltonien moyenné devient en sommant sur tous les quadripôles de la machine (Zimmermann,
2000) :
< H˜1 >≈1
8
∑
Q
(KQlQ)KQ[β
2
x,QI
2
x + 4βx,Qβy,QIxIy + β
2
y,QI
2
y ]
+
5
8
∑
Q
∆2K2Q(KQlQ)[β
2
x,QI
2
x − β2y,QI2y ] (5.33)
Les glissements nombres d'ondes s'obtiennent par déﬁnition en dérivant < H˜1 > par rapport
aux actions Ix et Iy :
∆νu =
1
2π
∂ < H˜1 >
∂Iu
, u = x, u (5.34)
soit :
∆νx ≈ 1
8π
∑
Q
(KQlQ)KQ[β
2
x,QIx + 2βx,Qβy,QIy] +
5
8π
∑
Q
∆2K2Q(KQlQ)β
2
x,QIx (5.35)
et :
∆νy ≈ 1
8π
∑
Q
(KQlQ)KQ[β
2
y,QIy + 2βx,Qβy,QIx]−
5
8π
∑
Q
∆2K2Q(KQlQ)β
2
y,QIy (5.36)
Application à Super-ACO : Pour Super-ACO, en prenant pour les applications numé-
riques ∆ = 0.25 m, lQ = 0.4532 m et les valeurs expérimentales des gradients des quadripôles
(cf. Tab. 5.42), les glissements des nombres d'ondes sont :
∆νx = 322
x2
βelect.
et ∆νy = 152
x2
βelect.
(5.37)
où βelect. est l'expression de la fonction βx au niveau de l'électrode à 45 degrés.
La contribution des pseudo-octupôles des champs de fuite des quadripôles est tracée sur
la ﬁgure 5.52. La théorie et l'expérience sont en accord : les glissements des nombres d'ondes
sont pratiquement ceux mesurés. Il est également possible d'ajuster la composante pseudo-
octupolaire pour obtenir un accord parfait avec les mesures (cf. Fig. 5.52) :
∆νajusx = 311
x2
βelect.
et ∆νajusy = 180
x2
βelect.
(5.38)
Les écarts entre les valeurs de ces glissements de nombres d'ondes théoriques et mesurés sont
de 3.5% pour νx et 18% pour νy. Ces résultats sont compatibles avec l'incertitude sur les
valeurs expérimentales des fonctions β (perturbation de l'optique linéaire et couplage non
modélisés).
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Fig. 5.52: Variation des nombres d'ondes νx(x) et νy(x) en fonction de l'amplitude horizontale x. Sans
pseudo-octupôle, le désaccord (cercles) avec la mesure (carrés) est important (sens de variation opposé pour
νx). L'introduction du pseudo-octupôle (croix) induit par les champs de fuite des quadripôles de Super-ACO
permet de trouver des glissements des nombres très proches de la mesure dans les deux plans. Glissements
des nombres d'ondes induits : (∆νx = 322 x
2
βelect.
et ∆νy = 152 x
2
βelect.
).
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Fig. 5.53: Comparaison de la variation des nombres d'ondes νx(x) et νy(x) en fonction de l'amplitude hori-
zontale. Après ajustement des pseudo-octupôles de Super-ACO (croix) sur la mesure (carrés), les accords sont
excellents contrairement au modèle sans pseudo-octupôle (cercles). Glissements des nombres d'ondes induits :
(∆νajusx = 311 x
2
βelect.
et ∆νajusy = 180 x
2
βelect.
).
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Modélisation en algèbre de Lie : Il est possible de modéliser ces champs de fuite en
utilisant l'algèbre de Lie. En 1998, Forest et Milutinovi¢ ont établi l'expression de l'application
de transfert F du champ de fuite, pour un quadripôle de gradient b2 (voir aussi Forest, 1998) :
xf = Fxi = exp (sLf±)xi (5.39)
avec f± = ± b212(1+δ)(y3py − x3px + 3x2ypy − 3y2xpx).
F :


xf = xi ± sb2
12(1+δ)
((xi)3 + 3(yi)2xi)
yf = yi ∓ sb2
12(1+δ)
((yi)3 + 3(xi)2yi)
δf = δ


pfx = p
i
x ± sb24(1+δ)(2xiyipiy − (xi)2pix − (yi)2pix)
pfy = p
i
y ∓ sb24(1+δ)(2xiyipix − (yi)2piy − (xi)2piy)
lf = li − sf±
1+δ
(5.40)
avec (x, px), (y, py) et (l, δ) les couples de variables canoniques.
5.2.3.3 Conséquences sur la dynamique globale
Pour illustrer l'inﬂuence de la contribution des pseudo-octupôles24 sur la dynamique glo-
bale de Super-ACO, diﬀérentes cartes en fréquences de l'anneau ont été calculées, accompa-
gnées de la demi-ouverture dynamique correspondante.
1. Machine sans octupôle : Fig. 5.54 et Fig. B.6
Le point de fonctionnement (νx = 4.7274, νy = 1.7005) est le coin supérieur droit de la
carte. Le bord extérieur supérieur (resp. inférieur) correspond à la variation du nombre
d'ondes vertical avec y (resp. nombre d'ondes horizontal avec x). La carte en fréquence
est repliée sur elle-même. L'ouverture dynamique est réduite car les chromaticités sont
élevées dans les deux plans. La résonance 3νy = 5 est traversée à grande amplitude,
x ≈ −24 mm.
2. Machine avec octupôles : Fig. 5.55 et Fig. B.7
La carte en fréquence est complètement diﬀérente lorsqu'une composante octupolaire
LO = 0.55 × K est introduite dans le modèle. Le sens de variation de νx est inversé,
d'autres résonances apparaissent mais globalement leur coeﬃcient d'excitation est assez
faible. Les dimensions de l'ouverture dynamique sont comparables au cas sans octupôle.
24Pour cette étude, en toute rigueur, la composante octupolaire a été modélisée par des lentilles octupolaires
minces et non par le champ de fuite que nous venons de présenter. Les cartes en fréquence seront faiblement
modiﬁées.
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Fig. 5.54: Sans composante octupolaire, la
carte en fréquence (haut) du point de fonction-
nement nominal de Super-ACO est repliée sur
elle-même. La demi-ouverture dynamique (bas)
associée est importante. La dynamique globale
est peu marquée par les résonances, la diﬀusion
est faible.
Fig. 5.55: Lorsque la composante octupolaire
de Super-ACO est modélisée, la dynamique est
complètement modiﬁée : la carte en fréquence
(haut) a une grande extension spatiale et pré-
sente une diﬀusion faible. La résonance 3νy = 5,
qui expérimentale détériore la dynamique du
faisceau n'est pas excitée. L'ouverture dyna-
mique (bas) associée reste grande.
3. Machine avec octupôle, hexapôles H1 et H2 éteints : Fig. 5.56 et Fig. B.8
En éteignant les deux familles hexapolaires H1 et H2, le glissement des nombres d'ondes
est important avec l'amplitude, ce qui traduit une ouverture dynamique diminuée dans
les deux plans (réduction d'un facteur deux dans le plan horizontal). Les résonances
sont plus fortement excitées et la stabilité globale du faisceau est détériorée.
4. Machine détériorée : Fig. 5.57 et Fig. B.9
Pour ce dernier cas, Super-ACO a été modélisé, toujours pour le point de fonctionnement
de routine, mais en augmentant la contribution octupolaire : LO = 0.8×K. Dans ce cas,
la dynamique est très fortement détériorée par l'excitation des diﬀérentes résonances.
En particulier la résonance hexapolaire 3νy = 5 limite l'ouverture dynamique verti-
cale alors que la résonance 4νx = 19 réduit son extension horizontale (voir aussi la
ﬁgure 5.58).
La carte en fréquence ainsi obtenue pourrait fortement reﬂéter la dynamique réelle du
faisceau (en incluant par exemple les défauts de champs magnétiques). De plus, si la
résonance couplée νx − 4νy = 2 limitait expérimentalement la dynamique du faisceau,
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alors l'ouverture dynamique serait réduite à −14 mm horizontalement et 18 mm verti-
calement.
Fig. 5.56: Lorsque les familles hexapolaires H1 et
H2 sont éteintes, la dynamique de Super-ACO mo-
délisé avec la composante octupolaire est altérée :
la carte en fréquence modiﬁée (haut), de nom-
breuses résonance sont excitées en particulier la
résonance 3νy = 5 , l'ouverture dynamique ver-
ticale (bas) est réduite de près d'un facteur deux
(inﬂuence de 3νy = 5). L'ouverture dynamique ho-
rizontale est trois fois plus petite. Sur les deux ﬁgu-
res, la diﬀusion est plus importante au voisinage
des résonances.
Fig. 5.57: Pour simuler quelle pourrait être la dy-
namique réelle de la Super-ACO, la composante
octupolaire a été volontairement augmentée pour
le point de fonctionnement nominal. Il est frappant
de voir combien la dynamique est altérée : carte en
fréquence réduite (haut) avec une grande diﬀusion.
L'ouverture dynamique (bas) est constellée de ré-
sonance. Une analyse plus détaillée suggère comme
nouvelles dimensions : [−15, 0]× [0, 6] mm, ce qui
serait proche de l'expérience.
Rappelons enﬁn que tous ces résultats ont été obtenus en utilisant pour la première fois
une électrode à 45 degrés : de nombreux phénomènes parasites (bruit, méconnaissance de
l'étalonnage, réponse de l'électronique) sont venus perturber les mesures. Dans la section
suivante (5.3), nous présentons une conﬁrmation de ces résultats : dans ce cas les mesures
sont eﬀectués en utilisant une électrode d'un des BPM de l'anneau. Il sera extrêmement
intéressant de pouvoir refaire des expériences similaires dès que nous disposerons des deux
premiers BPM tour par tour qui devraient être installés début 2001 dans l'anneau Super-ACO.
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Fig. 5.58: Identiﬁcation des principales résonances de la carte en fréquence 5.57 de Super-ACO. La résonance
hexapolaire 3νy = 5 limite la dynamique dans le plan vertical alors que la résonance 4νx = 19 réduit son
extension horizontale.
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5.3 Espace des Phases et glissement des nombres d'ondes
Résumé
Lors de cette expérience, des données tour par tour ont été acquises pour déduire la
variation des nombres d'ondes νx et νy avec l'amplitude horizontale en utilisant l'Analyse en
Fréquence (Laskar, 1990). D'autre part, deux moniteurs de position sont utilisés pour réaliser
les premières mesures d'espaces des phases pour diﬀérentes conﬁgurations machine : point de
fonctionnement de routine avec et sans minimum de couplage, point de fonctionnement en
éteignant les deux familles d'hexapôles H1 et H2. Les résultats de l'expérience du 22 mai 2000
se trouvent conﬁrmés, à savoir l'existence d'une forte composante pseudo-octupolaire associée
aux champs de fuite quadripolaires non négligeables pour l'optique de Super-ACO.
5.3.1 Etalonnage des BPM
5.3.1.1 Conditions expérimentales
 On travaille onduleurs ouverts, avec un courant I = 72 mA dans un paquet. A la suite
d'un test avec le perturbateur P4 pour une tension de 7 kV, une grande partie du faisceau
a été perdue pour une raison inexpliquée. Pour cette expérience, il était techniquement
impossible d'injecter à nouveau du courant, on a donc continué de travailler avec le
courant I = 29 mA.
 Les oscillations bétatrons sont collectées sur le bouton HE (Haut Extérieur [de l'anneau],
cf. Fig. 5.59) des BPM 12 et 4. Ce choix nous permet de conserver deux électrodes pour
la correction dipolaire verticale.
 ✁ ✁ ✁ 
 ✁ ✁ ✁ 
 ✁ ✁ ✁ 
✂ ✂ ✂ ✂
✂ ✂ ✂ ✂
✂ ✂ ✂ ✂
HI
BI BE
HE
Fig. 5.59: Schéma succinct d'un
BPM à quatre boutons. Le bouton
Haut Extérieur (HE) est utilisé pour
réaliser des mesures tour par tour.
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Fig. 5.60: Synoptique de Super-ACO : position des BPM
4 et 12 ainsi que du perturbateur P4.
 Les deux BPM sont séparés par une avance de phase voisine non pas de π
2
comme initia-
lement désirée mais de 65 degrés (voir également le synoptique de l'anneau Fig. 5.60).
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On pourra néanmoins obtenir une mesure approximative25 de l'espace des phases car si
l'on appelle M(s2|s1) la matrice de transfert entre les deux BPM, on peut alors écrire
(Courant et Snyder, 1958) :
M(s2|s1) =
( √
β2 0
− α2√
β2
1√
β2
)(
cos(ψ) sin(ψ)
− sin(ψ) cos(ψ)
)( 1√
β1
0
α1√
β1
√
β1
)
(5.41)
avec ψ, la diﬀérence de phase entre les deux BPM et (αi, βi), les paramètres de Twiss
en s = si. On en déduit immédiatement la relation :
x′1 =
x2
sin (ψ)
√
β1β2
− α1 + cot (ψ)
β1
x1 (5.42)
Pour un mouvement linéaire, les trajectoires sont des ellipses d'aire A = 2π√β1β2J1 où
J1 est l'action déﬁnie par 2β1J1 = x21 + (β1x′1 + α1x1)2.
 Le point de fonctionnement est celui de routine avec des chromaticités légèrement plus
élevées (cf. paramètres expérimentaux Tab. 5.19).
Nombres d'ondes νx, νy 4.7284, 1.7004
Chromaticités ξx, ξy 1.9, 1.9
Tailles (µm) σx, σy 218, 124
Tab. 5.19: Caractéristiques machine lors de l'étalonnage des BPM 4 et 12 de Super-ACO. Les tailles du
faisceau sont mesurées sur une sortie de lumière d'un dipôle.
 De manière générale, le signal est assez bruité. Cette perturbation est liée au fonction-
nement de l'accélérateur linéaire qui injectait un faisceau dans le second accélérateur :
DCI (Dispositif de Collisions dans l'Igloo).
5.3.1.2 Notes sur le BPM4
 L'étalonnage est réalisé au moyen de bumps statiques entre −10 mm (baisse de la durée de vie inexpli-
quée) et +12 mm (pas de baisse de la durée de vie) : l'ouverture dynamique semble très dissymétrique.
 Sans courant stocké, le signal résiduel moyen est de 31.75 (u.a.), quantité à retrancher des mesures
ultérieures dont l'amplitude est voisine est envrion de 150 en unités arbitraires.
 Pour les bumps négatifs, les nombres d'ondes sont rattrapés.
25Le bouton HE ne permet pas de distinguer le mouvement vertical du mouvement horizontal.
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Fig. 5.61: Calibration de l'électrode HE du
BPM4 de Super-ACO : amplitude du bump sta-
tique en fonction du signal normalisé par le cou-
rant stocké. Amplitude eﬀective (carrés) et am-
plitude lues sur les BPM (il y a saturation aux
grands amplitude).
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Fig. 5.62: Comparaison entre les valeurs lues en
salle de contrôle et celles mesurées pour l'élec-
trode HE du BPM4 de Super-ACO. On observe
une caractérisation linéaire, mais aux grandes
amplitudes les BPM saturent.
 A 0 mm, les nouvelles dimensions du faisceau valent : (σx = 139, σy = 108) µm.
 La courbe (Fig. 5.61) de calibration exprime l'amplitude (A) en mm du bump statique en fonction
du signal (S) normalisé par le courant du faisceau sur l'électrode HE est presque linéaire pour la
plage |x| ≤ 9 mm :
A[mm] = 5.224× S[mA−1]− 23.5 (5.43)
 Les signaux lus en salle de contrôle et mesurés sur l'électrode sont en excellent accord entre −2 mm
et 9 mm. Cependant, pour des bumps négatifs, l'écart est de 0.5 mm en moyenne (cf. Fig. 5.62). Pour
|x| ≥ 9 mm, il y a saturation.
136
138
140
142
144
146
148
0 200 400 600 800 1000
(a)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
-0.4 -0.2 0 0.2 0.4
(b)
Bruit2 νsBruit
Fig. 5.63: Exemple de signal (u.a.) en fonction du nombre de tours (a) avec son spectre de Fourier (b) : bump
statique de 1 mm. Le niveau de bruit est élevé (pic à 0.25). La fréquence 2× νs est observée.
 Quelques remarques sur le signal enregistré lors d'un bump statique :
 le signal est très bruité (cf. niveau de bruit sur le spectre de Fourier Fig. 5.63)
 Les fréquences principales sont :
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 ν = 0.25 : ce ne peut pas être une résonance, car cette fréquence ne varie pas avec l'amplitude du
bump (donc du bruit de l'électronique, des BPM, . . . ).
 ν = 0.0065 : deux fois la fréquence synchrotron (νs = 0.0034).
5.3.1.3 Notes sur le BPM12
 Pour le BPM 12, l'étalonnage est eﬀectué pour des bumps statiques d'amplitude variant entre -12 mm
et +12 mm sans aucune incidence sur la durée de vie du faisceau (cf. infra pour l'explication de la
diﬀérence de comportement avec le BPM 4).
 Le signal résiduel moyen sans courant stocké est de 35.68 (u.a), quantité à retrancher aux mesures
ultérieures.
 La courbe de calibration du BPM12 est linéaire à la fois pour les valeurs mesurées directement sur
le bouton HE et lues en salle de contrôle, cependant les coeﬃcients de proportionnalité ne sont pas
identiques (cf. Fig. 5.64).
 Les résultats sont vite en très grand désaccord : plus de 2 mm à grande amplitude (cf. Fig. 5.65).
 Les BPM 4 et 12 sont identiques en théorie, cependant leurs réponses diﬀèrent grandement.
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Fig. 5.64: Calibration de l'électrode HE du
BPM12 de Super-ACO : amplitude du bump
statique en fonction du signal normalisé par le
courant.
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Fig. 5.65: Comparaison entre les valeurs lues en
salle de contrôle et mesurées sur l'électrode HE
du BPM12 de Super-ACO.
5.3.2 Point de routine avec minimum de couplage
5.3.2.1 Conditions expérimentales
 On travaille avec le point de routine (cf. paramètres expérimentaux Tab. 5.20) en faisant
le minimum de couplage (réglage : ∆ν < 1kHz).
 Un total de 13 mesures a été réalisé à la fois pour le BPM4 et pour le BPM12.
 La tension du perturbateur P4 varie entre 4.77 kV et 12.10 kV, le courant de 18.4 mA
à 16.7 mA.
 La décohérence est faible : plusieurs milliers de tours (cf. Fig. 5.66).
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νx 4.7296 H1 (A) 54.34
νy 1.7000 H2 (A) 100.30
ξx 1.9 H3 (A) 201.42
ξy 1.9 H4 (A) 204.68
QT4 (A) 0.56 QT6 (A) -0.54
Tab. 5.20: Caractéristiques machine : point de
fonctionnement de routine avec minimum de
couplage. Valeurs utilisées pour ajuster le mo-
dèle de Super-ACO.
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Fig. 5.66: Signal collecté (u.a.) sur le bouton
HE en fonction du nombre de tours pour un
kick de 10.87 kV : la décohérence est faible.
5.3.2.2 Espace des phases
 De manière similaire aux expériences du 22 mai 2000, l'étalonnage des BPM avec des
bumps statiques ne peut pas être utilisé pour déduire une calibration entre la tension
du perturbateur P4 et l'amplitude donnée au faisceau. En eﬀet, en utilisant cette cali-
bration, on déduirait la correspondance :
4.77 kV ←→ 5.8 mm
5.38 kV ←→ 6.0 mm
... ←→ ...
12.10 kV ←→ 7.0 mm
(5.44)
 Pour cette étude, l'étalonnage doit être fait en fonction du signal sur le perturbateur
et non de celui lu sur le bouton HE. L'explication peut provenir du fait que n'utilisant
qu'une seule électrode, le signal collecté est un mélange entre les coordonnées transverses
(x-y).
 Par comparaison des courbes des variations théoriques des nombres d'ondes avec l'am-
plitude (cf. infra), on utilisera la calibration :
1 kV ⇐⇒ 1 mm (5.45)
 Pour les diﬀérentes tensions du perturbateur, on peut tracer le signal lu sur le premier
BPM (x1) en fonction de celui lu sur le deuxième (x2). Un exemple de pseudo-ellipse
est représenté sur la ﬁgure 5.67. L'épaississement est une conséquence directe de la
décohérence du faisceau qui, dans ce cas, est lente (plusieurs milliers de tours).
 Une tentative de reconstruction du vrai espace des phases avec β1 = 10 m,β2 =
10 m,α1 = 6.5 (cf. Eq. 5.42) est illustrée par la ﬁgure 5.68.
 En utilisation les coordonnées de Courant-Snyder (xˆ, xˆ′), l'ellipse d'émittance se trans-
forme en cercle : {
xˆ= x√
β
xˆ′= α√
β
x+
√
βx′
(5.46)
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Fig. 5.67: Trajectoire dans le pseudo-espace des
phases (x1, x2). L'épaississement de l'ellipse est
une conséquence de la faible décohérence du
faisceau (sur 1 000 tours, cf. Fig. 5.66).
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Fig. 5.68: Trajectoire dans l'espace des phases
(x1, x′1) : la pente de l'ellipse est directement
reliée au fonctions de Twiss par le facteur −α1
β1
.
L'amplitude est donnée dans le coin supérieur
gauche des ﬁgures.
En utilisant ces coordonnées normalisées, l'espace des phases pour les diﬀérents kicks
est tracé (cf. Fig. 5.69 et Fig. 5.70).
 On remarque que la courbe épaissie obtenue n'est pas parfaitement un cercle. Les
raisons sont d'une part que les fonctions de Twiss sont théoriques et non mesurées et
d'autre part que le signal analysé est un mélange des deux coordonnées transverses.
 On note que l'espace (x1, x2) est très déformé pour VP4 = 7.21 kV et surtout pour
VP4 = 7.82 kV. Aucun phénomène particulier (résonance, perturbations externes) n'a
pu être mis explicitement en évidence.
 Aux grandes amplitudes les ellipses épaissies se déforment, caractérisant la présence
de nonlinéarités.
5.3.2.3 Courbe en fréquence
 En utilisant l'algorithme d'Analyse en Fréquence, l'extraction des nombres d'ondes avec
une grande précision est possible.
 Seul le nombre d'ondes νx peut être extrait du signal puisque le minimum de couplage
est réalisé.
 Le nombre d'ondes mesuré suit une loi quadratique croissante de l'amplitude contraire-
ment à un modèle26 sans composante de type octupolaire forte (cf. Fig. 5.71).
 La bonne loi de comportement est retrouvée en introduisant les pseudo-octupôles induits
par les champs de fuite des quadripôles. En utilisant les données du tableau 5.20 et la
formule de glissement du nombre d'ondes νx (Eq. 5.35), la contribution des pseudo-
26Les calculs théoriques ont été réalisés avec le logiciel MAD version 8.
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Fig. 5.69: Espace des phases normalisé pour de faibles amplitudes de kicks : l'épaississement des ellipses
provient de la décohérence du faisceau. L'amplitude est donnée dans le coin supérieur gauche des ﬁgures.
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Fig. 5.70: Espace des phases normalisé (x1, x′1) pour de grandes amplitudes : les ellipses sont déformées par
les nonlinéarités. L'amplitude est donnée dans le coin supérieur gauche des ﬁgures.
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octupôles au nombre d'ondes horizontal s'écrit :
∆νx = 323
x2
βbpm
(5.47)
avec βbpm, la fonction βx au niveau du moniteur de position.
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Fig. 5.71: Courbe en fréquence νx en fonction de l'amplitude horizontale. Comparaison entre la mesure (carrés)
et diﬀérentes modélisations de Super-ACO : sans composante octupolaire (cercles) et avec pseudo-octupôles
(croix). L'écart subsistant peut être expliqué par l'incertitude sur les fonctions β.
5.3.3 Point de routine avec couplage fort
5.3.3.1 Conditions expérimentales
 Pour ces mesures, le couplage est augmenté avec le quadripôle tourné QT4 ; l'ensemble
des paramètres expérimentaux est donné par le tableau 5.21.
νx 4.7270 νy 1.6994
ξx 1.9 ξy 1.9
σx (µm) 200 σy (µm) 253
H1 (A) 54.34 H2 (A) 100.30
H3 (A) 201.42 H4 (A) 204.68
QT4 (A) 3.5 ∆ν (kHz) 85
Phase 945
Tab. 5.21: Caractéristiques machine : point de
fonctionnement de routine sans minimum de
couplage. Ces valeurs expérimentales de cou-
rant sont utilisées pour ajuster le modèle de
Super-ACO.
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Fig. 5.72: Signal (u.a.) collecté en fonction du
nombre de tours pour un kick de 9.04 kV : la dé-
cohérence est un peu plus importante que pour
le minimum de couplage.
 La tension du perturbateur P4 varie entre 4.77 kV (durée de vie : τ ≈ 38 h) et 9.65 kV
(début de perte du faisceau, τ ≈ 4.1 h), soit un total de 9 points de mesure pour les
deux BPM.
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 Un exemple de signal collecté sur le BPM4 est illustré par la ﬁgure 5.72.
5.3.3.2 Espace des phases
 Comme précédemment, l'espace des phases est reconstruit en utilisant les coordonnées
de Courant-Snyder (cf. Fig. 5.73).
 La décohérence avec l'amplitude est plus importante, car le couplage est plus important ;
l'ouverture dynamique est réduite par rapport au précédent cas étudié (les nonlinéarités
sont plus importantes). En eﬀet, on a vu que l'on commençait à perdre le faisceau dès
9.45 kV (contre 11.5 kV).
 Aux grandes amplitudes, les trajectoires sont fortement déformées : en calculant une dé-
composition quasi-périodique pour cette orbite avec l'Analyse en Fréquence, la présence
de la résonance 3νy − 5 = 0 est mise en évidence.
5.3.3.3 Courbes en fréquence
 Le couplage est suﬃsant pour pouvoir extraire les deux nombres d'ondes transverses.
4.720
4.722
4.724
4.726
4.728
4.730
-14 -12 -10 -8 -6 -4 -2 0
ν x
x (mm)
1.680
1.685
1.690
1.695
1.700
-14 -12 -10 -8 -6 -4 -2 0
ν y
x (mm)
Fig. 5.74: Courbes en fréquence νx (à gauche) et νy (à droite) en fonction de l'amplitude horizontale. Com-
paraison entre la mesure (carrés) et diﬀérents modèles de Super-ACO : sans composante octupolaire (cercles)
et avec pseudo-octupôles (croix). Le modèle avec les pseudo-octupôles donne un bon accord avec la mesure.
 En utilisant les données du tableau 5.21 et les formules de glissement des nombres
d'ondes (Eq. 5.35 et Eq 5.36), la contribution des pseudo-octupôles au nombre d'ondes
horizontal s'écrit :
∆νx = 350
x2
βbpm
et ∆νy = 154
x2
βbpm
(5.48)
avec βbpm, la fonction βx au niveau du moniteur de position. Il est remarquable de trouver
un excellent accord entre la mesure et notre modèle de Super-ACO (cf. Fig. 5.74). Le
léger écart pour νy semble provenir d'un terme de couplage non modélisé.
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Fig. 5.73: Espace des phases normalisé (x1, x′1) de Super-ACO pour le point de routine : aux grandes ampli-
tudes les trajectoires sont fortement déformées par les nonlinéarités. Les ellipses de phases sont moins nettes
que précédemment : c'est la conséquence de l'augmentation de la décohérence. L'amplitude est donnée dans
le coin supérieur gauche de chaque ﬁgure.
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5.3.4 Familles H1 et H2 éteintes avec minimum de couplage
5.3.4.1 Conditions expérimentales
 Pour ces 9 mesures, le courant est environ de I = 12.9 A (durée de vie : τ ≈ 3.3 h),
le minimum de couplage est réalisé (QT4 fort), les chromaticités sont élevées dans les
deux plans (cf. Tab. 5.22).
 La tension sur P4 varie de 4.70 kV à 9.58 kV (début perte du faisceau).
 La décohérence est importante, car d'une part, l'ouverture dynamique est plus petite
(le glissement des nombres d'ondes est plus importante) et d'autre part, la chromaticité
est importante dans les deux plans : le faisceau  décohère  complètement au bout de
600 tours à faible amplitude et de 150 tours à grande amplitude (cf. Fig. 5.75).
En pratique, seules les données avec un bon rapport signal-sur-bruit sont analysées. Il
s'ensuit une détérioration de la détermination des fréquences à grande amplitude. Ce-
pendant, la convergence rapide de l'Analyse en Fréquence permet d'obtenir amplement
une précision du pour mille pour les nombres d'ondes.
νx 4.7298 νy 1.6986
ξx 2.4 ξy 2.0
H1 (A) 0 H2 (A) 0
QT4 (A) 0.42 QT6 (A) -0.33
Phase 945
Tab. 5.22: Caractéristiques machine : point de
fonctionnement de routine avec minimum de cou-
plage, hexapôles H1 et H2 éteints. Valeurs utilisées
pour ajuster le modèle de Super-ACO.
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Fig. 5.75: Signal (u.a.) collecté en fonction du
nombres de tours pour un kick de 6.53 kV : la dé-
cohérence a lieu sur 150 tours. Au-delà, le signal
est noyé dans le bruit.
5.3.4.2 Espace des phases
 L'espace des phases normalisé est reconstruit pour les diﬀérentes amplitudes de kicks
(cf. Fig. 5.76).
 La lisibilité des ﬁgures est rendue diﬃcile par la décohérence rapide du faisceau. De
plus, comme le signal est collecté sur une unique électrode, les composantes verticale et
horizontale peuvent être mélangées.
 Les branches observées, par exemple pour VP4 = 5.92 kV, ne correspondent pas à des
résonances  dangereuses  mais traduisent simplement la rationalité du nombre d'ondes
(ν = p
q
).
5.3.4.3 Courbe en fréquence
 Seul le nombre d'ondes horizontal est extrait du signal (cf. minimum de couplage).
198
CHAPITRE 5. SUPER-ACO
-10
-5
0
5
10
-10 -5 0 5 10
X
1’
X1
4.70kV
-10
-5
0
5
10
-10 -5 0 5 10
X
1’
X1
5.31kV
-10
-5
0
5
10
-10 -5 0 5 10
X
1’
X1
5.92kV
-15
-10
-5
0
5
10
15
-15 -10 -5 0 5 10 15
X
1’
X1
6.53kV
-15
-10
-5
0
5
10
15
-15 -10 -5 0 5 10 15
X
1’
X1
7.14kV
-15
-10
-5
0
5
10
15
-15 -10 -5 0 5 10 15
X
1’
X1
7.75kV
-15
-10
-5
0
5
10
15
-15 -10 -5 0 5 10 15
X
1’
X1
8.36kV
-15
-10
-5
0
5
10
15
-15 -10 -5 0 5 10 15
X
1’
X1
8.97kV
-15
-10
-5
0
5
10
15
-15 -10 -5 0 5 10 15
X
1’
X1
9.58kV
Fig. 5.76: Espace des phases normalisé (x1, x′1) de Super-ACO lorsque les familles hexapolaires H1 et H2
sont éteintes en réalisant le minimum de couplage : la décohérence est d'autant plus rapide que la tension du
perturbateur est élevé (trajectoires de plus en plus spiralées dans l'espace des phases). L'amplitude initiale du
signal est donné dans le coin supérieur gauche de chaque ﬁgure.
199
5.3. ESPACE DES PHASES ET GLISSEMENT DES NOMBRES D'ONDES
 En utilisant les données du tableau 5.22 et la formule de glissement du nombre d'ondes
νx (Eq. 5.35), la contribution des pseudo-octupôles au nombre d'ondes horizontal s'écrit :
∆νx = 350
x2
βbpm
(5.49)
avec βbpm, la fonction βx au niveau du moniteur de position. L'accord avec la mesure
est remarquable lorsque les pseudo-octupôles sont pris en compte dans le modèle de
Super-ACO.
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Fig. 5.77: Courbe en fréquence νx en fonction de l'amplitude horizontale : familles hexapolaires H1 et H2
éteintes avec minimum de couplage. Comparaison entre la mesure (carrés) et diﬀérentes modélisations de
Super-ACO : sans composante octupolaire (cercles) et avec pseudo-octupôles (croix). Le modèle avec les
pseudo-octupôles donne un accord remarquable avec la mesure.
5.3.5 Familles H1 et H2 éteintes sans minimum de couplage
5.3.5.1 Conditions expérimentales
 Seulement 6 mesures à un courant I = 14.9 mA (durée de vie : τ ≈ 70 h) ont été
enregistrées, car l'ouverture dynamique est plus petite lorsque le minimum de couplage
n'est pas réalisé (cf. conditions expérimentales Tab. 5.23).
 La tension du perturbateur P4 varie de 4.77 kV à 7.82 kV (début de perte, τ ≈ 3.3 h).
 La décohérence est rapide : sur environ 500 tours à faible amplitude et 150 tours à
grande amplitude (cf. Fig. 5.78).
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νx 4.7284 νy 1.6982
σx (µm) 184 σy (µm) 252
H1 (A) 0 H2 (A) 0
QT4 (A) 3.50 Phase 945
Tab. 5.23: Caractéristiques machine : point de
fonctionnement de routine, hexapôles H1 et H2
éteints. Valeurs utilisées pour ajuster le modèle de
Super-ACO.
70
80
90
100
110
120
130
140
0 200 400 600 800 1000
Fig. 5.78: Signal collecté pour un kick de 5.92 kV :
la décohérence est très rapide (200 tours).
5.3.5.2 Espace des phases
 L'espace des phases normalisé est reconstruit comme précédemment en utilisant les
coordonnées de Courant-Snyder (cf. Fig. 5.79).
 On n'observe plus de branche sur les ﬁgures ; la décohérence du faisceau est plus rapide
que pour l'expérience précédente, car le couplage est plus important.
5.3.5.3 Courbes en fréquence
 Les deux nombres d'ondes sont extraits avec une précision plus faible puisque la déco-
hérence a lieu sur quelques centaines de tours.
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Fig. 5.80: Courbes en fréquence νx (à gauche) et νy (à droite) en fonction de l'amplitude horizontale :
familles hexapolaires H1 et H2 éteintes sans minimum de couplage. Comparaison entre la mesure (carrés)
et diﬀérentes modélisations de Super-ACO : sans composante octupolaire (cercles) et avec pseudo-octupôles
(croix). Le modèle avec les pseudo-octupôles donne un bon accord bon le nombre d'ondes horizontal.
 En utilisant les données du tableau 5.23 et les formules de glissement des nombres
d'ondes (Eq. 5.35 et Eq 5.36), la contribution des pseudo-octupôles au nombre d'ondes
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Fig. 5.79: Espace des phases normalisé (x1, x′1) de Super-ACO lorsque les familles H1 et H2 sont éteintes. La
présence de couplage diminue les dimensions de l'ouverture dynamique et accélère le phénomène de décohé-
rence. L'amplitude initiale du signal est donnée dans le coin supérieur gauche de chaque ﬁgure.
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horizontal s'écrit :
∆νx = 350
x2
βbpm
et ∆νy = 154
x2
βbpm
(5.50)
avec βbpm, la fonction βx au niveau du moniteur de position.
Dans le plan horizontal l'accord semble excellent et moindre pour le nombre d'ondes
vertical (cf. Fig.5.80).
 Notons qu'il est diﬃcile d'ajuster de courbes avec seulement six points expérimentaux
correspondant à un faible variation du nombre d'ondes avec l'amplitude.
 Cependant, si expérimentalement le faisceau commence à être perdu pour une amplitude
d'environ 8 mm, le modèle avec un pseudo-octupôle prédit une ouverture dynamique
horizontal très proche à -10 mm.
5.3.6 Brève conclusion
Cette expérience a permis de mesurer pour la première fois, à Super-ACO, des espaces des
phases. Les données tour par tour ont été collectées sur une électrode de deux moniteurs de
positions de l'anneau. L'étalonnage et la comparaison des réponses des BPM 4 et 12 a montré
qu'ils n'étaient pas équivalents avec des écarts jusqu'à 2 mm à grande amplitude.
Le second volet de cette expérience a été l'analyse des données tour par tour pour déter-
miner les glissements expérimentaux des nombres d'ondes transverses avec l'amplitude hori-
zontale. Les résultats conﬁrment ceux obtenus lors de la première expérience de ce type (22
mai 2000) : les champs de fuite des quadripôles produisent un terme pseudo-octupolaire fort
qui perturbe fortement la dynamique de l'anneau. En moyenne, les glissements des nombres
d'ondes induits sont :
∆νx = 350
x2
βbpm
et ∆νy = 150
x2
βbpm
Il faut noter que compte tenu des conditions expérimentales, des défauts non modélisés dans
nos simulations (erreurs dipolaires, défauts quadripolaires, couplage), ces résultats doivent
être accompagnés d'une barre d'erreur de l'ordre de dix pour cent.
5.4 Bilan et conclusion sur l'optique de Super-ACO
Les résultats expérimentaux présentés au cours de chapitre apportent un éclairage nou-
veau sur la modélisation de Super-ACO. Pour améliorer la compréhension des performances
actuelles de l'anneau, nous souhaitions initier les premières mesures tour par tour des glisse-
ments des nombres d'ondes avec l'amplitude sur l'anneau d'Orsay. Si à l'ALS il a été possible
d'obtenir la première carte en fréquence expérimentale d'un accélérateur, nous savions que la
tâche serait plus ardue à Super-ACO : l'anneau de stockage n'était pas équipé de BPM tour
par tour et le faisceau ne pouvait être déplacé que selon la direction horizontale. A la place
des BPM tour par tour, nous ne disposions que d'une électrode utilisée initialement pour le
diagnostic et mélangeant les signaux transverses. Cependant, ces expériences, innovantes à
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Orsay, ont suscité un grand intérêt de la part de l'ensemble du groupe faisceau (conducteurs
de faisceau, électroniciens, ingénieurs, physiciens et techniciens). Une fois leur faisabilité tech-
nique attestée, ces expériences ont presque toutes donné des résultats exploitables (à la grande
surprise de l'auteur). Utilisant l'Analyse en Fréquence, le principal résultat est la mise en évi-
dence expérimentale de l'inﬂuence des pseudo-octupôles des champs de fuite des quadripôles
de Super-ACO. Jusqu'à présent non pris en compte dans la modélisation de l'anneau, nous
avons vu qu'ils ont un impact considérable sur la dynamique transverse du faisceau.
Ces résultats ont été conﬁrmés depuis (printemps 2001). Deux  vrais  moniteurs tour
par tour ont été installés dans l'anneau de stockage pour refaire le même type d'expériences.
Ce travail a été réalisé en particulier par Mahdia Belgroune sous la direction du groupe
faisceau : bénéﬁciant d'une électronique plus rapide, d'un meilleur rapport signal-sur-bruit,
d'une meilleure résolution, les pseudo-octupôles permettent d'expliquer des glissements des
nombres d'ondes horizontal et vertical mesurés pour diﬀérents choix d'optiques.
L'optique de Super-ACO peut désormais être modélisée par les éléments magnétiques
suivants :
 les dipôles avec les angles mesurés des coins et leurs champs de fuite de type hexapolaire
(Level et Nghiem, 1986) ;
 les quadripôles  combinés  :
 les quadripôles proprement dit, les erreurs de gradients ont peut d'impact sur la
dynamique (cf. matrices-réponse déduites avec le programme LOCO) ;
 les pseudo-octupôles associés aux champs de fuite des quadripôles (cf. mesures tour
par tour associées à l'Analyse en Fréquence). Pour le point de fonctionnement nominal,
les glissements des nombres d'ondes associés sont approximativement :
∆νx = 350
x2
β
et ∆νy = 150
x2
β
où β est la fonction optique au point d'observation.
 leur composante dodécapolaire est négligeable pour des amplitudes inférieures à 20 mm.
Leur force LDD est liée à celle des quadripôles K (Barthès et al., 1990) :
LDD = 35×K
 les hexapôles (correction de la chromaticité et réduction des nonlinéarités).
 leur principal défaut multipolaire est une composante décapolaire dont la force LD
est proportionnelle à la force hexapolaire H (Brunelle, 1999) :
LD = −27×H
 leur composante octupolaire aléatoire peut être négligée (Barthès et al., 1990)
 les correcteurs (bobines dipolaires) peuvent être modélisé avec une composante hexa-
polaire dans les sections dispersives. Ils contribuent à la chromaticité :
∆ξx = −0.1073 et ∆ξy = 0.4124
Ces valeurs ne sont pas ﬁgées, car la correction d'orbite fermée varie chaque jour ; seul
l'ordre de grandeur est à considérer.
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 l'introduction d'autres multipôles (lentilles décapolaires des dipôles) a peut d'inﬂuence
sur la dynamique restreintes aux dimensions de l'ouverture physique.
 les quadripôles tournés, utilisés pour modiﬁer le couplage, induisent un glissement du
point de fonctionnement. Typiquement pour l'optique nominale :
∆νx = 5× 10−4 et ∆νy = −5× 10−4
 les onduleurs n'ont pas été pris en compte dans la présente modélisation.
Le dernier point de désaccord observé concerne la mesure de la chromaticité naturelle. La
raison pourrait être simplement le logiciel BETA a été écrit pour des accélérateurs à grand
rayon de courbure. Un terme non négligeable pour le calcul de la chromaticité d'une machine
telle Super-ACO doit être bientôt introduit dans le code de calcul. De plus, les champs de fuite
des dipôles (non modélisés) sont de type hexapolaire et induisent une chromaticité verticale
non négligeable.
Enﬁn, l'intégrateur présenté dans la première partie de ce mémoire va prochainement être
utilisé pour d'une part vériﬁer l'assertion précédente au sujet de la chromaticité, et d'autre
part prendre en compte réellement les champs de fuite des quadripôles et, plus tard, les
éléments d'insertion.
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Conclusions et perspectives
Au cours de ce travail, nous avons étudié une grande diversité de machines de rayonnement
synchrotron : Super-ACO avec ses 72 mètres de circonférence, l'ALS (196 mètres), SOLEIL
(337 mètres) et l'ESRF (844 mètres). Suivant la taille de l'anneau, les approximations réalisées
pour la modélisation varient (termes des petites machines, coins des aimants, champs de fuite
des éléments magnétiques).
En utilisant le formalisme Hamiltonien, nous avons écrit un intégrateur des équations du
mouvement d'une particule relativiste. Chacun des principaux éléments magnétiques a été
modélisé par un Hamiltonien local à trois degrés de liberté. L'intégrateur utilise les méthodes
d'algèbre de Lie qui devraient connaître en Europe un développement comparable à celui des
Etats-Unis depuis leur introduction par A. Dragt. L'intégrateur proposé est un intégrateur
symplectique d'ordre quatre à pas tous positifs dont la précision est supérieure d'un ordre de
grandeur à l'intégrateur de Forest et Ruth.
L'Analyse en Fréquence a été notre principal outil d'investigation de la dynamique trans-
verse des accélérateurs. En calculant une carte en fréquence pour une optique donnée, nous
obtenons une vision globale de la dynamique du faisceau. L'allure des cartes en fréquence
varie profondément d'une machine à l'autre ; elle est très sensible aux réglages hexapolai-
res. De nombreuses résonances d'ordre aussi bien faible qu'élevé détériorent la dynamique
et induisent des mouvements chaotiques. La convergence rapide, la précision de la méthode,
l'utilisation de la diﬀusion des orbites permettent également d'en faire un outil ﬁable pour
prédire l'eﬀet de l'introduction des défauts magnétiques dans le modèle, du déplacement du
point de fonctionnement.
Nous avons vu qu'une fois connus, les défauts expérimentaux des gradients des quadripôles
droits et tournés d'un anneau (déduits des matrices-réponse), une carte en fréquence décrit
une dynamique très voisine de la dynamique réelle de l'accélérateur (taille de l'ouverture
dynamique, eﬃcacité d'injection).
Une étape supplémentaire a été franchie en obtenant les premières cartes en fréquence
expérimentales d'un accélérateur. Les comparaisons avec le modèle théorique (de l'ALS) se
sont avérés remarquables en termes de glissements des nombres d'ondes avec l'amplitude, de
largeurs de résonance, de la diﬀusion des orbites au voisinage des n÷uds entre les résonances.
Les deux outils nécessaires pour réaliser de telles expériences sont un jeu de BPM tour
par tour et deux aimants rapides permettant de déplacer sur un seul tour le faisceau dans les
plans horizontal et vertical.
L'Analyse en Fréquence peut ainsi être directement intégrée comme un des outils de diag-
nostic du faisceau dans la salle de contrôle d'un accélérateur. C'est déjà une réalité à l'Advanced
Light Source où une carte en fréquence peut être tracée de manière quasi-automatique. Pour
rendre l'utilisation de la méthode encore plus pratique, le système de mesure de l'ALS va être
prochainement modiﬁé pour permettre l'acquisition d'une carte en fréquence en une vingtaine
de minutes.
A Super-ACO, même s'il était techniquement impossible d'obtenir une carte en fréquence,
les mesures tour par tour du glissement des nombres d'ondes avec l'amplitude ont permis de
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mettre en évidence le fort eﬀet des champs de fuites des quadripôles (non modélisé jusqu'à
présent). Leur inclusion dans le modèle de l'anneau révèle une dynamique entièrement dif-
férente et permet de mieux comprendre les performances actuelles de la machine (ouverture
dynamique, résonances, réglages des hexapôles).
Les perspectives à la suite de ce travail sont nombreuses avec pour un des thèmes princi-
paux, l'association de l'Analyse en Fréquence et des mesures tour par tour dans un accéléra-
teur.
Ma courte expérience dans le monde des accélérateurs m'a convaincu du point essentiel
suivant. Les écarts sur les performances des sources de lumière entre les prédictions et les
mesures expérimentales sont très souvent proche d'un facteur deux. La raison principale est
qu'il est impossible d'obtenir une description absolue des champs magnétiques, des position-
nements des éléments dans l'anneau de stockage, de paramètres moins prévisibles (vibrations,
marées solides, variations de la température).
Ne pouvant tout prévoir, il est par contre primordiale de prévoir, dès la construction d'un
accélérateur (l'auteur pense en particulier au futur anneau de stockage SOLEIL), un grand
nombre d'outils de diagnostic, outils qui constituent littéralement les  yeux  et les  oreilles 
du physicien des accélérateurs. Ce sont en particulier des moniteurs de position tour par tour,
des aimants rapides pour déplacer le faisceau sur un tour.
Nous avons vu que les mesures expérimentales sont souvent compliquées par le phénomène
de la décohérence. Par exemple, le faisceau de l'ESRF  décohère  en une centaine de tours
pour déjà de très faibles déplacements horizontaux du faisceau. Pour un anneau de la taille
de l'ESRF, il doit être possible d'obtenir des données exploitables en modiﬁant la philosophie
des mesures : au lieu d'enregistrer le signal sur un BPM particulier de l'anneau tous les
tours, l'utilisation conjointe de l'ensemble des BPM doit permettre d'augmenter de manière
signiﬁcative l'échantillonnage des données.
A l'ALS, l'Analyse en Fréquence est et sera pleinement utilisée pour caractériser l'impact
des trois aimants supraconducteurs qui vont être installés en août 2001 dans l'anneau et réduire
sa périodicité de douze à trois. Des résultats récents (Steier, Robin, Wu, Decking, Laskar et
Nadolski, 2001) reposent sur l'utilisation de cet outil pour caractériser et comprendre les
causes de limitations de la dynamique oﬀ momentum de l'ALS.
Dans ce travail, l'Analyse en Fréquence a principalement été utilisée à travers les cartes
en fréquence, i.e. en ne conservant que le premier terme de la décomposition quasi-périodique
obtenue en analysant les trajectoires de phase. Une autre approche consiste à utiliser la
décomposition complète donnée par l'Analyse en Fréquence. L'amplitude de chaque terme
correspond à l'amplitude d'une résonance donnée. Il est ainsi possible d'extraire de nombreuses
autres informations sur la dynamique et d'obtenir une nouvelle méthode d'optimisation d'un
accélérateur.
Ces nouveaux développements devront être considérés pour permettre non seulement
d'améliorer les accélérateurs actuels mais aussi de concevoir les prochaines générations de
machines tels les sources de lumière de quatrième génération, les  usines à muon  et les
collisionneurs.
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Annexe A
Compléments sur les intégrateurs
Introduction
Dans cette annexe, nous présentons des calculs et résultats complémentaires au chapitre 2
sur les intégrateurs symplectiques. Les applications de transfert des éléments principaux d'un
accélérateur sont présentées pour d'autres approximations. Les équations du mouvement de
la section droite sont nonlinéaires du fait du caractère relativiste des particules ; elles peuvent
être intégrées sans aucune approximation en coordonnées rectangulaires (section A.1) ou cur-
vilignes (section A.3). Les équations du mouvemnt pour un élément dipolaire sont intégrées en
conservant la racine carrée du terme cinématique en coordonnées curvilignes (section A.2.1)
ou rectangulaires (section A.2.2), l'expression de l'application de transfert des coins dipolaires
en est ensuite déduite (section A.2.3). L'application de transfert du dipôle est présentée (sec-
tion A.2.4), celle du dipôle simple avec le terme des petites machines (section A.2.6). Enﬁn,
nous présentons la modélisation symplectique du déplacement ou de la rotation d'un élément
magnétique (section A.3). Ces résultats sont pour la plupart issus des travaux de A.J. Dragt
et E. Forest.
A.1 Intégration exacte d'une section droite
La section droite de longueur L peut être intégrée sans aucune approximation en coordon-
nées rectangulaires ou curvilignes. Ces résultats permettront de pouvoir de vériﬁer la validité
des approximations réalisées, i.e. le développement Taylor usuel de la racine carrée.
Hamiltonien : Son expression est rappelée en coordonnées rectangulaires (cf. Eq. 1.35 p. 12
avec Aˆs = 0 et h = 0) :
H(x, y, l, px, py, δ) = −
√
(1 + δ)2 − p2x − p2y (A.1)
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avec pour équations du mouvement :

dx
ds
= px√
(1+δ)2−p2x−p2y
, dpx
ds
= 0
dy
ds
= py√
(1+δ)2−p2x−p2y
, dpy
ds
= 0
dl
ds
= − 1+δ√
(1+δ)2−p2x−p2y
, dδ
ds
= 0
(A.2)
Intégration des équations : Les variables (x, y, l) sont encore cycliques, et l'on obtient :

xf = xi + p
i
x√
(1+δ)2−p2x−p2y
s, pfx = p
i
x
yf = yi +
piy√
(1+δ)2−p2x−p2y
s, pfy = p
i
y
lf = li − 1+δ√
(1+δ)2−p2x−p2y
s, δf = δ
(A.3)
avec s = L la longueur de la section droite.
A.2 Intégration d'un dipôle
A.2.1 Aimant secteur exact
J'ai annoncé page 39, que le dipôle est complètement intégrable. Le but de section est
de le montrer. Les équations sont toujours exprimées en fonctions des variables canoniques
(x, px, y, py, δ, l).
Description et Hamiltonien : Pour la présente annexe, le dipôle est décrit en introduisant
le c÷ﬃcient b1 qui dans la majorité des cas est égal à la courbure h (Forest et al., 1994). Cette
expression est néanmoins utile pour déduire l'expression d'une rotation en géométrie curviligne
(cf. infra). Le Hamiltonien retenu est celui établi page 12 avec le potentiel vecteur donné par
la formule 1.51 :
H(x, y, l, px, py, δ) = −(1 + hx)
√
(1 + δ)2 − p2x − p2y + b1x+ b1h
x2
2
(A.4)
218
ANNEXE A. COMPLÉMENTS SUR LES INTÉGRATEURS
Les équations du mouvement deviennent :
dx
ds
= px
1 + hx√
(1 + δ)2 − p2x − p2y
(A.5a)
dy
ds
= py
1 + hx√
(1 + δ)2 − p2x − p2y
(A.5b)
dl
ds
= −(1 + δ) 1 + hx√
(1 + δ)2 − p2x − p2y
(A.5c)
dpx
ds
= h
√
(1 + δ)2 − p2x − p2y − b1(1 + hx) (A.5d)
dpy
ds
= 0 (A.5e)
dδ
ds
= 0 (A.5f)
Hypothèse de calcul : La seule hypothèse est l'approximation hard-edge. Le Hamilto-
nien A.4 est complètement intégrable.
Intégration exacte : Les variables y et l sont cycliques, donc leurs moments conjugués
respectifs sont constants :
pfy = p
i
y et δf = δi = δ (A.6)
L'intégration des autres variables se fait par étapes successives. On commence par l'équation
diﬀérentielle de y(s) en utilisant les expressions (Eq. A.5d) puis (Eq. A.5b) :
dpx = h
√
(1 + δ)2 − p2x − (piy)2ds− b1(1 + hx)ds
=
√
(1 + δ)2 − p2x − (piy)2
(
hds− b1
piy
dy
)
yf = yi +
piy
b1
∫
dpx√
(1 + δ)2 − p2x − (piy)2
+
piy
b1
∫
hds
yf = yi +
piy
b1

arcsin pix√
(1 + δ)2 − (piy)2
− arcsin p
f
x√
(1 + δ)2 − (piy)2

+ piyh
b1
s (A.7)
en utilisant la primitive usuelle :∫
1√
a2 − t2dt = arcsin
t
|a| + C˜, C˜ ∈ R
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On déduit alors la solution pour l(s) en comparant les équations A.5b et A.5c :
lf = li +
(1 + δ)
b1

arcsin pix√
(1 + δ)2 − (piy)2
− arcsin p
f
x√
(1 + δ)2 − (piy)2

+ (1 + δ)h
b1
s
(A.8)
L'équation diﬀérentielle A.5d pour px(s) s'intégre en se servant des expressions A.5a et A.5c :
d2px
ds2
=− hpxdpx
ds
1√
(1 + δ)2 − p2x − (piy)2
− b1hdx
ds
=− h px√
(1 + δ)2 − p2x − (piy)2
[
h
√
(1 + δ)2 + p2x − (piy)2 − b1(1 + hx)
]
+ b1hpx
1 + hx√
(1 + δ)2 − p2x − (piy)2
soit après simpliﬁcation :
d2px
ds2
= −h2p2x ⇒ px = a cos(hs) + b sin(hs)
où les constantes a et b sont déterminées en fonction des conditions initiales, soit :
pfx = p
i
x cos(hs) +
(√
(1 + δ)2 − (pix)2 − (piy)2 − b1(h−1 + xi)
)
sin(hs) (A.9)
L'intégration de la dernière équation (x(s)) est alors immédiate :
dpfx
ds
= h
√
(1 + δ)2 − (pfx)2 − (piy)2 − b1(h−1 + xf )
xf =
1
hb1
(
h
√
(1 + δ)2 − (pfx)2 − (piy)2 −
dpfx
ds
− b1
)
(A.10)
A.2.2 Aimant dipolaire en coordonnées rectangulaires
Hamiltonien et description : Il est également possible d'exprimer l'application de trans-
fert en géométrie cartésienne. Le Hamiltonien est alors le même que celui en géométrie curvi-
ligne (cf. Eq. A.4) avec h→ 0 :
H(x, y, l, px, py, δ) = −
√
(1 + δ)2 − p2x − p2y + b1x (A.11)
Hypothèse de calcul : La seule hypothèse est l'approximation hard-edge. Le Hamilto-
nien A.11 est complètement intégrable.
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Intégration des équations : L'expression des solutions s'obtient à partie des celles de
l'aimant secteur (Eq. A.6 à A.10) en prenant la limite h→ 0 (Forest, 1994) :


xf = xi + 1
b1
(√
(1 + δ)2 − (pfx)2 − (piy)2 −
√
(1 + δ)2 − (pix)2 − (piy)2
)
pfx = p
i
x − b1s
yf = yi +
piy
b1
[
arcsin p
i
x√
(1+δ)2−(piy)2
− arcsin pfx√
(1+δ)2−(piy)2
]
pfy = p
i
y
lf = li + (1+δ)
b1
[
arcsin p
i
x√
(1+δ)2−(piy)2
− arcsin pfx√
(1+δ)2−(piy)2
]
δf = δ
(A.12)
avec s = L et généralement b1 = h.
A.2.3 Coin dipolaire
Description : Les applications de transfert du dipôle exprimées en géométrie curviligne,
notée Dcurv et en géométrie cartésienne, notée Dcart, sont reliées entre elles par l'ajout de
l'application de chaque coin du dipôle notée C ( θ
2
)
(cf. Fig. 2.2 p. 40) :
Dcurv = C
(
θ
2
)
DcartC
(
θ
2
)
(A.13)
Application de transfert : En fait, l'application de transfert d'un coin dipolaire est juste
le cas limite de celle d'un dipôle secteur en géométrie curviligne (Forest, 1998, p. 368) :
h =→ +∞, s→ 0 et sh = θ :


xf = xi cos θ + 1
b1
(√
(1 + δ)2 − (pfx)2 − (piy)2 + pix sin θ −
√
(1 + δ)2 − (pix)2 − (piy)2 cos θ
)
pfx = p
i
x cos θ +
(√
(1 + δ)2 − (pix)2 − (piy)2 − b1xi
)
sin θ
yf = yi +
piy
b1
[
arcsin p
i
x√
(1+δ)2−(piy)2
− arcsin pfx√
(1+δ)2−(piy)2
]
+
piy
b1
θ
pfy = p
i
y
lf = li + (1+δ)
b1
[
arcsin p
i
x√
(1+δ)2−(piy)2
− arcsin pfx√
(1+δ)2−(piy)2
]
+ (1+δ)
b1
θ
δf = δ
(A.14)
A.2.4 Dipôle combiné sans terme petite machine
Description et Hamiltonien : Dans cette partie, nous considérons un dipôle combiné
de gradient quadripolaire b2, de courbure h et de longueur L. Son Hamiltonien développé à
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l'ordre deux en les impulsions est (cf. Eq. 2.41) :
H(x, y, l, px, py, δ) =
p2x + p
2
y
2(1 + δ)
− hδx+ (b2 + h2)x
2
2
− b2y2 (A.15)
Les équations du mouvement (l est cyclique) :

dx
ds
= px
1+δ
, dpx
ds
= hδ − (b2 + h2)x
dy
ds
= py
1+δ
, dpy
ds
= b2y
dl
ds
=
p2x+p
2
y
2(1+δ)2
+ hx, dδ
ds
= 0
(A.16)
Hypothèses de calcul : Les approximations (a) des grandes machines, (b) des petits angles
et (c) hard-edge ont été faites pour établir l'expression A.15 qui est complètement intégrable.
Application de transfert : Si l'on ne considère que les équations horizontales, on obtient
une équation diﬀérentielle du second ordre de type oscillateur harmonique :
d2x
ds2
=
1
1 + δ
dpx
ds
=
δh
1 + δ
− b2 + h
2
1 + δ
x
alors :
xf =
{
cos(ω+x s)(x
i − δh
b2+h2
) + (ω+x )
−1yi sin(ω+x s)
pix
1+δ
+ δh
b2+h2
si (b2 + h2) ≥ 0
cosh(ω−x s)(x
i − δh
b2+h2
) + (ω−x )
−1yi sinh(ω−x s)
pix
1+δ
+ δh
b2+h2
si (b2 + h2) < 0
(A.17)
avec ω+x =
√
b2+h2
1+δ
et ω−x =
√
− b2+h2
1+δ
pfx =
{
−(1 + δ)ω+x sin(ω+x s)(xi − δhb2+h2 ) + cos(ω+x s)pix si (b2 + h2) ≥ 0
(1 + δ)ω− sinh(ω−x s)(x
i − δh
b2+h2
) + cosh(ω−x s)p
i
x si (b2 + h2) < 0
(A.18)
Les équations verticales donne l'équation diﬀérentielle d'un oscillateur :
d2y
ds2
=
1
1 + δ
dpy
ds
=
b2
1 + δ
y
alors :
yf =


cos(ω+y s)y
i + (ω+y )
−1 sin(ω+y s)
piy
1+δ
avec ω+y =
√
−b2
1+δ
si b2 < 0
cosh(ω−y s)y
i + (ω−y )
−1 sinh(ω−y s)
piy
1+δ
avec ω−y =
√
b2
1+δ
si b2 > 0
yi +
piy
1+δ
s si b2 = 0
(A.19)
et :
pfy =


−(1 + δ)ωy sin(ωys)yi + cos(ωys)piy si b2 < 0
(1 + δ)ωy sinh(ωys)y
i + cosh(ωys)p
i
y si b2 > 0
piy si b2 = 0
(A.20)
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J'attire l'attention du lecteur sur le fait que ces équations nécessitent une programmation plus
complexe que pour l'utilisation d'un schéma symplectique. Le temps de calcul est pénalisé
par les branchements correspondant aux diﬀérents cas.
A.2.5 Dipôle droit en coordonnées rectangulaires
Hamiltonien : son expression est obtenue en posant h = 0 dans le Hamiltonien 1.36 :
H(x, y, l, px, py, δ) =
p2x + p
2
y
2(1 + δ)
+ b1x− hx(1 + δ) (A.21)
avec b1 la force dipolaire.

dx
ds
= px
1+δ
dy
ds
= py
1+δ
dl
ds
=
p2x+p
2
y
2(1+δ)2
+ hx


dpx
ds
= −(b1 − h(1 + δ))
dpy
ds
= 0
dδ
ds
= 0
(A.22)
Hypothèses de calcul : Les approximations (a) des grandes machines, (b) des petits angles
et (c) hard-edge ont été faites pour établir l'expression A.22 qui est complètement intégrable.
Application de transfert : L'intégration des équations du mouvement est immédiate :

xf = xi + p
i
x
1+δ
s− 1
2
(
b1
1+δ
− h) s2
pfx = p
i
x − (b1 − h(1 + δ))s
yf = yi +
piy
1+δ
s
pfy = p
i
y
(A.23)
A.2.6 Dipôle avec terme petite machine
Description et Hamiltonien : Pour les machines à faible rayon de courbure comme Super-
ACO, le terme hexapolaire hx p
2
x+p
2
y
2(1+δ)
dit des petites machines ne peut plus être négligé. En
particulier, il doit être pris en compte pour les calculs de chromaticité. Le Hamiltonien d'un
dipôle simple est obtenu à partir des équations 1.36 et 1.51 :
H(x, y, l, px, py, δ) = (1 + hx)
p2x + p
2
y
2(1 + δ)︸ ︷︷ ︸
A(x,px,py,δ)
−hδx+ h2x
2
2︸ ︷︷ ︸
B(x)
Je vais maintenant présenter un schéma d'intégration symplectique avec correcteur.
Hypothèses de calcul : (a) l'approximation des petits angles et (b) hard-edge sont réalisées
pour établir cet Hamiltonien.
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A.2.6.1 Intégration de A
Les équations du mouvement se réduisent à (y et δ sont cycliques) :
dx
ds
= (1 + hx)
px
1 + δ
dpx
ds
= −h p
2
x + p
2
y
2(1 + δ)
+ hδ (A.24a)
dy
ds
= (1 + hx)
py
1 + δ
dpy
ds
= 0 (A.24b)
dl
ds
= −(1 + hx) p
2
x + p
2
y
2(1 + δ)2
− hx dδ
ds
= 0 (A.24c)
On a immédiatement pfy = piy , puis pour px (Eq. A.24a) :
dpx
ds
= −h p
2
x + a
2
2(1 + δ)
avec a2 = (piy)2 − 2(1 + δ)δ > 0∫
dpx
p2x + a
2
=
∫
− h
2(1 + δ)
ds
en utilisant la primitive usuelle :∫
dt
t2 + a2
=
1
a
arctan
t
a
+ C˜, C˜ ∈ R
on a alors :
arctan
pfx
a
= arctan
pix
a
− ah
2(1 + δ)
s
en utilisant :
tan(a+ b) =
tan a+ tan b
1− tan a tan b,
on obtient :
pfx = a
[
pix − a tan θ
a+ pix tan θ
]
(A.25)
avec θ = ah
2(1+δ)
s et a2 = (piy)2 − 2(1 + δ)δ > 0.
L'équation A.24a pour x peut être maintenant intégrée :∫
dx
1 + hx
=
∫
px
1 + δ
ds
1
h
ln |1 + hx| = a
A+ δ
∫
tan(C − θ)ds avec tanC = p
i
x
a
ln |1 + hx| = 2 ln | cos(C − θ)|+ C˜, C˜ ∈ R
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Après passage à l'exponentielle, en développant le cosinus et en utilisant les conditions ini-
tiales, on obtient :
(1 + hxf ) = (1 + hxi)
(
cos θ +
pix
a
sin θ
)2
(A.26)
La dernière équation s'intègre alors immédiatement :
yf = yi +
(
1 +
(
pix
a
)2)
(h−1 + xi)
[
θ − sin θ cos
(
θ − 2 arctan p
i
x
a
)]
(A.27)
Dans le cas a2 < 0, les équations A.25 à A.27 deviennent :
|1 + hxf | =
{
|1 + hxi| C+
(1+C+)2
(u++1)2
u+
si px ∈]− |a|, |a|[
|1 + hxi| C−
(1−C−)2
(u−−1)2
u−
si px 6∈]− |a|, |a|[
(A.28)
pfx =
{
au
+−1
1+u+
si px ∈]− |a|, |a|[
a1+u
−
u−1− si px 6∈]− |a|, |a|[
(A.29)
yf =

y
i +
piy
ah
|1 + hxi| C+
(1+C+)2
[
u+ − C+ − 1
u+
+ 1
C+
+ 2 ln | u+
C+
|
]
si px ∈]− |a|, |a|[
yi +
piy
ah
|1 + hxi| C−
(1−C−)2
[
u− − C− − 1
u−
+ 1
C−
− 2 ln | u−
C−
|
]
si px 6∈]− |a|, |a|[
(A.30)
avec C± = ±pix+a
a−pix , a
2 = −((piy)2 − 2(1 + δ)δ), θ = ah2(1+δ)s et u± = C±e2θs.
A.2.6.2 Intégration de B
Il n'y a qu'une seule équation à intégrer, car toutes les autres variables canoniques sont
des constantes du mouvement :
dpx
ds
= −b1x2 ⇒ pfx = pix − hx2s (A.31)
A.2.6.3 Calcul du correcteur
Le calcul du correcteur est relativement aisé, il s'exprime par :
{{A,B}, B} = h41 + hx
1 + δ
x2 (A.32)
On obtient alors l'application recherchée :
esL{{A,B},B} :
{
xf = xi
yf = yi
{
pfx = p
i
x − h4 2+3hx
i
1+δ
xis
pfy = p
i
y
(A.33)
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z
x
1 O 2
1M(O  O )(θ) Y (−θ)Y
θ
2
O
θθ
Fig. A.1: Schéma illustrant la rotation d'un angle θ d'un élément rectiligne  inspiré de Forest, 1998 
A.3 Déplacements et rotations d'un élément
Un élément magnétique peut dévié de son emplacement théorique en position (∆x,∆y,∆s)
et en moments (∆px,∆py,∆ps). En suivant l'approche développée par Forest et Hirata (1992),
ces défauts peuvent se modéliser de manière extrêmement simple.
Par exemple, le schéma A.1 illustre la rotation d'un angle θ d'un élément dans le plan x-z.
L'application de transfert de l'élément tourné, notéeMRy , est obtenue comme la composition
de trois applications de base1 (Forest, 1998, chapitre 10) :
MRy = Y(θ)MY(−θ) (A.34)
où M est l'application de transfert de l'élément et Y(θ) l'application décrivant une rotation
d'axe y et d'angle θ.
L'application Y(θ) peut être considérée comme une rotation de générateur xpz, soit (op.
cit.) :
Y(θ) = exp(θLxpz) (A.35)
avec pz =
√
(1 + δ)2 − p2x − p2y et L la dérivée de Lie.
L'évaluation de l'opérateur A.35 est obtenue en posant b1 = 0 dans le cas du dipôle exact
en géométrie curviligne (Eq. A.6 à A.10), dit diﬀéremment elle correspond à l'application
de transfert d'une section droite exprimée en géométrie curviligne. Cette application a été
introduite la première fois par Dragt (1982) :

xf = x
i
cos θ

1− pix tan θ
pz
 , pfx = pix cos θ + pz sin θ
yf = yi +
piyx
i tan θ
pz

1− pix tan θ
pz
 , pfy = piy
lf = li + (1+δ)x
i tan θ
pz

1− pix tan θ
pz
 , δf = δ
(A.36)
avec pz =
√
(1 + δ)2 − (pfx)2 − (piy)2. On remarquera que les applications A.36 et A.14 sont
identiques.
1Mathématiquement, on fait un changement de bases.
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Une rotation d'axe x serait modélisée par l'opérateur X (θ) = exp(θLypz). L'application
résultante est la même que celle obtenue pour Y(θ) en inversant les rôles de x et y, et de px
et py dans les formules A.36. Enﬁn, une rotation d'axe z a pour générateur xpy − ypx, donc
Z(θ) = exp(θLxpy−ypx).
De manière similaire pour un défaut d'alignement horizontal d, l'application de transfert
MTy d'un élément sera modélisée par la composition de trois applications comme (Forest,
1998, chapitre 10) :
MTy = Tx(d)MTx(−d) (A.37)
avec Tx(dx) l'opérateur de translation dont le générateur est px :
Tx(d) = exp(dLpx), (A.38)
et M est l'application de transfert de l'élément parfait.
Les translations verticale et longitudinale ont pour générateurs respectivement py et pz,
soit :
Ty(d) = exp(dLpy), (A.39)
Tz(d) = exp(dLpz), (A.40)
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Annexe B
Figures en couleur
Introduction
Dans cette annexe, nous présentons les cartes en fréquence et ouvertures dynamiques des
quatre machines étudiées : SOLEIL (section B.1), Super-ACO (section B.2), l'ESRF (sec-
tion B.3) et l'ALS (section B.4). Ce sont les mêmes ﬁgures que celles en noir et blanc déjà
présentées dans le corps de ce mémoire. La diﬀusion est ici codée suivant une échelle logarith-
mique de couleur allant du bleu pour une diﬀusion quasi nulle au rouge pour une diﬀusion
élevée.
Nous rappelons l'expression de l'indice de diﬀusion utilisé, noté D :
D = log10
(√(
ν
(2)
x − ν(1)x
)2
+
(
ν
(2)
y − ν(1)y
)2)
où ν(1)x et ν(1)y sont les nombres d'ondes calculés sur les N premiers tours de machine et ν(2)x
et ν(2)y ceux calculés pour les N tours suivants.
 Pour une orbite régulière, la diﬀusion sera quasi-nulle (couleur bleu) ;
 Au voisinage d'une résonance, la diﬀusion est plus élevée. La particule a tendance à
osciller transversalement (couleur jaune-orange) ;
 Pour une orbite nonlinéaire voire chaotique, la diﬀusion est élevée (couleur rouge). Si
l'intégration était plus longue, la particule serait perdue rapidement.
Le codage de la diﬀusion en couleur va faciliter la localisation des résonances dans l'ouver-
ture dynamique : en particulier les régions hyperboliques où la diﬀusion est élevée vont être
mises en exergue.
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B.1. LE PROJET SOLEIL
B.1 Le projet SOLEIL
Nous présentons les cartes en fréquence et ouvertures dynamiques pour l'optique faible
émittance numéro 1 (Fig. B.1) et l'optique faible émittance numéro 1 modiﬁée (Fig. B.2). Le
point de fonctionnement est (νx, νy) = (18.28, 8.38), les chromaticités naturelles sont parfai-
tement compensées.
Pour le premier cas, la dynamique est marquée par la résonance d'ordre 7, 5νx+2νy− 4×
27 = 0, qui est atteinte pour x = 24 mm (cf. Fig. B.1). A faible amplitude, la diﬀusion est
faible (vert), le mouvement est quasipériodique et régulier. A grande amplitude, la dynamique
est perturbée par le n÷ud avec la résonance 9νx − 4× 41 = 0 : les largeurs de résonances se
superposent, le mouvement est chaotique avec une diﬀusion élevée (orange-rouge).
Le second cas a été optimisé de manière à éviter les résonances précédentes. A ces ﬁns,
les forces des hexapôles ont été modiﬁées : l'objectif est atteint (cf. Fig. B.2). La carte en
fréquence est en contrepartie repliée sur elle-même, les dimensions de l'ouverture dynamiques
sont similaires au réglage précédent avec une diﬀusion plus faible.
Fig. B.1: Carte en fréquence (haut) et ouverture
dynamique (bas) de l'optique faible émittance nu-
méro 1 de SOLEIL (βx = 10 m et βy = 8 m).
L'ouverture dynamique est grande. Elle est mar-
quée par les résonances ; en particulier, la protu-
bérance observée vers x = 38 mm correspond à
la résonance d'ordre 9. La diﬀusion est faible au
voisinage du point de fonctionnement (vert), plus
importante au voisinage des résonances et élevée
sur le bord de l'ouverture dynamique (rouge).
Fig. B.2: Carte en fréquence et ouverture dyna-
mique pour une surface de Poincaré en s = 0
(βx = 10 m et βy = 8 m) pour l'optique 1 modiﬁée
de SOLEIL. L'ouverture dynamique est presque
aussi grande que pour la première optique ; la carte
en fréquence est repliée sur elle-même : sa lecture
en est rendue plus diﬃcile. Son extension spatiale
est réduite, moins de résonances sont rencontrées.
La diﬀusion des orbites est globalement plus faible.
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B.2 Super-ACO
B.2.1 Simulations : diﬀérents modèles de Super-ACO.
La carte en fréquence de Super-ACO modélisée comme machine idéale est donnée par
la ﬁgure B.3. Toute la partie pour νy < 1.60 n'est pas représentée : elle correspond aux
particules qui ont des nombres d'ondes au-delà de la résonance principale νx+2νy−2×4 = 0
et aux amplitudes y > 20 mm dans l'ouverture dynamique. Suivant que l'on trace la carte en
fréquence pour le premier (x > 0, y > 0) et second (x < 0, y > 0) quadrant, la résonance
principale est traversée soit selon une région hyperbolique (peu de points en son voisinage
cf. Fig. B.3 de gauche), soit selon une région elliptique (cf. Fig. B.3 de droite). Dans ce cas,
comme la résonance a une grande largeur, un grand nombre de particules est capturé dans
les îles de résonance : sur la carte en fréquence, on observe nettement la droite de résonance ;
l'ouverture dynamique est  gonﬂée  (cf. région 20 < y < 40 mm et x > 0 de l'ouverture
dynamique).
Fig. B.3: Haut : Carte en fréquence tracée pour le premier (x > 0, y > 0) et second (x < 0, y > 0) quadrant de
l'ouverture dynamique. Super-ACO est modélisé comme machine idéale. Bas : Ouverture dynamique associée
(βx = 5.6 m et βy = 10.8 m). Le point de fonctionnement est le coin supérieur droit de la carte (origine de
l'ouverture dynamique). La dynamique est principalement dominée par la résonance d'ordre 3 (νx+2νy−2×4 =
0) qui donne la limite verticale de l'ouverture dynamique (y = 20 mm). Toute la partie y > 20 mm sur
l'ouverture dynamique correspond à l'île de cette résonance : au centre la diﬀusion est faible (vert), car les
particules sont capturée par la résonance et y restent ; sur les bords (régions hyperboliques)la diﬀusion est
élevée (orange-rouge).
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En incluant dans la modélisation de Super-ACO, les défauts de gradients quadripolaires
issus des mesures magnétiques, la dynamique de l'anneau est peu modiﬁée (cf. Fig. B.4).
Globalement, la diﬀusion est plus élevée, de nouvelles résonances sont excitées ; la symétrie 4
de l'anneau est brisée mais les défauts sont faibles : de l'ordre du pour mille (comparer avec
la carte Fig. B.3 de gauche).
Pour le point de fonctionnement nominal, le point de fonctionnement est déplacé de
(νx, νy) = (4.7214, 1.6962) à (νx, νy) = (4.7201 , 1.7005) et surtout les chromaticités ne sont
plus nulles mais surcompensées aux valeurs ξredx = 0.275 et ξredy = 0.766. Les forces des quatre
familles hexapolaires sont donc complètement modiﬁées, si bien que la dynamique est com-
plètement diﬀérente (cf. Fig. B.5). Le glissement des nombres d'ondes avec l'amplitude est
faible : la carte en fréquence est très  compacte  dans l'espace des fréquences, l'ouverture
dynamique est réduite de près d'un facteur deux dans le plan horizontal ; elle est limitée par
la résonance d'ordre 3, νx+2νy− 2× 4 = 0. Expérimentalement, cette résonance est observée
mais à plus basse amplitude.
Fig. B.4: Carte en fréquence (haut) et ouverture
dynamique (bas) calculées en incluant dans le mo-
dèle de Super-ACO les mesures magnétiques des
quadripôles droits (βx = 5.6 m et βy = 10.8 m).
La diﬀusion est globalement plus élevée, les lar-
geurs de résonances plus grandes. L'inﬂuence des
défauts magnétiques reste faible (mêmes dimen-
sions de l'ouverture dynamique).
Fig. B.5: Super-ACO deuxième quadrant (x <
0, y > 0) : carte en fréquence et ouverture dy-
namique pour le point de fonctionnement nominal
(βx = 5.5 m et βy = 11.5 m). La carte en fré-
quence est très compacte : peu de résonances sont
rencontrées. Il est diﬃcile de comprendre avec cette
modélisation les observations expérimentales.
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B.2.2 Expérience : prise en compte des champs de fuite quadripo-
laires.
Les mesures expérimentales du glissement des nombres d'ondes avec l'amplitude ont permis
de mettre en évidence l'inﬂuence des champs de fuites des quadripôles de Super-ACO. Cet
eﬀet peut être modélisé par un pseudo-octupôle : pour la présente étude, nous avons modiﬁé le
modèle de Super-ACO en incluant un octupôle équivalent au milieu de chacun des quadripôles
de l'anneau. La dynamique du faisceau est complètement modiﬁée (comparer les ﬁgures B.6
et B.7) : le sens de variation de νx avec l'amplitude est inversé, la carte en fréquence ne
présente plus de repliement et a avec une grande extension spatiale. Le nombre de résonances
est plus élevé mais les largeurs des résonances restent faibles si bien que l'ouverture dynamique
est plus grande que sans composante octupolaire.
Lors des mesures expérimentales, il a été possible d'éteindre les familles hexapolaires H1 et
H2 tout en conservant le faisceau dans l'anneau. La ﬁgure B.8 présente la dynamique associée
qui est fortement altérée : la carte en fréquence est modiﬁée, en particulier le sens de variation
de νx(x) (cf. bord droit de la carte B.8 et Fig. B.7) ; de nombreuses résonances sont excitées
et principalement la résonance 3νy = 5 ; l'ouverture dynamique verticale est réduite de près
d'un facteur deux (inﬂuence de 3νy = 5). L'ouverture dynamique horizontale est trois fois
plus petite.
Enﬁn pour simuler la dynamique réelle de l'anneau, nous avons volontairement surestimé
l'eﬀet des champs de fuite. Les largeurs de résonances sont alors plus importantes et peuvent se
recouvrir surtout à grande amplitude conduisant à des mouvements chaotiques (comparer les
ﬁgures B.9 et B.7). La diﬀusion est élevée ; l'ouverture dynamique est constellée de résonances.
Une analyse plus détaillée suggère comme nouvelles dimensions : [−15, 0] × [0, 6] mm, en
prenant en compte les résonances. Ces dimensions seraient alors proches de l'expérience.
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Fig. B.6: Sans composante octupolaire, la carte en
fréquence de Super-ACO (haut) est repliée sur elle-
même. L'ouverture dynamique (bas) est grande, la
dynamique est peu marquée par les résonances.
Fig. B.7: Avec composante octupolaire, la dy-
namique de Super-ACO est complètement modi-
ﬁée : grande extension spatiale de la carte en fré-
quence (haut) mais ouverture dynamique (bas)
plus grande.
Fig. B.8: Avec composante octupolaire, familles
hexapolaires H1 et H2 éteintes : la dynamique de
Super-ACO est altérée : carte en fréquence mo-
diﬁée (haut), ouverture dynamique verticale (bas)
réduite de près d'un facteur deux (cf. Fig. B.7).
Fig. B.9: Composante octupolaire surestimée : la
dynamique de Super-ACO est fortement altérée,
carte en fréquence tronquée (haut) avec une grande
diﬀusion et l'ouverture dynamique (bas) réduite
dans les deux plans (cf. Fig. B.7).234
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B.3 L'ESRF : point de fonctionnement nominal
Les deux réglages magnétiques nominaux de l'ESRF ont été étudiés. L'anneau est supposé
idéale avec sa 16-périodicité. Le point de fonctionnement est dans les deux cas le même :
(νx, νy) = (36.44 , 14.39) avec des chromaticités légèrement surcompensées : ξredx = 0.1 et
ξredy = 0.4. Les deux réglages diﬀèrent uniquement par la pente à l'origine de la courbe en
fréquence νx(x) qui est modiﬁée en ajustement les forces des hexapôles. Expérimentalement
le second réglage semble meilleur à fort courant par paquet en termes de durée de vie (com-
munication personnelle, A. Ropert).
Pour le premier réglage hexapolaire (cf. Fig. B.10), les ouvertures dynamiques et cartes en
fréquence ont été tracées pour les deux quadrants (x < 0, y > 0) et (x > 0, y > 0). L'ouverture
dynamique est très grande si l'on ne prend pas en compte les résonances dans l'estimation de
ses dimensions.
La dynamique est dominée à faible amplitude par la résonance d'ordre 5, 3νx−2νy−5×16 =
0 atteinte pour x = 17 mm dans l'espace des conﬁgurations (et x = −20 mm). Elle est
traversée suivant une région elliptique pour (x < 0, y > 0) : dans l'espace des fréquences, on la
voit nettement ; les particules sont capturées dans les îlots de résonance ; sa largeur est grande
(cf. désertion de points de chaque coté de la résonance sur la carte en fréquence Fig. B.10 de
gauche). Sur l'ouverture dynamique, on observe nettement les régions hyperboliques (jaune-
orange) entourant la région elliptique (vert) pour x = −20 mm. Dans le quadrant (x > 0, y >
0), cette résonance est traversée suivant la région hyperbolique pour x ≈ 16 mm, la diﬀusion
est plus élevée (cf. Fig. B.11).
A plus grande amplitude, la dynamique est dominée par la résonance entière νx = 36. Sa
largeur est grande : toutes les particules peuplant l'ouverture dynamique pour −40 < y <
−28 mm sont capturées par la résonance. Bien que la majorité de ces conditions initiales
correspondent au régime elliptique (vert sur l'ouverture dynamique), la résonance entière
apparaît avec une grande diﬀusion sur la carte en fréquence (orange). Cet artefact provient
simplement de la manière dont la carte en fréquence est tracée : les faibles amplitudes puis
les grandes amplitudes (orange).
Pour la machine réelle, cette résonance ne pourra pas être traversée sans réduction impor-
tante des performances : en pratique toutes les particules pour x < −40 mm (Fig. B.10) et
x > 30 mm (Fig. B.11), i.e. à gauche de la résonance entière seront instables. Une estimation
raisonable des dimensions de l'ouverture dynamique serait : [−27, 21]y=0 × [−7, 7]x=0 mm et
même : [−20, 16]y=0 × [−7, 7]x=0 mm si la résonance d'ordre 5 n'était pas traversée.
Pour le second jeu hexapolaire, l'allure de carte en fréquence est complètement modiﬁée
(cf. Fig. B.10). La diﬀusion globale est plus faible puisque la résonance entière n'est plus
atteinte. La carte en fréquence a une petite extension dans l'espace des fréquences, peu de
résonances sont rencontrées. La principale résonance 3νx− 2νy − 5× 16 = 0 atteinte à grande
amplitude : −60 < x < −40 mm (région elliptique sur Fig. B.11 de gauche) et x ≈ 30 mm
(région hyperbolique sur Fig. B.11 de droite).
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Fig. B.10: Carte en fréquence (haut) et ouverture dynamique (bas) : premier jeu hexapolaire de l'ESRF pour
une surface de section en s = 0 (βx = 35.6m et βy = 2.5m). La dynamique est dominée par la résonance
de couplage 3 :-2 :0 et la résonance entière νx = 36. Les zones elliptiques et hyperboliques associées sont
nettement identiﬁables sur l'ouverture dynamique.
Fig. B.11: Carte en fréquence et ouverture dynamique pour le second réglage de l'ESRF hexapolaire calculée
pour une surface de section à s = 0 (βx = 36m et βy = 2.5m). La dynamique est dominée par la résonance
3νx − 2νy − 5× 16 = 0 atteinte à grande amplitude.
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B.4 L'ALS
L'Advanced Light Source a été étudiée comme machine parfaite avec sa 12-périodicité.
Dans ce cas, l'ouverture dynamique est très grande [0, 22] × [0, 10] mm (cf. Fig. B.12). De
nombreuses résonances sont excitées dont l'identiﬁcation est facilitée en utilisant la diﬀusion
des orbites (jaune-orange). A grandes amplitudes, les largeurs de résonance se recouvrent
conduisant à un mouvement nonlinéaire voire chaotique avec une diﬀusion élevée (rouge). La
dynamique est dominée à grande amplitude par la résonance de couplage νx − νy − 6 = 0.
Fig. B.12: Carte en fréquence (haut) et ouverture dynamique (bas) calculées pour une maille parfaite de
l'ALS pour une surface de Poincaré en s = 0 (βx = 11.3m et βy = 4.0m). La diﬀusion permet de nettement
distinguer le réseau de résonance sur les deux ﬁgures.
Pour obtenir un modèle de l'ALS plus proche des observations expérimentales, nous avons
introduit les défauts des quadripôles droits déduits des matrices réponses expérimentales (cf.
Fig. B.13), puis ceux des quadripôles tournés pour obtenir un couplage eﬀectif de 1% (cf.
Fig. B.14). La 12-périodicité de l'anneau est alors brisée, les largeurs de résonances sont plus
grandes. L'ouverture dynamique horizontale (12 mm cf. Fig. B.14) est très proche de celle
mesurée en expérience.
Enﬁn, nous avons obtenu la première carte en fréquence expérimentale d'un accélérateur
(cf. Fig. B.15). Elle correspondrait au voisinage du point de fonctionnement de la carte B.14
où la diﬀusion est faible (vert). Pour cette expérience, le point de fonctionnement a volontai-
rement été déplacé à (νx = 14.275, νy = 8.167). La carte en fréquence expérimentale révèle
un réseau de résonances d'ordre 5, 4νx − 57 = 0, 3νx + 3νy − 67 = 0, 3νx + 2νy − 59 = 0
et 2νx + 3νy − 53 = 0. Au n÷ud de résonances, la diﬀusion des particules est élevée (la du-
rée de vie et l'eﬃcacité d'injection sont fortement réduites). L'accord entre l'expérience et la
modélisation de l'ALS est remarquable.
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Fig. B.13: Carte en fréquence et ouverture dyna-
mique : maille avec défauts quadripolaires mesurés
pour un surface de section en s = 0 (βx = 11.3m
et βy = 4.0m). La 12-périodicité de l'ALS est bri-
sée, l'extension spatiale de la carte en fréquence est
réduite d'un facteur 2 dans le plan vertical.
Fig. B.14: Carte en fréquence (a) et ouverture
dynamique (b) de l'ALS (βx = 11.3m et βy =
4.0m) : inﬂuence du couplage de 1% ajusté à partir
d'une distribution de quadripôles tournés. La dif-
fusion est globalement plus élevée. Seule la région
voisine du point de fonctionnement reste régulière.
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Fig. B.15: Espace des conﬁgurations et carte en fréquence expérimentale pour un point de fonctionnement
antérieur avec mesure expérimentale de la diﬀusion des orbites (Steier, Robin, Laskar, Nadolski, 2000).
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