Attributed network embedding aims to learn low-dimensional node representations from both network structure and node attributes. Existing methods can be categorized into two groups: (1) the first group learns two separated node representations from network structure and node attribute respectively and concatenating them together; (2) the other group obtains node representations by translating node attributes into network structure or vice versa. However, both groups have their drawbacks. The first group neglects the correlation between these two types of information, while the second group assumes strong dependence between network structure and node attributes. In this paper, we address attributed network embedding from a novel perspective, i.e., learning representation of a target node via modeling its attributed local subgraph. To achieve this goal, we propose a novel graph auto-encoder framework, namely GraphAE. For a target node, GraphAE first aggregates the attribute information from its attributed local subgrah, obtaining its low-dimensional representation. Next, GraphAE diffuses its representation to nodes in its local subgraph to reconstruct their attribute information. Our proposed perspective transfroms the problem of learning node representations into the problem of modeling the context information manifested in both network structure and node attributes, thus having high capacity to learn good node representations for attributed network. Extensive experimental results on real-world datasets demonstrate that the proposed framework outperforms the state-of-the-art network approaches at the tasks of link prediction and node classification.
INTRODUCTION
Networks are ubiquitous in nature and society, including social networks, information networks, biological networks and various technological networks. The complex structure of networks poses big challenge for data mining tasks dealing with networks. To combat this challenge, researchers resort to network embedding, i.e., learning low-dimensional representation for each node to capture and preserve the network structure [9, 15, 32] . With the learned representations of nodes, many downstream mining and prediction tasks on networks, e.g., node classification and link prediction, can be easily addressed using standard machine learning tools.
Many network embedding methods, unsupervised or supervised, have been proposed and successfully applied to node classification and link prediction [4, 9, 29, 36] . These methods learn representations of nodes leveraging structural proximity or structural similarity among nodes. However, in many real world networks, nodes are usually associated with rich attributes, e.g., content of articles in citation network [25] and user profile in social networks [33] . This motivates researchers to study the problem of attributed network embedding.
Attributed network embedding aims to learn a sole low-dimensional representation for each node by simultaneously considering the information manifested in both network structure and the node attributes [19, 20, 26] . Existing methods for attributed network embedding mainly fall into two paradigms. Methods in the first paradigm learn separated representations for each node according to network structure and node attributes respectively, and then concatenate them into a single representation [12, 26] . Methods in the other paradigm attempt to directly obtain a single representation for each node by translating node attributes into network structure or vice versa [27, 42] . However, methods in both paradigms have their drawbacks. Methods in the first paradigm neglect the correlation between these two types of information, while the second paradigm assumes strong dependence between node attributes and network structure. Thus we are still lack of an effective method for attributed network embedding.
In this paper, we propose a novel perspective to address attributed network embedding. Unlike previous methods, we attempt to learn node representations by modeling the attributed local subgraph of each node. A node's attributed local subgraph is defined as the subgraph centered at the target node together with associated node attributes. This perspective transfroms the problem of learning node representations into the problem of modeling the context information manifested in both network structure and node attributes. Motivated by this perspective, we propose a novel graph auto-encoder framework, namely GraphAE, for attributed network embedding. GraphAE consists of graph encoder and graph decoder. In graph encoder, target node aggregates the attributes diffused from nodes in its local subgraph to generate its own representation, while in graph decoder, each node diffuses its representation to nodes in its local subgraph to help reconstruct their attribute information. Our proposed framework generates a node's representation by capturing both the structural information and attribute information manifested in its attributed local subgraph, having high capacity to learn good node representation for attributed network.
To evaluate the performance of proposed GraphAE framework, we conduct extensive experiments at two downstream tasks, i.e., node classification and link prediction. Experimental results on realworld datasets demonstrate that our proposed method outperforms the state-of-the-art network embedding approaches at both tasks.
RELATED WORK
Our proposed framework works in an encoder-decoder manner to learn better embeddings for attributed networks. To simultaneously capture the network structures and node attributes information manifested in local attributed subgraph, graph convolutional network is adopted in both encoder layer and decoder layer. In this section, we provide a brief introduction of related works in network embedding and graph convolutional network.
Network Embedding
Network embedding technology, which aims to learn low-dimensional embedding for nodes in network, actually evolves from the dimension reduction algorithm [9] . Some early works first leverage feature similarity to build an affinity graph, and then treat eigenvectors as network representations, such as LLE [35] and Isomap [37] . Recently, more network embedding methods leveraging the structural proximity or structural similarity among nodes have been proposed. Structural proximity based methods try to preserve different orders of proximities among nodes when learning node embeddings, varying from first-order proximity [28] , second order proximity [36] to high order proximity [4, 29, 41] . Structure similarity based approaches [11, 17, 34] take into account structural roles of nodes, restricting nodes with similar structural roles to possess similar representations. Moreover, some deep models [5, 40] have been proposed to account for more complex structural properties.
However, besides structural properties, nodes in real world networks are usually associated with rich labels and attributes, which facilitates the problem of attributed network embedding [25, 26, 33, 42, 43] . Some approaches [19, 20, 38] simply take the label information into consideration, while others utilize more detailed attributes information. TADW [42] proposes to obtain node embeddings by decomposing the adjacency matrix, with the attribute matrix being fixed as a factor. DANE [12] leverages two separated auto-encoders to learn structural representations and attributed representations of nodes respectively and concatenates these two as final representations with consistent and complementary regularization in hidden layer. Different from the above-mentioned algorithms that learn embeddings on homogeneous networks, some works [6, 21] also investigate network embedding on heterogeneous networks that have different types of nodes and links.
Graph Convolutional Network
Graph convolutional neural networks (GCNN) generalize CNN on non-Euclidean domains [2] have shown great success in variant of tasks. Existing GCNNs can be roughly categorized into two kinds, i.e., spectral GCNNs [3, 10] and spatial GCNNs [2] . Spectral GCNNs define the convolution on spectral domain, which first transform the signal into spectral domain and apply filters on it [3] . Spatial GCNNs view graph convolution as "patch operator", which construct a new feature vector using its neighborhood's information. GCN introduced by Kipf et al. [24] uses k = 1 order Chebyshev polynomials to approximate the filter in GCNN [3] . Under these circumstances, convolution operator equals to the weighted sum of neighboring nodes' features and weights are defined by normalized edge weights. As the weights in GCN only determined by network structure, velickovic et al. [39] propose Graph Attention Network(GAT) to learn the weights by structure masked self-attention.
The majority of these methods do not scale to large graph or are designed for whole graph, GraphSAGE [16] learns a function that generates embeddings by sampling and aggregating features from a node's local neighborhood which could learn inductive node embedding for large graph. Recently, some methods optimize the sampling strategy [7, 8] so that gcn can be better applied to largescale networks.
METHOD
In this section, we first give definition of the notations used in this paper and then introduce the architecture and detailed implementation of our proposed graph auto-encoder framework.
Definition
We define a network as G = {V , E}, where V = {v i } n i=1 denotes the node set with size n, and E ⊆ V × V denotes the edge set. The network is represented by an adjacency matrix A, where A i j = 1 if (v i , v j ) ∈ E and A i j = 0 otherwise. Attributes of nodes in the network are represented by an attribute matrix X ∈ R n×d , where d is the dimension of node attributes. X i is the i-th row of X , and represents the attribute vector of node v i . Attributed network embedding aims to learn low-dimensional representations Z ∈ R n×k from adjacency matrix A and attribute matrix X , such that the learned representations can preserve both network structure and node attributes.
Graph Auto-Encoder Framework
In this paper, we propose a graph auto-encoder framework for attributed network embedding. The framework consists of two main parts, i.e., graph encoder and graph decoder. Graph encoder generates hidden representation Z with attribute matrix X serving as input, while graph decoder tries to reconstruct attribute matrix X from hidden representation Z . Both graph encoder and graph decoder charactirize the diffusion of attribute information over a) Architecture of GraphAE framework b) Single layer of Graph Encoder c) Single layer of Graph Decoder Figure 1 : Visual illustration of the GraphAE framework. a) is the architecture of GraphAE. GraphAE uses graph decoder reconstruct the node attributes X from hidden representation Z which is generated by graph encoder with network structure A and node attributes X as input. H t represents the output of t-th layer in graph encoder while H ′t is the output of t-th layer in graph decoder. b) shows the process of a single layer of graph encoder with nodes u and v as targets. c) shows the process of a single layer of graph decoder. Nodes u and v propagate their representations to help neighboring nodes reconstruct their attributes.
network A. The whole architecture of the framework is shown in Figure 1a ). A single layer of graph encoder and graph decoder are shown in Figure 1b ) and Figure 1c ) respectively. Graph encoder learns a sole embedding for the target node by aggregating the attribute information from nodes in its attributed local subgraph. In graph decoder, each node tries to propagate its representation to nodes in its local subgraph to help them reconstruct their attribute information. The network embedding learned by such encoder-decoder framework naturally captures both the structural information and the attribute information manifested in each node's attributed local subgraph, thus better serving applications on attributed networks.
Graph Encoder.
In this section, we introduce the detailed implementation of graph encoder. Graph encoder consists of a stack of single encoder layers, each of which aggregates the attribute information from the neigboring nodes of a target node. By stacking multiple encoder layers, graph encoder is able to aggregate the attribute information from the multi-hop ego-network of the target node, which is taken as the target node's attributed local subgraph in this paper.
A single encode layer can be formalized as follows:
where h t i ∈ R f is the hidden representation of node i in the tth layer and f denotes its dimension. N i is the set of node i's neighbors including node i itself in our experiments. α i j is the aggregation weight and measures how important node j is to node i, and σ represents the nonlinear activation function. The linear transformation parameterized by a weight matrix W ∈ R f ′ ×f is applied on every node to extract effective high-level features from inputs. The key of designing a single encoder layer lies in the definition of aggregation weight α i j , which is implemented via attention mechanism in this paper.
Attention based aggregation mechanism. We adopt shared attention mechanism to effectively measure the aggregation weight between two given nodes with node attributes serving as input. We use the same attention mechanism as in GAT [39] . This mechanism is parameterized by a weight vector ì a ∈ R 2f ′ (f ′ is the dimension of input vector), following with a nonlinearity activation. For each node i, we only compute α i j for node j ∈ N i , where N i is neighbors of node i [39] . The attention mechanism can be expressed as:
where · T denotes matrix transposition and || represents concatenation operation. In our experiments, we adopt LeakyReLU (with negative input slope α = 0.2) [39] as nonlinearity activation σ ′ . We also employ multi-head attention to stabilize the learning process of self-attention and capture multiple types of relationships between nodes. In our experiments, we concatenate the different representations learned by different heads in hidden layer, and average them on the final layer of the graph encoder. Attention based aggregation mechanism can capture both the structural proximity and the attribute proximity between pairs of nodes, allowing better modeling for the attributed local subgraph of a target node.
Graph
Decoder. Similar to graph encoder, graph decoder consists of multiple single decoder layers. The decoder layer in conventional auto-encoder framework decompresses the hidden representations and makes the output closely match the input data, which regularizes the hidden representation containing rich information about raw input. In graph encoder, a node obtains its represetation by aggregating the attribute information from its local subgraph, which makes it neccessary to propagate its representation to nodes in its local subgraph to help reconstruct their attribute information. In fact, all nodes aggregating from their neighbors are identical to all nodes propagating to their neighbors from the global view of the whole network, which allows graph decoder to adopt the same architecture as graph encoder. Taking figure 1c) as example, node v propagates its representation to neighbors u, k with attention weight α kv and α uv . But from the view of node k, this operator is equal to aggregate representation from node v with attention weight α kv . This motivates us to adopt graph attention layer to build graph decode layer F ′ (A, X ). In our experiments we stack the same number of graph attention layer as graph encoder, and the hidden units are symmetric to graph encoder. The overall architecture for graph decoder is shown right side of figure 1a ) and a single layer of graph decoder is shown in Figure 1c ).
Loss function
We directly measure the Euclidean distance between the reconstructed attribute matrix X ′ (Output of graph decoder) and the original input attributes X as loss function, which is formalized as follows:
We add L2 regularization on parameters and the overall loss function of our model can be formalized as follows:
where λ is the hyper-parameter used to control the weight of L2 regularization of parameters. All the parameters in our framework are trained by minimize L using gradient descent.
Algorithm 1 mini-batch version of GraphAE
Require:
end for 23: end for 24: return r u , z u , ∀u ∈ B
Scalable to large graph
Graph attention layer takes the whole graph (adjacency matrix A and node attributes matrix X ) as input, and both memory and time cost for computing are related to the size of graph N . As a result, this layer can not directly be applied to large-scale networks. Mini-batch is used to avoid inputting the whole graph, but it is still computing costly as aggregation operator depends on lots of neighbors. Specifically, "K-order neighbors" are attached to the input in order to learn the embedding of the given node when we stack k layers of graph attention networks as graph encoder. Because in real-world network, neighbors will soon cover the whole network with increase of order k. In order to reduce the complexity of the computing (reduce the number of neighbors), we randomly sample a fix number of neighbors for each node to update its representation in each epoch. All nodes needed in computing are sampled at first, the number of which is unrelated to the size of graph n, thus our model is scalable to large graph. The process is shown in Algorithm 1.
Line 1-7 is the process of sampling all nodes that used in computing. B k −1 is the set of nodes that are used in layer k. We adapt the same sample strategy as GraphSAGE [16] and N k (u) is a uniform sampling function at layer k, i.e, for each node randomly sample a number of its neighbor nodes by uniform distribution. Furthermore, we sample nodes with replacement in cases where the sample size is larger than the nodes' degree. Line 8-13 is the process of computing representations for all nodes giving input set B, while line 15-21 is the process of reconstructing node attributes from hidden representations.
Different from the algorithm that mentioned above, the attention weight and the aggregation operator are only applied on the subset of its neighbors that appear in set B k−1 . From the Algorithm 1, "k-order proximity" of target nodes are still kept and the number of nodes that used to learn the representation for target nodes is reduced to an acceptable scale. We evaluate our proposed model on real-world datasets at two commonly adopted tasks, i.e., link prediction and node classification. Link prediction checks the ability of nodes' representations to reconstruct network structure and predict future links, while node classification verifies whether node embeddings learned by our model are effective for downstream tasks. Moreover, we also provide detailed analysis for the performance of our proposed model.
EXPERIMENTS

Dataset
We conduct experiments on four real-world datasets, i.e., Cora [12, 27, 42] , Citeseer [12, 27, 42] , Wiki [12, 27, 42] and Pubmed [12] . Cora, Citeseer and Pubmed are three citation networks where nodes are articles and edges indicate citations between articles. In these three datasets, citation relationships are viewed as undirected edges for simplicity. Attributes associated with nodes are extracted from the title and the abstract of each article and are represented as sparse bag-of-word vectors. Stop words and low-frequency words are removed in preprocessing. Wiki dataset is a web page network, where nodes represent web pages and edges are hyper links among web pages. Text information on the web pages is processed in a similar way as in the other three datasets to extract the attributes. Each node in the four datasets only has one label, indicating which class the node belongs to. Statistics of these datasets, including number of nodes (Nodes), number of edges (Edges), number of categories (Classes) and the dimension of attributes (Features), are summarized in Table 1 .
Experiments Set-up
In experiments, the number of layers in graph encoder is set to be 2. The dimensions of hidden representations in two encoder layers are set to be 128 and 64 respectively. The number of attention heads is set to be K = 8 for the first encode layer, and K = 1 for the second layer. We stack two decode layers for graph decoder. The first decode layer has 128 hidden units with K = 8 attention heads. The dimension of the output of second decoder layer is set to be the dimension of input attributes and the second decoder layer has K = 1 attention head. We also add dropout (dropout probability= 0.5) and L2 regularization (λ = 5e−4) to prevent overfitting, and train our models using Adam with a learning rate of 0.001. Weights are all initialized by glorot [13] that brings substantially faster convergence.
All these models are implemented in tensorflow [1] , a widely used deep learning tool. We optimize all the hyper-parameters using a validation set.
Baselines
. We compare our model with the following baselines at both link prediction and node classification tasks. All the baselines fall into three categories, namely "Attributes-only", "Structureonly" and "Attributes+Structure". Models in "Attributes-only" group leverage node attributes information only to extract node representations, from which we select SVD and auto-encoder as our baselines. "Strucuture-only" models consider structure information only, i.e., preserving structural proximity in embedding space, while ignoring attribute information. In this group we choose Deepwalk and SDNE as our baselines. Methods in "Attribute+Structure" group capture both nodes attributes and structure proximity simultaneously and we consider several recent state-of-the-art algorithms as our baselines. A detailed description of our baselines is illustrated as follows: [42] is an approach that utilizes both network structure and text information to learn embedding. We set the dimension of representations to be 160 and the coefficient of regularization term to be 0.2. • GAE/VGAE: GAE and VGAE [23] are weakening variant of the model, as they replace attention based aggregation with edge based aggregation and remove graph decoder only aiming to reconstruct network structure. Hyper-parameters are set the same as in their paper. We train the model for a maximum of 200 iterations using Adam [22] with a learning rate of 0.01. • DANE: DANE [12] use two independent auto-encoder to model attributes and structure information respectively with serveral regularizations in hidden representation. We use the same architecture and hyper-parameters of DANE as in [12] . • STNE: STNE [27] is a sequence translation model that translate attributes associate with nodes into their identities with structure information encoded in random walk path. For all the datasets, we generate 10 random walks that start at each node, and the length of the walks is set to 10. For Cora Citeseer and Wiki which are used in [27] , we use the same architecture of model and hyper-parameters as in [27] . The neural networks have 9 layers for Pubmed with dropout probability p = 0.2.
Link Prediction
In this section, we evaluate the ability of learned embeddings to reconstruct network and predict future connections via link prediction. We generate the dataset as many other works do [15, 23, 40] . We split the edges in the network according to the ratio of 85%, 5% and 10% as positive instances for training, validation and testing, respectively. For test set, we add some negative samples by randomly sampling some unconnected node pairs and the ratio of positive samples and negative samples is kept as 1:1. After having obtained the embeddings for each node, we get link probability by calculating inner product of the embeddings on test data. We adopt the area under the ROC-curve (AUC) and average precision from prediction scores (AP) implemented by sklearn [31] as the evaluation metrics. We report the AUC and AP measures of baseline models and ours in Table 1 , we bold the best results and underline the next best results. We summarize the following observations and analyses:
• "Attributed-only", especially SVD, achieves comparable or better results than "Structure-only" methods in all datasets. The reason is that all these datasets are assortative networks, nodes with similar attributes are more likely to connect with each other. • We also observe that "Attributes+Structure" methods that incorporate both node attributes and network structure information improves the link prediction performance. TADW, GAE and VGAE get better results than other "Attributes+Structure" methods. The superiority may result from the fact that they treat reconstruct adjacency matrix as their objects and directly optimize them, which is highly related to the link prediction task. • Our GraphAE model achieves relatively significant improvements in AUC and AP over the baselines in all the four datasets, as shown in the Table 2 . Our model incorporates node attributes and network structure in a way and captures high-order proximity in graph encoder, thus achieving better result.
Node Classification
In this section, we conduct experiments on node classification to demonstrate the effectiveness of the learned embeddings for downstream tasks. All nodes attributes and edges are observed when learning embeddings. After learning the embedding for each node, a logistic regression classifier (LR) with L2 regularization are used to classify the nodes into different labels. We use LR package provided by sklearn [31] with default parameters. We random sample a certain number of nodes with labels as training data and the rest as test. We repeat the experiments 10 times and report the mean result.
To conduct a comprehensive evaluation, we vary the percentage of labeled nodes in training from 10% to 50%. Furthermore, we employ Macro-F1 and Micro-F1 as the metrics to evaluate the classification result. All hyper-parameters used for learning embedding are set the same as previous link prediction experiment in section 4.3.
The classification results are shown in Table 3 , 4, 5, 6 respectively, and the best results are boldfaced while the next best are underlined. From these results, we have the following observations and analysis:
• "Structure-only" methods outperform "Attributes-only" methods in Cora, get comparable result in Pubmed, while perform worse on the other two datasets. Characteristics of datasets are the main reason to explain this phenomenon. Documents in Wiki network contribute more on the classification of nodes as the hyperlink relationship is loose. Web pages belonging to different categories still have a high probability to have hyperlinks. Documents in both Citeseer and Wiki have more words than Cora, so "Attributes-only" methods perform better. Cora network has high edge density and less words in documents thus "Structure-only" methods get better result in this dataset. • Well-designed attributed network embedding methods (TADW, DANE, STNE) perform better than both "Attributes-only" methods and "Structure-only" methods, because these two kinds of information describe different aspects of the same node and provide complementary information. Unfortunately, simply concatenate these two kinds of information may not improve the performance, as "SVD+DW" gets worse node classification result than SVD in Citeseer and Wiki dataset. It demonstrates that simple concatenation is not sufficient to capture the interaction between these two types of information. GAE and VGAE get poor results in Wiki, which can be explained by the design of these two models. Wiki network has higher edge density than other networks and the aim of GAE and VGAE is to reconstruct the observed edges, thus may overfitting the observed edges and bringing in much noises. • Our model outperforms all compared baselines in Cora, Citeseer and Pubmed. In Wiki network, our model achieves comparable result with STNE but still outperforms other baselines. Our model captures the attribute information and structure information in a unified way and adopts attention mechanism to enhance proximity modeling, thus better utilizing these two complementary type of information. This is because our model better leverage node attributeslearn more accurate aggregation weights through attention mechanism and preserve attributes proximity with graph decoder. 
Analysis of our model
To comprehensively analyze the performance of our proposed model, we provide detailed illustration on the difference and relation between our model and some other auto-encoder frameworks. In contrast, GraphAE model network structure and node attributes simultaneously. GraphAE outperforms them in both link prediction and node classification tasks, which demonstrates that both nodes attributes and network structure are essential information for attributed network embedding. GAE and VGAE [23] are special variants of our model, as they replace attention based aggregation mechanism with edge based aggregation mechanism and take network structure reconstruction as their objectives. We find that GraphAE gets better result than GAE and VGAE in all downstream tasks across all the datasets. It demonstrates that graph decoder and attention based aggregation help our model to better capture essential information of inputs which is useful for downstream tasks. DANE leverages two separated auto-encoders to learn structural representations and attribute representations of nodes respectively and concatenate these two as final representations with consistent and complementary regularization in hidden layer. Our model also outperforms DANE in both downstream tasks, which demonstrates that GraphAE better captures the context information manifested in both node attributes and network structure.
Recently, Hu et al, proposed ARGA [30] which improve GAE by enforcing the latent representation to match a prior distribution via an adversarial training scheme. This idea can also be added to our model to further enhance the embeddings. 4.5.2 Influence of attention mechanism and graph decoder. In this section we compare GraphAE with its two variants to verify the effectiveness of attention based aggregation weighting mechanism and graph decoder. For the first purpose, we replace the attention based aggregation weighting mechanism with edge based aggregation weighting mechanism, where α i j = e i j j ∈N i e i j , e i j is the edge weight. We mark this baseline as "-attention". To inspect the effectiveness of graph decoder we add another variant of our model which removes graph decoder and adopts structure reconstruction based objective function. We name this model "-decoder", and the loss function is formalized as follows:
where Q is the number of negative samples and we set Q = 10. P n (v) is the distribution to sample nodes from, uniform distribution is used in our experiments. Other hyper parameters, e.g., number of hidden units, are set the same as GraphAE for fair comparison. Experiment setup is the same as section 3, and limited by space we only display the AUC result for link prediction and macro-f1 with 10% train label for node classification. As shown in the tables 7 and 8, GraphAE performs consistently better than "-attention" in both link prediction and node classification. This phenomenon can be explained by following two reasons. First, edges in the four datasets do not contain rich information and only indicate whether two nodes are connected with each other. Thus GraphAE-attention aggregates all neighboring nodes without distinguishing importance of nodes, which limits the capacity of model. Second, attention based mechanism provides a more flexible way to capture the proximities in node attributes and network structure by reweighting the importance of neighbors. In all downstream tasks, we find that GraphAE outperforms "-decoder" especially when edges are not reliable, for example GraphAE outperforms "-decoder" with a huge margin in wiki. It mainly because structure reconstruction based loss overlaps with the function of graph encoder-model the proximity of nodes. It demonstrates that our graph decoder is better than structure reconstruction based loss which might over-emphasize local proximity.
Influence of dimension of hidden representation.
Dimension of embedding is an important parameter, thus we examine how the different sizes of embedding affect the performance of downstream tasks. Due to space limitations, we only display the result of node classification on four datasets and we get similar result in link prediction task. We vary dimension of embedding from [8, 16, 32, 64, 128, 256] , the number of units in first hidden layer is twice than the dimension of embedding. Other hyper-parameters are keep the same as mentioned in Section 4.
As shown in Figure2, the trend of the curves in two datasets is very similar-performance increase when dimension of embedding get larger at first and decrease when the size of embedding larger than a specific value. From the experimental results, we can find that our model is a bit sensitive to dimension. Fortunately, as the curves are "unimodal", it is easy to find a dimension gets good results in downstream tasks.
CONCLUSION
In this paper, we propose a novel graph auto-encoder framework, namely GraphAE, for attributed network embedding. GraphAE use a stack of graph convolutional networks to encode both network structure and node attributes into a sole low-dimensional representation for each node. In graph decoder, we use another stack of graph convolutional networks to reconstruct both network structure and node attributes from representations. Our model leverages the complex interaction between network structure and node attributes through feature diffusion, thus has high capacity to learn good node representations for attributed network. Experimental results show that our model consistently outperforms all the benchmark algorithms in two down-stream tasks. In the future, we will explore more kinds of powerful graph convolutional networks for the encoder layer of our framework. 
