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In this paper, we consider finite isospin chiral perturbation theory including the effects of the axial
anomaly (through the Wess-Zumino-Witten term) in a strong magnetic field. We firstly prove that
in a strong external magnetic field (Hext) or more precisely the Schwinger limit, where photon back-
reactions are suppressed, only neutral pions can condense and the condensation of charged pions is
forbidden. Secondly, we find that the pi0 domain wall is an example of a phase that can exist in
a strong magnetic field and suggest the existence of a new phase transition line from the normal
vacuum state to the pi0 domain wall state. This phase transition exists for non-zero pion masses if
the baryon chemical potential exceeds a critical value 16pif2pimpi/eHext. The phase transition line
persists away from the Schwinger limit when the photons can back-react to the external magnetic
field.
PACS numbers: 12.38.-t, 26.60.-c, 21.65.Mn
I. INTRODUCTION
The fundamental degrees of freedom of Quantum
Chromodynamics (QCD) are quarks, which couple to
magnetic fields through their electromagnetic charge. As
a result, QCD exhibits some interesting phase struc-
ture in the presence of magnetic fields [1]. RHIC colli-
sions between nuclei generate large magnetic fields; here
chiral magnetic effect is expected to play a significant
role [2]. Similarly, the color-flavor-locked phases [3, 4],
which can exist (at least theoretically) at asymptotically
large baryon densities may be found in neutrons stars and
also possibly in magnetars, where the magnetic fields are
to the order of 1018 G [5]. Furthermore, the quark-gluon
plasma of the early universe may have sustained large
magnetic fields. As such there is a lot of interest in the
properties of QCD vacuum and other QCD phases in the
presence of strong magnetic fields.
QCD in a strong magnetic field is a topic of great con-
temporary interest and has been studied in the Schwinger
limit quite extensively [6]. In this limit, the quantity
qH is held fixed (with q being a relevant electromagnetic
charge and H being the external field) while H → ∞
as q → 0. This limit was first considered in the con-
text of vacuum pair production in QED by Schwinger [6]
but since has been used to study the low-energy QCD
vacuum in the context of chiral perturbation theory, pri-
marily for mesons. For instance, the chiral condensate of
the low-energy QCD vacuum has been studied through
chiral perturbation theory using the Schwinger limit for
zero and non-zero pion masses up to next-to-leading or-
der and the result has been generalized to the finite tem-
perature case [7–10]. At large magnetic fields, QCD un-
dergoes dimensional reduction and quarks acquire masses
of O(√qH), where q is the quark electromagnetic charge
and H the external field. This explains the origin of mag-
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netic catalysis due to the “Cooper effect”, which means
that pairing is more effective in one spatial dimension
compared to three [11].
Recently, there has been interest in finite isospin QCD,
where the QCD vacuum has been shown to exhibit super-
conducting behavior through the condensation of charged
pions [12, 13]. This has been shown in the context of chi-
ral perturbation theory and lattice QCD, even though the
lattice seems to have a sign problem in the presence of
both an isospin chemical potential and a magnetic field
due to the charge difference between the up and down
quarks.
The study of Ref. [12] was performed in chiral pertur-
bation theory at finite isospin chemical potentials and a
uniform magnetic field, with the charged pions coupled to
dynamical photons. It was shown that for realistic pion
masses, the system behaves as a type-II superconductor,
with a uniform superconducting phase at low magnetic
fields and a phase transition to a normal phase with in-
creasing magnetic fields through an intermediate phase
of topological vortices [14–18]. The study was performed
at leading order in chiral perturbation theory and is valid
as long as the relevant physical parameters including the
pion mass (mpi), the isospin chemical potential (µI) and
the magnetic field (H) satisfy the condition that
mpi, µI ,
√
eH  ΛHad , (1)
where ΛHad is the typical hadronic scale which of the
order 4pifpi, with fpi being the pion decay constant.
In this paper, we consider chiral perturbation in a
background magnetic field in the Schwinger limit. In
particular, this means that the charged pions are cou-
pled to the classical external magnetic fields at all orders.
However, unlike the study of Ref [12], we will assume
that there are no dynamical photons that can couple to
the charged pions. It is well-understood that supercon-
ductivity arises due to spontaneous symmetry breaking,
whereby photons acquire mass. From the perspective of
the relevant Lagrangian, a term proportional to ~A2 is
introduced - it becomes impossibly expensive to sustain
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2a magnetic field. Obviously, in the absence of photons
and hence a back-reaction from the photons to a strong,
external magnetic field, (i.e. the Schwinger limit), it is
natural to ask what possible phases can be sustained in
finite isospin chiral perturbation theory. We will show
in this paper that unlike the result of Ref. [12], where
the charged pions condensed, that in the Schwinger limit
(with no photons), that charged pion condensation is for-
bidden and that only the neutral pions can condense.
We will also consider a particular example of the pion
condensed phase, namely pi0 domain walls that was first
considered in Ref. [19]. It was shown that this phase be-
comes more stable than the normal phase of chiral per-
turbation theory above a critical magnetic field. We will
show a new phase transition line emerges in finite isospin
chiral perturbation theory if the system is above the crit-
ical baryon chemical potential of Ref. [19] assuming that
the pi0 domain wall is the lowest energy pion condensed
phase that can exist. It is important to note that this
assumption while plausible is strictly speaking unproven;
the plausibility is motivated by the absence of other pos-
sible neutral pion phases that satisfy the equations of
motion of finite isospin chiral perturbation theory.
The paper is organized as follows: in the first sec-
tion, we summarize the chiral perturbation theory La-
grangian at finite isospin and a uniform magnetic field
using the same notation as in Ref. [12]. In the follow-
ing section, we will prove a no-go theorem that charged
pions cannot condense in the Schwinger limit (with no
back-reacting photon fields). The result seems plausible
based on the fact that the mechanism that gives rise to
photon masses through symmetry breaking (either spon-
taneous or explicit) is absent in the Schwinger limit. In
the third section, we will consider how the existence of
a pi0 domain state modifies the finite isospin low-energy
QCD phase diagram in a magnetic field above the critical
baryon chemical potential of Ref. [19]. In particular we
will show a new phase transition from the normal state
to a pi0 domain wall state, which is different from the
result of Ref. [19] but reduces to the result of Ref. [19] at
zero isospin chemical potential.
II. LAGRANGIAN OF FINITE ISOSPIN
CHIRAL PERTURBATION THEORY IN A
MAGNETIC FIELD
We begin with the leading order chiral perturbation
theory Lagrangian at finite isospin and a magnetic field.
The Lagrangian at finite isospin (but zero external mag-
netic field) was first considered in Refs. [20, 21], where
it was shown that for isospin chemical potentials greater
than or equal to the pion mass, a superfluid phase of con-
densed, charged pions becomes energetically favorable.
It was shown that the charged superfluid in the presence
of an external magnetic field with the pions coupled to
back-reacting photons exhibit type-II superconductivity
in Ref. [12]. The Lagrangian is as follows:
Leff = f2pi Tr(DµΣ†DµΣ) +m2pif2piTr(Σ + Σ†) , (2)
where fpi is the pion decay constant mpi is the pion mass
and Σ are the SU(2) matrices, which we parametrize as
in Ref. [12]:
Σ =
1
fpi
(σ1 + ipixτ1 + ipiyτ2 + ipizτ3) , (3)
where the σ and pii fields are defined as:
σ = fpi cosψ cos θ
pix = fpi cosψ sin θ cosα
piy = fpi cosψ sin θ sinα
piz = fpi sinψ .
(4)
Note that this parametrization guarantees that det Σ = 1
and Σ†Σ = 1.
The gauge derivative in the Lagrangian incorporates
both the finite isospin chemical potential and the finite
isospin chemical potential. It is defined as follows:
DµΣ = ∂µΣ− i [δµ0µI, Σ]− ieAµ[Q, Σ] , (5)
where isospin enters as a spatially-independent zeroth
component of the gauge field, while the magnetic field
enters through only the spatial components. Note that e
is the charge of a positive pion and the charge matrix for
the up and down quarks is defined through the following
relation:
Q =
1
6
1 +
1
2
τ3 , (6)
where 1 is a 2 × 2 identity matrix and τ3 is the third
Pauli matrix. Since the charge matrix Q enters the La-
grangian through a commutator with the pion fields Σ,
only the component of charge in the τ3 direction affects
the Lagrangian.
We use the parametrization for Σ defined in Eq. (4)
and couple the Lagrangian to the external magnetic field,
which we will assume is uniform in space. In doing so, the
effective Lagrangian of low-energy QCD at lowest order
in chiral perturbation theory becomes:
Leff = −f
2
pi
2
[
cos2 ψ{sin2 θ
(
~∇α+ e ~A
)2
+ (~∇θ)2}+ (~∇ψ)2
]
+m2pif
2
pi(cos θ cosψ − 1) +
µ2If
2
pi
2
sin2 θ cos2 ψ
− 1
4
FijF
ij ,
(7)
where we have assumed that the electromagnetic tensor
only has spatial components, i.e. F0i = Fi0 = 0. Note
that we have included the kinetic contributions of the
external field, which wasn’t present in Eq. (2).
3III. PHASES IN THE SCHWINGER LIMIT
In this section, we argue that the only possible phases
that can exist at leading order in chiral perturbation the-
ory in the Schwinger limit (i.e. no back-reacting photons)
are phases where the charge pions remain uncondensed,
in other words, we will prove that pix = piy = 0 for all pos-
sible phases that can exist in the Schwinger limit. This
seems somewhat reasonable: the mechanism that was re-
sponsible for superconductivity, namely photon fields ac-
quiring mass through spontaneous symmetry breaking,
is absent now since photons cannot react to the presence
of a magnetic field. Then it becomes favorable for the
system to remain in the ground state with θ = 0 , ψ = 0
(σ = fpi, pix = piy = piz = 0), even for chemical potentials
larger than pion masses.
In order to prove that this is indeed the case, It is
useful to begin with the equation of motion for the gauge
fields ~A, which can be easily derived using the effective
Lagrangian of Eq. (7). The equation of motion for the
gauge fields is
− ∂kFkl = jl , (8)
where Fkl refers to the spatial components of the electro-
magnetic tensor and jl refers to the components of the
3-current, which is as follows:
jl = e cos
2 ψ sin θ (∂lα+ eAl) . (9)
In the Schwinger limit (with no back-reactions), the pho-
ton fields A must equal the external field Aext, which for
a uniform magnetic field is of the following form:
Aext = (−byHext, axHext, 0) , (10)
where Hext is the external magnetic field with a and b sat-
isfying the constraint a + b = 1. In other words, we are
working in the most general gauge configuration for a uni-
form magnetic field pointing in the positive z-direction.
The no-back-reaction constraint on the electromagnetic
tensor then is:
Fkl = ∂kA
ext
l − ∂lAextk . (11)
Since the electromagnetic tensor must be spatially homo-
geneous, Eq. (8) implies that the only way the equation
of motion for photons is satisfied then is if the 3-current,
jl, vanishes. The constraint is satisfied only if at least
one of the constraints given below is satisfied. Either
A: ψ =
pi
2
or
B: θ = 0 or
C: ∂lα+ eA
ext
l = 0.
(12)
Scenario A corresponds to a chirally restored phase with
the vacuum pointing entirely in the τ3-direction, i.e. piz =
fpi and σ = pix = piy = 0, a phase where the neutral pion
condensate is at saturation. Scenario B corresponds to a
phase with pix = piy = 0, i.e. a phase which only allows
the condensation of neutral pions (and cannot be chirally
restored as we will see due to the exclusion of Scenario
A). Finally scenario C is a constraint on the complex
phase of one of the charge pions, either pi+ or pi−.
A. Exclusion of Scenarios A and C
Here we will argue that it is not possible to have any
stable solutions for either scenario A or C.
Scenario A: In order to rule out the chirally re-
stored phase implied by scenario A, it is important
to consider all possible phases for which the condition
ψ = pi2 is satisfied. We begin with the equation of motion
for ψ, which is as follows:
~∇2ψ + sinψ cosψ{sin2 θ(~∇α+ e ~A)2 + (~∇θ)2}
−m2pi sinψ cos θ − µ2I sin2 θ sinψ cosψ = 0 .
(13)
It is straightforward to see from this equation that the
only way in which the equation of motion is satisfied
for scenario A away from the chiral limit is if θ = pi2 .
However, it is easy to show that this phase is unstable.
Since this phase is spatially homogeneous, we proceed by
considering the effective potential, which can be deduced
from the Lagrangian of Eq. (7) to be:
Veff = −m2pif2pi (cos θ cosψ − 1)−
µ2If
2
pi
2
sin2 θ cos2 ψ .
(14)
Note that Veff has been normalized such that it is zero
for θ = ψ = 0.
In order to proceed note that the first partial deriva-
tives of the effective potential are
∂Veff
∂θ
= m2pif
2
pi sin θ cosψ − µ2If2pi sin θ cos θ cos2 ψ
∂Veff
∂ψ
= m2pif
2
pi cos θ sinψ + µ
2
If
2
pi sin
2 θ cosψ sinψ .
(15)
Note that when θ = ψ = pi2 ,
∂Veff
∂θ =
∂Veff
∂ψ = 0, as ex-
pected. However, using the second partial derivative test,
the discriminant at θ = ψ = pi2 assumes the following
value:
∂2Veff
∂θ2
∂2Veff
∂ψ2
−
(
∂2Veff
∂θ∂ψ
)2
= −f4pim4pi , (16)
which suggests that the solution is a saddle point as-
suming pion masses are non-zero. In the chiral limit, the
second partial derivative test is inconclusive. However,
it is easy to see from Eq. (15) that the point remains a
saddle point even in the chiral limit.
Scenario C: Next, we exclude scenario C because
it is not possible to find an α that consistently satisfies
4the three constraints implied by Eq. (12), scenario C.
Explicitly the three constraints are:
∂xα = eayHext
∂yα = −ebxHext
∂zα = 0 .
(17)
Note that the last constraint above implies that α is in-
dependent of z. Then, solving the first constraint in the
equation above, we get the following functional form for
α:
α(x, y) = eaxyHext + g(y) , (18)
with g(y) being a function of y only. However, this solu-
tion is inconsistent with the second constraint of Eq. (17).
In order to prove this is indeed the case, we can plug the
result of Eq. (18) into the second equation of (17), which
leads to the following condition
∂yg(y) = −e(a+ b)xHext = −exHext . (19)
which suggests that g(y) must be a function of x. This is
in contradiction with Eq. (18), which suggests that g(y)
is a function of y but not x. Therefore, scenario C of
Eq. (12) cannot be satisfied self-consistently.
B. Scenario B
Having excluded scenarios A and C, in this subsection
we show that scenario B is the only one that can actually
be satisfied. Below are two examples:
1. Example 1: Normal Vacuum
A trivial solution that satisfies this constraint is the
spatially homogeneous solution with pix = piy = piz =
0 but σ = fpi, which is simply the normal, non-
superconducting vacuum of low-energy QCD [20, 21].
The Gibbs free energy of this state is
Gn =
∫
d2~x
1
2
H2ext , (20)
with Hext being the external magnetic field.
2. Example 2: pi0 domain wall
Another possible phase that can exist in the Schwinger
limit (with no photon back-reaction) is a phase of pi0
domain walls [19]. The phase has the following structure:
In other words, the pion fields are as follows:
σ = fpi cos[4 arctan(exp(mpiz))]
piz = fpi sin[4 arctan(exp(mpiz))]
pix = piy = 0 .
(21)
µI = 0: This phase was considered in the case of zero-
isospin chiral perturbation theory and was calculated by
incorporating the effects of the axial anomaly through the
Wess-Zumino-Witten term [19, 22–24]. Here we briefly
summarize the results of Ref. [19]. The Gibbs free energy
(not the Gibbs free energy density) of the domain wall
phase is
Gdw =
∫
d3~x
1
2
H2ext +
∫
d2~x
(
8f2pimpi −
eHext
2pi
µB
)
,
(22)
where Hext is the external magnetic field and µB is the
baryon chemical potential. Furthermore, it was shown
in Ref. [19] that the magnetization per unit area of the
domain wall state is:
~Mdw
S
= zˆ
e
2pi
µB , (23)
and the energy per unit area of the state is
Edw
S
= 8f2pimpi . (24)
This phase becomes metastable for external magnetic
fields (Hext) larger than
3m2pi
e , i.e.
Hext >
3m2pi
e
. (25)
Additionally above a critical magnetic field of µcB , which
is given by
µcB =
16pif2pimpi
eHext
, (26)
pi0 domain wall is not only metastable but also becomes
stable at the expense of the normal vacuum state if the
magnetic is large enough, i.e. satisfies the constraint of
Eq 25. This can be easily seen by comparing the Gibbs
free energies of the pi0 domain wall state in Eq. (22)
with the Gibbs free energy of the normal state, which is
in Eq. (20).
µI 6= 0: At finite isospin chemical potential, we
will show here that while the energy, the critical baryon
density and the magnetization of the pi0 domain wall
remains unchanged the magnetic fields over which the
state becomes metastable changes. Note that it is clear
from Eq. (7) that the energy is unaffected at finite
isospin density as long as charged pions do not condense.
Additionally, the magnetization of the domain wall
is also unchanged as along as only the charged pions
condense.
In particular, the domain wall is stable if
Hext > Hc3 , (27)
where Hc3 is defined as follows:
Hc3 =
3m2pi + µ
2
I
e
. (28)
5Note that Hc3 reduces to the lower bound for the external
field of Eq. (25) provided µI = 0.
In order to derive that stability condition, we proceed
by expanding the Langrangian of Eq. (2) around the pi0
domain wall solution in the pi± directions, which have the
following standard definitions:
pi± =
pix ± piy√
2
. (29)
Then for small fluctuations of pi+ and pi−, the effective
Lagrangian becomes:
L ≈ (∂µ + ieAµ)pi+(∂µ − ieAµ)pi−
−m2pi
(
1− 6
cosh2(mpiz)
)
pi+pi− + µ2Ipi+pi− .
(30)
with corrections of O(pi2+pi2−). Note that this Lagrangian
is most easily derived using the parametrization of
Ref. [19]. The resulting equation of motion for pi± is
as follows:
−(∂i ± ieAi)2p˜i± +m2pi
(
1− 6
cosh2(mpiz)
)
p˜i±
− µ2I p˜i± = ω2np˜i± ,
(31)
where we have used to decomposition
pi±(~x, t) =
∑
n
eiωntp˜i±(~x) . (32)
The potential of Eqs. (30) and (31) in the absence of
an external magnetic field is a standard quantum me-
chanical reflection-less potential. In a magnetic field the
dispersion relation is simply:
ω2n = (2n+ 1)qH − 3m2pi − µ2I . (33)
From the dispersion relation, it is obvious then that the
pi0 domain walls are metastable only if ω2n is positive for
all n. It is easy to see then that this occurs if the condi-
tion of Eq. (27) is satisfied. While the metastability con-
dition has changed going to the finite isospin case, note
that the energy per unit area of the pi0 domain wall phase
remains unchanged since the isospin chemical potential
enters the Lagrangian through a term proportional to
pi+pi−, which does not contribute to the energy. Further-
more, these equations of motion remain valid even with
the inclusion of the Wess-Zumino-Witten term in chiral
perturbation theory since the contribution to the action
of this term arises from a full derivative term, which does
not affect the equations of motion.
IV. PHASE DIAGRAM AT FINITE ISOSPIN
DENSITY AND FINITE BARYON DENSITY
A. Schwinger Limit: No Photon Back-reaction
Now we can consider the phase diagram of finite isospin
chiral perturbation theory in the Schwinger limit but in
Domain Wall Phase
Normal Phase
Hc3
μI
H
ex
t
FIG. 1: A schematic plot showing the two phases that can
exist above the critical baryon chemical potential in the
Schwinger limit. The isospin chemical potential is plotted
on the x-axis while the external magnetic field H is plotted
on the y-axis. Hc3 is the phase transition line from the nor-
mal phase to the domain wall phase and it depends on the
isospin chemical potential through Eq. (28).
the presence of a baryon chemical potential, which we will
assume is smaller than the mass of the lightest nucleon
such that nuclear matter does not condense. Note that if
there is no baryon chemical potential the normal phase
is energetically favored and there are no phase transi-
tions. The only other phase we know of that can occur
in the Schwinger limit is the pi0 domain wall state, which
only becomes stable above the critical baryon chemical
potential of Eq. (26).
B. Case with photon back-reaction
The pi0 domain wall state remains stable away from the
Schwinger limit but is energetically disfavored compared
to the normal vacuum, the vortex state and the uniform
superconducting state of finite isospin chiral perturba-
tion theory when µB = 0. However, with the inclusion
of anomaly effects through the WZW term, pi0 domain
walls do become stable above the critical baryon chemical
potential defined in Eq. (26).
In Fig 2, we show the phase diagram of finite isospin
chiral perturbation theory in the absence of a baryon
chemical potential. This phase diagram was considered
in Ref. [12], where we assumed that while the external
magnetic field couples to the charged pions, the pions
6mπ
Vortex Phase
Superconducting Phase
Normal Phase
Hc2
Hc1
μI
H
ex
t
FIG. 2: A schematic plot showing the different phases that
exist below the critical baryon chemical potential. Note that
for isospin chemical potentials, µI below mpi, the normal vac-
uum state persists. Above mpi and below Hc1, a uniform su-
perconducting state exists; between Hc1 and Hc2, there is an
inhomogeneous phase of superconducting vortices and above
Hc1 the normal state is energetically favored. (color online)
themselves only interact with each other through strong
interactions at leading order in chiral perturbation the-
ory. This is analogous to the nuclear matter problem,
where electromagnetic effects are ignored, and the phys-
ical picture is valid as long µI  µes, where µI is the
finite isospin chemical potential, the amount of energy
for an additional charged pion to condense and µes is the
electromagnetic energy associated with adding the addi-
tional charged pion.
Above the critical baryon chemical potential of
Eq. (26) and below nuclear saturation densities, i.e. the
silver blaze region for the baryon chemical potential, the
pi0 domain wall state becomes energetically more stable
compared to the normal phase. In order to character-
ize the phase diagram of finite isospin chiral perturba-
tion theory in a magnetic field (Hext) above the critical
baryon chemical potential, it is important to determine
exactly the critical magnetic field, Hc2, which is the ex-
ternal magnetic field where the transition from the vor-
tex state to the normal state occurs. Close to this critical
point, the magnitude of the charged pion condensates are
small compared to the pion decay constant, i.e. θ ≈ 0.
Domain Wall Phase
Normal Phase
Vortex Phase
Superconducting Phase
Hc3
Hc2
Hc1
mπ μI
H
ex
t
FIG. 3: A schematic plot showing the different phases that
exist above the critical baryon chemical potential. Note that
for isospin chemical potentials, µI above mpi and below Hc1,
a uniform superconducting state exists; between Hc1 and
Hc2, there is an inhomogeneous phase of superconducting vor-
tices and above Hc1 the normal state is energetically favored.
Above Hc3, even if µI < mpi, the domain wall phase is more
stable than the normal state. (color online)
As such the Lagrangian is equal to
Leff =1
2
H2ext −
1
2
(
∂i + ieA
ext
i
)
pi+
(
∂i − ieAexti
)
pi−
− 1
2
(
µ2I −m2pi
)
pi+pi− +O
(
(pi+pi−)2
)
,
(34)
and has corrections that are quartic in the charged pion
fields. Note that Aext is the vector potential associated
with an approximately uniform magnetic field of strength
Hc2, i.e. the second critical point, pointing in the z-
direction. In writing the Lagrangian down, we assumed
that the neutral pion field remains uncondensed. It was
shown numerically in the low density regime of Abrikosov
vortices that the neutral pion does not condense. We as-
sume that this remains the case near the second critical
field, where the vortices are densely packed. The equa-
tion of motion for the charged pions is then
− (∂i − ieAexti )2pi+ +m2pipi+ = µ2Ipi+ , (35)
and the dispersion relation of this gives the standard Lan-
dau levels
µ2I = (2n+ 1)eHext + k
2
z +m
2
pi . (36)
7Given this dispersion relation, the largest magnetic field
that can be sustained in an Abrikosov vortex lattice oc-
curs when n = 0 and kz = 0. Therefore, the largest value
that can be assumed by Hext is the critical field Hc2,
which is as follows:
eHc2 = µ
2
I −m2pi . (37)
Now we know the two critical fields, Hc2 and Hc3,
where the transition from the vortex state to the normal
state and the transition from the normal state to the pi0
domain wall state occurs respectively, we can proceed to
construct the phase diagram of finite isospin chiral per-
turbation theory in a uniform magnetic above the critical
magnetic field and the critical baryon density. The phase
diagram is present in Fig 3. Note that the difference be-
tween Hc3 and Hc2 is
Hc3 −Hc2 = 4m
2
pi
e
. (38)
However, in the chiral limit, the phase transition to the
pi0 domain wall state occurs directly from the vortex state
without first a phase transition to the normal state that
occurs for finite pion masses. Note that in the chiral
limit, Hc3 = Hc2, suggesting that the normal phase is
absent in the phase diagram.
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