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BV -PACKING INTEGRAL IN Rn
KRISTY´NA KUNCOVA´
Abstract. We introduce new integrals (called packing R and R∗ integrals)
which combine advantages of integrals developed by Pfeffer [17], Maly´ [12],
Kuncova´ and Maly´ [10] and Maly´ and Pfeffer [13]. We prove Gauss-Green
theorem in generality of the new integrals and provide comparison with the
integrals mentioned above and some others (like MCα by Ball and Preiss [2]).
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1. Introduction
The Gauss-Green divergence theorem
(1.1)
∫
A
divu(x) dx =
∫
∂∗A
u · νA dH n−1
holds whenever A ⊂ Rn is a bounded BV set (or, in another terminology, a bounded
set of finite perimeter) and u ∈ C1(Rn,Rn). Here, ∂∗A is the essential boundary
and νA is the measure-theoretic unit exterior normal. This setting and its history
can be found e.g. in [1]. If we want to allow discontinuous derivatives, routine ap-
proximation arguments give (1.1) if u ∈ C(Rn,Rn) and divu(x) ∈ L1(Rn). Beyond
Lebesgue integrability of divu(x), a natural idea is to consider the divergence in the
sense of distributions. Particularly deep results have been obtained for divergence
measure vector fields, see e.g. Chen, Torres and Ziemer [5], Ziemer [22] or Sˇilhavy´
[19, 20, 21].
We pursue another direction. If u is differentiable, the divergence formula still
holds even if the divergence is not Lebesgue integrable. This phenomenon indicates
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that the L1 setting is not the ultimate generality if we want to consider the diver-
gence as a pointwise function. Such a divergence still plays the role of divergence
in the sense of distributions, but the task is to what extent non-absolutely inte-
grable pointwise functions can be represented as distributions. The problem exists
already in the one-dimensional case where it has been solved by the Denjoy-Perron
integral. The multidimensional case has been treated by many authors, among the
most important contribution we mention [9, 14, 7]. The most important progress
in this direction has been done by Pfeffer [17], who developed a theory which can
be used for the divergence theorem on BV sets. In his setting, indefinite integral
is a function on BV sets, so that the definite integral on the left of (1.1) is the
evaluation of the indefinite integral at A. An interesting extension has been intro-
duced by Pfeffer and Maly´ in [13]. Their effort leads to the R∗ integral, which is
stable under reasonable operations and has a rich family of integrable functions. In
particular, the R∗ integral includes Pfeffer’s R integral [17] and the 1-dimensional
Henstock-Kurzweil integral.
In a series of papers [10, 12, 8], a new non-absolutely convergent integral with
respect to distributions, called packing integral, has been introduced. Since main
motivation comes from the divergence theorem and related results again, it is nat-
ural to ask on comparison of this integral with Pfeffer’s approach. In its original
setting, the indefinite packing integral is a functional on smooth (or Lipschitz) test
functions and its evaluation at BV sets does not make sense. Therefore, the definite
integral on the left of (1.1) is the evaluation of the indefinite integral of χA divu at
a test function which is 1 on a neighborhood of ∂A.
The Pfeffer integral (one of the equivalent versions) is based on Riemann-type
sums
m∑
i=1
∣∣F(Ei)− f(xi)L(Ei)∣∣
where Ei ⊂ Rn are disjointed BV sets, xi ∈ Rn are tags, L is Lebesgue measure
and F is the candidate for the indefinite integral. In our setting, we also use sums
(1.2)
m∑
i=1
qxi,ri(F − f(xi)L)
where (qx,r)x,r is a system of suitable seminorms.
Let A ⊂ Rn be a bounded BV set. Suppose that u ∈ C(Rn,Rn) and the
indefinite packing integral of a function f is the flux of u, so that f = Div u in a
general sense. We would be happy to see that∫
A
Divu(x) dx =
∫
∂∗A
u · ν dH n−1,
where the integral on the left means the integration of fχA. (In other words, the
characteristic function of A acts as a multiplier for the integration of f .) However,
in the setting of [10] it is not clear how to estimate the sums (1.2) (and it is probably
impossible without additional hypotheses). It helps if we can omit xi belonging to a
small set, say of σ-finite H n−1 Hausdorff measure, namely, just ∂∗A. This change
of definition requires the indefinite integral to be a charge, a functional on BV ∩L∞
functions continuous with respect to a convergence specified below. Charges can
be represented as functions on BV sets, and by this series of thoughts we recover
most ingredients of Pfeffer’s setting.
BV -PACKING INTEGRAL IN Rn 3
In this paper we present modifications of the packing integral which contains
Pfeffer’sR integral and Pfeffer’s and Maly´’sR∗ integral. We apply the new integrals
to obtain more general versions of the divergence theorem. In the end we discuss the
relationships between particular integrals including the one-dimensional Henstock-
Kurzweil-Stieltjes integral and MCα integral.
2. Notation and Preliminaries
Notation 2.1. Let E be a subset of Rn. Then d(E) denotes the diameter of E,
i.e.
d(E) = sup{|y − x|;x, y ∈ E}.
Let x ∈ Rn and r > 0. Then B(x, r) denotes the open ball
B(x, r) = {y ∈ Rn; |y − x| < r}
and B¯(x, r) denotes the closed ball
B¯(x, r) = {y ∈ Rn; |y − x| ≤ r}.
The Lebesgue measure of E is denoted by |E| or L(E).
Definition 2.2. We say, that measurable sets A and B are equivalent (or A and
B belong to the same equivalence class) if |A△B| = 0, where A△B denotes the
symmetric difference of the sets A and B.
Definition 2.3. Let s ≥ 0. The s-dimensional outer Hausdorff measure of a set
E ⊂ Rn is defined as H s(E) = limδ→0+ H sδ (E), where
H
s
δ (E) = inf
{ ∞∑
i=1
αs
(
diam(Ci)
2
)s
;Ci ⊂ Rn, E ⊂
∞⋃
i=1
Ci, diam(Ci) < δ
}
and αs =
pi
s
2
Γ( s2+1)
.
Proposition 2.4. Let A ⊂ Rn be a set and let ϕ : A→ Rn be a Lipschitz mapping.
Then H n−1(ϕ(A)) ≤ (Lipϕ)n−1H n−1(A).
Proof. For the proof and further details see [6, Section 2.4.1]. 
Definition 2.5. Let A ⊂ Rn be a measurable set and let x ∈ Rn. Then we define
the lower density of A at x as
Θ(A, x) := lim inf
r→0+
|A ∩B(x, r)|
|B(x, r)|
and the upper density of A at x as
Θ(A, x) := lim sup
r→0+
|A ∩B(x, r)|
|B(x, r)| .
The essential closure cl∗A, essential interior int∗A and essential boundary ∂∗A are
then defined as
cl∗A = {x ∈ Rn; Θ(A, x) > 0},
int∗A = {x ∈ Rn; Θ(A, x) = 1}
and
∂∗A = cl∗A \ int∗A.
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Definition 2.6. We say that a measurable set A ⊂ Rn is admissible if int∗A ⊂
A ⊂ cl∗A.
Remark 2.7. Our definition of admissible set differs from that used by Maly´ and
Pfeffer in [13], according to which ∂A is required to be compact.
Remark 2.8. Let A, A′ be measurable sets such that |A△A′| = 0. Then cl∗A =
cl∗A′, int∗A = int∗A′ and ∂∗A = ∂∗A′.
Hence, for every bounded measurable set A we can find an admissible set A′
such that |A△A′| = 0.
3. BV sets and charges
In this section we will present some basic facts about spaces of sets of bounded
variation (BV sets) and about charges which will be essential in further definitions.
For details see [17], [16] and [4].
Definition 3.1. Let U ⊂ Rn be an open set. For a measurable set E ⊂ Rn we
define the perimeter of E in U as
P (E,U) = sup
{∫
U∩E
divϕ : ϕ ∈ C1c (U), ‖ϕ‖∞ ≤ 1
}
.
If P (E,U) <∞, then the distributional gradient DχE of χE in U is a vector-valued
Radon measure and P (E,U) is exactly its total variation. By the De Giorgi–Federer
theorem, we can compute P (E,U) as
P (E,U) = H n−1(∂∗E ∩ U).
The particular choice U = Rn gives the perimeter of E
P (E) = ‖E‖ = H n−1(∂∗E).
If A ⊂ Rn is just measurable, we define also the relative perimeter of E in A as
P (E, inA) = H n−1(∂∗E ∩ int∗A).
There is a distinction between P (E, inU) and P (E,U) if U is open, see Example
3.2 below.
We say that a measurable set E is a locally BV set, if P (E,A) < ∞ for each
bounded open set A. A measurable set E is called a BV set, if |E|+ ‖E‖ <∞.
The family of all BV sets and all locally BV sets is denoted by BV and BV loc,
respectively. The family of all bounded BV sets is denoted by BV.
Example 3.2. Let E = B(0, 1) and A = B(0, 2) \ {x ∈ R2 : |x| = 1} be subsets of
R2. Then P (E,A) = H n−1(∅) = 0, whereas P (E, inA) = H n−1(∂ (B (0, 1)) ) =
2pi.
Remark 3.3. If n = 1, each BV set E is equivalent to a set
⋃k
i=1(ai, bi), where
a1 < b1 < · · · < ak < bk are real numbers. In this case, ‖E‖ = 2k.
Definition 3.4. Let A be a locally BV set. Then we define the critical boundary
of A as
∂cA =
{
x ∈ Rn; lim sup
r→0+
P (A,B(x, r))
rn−1
> 0
}
.
The critical interior intcA and critical exterior extcA are then defined as
intcA = int∗A \ ∂cA, extcA = ext∗A \ ∂cA.
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In the following, we will define the regularity of a BV set. This concept has been
first introduced by Kurzweil, Mawhin and Pfeffer in [11]. In this article, we use the
modification established by Pfeffer in [16].
Definition 3.5. Let E ⊂ Rn be a bounded BV set and let x ∈ Rn. The regularity
of the set E is the number
r(E) =
{ |E|
d(E)‖E‖ if |E| > 0,
0 if |E| = 0.
The regularity of the pair (E, x) is the number
r(E, x) = r(E ∪ {x}) =
{ |E|
d(E∪{x})‖E‖ if |E| > 0,
0 if |E| = 0.
Let ε > 0. We say that the set E and the pair (E, x) are ε-regular if r(E) > ε
and r(E, x) > ε, respectively. A system P = {(A1, x1), . . . , (Am, xm)}, Ai ⊂ Rn
and xi ∈ Rn, is called ε-regular if r(Ai, xi) > ε for i = 1, . . . ,m.
Let us note that every ε-regular BV set is bounded.
Remark 3.6. For every bounded BV set E we have the estimate r(E) ≤ 1/(2n).
Especially, the regularity of a ball is equal to 1/(2n) (see [17, Chapter 2.3]).
Definition 3.7. A dyadic cube is an interval
n∏
i=1
[
ki
2m
,
ki + 1
2m
]
,
where m, k1, . . . , kn are integers. A dyadic cube C
′ is called the mother of a dyadic
cube C if C′ is the smallest (with respect to inclusion) dyadic cube properly con-
taining C.
A finite (possibly empty) union of nondegenerate compact intervals in Rn is
called a figure. A dyadic figure is a figure that is a union of finitely many dyadic
cubes.
Definition 3.8. Let B be a bounded BV set. We say that a sequence {Bi} ⊂ BV
converges to B in BV if
(1)
⋃∞
i=1Bi is a bounded set,
(2) limi→∞ |Bi△B| = 0 and supi ‖Bi‖ <∞.
Lemma 3.9. Let A be a bounded BV set. Then there exists a sequence {Ai} of
dyadic figures which converges to A in BV.
Proof. See [17, Proposition 1.10.3]. 
Definition 3.10. We say that a function F : BV → R is a charge if F satisfies
the following conditions:
(1) F(A ∪B) = F(A) + F(B) for each disjoint bounded BV sets A and B.
(2) Given ε > 0 there exists an η > 0 such that |F(C)| < ε for each BV set
C ⊂ B(0, 1/ε) with ‖C‖ < 1/ε and |C| < η.
Remark 3.11. Let E be a bounded BV set and F be a charge. Since F is additive
and vanishes on bounded negligible sets, F(E) depends only on the equivalence class
of the set E.
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Notation 3.12. Let E be a locally BV set and F be a charge. Then F⌊E denotes
the charge F⌊E(A) := F(A ∩ E), A ∈ BV .
Definition 3.13. Let E be a locally BV set and let F be a charge. We say that
F is a charge in E if F = F⌊E .
Proposition 3.14. An additive function F on BV is a charge if and only if either
of the following conditions is satisfied.
(1) For given ε there is a θ > 0 such that for every BV set B ⊂ B(1/ε) we
have
|F(B)| < θ|B|+ ε(‖B‖+ 1).
(2) limF(Ai) = 0 for each sequence {Ai} with Ai → ∅ in BV .
Proof. See [17, Proposition 2.2.6, Proposition 2.1.2]. 
Definition 3.15. Let A be a locally BV set. We say that an additive function
F : BV → R is a flux in A of a vector field u ∈ C(A¯,Rn), if for each E ∈ BV we
have
F(E) =
∫
∂∗(E∩A)
u · νE∩A dH n−1,
where νE∩A denotes the unit exterior normal of E ∩ A.
In the case A = Rn we say that F is just a flux of u.
Examples 3.16. (1) Let n = 1. Since every bounded set E ⊂ R is equivalent
to a finite disjoint union of compact intervals
⋃k
i=1[ai, bi], each additive
function F on BV can be written as
F(E) =
k∑
i=1
(u(bi)− u(ai)) ,
where u : R → R. The additive function F is a charge if and only if u is
continuous (see [17, Remark 2.1.5]). In other words, F can be represented
as the distributional derivative of a continuous function u.
(2) Let F be a flux in A of a continuous vector field u ∈ C(A¯,Rn), where A
is a locally BV set. Then F is a charge (see [17, Example 2.1.4]). On the
other hand, a charge needs not to be of this form. For an example see [17,
Example 2.1.10].
(3) Let f ∈ L1loc(Rn) be a function. Then the function F : BV → R defined as
F(A) =
∫
A
f dL
is a charge. (See [17, Example 2.1.3].)
(4) Let A be a measurable set with H n−1(A) > 0. Then the function F :
BV → R defined as F(E) = H n−1(E ∩A) is not a charge.
Without loss of generality we may assume A to be bounded. At first
let us suppose that H n−1(A) < ∞. Then there is a constant c such that
for every k ∈ N we can find a sequence of balls {Bi} with A ⊂
⋃∞
i=1 Bi,
diamBi < 1/k and
∑∞
i=1 ‖Bi‖ < c. Then for Ek :=
⋃
iBi we have Ek ⊂⋃
x∈AB(x, 1), ‖Ek‖ < c and |Ek| < ck .
It follows that Ek → ∅ in BV , whereas F(Ek) = H n−1(Ek ∩ A) =
H n−1(A) > 0. By Proposition 3.14 F cannot be a charge.
It is easy to check that F is not a charge if H n−1(A) =∞.
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4. Packing R integral
In this section we set up concept of the packing R integral, which will be further
developed in the next section.
Definition 4.1. A pairwise disjoint finite system of balls (B(xi, ri))
k
i=1 in R
n is
called a packing.
A function δ : E → [0,∞), where E ⊂ Rn, is called a gage if the set N =
{x; δ(x) = 0} is of σ-finite H n−1 Hausdorff measure.
We say that a system P = {(A1, x1), . . . , (Ak, xk)}, Ai ⊂ Rn and xi ∈ Rn, is
δ-fine if d(Ai ∪ xi) < δ(xi). Let us remark that we do not require xi ∈ Ai.
Especially, a packing (B(xi, ri))
k
i=1 is δ-fine if and only if 2ri < δ(xi) for i =
1, . . . , k.
Notation 4.2. Let x ∈ Rn, r, ε > 0 and F be a charge. Then we will use the
seminorms
p¯εx,r(F) = sup {|F(E)|;E ⊂⊂ B(x, r), E ∈ BV, (E, x) is ε-regular} .
Definition 4.3. Let A ⊂ Rn be a locally BV set. We say that a charge F in A is
an indefinite packing R integral of a function f : cl∗A → R in A with respect to
a charge G if there exists τ ∈ (0, 1] such that for every ε > 0 there exists a gage
δ : cl∗A → [0,∞) such that for every δ-fine packing (B(xi, ri))ki=1, xi ∈ cl∗A, we
have
k∑
i=1
p¯εxi,τri(F − f(xi)G ) < ε.
Remark 4.4. In the previous definition, as well as in forthcoming Definitions 5.3,
5.21, 5.27, 6.2, 6.4 and 8.2 it is possible to consider a function f defined only on
cl∗A \ T , where T is of σ-finite H n−1 Hausdorff measure. The integral is well
defined since we can consider gages δ with δ = 0 on T . For the same reason, the
indefinite packing R integral with respect to any charge G does not depend on
values of f on a set of σ-finite H n−1 Hausdorff measure.
Remark 4.5. The uniqueness of the indefinite packing integral of f in A will be
discussed later.
Remark 4.6. The indefinite packing R integral is linear with respect to a function
f .
5. Packing R∗ integral
Let us continue with so called packing R∗ integral. We will prove its uniqueness,
basic properties and finally we will formulate and prove the Gauss-Green theorem.
Its definition relies on the concept of an ε-isoperimetric set, which was introduced
by Maly´ and Pfeffer in [13]. We will be inspired by their work also further in this
section.
Definition 5.1. Let ε > 0 and E ⊂ Rn be a bounded BV set. We say that E is
ε-isoperimetric if for each T ∈ BV
min{P (E ∩ T ), P (E \ T )} ≤ 1
ε
P (T, inE).
Since P (T, inE) = P (E ∩ T, inE), it is enough to consider only T ⊂ E. (See
[13, Lemma 2.1].)
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Notation 5.2. Let x ∈ Rn, r, ε > 0 and F be a charge. Then we will use the
seminorms
q¯εx,r(F) = sup{|F(E)|;E ⊂⊂ B(x, r), E ∈ BV , x ∈ cl∗E,
(E, x) is ε-regular and E is ε-isoperimetric}.
Definition 5.3. Let A ⊂ Rn be a locally BV set. We say that a charge F in A
is an indefinite packing R∗ integral of a function f : cl∗A → R in A with respect
to a charge G if there exists τ ∈ (0, 1] such that for every ε > 0 there exists a gage
δ : cl∗A → [0,∞) such that for every δ-fine packing (B(xi, ri))ki=1, xi ∈ cl∗A, we
have
k∑
i=1
q¯εxi,τri(F − f(xi)G ) < ε.
In the case A = Rn we say that F is just an indefinite packing R∗ integral of f
with respect to G .
The family of all functions packing R∗ integrable with respect to a charge G is
denoted by PR∗(G ).
Lemma 5.4. Let τ ∈ (0, 1] and ε > 0. Then there exists a constant cT (depending
only on τ and n) with the following property: for each function Φ : R → (0,∞),
x ∈ Rn and R > 0 there exists 0 < r < R such that
Φ(10r) + ε|B(x, 10r)| ≤ cT
(
Φ(τr) + ε|B(x, τr)|).
Proof. See [10, Lemma 3.7]. 
Lemma 5.5. Let 0 < ε ≤ 1/(2n) and Q = [0, a1] × [0, a2] × · · · × [0, an] be an
ε-regular interval. Then
max{a1, . . . , an} ≤ 1
ε
min{a1, . . . , an}.
Proof. For simplicity, let us suppose that a1 ≤ a2 ≤ · · · ≤ an. Since Q is ε-regular,
we can estimate
an(a2 · · · an) ≤ d(Q)‖Q‖ < 1
ε
|Q| = 1
ε
a1a2 · · · an.
Dividing by a2 · · ·an we obtain an < 1εa1, which establishes the formula. 
Lemma 5.6. Let ε > 0, Q be an ε-regular interval and T ∈ BV, T ⊂ Q satisfying
|T | ≤ |Q|/2. Then there exists a constant γ = γ(ε, n) such that
(5.1) H n−1(∂Q ∩ ∂∗T ) ≤ γH n−1(intQ ∩ ∂∗T ).
Proof. At first let Q be a cube. By [18, Lemma 6.7.2] there exists a constant
η = η(n) such that
(5.2) H n−1(∂Q ∩ ∂∗T ) ≤ ηH n−1(intQ ∩ ∂∗T ).
Further, let Q be an ε-regular interval. We can suppose Q = [0, a1] × [0, a2] ×
· · · × [0, an], a1 ≤ a2 ≤ · · · ≤ an. Let L : Rn → Rn be a linear mapping represented
by the diagonal matrix 
an/a1 0 · · · 0
0 an/a2 · · · 0
...
...
. . .
...
0 0 · · · 1
 .
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Then L(Q) is a cube and |L(T )| ≤ |L(Q)|/2. Moreover, intL(Q) ∩ ∂∗L(T ) =
L(intQ ∩ ∂∗T ). Further, we can estimate the Lipschitz constant of L as Lip(L) =
maxi{ai/an} ≤ 1ε , which follows from Lemma 5.5. Since L−1 can be represented
by the matrix 
a1/an 0 · · · 0
0 a2/an · · · 0
...
...
. . .
...
0 0 · · · 1
 ,
we have Lip(L−1) = 1.
Applying Lemma 2.4, inequality (5.2) and properties of L we obtain
H
n−1(∂Q ∩ ∂∗T ) = H n−1(L−1(L(∂Q ∩ ∂∗T ))) ≤ H n−1(∂L(Q) ∩ ∂∗L(T ))
≤ ηH n−1(intL(Q) ∩ ∂∗L(T )) = ηH n−1(L(intQ ∩ ∂∗T ))
≤ η
εn−1
H
n−1(intQ ∩ ∂∗T ).
Hence (5.1) holds with γ(ε, n) := ηεn−1 . 
Lemma 5.7. For every n ∈ N there exists an increasing function β : (0,∞) → R
such that every ε-regular interval Q ⊂ Rn is β(ε)-isoperimetric.
Proof. We set β(ε) = 1/(1 + γ(ε, n)), the constant γ(ε, n) being as in Lemma 5.6.
Now let us fix an ε-regular interval Q and a set T ∈ BV, T ⊂ Q. We need to show
that
min{P (Q ∩ T ), P (Q \ T )} ≤ 1
β(ε)
P (T, inQ),
Let us assume |T | ≤ |Q|/2. Since Q is an interval, we have intQ = int∗Q. Then
by Lemma 5.6 there exists a γ = γ(ε, n) such that
P (T ) ≤ H n−1(intQ ∩ ∂∗T ) + H n−1(∂Q ∩ ∂∗T ) ≤ (1 + γ)H n−1(intQ ∩ ∂∗T )
≤ (1 + γ)P (T, inQ) = 1
β(ε)
P (T, inQ).
In the case |T | > |Q|/2 we have |Q \ T | < |Q|/2 and then we obtain
P (Q \ T ) = P (Q ∩ (Q \ T )) ≤ (1 + γ)P (Q \ T, inQ) = 1
β(ε)
P (T, inQ).

Lemma 5.8. Let r > 0, x ∈ Rn and Q = [a1, b1] × [a2, b2] × · · · × [an, bn] be an
interval such that Q ⊂ B(x, 2r) and r
2
√
n
≤ minl{|bl−al|}. Then (Q, x) is ρ-regular,
where ρ = ρ(n) = 1
n
n+1
2 23n−2
.
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Proof. Let us denote s := minl{|bl − al|} and w := maxl{|bl − al|}. Since r2√n ≤ s,
w ≤ 4r and diam(Q ∪ {x}) ≤ 4r, we can estimate the regularity of Q as
r(Q, x) =
|Q|
diam(Q ∪ {x}) · ‖Q‖
≥ s
n−1w
4r · 2nwn−1
≥
(
r
2
√
n
)n−1
8rn (4r)
n−2
=
1
n
n+1
2 23n−2
= ρ(n).

Lemma 5.9. Let F be a charge and B(x, r) ⊂ Rn, x = (x1, x2, . . . , xn), be a ball.
Further, let Q = [a1, b1]×[a2, b2]×· · ·×[an, bn] be an interval such that Q ⊂ B(x, 2r)
and r
2
√
n
≤ minl{|bl − al|}. Then
(5.3) |F(Q)| ≤ 2mq¯εx,2r(F),
where m = #{l;xl 6∈ [al, bl]}, ε = min{β(ρ), ρ} and β and ρ are as in Lemma 5.7
and Lemma 5.8.
Proof. The proof proceeds by induction on m. First, for m = 0 we have x ∈ Q.
Since Q ⊂ B(x, 2r) and r
2
√
n
≤ minl{|bl − al|}, Q is ρ(n)-regular. Furthermore, by
Lemma 5.7 we obtain Q is also β(ρ)-isoperimetric. Then we can estimate
|F(Q)| ≤ q¯εx,2r(F).
Now let us fix m ≥ 1 and suppose that (5.3) holds for m − 1. Without loss of
generality we can assume that xl 6∈ [al, bl] for l = 1, . . . ,m.
Our next purpose is to define an auxiliary interval
Q˜ = [a1, b1]× · · · × [am−1, bm−1]× [a˜m, b˜m]× [am+1, bm+1]× · · · × [an, bn],
where [a˜m, b˜m] is defined as follows:
In the case xm < am let us set a˜m = xm− (bm− xm) and b˜m = bm. If xm > bm,
let us set a˜m = am, b˜m = xm + (xm − am).
We see that Q ⊂ Q˜ ⊂ B(x, 2r) and x ∈ Q˜. For simplicity, let us assume
xm < am. Then
Q = Q˜ \ Q˜′,
where
Q˜′ = [a1, b1]× · · · × [am−1, bm−1]× [a˜m, am]× [am+1, bm+1]× · · · × [an, bn].
In the following, we need to estimate the regularity of subintervals Q˜ and Q˜′.
Since minl{|bl − al|} ≥ r2√n and Q˜ ⊂ B(x, 2r), by Lemma 5.8 we obtain Q˜ is
ρ(n)-regular. Analogously we obtain the regularity of Q˜′.
By Lemma 5.7 we have Q˜ and Q˜′ are β(ρ)-isoperimetric. Using the additivity of
F and the inductive assumption we obtain
|F(Q)| ≤ |F(Q˜)|+ |F(Q˜′)| ≤ 2 · 2m−1q¯εx,2r(F) = 2mq¯εx,2r(F),
which completes the proof.
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
Theorem 5.10 (Uniqueness of the integral). Let f be a function and G be
a charge. Then there exists at most one indefinite packing R∗ integral of f with
respect to G .
Proof. Let F1, F2 be indefinite packing R∗ integrals of f with respect to G . Then
F1 − F2 is the integral of 0 with respect to G . So it is sufficient to show that if F
is an indefinite packing R∗ integral of f ≡ 0, then F ≡ 0.
By Lemma 3.9 it is enough to prove that F(K) = 0 for each dyadic cube K. Let
τ be as in Definition 5.3. Now, let us fix a dyadic cube K of side a0 and choose
ε > 0 such that ε < min{β(ρ), ρ}, where β and ρ are as in Lemma 5.7 and Lemma
5.8. Finally, denote K0 :=
⋃
x∈K B(x, 1).
STEP 1.
Since F is an indefinite packing R∗ integral of f ≡ 0, there exists a gage δ :
Rn → [0,∞) such that for every δ-fine packing (B(xi, ri))hi=1we have
(5.4)
h∑
i=1
q¯εxi,τri(F) < ε.
STEP 2.
In this step we construct the covering of the set K \N , where N = {x; δ(x) = 0}.
By Lemma 5.4, applied to Φ(r) := q¯εx,r(F), we can find a constant cT such that
for every x there exists r(x) < δ(x), 10r(x) < 1, with the following properties:
(5.5) 20r(x) < a0
and
(5.6) q¯εx,10r(x)(F) + ε|B(x, 10r(x))| ≤ cT (q¯εx,τr(x)(F) + ε|B(x, τr(x))|).
Now, let us consider the covering C = {B¯(x, r(x));x ∈ K \ N}. By the Vi-
tali theorem we can construct a pairwise disjoint subsystem C′ ⊂ C, such that⋃
B(x,R)∈C′′ B(x,R) ⊃ K \N , where C′′ = {B(x, 5r); B¯(x, r) ∈ C′}.
STEP 3.
Now we will cover the set N .
Since N is of σ-finite H n−1 measure, we can write out N =
⋃∞
s=1N
s, where
H n−1(Ns) = cs < ∞ for every s = 1, 2, . . . Let us fix s ∈ N and εs ∈ (0, ε) such
that
(5.7) εs(c1cc2
n−1(cs + ε) + 1) < 2−sε,
where c1 = 2
nn(3−n)/2 and cc = αn22nnn/2. By Lemma 3.14, with εs we can
associate θs such that for every BV set E ⊂ B(1/ε) we have
(5.8) |F(E)| < θs|E|+ εs(‖E‖+ 1).
Furthermore, there exist ζs < 1/2 and a system of balls N s = {B(xsi , Rsi )}
covering Ns such that Rsi ≤ ζs,
(5.9) 4Rsi < a0,
c2ζsθs(cs + ε) < 2
−sεαn−1
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and
(5.10)∑
B(xs
i
,Rs
i
)∈N s
αn−1
(
diamB(xsi , R
s
i )
2
)n−1
≤ (αn−1+1)
∑
B(xs
i
,Rs
i
)∈N s
(Rsi )
n−1 < cs+ ε.
Note that
(5.11) c2θs
∑
B(xs
i
,Rs
i
)∈N s
(Rsi )
n ≤ c2ζsθs
∑
B(xs
i
,Rs
i
)∈N s
(Rsi )
n−1 < 2−sε,
where c2 = αncc2
n.
Let us denote N := ⋃sN s.
Now, let us consider the covering V := C′′ ∪ N . Since V covers the compact set
K, we can choose a finite system of balls B(xi, Ri) ∈ V , i = 1, . . . , k, covering K.
Without loss of generality we can assume that B(x1, R1), . . . , B(xh, Rh) ∈ C′′ and
B(xh+1, Rh+1), . . . , B(xk, Rk) ∈ N .
STEP 4.
In this step we construct a partition of the cube K in the sense that we look for
a finite system of nonoverlapping cubes whose union is K.
Recall that Q′ denotes the mother cube of a cube Q. Let K denote the family
of all dyadic subcubes of K. For fixed i ∈ {1, . . . , k} set
Q˜i = {Q ∈ K;Q ∩B(xi, Ri) 6= ∅, Q ⊂ B(xi, 2Ri) and Q′ 6⊂ B(xi, 2Ri)}.
We show that the union Q˜ =
⋃k
i=1 Q˜i is all of K. Choose y ∈ K. Consider
a sequence Pl of dyadic cubes such that P0 = K, Pl−1 = P ′l for l = 1, 2, . . .
and {y} = ⋂∞l=0 Pl. There exists i ∈ {1, . . . , k} such that y ∈ B(xi, Ri). Since
diamPl ց 0, there exists l such that Pl ⊂ B(xi, 2Ri). We find the smallest l such
that Pl ⊂ B(xi, 2Ri). By (5.5) and (5.9), l ≥ 1. We easily verify that y ∈ Pl ∈ Q˜.
Next we show that the system Q˜ is finite. Let us fix Q ∈ Q˜i and denote the side
length of Q by a. The length of the diagonal can be expressed as
√
na. Since Q′
intersects both B(xi, Ri) and B(xi, 2Ri)
c, we obtain
(5.12) Ri/2 <
√
na.
Hence the side length of all cubes in Q˜i is bounded from below. Therefore, the
systems Q˜i and hence the system Q˜ are finite.
Now we can define the system of cubes
Q = Q˜ \ {Q ∈ Q˜; ∃P ∈ Q˜ such that P ) Q}.
Since two dyadic cubes are either in inclusion or nonoverlapping, Q is a finite
partition of K; we enumerate it as Q = {Qj , j = 1, . . . ,m}. Finally, let us define
the systems
Qi =
{
Q ∈ Q ∩ Q˜i : Q /∈
⋃
l<i
Q˜l
}
.
Let us fix Qj ∈ Qi and denote it side length by aj . Recall that the length of the
diagonal can be expressed as
√
naj and since Qj is included in B(xi, 2Ri), we have√
naj < 4Ri. Hence we can estimate the perimeter of Qj :
(5.13) ‖Qj‖ = 2nan−1j ≤ 2n
(
4Ri√
n
)n−1
= 2nn(3−n)/22n−1Rn−1i = c12
n−1Rn−1i .
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Let us estimate the number of the cubes Qj ∈ Qi. Applying (5.12), we obtain
αn(2Ri)
n = |B(xi, 2Ri)| ≥
∣∣∣∣∣∣
⋃
Qj∈Qi
Qj
∣∣∣∣∣∣ ≥ #Qi
(
Ri
2
√
n
)n
.
Hence #Qj ≤ cc. (Let us remind that cc = αn22nnn/2.)
STEP 5.
In this step we estimate F(K). By the additivity of F we obtain
F(K) = F
 k⋃
i=1
⋃
Qj∈Qi
Qj
 = F
 h⋃
i=1
⋃
Qj∈Qi
Qj
+ F
 k⋃
i=h+1
⋃
Qj∈Qi
Qj
 .
Firstly let us suppose that i ∈ {1, . . . , h}. Then B(xi, Ri) ∈ C′′. Let us fix a pair
(Qj , B(xi, Ri)). Since qj ≥ Ri2√n , we can apply Lemma 5.9 and obtain
(5.14) |F(Qj)| ≤ 2nq¯εxi,2Ri(F).
Using the fact that #Qj ≤ cc, the system {B(x1, r1), . . . , B(xh, rh)} is a δ-fine
packing and applying (5.14), (5.6) and (5.4) we can estimate∣∣∣∣∣∣F
 h⋃
i=1
⋃
Qj∈Qi
Qj
∣∣∣∣∣∣ =
h∑
i=1
∑
Qj∈Qi
|F(Qj)|
≤
h∑
i=1
cc2
nq¯εxi,2Ri(F)
≤ 2ncc
h∑
i=1
cT (q¯
ε
xi,τri(F) + ε|B(xi, τri)|)
< cc2
n(cT ε+ cT ε|K0|) = cc2ncT ε(1 + |K0|).
Secondly, let us fix s ∈ N and set As := {i ∈ {h + 1, . . . , k};B(xi, Ri) ∈ N s}.
Then, applying the fact that #Qj ≤ cc and inequalities (5.8), (5.10), (5.7), (5.13)
and (5.11) we obtain∣∣∣∣∣∣F
 ⋃
i∈As
⋃
Qj∈Qi
Qj
∣∣∣∣∣∣ ≤ θs
∣∣∣∣∣∣
⋃
i∈As
⋃
Qj∈Qi
Qj
∣∣∣∣∣∣+ εs
∥∥∥∥∥∥
⋃
i∈As
⋃
Qj∈Qi
Qj
∥∥∥∥∥∥+ 1

< εs + θsαncc2
n
∑
i∈As
Rni + εs
∑
i∈As
∑
Qj∈Qi
‖Qj‖
< εs + θsc2
∑
i∈As
Rni + εsccc12
n−1 ∑
i∈As
Rn−1i
≤ εs + ε2−s + εsccc12n−1(cs + ε) < 2 · 2−sε.
Since the union
⋃∞
s=1
⋃
i∈As
⋃
Qj∈Qi Qj has only finite number of nonempty el-
ements, we can use the additivity of F and we obtain
|F(K)| < cc2ncT ε(1 + |K0|) + ε
∞∑
s=1
2−s+1 = ε(cT cc2n(1 + |K0|) + 2),
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which completes the proof.

Remark 5.11. The indefinite packing R∗ integral of a function f with respect to
a charge G depends linearly on f .
In the preceding, we were concerned with an indefinite packing R∗ integral of
a function f : Rn → R. Now we will concentrate on a packing R∗ integral in A,
where A is a locally BV set.
Theorem 5.12. Let A ⊂ Rn be a locally BV set and let a charge F be an indefinite
packing R integral of a function f : cl∗A → R in A with respect to a charge G .
Then F is also an indefinite packing R∗ integral of f in A with respect to G .
Proof. The proof follows from the fact that q¯εx,r ≤ p¯εx,r. 
Notation 5.13. Let A ⊂ Rn and f : A → R be a function. Then f¯A denotes the
zero extension of f :
f¯A =
{
f(x) if x ∈ A,
0 if x 6∈ A.
The two following lemmas with proofs can be found in [13, Lemma 2.5 and 3.7].
Lemma 5.14. Let F be a charge. Then for ε > 0 there is an absolutely continuous
Radon measure µ in Rn such that for each BV set E ⊂ B(0, 1/ε),
|F(E)| ≤ µ(E) + εP (E).
Lemma 5.15. Let A ∈ BVloc and ε > 0. For each x ∈ extcA, there is δ > 0 such
that every strongly ε-regular set E with x ∈ cl∗E and d(E) < δ satisfies
P (E ∩A) ≤ P (E \A).
The proof of the next theorem follows the lines of the proof in [13, Lemma 3.8].
Theorem 5.16. Let F be a charge and A be an admissible locally BV set. For
given τ ∈ (0, 1] and ε > 0 there is a gage δ : Rn → [0,∞) such that∑
xi∈A
q¯εxi,τri(F⌊Ac) < ε and
∑
xi 6∈A
q¯εxi,τri(F⌊A) < ε
for each δ-fine packing (B(xi, ri))
k
i=1.
Proof. At first let us suppose that A is bounded. Let us fix ε > 0 such that
A¯ ⊂ B := B(0, 1/ε′), where
(5.15) ε′ =
ε2
P (A)
.
By Lemma 5.14, there is an absolutely continuous Radon measure µ in Rn such
that
|F (E)| ≤ µ(E) + ε′ P (E)
for each E ∈ BV , E ⊂ B. Then there exists a compact K such that K ⊂ B \ A
and
(5.16) µ((B \A) \K) < 1
2
ε.
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Applying Lemma 5.15 to Ac, for each x ∈ B ∩ extcAc = B ∩ intcA we can find
δx > 0 such that B(x, δx) ⊂ B, and
(5.17) P (E \A) ≤ P (E ∩ A)
for each strongly ε-regular set E with x ∈ cl∗E and d(E) < δx.
Making δx smaller, we may assume that K∩B(x, δx) = ∅ for x ∈ intcA. Since A
and is an admissible set, it follows that also Ac is admissible and hence intcA
c ⊂ Ac
and Ac∩extcAc = ∅. Let us set N := ∂cAc = ∂cA. Then N is of σ-finite Hausdorff
measure H n−1, which follows from the criterion for finite perimeter [6, p. 222].
Now we can define a gage δ˜ on Rn in the following way:
δ˜(x) =

0 if x ∈ N,
1 if x ∈ extcA,
δx if x ∈ intcA.
Let us fix a δ˜-fine packing (B(xi, ri))
k
i=1 and sets Ei, where Ei ⊂⊂ B(xi, τri),
Ei ∈ BV , (Ei, xi) is ε-regular and Ei is ε-isoperimetric for each i = 1, . . . , k. By
the ε-regularity of Ei, inequality (5.17) and definition of δ˜, we obtain
(1) xi 6∈ N for i = 1, . . . , k;
(2) Ei \A ⊂ (B ∩Ac) \K when xi ∈ intcA;
(3) P (Ei \A) ≤ (1/ε)P (Ac, inEi) when xi ∈ intcA.
Hence, using the inequality (5.16) and the fact that packing is pairwise disjoint,
we can estimate∑
xi∈A
|F(Ei \A)| =
∑
xi∈intc A
|F(Ei \A)|
≤
∑
xi∈intc A
µ(Ei \A) + ε
2
2P (A)
P (Ei \A)
≤ µ(B ∩ Ac \K) + ε
2P (A)
∑
xi∈intc A
P (Ac, inEi) ≤ ε
2
+
ε
2
.
Passing to the supremum we obtain∑
xi∈A
q¯εxi,τri(F⌊Ac) < ε,
which we needed.
We now turn to the case A is unbounded. Let us consider a sequence of balls
{Bm} which forms a locally finite covering of Rn. Choose ε > 0. Let us fix m ∈ N
and set Am = A ∩ Bm. Then Am is a bounded admissible locally BV set and we
can use the previous step to find εm ≤ 2−mε and a gage δm : Rn → [0,∞) such
that ∑
xi∈Am
q¯εxi,τri(F⌊Acm) < εm
for every δm-fine packing ((B(xi, ri))
k
i=1.
Further, let us set
δ˜(x) := min{δm(x) : x ∈ Bm}.
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It is easily seen that δ˜ is a gage. Let us fix a δ˜-fine packing ((B(xi, ri))
k
i=1. Then∑
xi∈A
q¯εxi,τri(F⌊Ac) ≤
∞∑
m=1
∑
xi∈Am
q¯εxi,τri(F⌊Acm)
<
∞∑
m=1
2−mε = ε,
which establishes the formula.
Finally, we proceed similarly to find δ˜c which yields the second inequality and
set
δ = min{δ˜, δ˜c},
which gives both inequalities at the same time. 
In the proof of the next theorem we are inspired by [13, Proposition 3.9].
Theorem 5.17. Let G , F be charges, f ∈ PR∗(G ) and let F be an indefinite
packing R∗ integral of f with respect to G . If A is an admissible locally BV set,
then χAf ∈ PR∗(G ) and F⌊A is an indefinite packing R∗ integral of χAf with
respect to G .
Proof. Let us fix τ ∈ (0, 1] as in Definition 5.3 and ε > 0. By the definition of
packing R∗ integral and Theorem 5.16 there exists a gage δ : Rn → [0,∞) such
that for every δ-fine packing (B(xi, ri))
k
i=1 we have
k∑
i=1
q¯εxi,τri(F − f(xi)G ) < ε,
∑
xi∈A
q¯εxi,τri(F⌊Ac) < ε and
∑
xi 6∈A
q¯εxi,τri(F⌊A) < ε.
Hence
k∑
i=1
q¯εxi,τri(F⌊A−f(xi)χA(xi)G )
=
∑
xi∈A
q¯εxi,τri(F⌊A−f(xi)G ) +
∑
xi 6∈A
q¯εxi,τri(F⌊A)
<
∑
xi∈A
q¯εxi,τri(F⌊A−F) +
∑
xi∈A
q¯εxi,τri(F − f(xi)G ) +
∑
xi 6∈A
q¯εxi,τri(F⌊A)
=
∑
xi∈A
q¯εxi,τri(F⌊Ac) +
∑
xi∈A
q¯εxi,τri(F − f(xi)G ) +
∑
xi 6∈A
q¯εxi,τri(F⌊A)
< 3ε,
which completes the proof. 
Theorem 5.18. Let A be an admissible locally BV set. Then the charge F in
A is an indefinite packing R∗ integral of a function f : cl∗A → R with respect to
a charge G in A if and only if F is an indefinite packing R∗ integral of f¯A with
respect to G in Rn.
BV -PACKING INTEGRAL IN Rn 17
Proof. Let us suppose that F in A is the indefinite packing R∗ integral of f with
respect to G in A. Let us fix ε > 0. Now let τ ∈ (0, 1] and a gage δ1 on cl∗A be as
in Definition 5.3 and let δ2 on R
n be as in Theorem 5.16. Then let us fix a δ-fine
packing (B(xi, ri))
k
i=1 and set
δ =
{
min{δ1(x), δ2(x)} if x ∈ cl∗A,
δ2(x) if x ∈ Rn \ cl∗A.
At first, let us consider the sum over xi ∈ A. Since F in A is the indefinite
packing R∗ integral of f in A, we have∑
xi∈A
q¯εxi,τri(F − f¯A(xi)G ) =
∑
xi∈A
q¯εxi,τri(F − f(xi)G ) < ε.
Further, for the case xi 6∈ A, we have by Theorem 5.16 the estimate∑
xi 6∈A
q¯εxi,τri(F − f¯A(xi)G ) =
∑
xi 6∈A
q¯εxi,τri(F) < ε.
Therefore we obtain
k∑
i=1
q¯εxi,τri(F − f¯A(xi)G ) =
∑
xi∈A
q¯εxi,τri(F − f¯A(xi)G ) +
∑
xi 6∈A
q¯εxi,τri(F − f¯A(xi)G )
< 2ε.
Hence F is the indefinite packing R∗ integral of f¯A with respect to G .
Conversely, let F be the indefinite packing R∗ integral of f¯A with respect to
G . By Theorem 5.17 it follows that F⌊A is the indefinite packing R∗ integral
of f¯A with respect to G in R
n. In other words, for fixed ε > 0 there exists a
gage δ : Rn → [0,∞) such that δ = 0 on cl∗A \ A and for every δ-fine packing
(B(xi, ri))
k
i=1 we have
k∑
i=1
q¯εxi,τri(F⌊A−f¯A(xi)G ) < ε.
By the uniqueness of packing R∗ integral we have F⌊A= F and hence∑
xi∈cl∗ A
q¯εxi,τri(F − f(xi)G ) =
∑
xi∈A
q¯εxi,τri(F − f¯A(xi)G ) < ε,
which we needed.

Corollary 5.19. Let A be an admissible locally BV set and let a charge F be an
indefinite packing R∗ integral of a function f : cl∗A → R in A with respect to
a charge G . Then, by Theorem 5.18, F is the indefinite packing R∗ integral of
f¯A with respect to G , which is unique by Theorem 5.10. Therefore the indefinite
packing R∗ integral in A is unique as well.
Further, let A be an admissible locally BV set and let a charge F be an indefinite
packing R integral of a function f : cl∗A → R in A with respect to a charge G .
Then F is also the packing R∗ integral of in A with respect to G by Theorem 5.12.
Hence the uniqueness holds also for the indefinite packing R integral in A.
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Remark 5.20. Since the function f is defined on cl∗A, the requirement that A
be admissible might seem to be unnecessary. This is really the case with G = L,
because sets of measure zero (such as A△ cl∗A) does not play a role in integration
with respect to Lebesgue measure. On the other hand, Lebesgue null sets cannot be
neglected in general. For example, the classical Cantor set cannot be neglected for
integration with respect to the Cantor measure in R, which is a charge by Example
3.16(1).
Definition 5.21. Let A ∈ BV be an admissible set, f : cl∗A → R be a function
and F , G be charges. We say that the number F(A) is a definite packing R∗ integral
of f over A with respect to G if F is an indefinite packing R∗ integral of f¯A with
respect to G .
More generally: if A ⊂ Rn is a bounded measurable set and F is the indefinite
packing R∗ integral of f¯A with respect to G , then the definite packing R∗ integral
of f over A with respect to G is the number F(A′), where A′ ∈ BV , A′ ⊃ A is a
bounded admissible set.
The family of all functions packing R∗ integrable with respect to G over A is
denoted by PR∗(A,G ).
Remark 5.22. The integral does not depend on the choice of A′. Indeed, let A′
and A′′ be bounded admissible BV sets. Since f¯A ·χA′ = f¯A ·χA′′ , by Theorem 5.17
and by the uniqueness of the packing R∗ integral we obtain F⌊A′= F⌊A′′ . Then
F(A′) = F⌊A′(A′ ∪ A′′) = F⌊A′′(A′ ∪ A′′) = F(A′′).
Remark 5.23. Let A ∈ BV be an admissible set, G be a charge and f ∈
PR∗(A,G ). Let F be the indefinite packing R∗ integral of f in A with respect
to G . Then the definite PR∗ integral of f over A wich respect to G is just F(A).
This fact follows from Theorem 5.18.
Remark 5.24. If f is a merely an indefinite packing R∗ integrable function, it
does not make sense to define the definite integral over unbounded sets in general.
If we want to set up the definite integral over an unbounded set, we must suppose
some additional limiting behaviour of the indefinite integral at infinity. There are
several nonequivalent ways how to do it and we do not pursue this direction.
Remark 5.25. Let A ⊂ Rn be a bounded measurable set and let f : A→ R be a
Lebesgue integrable function. Then f¯A is also a Lebesgue integrable function.
Then there exists an indefinite packingR∗ integral of f¯A with respect to Lebesgue
measure. Hence the definite packing R∗ integral of f over A is well defined.
In the following theorem, we will focus on the convergence of a sequence of sets.
The importance of this property will be demonstrated in Section 7. The proof uses
ideas from Pfeffer and Maly´ in [13, Theorem 3.20].
Theorem 5.26. Let A be a bounded admissible BV set, G and F be charges and
let f : Rn → R be a function. Let {Aj}∞j=1 be a sequence of bounded admissible
BV sets such that Aj ⊂ A for j = 1, 2, . . . and Aj → A in BV. Further, let
fχAj ∈ PR∗ and F⌊Aj be an indefinite packing R∗ integral of fχAj with respect
to G with constants τj as in Definition 5.3. Let infj τj > 0. Then there exists an
indefinite packing R∗ integral of fχA with respect to G and is equal to F⌊A.
Proof. Let us fix τ = infj τj and let us denote N := A \
⋃∞
j=1 Aj . Then N is of σ-
finite H n−1 measure (see [17, Cor. 6.2.7]). Let us choose ε > 0. Since q¯εx,τr ≤ q¯εx,τ ′r
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for τ ≤ τ ′, we can by the definition of packing R∗ integral and by Theorem 5.16
for j ∈ N find a gage δj such that for each δj-fine packing (B(xi, ri))ki=1 we obtain
(5.18)
∑
xi∈Aj
q¯εxi,τri(F⌊Aj−f(xi)G ) < ε2−j
and
(5.19)
∑
xi∈Aj
q¯εxi,τri(F⌊Acj ) < ε2−j.
Further, for x ∈ ⋃∞j=1 Aj let us set jx := min{j ∈ N;x ∈ Aj}. Now we can define
a gage
δ(x) =
{
δjx(x) if x ∈
⋃∞
j=1 Aj ,
0 if x ∈ N.
By Theorem 5.18 it is enough to show that F⌊A is the indefinite packing R∗
integral of f in A with respect to G . Let us choose δ-fine packing (B(xi, ri))
k
i=1,
xi ∈ A, and denote ji := jxi . Using the additivity of F and estimates (5.18) and
(5.19) we can for fixed p ∈ N estimate∑
xi:ji=p
q¯εxi,τri(F⌊A−f(xi)G ) ≤
∑
xi:ji=p
q¯εxi,τri(F⌊Aj−f(xi)G ) + q¯εxi,τri(F⌊A\Aj )
< ε2−p+1.
Summing over p we obtain
∞∑
p=1
∑
xi:ji=p
q¯εxi,τri(F⌊A−f(xi)G ) <
∞∑
p=1
ε2−p+1 = 2ε,
which completes the proof.

Definition 5.27. Let A ⊂ Rn be a locally BV set and let f : cl∗A → R and
u ∈ C(A¯,Rn) be functions. Further, let a charge F be the flux of u in A. We say
that f is a generalized divergence of u in A if F is an indefinite packing R∗ integral
of f in A. The generalized divergence of u will be denoted by Div u.
The following three definitions was mentioned by Pfeffer in Chapters 2.3 and 2.5
of [17].
Definition 5.28. Let A ⊂ Rm be a measurable set and let x ∈ A ∩ int∗A. A
map u : A → Rn is called differentiable at x relative to A if there is a linear map
L : Rm → Rn such that for given ε > 0 there exists a δ > 0 so that
|u(y)− u(x) − L(y − x)| < ε|y − x|
for each y ∈ A ∩ B(x, δ). The linear map L is called the differential of u at x
relative to A and is denoted by DAu(x).
Let x ∈ int∗A and u : cl∗A → Rm be a vector field. Let u be differentiable
at x relative to cl∗A. The divergence of u at x relative to cl∗A is the number
div∗ u(x) := trDcl∗ Au(x), where trDcl∗ Au(x) denotes the trace of the matrix
representation of the linear transformation Dcl∗ Au(x) : R
m → Rm.
By divu we will denote the pointwise divergence defined on interior points of A
at which u is differentiable. Especially, div∗ u = divu whenever divu is defined.
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Definition 5.29. Let F be a charge and let x ∈ Rn. Then for η ≥ 0 we define
DηF(x) := sup
δ>0
inf
E
F(E)
|E| and DηF(x) := infδ>0 supE
F(E)
|E| ,
where E ∈ BV such that d(E ∪ {x}) < δ and r(E, x) > η.
The lower and upper derivative of F at x are defined as
DF(x) := inf
η>0
DηF(x) and DF(x) := sup
η>0
DηF(x).
We say that F is derivable at x, if
DF(x) = DF(x) 6= ±∞.
The derivative of F at x is then defined as DF(x) := DF(x) = DF(x).
Definition 5.30. Let E be a locally BV set, u : cl∗E → Rn be a bounded Borel
measurable vector field and F be the flux of u. If F is derivable at x ∈ intcE, we
call the number divu(x) := DF(x) the mean divergence of u at x.
Applying the inclusion between R integral and packing R∗ integral we can state
sufficient conditions for existence of generalized divergence. For further details see
[17, Example 2.3.2, Remark 2.5.9, Theorem 5.1.12, Proposition 2.5.7 and Corollary
5.1.13].
Proposition 5.31. Let A be a locally BV set and u ∈ C(A¯,Rn).
(1) If A = Rn and u is differentiable in Rn, then divu is a generalized diver-
gence of u.
(2) If u is differentiable relatively to cl∗A on intcA, then div∗ u is a generalized
divergence of u.
(3) If u is differentiable relatively to cl∗A on intcA, then divu is a generalized
divergence of u.
(4) If u is Lipschitz on cl∗A \ T , where T is of σ-finite Hausdorff measure
H n−1, then div∗ u is a generalized divergence of u.
Theorem 5.32 (Gauss-Green divergence theorem). Let A ⊂ Rn be a bounded BV
set, let u ∈ C(A¯,Rn). Let us suppose that there exists a generalized divergence
Divu in A. Then ∫
A
Divu(x) dx =
∫
∂∗A
u · νA dH n−1,
where the integral on the left is the definite packing R∗ integral.
Proof. Since |A△ cl∗A| = 0, it is enough to show that
∫
cl∗ A
Divu(x) dx =
∫
∂∗A
u ·
νA dH
n−1 (see Remark 5.20). Let F denote the indefinite packing R∗ integral of
Divu in A. Since F is the flux of u in A, we have F(A) = ∫
∂∗A
u · νA dH n−1. By
Theorem 5.18 we obtain
∫
cl∗ A
Div u(x) dx = F(A), which completes the proof. 
6. R integral
In this section we will introduce Pfeffer’s R integral described in [17]. For easier
comparison of integrals we use the characterization of R integral [17, Proposition
5.5.6] rather than original definition.
Definition 6.1. A BV partition is a system of couples {(A1, x1), . . . , (Ak, xk)} of
pairwise disjoint bounded BV sets Ai and points xi ∈ Rn for i = 1, . . . , k. It is not
required xi ∈ Ai.
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Definition 6.2. Let A be a locally BV set and F , G be charges in A. Let f be a
function defined on cl∗A. We say that F is an intrinsic indefinite R integral of f
in A with respect to G if for given ε > 0 we can find a gage δ : cl∗A → [0,∞) so
that
k∑
i=1
∣∣F(Ai)− f(xi)G (Ai)∣∣ < ε
for each ε-regular δ-fine BV partition {(A1, x1), . . . , (Ak, xk)} with
⋃k
i=1Ai ⊂ A
and xi ∈ cl∗A for i = 1, . . . , k.
The family of all R integrable functions in A with respect to G is denoted by
R(A,G ). The family of all R integrable functions in A with respect to Lebesgue
measure is denoted just by R(A).
Remark 6.3. The intrinsic indefinite R integral is well defined, unique and linear.
For the proof and other properties see [17, p. 211-213].
Definition 6.4. Let A be a locally BV set and F , G be charges in A. Let f be a
function defined on cl∗A. We say that F is an indefinite R integral of f in A with
respect to G if for given ε > 0 we can find a gage δ : cl∗A→ [0,∞) so that
k∑
i=1
∣∣F(Ai)− f(xi)G (Ai)∣∣ < ε
for each ε-regular δ-fine BV partition {(A1, x1), . . . , (Ak, xk)} with xi ∈ cl∗A for
i = 1, . . . , k. (We do not require that Ai ⊂ A.)
The family of all R integrable functions in A with respect to G is denoted by
IR(A,G ).
Remark 6.5. Let us remark that our terminology slightly differs from that used
in [17]. Namely, what we call “intrinsic indefinite R integral in A” is termed simply
“indefinite R integral” in [17]. Furthermore, in [17] it is distinguished between the
R integral (with respect to Lebesgue measure) and S integral (Stieltjes version;
with respect to an arbitrary charge).
Lemma 6.6. Let ε > 0 and A ⊂ Rn be an ε-regular bounded BV set. Then
[diam(A)]n ≤ 1εn c|A|, where c = c(n) is a constant depending only on n.
Proof. Since A is ε-regular, we have diam(A)P (A) ≤ 1ε |A|. Further, by the isoperi-
metric inequality (see [17, Theorem 1.8.7]) we have |A|n−1n ≤ p(n)P (A), where p(n)
is a constant depending on n. Thus diam(A)P (A) ≤ 1ε |A| ≤ 1εp(n)
n
n−1P (A)
n
n−1 .
Hence
diam(A)n−1P (A)n−1 ≤ 1
εn−1
p(n)nP (A)n,
diam(A)n−1 ≤ 1
εn−1
p(n)nP (A),
diam(A)n ≤ 1
εn−1
p(n)nP (A) diam(A)
≤ 1
εn
c|A|,
where c = p(n)n. 
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Theorem 6.7. Let A be a locally BV set, F , G be charges in A. Let f be a
function defined on cl∗A. If F is an intrinsic indefinite R integral of f in A with
respect to G , then F is also an indefinite R integral of f in A with respect to G .
Proof. Let us choose ε ∈ (0, 1/(cαn)) and set ε′ = ε(1 − cαnε)/(1 + c), where
c = c(n) is as in Lemma 6.6. Let us find a gage δ1 : cl∗A→ [0,∞) so that
k∑
i=1
∣∣F(Ai)− f(xi)G (Ai)∣∣ < ε′
for each ε′-regular δ1-fine BV partition {(A1, x1), . . . , (Ak, xk)} with
⋃k
i=1Ai ⊂ A
and xi ∈ cl∗A for i = 1, . . . , k.
Further, for each x ∈ intcA let us find R = R(x) > 0 such that for every r < R
we have
(6.1) P (A,B(x, r)) ≤ εn−1rn−1.
Since intcA ⊂ int∗A, for every x ∈ intcA we can find R′ = R′(x) > 0 such that
(6.2) |B \A| < εn+1|B|
for every B = B(x, r), r < R′.
Now let us define
δ(x) =
{
0 if x ∈ cl∗A \ intcA,
min{δ1(x), R(x), R′(x)} if x ∈ intcA.
Since the set cl∗A\ intcA is of σ-finite H n−1 Hausdorff measure (see [17, Theorem
1.8.2] and [18, Proposition 7.3.1]), δ defines a gage.
Let us fix an ε-regular δ-fine BV partition {(A1, x1), . . . , (Ak, xk)} such that
xi ∈ intcA for i = 1, . . . , k. We need to show that
k∑
i=1
∣∣F(Ai)− f(xi)G (Ai)∣∣ < ε.
Let us set A′i = Ai ∩ A, i = 1, . . . , k. Then {(A′1, x1), . . . , (A′k, xk)} is obviously
a δ-fine BV partition. We need to show that the system {(A′1, x1), . . . , (A′k, xk)} is
ε′-regular.
Let us fix i ∈ {1, . . . , k}. Since (Ai, xi) is ε-regular, we have
diam(Ai ∪ {xi})P (Ai) ≤ 1
ε
|Ai|.
Further, let us find a minimal ball B = B(xi, r) with the property that Ai ⊂ B¯.
Then r < δ(x).
By Lemma 6.6 there exists a constant c such that
|B| ≤ αn (diam(Ai ∪ {xi}))n ≤ cαn
εn
|Ai|.
Then applying (6.2) we can estimate
|Ai| ≤ |Ai ∩A|+ |Ai \A|
≤ |Ai ∩A|+ |B \A|
≤ |Ai ∩A|+ εn+1|B|
≤ |Ai ∩A|+ cαnε|Ai|.
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Hence
(6.3) (1− cαnε)|Ai| ≤ |Ai ∩ A|.
Applying (6.1), (6.3) and Lemma 6.6 then gives
diam(Ai ∩ A ∪ {xi})P (Ai ∩ A) ≤ diam(Ai ∪ {xi}) [P (Ai) + P (A,B)]
≤ 1
ε
|Ai|+ diam(Ai ∪ {xi})εn−1rn−1
≤ 1
ε
|Ai|+ εn−1[diam(Ai ∪ {xi})]n
≤
(
1
ε
+
c
ε
)
|Ai|
≤ 1 + c
ε(1− cαnε) |Ai ∩ A|
=
1
ε′
|Ai ∩A|.
Thus the system {(A′1, x1), . . . , (A′k, xk)} is δ-fine ε′-regular BV partition. Since
F and G are charges in A, we have F(Ai) = F(A′i) and G (Ai) = G (A′i) for
i = 1, . . . , k. Further, since F is the intrinsic indefinite R integral of f with respect
to G , we can estimate
k∑
i=1
∣∣F(Ai)− f(xi)G (Ai)∣∣ = k∑
i=1
∣∣F(A′i)− f(xi)G (A′i)∣∣ < ε′ < ε,
which completes the proof.

Corollary 6.8. Let A be a locally BV set, F , G be charges in A. Let f be a
function defined on cl∗A. Then F is an intrinsic indefinite R integral of f in A
with respect to G if and only if F is an indefinite R integral of f in A with respect
to G .
Theorem 6.9. Let A be an admissible locally BV set, F , G be charges in A. Let
f be a function defined on cl∗A. Let F be an (intrinsic) indefinite R integral of f
in A with respect to G . Then F is also an indefinite packing R integral of f in A
with respect to G .
Proof. Let us set τ := 1. Now let us choose ε > 0 and find a gage δ as in Definition
6.4. Let us fix a δ-fine packing (B(xi, ri))
k
i=1, xi ∈ cl∗A. We need to show that
k∑
i=1
p¯εxi,τri(F − f(xi)G ) < ε,
where p¯εx,r(F) = sup {|F(E)|;E ⊂⊂ B(x, r), E ∈ BV, (E, x) is ε-regular} .
Now, let us fix test sets Ei such that Ei ⊂⊂ B(xi, ri), Ei are BV sets and
(Ei, xi) are ε-regular for i = 1, . . . , k. Obviously, the system {(Ei, xi)} is ε-regular
δ-fine BV partition and hence by Definition 6.4 and Theorem 6.7 we have
k∑
i=1
|F(Ei)− f(xi)G (Ei)| < ε.
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Passing to the supremum we obtain
k∑
i=1
p¯εxi,τri(F − f(xi)G ) ≤ ε.

7. GR integral
It can happen that a function which is R integrable in sets A1 and A2 is not R
integrable in their union. Also, R integrability is not closed with respect to BV
convergence of sets. To correct this deficiency, Pfeffer [17] extended the definition of
the R integral. Fortunately, the construction based on the closure with respect to
BV convergence of sets solves automatically the problem of additivity. The result
of this construction is called GR integral (the generalized Riemann integral). Using
our Theorem 7.5 we show that also this GR integral is contained in our packing R∗
integral.
Notation 7.1. Let f be a function whose domain contains a locally BV set E and
let F be a charge.
Then we denote by R(f,F , E) the family of all bounded BV sets A ⊂ E such
that fχA belongs to R(A) and the charge F⌊A is the indefinite R integral of fχA.
Further, let us denote R(f,F , E) the minimal system of bounded BV sets con-
taining R(f,F , E) and closed with respect to convergence in BV.
Definition 7.2. Let f be a function defined on a locally BV set E. We say that
a charge F is an indefinite GR integral of f in E if R(f,F , E) = BV(E), where
BV(E) = {A ∈ BV ;A ⊂ E} . The family of all GR integrable functions in E is
denoted by GR(E).
Remark 7.3. The indefinite GR integral is well defined, unique and linear. For
further details see [17, Sec. 6.3].
The next theorem with proof can be found in [17, Proposition 6.3.12].
Theorem 7.4. Let E be a locally BV set. Then
(1) If n = 1, then R(E) = GR(E).
(2) If n ≥ 2 and intE 6= ∅, then R(E) ( GR(E).
Theorem 7.5. Let E be a bounded admissible BV set. Then GR(E) ⊂ PR∗(E).
Proof. The proof follows from Theorems 5.12, 6.9 and 5.26. 
8. R∗ integral
The R∗ integral was introduced by Maly´ and Pfeffer in [13]. It is an alternative
approach to overcome drawbacks of the R integral. Moreover, in R1 this integral
coincides with the Henstock-Kurzweil integral.
Definition 8.1. Let ε > 0. We say that an ε-regular BV partition {(A1, x1), . . . ,
(Ak, xk)} is strongly ε-regular if Ai is ε-isoperimetric and xi ∈ cl∗Ai for i = 1, . . . , k.
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Definition 8.2. Let A ⊂ Rn be a locally BV set. We say that a charge F in A is
an indefinite R∗ integral of a function f : cl∗A→ R in A with respect to a charge
G if for given ε > 0 we can find a gage δ : cl∗A→ [0,∞) so that
k∑
i=1
∣∣F(Ai)− f(xi)G (Ai)∣∣ < ε
for each strongly ε-regular δ-fine BV partition {(A1, x1), . . . , (Ak, xk)}.
The family of all R∗ integrable functions in A is denoted by R∗(A,G ). The
family of all R∗ integrable functions in A with respect to Lebesgue measure is
denoted just by R∗(A).
Remark 8.3. It is easily seen that for an admissible BV set E we have R(E) ⊂
R∗(E).
Theorem 8.4. Let A ⊂ Rn be a locally BV set. Let a charge F be an indefinite
R∗ integral of a function f : cl∗A→ R in A with respect to a charge G . Then F is
also an indefinite packing R∗ integral of f in A with respect to G .
Proof. Let us set τ := 1. Then let us choose ε > 0 and find a gage δ as in Definition
8.2.
Let us fix a δ-fine packing (B(xi, ri))
k
i=1, xi ∈ cl∗A. We need to show that
k∑
i=1
q¯εxi,τri(F − f(xi)G ) < ε,
where
q¯εx,r(F) = sup{|F(E)|;E ⊂⊂ B(x, r), E ∈ BV, x ∈ cl∗E, (E, x) is ε-regular
and ε-isoperimetric}.
Now let us fix test sets Ei, Ei ⊂⊂ B(xi, ri), xi ∈ cl∗Ei, Ei is BV and (E, x) is
ε-regular and ε-isoperimetric for i = 1, . . . , k.
Obviously, the system {(Ei, xi)} is strongly ε-regular δ-fine BV partition and
hence by Definition 8.2 we obtain
k∑
i=1
|F(Ei)− f(xi)G (Ei)| < ε.
Passing to the supremum we obtain
k∑
i=1
q¯εxi,τri(F − f(xi)G ) ≤ ε.

Remark 8.5. Let E be an admissible locally BV set. Then GR(E) ( R∗(E). The
inclusion follows from [13, Corollary 3.18] and [13, Theorem 3.20]. An example of
function which is R∗ integrable but not GR integrable can be found in [15, Example
6.9] and [15, Proposition 10.8].
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9. Henstock-Kurzweil-Stieltjes integral
In the next two sections we will investigate packing R and packing R∗ integral
on the real line. For this purpose let us note that a charge F in R1 can be identified
with an “ordinary” function F through the relation F ((u, v)) = F (v)−F (u). Since
for those integral F is supposed to be a charge, in the view of Example 3.16, F is
continuous.
Definition 9.1. Let [a, b] ⊂ R1 be a compact interval. A finite collection
([ai, bi], ξi)
k
i=1 of tagged intervals is called a subpartition of [a, b] if intervals [ai, bi]
are nonoverlapping and ξi ∈ [ai, bi] for every i = 1, . . . , k.
A function δ : [a, b]→ (0,∞) is called a positive gage. We say that a subpartition
is δ-fine if |bi − ai| < δ(ξi).
Definition 9.2. Let f,G, F : [a, b] → R be functions. We say that F is the
strong Henstock-Kurzweil-Stieltjes integral of f with respect to G if for every ε > 0,
there exists a positive gage δ : [a, b]→ (0,∞), so that for every δ-fine subpartition
([ai, bi], ξi)
k
i=1 we have
k∑
i=1
|F (bi)− F (ai)− f(ξi)(G(bi)−G(ai))| < ε.
In the case G is the identity function we say that F is just the strong Henstock-
Kurzweil integral of f .
The families of all strongly Henstock-Kurzweil-Stieltjes integrable functions on
[a, b] with respect to G and all strongly Henstock-Kurzweil integrable functions on
[a, b] are denoted by HKS([a, b], G) and HK([a, b]), respectively.
Definition 9.3. Let f,G, F : R → R be functions. We say that F is the indefi-
nite Henstock-Kurzweil-Stieltjes integral of f with respect to G if F is the strong
Henstock-Kurzweil-Stieltjes integral of f with respect to G on every compact in-
terval [a, b] ⊂ R.
In the caseG is the identity function we say that F is just the indefinite Henstock-
Kurzweil integral of f .
The families of all Henstock-Kurzweil-Stieltjes integrable functions with respect
to G and all Henstock-Kurzweil integrable functions are denoted by HKS(R, G)
and HK(R), respectively.
The proof of the following proposition can be found in [13, Proposition 3.6].
Proposition 9.4. Let f : R → R be a function. Then f is R∗ integrable with
respect to Lebesgue measure if and only if f is strongly Henstock-Kurzweil integrable
on every compact interval [a, b] ⊂ R.
Applying Theorem 7.4, Remark 8.5 and Proposition 9.4 we obtain the following
theorem.
Theorem 9.5. R(R)  HK(R).
10. MC and MCα integrals
In this section we will introduce MC and MCα integrals. The monotonically
controlled Stieltjes (MC) integral was defined by Bendova´ and Maly´ in [3]. The
theory of theMCα integral with respect to Lebesgue measure was further developed
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by Ball and Preiss in [2]. Their ideas will be used in the proofs of Propositions 10.3
and 10.4.
Definition 10.1. Let α > 0 be a real number and f, F,G : R → R be functions,
let G be continuous. We say that F is an indefinite MCα integral of f with respect
to G if there exists a strictly increasing control function ϕ : R → R such that for
each x ∈ R we have
lim
h→0
F (x+ h)− F (x) − f(x)(G(x + h)−G(x))
ϕ(x+ αh)− ϕ(x) = 0.
The families of all MCα integrable functions with respect to G and all MCα
integrable functions with respect to identity function are denoted by MCα(G) and
MCα, respectively.
Especially, if α = 1, we say that F is an indefinite MC integral of f with respect
to G. We write MC(G) =MC1(G) and MC =MC1.
Remark 10.2. In Definition 10.1 the control function ϕ can be chosen to be
bounded. (See [3, Lemma 1].)
Proposition 10.3. Let α > 0 and let f, F,G : R → R be functions, let G be
continuous. If F is an indefinite MCα integral of f with respect to G, then F is
continuous.
Proof. Let us fix ε > 0 and x ∈ R. We need to find δ such that for every |h| < δ
we have
|F (x + h)− F (x)| < ε.
Since G is continuous at x, we can find δ1 such that for every |h| < δ1 we have
|G(x + h) − G(x)| < ε. Further, since F is the indefinite MCα integral of f with
respect to G, there exists a strictly increasing control function ϕ : R → R and a
δ < δ1 such that for every |h| < δ we have∣∣∣∣F (x+ h)− F (x)− f(x)(G(x + h)−G(x))ϕ(x + αh)− ϕ(x)
∣∣∣∣ < ε.
Applying Remark 10.2 we can assume that there exists a constant M such that
|ϕ(x)| < M for every x ∈ R.
Hence
|F (x + h)− F (x)|
≤
∣∣∣∣F (x+ h)− F (x) − f(x)(G(x + h)−G(x))ϕ(x + αh)− ϕ(x) (ϕ(x + αh)− ϕ(x))
∣∣∣∣
+ |f(x)(G(x + h)−G(x))|
< ε(2M + f(x)).

Proposition 10.4. Let 0 < α < β be real numbers, f, F,G : R → R be functions
and let G be continuous. If F is an indefinite MCα integral of f with respect to G,
then F is also an indefinite MCβ integral of f with respect to G.
Proof. The proof follows from the fact that for 0 < α < β we have |ϕ(x + αh) −
ϕ(x)| ≤ |ϕ(x+ βh)− ϕ(x)| for h ∈ R. 
The two following theorems can be found in [2, Theorem 3].
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Theorem 10.5. For every α ≥ 2 there exists a function which is not MCα inte-
grable but is MCβ integrable for every β > α.
Theorem 10.6. Let α > 2. Then MC is a proper subspace of MCα.
For the proof of the next theorem see [2, Theorem 3].
Theorem 10.7. Let α ∈ [1, 2]. Then MC =MCα.
Theorem 10.8. Let G,F, f : R → R be functions. Suppose that G is continuous.
Then F is an indefinite MC integral of f with respect to G if and only if F is an
indefinite Henstock-Kurzweil-Stieltjes integral of f with respect to G.
Proof. For the proof and further details see [3, Theorem 3] and [2, Theorem 17]. 
Theorem 10.9. Let α ≥ 1, G,F, f : R → R be functions. Suppose that G is
continuous. Let F be an indefinite MCα integral of f with respect to G. Further,
let F and G be charges induced by F and G in the sense of Example 3.16. Then F
is also an indefinite packing R integral of f with respect to G .
Proof. First, let us note that F is continuous by Proposition 10.3. Hence it is
legitimate to use the term charges for the set functions F and G constructed as in
Example 3.16.
Let us set τ := 1/α. Further, let us fix ε > 0 and write ε′ := ε2. Since f is MCα
integrable, there exists a strictly increasing function ϕ : R → R with the following
property: for each x ∈ R there exists δ(x) > 0 such that for every |h| < δ(x) we
have
(10.1) |F (x+ h)− F (x)− f(x)(G(x + h)−G(x))| < ε′|ϕ(x + αh)− ϕ(x)|.
Moreover, by Remark 10.2 we can suppose that there exists M > 0 such that
|ϕ| ≤M .
We need to show that for fixed δ-fine packing (B(xi, ri))
k
i=1, we have
k∑
i=1
p¯εxi,τri(F − f(xi)G ) < ε,
where p¯εxi,τri(F) = sup {|F(E)|;E ⊂⊂ B(xi, τri), E ∈ BV, (E, xi) is ε-regular} .
Let us fix i ∈ {1, . . . , k} and a test set Ei ∈ BV such that Ei ⊂⊂ B(xi, τri) and
(Ei, xi) is ε-regular. In other words, Ei =
⋃li
j=1(a
i
j , b
i
j) is a finite union of disjoint
nondegenerate intervals in B(xi, τri) (up to a Lebesgue null set). Moreover, since
Ei is ε-regular and H
0 is the counting measure, we estimate
1
‖Ei‖ ≥
|Ei|
d(Ei ∪ {xi})‖Ei‖ > ε
and
1
ε
≥ ‖Ei‖ = H 0(∂∗Ei) = 2li.
Let us set m to be the greatest natural number such that m ≤ 1/(2ε). Then
li ≤ m ≤ 1/(2ε).
Further, since for each aij and b
i
j , i = 1, . . . , k and j = 1, . . . , li, we have |aij−xi| <
δ(xi) and |bij − xi| < δ(xi), by (10.1) and the fact that ϕ is increasing we have the
estimates∣∣F (bij)−F(xi)− f(xi)(G(bij)−G(xi))∣∣ < ε′ |ϕ (xi + ri)− ϕ(xi − ri)|
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and ∣∣F (aij)−F(xi)− f(xi)(G(aij)−G(xi))∣∣ < ε′ |ϕ (xi + ri)− ϕ(xi − ri)| .
Moreover, since the system (B(xi, ri))
k
i=1 is pairwise disjoint and ϕ is strictly
increasing and bounded, we have
(10.2)
k∑
i=1
∣∣F (bij)− F (aij)− f(xi)(G(bij)−G(aij))∣∣
≤
k∑
i=1
∣∣F (bij)−F(xi)− f(xi)(G(bij)−G(xi))∣∣
+
∣∣F (aij)−F(xi)− f(xi)(G(aij)−G(xi))∣∣
≤
k∑
i=1
2ε′ |ϕ (xi + ri)− ϕ(xi − ri)|
< 2ε′(ϕ(xk + rk)− ϕ(x1 − r1))
< 4ε′M.
Let us denote L := maxi li. For j ∈ {1, . . . , L} let Ij be the set of indices
i ∈ {1, . . . , k} for which li ≥ j. Then applying estimates in (10.2) we obtain
k∑
i=1
|F(Ei)− f(xi)G (Ei)| ≤
k∑
i=1
li∑
j=1
∣∣F (bij)− F (aij)− f(xi)(G(bij)−G(aij))∣∣
≤
k∑
i=1
li∑
j=1
∣∣F (bij)−F(xi)− f(xi)(G(bij)−G(xi))∣∣
+
∣∣F (aij)−F(xi)− f(xi)(G(aij)−G(xi))∣∣
≤
L∑
j=1
∑
i∈Ij
∣∣F (bij)−F(xi)− f(xi)(G(bij)−G(xi))∣∣
+
∣∣F (aij)−F(xi)− f(xi)(G(aij)−G(xi))∣∣
<
L∑
j=1
4ε′M = 4Lε2M ≤ 4ε
2M
2ε
= 2Mε.
Finally, passing to the supremum we obtain
k∑
i=1
p¯εxi,ri(F − f(xi)G ) ≤ 2Mε,
which we needed.

11. Summary of relations
Let A ⊂ Rn be an admissible locally BV set. The relation between classes of
integrable functions in A is shown in the following diagram.
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IR GR R∗
R PR PR∗
(
=
(
(
( ⊂
The strictness of the inclusion IR ⊂ GR holds for n ≥ 2 and can be found in
Theorem 7.4(2) and Corollary 6.8; the case n = 1 is discussed below. The fact that
GR ( R∗ is mentioned in Remark 8.5. Corollary 6.8 shows the equality of IR and
R. The relationship R ( PR is described in Theorem 6.9; Theorems 9.5, 10.9
and 10.8 show that this inclusion is strict. The inclusion PR ⊂ PR∗ is proved
in Theorem 5.12. Theorem 8.4 proves the inclusion R∗ ( PR∗, the fact, that this
inclusions is proper follows from Theorems 10.9, 10.8, 10.6 and Proposition 9.4.
In the case A = R, we can compare integrable functions in the following way.
GR R HK MC MCβ PR PR∗
R∗ MCα
= ( =
= =
( ( ⊂
The equality GR = R is described in Theorem 7.4(1) and the inclusion R ( HK
in Theorem 9.5. The fact that HK integral coincides with R∗ integral can be found
in 9.4. Theorem 10.8 shows the equality HK = MC. Theorem 10.7 proves the
equality MC =MCα for α ∈ [1, 2]. The inclusion MC (MCβ for β > 2 is proved
in Proposition 10.4, the fact, that this inclusion is proper is shown in Theorem 10.6.
The relationship MCβ ( PR (not only) for β ≥ 2 is proved in Theorem 10.9 and
10.5. Finally, the inclusion PR ⊂ PR∗ is shown in Theorem 5.12.
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