This study shows two novel fitting strategies applied to differential absorbance spectra for identification and quantification of electrolytes. The effects of 16 dissolved salts were investigated in the wavelength range from 14000 to 9091 wavenumbers (714-1100 nm) by linear fits of the differential absorbance values (Y υ;c offsetυ bυ × c) recorded for each wavenumber (υ) and concentration (c) ranges from 500 to 30 mM. The slopes (b) of these fits resulted in clear fingerprints of the electrolytes. A narrow bandwidth (10754-9618 wavenumbers) sensor can be created using truth tables resulting from the Gaussian curve fitting method.
INTRODUCTION
Aqueous electrolytes can be identified and quantified with nearinfrared (NIR) light as was shown many decades ago [1, 2] and remain an interest [3] [4] [5] . Spectral changes induced by dissolving salts are used to identify and quantify these electrolytes.
Most of the spectral changes are due to hydrogen bonds. Next to that, one must consider a number of parameters which influence the energy and thus optical activity of a given aqueous solution. Solutes as well as physical perturbation [6] have been shown to influence the number [7] , length [8] , bending angle [9] , and type [10] (single, bifurcated, or trifurcated) of the hydrogen bond and thus influence the shape, position, and amplitude of the spectral features in a given solution.
The physical origin of the absorbance of water in the NIR spectral region remains an area of continued research; however, the focus in this manuscript is on the practical side, it does not aim to provide new insight into the complex interpretation of the hydrogen bonds, but rather aims at a measurement and data processing protocol that is applicable to an optical chip-based rapid analytical sensor.
The wavelength range used in this work can be detected by (cheap) silicon detectors and the optical paths of the system are sufficiently small to be integrated on a chip, e.g., using Triplex technology.
A. Fitting Strategies
It is common to use principal component analysis (PCA) techniques to analyze the complex induced spectral changes or their first derivative [11] . Although very useful to demonstrate analytical potential, a PCA analysis does not translate to a measurement strategy or data analysis of single measurements in an obvious way. An overview of the feasibility of established NIR spectroscopy was published recently [12] .
This study uses two different fitting strategies to identify and quantify 16 aqueous electrolytes: linear fitting and Gaussian curve fitting. The linear fitting results help to derive suitable models with isosbestic points. These points can be used for identification of the electrolytes and the strength of differential absorbance allows their quantification. From the Gaussian curve fitting applied in this work a truth table can be created to identify and quantify electrolytes with a sensor. The spectral data of 16 different electrolytes are presented and two novel fitting strategies applicable to potentially powerful optical sensors are exploited with a spectral bandwidth narrow enough for a single light source.
EXPERIMENTAL A. Sample Preparation
Stock solutions of 16 electrolytes (see Table 1 ) of 1000 mM were prepared using demineralized water, precision (0.1 mg) balance (PIONEERTM, Ohaus, Florham Park, New Jersey, USA) and reagent or higher grade salts (Sigma Aldrich, St. Louis, Missouri, USA) without further purification.
B. Temperature Control aluminum block, six resistors (5 Ω, 5%, 10 W), and three temperature transducers (AD592CNZ, Analog Devices, Norwood, Massachusetts, USA) each with an accuracy of 0.3 K.
The current through the resistors of each oven was provided by a power supply (ES030-5, Delta Elektronika, SchouwenDuiveland, ZL, NLD) and controlled by a PID controller (E5EN-H, Omron Corporation, Shiokoji Horikawa, Kyoto, JPN).
Taking this accuracy into account, a typical temperature offset error between sample and reference oven of 0.24 K and a stability of 0.01 K are to be expected.
C. Measurement Conditions
Solutions were measured in cuvettes (111-QS, Hellma GmbH & Co. KG, Müllheim, BW, GER) of 1 cm absorption. Absorbance spectra were recorded using a transmission-based spectrograph (UV1800, Shimadzu, Nishinokyo-Kuwabaracho, Kyoto, JPN) with a spectral resolution of 1 nm. The difference absorbance spectra were collected with a 0.5 nm data point resolution from 20;000-9091 cm −1 (500-1100 nm). Absorbance is defined as the negative log 10 of the transmission through 1 cm of liquid and therefore abbreviated as "Abs cm −1 ." According to manufacturer specifications the root mean squared (RMS) noise level at 14;286 cm −1 (700 nm) is specified to be less than 0.05 × 10 −3 [13] . This value needs to be accounted for twice due to the differential nature of recording.
The temperature of the light source stabilized during one hour of operation. The entire measurement series of the five concentrations of aqueous electrolytes were therefore collected at least one hour after turning on the spectrograph in order to minimize drift due to variation in light source output.
Baseline spectra were recorded with the sample and reference cuvettes filled with 3 mL of demineralized water and placed inside the ovens set to 298.15 0.3 K. The cuvettes remained in place throughout the entire measurement series to reduce positioning errors. After recording the entire measurement series of the five concentrations of an aqueous electrolyte, another five baseline spectra were recorded.
D. Measurement Procedure
Five concentrations of aqueous electrolytes were prepared by serial dilution: 500, 250, 125, 62.5, and 31.25 mM. The first concentration was mixed directly in the cuvette by replacing half of the demineralized water in the sample with 1.5 mL of 1000 mM stock solution, using a calibrated pipette (P1000, Gilson, Middleton, Wisconsin, USA). Once the sample had reached the set-point temperature (298.15 0.3 K, typically 2-5 min) five spectra were recorded.
The subsequent concentrations were prepared in the same manner as the first whereby half of the previous dilution was replaced with demineralized water, thermally equilibrated, and then measured. Such a dilution series can be represented mathematically by an inverse power law as c d
−n where c is the molar concentration, d is the base dilution factor (in this work d 2), and n is the iteration number. The concentrations of the solutions measured in this work can thus easily be written as a series of 0.5 n mol L −1 (or M). Such a power series is especially convenient when using the Beer-Lambert law as the exponent provides the dilution correction factor, d n−1 [14] .
In an additional series of experiments, the influence of temperature difference between sample and reference fluid on the spectra was investigated. For this purpose the oven of the sample cuvette was filled with 3 mL demineralized water and set at a positive offset of 0.5, 1, 2, 4, and 8 K compared to the oven of the reference cuvette also filled with 3 mL demineralized water and set at 298.15 0.3 K. Five spectra were recorded when the sample oven temperature had stabilized; for the smallest offsets of 0.5, 1, and 2 K this required 5 min, 15 min for 4 K, and a full 60 min was necessary for equilibration of the 8 K offset, respectively.
E. Data Processing 1. Difference Absorbance Spectra
The addition of electrolytes impacts the absorbance spectrum of demineralized water (Fig. 1A) . Measured spectra were subtracted from that of demineralized water to study the changes only, resulting in difference spectra (Figs. 1B and 1C). In Fig. 1D the difference absorbance spectra are multiplied by the dilution correction factor.
Data processing was performed using MATLAB 2013R. The difference absorbance around 15385 cm −1 (650 nm) is the flattest in the entire wavelength range: it is far away from any electronic transition, and the absorption of demineralized water in this region is an order of magnitude smaller compared to the spectral region of 14,000-9091 cm −1 (714-1100 nm) where the differential signals were analyzed. Therefore, each of the five spectra measured was offset corrected by zeroing the absorbance at 15;385 cm −1 (650 nm) and corrected for baseline drift.
The results are conveniently presented in 2D plots. These plots were generated for each electrolyte by the following procedure:
(1) The data basis was converted from wavelength in nm to wavenumber in cm −1 .
(2) Difference in absorbance (ordinate axis) was color coded from numerical values using a modified color profile version of cmap.m [15] .
(3) The 2D plots were stacked on top of each other; beginning with the highest (0.5 1 M) ending with the lowest (0.
(4) The spectra were multiplied by the dilution factor.
Point (4) was carried out because the absorbance difference values are expected to be linearly correlated to the concentration of electrolyte according to the Beer-Lambert law. Difference absorbance values of spectrum from samples of differing concentration should become identical when they are multiplied by the dilution correction factor. In reality, deviations from the Beer-Lambert law are observed (see Fig. 3 ).
Frequency-Wise Linear Regression
When the Beer-Lambert law is applied to each frequency individually by a frequency-wise linear regression (FWLR), these gross deviations can be corrected, as can be seen in Fig. 4 .
In detail, the 2D data points (Y ) of differential absorbance values recorded for each wavenumber (υ) and the five concentrations (c) were linearly fitted using Y υ;c aυ bυ × c, where a is the offset at c 0 and b the slope of the fit. Typical values of a and b were found close to zero and of the order of 5 × 10 −3 , respectively.
Gaussian Curve Fitting
GRAMS AI software was used to fit four Gaussian curves to the demineralized water absorbance in the spectral region of 10;754-9618 cm −1 (930-1040 nm). Residuals of the order of 0.5 × 10 −3 were found ( Fig. 2A) when the fitting converged to a minimum. The resulting parameters (width, position, and amplitude) can be found in Table 2 . From this point on these parameters will therefore be referred to as fixed. The differential absorbance spectra of each electrolyte were fitted by adding four additional, inverse Gaussian curves (Figs. 2B and 2C ). Therefore 12 parameters (width, position, and amplitude) were fixed to envelop the absorbance of demineralized water and 12 parameters were fitted by the software in order to match all spectral features of the electrolytes. Width, position, and amplitude of the four inverse Gaussian curves were then compared to the respective parameters of the four fixed Gaussian curves. Changes in width, position, and amplitude were used to characterize the electrolytes.
RESULTS
Stacked 2D plots of the raw difference absorption spectra for each of the 16 dissolved salts are shown in Fig. 3 .
A. Frequency-Wise Linear Regression
In contrast to Fig. 3 , the spectra corrected with the FWLR Beer-Lambert method coincide for all concentrations and thereby exhibit salt specific characteristics, as can be seen in Fig. 4 .
This figure shows the difference absorbance electrolyte spectra with the FWLR of the Beer-Lambert law. RMS error 0.25 × 10 −3 and of 0.1 × 10 −3 were found for the spectral region 9618-9090 cm −1 and 10;754-9618 cm −1 , respectively. As a consequence of the FWLR several isosbestic points can be identified. The number and location of these points is characteristic for each electrolyte allowing an easy identification of each salt.
Increasing the temperature of pure water by 8 K reveals isosbestic points at 10;977 cm −1 (911.0 nm) and 10;015 cm −1
(998.5 nm). The differential absorbance appears to be linear in respect to an increase of the offset temperature. Two regions have been identified: a positive region ranging from 10,015 to 9091 cm −1 (998.5-1100 nm) with a maximum differential absorbance of 0.4010 −3 K −1 cm −1 and a negative region ranging from 10977 to 10;015 cm −1 (911.0-998.5 nm) with a minimum differential absorbance of −1.27 10 −3 K −1 cm −1 . Therefore the temperature difference between sample and reference should be kept lower than 0.15 K in order to properly compensate any temperature effects for the lowest concentrations.
Among the anions investigated, common spectral patterns allow grouping: the patterns of the differential spectral observed for anion groups: SO 
B. Gaussian Curve Fitting
The change in width, position, and amplitude of the fitted Gaussian curves compared to the fixed Gaussian curves due to concentration was examined using PbNO 3 2 as a representative example. The relative width, position, and amplitude of the four moving Gaussian curves compared to the four fixed Gaussian curves are presented in Fig. 5 .
A clear pattern emerges for each of the three parameters independent of concentration. These can be summarized as follows where ▴ indicates a positive difference and ▾ indicates a negative difference: difference in width (A) yields pattern ▴▴▴▾, difference in position (B) shows pattern ▾▾▴▴, and difference in amplitude (C) results in pattern ▾▴▴▴.
The effect of temperature on the fitting parameters was examined by changing the offset temperature between the reference and sample cuvette filled with demineralized water. The observed pattern shown in Fig. 6 differs from the changes induced by the dissolved salts.
The pattern emerging is independent of offset temperature and can be summarized as follows where ▴ indicates a positive difference and ▾ indicates a negative difference: from difference in width (A) pattern ▴▴▾▴ is obtained, difference in position (B) yields pattern ▴▴▾▾, and difference in amplitude (C) shows the pattern ▾▴▴▴. Four groups exhibiting the same patterns can be summarized as follows where ▴ indicates a positive difference, ▾ indicates a negative difference, and ♦ indicates a negligible difference: difference in width (A) yields the following patterns: Na 2 SO 4 ♦▴▾♦; K 2 CO 3 − CaCl 2 ▾▴▾♦; NaHCO 3 -LiOH ▾▴▴▾; NaNO 2 -NaClO 3 ▴▴▴▾. Difference in position results in the following patterns: Na 2 SO 4 ▾▴▾♦; K 2 CO 3 -KBr ▴▴▾▴; NaHCO 3 -LiOH ▴▾▴▴; NaNO 2 -NaClO 3 ▾▾▴▴. Differences in amplitude (C) show the same four groups, though two extra groups could be identified: Na 2 SO 4 ♦▴▾▴; K 2 CO 3 -NaF ▴▴▾▴; NaHCO 3 , KOH and LiOH ▾▴▾▾; NaNO 2 -NaNO 3 ♦▾▴♦ and the two extra groups CaCl 2 -KBr ▴▾ ▾ ▴ ▴; PbNO 3 2 -NaClO 3 ▾▴▾▴.
DISCUSSION A. Frequency-Wise Linear Regression
The FWLR method corrects for gross deviations from the Beer-Lambert law as can be seen by a comparison of Figs. 3 and 4 . It is interesting to note, however, that in the region of 9618-9090 cm −1 for the lowest concentration the RMS errors calculated from the fits are higher than the spectral signals; therefore, these signals deviated from pure BeerLambert behavior. These deviations may be in part due to the physical limitation of the detection scheme, such as spectral flatness and baseline drift, and partly to the complex interactions from multiple damped oscillators, which give rise to the NIR absorption bands [16] .
Nevertheless the spectral signals of the lowest concentration were at least twice higher than the RMS errors of the fits in region 10;754-9618 cm −1 , indicating a good fit and thus Beer-Lambert behavior. This region with good fits is suitable for sensing purposes. The method results in a clear fingerprint for this region for each dissolved salt with specific location and number of isosbestic points. This fact holds the potential for a sensor to use this mathematical operation to identify electrolytes according to their isosbestic points. The ratio of differential absorbance at different wavenumbers can be used to quantify the electrolyte. A sensor based on this fingerprint principle is limited in that it can only identify single salt species. The use of isosbestic points is most simple for single dissolved salt species, ideal environment, and purity conditions. The use of this method in the identification of mixed solutions under field conditions will require future research. This course of action works well for the situations described; difficulties in compensating for the nonlinearity of the Beer-Lambert law may arise if the system is not defined a priori.
Whereas this method focuses on the application of the isosbestic points for electrolyte identification, their physical meaning is not completely understood and is a source of an ongoing discussion in the literature. For example, these points could be considered locations where structural species interconvert (different hydrogen bond types); an alternative explanation is given by Geissler [17] .
The differential spectral features are mainly due to the anions. This larger impact of anions compared to cations was already observed by Hofmeister [18] . By comparing the differential spectra of KOH and LiOH or KF and NaF it becomes evident, however, that potassium and sodium do have a measurable influence on their environment. Therefore a sensor sensitive for both anions and cations can be built based on the findings of this work.
B. Gaussian Curve Fitting
The second method applied in this paper fits eight Gaussian curves on the absorbance in the spectral region 10;754 -9618 cm −1 (930-1040 nm) whereby four Gaussian curves are kept fixed to fit the absorbance of demineralized water and four inverse Gaussian curves are fit to get hold of the small influence ions have on the absorbance in this spectral region.
The fitting of the eight Gaussian curves shows promising results. First, the fitted data can be used to quantify the amount of dissolved salt (Fig. 5) . Another interesting observation is the fact that the influence of temperature has its own specific pattern, as can be seen in Fig. 6 . This observation can be used for temperature correction of the spectra. Furthermore, this Research Article method shows that the salts are distinguishable from each other (Fig. 7) and yields four groups discernible by both positional shift and change in the width of the Gaussian curves. The correlation between change in position and change in width can potentially be used to create truth tables (e.g., if n 1 < signal width < n 2 && n 3 < signal position < n 4 && n 5 < signal amplitude < n 6 , where n 1-6 are threshold values) for an aqueous electrolyte sensor. Again, the anions are more influential on the fitting parameters, but significant differences can also be seen between cations with the same anion present.
CONCLUSION
In this study we show that 16 electrolytes can be distinguished and quantified using differential absorbance spectroscopy in the NIR wavelength region of 14;000-9091 cm −1 (714-1100 nm) using either FWLR or Gaussian curves fitting.
The raw differential absorbance spectra are best represented by 2D plots since such plots have proven to be successful in comparing large amounts of spectra easily. The differential absorbance spectra multiplied with their dilution factor showed clear deviation from the Beer-Lambert law, which can be corrected by the application of FWLR. This method also showed specific spectral features (isosbestic points) for each electrolyte investigated.
The Gaussian curves fitting of the narrow bandwidth spectral data of the 16 electrolytes can be converted to truth tables to be used for identification and quantification. Further research will focus on improving the SNR by increasing the path length and an optical nulling design as well as on extending the methods presented to other salts and mixtures.
