Kilovotage cone-beam computed tomography (kV-CBCT) has shown potentials to improve the accuracy of a patient setup in radiotherapy. However, daily and repeated use of CBCT will deliver high extra radiation doses to patients. One way to reduce the patient dose is to lower mAs when acquiring projection data. This, however, degrades the quality of low mAs CBCT images dramatically due to excessive noises. In this work, we aim to improve the CBCT image quality from low mAs scans. Based on the measured noise properties of the sinogram, a penalized weighted least-squares (PWLS) objective function was constructed, and the ideal sinogram was then estimated by minimizing the PWLS objection function. To preserve edge information in the projection data, an anisotropic penalty term was designed using the intensity difference between neighboring pixels. The effectiveness of the presented algorithm was demonstrated by two experimental phantom studies. Noise in the reconstructed CBCT image acquired with a low mAs protocol was greatly suppressed after the proposed sinogram domain image processing, without noticeable sacrifice of the spatial resolution.
has raised concerns of an extra radiation dose delivered to patients (Brenner and Hall 2007 , Islam et al 2006 , Wen et al 2007 . It has been reported (Wen et al 2007) that the dose delivered from Varian's kV-CBCT system with current clinical protocols is more than 3 cGy for central tissue and about 5 cGy for most of the peripheral tissues during an IMRT (intensity-modulated radiation therapy) treatment course for prostate cancer. The extra radiation exposure to normal tissue during kV-CBCT will significantly increase the probability of stochastic risk of inducing cancer and genetic defects. Based on the ALARA (as low as reasonably achievable) principle, the unwanted kV-CBCT dose should be minimized to fully realize its advantages of precise target localization during radiotherapy (Murphy et al 2007) .
One way to reduce the radiation dose delivered to patients during the kV-CBCT procedure is to acquire CT projection data with a lower mAs level (can be realized by reducing the tube current or pulse time). However, the image quality of the projection image and the reconstructed CBCT image will be degraded due to excessive quantum noise as a result of a low mAs protocol. Conventionally, noise in CT is suppressed by using a low-pass filter to attenuate the high-frequency component of the projection data during reconstruction. The high-frequency component contains information of both noise and edges, where a simple low-pass filter cannot differentiate edge information from noise. Therefore, noise reduction using a low-pass filter will result in loss of edges, which is not desirable for CT imaging. Several edge-preserving filters (Hsieh 1998 , Kachelriess et al 2001 , Zhong et al 2004 have been proposed to reduce noise in CT images based on local characteristics of the projection data elements. More recently, statistics-based image domain (Li et al 2005a) and sinogram domain restoration algorithms (Li et al 2004 , La Riviere and Billmire 2005 , Wang et al 2006 have shown advantages in noise reduction and edge preservation for lowdose fan-beam CT. In the meantime, noise properties of CT projection data have been under investigation (Li et al 2004 , Whiting et al 2006 and the noise model of the sinogram data in Radon space (i.e. line integrals) has been validated by experimental studies (Wang et al 2008) . In this work, we aim to improve the low-dose CBCT image quality by reducing noise in the CBCT sinogram before image reconstruction. The noise reduction algorithm incorporates the noise modeling of the CT sinogram data in Radon space (line integrals) to construct a penalized weighted least-squares (PWLS) objective function (Fessler 1994, Sukovic and Clinthorne 2000) . The ideal solution of the line integrals is then estimated by minimizing the PWLS objective function. The weighted least square is based on the first and second moments of the noise in the sinogram data and an anisotropic penalty is designed to preserve the edges in the sinogram. CBCT images are reconstructed by using the Feldkamp-DavisKress (FDK) (Feldkamp et al 1984) algorithm after all sinogram images are processed by the PWLS criterion sequentially. The effectiveness of the PWLS-based noise reduction algorithm is demonstrated by two experimental phantom studies.
Methods and materials

CBCT sinogram smoothing
Ideally, the line integral of attenuation coefficients can be calculated by
where N i0 and N i are the incident photon number and detected photon number at the detector bin i respectively. For ease of presentation, we refer the measurement as a photon number. In a real x-ray CBCT system, the measured signal is total energy deposit on the flat-panel detector.
In the following of this paper, we refer the value of p i as the sinogram datum at the detector bin i. Mathematically, the PWLS cost function in the sinogram domain can be written as
The first term in equation (2) is a weighted least-squares criterion, whereŷ is the vector of the measured sinogram data andp is the vector of the ideal sinogram data to be estimated. The symbol T denotes the transpose operator. The matrix is a diagonal matrix and its ith element is the variance of sinogram data at the detector bin i. The second term in equation (2) is a smoothness penalty or a priori constraint, where β is the smoothing parameter which controls the degree of agreement between the estimated and the measured data. The element of the diagonal matrix is the variance of the corresponding sinogram datum, and it determines the contribution of each sinogram datum to the cost function. Based on the sinogram noise modeling in Li et al (2004) and Wang et al (2008) , the variance of the sinogram datum can be estimated by
For a fixed incident photon number N i0 , a sinogram datum with a larger value will have a larger variance and therefore less contribution to the cost function since the weight of that measured datum is 1 σ 2 i as defined in equation (2). This can be understood by the following observation. A larger sinogram datum value p i at the detector bin i indicates less x-ray photons being detected, i.e. smaller N i in equation (1), or more photons being attenuated along the projection path i. A detector bin receiving less photons will be associated with a smaller signal-to-noise ratio (SNR) based on the Poisson noise nature of the detected x-ray photons. Therefore, the weighted least-squares criterion reflects the above observation that the measured datum with a lower SNR will contribute less for estimation of its ideal sinogram datum.
To calculate the sinogram datum variance at the detector bin i via equation (3), we need to estimate the incident photon number N i0 for calculation of the sinogram variance. The incident photon number is mainly determined by the protocols of tube current and the duration of x-ray pulse (i.e. mAs). Ideally, the incident x-ray flux from the tube would be calibrated as uniform as possible across a field of view (FOV), i.e. N i0 is a constant for all the detector bins. In reality, the x-ray flux is modulated to consider the concavity shape of the human body by the bow-tie attenuating filter prior to arrival at the patients. Therefore, the incident photon number will not be a constant across the FOV. To estimate the incident intensity over the FOV at a specific mAs level, we performed the air scan and then averaged the projection image over all projection view angles. Figure 1 shows the incident x-ray intensity with the tube current 80 mA and duration of pulse 10 ms. The incident x-ray intensity can then be used for estimation of the sinogram data variance σ 2 i . The penalty term in equation (2) is a prior or smoothing constraint, which encourages the equivalence between neighboring data elements. In Li et al (2004) and Wang et al (2006) , a penalty of a quadratic form with equal weights for all neighbors has been used for sinogram smoothing of fan-beam CT:
where n represents four nearest neighbors around pixel i and w in is the weight for neighbor n. With an equal weight for the four nearest neighbors, these neighbors play an equivalent role in constraining the solution. As such, it provides a uniform regularization without considering details of intensity variation and possibly the presence of edges in the sinogram image. To preserve the edge information in the sinogram image of CBCT, we propose to use anisotropic weights for different neighbors in the sinogram image. The weight of the neighbor is determined by the magnitude of difference between neighbors and the concerned pixel. For a larger difference between the neighbor and the pixel, the coupling between them should be weaker and the weight w in should be smaller. This form of weight is chosen the same as the conducting coefficient in the well-known anisotropic diffusion filter (Perona and Malik 1990) :
where the gradient determines the strength of the diffusion during each iteration and the parameter δ was chosen as 90% of histogram of the gradient magnitude of the sinogram to be processed (Perona and Malik 1990) . Minimization of the objective function 2 can be performed efficiently by the iterative Gauss-Seidel updating strategy. The updating formula for the solution ofp is given by
where the index k represents the iterative number, N 1 i denotes those two nearest neighbors of i whose index is smaller than i, N 2 i denotes those two nearest neighbors of i whose index is larger than i and N i denotes these four nearest neighbors of pixel i in the sinogram image. The initial ofp is given by the measured dataŷ.
On-board kV-CBCT
The cone-beam CT projection data were acquired by ExactArms (kV source/detector arms) of a Trilogy(tm) treatment system (Varian Medical Systems, Palo Alto, CA). The number of projections for a full 360
• rotation is around 634. The dimension of each acquired projection image is 397 mm × 298 mm, containing 1024 × 768 pixels. The system has a FOV of 25 cm× 25 cm (full-fan mode) in the transverse plane and 17 cm in the longitudinal direction, which can be increased to 45 cm × 45 cm in the transverse plane by shifting the detector laterally (half-fan mode).
Two phantoms were used to evaluate the performance of the proposed PWLS algorithm in this study. The first phantom is a commercial calibration phantom CatPhan R 600 (The Phantom Laboratory, Inc., Salem, NY). Details about the CatPhan R 600 phantom can be found in Li et al (2005a) . The second one is an anthropomorphic head phantom (see figure 2) . For each phantom, the x-ray tube current was set at 10 mA (low dose) and 80 mA (high dose) during acquisition of CBCT projection images. At both mA levels, the duration of the x-ray pulse at each projection view was 10 ms. The tube voltage was set to 125 kVp during all data acquisitions. After each sinogram acquired with the low-mAs protocol was processed by the PWLS algorithm described above, the CBCT image was reconstructed by the FDK algorithm. The voxel size in the reconstructed image is 0.5 × 05 × 0.5 mm 3 .
Results
CatPhan
R 600 phantom
We first tested the proposed algorithm on the CatPhan R 600 phantom. Several representative slices of the reconstructed CBCT are shown in figures 3, 4 and 6. In each of these figures, (a) is the FDK reconstructed image from the projection data acquired with 10 mA tube current, (b) is the FDK reconstructed image from the sinogram processed by the proposed PWLS sinogram smoothing algorithm and (c) is the FDK reconstructed image from the sinogram obtained with 80 mA tube current. Figure 3 shows that one slice of image contains a point-like object, which mimics a fiducial marker. In figure 3(a) , the point source is difficult to be observed. After the sinogram was processed by the PWLS algorithm, the reconstructed image ( figure 3(b) ) is very similar to that obtained with a high mA protocol ( figure 3(c) ). The point source was well recovered and easy to be detected. To further quantitatively evaluate the effectiveness of the PWLS sinogram smoothing algorithm, we calculated the contrast-to-noise ratio (CNR) at different regions of interest (ROIs) in the images shown in figure 6 . The CNR is defined as where µ s is the mean value of the signal and µ b is the mean value of the background. Five circular objects (indicated by arrows in figure 6 ) with different intensities were chosen to calculate CNRs. Table 1 lists the CNRs of these five ROIs. After a 10 mA sinogram was processed by the PWLS algorithm, the CNR in the reconstructed image improved significantly. It can be observed that the CNR of a PWLS-processed 10 mA image is comparable to that of the image acquired with the 80 mA protocol. 
Anthropomorphic head phantom
Results of the anthropomorphic head phantom are shown in figure 7 . Figure 7 (a) shows one slice of the reconstructed images from projection data acquired with the 10 mA protocol. −3 in its corresponding high-dose image. After the low-dose sinogram is processed by the PWLS algorithm with a smoothing parameter β = 0.05, the standard deviation of the same ROI is 0.955 × 10 −3 , which is fairly close to the noise level of the 80 mA image.
To further illustrate how the edge information is affected by the PWLS sinogram smoothing, in figure 7(e) we show the difference image between figures 7(a) and (c). In the difference image, random noise is dominant and no edge or structure can be observed. This indicates that the edge information is well preserved in the PWLS-processed images.
Discussion
Generally, noise reduction for CT imaging can be performed in three spaces: projection data (either before or after logarithmic transform), filtered projection data (before backprojection operation during reconstruction) and reconstructed CT images. During filtering and backprojection operation, the noise properties will change significantly. Then noise modeling, such as distribution of noise and variance of noise, is difficult in filtered projection data and reconstructed image. Therefore, in this work we chose to work on the log-transformed data to fully utilize the noise model of the projection data in the Radon space (Li et al 2004 , Wang et al 2008 . Accurate noise modeling of measurement is fundamentally important in statistics-based image processing algorithms. Meanwhile, the regularization term also plays an important role in the performance of the algorithm. In CT sinogram processing, a commonly used regularization takes a quadratic form with equal weights for neighbors of an equal distance (La , La Riviere and Billmire 2005 , Li et al 2004 , Wang et al 2006 . Such a quadratic penalty simply encourages the equivalence between neighbors without considering discontinuities in the image and may lead to over-smoothing around sharp edges or boundaries. In the presented algorithm, we proposed an anisotropic penalty to consider the difference among neighbors. The idea was inspired by the well-known anisotropic diffusion filter (Perona and Malik 1990) , in which the gradient controls the strength of diffusion among neighbors. The coupling between neighbors should be smaller if the absolute value of difference between them is smaller and this kind of neighbors should contribute less to the solution of the concerned pixel (see equation (6)). There are many choices that satisfy this behavior of weighting. In this work, the form of the anisotropic weight was chosen the same as the conduction coefficients in the anisotropic diffusion filter (Perona and Malik 1990) . By such a choice, the anisotropic quadratic form penalty discourages the equivalence between neighbors if the gradient between them is large, and the edges or boundaries in the image will be better preserved. This effect is similar to that of anisotropic coefficients in the diffusion filter. In the presented method, the reconstruction of CT images was performed by an analytical FDK algorithm for its speed and accuracy. During the FDK reconstruction process, noise can also be suppressed by using a low-pass filter. It has been reported (Li et al 2004 ) that a statistics-based sinogram smoothing algorithm plus FBP reconstruction is superior to conventional low-pass filters for noise suppression of 2D fan-beam CT. In this work, we also reconstructed the CT image of the anthropomorphic head phantom using a Hanning filter with a cutoff at 80% Nyquist frequency, see figure 7(b). It can be observed that the image reconstructed from the PWLS-processed sinogram is superior to the result of the Hanning filter in terms of noise suppression and structure preservation.
Similar to the cutoff frequency in the conventional low-pass filter during reconstruction, there is also a free parameter β in the presented method which controls the trade-off of the noise level and the structure preservation in reconstructed images. In this work, the choice of β is determined by the visual judgment. The optimal choice of the parameter β can be determined by more sophisticated ways such as the received operating characteristic (ROC) study. Nevertheless, the parameter β can be chosen according to the noise level of the sinogram because from equation (6),the solution for the ideal sinogram, we can see that the parameter β and variance σ 2 i are always coupled together. The noise level of the projection data is mainly determined by two factors: incident photon number and line integrals. As such, the parameter β could be optimized at a certain mAs level and treatment site for patients of a similar size. In this work, however, the parameter is chosen empirically, which is justifiable when the dependence of the parameter on the noise level is weak.
The method presented in this paper is based on the noise properties of the sinogram, and the smoothing constraint or penalty is applied to the sinogram domain. Based on the same noise model, the smoothing constraint can also be applied to the CT image domain, and the statistical iterative reconstruction (SIR) algorithm can be used to obtain the attenuation coefficient map by minimizing the objective function. The SIR-based algorithms showed some advantages over the conventional filtered backprojection method for multi-slice helical CT (Thibault et al 2007) . However, an obstacle for practical use of SIR is the computation burden, especially for large volume datasets of CBCT. It takes more than 10 h to reconstruct the typical volume of multi-slice helical CT using SIR (Thibault et al 2007) . It takes only 3 s for the presented sinogram smoothing method to process one projection image using a PC with 3.0 GHz CPU. Parallel computing can speed up both SIR and sinogram-based algorithms significantly using the cell broadband engine (Knaup et al 2006) and PC cluster (Li et al 2005b) . It is possible to achieve clinically acceptable time for the presented sinogram smoothing algorithm through parallel computation. It is an interesting research topic to quantitatively compare the performance of the SIR-based CBCT reconstruction algorithm and the statistics-based sinogram smoothing method.
When CBCT is used for patient setup and target localization during radiotherapy, some extra information may be taken into account for dose and noise reduction. For example, a complete CT volume dataset with high clarity used for treatment planning is usually available before the treatment. This will provide strong a priori information of the patient before each CBCT scan. Prior information of planning 3D CT has been proved useful to improve the image quality of 4D CBCT . It is expected that the radiation dose of CBCT used for radiotherapy can be further reduced by incorporating the planning CT information into the image restoration or reconstruction algorithms.
In the report of the AAPM task group 75 (Murphy et al 2007) , several dose reduction strategies for image-guided radiotherapy were discussed. For CBCT, dose reduction can be achieved by narrowing field of view to avoid delivering radiation to an unnecessary region of the patient (Murphy et al 2007) . Compared with these hardware-based approaches, software approaches (such as the one proposed in this paper) provide a more cost-effective means for dose reduction of CBCT. In addition to the statistics-based reconstruction and restoration algorithms, advanced analytical CBCT reconstruction algorithms (Leng et al 2007 , Zhuang et al 2006 , Zou and Pan 2004 , Zou et al 2005 may further improve the low-dose CBCT image quality.
Conclusion
A PWLS algorithm with non-uniform weights was proposed to reduce noise in low-dose onboard CBCT. In this method, the sinogram was first processed according to the PWLS criterion. The weight for each measurement was chosen as sinogram datum variance, where variance can be estimated accurately according to the sinogram noise model. To preserve edge information during noise reduction, we proposed an anisotropic quadratic form penalty. The quadratic form penalty encourages equivalence between neighbors and the anisotropic penalty provides the mechanism to control the influence of different neighbors according to its corresponding gradient. The effectiveness of the proposed method is demonstrated by two experimental phantom studies. The quality of the 10 mA CT image after its sinogram processed by the PWLS algorithm is comparable to the image obtained with the 80 mA protocol. These experimental results indicate that it is possible to reduce the CBCT radiation dose by a factor of 1/8 without loss of useful information for radiotherapy.
