Abstract. We construct Lipschitz functions such that for all s > 0 they are s{H older, and so proximally, subdi erentiable only on dyadic rationals and nowhere else. As applications we construct Lipschitz functions with prescribed H older and approximate subderivatives.
Introduction
Let f be an extended real{valued lower semicontinuous function de ned on an open set U IR and x 2 U. We assume throughout that s > 0. De nition 1 2 IR is called an s{H older subgradient of f at x if f(x) is nite and for some > 0 and > 0 one has f(y) f(x) + (y ? x) ? jy ? xj 1+s when jy ? xj < . We write 2 @ hs f(x). When s = 1 such a subdi erential is called a proximal subdifferential, denoted by @ p f.
De nition 2 f is s{H older smooth at x if there exists c > 0, > 0, and 2 IR such that jf(y) ? f(x) ? (y ? x)j cjy ? xj 1+s whenever jy ? xj < .
When s = 1 we say that f is Lipschitz smooth at x. More generally, we are considering derivatives and subdi erentials with power modulus of smoothness, 2]. Our goal here is to construct Lipschitz functions, f, whose s{H older subdi erential is nonempty only on dyadic rationals and nowhere else. Needless to say, one may deduce this from Benoist's result but the construction method given herein is more explicit and much simpler, and has certain other virtues.
Main Result
Proposition 2 For every sequence (a n ) satisfying: (0) 0 < a 1 < a 2 < : : : < 1, a n ! 1, (1) (2 n ) s (1 ? a n ) ! 1 for all s > 0, there exists a 1-Lipschitz function f : 0; 1] ! IR such that f(0) = 0 and f(1=2) = a 1 
,
for all s > 0 we have @ hs f(x) = (?1; 1) when x 2 (0; 1) is a dyadic rational, and @ hs f(x) = ; when x 2 (0; 1) is not a dyadic rational.
Proof. As in 1], f will be the limit of a sequence of functions f n which are a ne on the intervals i=2 n ; (i + 1)=2 n ] for for i = 0; 1; : : : ; 2 n ? 1. Denote the slope of f n on this interval by s i;n . Start with f 0 0. Now assume that f n?1 is already de ned. Then set f n (0) := 0 and s 2i;n := a n ; s 2i+1;n := 2s i;n?1 ? a n ; if s i;n?1 0; s 2i;n := 2s i;n?1 + a n ; s 2i+1;n := ?a n ; if s i;n?1 0: In this way, f n is de ned and Lipschitz on the whole interval 0; 1] and satis es f n (2i=2 n ) = f n?1 (i=2 n?1 ) for i = 0; : : : ; 2 n?1 . P P i 2 n?1 2i + 1 2 n i + 1 2 n?1 s i;n?1 s 2i;n = a n s 2i+1;n Claim 1: s i;n 2 ?a n ; a n ] for all i = 0; 1; : : : ; 2 n ? 1, n 2 IN. Proof. The claim is true for f 0 ; f 1 , and if it is true for n ? 1, then it is also true for n: If s i;n?1 0, then s 2i;n = a n and s 2i+1;n = 2s i;n?1 ? a n 2a n?1 ? a n 2a n ? a n and s 2i+1;n 0 ? a n , and similarly for s i;n?1 0.
This proves in particular that: f n f n?1 on 0; 1] for all n. In order to see what f n looks like, we take a n := 1 ? (15=16) n . After 9 iterations, Maple gives gure 1: Proof. For all x, we have 0 f n (x) ? f n?1 (x) a n 1=2 n 1=2 n , which proves that the f n are convergent in the uniform norm towards some f. Since jf(x) ? f(y)j jf(x) ? f n (x)j + jf n (x) ? f n (y)j + jf n (y) ? f(y)j 2=2 n + a n jx ? yj 2=2 n + jx ? yj for all n, f is a Lipschitz function. 
with equality for y = x 1=2 k . Proof. For symmetry reasons, it is enough to prove the rst inequality. Since for all k n, we have f f k f n and f(x) = f k (x) = f n (x) and f(x 1=2 k ) = f k (x 1=2 k ), it is su cient to show the existence of a k 0 n such that the rst inequality holds for all k > k 0 with f replaced by f k . For this it is enough to nd a k 0 such that the slope of f k 0 to the right of x, namely s i2 k 0 ?n ;k 0 , is positive. The assertion then follows, because then s i2 k?n ;k = a k for all k > k 0 . Assume therefore that s i;n is negative. Then s 2i;n+1 = 2s i;n + a n+1 , and if that is still negative, then s 4i;n+2 = 2s 2i;n+1 + a n+2 , and so on. Also, because of Claim 1, s 2i;n+1 = 2s i;n + a n+1 s i;n ? a n + a n+1 > s i;n . This implies s 4i;n+2 ? s 2i;n+1 = s 2i;n+1 + a n+2 > s i;n + a n+1 = s 2i;n+1 ? s i;n > 0. Therefore, in each step one increases the previous slope by a positive, increasing amount. After nitely many steps the slope will then itself become positive. Claim 3b: @ hs f(x) (?1; 1).
Proof. Assume 2 @ hs f(x). That means that there exists a > 0 such that for k big enough, f(x+1=2 k ) f(x)+ 1=2 k ? (1=2 k ) 1+s . We can assume k > k 0 , such that,
and therefore a k ? (1=2 k ) s . Letting k tend to in nity, we get 1. Moreover, = 1 is impossible because of (2 k ) s (1 ?a k ) ! 1. In the same way we prove > ?1. Claim 4: If x is not a dyadic rational, then @ hs f(x) = ;. Proof. Assume that 2 @ hs f(x); we will show that this leads to a contradiction. If x is not a dyadic rational, then for every n, x lies in a uniquely determined interval of the form i=2 n ; (i + 1)=2 n ]. Denote by p n the slope of f n in this interval.
Claim 4a: p n ! for n ! 1, in fact j ? p n j =(2 n ) s . 1] , the only other possibility is j j < 1. This is only possible if the case p n = a n does not occur after an initial phase. That means that for n large enough, p n = 2p n?1 ? a n if p n?1 0 and p n = 2p n?1 + a n if p n?1 0. But as we saw in the proof of Claim 3a, each of these two cases can happen only nitely many times in a row, after which time p n changes its sign. Therefore the p n must converge to 0. But this is also impossible, because if we choose n large enough so that 0 p n?1 " and 1?a n ", then p n = 2p n?1 ?a n ?1+3", a contradiction.
Similarly for p n = 2p n?1 + a n . Note that the arguments of Claim 4a and Claim 4b imply that f 0 (x) = ?1 or 1 for all x 2 (0; 1) except for a Lebesgue null set.] Claim 4c: = 1 is impossible.
Proof. Assume = 1. Claim 4a now says that 1 ? p n =(2 n ) s . Since p n a n , we also have 1 ? a n 1 ? p n . Therefore we get a contradiction to (2 n ) s (1 ? a n ) ! 1. Similarly for = ?1.
All of this proves Claim 4. It is well known that the set of points in the boundary of epi f for which N p epi f (x; f(x)) 6 = f(0; 0)g is dense in bdry(epi f). (2) shows that f(x; f(x)) : N p epi f (x; f(x)) 6 = f(0; 0)gg may be countable. Indeed by appropriately choosing fa n g we may ensure that both x and f(x) are dyadic rationals, and so the proximal normal cone is non{trivial only at a subset of the dyadic rationals in the plane. For s " > 0 an appropriate sequence is given by a n := 1 ? (1 ? 2 ?k ) n for k a su ciently large integer. ? ( Note that if @ hs f(x) 6 = ;, then @ hs (f + g)(x) 6 = ;, conversely if @ hs (f + g)(x) 6 = ; then f = (f + g) ? g shows @ hs f(x) 6 = ;. As an example, let f; g : IR 7 ! IR be given by f(x) := sin 2 (x=2) and g(x) := 1=2.
Then there exist uncountably many Lipschitz functions, h, on IR di ering by more than constants such that @ p h(x) = 
