INTRODUCTION
Differential Evolution (DE), a kind of evolutionary algorithm (EA), was proposed by Storn and Price [1] in 1995. It has emerged as a simple and powerful algorithm for global optimization over continuous spaces. It has many attractive characteristics, such as compact structure, ease of use, good convergence speed and robustness [2] . Its effectiveness and efficiency has been successfully demonstrated in many application fields such as pattern recognition [3] , chemical engineering [4] , and many other science and engineering fields [5] .
Although, DE shares the similar operators like mutation, crossover and selection as that of Genetic Algorithms (GA), it is the working of these operators that makes DE different from GA and also from other population based EAs. Mutation is the main operator of DE as it guides the movement of solution vectors towards the global optimum. Initially, a single mutation strategy was suggested by Storn and Price. Later on they suggested nine more strategies for DE. Considering the significant effect of the mutation operator on the performance of DE, researchers have suggested enhanced mutation schemes to further improve the performance of DE. Some modified mutation schemes available in literature are Trigonometric Mutation (TDE) [6] , Cauchy Mutation [7] , Mixed mutation strategy based DE [8] , DE with Laplace mutation [9] , DE with random localization, (DERL) [10] , Self adaptive DE (SaDE) [11] , adaptive DE with optional external archive (JADE) [12] , DE with global and local neighborhood (DEGL) [13] , two latest versions in which modifications are done in mutation operator are [14] , [15] .
A recent literature survey of various DE variants can be found in [16] and [17] .
In the present study we have proposed a simple scheme called Modified Random Location (MRL) for selection of three different vectors to perform mutation operation. In MRL we divide the search space into three regions on the basis the fitness of the solution vectors. From these regions we select the candidates which will take part in the mutation process to generate the mutant vector. By selecting the candidates from different regions we try to extract maximum information from the search space. This is likely to be beneficial in real life scenarios where no a-priori information is available about the search space.
It is expected that the proposed scheme will enhance the searching capabilities of basic DE.
The rest of paper is organized as follows: Section II provides a compact overview of DE. Section III presents the proposed MRL-DE algorithm with graphical description. Benchmark problems and experimental settings are given in Section IV. Results and comparisons are reported in Section V, Statistical analysis is shown in Section VI and finally the conclusions derived from the present study are drawn in Section VII.
II. BASIC DIFFERENTIAL EVOLUTION (DE)
DE is a stochastic, population-based direct search method for optimizing real-valued functions of continuous variables. The working of DE is as follows: First of all, the individuals are initialized with uniformly distributed random numbers and are evaluated using the fitness function provided. Then the following will be executed until a stopping a criterion is met; a) Mutation: For a D-dimensional search space, for each target vector X i G at the generation G, its associated mutant vector is generated via a certain mutation strategy. The most often used mutation strategy implemented in the DE is given by:
are randomly chosen integers, different from each other and also different from the running index i. Here NP represents the population size. F (>0) is a scaling factor which controls the amplification of the difference vector (X r2 G -X r3
Crossover: Once the mutation phase is over, crossover is performed between the target vector and the mutated vector to generate a trial vector for the next generation. The mutated individual, V i operation, that finally generates the populati or trial vectors,
where j, k ∈ {1,…, D} k is a random chosen once for each i, C r is the cross parameter whose value is generally taken as c) Selection: The final step in the DE selection process. Each individual of the population is compared with its target vect population. The one with the lower objectiv survives the tournament selection and g generation. As a result, all the individu generation are as good as or better than the the current generation.
III. PROPOSED MRL-DE
We know that the mutation operatio usually follows no rule of selection of three X r1 , X r2 and X r3 from population except for t should be mutually different from each oth the target vector X i . Here, we are not sure a of these vectors. These vectors may be selec small cluster or may be selected very far f This procedure may lead to the loss of information about the search space.
In the present study, we propose a new where instead of having a random selection localized selection where each solution ve particular region of the search space.
The proposed strategy is very simple. initial population according to the fitness fu divide it into three regions say R-I, R-II and R-I represent the region having the fitte the elite individuals.
R-II represents the set of next best indivi R-III represents the remaining. Now, we select the three candidates for m and X r3 from R-I R-II and R-III respectively.
We can easily see that this scheme, tr maximum of the search space making it mo nature.
The Since, X r1 (base vector) always population. So the base vector wil vector of population at any generat to mention that once we have dec remaining regions R1 and R2 are t remaining population. That is to s individuals, R2 and R3 will consist o a population size of 100.
In Fig-1 the graphical descripti scheme X r1 , X r2 and X r3 is given a code is given; 
IV. BENCHMARK PROBLEMS AND EXPERIMENTAL SETTINGS
We have tested the proposed MRL-DE algorithm on 8 standard benchmark problem from [12] , [18] and with 6 nontraditional shifted benchmark problems from [21] , [22] .
These test problems are given in TABLE-II.   TABLE II. TEST PROBLEMS
In order to investigate the performance of the proposed MRL-DE we compared it with the basic DE algorithm (SDE) and other modified variants of DE as; DERL [10] . SaDE [11] , JADE [12] , LeDE [18] , and jDE [19] .
Basic DE and proposed MRL-DE are implemented in Dev-C++ and the experiments are conducted on a computer with 2.00 GHz Intel (R) core (TM) 2 duo CPU and 2-GB of RAM.
Parameter settings and performance criteria are taken as follows:
1) Parameter Settings: The parameter setting is taken after consulting various literatures. This setting is kept same in order to maintain uniformity of results. 2) Performance Criteria: Four performance criteria are selected from the literature [20] , [21] [20] . It is defined as follows:
where A and B are different algorithms.
V. NUMERICAL RESULTS AND COMPARISONS

A. Comparison with DE and DERL
In TABLE IV, comparisons of MRL-DE are given with basic DE and DERL in term of average NFE.
For MRL-DE it is very important to choose the size of R-I i.e. value ofα should be chosen in a manner such that it is neither very small (or it will be like a greedy selection strategy) nor it is very large (or it will behave like basic DE). After conducting a series of experiments, we observed that when α is taken as 20% of the total population (NP), the results are fairly good.
From the Here all results are taken as mention in [18] . From the table we can see that MRL-DE gives better result in case of F 2 , F 4 , F 7 and F 8 than all others while in case of F 5 and F 6 it performs better than only jDE, and SaDE. In case of F 1 MRL-DE gave better result than others except in comparison to JADE which gave best result for F1. 
C. Results of Shifted Benchmark Problems
In TABLE-VI results of shifted functions is given. These functions are specially designed to analyze the efficiency and robustness of population based global optimization algorithms. Dimension of all these function are taken is 30 (i.e. D=30) and max-NFEs= D*10000. Here results have been taken in terms of average error and standard deviation of 50 runs.
Once again from the numerical results we can see that the proposed MRL-DE is quite competent for solving numerical optimization problems of the type considered in this study. Fig-2 and Fig-3 , convergence graph of F 1 and SF 1 are given; Attending to these results, a post-hoc statistical analysis is done to detect concrete differences among algorithms. First of all, we employed Bonferroni-Dunn's test to detect significant differences for the control algorithm MRL-DE. TABLE VIII summarizes the ranking of algorithms based on their NFEs as given in TABLE IV obtained by Friedman's test and the critical difference (CD) of Bonferroni-Dunn's procedure. Bonferroni-Dunn's procedure to calculated CD value is given in [23] . In Fig 4 , Bonferroni-Dunn's graphic illustrates difference among rankings obtained for each algorithm. In this, we draw a horizontal cut line which represents the threshold for the best performing algorithm, the one with the lowest ranking bar, in order to consider it better than other algorithms. A cut line is drawn for each level of significance considered in the study at height equal to the sum of the ranking of the control algorithm and the corresponding Critical Difference computed by the Bonferroni-Dunn method. The bars which exceed this line are associated to an algorithm with worse performance than the control algorithm. So by the application of BonferroniDunn's test we can see that MRL-DE at α =20 is better than all of the algorithms also we see that the bars of DE, MRL-DE (at α =40, 50) goes outside the horizontal lines which are correspondence to significant level a=0.05 and 0.1. so we will consider these algorithms give worst performance than others.
Next in
A similar statistical analysis for SADE, JADE, LeDE, jDE and MRL-DE (α =20) is given in TABLE IX and Fig-5 .
From Fig-5 we can see no rank bar exceeds from horizontal lines, so there is no significant difference between all algorithms. But we would like to point out that probably from the programming point of view; the proposed MRL-DE is easiest. Figure 5 . Bonferroni-Dunn's graphic corresponding to:average error as given in TABLE IX VII. CONCLUSONS
In the present study a modified selection strategy is suggested for selecting the candidates to undergo mutation operation. In this strategy, named Modified Random Location (MRL) the search space is divided into three regions from which the candidates are selected. This is done to enhance the exploratory feature of the basic DE. The corresponding MRL-DE was tested on a set of 8 standard benchmark problems and 6 nontraditional shifted functions.
It was observed that at α =20, the proposed algorithm best results. Numerical and statistical results showed that the proposed scheme although simple in nature improves the functioning of basic DE and performs either better or at par with some of its recent variants.
