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Abstract
One of the main problems in all-optical packet-switched networks is the lack of optical buffers,
and one feasible technology for the constructions of optical buffers is to use optical crossbar Switches
and fiber Delay Lines (SDL). In this two-part paper, we consider SDL constructions of optical queues
with a limited number of recirculations through the optical switches and the fiber delay lines. Such a
problem arises from practical feasibility considerations. We show that the constructions of certain types
of optical queues, including linear compressors, linear decompressors, and 2-to-1 FIFO multiplexers,
under a simple packet routing scheme and under the constraint of a limited number of recirculations can
be transformed into equivalent integer representation problems under a corresponding constraint. Specif-
ically, we show that the effective maximum delay of a linear compressor/decompressor and the effective
buffer size of a 2-to-1 FIFO multiplexer in our constructions are equal to the maximum representable
integer B(dM
1
; k) with respect to dM
1
and k (defined in (4) in Section I), where dM
1
= (d1, d2, . . . , dM )
is the sequence of the delays of the M fibers used in our constructions and k is the maximum number
of times that a packet can be routed through the M fibers.
Given M and k, therefore, the problem of finding an optimal construction, in the sense of maximiz-
ing the maximum delay (resp., buffer size), among our constructions of linear compressors/decompressors
(resp., 2-to-1 FIFO multiplexers) is equivalent to the problem of finding an optimal sequence d∗M
1
in AM
(resp., BM ) such that B(d∗M1 ; k) = maxdM
1
∈AM
B(dM
1
; k) (resp., B(d∗M
1
; k) = maxdM
1
∈BM
B(dM
1
; k)),
where AM (resp., BM ) is the set of all sequences of fiber delays allowed in our constructions of linear
compressors/decompressors (resp., 2-to-1 FIFO multiplexers). In Part I, we propose a class of greedy
constructions of linear compressors/decompressors and 2-to-1 FIFO multiplexers by specifying a class
GM,k of sequences such that GM,k ⊆ BM ⊆ AM and each sequence in GM,k is obtained recursively
in a greedy manner. For dM
1
∈ GM,k, we obtain an explicit recursive expression for di in terms of
d1, d2, . . . , di−1 for i = 1, 2, . . . ,M , and obtain an explicit expression for the maximum representable
integer B(dM
1
; k) in terms of d1, d2, . . . , dM . We then use these expressions to show that every optimal
construction must be a greedy construction. In Part II, we further show that there are at most two
optimal constructions and give a simple algorithm to obtain the optimal construction(s).
Index Terms
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2I. INTRODUCTION
Current high-speed packet-switched networks suffer from the serious overheads incurred by
the O-E-O (optical-electrical-optical) conversion and the accompanied signal processing require-
ments that prevent them from fully exploiting the tremendous bandwidth offered by the optical
fiber links so as to achieve even higher data rates. The O-E-O bottleneck arises from the lack
of optical buffers to resolve conflicts among packets competing for the same resources in the
optical domain. As the demand for data rates is ever increasing, the design of optical buffers has
become one of the most critically sought after optical technologies in all-optical packet-switched
networks.
Currently, the only known way to “store” optical packets without converting them into other
media is to direct them through a set of (bufferless) optical crossbar Switches and fiber Delay
Lines (SDL). The key idea of the SDL constructions of optical buffers is to use the fiber delay
lines as storage devices and use the optical crossbar switches to distribute optical packets over
the fiber delay lines in an appropriate manner so that the optical packets can be routed to the
right place at the right time. Such an SDL approach by using optical crossbar switches and
fiber delay lines has been well recognized as one of the promising optical technologies for the
constructions of optical buffers.
As an optical packet can only enter a fiber delay line from one end of that fiber and can only be
accessed when it appears at the other end of that fiber (before the optical packet reaches the other
end of that fiber, it is constantly moving forward inside that fiber and cannot be accessed), the
optical buffers constructed by the SDL approach do not have the random access capability;
instead, they can only be used as sequential buffers with fixed storage times. Fortunately,
results in the SDL literature (see [1]–[37] and the references therein) show that they can still
be used to construct many types of optical queues commonly encountered in practice. Early
works on the SDL constructions of optical queues [1]–[5] mainly focused on the feasibility of
such an approach through numerical simulations rather than through rigorous analytical studies.
Recent works on the theoretical SDL constructions of optical queues have shown that there
exist systematic methods for the constructions of various types of optical queues, including
output-buffered switches in [6]–[11], FIFO multiplexers in [6] and [11]–[17], FIFO queues in
[17]–[22], LIFO queues in [19]–[20], priority queues in [23]–[26], time slot interchanges in [17]
and [27], and linear compressors, linear decompressors, non-overtaking delay lines, and flexible
delay lines in [17] and [28]–[29]. Furthermore, results on the fundamental complexity of SDL
constructions of optical queues can be found in [30] and performance analysis for optical queues
has been addressed in [31]. For review articles on SDL constructions of optical queues, we refer
to [32]–[37] and the references therein.
In this two-part paper, we address an important practical feasibility issue that is of great
concern in the SDL constructions of optical queues: the constructions of optical queues with
a limited number of recirculations through the optical switches and the fiber delay lines. As
3pointed out in [38]–[40], crosstalk due to power leakage from other optical links, power loss
experienced during recirculations through the optical switches and the fiber delay lines, amplified
spontaneous emission (ASE) from the Erbium doped fiber amplifiers (EDFA) that are used for
boosting the signal power, and the pattern effect of the optical switches, among others, lead to a
limitation on the number of times that an optical packet can be recirculated through the optical
switches and the fiber delay lines. If such an issue is not taken into consideration during the
design of optical queues, then for an optical packet recirculated through the optical switches and
the fiber delay lines for a number of times exceeding a predetermined threshold, there is a good
chance that it cannot be reliably recognized at the destined output port due to severe power loss
and/or serious noise accumulation even if it appears at the right place and at the right time.
For certain types of optical queues, including linear compressors (see Definition 1 of [29]),
linear decompressors (see Definition 10 of [29]), and 2-to-1 FIFO multiplexers (see Definition 4
of [13]), the delay of a packet is known upon its arrival and the packet is routed according to the
C-transform [13] of its delay. Formally, the C-transform of a nonnegative integer x with respect
to a sequence of positive integers dM1 = (d1, d2, . . . , dM) is defined as the sequence C(x;dM1 ) =
(I1(x;d
M
1 ), I2(x;d
M
1 ), . . . , IM(x;d
M
1 )), where IM(x;dM1 ), IM−1(x;dM1 ), . . . , I1(x;dM1 ), in that
order, are given recursively by
Ii(x;d
M
1 ) =
{
1, if x−
∑M
j=i+1 Ij(x;d
M
1 )dj ≥ di,
0, otherwise,
(1)
with the convention that the sum in (1) is 0 if the upper index is smaller than its lower index. In
other words, if x ≥ dM , then IM(x;dM1 ) = 1, and otherwise IM(x;dM1 ) = 0; if the remaining
value x − IM(x;dM1 )dM ≥ dM−1, then IM−1(x;dM1 ) = 1, and otherwise IM−1(x;dM1 ) = 0;
and so forth. It is clear that if di = 2i−1 for i = 1, 2, . . . ,M , then the C-transform becomes
the well-known binary representation for the unique representation of the nonnegative integers
0, 1, . . . , 2M − 1. As such, the C-transform is a generalization of the binary representation.
Furthermore, it was also shown in Corollary 6 of [13] that the C-transform has the unique
representation property such that x =
∑M
i=1 Ii(x;d
M
1 )di for x = 0, 1, . . . ,
∑M
i=1 di if and only if
d
M
1 ∈ AM , where AM is given by
AM =
{
d
M
1 ∈ (Z
+)M : d1 = 1 and 1 ≤ di+1 ≤
i∑
j=1
dj + 1 for i = 1, 2, . . . ,M − 1
}
. (2)
In Theorem 4 of [29], it was shown that the construction in Figure 1(a) consisting of a 1× 2
optical crossbar switch, M 2× 2 optical crossbar switches, and M fiber delay lines with delays
d1, d2, . . . , dM can be operated as a linear compressor with maximum delay
∑M
i=1 di under a
simple packet routing scheme if and only if dM1 ∈ AM . We note that a linear decompressor
with maximum delay
∑M
i=1 di can be similarly constructed since it is the mirror image of a
linear compressor with maximum delay
∑M
i=1 di [29]. Furthermore, in Theorem 15 of [13], it
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Fig. 1. (a) A construction of a linear compressor with maximum delay ∑M
i=1
di, where dM1 ∈ AM . (b) A construction of a
2-to-1 FIFO multiplexer with buffer size
∑M
i=1
di, where dM1 ∈ BM .
was shown that the construction in Figure 1(b) consisting of an (M + 2) × (M + 2) optical
crossbar switch and M fiber delay lines with delays d1, d2, . . . , dM can be operated as a 2-to-1
FIFO multiplexer with buffer size
∑M
i=1 di under a simple packet routing scheme if and only if
d
M
1 ∈ BM , where BM is given by
BM =
{
d
M
1 ∈ (Z
+)M : d1 = 1 and di ≤ di+1 ≤ 2di for i = 1, 2, . . . ,M − 1
} (3)
(note that it was shown in [13] that BM ⊆ AM ). Specifically, the simple packet routing scheme
in [29] and [13] is a self-routing scheme and is described as follows. Suppose that the delay of
a packet arriving at time t is x. If x >
∑M
i=1 di, then the packet is lost and is routed to the loss
link immediately. On the other hand, if 0 ≤ x ≤
∑M
i=1 di, then the packet is routed to the fiber
with delay d1 at time t if I1(x;dM1 ) = 1, to the fiber with delay d2 at time t + I1(x;dM1 )d1 if
I2(x;d
M
1 ) = 1, . . ., to the fiber with delay dM at time t+
∑M−1
i=1 Ii(x;d
M
1 )di if IM(x;dM1 ) = 1,
and finally to the departure link at time t +
∑M
i=1 Ii(x;d
M
1 )di = t + x. Therefore, the delay of
the packet is indeed equal to x and the packet is routed to the departure link at the right time.
The problem arises if there is a limitation on the number, say k, of recirculations through
the M fibers in Figure 1 due to the practical feasibility considerations mentioned above. If
k ≥ M , then the limitation on the number of recirculations is redundant as a packet can be
routed to each of the M fibers at most once so that it can only be recirculated through the M
fibers at most M times under our self-routing scheme. It follows that the maximum delay of the
linear compressor/decompressor in Figure 1(a)/mirror image of Figure 1(a) (with dM1 ∈ AM )
and the buffer size of the 2-to-1 FIFO multiplexer in Figure 1(b) (with dM1 ∈ BM ) are equal
to
∑M
i=1 di. On the other hand, if 1 ≤ k ≤ M − 1, then a packet routed through more than k
of the M fibers cannot be reliably recognized at the departure link (e.g., a packet with delay
equal to
∑M
i=1 di will be routed to each of the M fibers exactly once under our self-routing
5scheme and it cannot be reliably recognized at the departure link). It follows that the maximum
delay of the linear compressor/decompressor in Figure 1(a)/mirror image of Figure 1(a) (with
d
M
1 ∈ AM ) and the buffer size of the 2-to-1 FIFO multiplexer in Figure 1(b) (with dM1 ∈
BM ) that can be effectively realized in this case are less than
∑M
i=1 di. For dM1 ∈ AM and
k ≥ 1, we define the maximum representable integer B(dM1 ; k) with respect to dM1 and k
as the largest positive integer in {1, 2, . . . ,
∑M
i=1 di} such that every nonnegative integer x not
exceeding it satisfies the property that the number of 1-entries in the C-transform C(x;dM1 ) =
(I1(x;d
M
1 ), I2(x;d
M
1 ), . . . , IM(x;d
M
1 )) of x with respect to dM1 is less than or equal to k, i.e.,
B(dM1 ; k) = max
{
0 ≤ x′ ≤
M∑
i=1
di :
M∑
i=1
Ii(x;d
M
1 ) ≤ k for x = 0, 1, . . . , x′
}
. (4)
For obvious reasons, we also define B(dM1 ; k) = 0 if M = 0 or k = 0. Note that if k ≥M ≥ 1,
then it is easy to see from
∑M
i=1 Ii(x;d
M
1 ) ≤
∑M
i=1 1 = M ≤ k for x = 0, 1, . . . ,
∑M
i=1 di and
the definition of B(dM1 ; k) in (4) that B(dM1 ; k) =
∑M
i=1 di. If 1 ≤ k ≤ M − 1, then it is
easy to see from
∑M
i=1 Ii(x;d
M
1 ) =
∑M
i=1 1 = M > k for x =
∑M
i=1 di and the definition of
B(dM1 ; k) in (4) that B(dM1 ; k) <
∑M
i=1 di. Clearly, the effective maximum delay of the linear
compressor/decompressor in Figure 1(a)/mirror image of Figure 1(a) (with dM1 ∈ AM ) and
the effective buffer size of the 2-to-1 FIFO multiplexer in Figure 1(b) (with dM1 ∈ BM ) that
can be realized under our self-routing scheme and under the limitation of at most k times of
recirculations through the M fibers are equal to the maximum representable integer B(dM1 ; k)
with respect to dM1 and k.
We call a construction of a linear compressor/decompressor in Figure 1(a)/mirror image
of Figure 1(a) (resp., 2-to-1 FIFO multiplexer in Figure 1(b)) with the sequence of delays
d
∗M
1 = (d
∗
1, d
∗
2, . . . , d
∗
M) in AM (resp., BM ) an optimal construction if the sequence d∗M1 gives
rise to the largest effective maximum delay (resp., the largest effective buffer size) among all
of the sequences in AM (resp., BM ) under our self-routing scheme and under the limitation of
at most k times of recirculations through the M fibers, i.e., B(d∗M1 ; k) = maxdM1 ∈AM B(d
M
1 ; k)
(resp., B(d∗M1 ; k) = maxdM1 ∈BM B(dM1 ; k)). Furthermore, we call such a sequence d∗
M
1 an
optimal k-constrained M-sequence (or simply an optimal sequence when no confusion will
arise). Therefore, the problem of finding an optimal construction among our constructions of
linear compressors/decompressors (resp., 2-to-1 FIFO multiplexers) is equivalent to the problem
of finding an optimal sequence d∗M1 ∈ AM (resp., d∗M1 ∈ BM ) such that B(d∗M1 ; k) =
maxdM
1
∈AM
B(dM1 ; k) (resp., B(d∗M1 ; k) = maxdM1 ∈BM B(dM1 ; k)). If k ≥M ≥ 1, then we know
that B(dM1 ; k) =
∑M
i=1 di and it is clear that there is a unique optimal construction as there is only
one optimal sequence which is given by d∗M1 = argmaxdM1 ∈AM
∑M
i=1 di = (1, 2, 2
2, . . . , 2M−1)
(resp., d∗M1 = argmaxdM1 ∈BM
∑M
i=1 di = (1, 2, 2
2, . . . , 2M−1)), and hence the largest effective
maximum delay of a linear compressor/decompressor (resp., the largest effective buffer size of
a 2-to-1 FIFO multiplexer) that can be realized in our constructions is given by B(d∗M1 ; k) =
6∑M
i=1 d
∗
i = 2
M−1. On the other hand, if 1 ≤ k ≤M−1, then the problem of finding an optimal
construction/optimal sequence turns out to be very difficult.
In [15], a dynamic programming formulation obtained through a divide-and-conquer approach
was proposed for the constructions of 2-to-1 FIFO multiplexers with a limited number of
recirculations through the M fibers in Figure 1(b). However, the constructions in [15] are not
optimal as the fiber delays are limited to be powers of 2. In this two-part paper, we consider the
problem of finding optimal constructions of linear compressors/decompressors and 2-to-1 FIFO
multiplexers with at most k times of recirculations through the M fibers in Figure 1 under our
self-routing scheme. From the discussion in the previous paragraph, we only need to consider
the nontrivial case that M ≥ 2 and 1 ≤ k ≤ M − 1 in the rest of the paper.
In Part I of this paper, we will give a class of greedy constructions of linear compres-
sors/decompressors and 2-to-1 FIFO multiplexers, and will show that every optimal construction
must be a greedy construction. In Part II of this paper, we will further show that there are
at most two optimal constructions and will give a simple algorithm to obtain the optimal
construction(s). Part I is organized as follows. In Section II, we propose a class of greedy
constructions of linear compressors/decompressors and 2-to-1 FIFO multiplexers by specifying
a class GM,k of sequences such that GM,k ⊆ BM ⊆ AM and each sequence in GM,k is obtained
recursively in a greedy manner. For dM1 ∈ GM,k, we obtain an explicit recursive expression
for di in terms of d1, d2, . . . , di−1 for i = 1, 2, . . . ,M , and obtain an explicit expression for
the maximum representable integer B(dM1 ; k) in terms of d1, d2, . . . , dM . In Section III, we
use the explicit expressions obtained in Section II to show that every optimal construction
of a linear compressor/decompressor must be a greedy construction, i.e., if d∗M1 ∈ AM and
B(d∗M1 ; k) = maxdM1 ∈AM B(d
M
1 ; k), then d∗M1 ∈ GM,k, and every optimal construction of a 2-
to-1 FIFO multiplexer must also be a greedy construction, i.e., if d∗M1 ∈ BM and B(d∗M1 ; k) =
maxdM
1
∈BM
B(dM1 ; k), then d∗M1 ∈ GM,k. Finally, a brief conclusion of Part I is given in
Section IV.
II. A CLASS OF GREEDY CONSTRUCTIONS
From Section I, we know that each sequence dM1 in AM corresponds to a construction of
a linear compressor/decompressor in Figure 1(a)/mirror image of Figure 1(a) with effective
maximum delay B(dM1 ; k) under our self-routing scheme and under the limitation of at most
k times of recirculations through the M fibers, where B(dM1 ; k) is the maximum representable
integer with respect to dM1 and k as defined in (4). To find an optimal construction of a linear
compressor/decompressor, it suffices to find a sequence d∗M1 ∈ AM such that B(d∗M1 ; k) =
maxdM
1
∈AM
B(dM1 ; k). Similarly, to find an optimal construction of a 2-to-1 FIFO multiplexer, it
suffices to find a sequence d∗M1 ∈ BM such that B(d∗M1 ; k) = maxdM1 ∈BM B(d
M
1 ; k). For this, in
this section we propose a class of greedy constructions of linear compressors/decompressors and
2-to-1 FIFO multiplexers by specifying to a class GM,k of sequences such that GM,k ⊆ BM ⊆ AM
7and each sequence dM1 = (d1, d2, . . . , dM) in GM,k is obtained recursively so that di is obtained
from d1, d2, . . . , di−1 in a greedy manner for i = 1, 2, . . . ,M . Then in Section III, we show that
every optimal construction must be a greedy construction.
Consider the case that M = 6 and k = 2. Suppose that d′61 = (1, 2, 4, 8, 16, 32) ∈ A6 (note
that d′61 = argmaxd61∈A6
∑
6
i=1 di). Although the nonnegative integers 0, 1, . . . ,
∑
6
i=1 d
′
i = 63
can be uniquely represented by their C-transforms with respect to d′61 according to the unique
representation property of the C-transform, it is clear from (4) that the maximum representable
integer with respect to d′61 and 2 is given by B(d′
6
1; 2) = 6 (as
∑
6
i=1 Ii(x;d
′6
1) ≤ 2 for x =
0, 1, . . . , 6 and
∑
6
i=1 Ii(x;d
′6
1) = 3 > 2 for x = 7). As another example, suppose that d′′61 =
(1, 2, 3, 5, 6, 8) ∈ A6. Then the nonnegative integers 0, 1, . . . ,
∑
6
i=1 d
′′
i = 25 can be uniquely
represented by their C-transforms with respect to d′′61 according to the unique representation
property of the C-transform (this can also be easily verified from the C-transform of x with
respect to d′′61 for x = 0, 1, . . . ,
∑
6
i=1 d
′′
i = 25 in Table I). Although
∑
6
i=1 d
′′
i = 25 is smaller
than
∑
6
i=1 d
′
i = 63, it is clear from Table I that the maximum representable integer with respect
to d′′61 and 2 is given by B(d′′
6
1; 2) = 11 (as
∑
6
i=1 Ii(x;d
′′6
1) ≤ 2 for x = 0, 1, . . . , 11 and∑
6
i=1 Ii(x;d
′′6
1) = 3 > 2 for x = 12), which is larger than B(d′61; 2) = 6. It follows that d′′61
is a better choice than d′61 for our purpose as it gives rise to a larger maximum representable
integer.
A natural question we would like to ask is then: can we do better and how to do that? In other
words, are there any methods for choosing a sequence d61 in A6 such that B(d61; 2) > B(d′′
6
1; 2).
The answer is affirmative as we now show it. A direct approach to choose a sequence d61 in A6
is to divide the choice into two parts, say the choice of d1, d2, d3 and the choice of d4, d5, d6,
so that there is at most one 1-entry in (I1(x;d61), I2(x;d61), I3(x;d61)) and there is at most one
1-entry in (I4(x;d61), I5(x;d61), I6(x;d61)) (and hence there are at most two 1-entries in C(x;d61))
for as many consecutive nonnegative integers (starting from zero) as possible. For instance, we
can first choose
d1 = 1, d2 = 2, and d3 = 3.
Clearly, we have B(d31; 1) = 3. Then we can choose
d4 = B(d
3
1; 1) + 1 = 4,
d5 = (d4 +B(d
3
1; 1)) + 1 = 2(B(d
3
1; 1) + 1) = 8,
d6 = (d5 +B(d
3
1; 1)) + 1 = 3(B(d
3
1; 1) + 1) = 12.
For 4 ≤ i ≤ 6, it is easy to see from Table II that for x = di, di + 1, . . . , di + B(d31; 1),
there is at most one 1-entry in (I1(x;d61), I2(x;d61), I3(x;d61)) and there is exactly one 1-entry
in (I4(x;d61), I5(x;d61), I6(x;d61)) (as Ii(x;d61) = 1 and Ij(x;d61) = 0 for j ∈ {4, 5, 6}\{i}) so
that there are at most two 1-entries in C(x;d61). It follows that such a direct approach guarantees
that B(d61; 2) ≥ d6 + B(d31; 1) = 15. Indeed, from Table II we see that B(d61; 2) = 16 (as
8x I1(x;d
′′6
1) I2(x;d
′′6
1) I3(x;d
′′6
1) I4(x;d
′′6
1) I5(x;d
′′6
1) I6(x;d
′′6
1)
0 0 0 0 0 0 0
1 1 0 0 0 0 0
2 0 1 0 0 0 0
3 0 0 1 0 0 0
4 1 0 1 0 0 0
5 0 0 0 1 0 0
6 0 0 0 0 1 0
7 1 0 0 0 1 0
8 0 0 0 0 0 1
9 1 0 0 0 0 1
10 0 1 0 0 0 1
11 0 0 1 0 0 1
12 1 0 1 0 0 1
13 0 0 0 1 0 1
14 0 0 0 0 1 1
15 1 0 0 0 1 1
16 0 1 0 0 1 1
17 0 0 1 0 1 1
18 1 0 1 0 1 1
19 0 0 0 1 1 1
20 1 0 0 1 1 1
21 0 1 0 1 1 1
22 0 0 1 1 1 1
23 1 0 1 1 1 1
24 0 1 1 1 1 1
25 1 1 1 1 1 1
TABLE I
THE C-TRANSFORM OF x WITH RESPECT TO d′′61 = (1, 2, 3, 5, 6, 8) FOR x = 0, 1, . . . ,
∑6
i=1
d′′i = 25.
∑
6
i=1 Ii(x;d
6
1) ≤ 2 for x = 0, 1, . . . , 16 and
∑
6
i=1 Ii(x;d
6
1) = 3 > 2 for x = 17), which is
greater than B(d′′61; 2) = 11 in the above paragraph.
An even better approach, called a greedy approach in this paper, is described as follows. We
still divide the choice of a sequence d61 in A6 into two parts, say the choice of d1, d2, d3 and
the choice of d4, d5, d6, as in the direct approach above. First we choose d1, d2, d3 recursively
so that di is obtained from d1, d2, . . . , di−1 in such a way that B(di1; 1) is at least one more than
B(di−11 ; 1), and this is possible by simply choosing di = B(di−11 ; 1)+1 for i = 1, 2, 3. It follows
that we can choose
d1 = B(d
0
1; 1) + 1 = 0 + 1 = 1,
d2 = B(d
1
1; 1) + 1 = 1 + 1 = 2,
d3 = B(d
2
1; 1) + 1 = 2 + 1 = 3.
Then we choose d4, d5, d6 recursively so that di is obtained from d1, d2, . . . , di−1 in such a way
that B(di1; 2) is at least one more than B(di−11 ; 2), and this is possible by simply choosing
9x I1(x;d
6
1) I2(x;d
6
1) I3(x;d
6
1) I4(x;d
6
1) I5(x;d
6
1) I6(x;d
6
1)
0 0 0 0 0 0 0
1 1 0 0 0 0 0
2 0 1 0 0 0 0
3 0 0 1 0 0 0
4 0 0 0 1 0 0
5 1 0 0 1 0 0
6 0 1 0 1 0 0
7 0 0 1 1 0 0
8 0 0 0 0 1 0
9 1 0 0 0 1 0
10 0 1 0 0 1 0
11 0 0 1 0 1 0
12 0 0 0 0 0 1
13 1 0 0 0 0 1
14 0 1 0 0 0 1
15 0 0 1 0 0 1
16 0 0 0 1 0 1
17 1 0 0 1 0 1
TABLE II
THE C-TRANSFORM OF x WITH RESPECT TO d61 = (1, 2, 3, 4, 8, 12) FOR x = 0, 1, . . . , 17.
di = B(d
i−1
1 ; 2) + 1 for i = 4, 5, 6. It follows that we can choose
d4 = B(d
3
1; 2) + 1 = 5 + 1 = 6,
d5 = B(d
4
1; 2) + 1 = 9 + 1 = 10,
d6 = B(d
5
1; 2) + 1 = 13 + 1 = 14.
From Table III, we see that B(d61; 2) = 17 (as
∑
6
i=1 Ii(x;d
6
1) ≤ 2 for x = 0, 1, . . . , 17 and∑
6
i=1 Ii(x;d
6
1) = 3 > 2 for x = 18), which is larger than that in the direct approach above.
We are now in a position to formally describe our greedy approach in a general setting.
Suppose that M ≥ 2 and 1 ≤ k ≤ M − 1. Let nk1 = (n1, n2, . . . , nk) be a sequence of positive
integers such that
∑k
i=1 ni = M , and let s0 = 0 and si =
∑i
ℓ=1 nℓ for i = 1, 2, . . . , k (note that
sk =
∑k
ℓ=1 nℓ = M). In our greedy approach, we divide the choice of a sequence dM1 in AM into
k parts, first the choice of d1, d2, . . . , dn1 = ds1 , then the choice of ds1+1, ds1+2, . . . , ds1+n2 =
ds2, . . ., and finally the choice of dsk−1+1, dsk−1+2, . . . , dsk−1+nk = dsk = dM . In the (i+1)th part,
where 0 ≤ i ≤ k − 1, we choose dsi+1, dsi+2, . . . , dsi+ni+1 = dsi+1 recursively so that dsi+j is
obtained from d1, d2, . . . , dsi+j−1 in such a way that B(d
si+j
1 ; i + 1) is at least one more than
B(dsi+j−11 ; i+ 1) for j = 1, 2, . . . , ni+1. We do so by choosing
dsi+j = B(d
si+j−1
1 ; i+ 1) + 1, for i = 0, 1, . . . , k − 1 and j = 1, 2, . . . , ni+1. (5)
For example, in Table IV we show the sequence dM1 given by (5) for the case that M = 18,
k = 6, and nk1 = (3, 4, 2, 5, 1, 3).
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x I1(x;d
6
1) I2(x;d
6
1) I3(x;d
6
1) I4(x;d
6
1) I5(x;d
6
1) I6(x;d
6
1)
0 0 0 0 0 0 0
1 1 0 0 0 0 0
2 0 1 0 0 0 0
3 0 0 1 0 0 0
4 1 0 1 0 0 0
5 0 1 1 0 0 0
6 0 0 0 1 0 0
7 1 0 0 1 0 0
8 0 1 0 1 0 0
9 0 0 1 1 0 0
10 0 0 0 0 1 0
11 1 0 0 0 1 0
12 0 1 0 0 1 0
13 0 0 1 0 1 0
14 0 0 0 0 0 1
15 1 0 0 0 0 1
16 0 1 0 0 0 1
17 0 0 1 0 0 1
18 1 0 1 0 0 1
TABLE III
THE C-TRANSFORM OF x WITH RESPECT TO d61 = (1, 2, 3, 6, 10, 14) FOR x = 0, 1, . . . , 18.
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
di 1 2 3 6 10 14 18 36 58 116 196 276 356 436 872 1744 3132 4520
TABLE IV
THE SEQUENCE dM1 GIVEN BY (5) FOR THE CASE THAT M = 18, k = 6, AND nk1 = (3, 4, 2, 5, 1, 3).
The reason why we choose dsi+j = B(d
si+j−1
1 ; i+1)+ 1 as in (5) for i = 0, 1, . . . , k− 1 and
j = 1, 2, . . . , ni+1 can be explained as follows. Initially, we choose d1 = ds0+1 = B(ds01 ; 1)+1 =
B(d01; 1) + 1 = 0 + 1 = 1 so that d1 ∈ A1. After d
si+j−1
1 ∈ Asi+j−1 has been chosen for some
0 ≤ i ≤ k − 1 and 1 ≤ j ≤ ni+1, where 1 ≤ si + j − 1 ≤ M − 1, the maximum representable
integer with respect to dsi+j−11 and i+1 is B(d
si+j−1
1 ; i+1). The key idea in our greedy approach
is to choose dsi+j such that d
si+j
1 ∈ Asi+j and the maximum representable integer B(d
si+j
1 ; i+1)
with respect to dsi+j1 and i+1 is greater than B(d
si+j−1
1 ; i+1) and is as large as possible (that
is why we call such an approach a “greedy” approach in this paper). As dsi+j−11 ∈ Asi+j−1, we
need to choose dsi+j such that 1 ≤ dsi+j ≤
∑si+j−1
ℓ=1 dℓ+1 in order to have d
si+j
1 ∈ Asi+j . If we
choose dsi+j such that B(d
si+j−1
1 ; i+1)+1 < dsi+j ≤
∑si+j−1
ℓ=1 dℓ+1 (note that this is possible
only in the case that B(dsi+j−11 ; i+ 1) <
∑si+j−1
ℓ=1 dℓ), then for 0 ≤ x ≤ B(dsi+j−11 ; i+ 1) + 1,
we have x < dsi+j and it is clear from (1) that
Isi+j(x;d
si+j
1 ) = 0, (6)
Iℓ(x;d
si+j
1 ) = Iℓ(x;d
si+j−1
1 ), for ℓ = si + j − 1, si + j − 2, . . . , 1. (7)
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From (6), (7), B(dsi+j−11 ; i+1) <
∑si+j−1
ℓ=1 dℓ, and the definition of B(d
si+j−1
1 ; i+1) in (4), we
have
si+j∑
ℓ=1
Iℓ(x;d
si+j
1 ) =
si+j−1∑
ℓ=1
Iℓ(x;d
si+j−1
1 ) ≤ i+ 1, for 0 ≤ x ≤ B(d
si+j−1
1 ; i+ 1), (8)
si+j∑
ℓ=1
Iℓ(x;d
si+j
1 ) =
si+j−1∑
ℓ=1
Iℓ(x;d
si+j−1
1 ) > i+ 1, for x = B(d
si+j−1
1 ; i+ 1) + 1. (9)
It follows from (8), (9), B(dsi+j−11 ; i + 1) <
∑si+j−1
ℓ=1 dℓ <
∑si+j
ℓ=1 dℓ, and the definition of
B(dsi+j1 ; i+ 1) in (4) that
B(dsi+j1 ; i+ 1) = B(d
si+j−1
1 ; i+ 1). (10)
This shows that there is no gain in the maximum representable integer if we choose dsi+j such
that B(dsi+j−11 ; i+ 1) + 1 < dsi+j ≤
∑si+j−1
ℓ=1 dℓ + 1.
On the other hand, if we choose dsi+j such that 1 ≤ dsi+j ≤ B(d
si+j−1
1 ; i + 1) + 1, then
for 0 ≤ x ≤ dsi+j − 1, it is also clear from (1) that (6) and (7) still hold. From (6), (7),
dsi+j − 1 ≤ B(d
si+j−1
1 ; i+ 1), and the definition of B(d
si+j−1
1 ; i+ 1) in (4), we have
si+j∑
ℓ=1
Iℓ(x;d
si+j
1 ) =
si+j−1∑
ℓ=1
Iℓ(x;d
si+j−1
1 ) ≤ i+ 1, for 0 ≤ x ≤ dsi+j − 1. (11)
For dsi+j ≤ x ≤ dsi+j +B(d
si+j−1
1 ; i) + 1, we can see from (1) that
Isi+j(x;d
si+j
1 ) = 1, (12)
Iℓ(x;d
si+j
1 ) = Iℓ(x− dsi+j ;d
si+j−1
1 ), for ℓ = si + j − 1, si + j − 2, . . . , 1. (13)
In the case that B(dsi+j−11 ; i) <
∑si+j−1
ℓ=1 dℓ, we have from (12), (13), and the definition of
B(dsi+j−11 ; i) in (4) that
si+j∑
ℓ=1
Iℓ(x;d
si+j
1 ) =
si+j−1∑
ℓ=1
Iℓ(x− dsi+j;d
si+j−1
1 ) + 1 ≤ i+ 1,
for dsi+j ≤ x ≤ dsi+j +B(d
si+j−1
1 ; i), (14)
si+j∑
ℓ=1
Iℓ(x;d
si+j
1 ) =
si+j−1∑
ℓ=1
Iℓ(x− dsi+j;d
si+j−1
1 ) + 1 > i+ 1,
for x = dsi+j +B(d
si+j−1
1 ; i) + 1. (15)
It follows from (11), (14), (15), dsi+j +B(dsi+j−11 ; i) < dsi+j +
∑si+j−1
ℓ=1 dℓ =
∑si+j
ℓ=1 dℓ, and the
definition of B(dsi+j1 ; i+ 1) in (4) that
B(dsi+j1 ; i+ 1) = dsi+j +B(d
si+j−1
1 ; i). (16)
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Similarly, in the case that B(dsi+j−11 ; i) =
∑si+j−1
ℓ=1 dℓ, we have from (12), (13), and the definition
of B(dsi+j−11 ; i) in (4) that (14) holds, and it follows from (11), (14), dsi+j + B(dsi+j−11 ; i) =
dsi+j +
∑si+j−1
ℓ=1 dℓ =
∑si+j
ℓ=1 dℓ, and the definition of B(d
si+j
1 ; i+ 1) in (4) that
B(dsi+j1 ; i+ 1) =
si+j∑
ℓ=1
dℓ = dsi+j +B(d
si+j−1
1 ; i). (17)
As our purpose is to choose dsi+j such that B(d
si+j
1 ; i + 1) is greater than B(d
si+j−1
1 ; i + 1)
and is as large as possible, it is immediate from (16) and (17) (note that (16) and (17) hold for
1 ≤ dsi+j ≤ B(d
si+j−1
1 ; i+1)+ 1) that the best choice is dsi+j = B(dsi+j−11 ; i+1)+ 1 as given
in (5).
Note that in the rest of the paper we assume that M ≥ 2 and 1 ≤ k ≤M−1, and in our greedy
approach as described above nk1 is a sequence of positive integers such that
∑k
i=1 ni = M . As
such, we must have ni ≥ 2 for some 1 ≤ i ≤ k (otherwise we have ni = 1 for i = 1, 2, . . . , k
and hence
∑k
i=1 ni = k ≤M −1, contradicting to
∑k
i=1 ni = M). In the following theorem, we
show that it suffices to consider only the cases with n1 ≥ 2.
Theorem 1 Suppose that M ≥ 2 and 1 ≤ k ≤ M − 1, and suppose that nk1 = (n1, n2, . . . , nk)
is a sequence of positive integers such that n1 = 1 and
∑k
i=1 ni = M . Let a = min{2 ≤ i ≤
k : ni ≥ 2} (note that a is well defined as n1 = 1 and hence we must have ni ≥ 2 for some
2 ≤ i ≤ k), and let n′1 = n1 + 1 = 2, n′i = ni = 1 for i = 2, 3, . . . , a− 1, n′a = na − 1 ≥ 1, and
n′i = ni for i = a + 1, a + 2, . . . , k (note that n′k1 = (n′1, n′2, . . . , n′k) is a sequence of positive
integers such that
∑k
i=1 n
′
i =
∑k
i=1 ni = M). Furthermore, let s0 = 0 and si =
∑i
ℓ=1 nℓ for
i = 1, 2, . . . , k, let s′0 = 0 and s′i =
∑i
ℓ=1 n
′
ℓ for i = 1, 2, . . . , k, and let
dsi+j = B(d
si+j−1
1 ; i+ 1) + 1, for i = 0, 1, . . . , k − 1 and j = 1, 2, . . . , ni+1, (18)
d′s′i+j
= B(d′
s′i+j−1
1 ; i+ 1) + 1, for i = 0, 1, . . . , k − 1 and j = 1, 2, . . . , n′i+1. (19)
Then dℓ = d′ℓ for ℓ = 1, 2, . . . ,M .
Proof. See Appendix A.
We give an illustration of Theorem 1 in the following two tables. In Table V, we show the
sequence dM1 given by (18) for the case that M = 18, k = 7, and nk1 = (1, 1, 1, 4, 2, 6, 3). In
Table VI, we show the sequence d′M1 given by (19) for the case that M = 18, k = 7, and
n
′k
1 = (2, 1, 1, 3, 2, 6, 3). As n1 = 1, min{2 ≤ i ≤ 7 : ni ≥ 2} = 4, n′1 = 2 = n1 + 1,
n′i = 1 = ni for i = 2, 3, n′4 = 3 = n4−1, and n′i = ni for i = 5, 6, 7, it follows from Theorem 1
that dℓ = d′ℓ for ℓ = 1, 2, . . . , 18 (this can also be easily verified from Table V and Table VI).
As a result of Theorem 1, we let NM,k be the set of sequences of positive integers nk1 such
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i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
di 1 2 4 8 16 31 46 92 153 306 520 734 948 1162 1376 2752 4342 5932
TABLE V
THE SEQUENCE dM1 GIVEN BY (18) FOR THE CASE THAT M = 18, k = 7, AND nk1 = (1, 1, 1, 4, 2, 6, 3).
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
d′i 1 2 4 8 16 31 46 92 153 306 520 734 948 1162 1376 2752 4342 5932
TABLE VI
THE SEQUENCE d′M1 GIVEN BY (19) FOR THE CASE THAT M = 18, k = 7, AND n′k1 = (2, 1, 1, 3, 2, 6, 3).
that n1 ≥ 2 and
∑k
i=1 ni = M , i.e.,
NM,k =
{
n
k
1 ∈ (Z
+)k : n1 ≥ 2 and
k∑
i=1
ni = M
}
. (20)
Furthermore, we let GM,k be the set of sequences of positive integers dM1 given by (5) for some
n
k
1 ∈ NM,k, i.e.,
GM,k =
{
d
M
1 ∈ (Z
+)M : dM1 is given by (5) for some nk1 ∈ NM,k
}
. (21)
In this paper, we call a construction of a linear compressor/decompressor in Figure 1(a)/mirror
image of Figure 1(a) or a 2-to-1 FIFO multiplexer in Figure 1(b) with the sequence of fiber
delays dM1 ∈ GM,k a greedy construction.
In the following theorem, we show that if dM1 ∈ GM,k, then dM1 ∈ BM in (25), i.e., GM,k ⊆ BM .
As we have from [13] that BM ⊆ AM , it follows that
GM,k ⊆ BM ⊆ AM . (22)
For dM1 ∈ GM,k, we also obtain an explicit recursive expression for di in terms of d1, d2, . . . , di−1
for i = 1, 2, . . . ,M in (23)–(24), and obtain an explicit expression for B(dM1 ; k) in terms of
d1, d2, . . . , dM in (28).
Theorem 2 Suppose that M ≥ 2 and 1 ≤ k ≤ M − 1. Let dM1 ∈ GM,k so that there exists
a sequence nk1 ∈ NM,k such that dsi+j is given by (5), i.e., dsi+j = B(dsi+j−11 ; i + 1) + 1 for
i = 0, 1, . . . , k − 1 and j = 1, 2, . . . , ni+1, where s0 = 0 and si =
∑i
ℓ=1 nℓ for i = 1, 2, . . . , k.
Then d1, d2, . . . , dM can be recursively expressed as
dj = j, for j = 1, 2, . . . , s1, (23)
dsi+j = 2dsi + (j − 1)(ds1 + ds2 + · · ·+ dsi + 1),
for i = 1, 2, . . . , k − 1 and j = 1, 2, . . . , ni+1, (24)
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and we have
d
si+j
1 ∈ Bsi+j, for i = 0, 1, . . . , k − 1 and j = 1, 2, . . . , ni+1. (25)
Furthermore, we have
B(dj1; 1) = j, for j = 1, 2, . . . , s1, (26)
B(dsi+j1 ; i+ 1) = dsi+j + ds1 + ds2 + · · ·+ dsi,
for i = 1, 2, . . . , k − 1 and j = 1, 2, . . . , ni+1. (27)
In particular, we have
B(dsi1 ; i) = ds1 + ds2 + · · ·+ dsi, for i = 1, 2, . . . , k. (28)
We need the following five lemmas for the proof of Theorem 2.
Lemma 3 Suppose that dm1 ∈ Am and m ≥ 1.
(i) If 0 ≤ x < min{dℓ′+1, dℓ′+2, . . . , dm} for some 0 ≤ ℓ′ ≤ m− 1, then we have
m∑
ℓ=1
Iℓ(x;d
m
1 ) =
m−1∑
ℓ=1
Iℓ(x;d
m−1
1 ) = · · · =
ℓ′∑
ℓ=1
Iℓ(x;d
ℓ′
1 ). (29)
(ii) If ∑mℓ=ℓ′+1 dℓ ≤ x ≤∑mℓ=1 dℓ for some 0 ≤ ℓ′ ≤ m− 1, then we have
m∑
ℓ=1
Iℓ(x;d
m
1 ) =
m−1∑
ℓ=1
Iℓ(x− dm;d
m−1
1 ) + 1 = · · · =
ℓ′∑
ℓ=1
Iℓ
(
x−
m∑
ℓ=ℓ′+1
dℓ;d
ℓ′
1
)
+m− ℓ′. (30)
Proof. See Appendix B.
Lemma 4 Suppose that dm1 ∈ Am, m ≥ 1, i ≥ 1, and dℓ′+1 = min{dℓ′+1, dℓ′+2, . . . , dm} for
some 1 ≤ ℓ′ ≤ m−1 (note that this condition holds trivially for ℓ′ = m−1). Then the following
three conditions are equivalent:
(i) B(dm1 ; i) ≥ dℓ′+1 − 1.
(ii) B(dm1 ; i) ≥ dℓ′+1.
(iii) B(dm−11 ; i) ≥ dℓ′+1 − 1.
Proof. See Appendix C.
We remark that if dm1 ∈ Am, m ≥ 1, i ≥ 1, and dℓ′+1 = min{dℓ′+1, dℓ′+2, . . . , dm} for
some 1 ≤ ℓ′ ≤ m − 1, then it follows from the two equivalent conditions in Lemma 4(i) and
Lemma 4(ii) that B(dm1 ; i) 6= dℓ′+1 − 1.
Lemma 5 Suppose that dm1 ∈ Am, m ≥ 1, and i ≥ 1.
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(i) Suppose that dℓ′+1 = min{dℓ′+1, dℓ′+2, . . . , dm} for some 1 ≤ ℓ′ ≤ m − 1. If B(dm1 ; i) <
dℓ′+1 − 1 or B(dm1 ; i) < dℓ′+1 or B(d
m−1
1 ; i) < dℓ′+1 − 1 (note that these three conditions are
equivalent by Lemma 4), then we have
B(dm1 ; i) = B(d
m−1
1 ; i) = · · · = B(d
ℓ′
1 ; i). (31)
(ii) If B(dm1 ; i) ≥ dm − 1 or B(dm1 ; i) ≥ dm or B(dm−11 ; i) ≥ dm − 1 (note that these three
conditions are equivalent by Lemma 4), then we have
B(dm1 ; i) = dm +B(d
m−1
1 ; i− 1). (32)
(iii) Suppose that d1 ≤ d2 ≤ · · · ≤ dm. Let
ℓ′ = max{1 ≤ ℓ ≤ m : dℓ ≤ B(d
m
1 ; i)} (33)
(note that ℓ′ is well defined as it is clear from dm1 ∈ Am, m ≥ 1, and i ≥ 1 that B(dm1 ; i) ≥
1 = d1). Then we have
B(dm1 ; i) = B(d
m−1
1 ; i) = · · · = B(d
ℓ′
1 ; i) = dℓ′ +B(d
ℓ′−1
1 ; i− 1). (34)
(iv) Suppose that dℓ′+1 = min{dℓ′+1, dℓ′+2, . . . , dm} for some 1 ≤ ℓ′ ≤ m − 1. If B(dℓ′1 ; i) <
dℓ′+1 − 1, then we have
B(dm1 ; i) = B(d
m−1
1 ; i) = · · · = B(d
ℓ′
1 ; i). (35)
Proof. See Appendix D.
We remark that the definition of ℓ′ in (33) is essential for (34) to hold. This is because
B(dm1 ; i) ≥ dℓ′ does not always guarantee that B(dm1 ; i) = dℓ′ + B(dℓ
′−1
1 ; i − 1) unless ℓ′ =
max{1 ≤ ℓ ≤ m : dℓ ≤ B(dm1 ; i)} as given in (33). We illustrate this by an example. If
d
4
1 = (1, 2, 4, 8), then we can see that B(d41; 2) = 6 ≥ d2 and B(d11; 1) = 1, but B(d41; 2) 6=
d2 +B(d
1
1; 1). However, we have d3 ≤ B(d41; 2) < d4 and B(d21; 1) = 2, and hence B(d41; 2) =
d3 +B(d
2
1; 1).
Lemma 6 Suppose that M ≥ 2 and 1 ≤ k ≤ M − 1. Let dM1 ∈ GM,k so that there exists a
sequence nk1 ∈ NM,k such that dsi+j is given by (5), i.e., dsi+j = B(dsi+j−11 ; i + 1) + 1 for
i = 0, 1, . . . , k − 1 and j = 1, 2, . . . , ni+1, where s0 = 0 and si =
∑i
ℓ=1 nℓ for i = 1, 2, . . . , k.
Suppose that dsi+j1 ∈ Asi+j for some 1 ≤ i ≤ k − 1 and 0 ≤ j ≤ ni+1. Then we have
B(dsi+j1 ; i+ 1) = dsi+j +B(d
si+j−1
1 ; i). (36)
Proof. See Appendix E.
Lemma 7 Suppose that M ≥ 2 and 1 ≤ k ≤ M − 1. Let nk1 ∈ NM,k and let s0 = 0 and
si =
∑i
ℓ=1 nℓ for i = 1, 2, . . . , k.
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(i) Suppose that the sequence dsi+j1 = (d1, d2, . . . , dsi+j) is given by (23) and (24) for some
1 ≤ i ≤ k − 1 and 1 ≤ j ≤ ni+1. Then we have dsi+j1 ∈ Bsi+j .
(ii) Suppose that the sequence dsi+j1 = (d1, d2, . . . , dsi+j) is given by (23) and (24) for some
1 ≤ i ≤ k − 1 and 1 ≤ j ≤ ni+1, and suppose that
B(dsi1 ; i) = ds1 + ds2 + · · ·+ dsi. (37)
Then we have
B(dsi+j1 ; i) = B(d
si+j−1
1 ; i) = · · · = B(d
si
1 ; i) = ds1 + ds2 + · · ·+ dsi. (38)
Proof. See Appendix F.
Proof. (Proof of Theorem 2) From (5) and B(d01; 1) = 0, we have
d1 = ds0+1 = B(d
0
1; 1) + 1 = 1, B(d
1
1; 1) = B((1); 1) = 1,
d2 = ds0+2 = B(d
1
1; 1) + 1 = 2, B(d
2
1; 1) = B((1, 2); 1) = 2,
d3 = ds0+3 = B(d
2
1; 1) + 1 = 3, B(d
3
1; 1) = B((1, 2, 3); 1) = 3,
.
.
.
ds1 = ds0+n1 = B(d
s1−1
1 ; 1) + 1 = s1, B(d
s1
1 ; 1) = B((1, 2, . . . , s1); 1) = s1.
Therefore, (23) and (26) are proved. As it is clear from (23) that dj1 ∈ Bj for j = 1, 2, . . . , s1,
we see that (25) holds for i = 0 and j = 1, 2, . . . , s1 = n1.
In the following, we show by induction that (24), (25), and (27) hold for 1 ≤ i ≤ k − 1
and 1 ≤ j ≤ ni+1. From ds11 ∈ Bs1 ⊆ As1 , Lemma 6 (with i = 1 and j = 0 in Lemma 6),
B(ds1−11 ; 1) = s1 − 1 in (26), and ds1 = s1 in (23), we have
B(ds11 ; 2) = ds1 +B(d
s1−1
1 ; 1) = ds1 + (s1 − 1) = ds1 + (ds1 − 1) = 2ds1 − 1. (39)
It follows from (5) (with i = 1 and j = 1 in (5)) and (39) that
ds1+1 = B(d
s1
1 ; 2) + 1 = 2ds1. (40)
From (23) and (40), we see that ds1+11 is given by (23) and (24), and it follows from Lemma 7(i)
(with i = 1 and j = 1 in Lemma 7(i)) that
d
s1+1
1 ∈ Bs1+1. (41)
Furthermore, from ds1+11 ∈ Bs1+1 ⊆ As1+1, Lemma 6 (with i = 1 and j = 1 in Lemma 6),
B(ds11 ; 1) = s1 in (26), and ds1 = s1 in (23), we have
B(ds1+11 ; 2) = ds1+1 +B(d
s1
1 ; 1) = ds1+1 + s1 = ds1+1 + ds1. (42)
Thus, we see from (40)–(42) that (24), (25), and (27) hold for i = 1 and j = 1.
Now assume as the induction hypothesis that (24), (25), and (27) hold up to some 1 ≤ i ≤ k−1
and 1 ≤ j ≤ ni+1, where si + j < M . We then consider the following two cases.
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Case 1: 1 ≤ j ≤ ni+1 − 1. In this case, we have 2 ≤ j + 1 ≤ ni+1, and it follows from (5)
and the induction hypothesis that
dsi+j+1 = B(d
si+j
1 ; i+ 1) + 1
= dsi+j + ds1 + ds2 + · · ·+ dsi + 1
= (2dsi + (j − 1)(ds1 + ds2 + · · ·+ dsi + 1)) + ds1 + ds2 + · · ·+ dsi + 1
= 2dsi + j(ds1 + ds2 + · · ·+ dsi + 1). (43)
From the induction hypothesis and (43), we see that dsi+j+11 is given by (23) and (24), and it
follows from 1 ≤ i ≤ k − 1, 2 ≤ j + 1 ≤ ni+1, and Lemma 7(i) that
d
si+j+1
1 ∈ Bsi+j+1. (44)
As such, we have from dsi+j+11 ∈ Bsi+j+1 ⊆ Asi+j+1, 1 ≤ i ≤ k − 1, 2 ≤ j + 1 ≤ ni+1, and
Lemma 6 that
B(dsi+j+11 ; i+ 1) = dsi+j+1 +B(d
si+j
1 ; i). (45)
As it is easy to see from the induction hypothesis that dsi+j1 is given by (23) and (24) and
B(dsi1 ; i) = ds1 + ds2 + · · ·+ dsi , it then follows from (45), 1 ≤ i ≤ k − 1, 2 ≤ j + 1 ≤ ni+1,
and Lemma 7(ii) that
B(dsi+j+11 ; i+ 1) = dsi+j+1 +B(d
si+j
1 ; i) = dsi+j+1 + ds1 + ds2 + · · ·+ dsi. (46)
The induction is completed by combining (43), (44), and (46) in this case.
Case 2: j = ni+1. In this case, we have si + j = si+1. Since we assume that si + j =
si+1 < M = sk, it must be the case that i + 1 ≤ k − 1. From the induction hypothesis,
we have dsi+j1 ∈ Bsi+j , i.e., d
si+1
1 ∈ Bsi+1 . It then follows from 2 ≤ i + 1 ≤ k − 1, (5),
d
si+1
1 ∈ Bsi+1 ⊆ Asi+1, and Lemma 6 that
dsi+1+1 = B(d
si+1
1 ; i+ 2) + 1 = dsi+1 +B(d
si+1−1
1 ; i+ 1) + 1. (47)
If ni+1 = 1, then we have si+1 − 1 = si+1 − ni+1 = si, and it follows from dsi1 ∈ Bsi ⊆ Asi in
the induction hypothesis, 1 ≤ i ≤ k − 2, and Lemma 6 that
B(d
si+1−1
1 ; i+ 1) + 1 = B(d
si
1 ; i+ 1) + 1 = dsi +B(d
si−1
1 ; i) + 1. (48)
From (5), we have
dsi = dsi−1+ni = B(d
si−1+ni−1
1 ; i) + 1 = B(d
si−1
1 ; i) + 1. (49)
Thus, we have from (48), (49), dsi+1 = 2dsi in the induction hypothesis, and si+1 = si + 1 that
B(d
si+1−1
1 ; i+ 1) + 1 = dsi +B(d
si−1
1 ; i) + 1 = dsi + dsi = dsi+1 = dsi+1. (50)
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On the other hand, if ni+1 ≥ 2, then we have ni+1 − 1 ≥ 1 and it follows from the induction
hypothesis that
B(d
si+1−1
1 ; i+ 1) + 1
= B(d
si+ni+1−1
1 ; i+ 1) + 1
= dsi+ni+1−1 + ds1 + ds2 + · · ·+ dsi + 1
= 2dsi + (ni+1 − 2)(ds1 + ds2 + · · ·+ dsi + 1) + ds1 + ds2 + · · ·+ dsi + 1
= 2dsi + (ni+1 − 1)(ds1 + ds2 + · · ·+ dsi + 1)
= dsi+ni+1 = dsi+1. (51)
Therefore, we have from (47), (50), and (51) that
dsi+1+1 = dsi+1 +B(d
si+1−1
1 ; i+ 1) + 1 = dsi+1 + dsi+1 = 2dsi+1. (52)
From the induction hypothesis and (52), we see that dsi+1+11 is given by (23) and (24), and it
follows from 2 ≤ i+ 1 ≤ k − 1 and Lemma 7(i) that
d
si+1+1
1 ∈ Bsi+1+1. (53)
As it is easy to see from the induction hypothesis that B(dsi+11 ; i+1) = ds1+ds2+· · ·+dsi+dsi+1 ,
we have from dsi+1+11 ∈ Bsi+1+1 ⊆ Asi+1+1, 2 ≤ i+ 1 ≤ k − 1, and Lemma 6 that
B(d
si+1+1
1 ; i+ 2) = dsi+1+1 +B(d
si+1
1 ; i+ 1) = dsi+1+1 + ds1 + ds2 + · · ·+ dsi + dsi+1. (54)
The induction is completed by combining (52)–(54) in this case.
III. OPTIMAL CONSTRUCTIONS MUST BE GREEDY CONSTRUCTIONS
In this section, we show that every optimal construction of a linear compressor/decompressor
in Figure 1(a)/mirror image of Figure 1(a) must be a greedy construction, and every optimal
construction of a 2-to-1 FIFO multiplexer in Figure 1(b) must also be a greedy construction.
As |AM | = Ω(2M ), |BM | = Ω(2M) [14], and |GM,k| =
(
M−2
k−1
)
= O(Mk), the complexity of
searching for an optimal construction can be greatly reduced by searching through the set GM,k
rather than performing an exhaustive search through the set AM or BM (polynomial time vs.
exponential time). Certainly, it will be great if we can obtain an optimal construction directly
without even having to search through the set GM,k, and in Part II of this paper, we will further
show that there are at most two optimal constructions and will give a simple algorithm to obtain
the optimal construction(s).
In the following theorem, we show that every optimal construction of a linear compres-
sor/decompressor in Figure 1(a)/mirror image of Figure 1(a) must be a greedy construction.
Theorem 8 Suppose that M ≥ 2 and 1 ≤ k ≤ M − 1. If d∗M1 ∈ AM and B(d∗M1 ; k) =
maxdM
1
∈AM
B(dM1 ; k), then d∗M1 ∈ GM,k. In other words, every optimal construction of a linear
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compressor/decompressor in Figure 1(a)/mirror image of Figure 1(a) under our self-routing
scheme and under the limitation of at most k times of recirculations through the M fibers must
be a greedy construction.
In the following corollary to Theorem 8, we show that every optimal construction of a 2-to-1
FIFO multiplexer in Figure 1(b) must also be a greedy construction.
Corollary 9 Suppose that M ≥ 2 and 1 ≤ k ≤ M − 1. If d∗M1 ∈ BM and B(d∗M1 ; k) =
maxdM
1
∈BM
B(dM1 ; k), then d∗M1 ∈ GM,k. In other words, every optimal construction of a 2-to-1
FIFO multiplexer in Figure 1(b) under our self-routing scheme and under the limitation of at
most k times of recirculations through the M fibers must be a greedy construction.
Proof. Suppose that d∗M1 ∈ BM and B(d∗M1 ; k) = maxdM1 ∈BM B(d
M
1 ; k). Note that it is easy
to see from GM,k ⊆ AM and Theorem 8 that maxdM
1
∈AM
B(dM1 ; k) = maxdM1 ∈GM,k B(d
M
1 ; k). It
then follows from GM,k ⊆ BM ⊆ AM and maxdM
1
∈AM
B(dM1 ; k) = maxdM1 ∈GM,k B(d
M
1 ; k) that
B(d∗M1 ; k) = max
dM
1
∈BM
B(dM1 ; k) ≤ max
dM
1
∈AM
B(dM1 ; k), (55)
B(d∗M1 ; k) = max
dM
1
∈BM
B(dM1 ; k) ≥ max
dM
1
∈GM,k
B(dM1 ; k) = max
dM
1
∈AM
B(dM1 ; k). (56)
From (55) and (56), we have B(d∗M1 ; k) = maxdM1 ∈AM B(dM1 ; k). Therefore, we see from d∗
M
1 ∈
BM ⊆ AM , B(d∗
M
1 ; k) = maxdM1 ∈AM B(d
M
1 ; k), and Theorem 8 that d∗M1 ∈ GM,k.
We need the following three lemmas for the proof of Theorem 8.
Lemma 10 Suppose that dm1 ∈ Am, m ≥ 1, and 0 ≤ i ≤ i′. Then we have
(i) B(dm1 ; i) ≤ B(dm1 ; i′).
(ii) B(dm1 ; i) = B(dm1 ; i+ 1) if and only if i ≥ m.
Proof. See Appendix G.
Lemma 11 Suppose that M ≥ 2 and 1 ≤ k ≤ M−1. Assume that d∗M1 ∈ AM and B(d∗M1 ; k) =
maxdM
1
∈AM
B(dM1 ; k). Then we have
(i) B(d∗M1 ; k) ≥ d∗M .
(ii) d∗1 ≤ d∗2 ≤ · · · ≤ d∗M .
Proof. See Appendix H.
Lemma 12 Suppose that M ≥ 2 and 1 ≤ k ≤ M−1. Assume that d∗M1 ∈ AM and B(d∗M1 ; k) =
maxdM
1
∈AM
B(dM1 ; k). Let sk, sk−1, . . . , s1, in that order, be recursively given by
sk = max{1 ≤ ℓ ≤M : d
∗
ℓ ≤ B(d
∗M
1 ; k)}, (57)
si = max{1 ≤ ℓ ≤ si+1 − 1 : d
∗
ℓ ≤ B(d
∗si+1−1
1 ; i)}, for i = k − 1, k − 2, . . . , 1. (58)
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(i) We have
sk = M and B(d∗sk1 ; k) = d∗sk +B(d
∗sk−1
1 ; k − 1). (59)
(ii) We have
si ≥ i+ 1, for i = 1, 2, . . . , k, (60)
B(d∗
si+1−1
1 ; i) = B(d
∗si+1−2
1 ; i) = · · · = B(d
∗si
1 ; i)
= d∗si +B(d
∗si−1
1 ; i− 1), for i = 1, 2, . . . , k − 1, (61)
B(d∗si1 ; i) = d
∗
s1
+ d∗s2 + · · ·+ d
∗
si
, for i = 1, 2, . . . , k. (62)
(iii) Furthermore, we have
B(d∗si1 ; i+ 1) ≥ d
∗
si+1
− 1, for i = 1, 2, . . . , k − 1, (63)
B(d∗si−11 ; i) ≥ d
∗
si
− 1, for i = 1, 2, . . . , k, (64)
B(d∗si1 ; i+ 1) = d
∗
si
+B(d∗si−11 ; i), for i = 1, 2, . . . , k − 1, (65)
B(d∗si−11 ; i) = d
∗
si−1
+B(d∗si−21 ; i− 1), for i = 1, 2, . . . , k. (66)
Proof. See Appendix I.
Proof. (Proof of Theorem 8) Suppose that d∗M1 ∈ AM and B(d∗M1 ; k) = maxdM1 ∈AM B(dM1 ; k).
Let ni = si − si−1 for i = 1, 2, . . . , k, where s0 = 0 and s1, s2, . . . , sk are given by (57) and
(58). Then we have from (60) that n1 = s1 − s0 = s1 ≥ 2, we have from the definition of si in
(58) that ni+1 = si+1 − si ≥ 1 for i = 1, 2, . . . , k − 1, and we have from sk = M in (59) that∑k
i=1 ni = sk − s0 = M . Therefore, we immediately see that nk1 ∈ NM,k.
Let dM1 ∈ GM,k be given by dsi+j = B(d
si+j−1
1 ; i + 1) + 1 for i = 0, 1, . . . , k − 1 and
j = 1, 2, . . . , ni+1 as in (5). In the following, we prove that d∗M1 ∈ GM,k by showing that
d
∗M
1 = d
M
1 . We divide the proof of d∗M1 = dM1 into the following two parts. Note that from
Lemma 11(ii), we have d∗1 ≤ d∗2 ≤ · · · ≤ d∗M .
(i) In the first part, we show by induction on ℓ that d∗ℓ ≤ dℓ for ℓ = 1, 2, . . . ,M , and if
d∗ℓ′ < dℓ′ for some 2 ≤ ℓ′ ≤M (note that d∗1 = d1 = 1), then d∗ℓ < dℓ for ℓ = ℓ′, ℓ′ + 1, . . . ,M .
We first show that d∗1 ≤ d1, d∗2 ≤ d2, . . . , d∗s1 ≤ ds1 , and if d
∗
ℓ′ < dℓ′ for some 2 ≤ ℓ′ ≤ s1,
then we have d∗ℓ′ < dℓ′, d∗ℓ′+1 < dℓ′+1, . . . , d∗s1 < ds1 . From d
∗
1 = 1, d
∗
1 ≤ d
∗
2 ≤ · · · ≤ d
∗
s2−1
, and
the definition of B(d∗s2−11 ; 1) in (4), it is easy to see that B(d∗s2−11 ; 1) = d∗s′
1
, where
s′1 = max{2 ≤ ℓ ≤ s2 − 1 : d
∗
2 − d
∗
1 ≤ 1, d
∗
3 − d
∗
2 ≤ 1, . . . , d
∗
ℓ − d
∗
ℓ−1 ≤ 1}. (67)
Note that s′1 is well defined as we have from (60) that s2−1 ≥ 2 and we have from d∗M1 ∈ AM
that d∗2 − d∗1 ≤ (d∗1 + 1)− d∗1 = 1.
We claim that
s1 = s
′
1. (68)
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If 2 ≤ s′1 ≤ s2− 2, then we see from the definition of s′1 in (67) that d∗s′
1
+1
− d∗
s′
1
≥ 2 and hence
we have from d∗s′
1
= B(d∗s2−11 ; 1) that
d∗s′
1
+1
≥ d∗s′
1
+ 2 > d∗s′
1
= B(d∗s2−11 ; 1). (69)
Thus, it follows from d∗
s′
1
= B(d∗s2−11 ; 1), d
∗
s′
1
+1
> B(d∗s2−11 ; 1) in (69), d∗s′
1
+1
≤ d∗
s′
1
+2
≤ · · · ≤
d∗s2−1, and the definition of s1 in (58) that s1 = s′1. On the other hand, if s′1 = s2−1, then we have
d∗s2−1 = d
∗
s′
1
= B(d∗s2−11 ; 1), and it follows from the definition of s1 in (58) that s1 = s2−1 = s′1.
From d∗1 = 1, d∗ℓ − d∗ℓ−1 ≤ 1 for ℓ = 2, 3, . . . , s′1 in (67), and s1 = s′1 in (68), we can see
that d∗ℓ ≤ ℓ for ℓ = 1, 2, . . . , s′1 = s1. Since dM1 ∈ GM,k, we have from (23) that dℓ = ℓ for
ℓ = 1, 2, . . . , s1. It then follows that
d∗ℓ ≤ ℓ = dℓ, for ℓ = 1, 2, . . . , s1.
Furthermore, if d∗ℓ′ < dℓ′ = ℓ′ for some 2 ≤ ℓ′ ≤ s1, then we can see from d∗ℓ − d∗ℓ−1 ≤ 1 for
ℓ = 2, 3, . . . , s1 and dℓ = ℓ for ℓ = 1, 2, . . . , s1 that
d∗ℓ ≤ d
∗
ℓ′ + (ℓ− ℓ
′) < ℓ′ + (ℓ− ℓ′) = ℓ = dℓ, for ℓ = ℓ′, ℓ′ + 1, . . . , s1.
Now assume as the induction hypothesis that for some s1 ≤ ℓ ≤ M − 1, we have d∗1 ≤
d1, d
∗
2 ≤ d2, . . . , d
∗
ℓ ≤ dℓ, and if d∗ℓ′ < dℓ′ for some 2 ≤ ℓ′ ≤ ℓ, then we have d∗ℓ′ < dℓ′, d∗ℓ′+1 <
dℓ′+1, . . . , d
∗
ℓ < dℓ. We then consider the following two cases.
Case 1: ℓ = si, where 1 ≤ i ≤ k − 1. Let i′ = max{1 ≤ i′′ ≤ i : ni′′ ≥ 2} (note that i′ is
well defined as i ≥ 1 and n1 ≥ 2). It is clear that ni = ni−1 = · · · = ni′+1 = 1 and ni′ ≥ 2. It
then follows from (63), (65), si − 1 = si − ni = si−1, si−1 − 1 = si−1 − ni−1 = si−2, . . ., and
si′+1 − 1 = si′+1 − ni′+1 = si′ that
d∗si+1 ≤ B(d
∗si
1 ; i+ 1) + 1 = d
∗
si
+B(d∗si−11 ; i) + 1
= d∗si +B(d
∗si−1
1 ; i) + 1 = d
∗
si
+ d∗si−1 +B(d
∗si−1−1
1 ; i− 1) + 1
= d∗si + d
∗
si−1
+B(d∗
si−2
1 ; i− 1) + 1
.
.
.
= d∗si + d
∗
si−1
+ · · ·+ d∗si′+1 +B(d
∗si′
1 ; i
′ + 1) + 1
= d∗si + d
∗
si−1
+ · · ·+ d∗si′+1 + d
∗
si′
+B(d∗
si′−1
1 ; i
′) + 1. (70)
Thus, we have from (70), (66), ni′ ≥ 2, (61), and (62) that
d∗si+1 ≤ d
∗
si
+ d∗si−1 + · · ·+ d
∗
si′
+B(d∗
si′−1
1 ; i
′) + 1
= d∗si + d
∗
si−1
+ · · ·+ d∗si′ + d
∗
si′−1
+B(d∗
si′−2
1 ; i
′ − 1) + 1
= d∗si + d
∗
si−1
+ · · ·+ d∗si′ + d
∗
si′−1
+B(d∗
si′−1
1 ; i
′ − 1) + 1
= d∗si + d
∗
si−1
+ · · ·+ d∗si′ + d
∗
si′−1
+ (d∗s1 + d
∗
s2
+ · · ·+ d∗si′−1 + 1). (71)
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As dM1 ∈ GM,k, we have from (24) and ni = ni−1 = · · · = ni′+1 = 1 that
dsi+1 = 2dsi = dsi + dsi
= dsi + 2dsi−1 + (ni − 1)(ds1 + ds2 + · · ·+ dsi−1 + 1)
= dsi + 2dsi−1 = dsi + dsi−1 + dsi−1
.
.
.
= dsi + dsi−1 + · · ·+ dsi′+1 + 2dsi′ = dsi + dsi−1 + · · ·+ dsi′+1 + dsi′ + dsi′
= dsi + dsi−1 + · · ·+ dsi′ + 2dsi′−1 + (ni′ − 1)(ds1 + ds2 + · · ·+ dsi′−1 + 1). (72)
As such, we see from (71), (72), the induction hypothesis, and ni′ ≥ 2 that
d∗si+1 ≤ d
∗
si
+ d∗si−1 + · · ·+ d
∗
si′
+ d∗si′−1 + (d
∗
s1
+ d∗s2 + · · ·+ d
∗
si′−1
+ 1)
≤ dsi + dsi−1 + · · ·+ dsi′ + 2dsi′−1 + (ni′ − 1)(ds1 + ds2 + · · ·+ dsi′−1 + 1) (73)
= dsi+1.
Furthermore, if d∗ℓ′ < dℓ′ for some 2 ≤ ℓ′ ≤ si, then we have d∗ℓ′ < dℓ′, d∗ℓ′+1 < dℓ′+1, . . . , d∗si <
dsi from the induction hypothesis. Therefore, it is clear from d∗si < dsi that the inequality in (73)
is strict so that we have d∗si+1 < dsi+1, and the induction is completed in this case.
Case 2: ℓ = si + j, where 1 ≤ i ≤ k − 1 and 1 ≤ j ≤ ni+1 − 1. We first show that
d∗si+j+1 − 1 ≤ d
∗
si+j
+ d∗s1 + d
∗
s2
+ · · ·+ d∗si. (74)
If d∗si+j+1 − 1 < d
∗
si+j
, then there is nothing to prove. On the other hand, if d∗si+j+1 − 1 ≥
d∗si+j , then for d
∗
si+j
≤ x ≤ d∗si+j+1 − 1, we have from d
∗si+1
1 ∈ Asi+1 , x < d
∗
si+j+1
=
min{dsi+j+1, dsi+j+2, . . . , dsi+1}, 0 < si+j ≤ si+ni+1−1 = si+1−1, Lemma 3(i) (with m = si+1
and ℓ′ = si + j in Lemma 3(i)), and Lemma 3(ii) (with m = si + j and ℓ′ = m− 1 = si + j − 1
in Lemma 3(ii)), that
si+1∑
ℓ=1
Iℓ(x;d
∗si+1
1 ) =
si+1−1∑
ℓ=1
Iℓ(x;d
∗si+1−1
1 ) = · · · =
si+j∑
ℓ=1
Iℓ(x;d
∗si+j
1 )
=
si+j−1∑
ℓ=1
Iℓ(x− d
∗
si+j
;d∗si+j−11 ) + 1, for d∗si+j ≤ x ≤ d
∗
si+j+1
− 1. (75)
As we have from si+ j+1 ≤ si+ni+1 = si+1, d∗1 ≤ d∗2 ≤ · · · ≤ d∗M , and (62) that d∗si+j+1−1 <
d∗si+1 < d
∗
s1
+ d∗s2 + · · ·+ d
∗
si+1
= B(d∗
si+1
1 ; i+1), it then follows from (75) and the definition of
B(d∗
si+1
1 ; i+ 1) in (4) that
si+j−1∑
ℓ=1
Iℓ(x− d
∗
si+j
;d∗si+j−11 ) =
si+1∑
ℓ=1
Iℓ(x;d
∗si+1
1 )− 1 ≤ (i+ 1)− 1 = i,
for d∗si+j ≤ x ≤ d
∗
si+j+1
− 1. (76)
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From (76), we have ∑si+j−1ℓ=1 Iℓ(x;d∗si+j−11 ) ≤ i for 0 ≤ x ≤ d∗si+j+1 − d∗si+j − 1. As such, it
follows from the definition of B(d∗si+j−11 ; i) in (4), si+ j−1 ≥ si, si+ j−1 ≤ si+ni+1−2 =
si+1 − 2, (61), and (62) that
d∗si+j+1 − d
∗
si+j
− 1 ≤ B(d∗si+j−11 ; i) = B(d
∗si
1 ; i) = d
∗
s1
+ d∗s2 + · · ·+ d
∗
si
,
which is the desired result in (74).
As 1 ≤ j ≤ ni+1 − 1, we have 2 ≤ j + 1 ≤ ni+1. It then follows from (74), d∗1 ≤ d1, d∗2 ≤
d2, . . . , d
∗
si+j
≤ dsi+j in the induction hypothesis, and (24) that
d∗si+j+1 ≤ d
∗
si+j
+ d∗s1 + d
∗
s2
+ · · ·+ d∗si + 1
≤ dsi+j + ds1 + ds2 + · · ·+ dsi + 1 (77)
= 2dsi + (j − 1)(ds1 + ds2 + · · ·+ dsi + 1) + ds1 + ds2 + · · ·+ dsi + 1
= 2dsi + j(ds1 + ds2 + · · ·+ dsi + 1)
= dsi+j+1.
Furthermore, if d∗ℓ′ < dℓ′ for some 2 ≤ ℓ′ ≤ si + j, then we have d∗ℓ′ < dℓ′, d∗ℓ′+1 < dℓ′+1, . . .,
d∗si+j < dsi+j from the induction hypothesis. Therefore, it is clear from d
∗
si+j
< dsi+j that the
inequality in (77) is strict so that we have d∗si+j+1 < dsi+j+1, and the induction is also completed
in this case.
(ii) In the second part, we show that d∗ℓ = dℓ for ℓ = 1, 2, . . . ,M , and the proof is completed.
From sk = M in (59), B(d∗sk1 ; k) = d∗s1 + d∗s2 + · · ·+ d∗sk in (62), d∗ℓ ≤ dℓ for ℓ = 1, 2, . . . ,M in
part (i) above, B(dsk1 ; k) = ds1 + ds2 + · · ·+ dsk in (28), dM1 ∈ GM,k ⊆ AM , and B(d∗M1 ; k) =
max
d′
M
1 ∈AM
B(d′M1 ; k), we have
B(d∗M1 ; k) = B(d
∗sk
1 ; k) = d
∗
s1
+ d∗s2 + · · ·+ d
∗
sk
≤ ds1 + ds2 + · · ·+ dsk (78)
= B(dsk1 ; k) = B(d
M
1 ; k)
≤ max
d′
M
1 ∈AM
B(d′
M
1 ; k) = B(d
∗M
1 ; k). (79)
It is clear that the two inequalities in (78) and (79) must hold with equalities. As such, it follows
from the equality in (78) and d∗si ≤ dsi for i = 1, 2, . . . , k that
d∗si = dsi, for i = 1, 2, . . . , k. (80)
From (80), we can see that d∗ℓ = dℓ for ℓ = 1, 2, . . . ,M . Otherwise, if d∗ℓ′ < dℓ′ for some
2 ≤ ℓ′ ≤M (note that d∗1 = d1 = 1), then we have from the result in part (i) above that d∗ℓ < dℓ
for ℓ = ℓ′, ℓ′ + 1, . . . ,M , contradicting to d∗M = d∗sk = dsk = dM in (80).
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IV. CONCLUSION
In this paper, we considered an important problem arising from practical feasibility consid-
erations in the SDL constructions of optical queues: the constructions of optical queues with a
limited number of recirculations through the optical switches and the fiber delay lines. In Part I
of this paper, we first showed that the constructions of certain types of optical queues, including
linear compressors, linear decompressors, and 2-to-1 FIFO multiplexers, under a simple packet
routing scheme and under a limited number of recirculations constraint can be transformed
into equivalent integer representation problems under a corresponding constraint, and showed
that the problem of finding an optimal construction (in the sense of maximizing the effective
maximum delay of a linear compressor/decompressor or the effective buffer size of a 2-to-1
FIFO multiplexer) is equivalent to the problem of finding an optimal sequence (in the sense
of maximizing the maximum representable integer) for the corresponding integer representation
problem. Then we proposed a class of greedy constructions of linear compressors/decompressors
and 2-to-1 FIFO multiplexers, and showed that every optimal construction must be a greedy
construction.
In the sequel to this paper, we will further show that there are at most two optimal constructions
and will give a simple algorithm to obtain the optimal construction(s).
APPENDIX A
PROOF OF THEOREM 1
We will show that dℓ = d′ℓ for ℓ = 1, 2, . . . ,M by induction on ℓ. From n1 = 1 and a =
min{2 ≤ i ≤ k : ni ≥ 2}, we see that ni = 1 for i = 1, 2, . . . , a−1 and na ≥ 2. It then follows
from si =
∑i
ℓ=1 nℓ for i = 1, 2, . . . , k that si = i for i = 1, 2, . . . , a − 1 and sa ≥ a + 1. As
such, it is easy to see from (18), B(d01; 1) = 0, and B(dm1 ; i) =
∑m
ℓ=1 dℓ for i ≥ m ≥ 1 that
d1 = ds0+1 = B(d
s0
1 ; 1) + 1 = B(d
0
1; 1) + 1 = 0 + 1 = 1, (81)
d2 = ds1+1 = B(d
s1
1 ; 2) + 1 = B(d
1
1; 2) + 1 = d1 + 1 = 2, (82)
d3 = ds2+1 = B(d
s2
1 ; 3) + 1 = B(d
2
1; 3) + 1 =
2∑
ℓ=1
dℓ + 1 = 2
2, (83)
.
.
.
da = dsa−1+1 = B(d
sa−1
1 ; a) + 1 = B(d
a−1
1 ; a) + 1 =
a−1∑
ℓ=1
dℓ + 1 = 2
a−1, (84)
da+1 = dsa−1+2 = B(d
sa−1+1
1 ; a) + 1 = B(d
a
1; a) + 1 =
a∑
ℓ=1
dℓ + 1 = 2
a. (85)
Furthermore, from n′1 = n1+1 = 2, n′i = ni = 1 for i = 2, 3, . . . , a− 1, n′a = na− 1, n′i = ni
for i = a+1, a+2, . . . , k, and s′i =
∑i
ℓ=1 n
′
ℓ for i = 1, 2, . . . , k, we see that s′i = i+1 = si+1 for
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i = 1, 2, . . . , a− 1, and s′i = si for i = a, a+ 1, . . . , k. It then follows from (19), B(d′01; 1) = 0,
and B(d′m1 ; i) =
∑m
ℓ=1 d
′
ℓ for i ≥ m ≥ 1 that
d′1 = d
′
s′
0
+1
= B(d′
s′
0
1 ; 1) + 1 = B(d
′0
1; 1) + 1 = 0 + 1 = 1, (86)
d′2 = d
′
s′
0
+2 = B(d
′s
′
0
+1
1 ; 1) + 1 = B(d
′1
1; 1) + 1 = d
′
1 + 1 = 2, (87)
d′3 = d
′
s′
1
+1 = B(d
′s
′
1
1 ; 2) + 1 = B(d
′2
1; 2) + 1 =
2∑
ℓ=1
d′ℓ + 1 = 2
2, (88)
.
.
.
d′a = d
′
s′a−2+1
= B(d′
s′a−2
1 ; a− 1) + 1 = B(d
′a−1
1 ; a− 1) + 1 =
a−1∑
ℓ=1
d′ℓ + 1 = 2
a−1, (89)
d′a+1 = d
′
s′a−1+1
= B(d′
s′a−1
1 ; a) + 1 = B(d
′a
1; a) + 1 =
a∑
ℓ=1
d′ℓ + 1 = 2
a. (90)
Therefore, it is clear from (81)–(90) and a+ 1 = sa−1 + 2 that d1 = d′1, d2 = d′2, . . . , dsa−1+2 =
d′sa−1+2.
Now assume as the induction hypothesis that d1 = d′1, d2 = d′2, . . . , dℓ = d′ℓ for some sa−1+2 ≤
ℓ ≤ M − 1. In the following two possible cases, we show that dℓ+1 = d′ℓ+1, and the induction
is completed.
Case 1: ℓ = sa−1 + j, where 2 ≤ j ≤ na − 1. In this case, we have from 3 ≤ j + 1 ≤ na and
(18) that
dsa−1+j+1 = B(d
sa−1+j
1 ; a) + 1. (91)
Also, we have from s′a−1 = sa−1 + 1, 2 ≤ j ≤ na − 1 = n′a, (19), and dsa−1+j1 = d′sa−1+j1 in the
induction hypothesis that
d′sa−1+j+1 = d
′
s′a−1+j
= B(d′
s′a−1+j−1
1 ; a) + 1 = B(d
′sa−1+j
1 ; a) + 1 = B(d
sa−1+j
1 ; a) + 1. (92)
Thus, we see from (91) and (92) that dsa−1+j+1 = d′sa−1+j+1, i.e., dℓ+1 = d′ℓ+1.
Case 2: ℓ = si + j, where a ≤ i ≤ k − 1 and 0 ≤ j ≤ ni+1 − 1. In this case, we have from
1 ≤ j + 1 ≤ ni+1 and (18) that
dsi+j+1 = B(d
si+j
1 ; i+ 1) + 1. (93)
As a ≤ i ≤ k − 1 and 0 ≤ j ≤ ni+1 − 1, we have s′i = si and 1 ≤ j + 1 ≤ ni+1 = n′i+1. It then
follows from (19) and dsi+j1 = d′si+j1 in the induction hypothesis that
d′si+j+1 = d
′
s′i+j+1
= B(d′
s′i+j
1 ; i+ 1) + 1 = B(d
′si+j
1 ; i+ 1) + 1 = B(d
si+j
1 ; i+ 1) + 1. (94)
Thus, we see from (93) and (94) that dsi+j+1 = d′si+j+1, i.e., dℓ+1 = d′ℓ+1.
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APPENDIX B
PROOF OF LEMMA 3
In this lemma, we have dm1 ∈ Am and m ≥ 1.
(i) Suppose that 0 ≤ x < min{dℓ′+1, dℓ′+2, . . . , dm} for some 1 ≤ ℓ′ ≤ m− 1. Let ℓ′ ≤ m′ ≤
m − 1. Then it is clear from 0 ≤ x < min{dℓ′+1, dℓ′+2, . . . , dm} ≤ min{dm′+1, dm′+2, . . . , dm}
and (1) that
Iℓ(x;d
m
1 ) = 0, for ℓ = m,m− 1, . . . , m′ + 1, (95)
Iℓ(x;d
m
1 ) = Iℓ(x;d
m′
1 ), for ℓ = m′, m′ − 1, . . . , 1. (96)
It follows from (95) and (96) that
m∑
ℓ=1
Iℓ(x;d
m
1 ) =
m′∑
ℓ=1
Iℓ(x;d
m
1 ) =
m′∑
ℓ=1
Iℓ(x;d
m′
1 ), for ℓ′ ≤ m′ ≤ m− 1,
which is the desired result in (29).
(ii) Suppose that ∑mℓ=ℓ′+1 dℓ ≤ x ≤∑mℓ=1 dℓ for some 0 ≤ ℓ′ ≤ m− 1. Let ℓ′ ≤ m′ ≤ m− 1.
Then it is clear from
∑m
ℓ=m′+1 dℓ ≤
∑m
ℓ=ℓ′+1 dℓ ≤ x ≤
∑m
ℓ=1 dℓ and (1) that
Iℓ(x;d
m
1 ) = 1, for ℓ = m,m− 1, . . . , m′ + 1, (97)
Iℓ(x;d
m
1 ) = Iℓ
(
x−
m∑
ℓ=m′+1
dℓ;d
m′
1
)
, for ℓ = m′, m′ − 1, . . . , 1. (98)
It follows from (97) and (98) that
m∑
ℓ=1
Iℓ(x;d
m
1 ) =
m′∑
ℓ=1
Iℓ(x;d
m
1 ) +m−m
′ =
m′∑
ℓ=1
Iℓ
(
x−
m∑
ℓ=m′+1
dℓ;d
m′
1
)
+m−m′,
for ℓ′ ≤ m′ ≤ m− 1,
which is the desired result in (30).
APPENDIX C
PROOF OF LEMMA 4
In this lemma, we have dm1 ∈ Am, m ≥ 1, i ≥ 1, and dℓ′+1 = min{dℓ′+1, dℓ′+2, . . . , dm} for
some 1 ≤ ℓ′ ≤ m− 1.
(i) ⇒ (ii): Suppose that B(dm1 ; i) ≥ dℓ′+1−1. For 0 ≤ x ≤ dℓ′+1−1, it is clear from dm1 ∈ Am,
x ≤ dℓ′+1 − 1 ≤ B(dm1 ; i), and the definition of B(dm1 ; i) in (4) that
m∑
ℓ=1
Iℓ(x;d
m
1 ) ≤ i, for 0 ≤ x ≤ dℓ′+1 − 1. (99)
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Furthermore, for x = dℓ′+1, it is clear from dℓ′+1 = min{dℓ′+1, dℓ′+2, . . . , dm} and (1) that
Iℓ′′(x;d
m
1 ) = 1 and Iℓ(x;dm1 ) = 0 for all ℓ 6= ℓ′′, where ℓ′′ = max{ℓ′+1 ≤ ℓ ≤ m : dℓ = dℓ′+1}.
Thus, it follows from i ≥ 1 that
m∑
ℓ=1
Iℓ(x;d
m
1 ) = 1 ≤ i, for x = dℓ′+1. (100)
As dℓ′+1 ≤
∑m
ℓ=1 dℓ, we see from (99), (100), and the definition of B(dm1 ; i) in (4) that
B(dm1 ; i) ≥ dℓ′+1.
(ii) ⇒ (iii): Suppose that B(dm1 ; i) ≥ dℓ′+1. We will show that B(dm−11 ; i) ≥ dℓ′+1 − 1 by
contradiction. So assume on the contrary that B(dm−11 ; i) < dℓ′+1 − 1. For x = dℓ′+1 − 1, we
have x = dℓ′+1 − 1 < dℓ′+1, x = dℓ′+1 − 1 > B(dm−11 ; i), and x = dℓ′+1 − 1 ≤
∑ℓ′
ℓ=1 dℓ ≤∑m−1
ℓ=1 dℓ (as dm1 ∈ Am and ℓ′ ≤ m − 1). It is then clear from dm1 ∈ Am, 0 ≤ x < dℓ′+1 =
min{dℓ′+1, dℓ′+2, . . . , dm}, 1 ≤ ℓ′ ≤ m − 1, Lemma 3(i), B(dm−11 ; i) < x ≤
∑m−1
ℓ=1 dℓ, and the
definition of B(dm−11 ; i) in (4) that
m∑
ℓ=1
Iℓ(x;d
m
1 ) =
m−1∑
ℓ=1
Iℓ(x;d
m−1
1 ) > i, for x = dℓ′+1 − 1. (101)
However, we also have from dm1 ∈ Am, x = dℓ′+1− 1 < dℓ′+1 ≤ B(dm1 ; i), and the definition of
B(dm1 ; i) in (4) that
m∑
ℓ=1
Iℓ(x;d
m
1 ) ≤ i, for x = dℓ′+1 − 1,
and we have reached a contradiction to
∑m
ℓ=1 Iℓ(x;d
m
1 ) > i for x = dℓ′+1 − 1 in (101).
(iii) ⇒ (i): Suppose that B(dm−11 ; i) ≥ dℓ′+1 − 1. For 0 ≤ x ≤ dℓ′+1 − 1, it is clear from
d
m
1 ∈ Am, 0 ≤ x < dℓ′+1 = min{dℓ′+1, dℓ′+2, . . . , dm}, 1 ≤ ℓ
′ ≤ m − 1, Lemma 3(i), x ≤
dℓ′+1 − 1 ≤ B(d
m−1
1 ; i), and the definition of B(dm−11 ; i) in (4) that
m∑
ℓ=1
Iℓ(x;d
m
1 ) =
m−1∑
ℓ=1
Iℓ(x;d
m−1
1 ) ≤ i, for 0 ≤ x ≤ dℓ′+1 − 1. (102)
As dℓ′+1−1 <
∑m
ℓ=1 dℓ, we see from (102) and the definition of B(dm1 ; i) in (4) that B(dm1 ; i) ≥
dℓ′+1 − 1.
APPENDIX D
PROOF OF LEMMA 5
In this lemma, we have dm1 ∈ Am, m ≥ 1, and i ≥ 1.
(i) In Lemma 5(i), we have dℓ′+1 = min{dℓ′+1, dℓ′+2, . . . , dm} for some 1 ≤ ℓ′ ≤ m − 1.
Suppose that B(dm1 ; i) < dℓ′+1 − 1 or B(dm1 ; i) < dℓ′+1 or B(dm−11 ; i) < dℓ′+1 − 1 (note that
these three conditions are equivalent by Lemma 4). For 0 ≤ x ≤ B(dm−11 ; i)+1, it is clear from
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d
m
1 ∈ Am, 0 ≤ x ≤ B(d
m−1
1 ; i) + 1 < dℓ′+1 = min{dℓ′+1, dℓ′+2, . . . , dm}, 1 ≤ ℓ
′ ≤ m − 1, and
Lemma 3(i) that
m∑
ℓ=1
Iℓ(x;d
m
1 ) =
m−1∑
ℓ=1
Iℓ(x;d
m−1
1 ) = · · · =
ℓ′∑
ℓ=1
Iℓ(x;d
ℓ′
1 ), for 0 ≤ x ≤ B(dm−11 ; i) + 1. (103)
Let ℓ′ ≤ m′ ≤ m. Note that we have B(dm−11 ; i) < dℓ′+1 − 1 ≤
∑ℓ′
ℓ=1 dℓ ≤
∑m−1
ℓ=1 dℓ (as
d
m
1 ∈ Am and ℓ′ ≤ m − 1). It then follows from (103), B(dm−11 ; i) <
∑m−1
ℓ=1 dℓ, and the
definition of B(dm−11 ; i) in (4) that
m′∑
ℓ=1
Iℓ(x;d
m′
1 ) =
m−1∑
ℓ=1
Iℓ(x;d
m−1
1 ) ≤ i, for 0 ≤ x ≤ B(dm−11 ; i), (104)
m′∑
ℓ=1
Iℓ(x;d
m′
1 ) =
m−1∑
ℓ=1
Iℓ(x;d
m−1
1 ) > i, for x = B(dm−11 ; i) + 1. (105)
Also note that we have B(dm−11 ; i) < dℓ′+1−1 ≤
∑ℓ′
ℓ=1 dℓ ≤
∑m′
ℓ=1 dℓ (as dm1 ∈ Am and ℓ′ ≤ m′).
Therefore, we see from (104), (105), B(dm−11 ; i) <
∑m′
ℓ=1 dℓ, and the definition of B(dm
′
1 ; i) in
(4) that
B(dm
′
1 ; i) = B(d
m−1
1 ; i), for ℓ′ ≤ m′ ≤ m,
which is the desired result that B(dm1 ; i) = B(dm−11 ; i) = · · · = B(dℓ
′
1 ; i) in (31).
(ii) Suppose that B(dm1 ; i) ≥ dm − 1 or B(dm1 ; i) ≥ dm or B(dm−11 ; i) ≥ dm − 1 (note that
these three conditions are equivalent by Lemma 4). If i ≥ m, then we have
B(dm1 ; i) =
m∑
ℓ=1
dℓ and B(dm−11 ; i− 1) =
m−1∑
ℓ=1
dℓ. (106)
It is clear from (106) that B(dm1 ; i) = dm +B(dm−11 ; i− 1), which is the desired result in (32).
On the other hand, if 1 ≤ i ≤ m− 1, then i− 1 < m− 1 and hence we have
B(dm−11 ; i− 1) <
m−1∑
ℓ=1
dℓ. (107)
For 0 ≤ x ≤ dm−1, it is clear from x ≤ dm−1 < dm ≤ B(dm1 ; i) and the definition of B(dm1 ; i)
in (4) that
m∑
ℓ=1
Iℓ(x;d
m
1 ) ≤ i, for 0 ≤ x ≤ dm − 1. (108)
For dm ≤ x ≤ dm +B(dm−11 ; i− 1) + 1, we have from (107) that dm ≤ x ≤ dm +B(dm−11 ; i−
1) + 1 ≤ dm +
∑m−1
ℓ=1 dℓ =
∑m
ℓ=1 dℓ, and it is then clear from dm1 ∈ Am, dm ≤ x ≤
∑m
ℓ=1 dℓ,
and Lemma 3(ii) (with ℓ′ = m− 1 in Lemma 3(ii)) that
m∑
ℓ=1
Iℓ(x;d
m
1 ) =
m−1∑
ℓ=1
Iℓ(x− dm;d
m−1
1 ) + 1, for dm ≤ x ≤ dm +B(dm−11 ; i− 1) + 1. (109)
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From (109), B(dm−11 ; i − 1) <
∑m−1
ℓ=1 dℓ in (107), and the definition of B(dm−11 ; i − 1) in (4),
we have
m∑
ℓ=1
Iℓ(x;d
m
1 ) =
m−1∑
ℓ=1
Iℓ(x− dm;d
m−1
1 ) + 1 ≤ (i− 1) + 1 = i,
for dm ≤ x ≤ dm +B(dm−11 ; i− 1), (110)
m∑
ℓ=1
Iℓ(x;d
m
1 ) =
m−1∑
ℓ=1
Iℓ(x− dm;d
m−1
1 ) + 1 > (i− 1) + 1 = i,
for x = dm +B(dm−11 ; i− 1) + 1. (111)
Therefore, it follows from (108), (110), (111), dm+B(dm−11 ; i−1) < dm+
∑m−1
ℓ=1 dℓ =
∑m
ℓ=1 dℓ,
and the definition of B(dm1 ; i) in (4) that
B(dm1 ; i) = dm +B(d
m−1
1 ; i− 1),
which is the desired result in (32).
(iii) In Lemma 5(iii), we have d1 ≤ d2 ≤ · · · ≤ dm. If B(dm1 ; i) ≥ dm, then we see from
the definition of ℓ′ in (33) that ℓ′ = m. As such, it follows from dm1 ∈ Am, m ≥ 1, i ≥ 1,
B(dm1 ; i) ≥ dm, Lemma 5(ii), and ℓ′ = m that
B(dm1 ; i) = dm +B(d
m−1
1 ; i− 1) = dℓ′ +B(d
ℓ′−1
1 ; i− 1),
which is the desired result in (34).
On the other hand, if B(dm1 ; i) < dm, then we see from d1 = 1, d1 ≤ d2 ≤ · · · ≤ dm, and the
definition of ℓ′ in (33) that ℓ′ is the unique integer in {1, 2, . . . , m− 1} such that
dℓ′ ≤ B(d
m
1 ; i) < dℓ′+1. (112)
Thus, it follows from dm1 ∈ Am, m ≥ 1, i ≥ 1, dℓ′+1 = min{dℓ′+1, dℓ′+2, . . . , dm}, B(dm1 ; i) <
dℓ′+1 in (112), 1 ≤ ℓ′ ≤ m− 1, and Lemma 5(i) that
B(dm1 ; i) = B(d
m−1
1 ; i) = · · · = B(d
ℓ′
1 ; i). (113)
We claim that 1 ≤ i ≤ ℓ′. Suppose on the contrary that i ≥ ℓ′ + 1. Then we have
B(dℓ
′
1 ; i) =
ℓ′∑
ℓ=1
dℓ <
ℓ′+1∑
ℓ=1
dℓ = B(d
ℓ′+1
1 ; i),
contradicting to B(dℓ′1 ; i) = B(dℓ
′+1
1 ; i) in (113). From (113) and (112), we have B(dℓ′1 ; i) =
B(dm1 ; i) ≥ dℓ′ . It then follows from dℓ
′
1 ∈ Aℓ′ (as dm1 ∈ Am and ℓ′ < m), B(dℓ′1 ; i) ≥ dℓ′ ,
1 ≤ i ≤ ℓ′, and Lemma 5(ii) that
B(dℓ
′
1 ; i) = dℓ′ +B(d
ℓ′−1
1 ; i− 1). (114)
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Therefore, we have from (113) and (114) that
B(dm1 ; i) = B(d
m−1
1 ; i) = · · · = B(d
ℓ′
1 ; i) = dℓ′ +B(d
ℓ′−1
1 ; i− 1),
which is the desired result in (34).
(iv) In Lemma 5(iv), we have dℓ′+1 = min{dℓ′+1, dℓ′+2, . . . , dm} for some 1 ≤ ℓ′ ≤ m − 1.
Suppose that B(dℓ′1 ; i) < dℓ′+1 − 1. For 0 ≤ x ≤ B(dℓ
′
1 ; i) + 1, we have from dm1 ∈ Am,
0 ≤ x ≤ B(dℓ
′
1 ; i) + 1 < dℓ′+1 = min{dℓ′+1, dℓ′+2, . . . , dm}, 1 ≤ ℓ
′ ≤ m − 1, and Lemma 3(i)
that
m∑
ℓ=1
Iℓ(x;d
m
1 ) =
m−1∑
ℓ=1
Iℓ(x;d
m−1
1 ) = · · · =
ℓ′∑
ℓ=1
Iℓ(x;d
ℓ′
1 ), for 0 ≤ x ≤ B(dℓ
′
1 ; i) + 1. (115)
Thus, it follows from (115), B(dℓ′1 ; i) < dℓ′+1 − 1 ≤
∑ℓ′
ℓ=1 dℓ (as dm1 ∈ Am and ℓ′ ≤ m − 1),
and the definition of B(dℓ′1 ; i) in (4) that
m∑
ℓ=1
Iℓ(x;d
m
1 ) =
m−1∑
ℓ=1
Iℓ(x;d
m−1
1 ) = · · · =
ℓ′∑
ℓ=1
Iℓ(x;d
ℓ′
1 ) ≤ i, for 0 ≤ x ≤ B(dℓ
′
1 ; i), (116)
m∑
ℓ=1
Iℓ(x;d
m
1 ) =
m−1∑
ℓ=1
Iℓ(x;d
m−1
1 ) = · · · =
ℓ′∑
ℓ=1
Iℓ(x;d
ℓ′
1 ) > i, for x = B(dℓ
′
1 ; i) + 1. (117)
Let ℓ′ ≤ m′ ≤ m. Then we see from (116), (117), B(dℓ′1 ; i) < dℓ′+1 − 1 ≤
∑ℓ′
ℓ=1 dℓ ≤
∑m′
ℓ=1 dℓ,
and the definition of B(dm′1 ; i) in (4) that
B(dm
′
1 ; i) = B(d
ℓ′
1 ; i), for ℓ′ ≤ m′ ≤ m,
which is the desired result that B(dm1 ; i) = B(dm−11 ; i) = · · · = B(dℓ
′
1 ; i) in (35).
APPENDIX E
PROOF OF LEMMA 6
In this lemma, we have dsi+j1 ∈ Asi+j for some 1 ≤ i ≤ k − 1 and 0 ≤ j ≤ ni+1. For
0 ≤ x ≤ dsi+j−1, we have from d
si+j
1 ∈ Asi+j , x < dsi+j , and Lemma 3(i) (with m = si+j ≥ 1
and ℓ′ = m− 1 = si + j − 1 in Lemma 3(i)) that
si+j∑
ℓ=1
Iℓ(x;d
si+j
1 ) =
si+j−1∑
ℓ=1
Iℓ(x;d
si+j−1
1 ), for 0 ≤ x ≤ dsi+j − 1. (118)
If j = 0, then we have from (5) that
dsi+j = dsi = dsi−1+ni = B(d
si−1+ni−1
1 ; i) + 1 = B(d
si−1
1 ; i) + 1 = B(d
si+j−1
1 ; i) + 1. (119)
Thus, it follows from (118), dsi+j−1 = B(dsi+j−11 ; i) in (119), and the definition of B(dsi+j−11 ; i)
in (4) that
si+j∑
ℓ=1
Iℓ(x;d
si+j
1 ) =
si+j−1∑
ℓ=1
Iℓ(x;d
si+j−1
1 ) ≤ i, for 0 ≤ x ≤ dsi+j − 1. (120)
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On the other hand, if 1 ≤ j ≤ ni+1, then we have from (5) that
dsi+j = B(d
si+j−1
1 ; i+ 1) + 1. (121)
(We note that dsi+j = B(dsi+j−11 ; i) + 1 in (119) is different from dsi+j = B(dsi+j−11 ; i+1) + 1
in (121), and that is why we need to consider the two cases j = 0 and 1 ≤ j ≤ ni+1 separately.)
Thus, it follows from (118), dsi+j − 1 = B(dsi+j−11 ; i + 1) in (121), and the definition of
B(dsi+j−11 ; i+ 1) in (4) that
si+j∑
ℓ=1
Iℓ(x;d
si+j
1 ) =
si+j−1∑
ℓ=1
Iℓ(x;d
si+j−1
1 ) ≤ i+ 1, for 0 ≤ x ≤ dsi+j − 1. (122)
Furthermore, for x = dsi+j , it is clear from (1) that Isi+j(x;dsi+j1 ) = 1 and Iℓ(x;dsi+j1 ) = 0
for ℓ = si + j − 1, si + j − 2, . . . , 1. It follows that
si+j∑
ℓ=1
Iℓ(x;d
si+j
1 ) = 1 ≤ i+ 1, for x = dsi+j. (123)
As such, we see from (120), (122), (123), dsi+j ≤
∑si+j
ℓ=1 dℓ, and the definition of B(d
si+j
1 ; i+1)
in (4) that
B(dsi+j1 ; i+ 1) ≥ dsi+j. (124)
Since nk1 ∈ NM,k, we have n1 ≥ 2 and n2, n3, . . . , nk ≥ 1. It is then clear from i ≥ 1 and
j ≥ 0 that si + j ≥ si ≥ i+ 1. Therefore, we have from dsi+j1 ∈ Asi+j , B(d
si+j
1 ; i+ 1) ≥ dsi+j
in (124), 1 < i+ 1 ≤ si + j, and Lemma 5(ii) that
B(dsi+j1 ; i+ 1) = dsi+j +B(d
si+j−1
1 ; i),
which is the desired result in (36).
APPENDIX F
PROOF OF LEMMA 7
In this lemma, the sequence dsi+j1 = (d1, d2, . . . , dsi+j) is given by (23) and (24) for some
1 ≤ i ≤ k − 1 and 1 ≤ j ≤ ni+1.
(i) To prove dsi+j1 ∈ Bsi+j , we need to show that d1 = 1 and dℓ ≤ dℓ+1 ≤ 2dℓ for ℓ =
1, 2, . . . , si + j − 1. From (23), we have dℓ = ℓ for ℓ = 1, 2, . . . , s1, and it is easy to verify that
d1 = 1 and dℓ ≤ dℓ+1 ≤ 2dℓ for ℓ = 1, 2, . . . , s1 − 1. In the following two possible cases, we
show that dℓ ≤ dℓ+1 ≤ 2dℓ for ℓ = s1, s1 + 1, . . . , si + j − 1, and the proof is completed.
Case 1: ℓ = si′ , where 1 ≤ i′ ≤ i. In this case, we have from (24) that dℓ+1 = dsi′+1 = 2dsi′ =
2dℓ. It is clear that dℓ ≤ dℓ+1 ≤ 2dℓ.
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Case 2: ℓ = si′ + j′, where 1 ≤ i′ ≤ i−1 and 1 ≤ j′ ≤ ni′+1−1 or i′ = i and 1 ≤ j′ ≤ j−1.
In this case, we have 1 ≤ i′ ≤ i− 1 and 2 ≤ j′+1 ≤ ni′+1 or i′ = i and 2 ≤ j′+1 ≤ j ≤ ni+1.
Thus, we have from (24) that
dℓ+1 − dℓ = dsi′+j′+1 − dsi′+j′
= (2dsi′ + j
′(ds1 + ds2 + · · ·+ dsi′ + 1))
−(2dsi′ + (j
′ − 1)(ds1 + ds2 + · · ·+ dsi′ + 1))
= ds1 + ds2 + · · ·+ dsi′ + 1 ≥ 0, (125)
dℓ+1 − 2dℓ = dsi′+j′+1 − 2dsi′+j′
= (2dsi′ + j
′(ds1 + ds2 + · · ·+ dsi′ + 1))
−2(2dsi′ + (j
′ − 1)(ds1 + ds2 + · · ·+ dsi′ + 1))
=−2dsi′ − (j
′ − 2)(ds1 + ds2 + · · ·+ dsi′ + 1). (126)
If j′ = 1, then let a = max{1 ≤ i′′ ≤ i′ : ni′′ ≥ 2} (note that a is well defined as we have from
n
k
1 ∈ NM,k that n1 ≥ 2). Thus, we have from (126), j′ = 1, (24), ni′ = ni′−1 = · · · = na+1 = 1,
and na ≥ 2 that
dℓ+1 − 2dℓ =−2dsi′ − (j
′ − 2)(ds1 + ds2 + · · ·+ dsi′ + 1)
= ds1 + ds2 + · · ·+ dsi′−1 + 1− dsi′
= ds1 + ds2 + · · ·+ dsi′−1 + 1− (2dsi′−1 + (ni′ − 1)(ds1 + ds2 + · · ·+ dsi′−1 + 1))
= ds1 + ds2 + · · ·+ dsi′−2 + 1− dsi′−1
.
.
.
= ds1 + ds2 + · · ·+ dsa−1 + 1− dsa
= ds1 + ds2 + · · ·+ dsa−1 + 1− (2dsa−1 + (na − 1)(ds1 + ds2 + · · ·+ dsa−1 + 1))
≤−2dsa−1 ≤ 0. (127)
On the other hand, if j′ ≥ 2, then we have from (126) that
dℓ+1 − 2dℓ = −2dsi′ − (j
′ − 2)(ds1 + ds2 + · · ·+ dsi′ + 1) ≤ −2dsi′ ≤ 0. (128)
Therefore, it follows from (125), (127), and (128) that dℓ ≤ dℓ+1 ≤ 2dℓ.
(ii) Note that from Lemma 7(i), we have dsi+j1 ∈ Bsi+j and it follows that d1 ≤ d2 ≤ · · · ≤
dsi+j . In the following, we will show that
B(dsi1 ; i) < dsi+1 − 1. (129)
As nk1 ∈ NM,k, we have n1 ≥ 2 and n2, n3, . . . , nk ≥ 1, and it is clear from i ≥ 1 and
j ≥ 1 that si + j > si > i ≥ 1. It then follows from dsi+j1 ∈ Bsi+j ⊆ Asi+j , si + j > 1,
dsi+1 = min{dsi+1, dsi+2, . . . , dsi+j}, B(d
si
1 ; i) < dsi+1 − 1 in (129), 1 < si ≤ si + j − 1,
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Lemma 5(iv) (with m = si+ j and ℓ′ = si in Lemma 5(iv)), and B(dsi1 ; i) = ds1 +ds2 + · · ·+dsi
in (37) that
B(dsi+j1 ; i) = B(d
si+j−1
1 ; i) = · · · = B(d
si
1 ; i) = ds1 + ds2 + · · ·+ dsi,
which is the desired result in (38).
To prove (129), let a = max{1 ≤ i′ ≤ i : ni′ ≥ 2} (note that a is well defined as we have
from nk1 ∈ NM,k that n1 ≥ 2). It then follows from (37), (24), and ni = ni−1 = · · · = na+1 = 1
that
B(dsi1 ; i) + 1− dsi+1
= ds1 + ds2 + · · ·+ dsi + 1− 2dsi
= ds1 + ds2 + · · ·+ dsi−1 + 1− dsi
= ds1 + ds2 + · · ·+ dsi−1 + 1− (2dsi−1 + (ni − 1)(ds1 + ds2 + · · ·+ dsi−1 + 1))
= ds1 + ds2 + · · ·+ dsi−2 + 1− dsi−1
.
.
.
= ds1 + ds2 + · · ·+ dsa−1 + 1− dsa . (130)
If a = 1, then we see from (130) and ds1 = s1 = n1 ≥ 2 in (23) that
B(dsi1 ; i) + 1− dsi+1 = ds1 + ds2 + · · ·+ dsa−1 + 1− dsa = 1− ds1 < 0. (131)
On the other hand, if a ≥ 2, then we see from (130), (24), na ≥ 2, and dsa−1 ≥ ds1 > 0 that
B(dsi1 ; i) + 1− dsi+1
= ds1 + ds2 + · · ·+ dsa−1 + 1− dsa
= ds1 + ds2 + · · ·+ dsa−1 + 1− (2dsa−1 + (na − 1)(ds1 + ds2 + · · ·+ dsa−1 + 1))
≤ −2dsa−1 < 0. (132)
As such, (129) follows from (131) and (132).
APPENDIX G
PROOF OF LEMMA 10
In this lemmas, we have dm1 ∈ Am, m ≥ 1, and 0 ≤ i ≤ i′.
(i) Lemma 10(i) follows from the trivial fact that if there are no more than i 1-entries in
the C-transform of a nonnegative integer, then there must be no more than i′ 1-entries in its
C-transform (as we have i ≤ i′).
(ii) (⇐) Suppose that i ≥ m. Then it is clear that B(dm1 ; i) =
∑m
ℓ=1 dℓ = B(d
m
1 ; i+ 1).
(⇒) Suppose that B(dm1 ; i) = B(dm1 ; i + 1). We will prove that i ≥ m by contradiction.
Assume on the contrary that i < m. Let x = B(dm1 ; i) and let yℓ = x −
∑m
ℓ′=ℓ+1 Iℓ′(x;d
m
1 )dℓ′
34
for 1 ≤ ℓ ≤ m (note that we have from (1) that Iℓ(x;dm1 ) = 1 if yℓ ≥ dℓ and Iℓ(x;dm1 ) = 0 if
yℓ < dℓ). From x = B(dm1 ; i), the definition of B(dm1 ; i) in (4), and i < m, we see that
m∑
ℓ=1
Iℓ(x;d
m
1 ) ≤ i < m. (133)
It follows from 0 ≤ Iℓ(x;dm1 ) ≤ 1 and
∑m
ℓ=1 Iℓ(x;d
m
1 ) < m in (133) that there exists 1 ≤ ℓ ≤ m
such that Iℓ(x;dm1 ) = 0. Let ℓ1 be the smallest such positive integer, i.e., ℓ1 = min{1 ≤ ℓ ≤
m : Iℓ(x;d
m
1 ) = 0}. Clearly, we have I1(x;dm1 ) = I2(x;dm1 ) = · · · = Iℓ1−1(x;dm1 ) = 1 and
Iℓ1(x;d
m
1 ) = 0. From (1) and Iℓ1(x;dm1 ) = 0, it is easy to see that yℓ1 < dℓ1 . If ℓ1 = 1, then we
see from yℓ1 ≥ 0, d1 = 1 (as dm1 ∈ Am), and yℓ1 < dℓ1 that 0 ≤ yℓ1 < dℓ1 = d1 = 1, and hence
yℓ1 = 0 = dℓ1 − 1. (134)
On the other hand, if 2 ≤ ℓ1 ≤ m, then we see from dm1 ∈ Am, I1(x;dm1 ) = I2(x;dm1 ) = · · · =
Iℓ1−1(x;d
m
1 ) = 1, Iℓ1(x;d
m
1 ) = 0, and yℓ1 = x −
∑m
ℓ=ℓ1+1
Iℓ(x;d
m
1 )dℓ =
∑m
ℓ=1 Iℓ(x;d
m
1 )dℓ −∑m
ℓ=ℓ1+1
Iℓ(x;d
m
1 )dℓ =
∑ℓ1
ℓ=1 Iℓ(x;d
m
1 )dℓ that
dℓ1 ≤
ℓ1−1∑
ℓ=1
dℓ + 1 =
ℓ1−1∑
ℓ=1
1 · dℓ + 0 · dℓ1 + 1 =
ℓ1∑
ℓ=1
Iℓ(x;d
m
1 )dℓ + 1 = yℓ1 + 1. (135)
As we also have yℓ1 < dℓ1 , it follows from yℓ1 ≥ dℓ1 − 1 in (135) that
yℓ1 = dℓ1 − 1. (136)
From (134) and (136), we see that there exists 1 ≤ ℓ ≤ m such that yℓ = dℓ − 1. Let ℓ2 be
the largest such positive integer, i.e., ℓ2 = max{1 ≤ ℓ ≤ m : yℓ = dℓ − 1}. As we assume that
i < m, we have x = B(dm1 ; i) <
∑m
ℓ=1 dℓ and x+ 1 ≤
∑m
ℓ=1 dℓ. In the following, we show that
Iℓ(x+ 1;d
m
1 ) = Iℓ(x;d
m
1 ), for ℓ = m,m− 1, . . . , ℓ2 + 1, (137)
Iℓ2(x+ 1;d
m
1 ) = 1. (138)
Iℓ(x+ 1;d
m
1 ) = 0, for ℓ = ℓ2 − 1, ℓ2 − 2, . . . , 1, (139)
It then follows from (137)–(139), x = B(dm1 ; i), and the definition of B(dm1 ; i) in (4) that
m∑
ℓ=1
Iℓ(x+ 1;d
m
1 ) =
m∑
ℓ=ℓ2+1
Iℓ(x;d
m
1 ) + 1 ≤
m∑
ℓ=1
Iℓ(x;d
m
1 ) + 1 ≤ i+ 1. (140)
Since we also have from the definition of B(dm1 ; i) in (4) that
∑m
ℓ=1 Iℓ(x
′;dm1 ) ≤ i < i+ 1 for
0 ≤ x′ ≤ x = B(dm1 ; i), it is immediate from (140) that
m∑
ℓ=1
Iℓ(x
′;dm1 ) ≤ i+ 1, for 0 ≤ x′ ≤ x+ 1. (141)
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As such, we see from (141), x + 1 ≤ ∑mℓ=1 dℓ, and the definition of B(dm1 ; i + 1) in (4) that
B(dm1 ; i + 1) ≥ x + 1 = B(d
m
1 ; i) + 1, and we have reached a contradiction to B(dm1 ; i) =
B(dm1 ; i+ 1).
To prove (137)–(139), let zℓ = (x+ 1)−
∑m
ℓ′=ℓ+1 Iℓ′(x+ 1;d
m
1 )dℓ′ for 1 ≤ ℓ ≤ m (note that
we have from (1) that Iℓ(x + 1;dm1 ) = 1 if zℓ ≥ dℓ and Iℓ(x + 1;dm1 ) = 0 if zℓ < dℓ). In the
case that ℓ2 = m, we have ym = dm − 1. As x+ 1 = ym + 1 = dm, it is clear from (1) that
Im(x+ 1;d
m
1 ) = 1,
Iℓ(x+ 1;d
m
1 ) = 0, for ℓ = m− 1, m− 2, . . . , 1.
Thus, (137)–(139) are proved in this case. On the other hand, in the case that 1 ≤ ℓ2 ≤ m− 1,
we have yℓ2 = dℓ2 − 1. In this case, we first show (137) by induction on ℓ. If ym ≥ dm, then we
have zm = x+ 1 = ym + 1 > dm, and it is clear from (1) that
Im(x+ 1;d
m
1 ) = Im(x;d
m
1 ) = 1. (142)
Otherwise, if ym < dm, then we see from m > ℓ2 and the definition of ℓ2 that ym < dm − 1,
and hence we have zm = x+ 1 = ym + 1 < dm. It is then clear from (1) that
Im(x+ 1;d
m
1 ) = Im(x;d
m
1 ) = 0. (143)
As such, we have from (142) and (143) that Im(x+1;dm1 ) = Im(x;dm1 ). Assume as the induction
hypothesis that Im(x + 1;dm1 ) = Im(x;dm1 ), Im−1(x + 1;dm1 ) = Im−1(x;dm1 ), . . . , Iℓ+1(x +
1;dm1 ) = Iℓ+1(x;d
m
1 ) for some ℓ2 + 1 ≤ ℓ ≤ m − 1. If yℓ ≥ dℓ, then we see from zℓ =
(x+1)−
∑m
ℓ′=ℓ+1 Iℓ′(x+1;d
m
1 )dℓ′ , the induction hypothesis, and yℓ = x−
∑m
ℓ′=ℓ+1 Iℓ′(x;d
m
1 )dℓ′
that
zℓ = (x+ 1)−
m∑
ℓ′=ℓ+1
Iℓ′(x+ 1;d
m
1 )dℓ′ = (x+ 1)−
m∑
ℓ′=ℓ+1
Iℓ′(x;d
m
1 )dℓ′ = yℓ + 1 > dℓ. (144)
It is clear from (144) and (1) that
Iℓ(x+ 1;d
m
1 ) = Iℓ(x;d
m
1 ) = 1. (145)
Otherwise, if yℓ < dℓ, then we see from ℓ > ℓ2 and the definition of ℓ2 that yℓ < dℓ − 1, and
hence we have from zℓ = (x + 1) −
∑m
ℓ′=ℓ+1 Iℓ′(x + 1;d
m
1 )dℓ′ , the induction hypothesis, and
yℓ = x−
∑m
ℓ′=ℓ+1 Iℓ′(x;d
m
1 )dℓ′ that
zℓ = (x+ 1)−
m∑
ℓ′=ℓ+1
Iℓ′(x+ 1;d
m
1 )dℓ′ = (x+ 1)−
m∑
ℓ′=ℓ+1
Iℓ′(x;d
m
1 )dℓ′ = yℓ + 1 < dℓ. (146)
It is also clear from (146) and (1) that
Iℓ(x+ 1;d
m
1 ) = Iℓ(x;d
m
1 ) = 0. (147)
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The induction is completed by combining (145) and (147). Thus, (137) is proved in this case.
From zℓ2 = (x + 1) −
∑m
ℓ′=ℓ2+1
Iℓ′(x + 1;d
m
1 )dℓ′ , (137), yℓ2 = x −
∑m
ℓ′=ℓ2+1
Iℓ′(x;d
m
1 )dℓ′ , and
yℓ2 = dℓ2 − 1, we see that
zℓ2 = (x+ 1)−
m∑
ℓ′=ℓ2+1
Iℓ′(x+ 1;d
m
1 )dℓ′ = (x+ 1)−
m∑
ℓ′=ℓ2+1
Iℓ′(x;d
m
1 )dℓ′ = yℓ2 + 1 = dℓ2.(148)
It is then clear from zℓ2 = dℓ2 in (148) and (1) that
Iℓ2(x+ 1;d
m
1 ) = 1,
Iℓ(x+ 1;d
m
1 ) = 0, for ℓ = ℓ2 − 1, ℓ2 − 2, . . . , 1.
Therefore, (138) and (139) are also proved in this case.
APPENDIX H
PROOF OF LEMMA 11
Note that in this lemma, we have M ≥ 2, 1 ≤ k ≤ M − 1, d∗M1 ∈ AM , and B(d∗M1 ; k) =
maxdM
1
∈AM
B(dM1 ; k).
(i) We will show by contradiction that B(d∗M1 ; k) ≥ d∗M . Assume on the contrary that
B(d∗M1 ; k) < d
∗
M . Let d′ℓ = d∗ℓ for ℓ = 1, 2, . . . ,M − 1 and d′M = B(d∗M1 ; k) + 1. Then it
follows from d∗M1 ∈ AM and B(d∗M1 ; k) < d∗M that
d
′M−1
1 = d
∗M−1
1 ∈ AM−1, (149)
1 ≤ d′M = B(d
∗M
1 ; k) + 1 ≤ d
∗
M ≤
M−1∑
ℓ=1
d∗ℓ + 1 =
M−1∑
ℓ=1
d′ℓ + 1. (150)
From (149) and (150), we immediately see that d′M1 ∈ AM . Thus, it is clear that
B(d′
M
1 ; k) ≤ max
dM
1
∈AM
B(dM1 ; k) = B(d
∗M
1 ; k). (151)
Note that from d∗M1 ∈ AM , 1 ≤ k < M , B(d∗M1 ; k) < d∗M , and Lemma 5(i) (with m = M ,
i = k, and ℓ′ = m − 1 = M − 1 in Lemma 5(i)), we have B(d∗M1 ; k) = B(d∗M−11 ; k). It then
follows from d′M−11 = d∗M−11 , B(d∗M1 ; k) = B(d∗M−11 ; k), and d′M = B(d∗M1 ; k) + 1 that
B(d′
M−1
1 ; k) = B(d
∗M−1
1 ; k) = B(d
∗M
1 ; k) = d
′
M − 1. (152)
As such, we have from d′M1 ∈ AM , 1 ≤ k < M , B(d′
M−1
1 ; k) = d
′
M − 1 in (152), Lemma 4
(with m = M , i = k, and ℓ′ = m− 1 = M − 1 in Lemma 4), and d′M = B(d∗M1 ; k) + 1 that
B(d′
M
1 ; k) ≥ d
′
M = B(d
∗M
1 ; k) + 1 > B(d
∗M
1 ; k),
contradicting to B(d′M1 ; k) ≤ B(d∗M1 ; k) in (151).
(ii) We will show by contradiction that d∗1 ≤ d∗2 ≤ · · · ≤ d∗M . Assume on the contrary that there
exists 2 ≤ ℓ ≤M − 1 such that d∗ℓ > d∗ℓ+1 (note that as d∗1 = 1 and d∗2 ≥ 1, it is impossible that
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d∗1 > d
∗
2). Let ℓ1 be the largest such positive integer, i.e., ℓ1 = max{2 ≤ ℓ ≤M−1 : d∗ℓ > d∗ℓ+1}.
We consider the two cases ℓ1 = M − 1 and 2 ≤ ℓ1 ≤M − 2 separately.
Case 1: ℓ1 = M − 1. In this case, we see from the definition of ℓ1 that d∗M−1 > d∗M . From
Lemma 11(i), we know that B(d∗M1 ; k) ≥ d∗M . Since d∗M1 ∈ AM and 1 ≤ k ≤ M − 1, we also
have B(d∗M1 ; k) <
∑M
ℓ=1 d
∗
ℓ . We then consider the two subcases d∗M ≤ B(d∗M1 ; k) < d∗M−1+ d∗M
and d∗M−1 + d∗M ≤ B(d∗M1 ; k) <
∑M
ℓ=1 d
∗
ℓ separately.
Subcase 1(a): d∗M ≤ B(d∗M1 ; k) < d∗M−1 + d∗M . Let d′ℓ = d∗ℓ for ℓ = 1, 2, . . . ,M − 2, d′M−1 =
d∗M , and d′M = B(d∗M1 ; k)+1. Then it follows from d∗M1 ∈ AM , d∗M−1 > d∗M , and B(d∗M1 ; k) <
d∗M−1 + d
∗
M that
d
′M−2
1 = d
∗M−2
1 ∈ AM−2, (153)
1 ≤ d′M−1 = d
∗
M < d
∗
M−1 ≤
M−2∑
ℓ=1
d∗ℓ + 1 =
M−2∑
ℓ=1
d′ℓ + 1, (154)
1 ≤ d′M = B(d
∗M
1 ; k) + 1 ≤ d
∗
M−1 + d
∗
M ≤
(
M−2∑
ℓ=1
d∗ℓ + 1
)
+ d′M−1 =
M−1∑
ℓ=1
d′ℓ + 1. (155)
From (153)–(155), we immediately see that d′M1 ∈ AM . Thus, it is clear that
B(d′
M
1 ; k) ≤ max
dM
1
∈AM
B(dM1 ; k) = B(d
∗M
1 ; k). (156)
For 0 ≤ x ≤ d′M−1 − 1, we have x < d′M−1 = d∗M ≤ B(d∗M1 ; k) = d′M − 1 < d′M and
x < d′M−1 = d
∗
M < d
∗
M−1, and hence it follows from d′
M
1 ∈ AM , x < min{d
′
M−1, d
′
M},
d
∗M
1 ∈ AM , x < min{d
∗
M−1, d
∗
M}, and Lemma 3(i) (with m = M > 1 and ℓ′ = m− 2 = M − 2
in Lemma 3(i)) that
M∑
ℓ=1
Iℓ(x;d
′M
1 ) =
M−2∑
ℓ=1
Iℓ(x;d
′M−2
1 ), for 0 ≤ x ≤ d′M−1 − 1, (157)
M∑
ℓ=1
Iℓ(x;d
∗M
1 ) =
M−2∑
ℓ=1
Iℓ(x;d
∗M−2
1 ), for 0 ≤ x ≤ d′M−1 − 1. (158)
From (157), d′M−21 = d∗M−21 , (158), d′M−1 − 1 = d∗M − 1 < B(d∗M1 ; k), and the definition of
B(d∗M1 ; k) in (4), we have
M∑
ℓ=1
Iℓ(x;d
′M
1 ) =
M−2∑
ℓ=1
Iℓ(x;d
′M−2
1 ) =
M−2∑
ℓ=1
Iℓ(x;d
∗M−2
1 ) =
M∑
ℓ=1
Iℓ(x;d
∗M
1 ) ≤ k,
for 0 ≤ x ≤ d′M−1 − 1. (159)
Furthermore, for d′M−1 ≤ x ≤ B(d∗M1 ; k), we have x ≤ B(d∗M1 ; k) = d′M − 1 < d′M , x ≥
d′M−1 = d
∗
M , and x−d∗M ≤ B(d∗M1 ; k)−d∗M < d∗M−1. Thus, it follows from d′
M
1 ∈ AM , x < d
′
M ,
Lemma 3(i) (with m = M > 1 and ℓ′ = m − 1 = M − 1 in Lemma 3(i)), d′M−11 ∈ AM−1,
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x ≥ d′M−1, and Lemma 3(ii) (with m = M − 1 ≥ 1 and ℓ′ = m− 1 = M − 2 in Lemma 3(ii))
that
M∑
ℓ=1
Iℓ(x;d
′M
1 ) =
M−1∑
ℓ=1
Iℓ(x;d
′M−1
1 ) =
M−2∑
ℓ=1
Iℓ(x− d
′
M−1;d
′M−2
1 ) + 1,
for d′M−1 ≤ x ≤ B(d∗
M
1 ; k). (160)
It also follows from d∗M1 ∈ AM , x ≥ d∗M , Lemma 3(ii) (with m = M > 1 and ℓ′ = m−1 = M−1
in Lemma 3(ii)), d∗M−11 ∈ AM−1, x− d∗M < d∗M−1, and Lemma 3(i) (with m = M − 1 ≥ 1 and
ℓ′ = m− 1 = M − 2 in Lemma 3(i)) that
M∑
ℓ=1
Iℓ(x;d
∗M
1 ) =
M−1∑
ℓ=1
Iℓ(x− d
∗
M ;d
∗M−1
1 ) + 1 =
M−2∑
ℓ=1
Iℓ(x− d
∗
M ;d
∗M−2
1 ) + 1,
for d′M−1 ≤ x ≤ B(d∗
M
1 ; k). (161)
From (160), d′M−1 = d∗M , d′M−21 = d∗M−21 , (161), and the definition of B(d∗M1 ; k) in (4), we
have
M∑
ℓ=1
Iℓ(x;d
′M
1 ) =
M−2∑
ℓ=1
Iℓ(x− d
′
M−1;d
′M−2
1 ) + 1 =
M−2∑
ℓ=1
Iℓ(x− d
∗
M ;d
∗M−2
1 ) + 1
=
M∑
ℓ=1
Iℓ(x;d
∗M
1 ) ≤ k, for d′M−1 ≤ x ≤ B(d∗
M
1 ; k). (162)
Finally, for x = B(d∗M1 ; k)+1 = d′M , it is clear from (1) that IM(x;d′M1 ) = 1 and Iℓ(x;d′M1 ) = 0
for ℓ = M − 1,M − 2, . . . , 1. Thus, it follows from k ≥ 1 that
M∑
ℓ=1
Iℓ(x;d
′M
1 ) = 1 ≤ k, for x = B(d∗
M
1 ; k) + 1. (163)
As B(d∗M1 ; k) + 1 = d′M ≤
∑M
ℓ=1 d
′
ℓ, we see from (159), (162), (163), and the definition of
B(d′M1 ; k) in (4) that
B(d′
M
1 ; k) ≥ B(d
∗M
1 ; k) + 1 > B(d
∗M
1 ; k),
contradicting to B(d′M1 ; k) ≤ B(d∗M1 ; k) in (156).
Subcase 1(b): d∗M−1 + d∗M ≤ B(d∗M1 ; k) <
∑M
ℓ=1 d
∗
ℓ . Let d′ℓ = d∗ℓ for ℓ = 1, 2, . . . ,M − 1 and
d′M = d
∗
M + 1. Then it follows from d∗M1 ∈ AM and d∗M−1 > d∗M that
d
′M−1
1 = d
∗M−1
1 ∈ AM−1, (164)
1 ≤ d′M = d
∗
M + 1 ≤ d
∗
M−1 = d
′
M−1 ≤
M−1∑
ℓ=1
d′ℓ + 1. (165)
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From (164) and (165), we immediately see that d′M1 ∈ AM . Thus, it is clear that
B(d′
M
1 ; k) ≤ max
dM
1
∈AM
B(dM1 ; k) = B(d
∗M
1 ; k). (166)
From d∗M1 ∈ AM , 1 ≤ k < M , B(d∗
M
1 ; k) ≥ d
∗
M−1 + d
∗
M ≥ d
∗
M , and Lemma 5(ii) (with
m = M and i = k in Lemma 5(ii)), we have
B(d∗M1 ; k) = d
∗
M +B(d
∗M−1
1 ; k − 1). (167)
As B(d∗M1 ; k) ≥ d∗M−1 + d∗M , we see from (167) that
B(d∗M−11 ; k − 1) = B(d
∗M
1 ; k)− d
∗
M ≥ d
∗
M−1. (168)
From d′M−11 ∈ AM−1, 0 ≤ k − 1 < M − 1, and Lemma 10(i) (with m = M − 1, i = k − 1,
and i′ = k in Lemma 10(i)), we have B(d′M−11 ; k − 1) ≤ B(d′M−11 ; k). It then follows from
B(d′M−11 ; k) ≥ B(d
′M−1
1 ; k − 1), d
′M−1
1 = d
∗M−1
1 , B(d
∗M−1
1 ; k − 1) ≥ d
∗
M−1 in (168), d∗M−1 >
d∗M , and d′M = d∗M + 1 that
B(d′
M−1
1 ; k) ≥ B(d
′M−1
1 ; k − 1) = B(d
∗M−1
1 ; k − 1) ≥ d
∗
M−1 ≥ d
∗
M + 1 = d
′
M . (169)
From d′M1 ∈ AM , 1 ≤ k < M , B(d′
M−1
1 ; k) ≥ d
′
M in (169), and Lemma 5(ii) (with m = M
and i = k in Lemma 5(ii)), we have
B(d′
M
1 ; k) = d
′
M +B(d
′M−1
1 ; k − 1). (170)
Therefore, we see from (170), d′M = d∗M + 1, d′M−11 = d∗M−11 , and (167) that
B(d′
M
1 ; k) = d
′
M +B(d
′M−1
1 ; k − 1) = d
∗
M + 1 +B(d
∗M−1
1 ; k − 1) = B(d
∗M
1 ; k) + 1, (171)
contradicting to B(d′M1 ; k) ≤ B(d∗M1 ; k) in (166).
Case 2: 2 ≤ ℓ1 ≤ M − 2. In this case, we see from the definition of ℓ1 that d∗ℓ1 > d
∗
ℓ1+1
and
d∗ℓ1+1 ≤ d
∗
ℓ1+2
≤ · · · ≤ d∗M . We claim that
d∗M = B(d
∗M−1
1 ; k) + 1. (172)
From Lemma 11(i), we know that B(d∗M1 ; k) ≥ d∗M . It then follows from d∗M1 ∈ AM , 1 ≤ k <
M , B(d∗M1 ; k) ≥ d
∗
M , Lemma 4 (with m = M , i = k, and ℓ′ = m− 1 = M − 1 in Lemma 4)
that
B(d∗M−11 ; k) ≥ d
∗
M − 1. (173)
To prove (172), we see from (173) that it suffices to show that it cannot be the case that
B(d∗M−11 ; k) > d
∗
M − 1. Assume on the contrary that B(d∗M−11 ; k) > d∗M − 1. Let d′ℓ = d∗ℓ
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for ℓ = 1, 2, . . . ,M − 1 and d′M = B(d∗M−11 ; k) + 1. Then it follows from d∗M1 ∈ AM and
B(d∗M−11 ; k) ≤
∑M−1
ℓ=1 d
∗
ℓ that
d
′M−1
1 = d
∗M−1
1 ∈ AM−1, (174)
1 ≤ d′M = B(d
∗M−1
1 ; k) + 1 ≤
M−1∑
ℓ=1
d∗ℓ + 1 =
M−1∑
ℓ=1
d′ℓ + 1. (175)
From (174) and (175), we immediately see that d′M1 ∈ AM . Thus, it is clear that
B(d′
M
1 ; k) ≤ max
dM
1
∈AM
B(dM1 ; k) = B(d
∗M
1 ; k). (176)
Note that from d∗M1 ∈ AM , 1 ≤ k < M , B(d∗M1 ; k) ≥ d∗M , and Lemma 5(ii) (with m = M
and i = k in Lemma 5(ii)), we have
B(d∗M1 ; k) = d
∗
M +B(d
∗M−1
1 ; k − 1). (177)
As we have B(d′M−11 ; k) = B(d∗M−11 ; k) = d′M − 1, it follows from d′
M
1 ∈ AM , 1 ≤ k < M ,
and Lemma 5(ii) (with m = M and i = k in Lemma 5(ii)) that
B(d′
M
1 ; k) = d
′
M +B(d
′M−1
1 ; k − 1). (178)
Therefore, we have from (178), d′M = B(d∗M−11 ; k) + 1 > d∗M , d′M−11 = d∗M−11 , and (177) that
B(d′
M
1 ; k) = d
′
M +B(d
′M−1
1 ; k − 1) > d
∗
M +B(d
∗M−1
1 ; k − 1) = B(d
∗M
1 ; k), (179)
and we have reached a contradiction to B(d′M1 ; k) ≤ B(d∗M1 ; k) in (176).
Define kM = k. Then we have from (172) that
d∗M = B(d
∗M−1
1 ; kM) + 1. (180)
Let EM−1 = {max{kM − 1, 0} ≤ i ≤ kM : d∗M−1 = B(d∗
M−2
1 ; i) + 1}. If EM−1 6= ∅, then we
define kM−1 = min{i : i ∈ EM−1} so that we have
max{kM − 1, 0} ≤ kM−1 ≤ kM and d∗M−1 = B(d∗
M−2
1 ; kM−1) + 1. (181)
Otherwise, if EM−1 = ∅, then we define ℓ2 = M − 1. In the case that EM−1 6= ∅ and M − 1 >
ℓ1 + 1, we continue the above process and let EM−2 = {max{kM−1 − 1, 0} ≤ i ≤ kM−1 :
d∗M−2 = B(d
∗M−3
1 ; i) + 1}. If EM−2 6= ∅, then we define kM−2 = min{i : i ∈ EM−2} so that we
have
max{kM−1 − 1, 0} ≤ kM−2 ≤ kM−1 and d∗M−2 = B(d∗
M−3
1 ; kM−2) + 1. (182)
Otherwise, if EM−2 = ∅, then we define ℓ2 = M − 2. Again, in the case that EM−2 6= ∅ and
M − 2 > ℓ1 + 1, we continue the above process and let EM−3 = {max{kM−2 − 1, 0} ≤ i ≤
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kM−2 : d
∗
M−3 = B(d
∗M−4
1 ; i) + 1}. If EM−3 6= ∅, then we define kM−3 = min{i : i ∈ EM−3} so
that we have
max{kM−2 − 1, 0} ≤ kM−3 ≤ kM−2 and d∗M−3 = B(d∗
M−4
1 ; kM−3) + 1. (183)
Otherwise, if EM−3 = ∅, then we define ℓ2 = M − 3. Clearly, we can continue the above
process until either EM−1 6= ∅, EM−2 6= ∅, . . . , Eℓ1+1 6= ∅ (in this scenario, kM , kM−1, . . . , kℓ1+1
are defined) or EM−1 6= ∅, EM−2 6= ∅, . . . , Eℓ2+1 6= ∅, and Eℓ2 = ∅ for some ℓ1+1 ≤ ℓ2 ≤M−1
(in this scenario, kM , kM−1, . . . , kℓ2+1 are defined).
It is clear that for the scenario that EM−1 6= ∅, EM−2 6= ∅, . . . , Eℓ1+1 6= ∅, we have
Eℓ = {max{kℓ+1 − 1, 0} ≤ i ≤ kℓ+1 : d
∗
ℓ = B(d
∗ℓ−1
1 ; i) + 1},
for ℓ = M − 1,M − 2, . . . , ℓ1 + 1, (184)
kℓ = min{i : i ∈ Eℓ}, for ℓ = M − 1,M − 2, . . . , ℓ1 + 1. (185)
It follows from (180), (184), and (185) that
max{kℓ+1 − 1, 0} ≤ kℓ ≤ kℓ+1, for ℓ = M − 1,M − 2, . . . , ℓ1 + 1, (186)
d∗ℓ = B(d
∗ℓ−1
1 ; kℓ) + 1, for ℓ = M,M − 1, . . . , ℓ1 + 1. (187)
For example, if M = 12, k = 5, and d∗M1 = (1, 2, 3, 5, 12, 1, 1, 2, 4, 8, 16, 32), then we have
ℓ1 = max{2 ≤ ℓ ≤ M − 1 : d∗ℓ > d
∗
ℓ+1} = 5 and k12 = kM = k = 5. From the values of
B(d∗ℓ1; i) for ℓ1 ≤ ℓ ≤M and 0 ≤ i ≤ k in Table VII, it is easy to see that
k11 = 4 (as d∗11 = 16 = B(d∗101 ; 4) + 1 so that E11 = {4}),
k10 = 3 (as d∗10 = 8 = B(d∗91; 3) + 1 so that E10 = {3}),
k9 = 2 (as d∗9 = 4 = B(d∗81; 2) + 1 so that E9 = {2}),
k8 = 1 (as d∗8 = 2 = B(d∗71; 1) + 1 so that E8 = {1}),
k7 = 0 (as d∗7 = 1 = B(d∗61; 0) + 1 so that E7 = {0}),
k6 = 0 (as d∗6 = 1 = B(d∗51; 0) + 1 so that E6 = {0}).
It is also clear that for the scenario that EM−1 6= ∅, EM−2 6= ∅, . . . , Eℓ2+1 6= ∅, and Eℓ2 = ∅
for some ℓ1 + 1 ≤ ℓ2 ≤ M − 1, we have
Eℓ = {max{kℓ+1 − 1, 0} ≤ i ≤ kℓ+1 : d
∗
ℓ = B(d
∗ℓ−1
1 ; i) + 1},
for ℓ = M − 1,M − 2, . . . , ℓ2, (188)
kℓ = min{i : i ∈ Eℓ}, for ℓ = M − 1,M − 2, . . . , ℓ2 + 1. (189)
It follows from (180), (188), and (189) that
max{kℓ+1 − 1, 0} ≤ kℓ ≤ kℓ+1, for ℓ = M − 1,M − 2, . . . , ℓ2 + 1, (190)
d∗ℓ = B(d
∗ℓ−1
1 ; kℓ) + 1, for ℓ = M,M − 1, . . . , ℓ2 + 1. (191)
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ℓ\i 0 1 2 3 4 5
5 0 3 8 10 22 23
6 0 1 4 9 11 23
7 0 1 2 5 10 12
8 0 2 3 4 7 12
9 0 2 6 7 8 11
10 0 2 6 14 15 16
11 0 2 6 14 30 31
12 0 2 6 14 30 62
TABLE VII
THE VALUES OF B(d∗ℓ1; i) FOR ℓ1 ≤ ℓ ≤M AND 0 ≤ i ≤ k, WHERE M = 12, k = 5,
d
∗M
1 = (1, 2, 3, 5, 12, 1, 1, 2, 4, 8, 16, 32), AND ℓ1 = 5.
For example, if M = 9, k = 8, and d∗M1 = (1, 2, 3, 5, 2, 8, 22, 44, 88), then we have ℓ1 =
max{2 ≤ ℓ ≤ M − 1 : d∗ℓ > d
∗
ℓ+1} = 4 and k9 = kM = k = 8. From the values of B(d∗ℓ1; i) for
ℓ1 ≤ ℓ ≤M and 0 ≤ i ≤ k in Table VIII, it is easy to see that
k8 = 7 (as d∗8 = 44 = B(d∗71; 7) + 1 = B(d∗71; 8) + 1 so that E8 = {7, 8}),
k7 = 6 (as d∗7 = 22 = B(d∗61; 6) + 1 = B(d∗61; 7) + 1 so that E7 = {6, 7}),
ℓ2 = 6 (as d∗6 = 8 < B(d∗51; 5) + 1 = B(d∗51; 6) + 1 so that E6 = ∅).
As another example, if M = 9, k = 5, and d∗M1 = (1, 2, 3, 5, 2, 8, 14, 28, 56), then we have
ℓ1 = max{2 ≤ ℓ ≤M −1 : d∗ℓ > d
∗
ℓ+1} = 4 and k9 = kM = k = 5. From the values of B(d∗ℓ1; i)
for ℓ1 ≤ ℓ ≤M and 0 ≤ i ≤ k in Table IX, it is easy to see that
k8 = 4 (as d∗8 = 28 = B(d∗71; 4) + 1 so that E8 = {4}),
k7 = 3 (as d∗7 = 14 = B(d∗61; 3) + 1 so that E7 = {3}),
ℓ2 = 6 (as B(d∗51; 2) + 1 < d∗6 = 8 < B(d∗51; 3) + 1 so that E6 = ∅).
ℓ\i 0 1 2 3 4 5 6 7 8
4 0 3 8 10 11 11 11 11 11
5 0 2 5 10 12 13 13 13 13
6 0 2 5 13 18 20 21 21 21
7 0 2 5 13 18 20 42 43 43
8 0 2 5 13 18 20 42 86 87
9 0 2 5 13 18 20 42 86 174
TABLE VIII
THE VALUES OF B(d∗ℓ1; i) FOR ℓ1 ≤ ℓ ≤M AND 0 ≤ i ≤ k, WHERE M = 9, k = 8, d∗M1 = (1, 2, 3, 5, 2, 8, 22, 44, 88), AND
ℓ1 = 4.
We need to consider the above two scenarios separately.
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ℓ\i 0 1 2 3 4 5
4 0 3 8 10 11 11
5 0 2 5 10 12 13
6 0 2 5 13 18 20
7 0 2 5 19 27 32
8 0 2 5 19 47 55
9 0 2 5 19 47 103
TABLE IX
THE VALUES OF B(d∗ℓ1; i) FOR ℓ1 ≤ ℓ ≤M AND 0 ≤ i ≤ k, WHERE M = 9, k = 5, d∗M1 = (1, 2, 3, 5, 2, 8, 14, 28, 56), AND
ℓ1 = 4.
Subcase 2(a): EM−1 6= ∅, EM−2 6= ∅, . . . , Eℓ1+1 6= ∅. In this subcase, we let d′ℓ = d∗ℓ for
ℓ = 1, 2, . . . , ℓ1− 1, d′ℓ = d
∗
ℓ+1 for ℓ = ℓ1, ℓ1 + 1, . . . ,M − 1, and d′M = B(d∗M1 ; k) + 1. We will
show that
d
′M
1 ∈ AM and B(d′
M
1 ; k) > B(d
∗M
1 ; k). (192)
As it is clear from d′M1 ∈ AM that B(d′
M
1 ; k) ≤ maxdM1 ∈AM B(d
M
1 ; k) = B(d
∗M
1 ; k), we have
reached a contradiction to B(d′M1 ; k) > B(d∗M1 ; k) in (192). Note that for the example that
M = 12, k = 5, and d∗M1 = (1, 2, 3, 5, 12, 1, 1, 2, 4, 8, 16, 32) as shown in Table VII, we have
B(d∗M1 ; k) = 62. If we let d′
M
1 = (1, 2, 3, 5, 1, 1, 2, 4, 8, 16, 32, 63), then it can be seen that
B(d′M1 ; k) = 93 > B(d
∗M
1 ; k) = 62 and (192) is satisfied.
We first show by induction on ℓ that
ℓ∑
ℓ′=ℓ1
d∗ℓ′ > d
∗
ℓ+1, for ℓ1 ≤ ℓ ≤M − 1. (193)
As we already have d∗ℓ1 > d
∗
ℓ1+1
, we assume as the induction hypothesis that
∑ℓ−1
ℓ′=ℓ1
d∗ℓ′ > d
∗
ℓ
for some ℓ1 + 1 ≤ ℓ ≤ M − 1. From d∗ℓ = B(d∗ℓ−11 ; kℓ) + 1 in (187) (as ℓ1 + 1 ≤ ℓ ≤ M − 1),
ℓ− 1 ≥ ℓ1 > 1, 0 ≤ max{kℓ+1− 1, 0} ≤ kℓ ≤ kℓ+1 in (186), and Lemma 10(i) (with m = ℓ− 1,
i = kℓ, and i′ = kℓ+1 in Lemma 10(i)), we have
d∗ℓ = B(d
∗ℓ−1
1 ; kℓ) + 1 ≤ B(d
∗ℓ−1
1 ; kℓ+1) + 1. (194)
Note that kℓ+1 ≥ 0 (as we have from (186) that kℓ+1 ≥ max{kℓ+2 − 1, 0} ≥ 0 in the case that
ℓ1 +1 ≤ ℓ ≤M − 2, and we have kℓ+1 = kM = k ≥ 1 in the case that ℓ = M − 1). If kℓ+1 ≥ 1,
then we see from d∗ℓ1 ∈ Aℓ (as d∗M1 ∈ AM and ℓ < M), B(d∗ℓ−11 ; kℓ+1) ≥ d∗ℓ − 1 in (194), and
Lemma 5(ii) (with m = ℓ ≥ ℓ1 + 1 > 1 and i = kℓ+1 ≥ 1 in Lemma 5(ii)) that
B(d∗ℓ1; kℓ+1) = d
∗
ℓ +B(d
∗ℓ−1
1 ; kℓ+1 − 1). (195)
As such, it follows from d∗ℓ+1 = B(d∗
ℓ
1; kℓ+1) + 1 in (187) (as ℓ1 + 2 ≤ ℓ + 1 ≤ M), (195),
ℓ− 1 ≥ ℓ1 > 1, 0 ≤ kℓ+1− 1 ≤ max{kℓ+1− 1, 0} ≤ kℓ in (186), Lemma 10(i) (with m = ℓ− 1,
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i = kℓ+1−1, and i′ = kℓ in Lemma 10(i)), d∗ℓ = B(d∗ℓ−11 ; kℓ)+1 in (187) (as ℓ1+1 ≤ ℓ ≤ M−1),
and d∗ℓ <
∑ℓ−1
ℓ′=ℓ1
d∗ℓ′ in the induction hypothesis that
d∗ℓ+1 = B(d
∗ℓ
1; kℓ+1) + 1 = d
∗
ℓ +B(d
∗ℓ−1
1 ; kℓ+1 − 1) + 1
≤ d∗ℓ +B(d
∗ℓ−1
1 ; kℓ) + 1 = d
∗
ℓ + d
∗
ℓ
< d∗ℓ +
ℓ−1∑
ℓ′=ℓ1
d∗ℓ′ =
ℓ∑
ℓ′=ℓ1
d∗ℓ′. (196)
On the other hand, if kℓ+1 = 0, then we see from d∗ℓ+1 = B(d∗ℓ1; kℓ+1) + 1 in (187) (as ℓ1 +2 ≤
ℓ+ 1 ≤M), d∗ℓ1 ≥ 1, d∗ℓ1+1 ≥ 1, and ℓ ≥ ℓ1 + 1 that
d∗ℓ+1 = B(d
∗ℓ
1; kℓ+1) + 1 = B(d
∗ℓ
1; 0) + 1 = 1 < d
∗
ℓ1
+ d∗ℓ1+1 ≤
ℓ∑
ℓ′=ℓ1
d∗ℓ′. (197)
The induction is completed by combining (196) and (197).
Now we use (193) to show that
Iℓ1(x;d
∗M
1 ) = 0, for all 0 ≤ x ≤ B(d∗
M
1 ; k). (198)
We prove (198) by contradiction. Suppose on the contrary that Iℓ1(x;d∗M1 ) = 1 for some 0 ≤
x ≤ B(d∗M1 ; k). In the following, we show by induction on ℓ that Iℓ(x;d∗M1 ) = 1 for ℓ =
ℓ1, ℓ1+1, . . . ,M . As we have already assumed that Iℓ1(x;d∗M1 ) = 1, we assume as the induction
hypothesis that Iℓ1(x;d∗M1 ) = Iℓ1+1(x;d∗M1 ) = · · · = Iℓ(x;d∗M1 ) = 1 for some ℓ1 ≤ ℓ ≤M − 1.
From x =
∑M
ℓ′=1 Iℓ′(x;d
∗M
1 )d
∗
ℓ′ (the unique representation property of the C-transform), the
induction hypothesis, ℓ1 + 1 ≤ ℓ ≤ M − 1, and (193), we see that
x−
M∑
ℓ′=ℓ+2
Iℓ′(x;d
∗M
1 )d
∗
ℓ′ =
M∑
ℓ′=1
Iℓ′(x;d
∗M
1 )d
∗
ℓ′ −
M∑
ℓ′=ℓ+2
Iℓ′(x;d
∗M
1 )d
∗
ℓ′ =
ℓ+1∑
ℓ′=1
Iℓ′(x;d
∗M
1 )d
∗
ℓ′
≥
ℓ∑
ℓ′=ℓ1
Iℓ′(x;d
∗M
1 )d
∗
ℓ′ =
ℓ∑
ℓ′=ℓ1
d∗ℓ′ > d
∗
ℓ+1. (199)
It then follows from (199) and (1) that Iℓ+1(x;d∗M1 ) = 1, and the induction is completed. To
continue with the proof of (198), let x′ = d∗ℓ1+1+
∑M
ℓ=ℓ1+1
d∗ℓ . From d∗ℓ1 > d
∗
ℓ1+1
, Iℓ(x;d
∗M
1 ) = 1
for ℓ = ℓ1, ℓ1 + 1, . . . ,M , and
∑M
ℓ=1 Iℓ(x;d
∗M
1 )d
∗
ℓ = x ≤ B(d
∗M
1 ; k), we have
x′ = d∗ℓ1+1 +
M∑
ℓ=ℓ1+1
d∗ℓ < d
∗
ℓ1
+
M∑
ℓ=ℓ1+1
d∗ℓ =
M∑
ℓ=ℓ1
Iℓ(x;d
∗M
1 )d
∗
ℓ
≤
M∑
ℓ=1
Iℓ(x;d
∗M
1 )d
∗
ℓ = x ≤ B(d
∗M
1 ; k). (200)
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It is clear from (200) and the definition of B(d∗M1 ; k) in (4) that
M∑
ℓ=1
Iℓ(x
′;d∗M1 ) ≤ k. (201)
Furthermore, we see from d∗M1 ∈ AM ,
∑M
ℓ=ℓ1+1
d∗ℓ ≤ x
′ ≤ B(d∗M1 ; k) ≤
∑M
ℓ=1 d
∗
ℓ in (200),
2 ≤ ℓ1 ≤M − 2, and Lemma 3(ii) (with m = M and ℓ′ = ℓ1 in Lemma 3(ii)) that
M∑
ℓ=1
Iℓ(x
′;d∗M1 ) =
ℓ1∑
ℓ=1
Iℓ(d
∗
ℓ1+1
;d∗ℓ11 ) +M − ℓ1. (202)
As we have d∗ℓ1+1 = B(d
∗ℓ1
1 ; kℓ1+1) + 1 in (187) and d∗ℓ1+1 < d∗ℓ1 ≤
∑ℓ1
ℓ=1 d
∗
ℓ , it is clear from the
definition of B(d∗ℓ11 ; kℓ1+1) in (4) that
ℓ1∑
ℓ=1
Iℓ(d
∗
ℓ1+1
;d∗ℓ11 ) ≥ kℓ1+1 + 1. (203)
It is also easy to see from kM = k and kℓ ≥ max{kℓ+1−1, 0} ≥ kℓ+1−1 for ℓ1+1 ≤ ℓ ≤M−1
in (183) that
kℓ1+1 ≥ kM − (M − ℓ1 − 1) = k −M + ℓ1 + 1. (204)
As such, we have from (202), (203), and (204) that
M∑
ℓ=1
Iℓ(x
′;d∗M1 ) ≥ kℓ1+1 + 1 +M − ℓ1 ≥ (k −M + ℓ1 + 1) + 1 +M − ℓ1 = k + 2 > k,
contradicting to
∑M
ℓ=1 Iℓ(x
′;d∗M1 ) ≤ k in (201).
To prove d′M1 ∈ AM in (192), we see from d∗M1 ∈ AM , d′ℓ = d∗ℓ for 1 ≤ ℓ ≤ ℓ1−1, d′ℓ = d∗ℓ+1
for ℓ1 ≤ ℓ ≤M − 1, d′M = B(d∗M1 ; k) + 1,
∑ℓ
ℓ′=ℓ1
d∗ℓ′ > d
∗
ℓ+1 for ℓ1 ≤ ℓ ≤M − 1 in (193), and
Iℓ1(B(d
∗M
1 ; k);d
∗M
1 ) = 0 in (198) that
d
′ℓ1−1
1 = d
∗ℓ1−1
1 ∈ Aℓ1−1, (205)
1 ≤ d′ℓ = d
∗
ℓ+1 <
ℓ∑
ℓ′=ℓ1
d∗ℓ′ = d
∗
ℓ1
+
ℓ∑
ℓ′=ℓ1+1
d∗ℓ′ ≤
(
ℓ1−1∑
ℓ′=1
d∗ℓ′ + 1
)
+
ℓ∑
ℓ′=ℓ1+1
d∗ℓ′
=
ℓ1−1∑
ℓ′=1
d′ℓ′ + 1 +
ℓ−1∑
ℓ′=ℓ1
d′ℓ′ =
ℓ−1∑
ℓ=1
d′ℓ + 1, for ℓ1 ≤ ℓ ≤M − 1, (206)
1 ≤ d′M = B(d
∗M
1 ; k) + 1 =
M∑
ℓ=1
Iℓ(B(d
∗M
1 ; k);d
∗M
1 )d
∗
ℓ + 1
=
ℓ1−1∑
ℓ=1
Iℓ(B(d
∗M
1 ; k);d
∗M
1 )d
∗
ℓ +
M∑
ℓ=ℓ1+1
Iℓ(B(d
∗M
1 ; k);d
∗M
1 )d
∗
ℓ + 1
≤
ℓ1−1∑
ℓ=1
d∗ℓ +
M∑
ℓ=ℓ1+1
d∗ℓ + 1 =
ℓ1−1∑
ℓ′=1
d′ℓ′ +
M−1∑
ℓ′=ℓ1
d′ℓ′ + 1 =
M−1∑
ℓ=1
d′ℓ + 1. (207)
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From (205)–(207), we immediately obtain d′M1 ∈ AM .
To prove B(d′M1 ; k) > B(d∗
M
1 ; k) in (192), we need to show that for 0 ≤ x ≤ B(d∗M1 ; k), we
have
Iℓ(x;d
′M−1
1 ) = Iℓ+1(x;d
∗M
1 ), for ℓ = M − 1,M − 2, . . . , ℓ1, (208)
Iℓ(x;d
′M−1
1 ) = Iℓ(x;d
∗M
1 ), for ℓ = ℓ1 − 1, ℓ1 − 2, . . . , 1, (209)
Let 0 ≤ x ≤ B(d∗M1 ; k), let yℓ = x −
∑M
ℓ′=ℓ+1 Iℓ′(x;d
∗M
1 )d
∗
ℓ′ for 1 ≤ ℓ ≤ M , and let zℓ =
x−
∑M−1
ℓ′=ℓ+1 Iℓ′(x;d
′M−1
1 )d
′
ℓ′ for 1 ≤ ℓ ≤ M − 1. Note that we have from (1) that
Iℓ(x;d
∗M
1 ) = 1 if and only if yℓ ≥ d∗ℓ , for 1 ≤ ℓ ≤M, (210)
Iℓ(x;d
′M−1
1 ) = 1 if and only if zℓ ≥ d′ℓ, for 1 ≤ ℓ ≤M − 1, (211)
We first prove (208) by induction on ℓ. As zM−1 = yM = x and d′M−1 = d∗M , we have
zM−1 ≥ d′M−1 if and only if yM ≥ d∗M , and it follows from (210) and (211) that
IM−1(x;d
′M−1
1 ) = IM(x;d
∗M
1 ).
Assume as the induction hypothesis that IM−1(x;d′M−11 ) = IM(x;d∗M1 ), IM−2(x;d′
M−1
1 ) =
IM−1(x;d
∗M
1 ), . . . , Iℓ+1(x;d
′M−1
1 ) = Iℓ+2(x;d
∗M
1 ) for some ℓ1 ≤ ℓ ≤ M−2. Then we have from
zℓ = x −
∑M−1
ℓ′=ℓ+1 Iℓ′(x;d
′M−1
1 )d
′
ℓ′ , the induction hypothesis, d′ℓ′ = d∗ℓ′+1 for ℓ1 ≤ ℓ′ ≤ M − 1,
ℓ1 ≤ ℓ ≤M − 2, and yℓ+1 = x−
∑M
ℓ′=ℓ+2 Iℓ′(x;d
∗M
1 )d
∗
ℓ′ that
zℓ = x−
M−1∑
ℓ′=ℓ+1
Iℓ′(x;d
′M−1
1 )d
′
ℓ′ = x−
M−1∑
ℓ′=ℓ+1
Iℓ′+1(x;d
∗M
1 )d
∗
ℓ′+1
= x−
M∑
ℓ′=ℓ+2
Iℓ′(x;d
∗M
1 )d
∗
ℓ′ = yℓ+1. (212)
As such, we see from zℓ = yℓ+1 in (212) and d′ℓ = d∗ℓ+1 (as ℓ1 ≤ ℓ ≤ M − 2) that zℓ ≥ d′ℓ if and
only if yℓ+1 ≥ d∗ℓ+1, and it follows from (210) and (211) that
Iℓ(x;d
′M−1
1 ) = Iℓ+1(x;d
∗M
1 ).
Therefore, the induction is completed and (208) is proved. Now we prove (209) by induction
on ℓ. From (208), d′ℓ′ = d∗ℓ′+1 for ℓ1 ≤ ℓ′ ≤M − 1, and Iℓ1(x;d∗M1 ) = 0 in (198), we see that
zℓ1−1 = x−
M−1∑
ℓ′=ℓ1
Iℓ′(x;d
′M−1
1 )d
′
ℓ′ = x−
M−1∑
ℓ′=ℓ1
Iℓ′+1(x;d
∗M
1 )d
∗
ℓ′+1
= x− 0 · d∗ℓ1 −
M∑
ℓ′=ℓ1+1
Iℓ′(x;d
∗M
1 )d
∗
ℓ′ = x−
M∑
ℓ′=ℓ1
Iℓ′(x;d
∗M
1 )d
∗
ℓ′ = yℓ1−1. (213)
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As we have from zℓ1−1 = yℓ1−1 in (213) and d′ℓ1−1 = d∗ℓ1−1 that zℓ1−1 ≥ d′ℓ1−1 if and only if
yℓ1−1 ≥ d
∗
ℓ1−1
, it follows from (210) and (211) that
Iℓ1−1(x;d
′M−1
1 ) = Iℓ1−1(x;d
∗M
1 ).
Assume as the induction hypothesis that Iℓ1−1(x;d′
M−1
1 ) = Iℓ1−1(x;d
∗M
1 ), Iℓ1−2(x;d
′M−1
1 ) =
Iℓ1−2(x;d
∗M
1 ), . . . , Iℓ+1(x;d
′M−1
1 ) = Iℓ+1(x;d
∗M
1 ) for some 1 ≤ ℓ ≤ ℓ1− 2. Then we have from
the induction hypothesis, (208), d′ℓ′ = d∗ℓ′ for 1 ≤ ℓ′ ≤ ℓ1 − 1, d′ℓ′ = d∗ℓ′+1 for ℓ1 ≤ ℓ′ ≤ M − 1,
and Iℓ1(x;d∗M1 ) = 0 in (198) that
zℓ = x−
M−1∑
ℓ′=ℓ+1
Iℓ′(x;d
′M−1
1 )d
′
ℓ′ = x−
ℓ1−1∑
ℓ′=ℓ+1
Iℓ′(x;d
′M−1
1 )d
′
ℓ′ −
M−1∑
ℓ′=ℓ1
Iℓ′(x;d
′M−1
1 )d
′
ℓ′
= x−
ℓ1−1∑
ℓ′=ℓ+1
Iℓ′(x;d
∗M
1 )d
∗
ℓ′ −
M−1∑
ℓ′=ℓ1
Iℓ′+1(x;d
∗M
1 )d
∗
ℓ′+1
= x−
ℓ1−1∑
ℓ′=ℓ+1
Iℓ′(x;d
∗M
1 )d
∗
ℓ′ − 0 · d
∗
ℓ1
−
M∑
ℓ′=ℓ1+1
Iℓ′(x;d
∗M
1 )d
∗
ℓ′
= x−
M∑
ℓ′=ℓ+1
Iℓ′(x;d
∗M
1 )d
∗
ℓ′ = yℓ. (214)
From zℓ = yℓ in (214) and d′ℓ = d∗ℓ (as 1 ≤ ℓ ≤ ℓ1 − 2), we see that zℓ ≥ d′ℓ if and only if
yℓ ≥ d∗ℓ , and hence it follows from (210) and (211) that
Iℓ(x;d
′M−1
1 ) = Iℓ(x;d
∗M
1 ).
Therefore, the induction is completed and (209) is proved.
For 0 ≤ x ≤ B(d∗M1 ; k), it is clear from (209), (208), d′ℓ = d∗ℓ for 1 ≤ ℓ ≤ ℓ1 − 1, d′ℓ = d∗ℓ+1
for ℓ1 ≤ ℓ ≤M − 1, Iℓ1(x;d∗M1 ) = 0 in (198), and the definition of B(d∗M1 ; k) in (4) that
M−1∑
ℓ=1
Iℓ(x;d
′M−1
1 )d
′
ℓ =
ℓ1−1∑
ℓ=1
Iℓ(x;d
′M−1
1 )d
′
ℓ +
M−1∑
ℓ=ℓ1
Iℓ(x;d
′M−1
1 )d
′
ℓ
=
ℓ1−1∑
ℓ=1
Iℓ(x;d
∗M
1 )d
∗
ℓ +
M−1∑
ℓ=ℓ1
Iℓ+1(x;d
∗M
1 )d
∗
ℓ+1
=
ℓ1−1∑
ℓ=1
Iℓ(x;d
∗M
1 )d
∗
ℓ + 0 · d
∗
ℓ1
+
M∑
ℓ=ℓ1+1
Iℓ(x;d
∗M
1 )d
∗
ℓ
=
M∑
ℓ=1
Iℓ(x;d
∗M
1 )d
∗
ℓ ≤ k, for 0 ≤ x ≤ B(d∗
M
1 ; k). (215)
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It then follows from (215), B(d∗M1 ; k) ≤
∑M−1
ℓ=1 d
′
ℓ in (207), the definition of B(d′M−11 ; k) in
(4), and d′M = B(d∗M1 ; k) + 1 that
B(d′
M−1
1 ; k) ≥ B(d
∗M
1 ; k) = d
′
M − 1. (216)
As such, we have from d′M1 ∈ AM , B(d′
M−1
1 ; k) ≥ d
′
M − 1 in (216), 1 ≤ k < M , Lemma 5(ii)
(with m = M and i = k in Lemma 5(ii)), and d′M = B(d∗M1 ; k) + 1 that
B(d′
M
1 ; k) = d
′
M +B(d
′M−1
1 ; k − 1) = B(d
∗M
1 ; k) + 1 +B(d
′M−1
1 ; k − 1) > B(d
∗M
1 ; k).
Therefore, we have proved that B(d′M1 ; k) > B(d∗M1 ; k) in (192)
Subcase 2(b): EM−1 6= ∅, EM−2 6= ∅, . . . , Eℓ2+1 6= ∅, and Eℓ2 = ∅ for some ℓ1 + 1 ≤
ℓ2 ≤ M − 1. In this subcase, we let d′ℓ = d∗ℓ for ℓ = 1, 2, . . . , ℓ2 − 1 and d′ℓ = d∗ℓ + 1 for
ℓ = ℓ2, ℓ2 + 1, . . . ,M . We will show that
d
′M
1 ∈ AM and B(d′
M
1 ; k) > B(d
∗M
1 ; k). (217)
As it is clear from d′M1 ∈ AM that B(d′
M
1 ; k) ≤ maxdM1 ∈AM B(d
M
1 ; k) = B(d
∗M
1 ; k), we have
reached a contradiction to B(d′M1 ; k) > B(d∗M1 ; k) in (217). Note that for the example that M =
9, k = 8, and d∗M1 = (1, 2, 3, 5, 2, 8, 22, 44, 88) as shown in Table VIII, we have B(d∗M1 ; k) =
174. If we let d′M1 = (1, 2, 3, 5, 2, 9, 23, 45, 89), then it can be seen that B(d′
M
1 ; k) = 178 >
B(d∗M1 ; k) = 174 and (217) is satisfied. Also note that for the example that M = 9, k = 5, and
d
∗M
1 = (1, 2, 3, 5, 2, 8, 14, 28, 56) as shown in Table IX, we have B(d∗M1 ; k) = 103. If we let
d
′M
1 = (1, 2, 3, 5, 2, 9, 15, 29, 57), then it can be seen that B(d′
M
1 ; k) = 106 > B(d
∗M
1 ; k) = 103
and (217) is satisfied.
We first show that
kℓ2+1 ≥ 1. (218)
Suppose on the contrary that kℓ2+1 = 0. Then we have from (191) that
d∗ℓ2+1 = B(d
∗ℓ2
1 ; kℓ2+1) + 1 = B(d
∗ℓ2
1 ; 0) + 1 = 1. (219)
From d∗ℓ1+1 ≤ d
∗
ℓ1+2
≤ · · · ≤ d∗M , ℓ1+1 ≤ ℓ2 ≤ M−1, and d∗ℓ2+1 = 1 in (219), it is clear that 1 ≤
d∗ℓ2 ≤ d
∗
ℓ2+1
= 1, which implies that d∗ℓ2 = 1. Thus, it follows from d
∗
ℓ2
= 1 = B(d∗ℓ2−11 ; 0) + 1,
kℓ2+1 = max{kℓ2+1 − 1, 0} = 0, and (188) that Eℓ2 = {0}, contradicting to Eℓ2 = ∅.
Furthermore, we show that
d∗ℓ2 < B(d
∗ℓ2−1
1 ; kℓ2+1) + 1. (220)
Suppose on the contrary that d∗ℓ2 ≥ B(d
∗ℓ2−1
1 ; kℓ2+1)+1. As kℓ2+1 ≥ 1 and Eℓ2 = {max{kℓ2+1−
1, 0} ≤ i ≤ kℓ2+1 : d
∗
ℓ2
= B(d∗ℓ2−11 ; i) + 1} = ∅, we have
d∗ℓ2 6= B(d
∗ℓ2−1
1 ; kℓ2+1 − 1) + 1 and d∗ℓ2 6= B(d
∗ℓ2−1
1 ; kℓ2+1) + 1. (221)
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It follows from d∗ℓ2 ≥ B(d
∗ℓ2−1
1 ; kℓ2+1) + 1 and d∗ℓ2 6= B(d
∗ℓ2−1
1 ; kℓ2+1) + 1 in (221) that d∗ℓ2 >
B(d∗ℓ2−11 ; kℓ2+1)+1. Thus, we have from d∗ℓ21 ∈ Aℓ2 (as d∗M1 ∈ AM and ℓ2 < M), ℓ2 ≥ ℓ1+1 >
1, kℓ2+1 ≥ 1 in (218), B(d∗ℓ2−11 ; kℓ2+1) < d∗ℓ2 − 1, and Lemma 5(i) (with m = ℓ2, i = kℓ2+1, and
ℓ′ = m− 1 = ℓ2 − 1 in Lemma 5(i)) that
B(d∗ℓ21 ; kℓ2+1) = B(d
∗ℓ2−1
1 ; kℓ2+1). (222)
As such, it follows from (191), (222), and d∗ℓ2 > B(d∗ℓ2−11 ; kℓ2+1) + 1 that
d∗ℓ2+1 = B(d
∗ℓ2
1 ; kℓ2+1) + 1 = B(d
∗ℓ2−1
1 ; kℓ2+1) + 1 < d
∗
ℓ2
. (223)
As ℓ1 = max{2 ≤ ℓ ≤ M − 1 : d∗ℓ > d∗ℓ+1}, it is clear from (223) that ℓ2 ≤ ℓ1, and we have
reached a contradiction to ℓ2 ≥ ℓ1 + 1.
To prove d′M1 ∈ AM in (217), we see from d∗M1 ∈ AM , d′ℓ = d∗ℓ for 1 ≤ ℓ ≤ ℓ2−1, d′ℓ = d∗ℓ+1
for ℓ = ℓ2, ℓ2+1, . . . ,M , d∗ℓ2 < B(d
∗ℓ2−1
1 ; kℓ2+1)+1 in (220), and B(d∗ℓ2−11 ; kℓ2+1) ≤
∑ℓ2−1
ℓ′=1 d
∗
ℓ′
that
d
′ℓ2−1
1 = d
∗ℓ2−1
1 ∈ Aℓ2−1, (224)
1 ≤ d′ℓ2 = d
∗
ℓ2
+ 1 ≤ B(d∗ℓ2−11 ; kℓ2+1) + 1 ≤
ℓ2−1∑
ℓ′=1
d∗ℓ′ + 1, (225)
1 ≤ d′ℓ = d
∗
ℓ + 1 ≤
(
ℓ−1∑
ℓ′=1
d∗ℓ′ + 1
)
+ 1 =
ℓ2−1∑
ℓ′=1
d∗ℓ′ +
ℓ−1∑
ℓ′=ℓ2
d∗ℓ′ + 2
=
ℓ2−1∑
ℓ′=1
d′ℓ′ +
ℓ−1∑
ℓ′=ℓ2
(d′ℓ′ − 1) + 2 =
ℓ−1∑
ℓ′=1
d′ℓ′ − (ℓ− ℓ2) + 2
≤
ℓ−1∑
ℓ′=1
d′ℓ′ + 1, for ℓ2 + 1 ≤ ℓ ≤ M. (226)
From (224)–(226), we immediately obtain d′M1 ∈ AM .
To prove B(d′M1 ; k) > B(d∗M1 ; k) in (217), we show that
B(d′
ℓ
1; kℓ2+1 − 1) ≥ B(d
∗ℓ
1; kℓ2+1 − 1), for ℓ2 ≤ ℓ ≤M, (227)
B(d′
ℓ
1; i) ≥ B(d
∗ℓ
1; i) + 1, for ℓ2 ≤ ℓ ≤M and kℓ2+1 ≤ i ≤ k. (228)
It is clear that with ℓ = M and i = k in (228), we have B(d′M1 ; k) > B(d∗M1 ; k) in (217).
Note that for the example that M = 9, k = 8, and d∗M1 = (1, 2, 3, 5, 2, 8, 22, 44, 88) as
shown in Table VIII, we have ℓ1 = 4, ℓ2 = 6, and kℓ2+1 = k7 = 6. If we let d′
M
1 =
(1, 2, 3, 5, 2, 9, 23, 45, 89), then it can be seen from the values of B(d∗ℓ1; i) for ℓ1 ≤ ℓ ≤ M
and 0 ≤ i ≤ k in Table VIII and the values of B(d′ℓ1; i) for ℓ1 ≤ ℓ ≤ M and 0 ≤ i ≤ k
in Table X that (227) and (228) are satisfied. Also note that for the example that M = 9,
k = 5, and d∗M1 = (1, 2, 3, 5, 2, 8, 14, 28, 56) as shown in Table IX, we have ℓ1 = 4, ℓ2 = 6,
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and kℓ2+1 = k7 = 3. If we let d′
M
1 = (1, 2, 3, 5, 2, 9, 15, 29, 57), then it can be seen from the
values of B(d∗ℓ1; i) for ℓ1 ≤ ℓ ≤ M and 0 ≤ i ≤ k in Table IX and the values of B(d′
ℓ
1; i) for
ℓ1 ≤ ℓ ≤M and 0 ≤ i ≤ k in Table XI that (227) and (228) are satisfied.
ℓ\i 0 1 2 3 4 5 6 7 8
4 0 3 8 10 11 11 11 11 11
5 0 2 5 10 12 13 13 13 13
6 0 2 5 14 19 21 22 22 22
7 0 2 5 14 19 21 44 45 45
8 0 2 5 14 19 21 66 89 90
9 0 2 5 14 19 21 66 155 178
TABLE X
THE VALUES OF B(d′ℓ1; i) FOR ℓ1 ≤ ℓ ≤M AND 0 ≤ i ≤ k, WHERE M = 9, k = 8, d′
M
1 = (1, 2, 3, 5, 2, 9, 23, 45, 89),
ℓ1 = 4, ℓ2 = 6, AND kℓ2+1 = 6 (NOTE THAT THE VALUES OF B(d′ℓ1; i) FOR ℓ2 ≤ ℓ ≤M AND kℓ2+1 − 1 ≤ i ≤ k IN (227)
AND (228) ARE IN BOLDFACE).
ℓ\i 0 1 2 3 4 5
4 0 3 8 10 11 11
5 0 2 5 10 12 13
6 0 2 5 14 19 21
7 0 2 5 20 29 34
8 0 2 5 20 49 58
9 0 2 5 20 49 106
TABLE XI
THE VALUES OF B(d′ℓ1; i) FOR ℓ1 ≤ ℓ ≤M AND 0 ≤ i ≤ k, WHERE M = 9, k = 5, d′
M
1 = (1, 2, 3, 5, 2, 9, 15, 29, 57),
ℓ1 = 4, ℓ2 = 6, AND kℓ2+1 = 3 (NOTE THAT THE VALUES OF B(d′ℓ1; i) FOR ℓ2 ≤ ℓ ≤M AND kℓ2+1 − 1 ≤ i ≤ k IN (227)
AND (228) ARE IN BOLDFACE).
To prove (227), we first show that if B(d∗ℓ1; kℓ+1−1) = B(d∗ℓ1; kℓ+1) for some ℓ2 ≤ ℓ ≤M−2
(note that it is easy to see from (190), (218), and ℓ2 ≤ ℓ ≤M − 2 that kℓ+1 ≥ kℓ2+1 ≥ 1), then
we have
kℓ+2 = kℓ+1 + 1 and B(d∗ℓ+11 ; kℓ+2 − 1) = B(d∗
ℓ+1
1 ; kℓ+2). (229)
So suppose that B(d∗ℓ1; kℓ+1−1) = B(d∗ℓ1; kℓ+1) for some ℓ2 ≤ ℓ ≤M−2. From ℓ2 ≤ ℓ ≤ M−2,
(191), and B(d∗ℓ1; kℓ+1 − 1) = B(d∗ℓ1; kℓ+1), we have
d∗ℓ+1 = B(d
∗ℓ
1; kℓ+1) + 1 = B(d
∗ℓ
1; kℓ+1 − 1) + 1. (230)
As ℓ2 ≤ ℓ ≤ M − 2, it is clear from (190) and (218) that kℓ+2 ≥ kℓ+1 ≥ · · · ≥ kℓ2+1 ≥ 1
and kℓ+2 − 1 = max{kℓ+2 − 1, 0} ≤ kℓ+1 ≤ kℓ+2, i.e., either kℓ+1 = kℓ+2 or kℓ+1 = kℓ+2 − 1.
If kℓ+1 = kℓ+2, then we immediately see from (230) and kℓ+2 ≥ 1 that d∗ℓ+1 = B(d∗ℓ1; kℓ+2 −
1) + 1 = B(d∗ℓ1; kℓ+2) + 1. Thus, it follows from (188), (189), and ℓ2 ≤ ℓ ≤ M − 2 that
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Eℓ+1 = {kℓ+2 − 1, kℓ+2} and kℓ+1 = min{i : i ∈ Eℓ+1} = kℓ+2 − 1, and this contradicts
to kℓ+1 = kℓ+2. Thus, we must have kℓ+1 = kℓ+2 − 1, i.e., kℓ+2 = kℓ+1 + 1 in (229). From
d∗ℓ+1 = B(d
∗ℓ
1; kℓ+1)+1 in (230), ℓ ≥ ℓ2 ≥ ℓ1+1 > 1, kℓ+2 ≥ kℓ+1 ≥ 1, and Lemma 10(i) (with
m = ℓ, i = kℓ+1, and i′ = kℓ+2 in Lemma 10(i)), we have
d∗ℓ+1 = B(d
∗ℓ
1; kℓ+1) + 1 ≤ B(d
∗ℓ
1; kℓ+2) + 1. (231)
As such, we see from d∗ℓ+11 ∈ Aℓ+1 (as d∗M1 ∈ AM and ℓ + 1 < M), B(d∗ℓ1; kℓ+2) ≥ d∗ℓ+1 − 1
in (231), and Lemma 5(ii) (with m = ℓ+ 1 > 1 and i = kℓ+2 ≥ 1 in Lemma 5(ii)) that
B(d∗ℓ+11 ; kℓ+2) = d
∗
ℓ+1 +B(d
∗ℓ
1; kℓ+2 − 1). (232)
Similarly, we see from d∗ℓ+11 ∈ Aℓ+1, B(d∗ℓ1; kℓ+1) = d∗ℓ+1− 1 in (231), and Lemma 5(ii) (with
m = ℓ+ 1 > 1 and i = kℓ+1 ≥ 1 in Lemma 5(ii)) that
B(d∗ℓ+11 ; kℓ+1) = d
∗
ℓ+1 +B(d
∗ℓ
1; kℓ+1 − 1). (233)
Therefore, we have from kℓ+2 = kℓ+1 + 1, (233), B(d∗ℓ1; kℓ+1 − 1) = B(d∗ℓ1; kℓ+1), and (232)
that
B(d∗ℓ+11 ; kℓ+2 − 1) = B(d
∗ℓ+1
1 ; kℓ+1) = d
∗
ℓ+1 +B(d
∗ℓ
1; kℓ+1 − 1) = d
∗
ℓ+1 +B(d
∗ℓ
1; kℓ+1)
= d∗ℓ+1 +B(d
∗ℓ
1; kℓ+2 − 1) = B(d
∗ℓ+1
1 ; kℓ+2),
which is the desired result that B(d∗ℓ+11 ; kℓ+2 − 1) = B(d∗ℓ+11 ; kℓ+2) in (229).
To continue with the proof of (227), note that from d∗ℓ21 ∈ Aℓ2 (as d∗M1 ∈ AM and ℓ2 < M),
ℓ2 ≥ ℓ1 + 1 > 1, kℓ2+1 − 1 ≥ 0 in (218), and Lemma 10(i) (with m = ℓ2, i = kℓ2+1 − 1, and
i′ = kℓ2+1 in Lemma 10(i)), we have B(d∗ℓ21 ; kℓ2+1 − 1) ≤ B(d∗ℓ21 ; kℓ2+1). We further show that
B(d∗ℓ21 ; kℓ2+1 − 1) < B(d
∗ℓ2
1 ; kℓ2+1). (234)
Assume on the contrary that B(d∗ℓ21 ; kℓ2+1 − 1) ≥ B(d∗ℓ21 ; kℓ2+1), i.e., B(d∗ℓ21 ; kℓ2+1 − 1) =
B(d∗ℓ21 ; kℓ2+1) (as we have already shown that B(d∗ℓ21 ; kℓ2+1 − 1) ≤ B(d∗ℓ21 ; kℓ2+1)). Starting
with B(d∗ℓ21 ; kℓ2+1−1) = B(d∗ℓ21 ; kℓ2+1), it is easy to see that we can apply (229) for M−ℓ2−1
times and obtain
kℓ+2 = kℓ+1 + 1 and B(d∗ℓ+11 ; kℓ+2 − 1) = B(d∗
ℓ+1
1 ; kℓ+2), for ℓ2 ≤ ℓ ≤M − 2. (235)
In particular, we have B(d∗M−11 ; kM − 1) = B(d∗M−11 ; kM) (with ℓ = M − 2 in (235)). As
kM = k, it is clear that B(d∗M−11 ; k − 1) = B(d∗M−11 ; k). It then follows from Lemma 10(ii)
(with m = M−1 ≥ 1 and i = k−1 ≥ 0 in Lemma 10(ii)) that k−1 ≥M −1, i.e., k ≥M , and
we have reached a contradiction to k ≤M−1. Therefore, we see from d∗ℓ2 < B(d
∗ℓ2−1
1 ; kℓ2+1)+1
in (220), B(d∗ℓ2−11 ; kℓ2+1 − 1) < B(d∗ℓ2−11 ; kℓ2+1) in (234), and d∗ℓ2 6= B(d∗ℓ2−11 ; kℓ2+1 − 1) + 1
in (221) that we have either d∗ℓ2 < B(d∗ℓ2−11 ; kℓ2+1− 1) + 1 or B(d∗ℓ2−11 ; kℓ2+1− 1) + 1 < d∗ℓ2 <
B(d∗ℓ2−11 ; kℓ2+1) + 1.
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If d∗ℓ2 < B(d
∗ℓ2−1
1 ; kℓ2+1 − 1) + 1, then we have kℓ2+1 − 1 ≥ 1 (otherwise, if kℓ2+1 − 1 = 0,
then d∗ℓ2 < B(d
∗ℓ2−1
1 ; kℓ2+1 − 1) + 1 = B(d
∗ℓ2−1
1 ; 0) + 1 = 1, contradicting to d∗ℓ2 ≥ 1). From
d
∗ℓ2
1 ∈ Aℓ2 , ℓ2 ≥ ℓ1 + 1 > 1, kℓ2+1 − 1 ≥ 1, B(d
∗ℓ2−1
1 ; kℓ2+1 − 1) > d
∗
ℓ2
− 1, and Lemma 5(ii)
(with m = ℓ2 and i = kℓ2+1 − 1 in Lemma 5(ii)), we have
B(d∗ℓ21 ; kℓ2+1 − 1) = d
∗
ℓ2
+B(d∗ℓ2−11 ; kℓ2+1 − 2). (236)
As it is easy to see from d′ℓ2 = d
∗
ℓ2
+1, d∗ℓ2 < B(d
∗ℓ2−1
1 ; kℓ2+1− 1)+ 1, and d′
ℓ2−1
1 = d
∗ℓ2−1
1 that
d′ℓ2 = d
∗
ℓ2
+ 1 ≤ B(d∗ℓ2−11 ; kℓ2+1 − 1) + 1 = B(d
′ℓ2−1
1 ; kℓ2+1 − 1) + 1, (237)
it then follows from d′ℓ21 ∈ Aℓ2 , ℓ2 ≥ ℓ1 + 1 > 1, kℓ2+1 − 1 ≥ 1, B(d′
ℓ2−1
1 ; kℓ2+1 − 1) ≥ d
′
ℓ2
− 1
in (237), and Lemma 5(ii) (with m = ℓ2 and i = kℓ2+1 − 1 in Lemma 5(ii)) that
B(d′
ℓ2
1 ; kℓ2+1 − 1) = d
′
ℓ2
+B(d′
ℓ2−1
1 ; kℓ2+1 − 2). (238)
Thus, we see from (238), d′ℓ2 = d∗ℓ2 + 1, d′ℓ2−11 = d∗ℓ2−11 , and (236) that
B(d′
ℓ2
1 ; kℓ2+1 − 1) = d
′
ℓ2
+B(d′
ℓ2−1
1 ; kℓ2+1 − 2)
= d∗ℓ2 + 1 +B(d
∗ℓ2−1
1 ; kℓ2+1 − 2)
= B(d∗ℓ21 ; kℓ2+1 − 1) + 1. (239)
In the following, we show by induction on ℓ that
B(d∗ℓ1; kℓ2+1 − 1) = B(d
∗ℓ2
1 ; kℓ2+1 − 1), for ℓ2 ≤ ℓ ≤M, (240)
B(d′
ℓ
1; kℓ2+1 − 1) = B(d
′ℓ2
1 ; kℓ2+1 − 1), for ℓ2 ≤ ℓ ≤M. (241)
As such, follows from (241), (239), and (240) that
B(d′
ℓ
1; kℓ2+1 − 1) = B(d
′ℓ2
1 ; kℓ2+1 − 1) = B(d
∗ℓ2
1 ; kℓ2+1 − 1) + 1
= B(d∗ℓ1; kℓ2+1 − 1) + 1, for ℓ2 ≤ ℓ ≤M. (242)
Therefore, (227) is proved in this case. Since (240) and (241) hold trivially for ℓ = ℓ2, we
assume as the induction hypothesis that (240) and (241) hold for some ℓ2 ≤ ℓ ≤ M − 1.
From d∗ℓ1+1 ≤ d
∗
ℓ1+2
≤ · · · ≤ d∗M , ℓ ≥ ℓ2 ≥ ℓ1 + 1, d
∗
ℓ2+1
= B(d∗ℓ21 ; kℓ2+1) + 1 in (191)
B(d∗ℓ21 ; kℓ2+1 − 1) < B(d
∗ℓ2
1 ; kℓ2+1) in (234), and B(d∗ℓ1; kℓ2+1 − 1) = B(d∗ℓ21 ; kℓ2+1 − 1) in the
induction hypothesis, we have
d∗ℓ+1 ≥ d
∗
ℓ2+1
= B(d∗ℓ21 ; kℓ2+1) + 1 > B(d
∗ℓ2
1 ; kℓ2+1 − 1) + 1 = B(d
∗ℓ
1; kℓ2+1 − 1) + 1. (243)
It follows from d∗ℓ+11 ∈ Aℓ+1, ℓ + 1 > 1, kℓ2+1 − 1 ≥ 1, B(d∗ℓ1; kℓ2+1 − 1) < d∗ℓ+1 − 1 in
(243), Lemma 5(i) (with m = ℓ + 1, i = kℓ2+1 − 1, and ℓ′ = m − 1 = ℓ in Lemma 5(i)), and
B(d∗ℓ1; kℓ2+1 − 1) = B(d
∗ℓ2
1 ; kℓ2+1 − 1) in the induction hypothesis that
B(d∗ℓ+11 ; kℓ2+1 − 1) = B(d
∗ℓ
1; kℓ2+1 − 1) = B(d
∗ℓ2
1 ; kℓ2+1 − 1). (244)
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Similarly, we have from d′ℓ+1 = d∗ℓ+1+1 (as ℓ+1 > ℓ2), d∗ℓ+1 ≥ d∗ℓ2+1 (as ℓ+1 ≥ ℓ2+1 > ℓ1+1),
(191), (234), (239), and B(d′ℓ1; kℓ2+1 − 1) = B(d′ℓ21 ; kℓ2+1 − 1) in the induction hypothesis that
d′ℓ+1 = d
∗
ℓ+1 + 1 ≥ d
∗
ℓ2+1
+ 1 = (B(d∗ℓ21 ; kℓ2+1) + 1) + 1
> B(d∗ℓ21 ; kℓ2+1 − 1) + 2 = B(d
′ℓ2
1 ; kℓ2+1 − 1) + 1
= B(d′
ℓ
1; kℓ2+1 − 1) + 1. (245)
It then follows from d′ℓ+11 ∈ Aℓ+1, ℓ + 1 > 1, kℓ2+1 − 1 ≥ 1, B(d′
ℓ
1; kℓ2+1 − 1) < d
′
ℓ+1 − 1 in
(245), Lemma 5(i) (with m = ℓ + 1, i = kℓ2+1 − 1, and ℓ′ = m − 1 = ℓ in Lemma 5(i)), and
B(d′ℓ1; kℓ2+1 − 1) = B(d
′ℓ2
1 ; kℓ2+1 − 1) in the induction hypothesis that
B(d′
ℓ+1
1 ; kℓ2+1 − 1) = B(d
′ℓ
1; kℓ2+1 − 1) = B(d
′ℓ2
1 ; kℓ2+1 − 1). (246)
The induction is completed by combining (244) and (246).
On the other hand, if B(d∗ℓ2−11 ; kℓ2+1 − 1) + 1 < d∗ℓ2 < B(d
∗ℓ2−1
1 ; kℓ2+1) + 1, then we show
by induction on ℓ that
B(d′
ℓ
1; kℓ2+1 − 1) = B(d
∗ℓ
1; kℓ2+1 − 1) = B(d
∗ℓ2−1
1 ; kℓ2+1 − 1), for ℓ2 − 1 ≤ ℓ ≤M.(247)
Therefore, (227) is also proved in this case. As d′ℓ2−11 = d∗ℓ2−11 , it is clear that (247) holds for
ℓ = ℓ2 − 1. Assume as the induction hypothesis that (247) holds for some ℓ2 − 1 ≤ ℓ ≤M − 1.
From d∗ℓ+1 ≥ d∗ℓ2 (as ℓ+1 ≥ ℓ2 ≥ ℓ1+1), d∗ℓ2 > B(d∗ℓ2−11 ; kℓ2+1−1)+1, and B(d∗ℓ1; kℓ2+1−1) =
B(d∗ℓ2−11 ; kℓ2+1 − 1) in the induction hypothesis, we have
d∗ℓ+1 ≥ d
∗
ℓ2
> B(d∗ℓ2−11 ; kℓ2+1 − 1) + 1 = B(d
∗ℓ
1; kℓ2+1 − 1) + 1. (248)
It follows from d∗ℓ+11 ∈ Aℓ+1, ℓ + 1 > 1, kℓ2+1 − 1 ≥ 1, B(d∗ℓ1; kℓ2+1 − 1) < d∗ℓ+1 − 1 in
(248), Lemma 5(i) (with m = ℓ + 1, i = kℓ2+1 − 1, and ℓ′ = m − 1 = ℓ in Lemma 5(i)), and
B(d∗ℓ1; kℓ2+1 − 1) = B(d
∗ℓ2−1
1 ; kℓ2+1 − 1) in the induction hypothesis that
B(d∗ℓ+11 ; kℓ2+1 − 1) = B(d
∗ℓ
1; kℓ2+1 − 1) = B(d
∗ℓ2−1
1 ; kℓ2+1 − 1). (249)
Similarly, we have from d′ℓ+1 = d∗ℓ+1 + 1 (as ℓ + 1 ≥ ℓ2), d∗ℓ+1 ≥ d∗ℓ2 (as ℓ + 1 ≥ ℓ2 ≥ ℓ1 + 1),
d∗ℓ2 > B(d
∗ℓ2−1
1 ; kℓ2+1 − 1) + 1, and B(d′
ℓ
1; kℓ2+1 − 1) = B(d
∗ℓ2−1
1 ; kℓ2+1 − 1) in the induction
hypothesis that
d′ℓ+1 = d
∗
ℓ+1 + 1 > d
∗
ℓ+1 ≥ d
∗
ℓ2
> B(d∗ℓ2−11 ; kℓ2+1 − 1) + 1 = B(d
′ℓ
1; kℓ2+1 − 1) + 1. (250)
It then follows from d′ℓ+11 ∈ Aℓ+1, ℓ + 1 > 1, kℓ2+1 − 1 ≥ 1, B(d′
ℓ
1; kℓ2+1 − 1) < d
′
ℓ+1 − 1 in
(250), Lemma 5(i) (with m = ℓ + 1, i = kℓ2+1 − 1, and ℓ′ = m − 1 = ℓ in Lemma 5(i)), and
B(d′ℓ1; kℓ2+1 − 1) = B(d
∗ℓ2−1
1 ; kℓ2+1 − 1) in the induction hypothesis that
B(d′
ℓ+1
1 ; kℓ2+1 − 1) = B(d
′ℓ
1; kℓ2+1 − 1) = B(d
∗ℓ2−1
1 ; kℓ2+1 − 1). (251)
The induction is completed by combining (249) and (251).
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Finally, we prove B(d′ℓ1; i) ≥ B(d∗ℓ1; i) + 1 for ℓ2 ≤ ℓ ≤ M and kℓ2+1 ≤ i ≤ k in (228).
by induction. Let kℓ2+1 ≤ i ≤ k. From d∗ℓ2 < B(d
∗ℓ2−1
1 ; kℓ2+1) + 1 in (220), d∗ℓ2−11 ∈ Aℓ2−1,
ℓ2 − 1 ≥ ℓ1 > 1, i ≥ kℓ2+1 ≥ 1, and Lemma 10(i), we have
d∗ℓ2 < B(d
∗ℓ2−1
1 ; kℓ2+1) + 1 ≤ B(d
∗ℓ2−1
1 ; i) + 1. (252)
It follows from d∗ℓ21 ∈ Aℓ2 , ℓ2 ≥ ℓ1+1 > 1, i ≥ kℓ2+1 ≥ 1, B(d∗ℓ2−11 ; i) > d∗ℓ2 − 1 in (252), and
Lemma 5(ii) that
B(d∗ℓ21 ; i) = d
∗
ℓ2
+B(d∗ℓ2−11 ; i− 1). (253)
Similarly, we have from d′ℓ2 = d
∗
ℓ2
+ 1, (220), d′ℓ2−11 = d∗ℓ2−11 , d′ℓ2−11 ∈ Aℓ2−1, ℓ2 − 1 ≥ ℓ1 > 1,
i ≥ kℓ2+1 ≥ 1, and Lemma 10(i) that
d′ℓ2 = d
∗
ℓ2
+ 1 ≤ B(d∗ℓ2−11 ; kℓ2+1) + 1 = B(d
′ℓ2−1
1 ; kℓ2+1) + 1 ≤ B(d
′ℓ2−1
1 ; i) + 1. (254)
It then follows from d′ℓ21 ∈ Aℓ2 , ℓ2 ≥ ℓ1 +1 > 1, i ≥ kℓ2+1 ≥ 1, B(d′
ℓ2−1
1 ; i) ≥ d
′
ℓ2
− 1 in (254),
Lemma 5(ii), d′ℓ2 = d∗ℓ2 + 1, d′ℓ2−11 = d∗ℓ2−11 , and (253) that
B(d′
ℓ2
1 ; i) = d
′
ℓ2
+B(d′
ℓ2−1
1 ; i− 1) = d
∗
ℓ2
+ 1 +B(d∗ℓ2−11 ; i− 1) = B(d
∗ℓ2
1 ; i) + 1. (255)
It is immediate from (255) that (228) holds for ℓ = ℓ2 and all kℓ2+1 ≤ i ≤ k.
Assume as the induction hypothesis that (228) holds for some ℓ2 ≤ ℓ ≤ M − 1 and all
kℓ2+1 ≤ i ≤ k. In the following, we let kℓ2+1 ≤ i ≤ k. If d∗ℓ+1 ≤ B(d∗
ℓ
1; i) + 1, then we have
from d∗ℓ+11 ∈ Aℓ+1, ℓ+ 1 > 1, i ≥ kℓ2+1 ≥ 1, and Lemma 5(ii) that
B(d∗ℓ+11 ; i) = d
∗
ℓ+1 +B(d
∗ℓ
1; i− 1). (256)
Similarly, we have from d′ℓ+1 = d∗ℓ+1 + 1 (as ℓ+ 1 > ℓ2), d∗ℓ+1 ≤ B(d∗ℓ1; i) + 1, and B(d′ℓ1; i) ≥
B(d∗ℓ1; i) + 1 in the induction hypothesis that
d′ℓ+1 = d
∗
ℓ+1 + 1 ≤ (B(d
∗ℓ
1; i) + 1) + 1 ≤ B(d
′ℓ
1; i) + 1. (257)
It then follows from d′ℓ+11 ∈ Aℓ+1, ℓ + 1 > 1, i ≥ kℓ2+1 ≥ 1, B(d′
ℓ
1; i) ≥ d
′
ℓ+1 − 1 in (257),
Lemma 5(ii), and d′ℓ+1 = d∗ℓ+1 + 1 that
B(d′
ℓ+1
1 ; i) = d
′
ℓ+1 +B(d
′ℓ
1; i− 1) = d
∗
ℓ+1 + 1 +B(d
′ℓ
1; i− 1). (258)
For the case that i = kℓ2+1, we have from (227) that
B(d′
ℓ
1; i− 1) = B(d
′ℓ
1; kℓ2+1 − 1) ≥ B(d
∗ℓ
1; kℓ2+1 − 1) = B(d
∗ℓ
1; i− 1). (259)
For the case that kℓ2+1 + 1 ≤ i ≤ k, we have kℓ2+1 ≤ i − 1 ≤ k − 1 and it follows from the
induction hypothesis that
B(d′
ℓ
1; i− 1) ≥ B(d
∗ℓ
1; i− 1) + 1 > B(d
∗ℓ
1; i− 1). (260)
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As such, we see from (258), (259), (260) and (256) that
B(d′
ℓ+1
1 ; i) = d
∗
ℓ+1 + 1 +B(d
′ℓ
1; i− 1) ≥ d
∗
ℓ+1 + 1 +B(d
∗ℓ
1; i− 1) = B(d
∗ℓ+1
1 ; i) + 1. (261)
On the other hand, if d∗ℓ+1 > B(d∗ℓ1; i) + 1, then we have from d∗ℓ+11 ∈ Aℓ+1, ℓ + 1 > 1,
i ≥ kℓ2+1 ≥ 1, and Lemma 5(i) that
B(d∗ℓ+11 ; i) = B(d
∗ℓ
1; i). (262)
For the case that d′ℓ+1 ≤ B(d′
ℓ
1; i) + 1, we have from d′
ℓ+1
1 ∈ Aℓ+1, ℓ + 1 > 1, i ≥ kℓ2+1 ≥ 1,
Lemma 5(ii), d′ℓ+1 = d∗ℓ+1 + 1, d∗ℓ+1 > B(d∗ℓ1; i) + 1, and (262) that
B(d′
ℓ+1
1 ; i) = d
′
ℓ+1 +B(d
′ℓ
1; i− 1) ≥ d
′
ℓ+1 = d
∗
ℓ+1 + 1
> (B(d∗ℓ1; i) + 1) + 1 = B(d
∗ℓ+1
1 ; i) + 2. (263)
For the case that d′ℓ+1 > B(d′
ℓ
1; i) + 1, we have from d′
ℓ+1
1 ∈ Aℓ+1, ℓ + 1 > 1, i ≥ kℓ2+1 ≥ 1,
Lemma 5(i), B(d′ℓ1; i) ≥ B(d∗ℓ1; i) + 1 in the induction hypothesis, and (262) that
B(d′
ℓ+1
1 ; i) = B(d
′ℓ
1; i) ≥ B(d
∗ℓ
1; i) + 1 = B(d
∗ℓ+1
1 ; i) + 1. (264)
The induction is completed by combining (261), (263), and (264).
APPENDIX I
PROOF OF LEMMA 12
Note that from Lemma 11, we have B(d∗M1 ; k) ≥ d∗M and d∗1 ≤ d∗2 ≤ · · · ≤ d∗M .
(i) It is clear from B(d∗M1 ; k) ≥ d∗M and the definition of sk in (57) that sk is well defined
and sk = M . Furthermore, we have from sk = M , d∗M1 ∈ AM , 1 ≤ k < M , the definition of
sk in (57), and Lemma 5(iii) that
B(d∗sk1 ; k) = B(d
∗M
1 ; k) = d
∗
sk
+B(d∗sk−11 ; k − 1).
Therefore, (59) is proved.
(ii) As 1 ≤ k ≤ M − 1, we have sk = M ≥ k + 1. We first show by induction on i that si
is well defined and si ≥ i+ 1 for i = k, k − 1, . . . , 1 as in (60). From (59), we know that sk is
well defined and sk = M ≥ k + 1. Assume as the induction hypothesis that sk, sk−1, . . . , si+1
are well defined and sk ≥ k + 1, sk−1 ≥ k, . . . , si+1 ≥ i+ 2 for some 1 ≤ i ≤ k − 1. Since we
have from d∗si+1−11 ∈ Asi+1−1 and i ≥ 1 that d∗1 = 1 ≤ B(d∗
si+1−1
1 ; i) and we have from the
induction hypothesis that 1 < i+ 1 ≤ si+1 − 1, it is also clear from the definition of si in (58)
that si is well defined.
To complete the induction, it remains to show that si ≥ i + 1. Suppose on the contrary that
si ≤ i. Then we have from si < i+1 ≤ si+1−1 (by the induction hypothesis) and the definition
of si in (58) that
d∗i+1 > B(d
∗si+1−1
1 ; i). (265)
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We also have from d∗si+1−11 ∈ Asi+1−1, B(d∗
si+1−1
1 ; i) < d
∗
i+1 in (265), 1 ≤ i ≤ (si+1 − 1)− 1
(by the induction hypothesis), and Lemma 5(i) (with m = si+1 − 1 and ℓ′ = i in Lemma 5(i))
that
B(d∗
si+1−1
1 ; i) = B(d
∗si+1−2
1 ; i) = · · · = B(d
∗i+1
1 ; i) = B(d
∗i
1; i). (266)
Note that as B(d∗i1; i) =
∑i
ℓ=1 d
∗
ℓ , it is clear from d∗
M
1 ∈ AM that B(d∗i1; i) =
∑i
ℓ=1 d
∗
ℓ ≥
d∗i+1−1. It follows from B(d∗i1; i) ≥ d∗i+1−1 and Lemma 4 (with m = i+1 and ℓ′ = m−1 = i
in Lemma 4) that
B(d∗i+11 ; i) ≥ d
∗
i+1. (267)
Therefore, we have from (266) and (267) that
B(d∗
si+1−1
1 ; i) = B(d
∗i+1
1 ; i) ≥ d
∗
i+1,
and we have reached a contradiction to B(d∗si+1−11 ; i) < d∗i+1 in (265).
Now we prove (61) and (62). From d∗si+1−11 ∈ Asi+1−1, 1 ≤ i < si+1−1 in (60), the definition
of si in (58) for i = 1, 2, . . . , k − 1, and Lemma 5(iii), we have
B(d∗
si+1−1
1 ; i) = B(d
∗si+1−2
1 ; i) = · · · = B(d
∗si
1 ; i) = d
∗
si
+B(d∗si−11 ; i− 1),
for i = 1, 2, . . . , k − 1,
which is the desired result in (61). Furthermore, it is easy to see from (59) and (61) that
B(d∗si1 ; i) = d
∗
si
+B(d∗si−11 ; i− 1) = d
∗
si
+ d∗si−1 +B(d
∗si−1−1
1 ; i− 2) = · · ·
= d∗si + d
∗
si−1
+ · · ·+ d∗s1 +B(d
∗s1−1
1 ; 0) = d
∗
s1
+ d∗s2 + · · ·+ d
∗
si
,
for i = 1, 2, . . . , k,
which is the desired result in (62).
(iii) First we show that B(d∗si1 ; i+1) ≥ d∗si+1−1 for i = 1, 2, . . . , k−1 in (63). Assume on the
contrary that B(d∗si1 ; i+1) < d∗si+1−1 for some 1 ≤ i ≤ k−1. Then we have from d
∗si+1
1 ∈ Asi+1 ,
si+1 > i + 1 > 1 in (60), d∗si+1 = min{d∗si+1, d∗si+2, . . . , d∗si+1} (as d∗1 ≤ d∗2 ≤ · · · ≤ d∗M ),
B(d∗si1 ; i + 1) < d
∗
si+1
− 1, 1 ≤ si ≤ si+1 − 1, Lemma 5(iv) (with m = si+1 and ℓ′ = si in
Lemma 5(iv)), and d∗si+1 ≤ d∗si+1 that
B(d∗
si+1
1 ; i+ 1) = B(d
∗si+1−1
1 ; i+ 1) = · · · = B(d
∗si
1 ; i+ 1) < d
∗
si+1
− 1 ≤ d∗si+1 − 1,
contradicting to B(d∗si+11 ; i+ 1) = d∗s1 + d
∗
s2
+ · · ·+ d∗si+1 ≥ d
∗
si+1
in (62).
Now we show that B(d∗si−11 ; i) ≥ d∗si − 1 for i = 1, 2, . . . , k in (64). Assume on the contrary
that B(d∗si−11 ; i) < d∗si − 1 for some 1 ≤ i ≤ k. Then we have from d
∗si
1 ∈ Asi , si > i ≥ 1
in (60), B(d∗si−11 ; i) < d∗si − 1, and Lemma 5(iv) (with m = si and ℓ′ = m − 1 = si − 1 in
Lemma 5(iv)) that
B(d∗si1 ; i) = B(d
∗si−1
1 ; i) < d
∗
si
− 1,
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contradicting to B(d∗si1 ; i) = d∗s1 + d
∗
s2
+ · · ·+ d∗si ≥ d
∗
si
in (62).
Finally, we prove (65) and (66). From d∗si1 ∈ Asi , si ≥ i + 1 > 1 in (60), B(d∗si1 ; i + 1) ≥
d∗si+1 − 1 ≥ d
∗
si
− 1 in (63), and Lemma 5(ii), we have
B(d∗si1 ; i+ 1) = d
∗
si
+B(d∗si−11 ; i), for i = 1, 2, . . . , k − 1,
which is the desired result in (65). From d∗si−11 ∈ Asi−1, si− 1 ≥ i ≥ 1 in (60), B(d∗si−11 ; i) ≥
d∗si − 1 ≥ d
∗
si−1
− 1 in (64), and Lemma 5(ii), we also have
B(d∗si−11 ; i) = d
∗
si−1
+B(d∗si−21 ; i− 1), for i = 1, 2, . . . , k,
which is the desired result in (66).
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