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Resumen: En este trabajo se realiza un análisis de los distintos métodos 
para detectar y medir el sesgo entre observadores desde dos perspectivas 
básicas: el enfoque clásico, fundamentado en índices descriptivos y el en-
foque del modelado, fundamentado en modelos loglineales. Se demuestra 
que estas medidas no son satisfactorias para detectar y medir el sesgo de 
forma unívoca porque presentan resultados contradictorios y se proponen 
nuevas alternativas a desarrollar que permitan descomponer correctamente 
error de medida y sesgo. 
Palabras clave: Sesgo; acuerdo entre observadores; modelo log-lineal; 
modelo mixture. 
 Title: Methods for  detecting and assessing the interrater bias. 
Abstract: In this paper we present an analysis of the different methods 
commonly used  to detect and assess interrater bias from two basic per-
spectives: classical approach based on descriptive-type criteria and loglin-
ear model approach. We show that all these procedures are not satisfac-
tory for the detection and measurement of observer bias in a univoque 
way due to contradictory results. We propose some new alternatives to 
develop which allow the correct separation of bias and measurement error.




A pesar de la amplia diversidad de procedimientos disponi-
bles para el análisis del acuerdo entre observadores (rater 
agreement) con datos categóricos en las Ciencias Sociales y de 
la Salud (véase Uebersax, 2003), a través de la información 
bruta que aporta una tabla de acuerdo no es posible obtener 
medidas  apropiadas que reflejen el grado de acuerdo real en 
presencia de heterogeneidad marginal y/o alta prevalencia en 
las categorías (Agresti, 2002), relacionados íntimamente con 
problemas tales como  el error de medida de las variables y 
el sesgo entre observadores.  
 El  efecto de sesgo de un observador respecto a otro 
ocurre cuando sus probabilidades marginales difieren, siendo 
mayor conforme aumenta la heterogeneidad de sus respecti-
vas distribuciones marginales. En cierta medida vinculado al 
efecto de sesgo se encuentra el efecto de  prevalencia, que  
ocurre en presencia de una proporción global extrema de re-
sultados para una categoría de respuesta. En la práctica, re-
presenta la proporción de casos positivos de la población. 
Ambos efectos se han demostrado en varios trabajos (Spitz-
nagel y Helzer, 1985; Feinstein y Cicchetti, 1990;  Byrt, Bis-
hop y Carlin 1993; Agresti, Ghosh y Bini, 1995;  Lantz y 
Nebenzahl, 1996, y Hoehler, 2000). 
 El objetivo de este trabajo es analizar diferentes proce-
dimientos para detectar y medir el sesgo entre observadores. 
Para ilustrar el problema utilizamos un ejemplo tomado de la 
investigación psicológica (Dillon y Mullani, 1984) que se ana-
liza desde la perspectiva de los dos enfoques básicos citados 
(Ato, Benavente y López, en prensa). 
 1) El enfoque descriptivo, que se fundamenta en índices de 
tipo descriptivo (véase Zwick, 1988), el más popular de los 
cuales es el índice Kappa ( ) propuesto por Cohen (1960, 
1968)  para el caso de dos evaluadores, y su generalización 
para el caso de más de dos evaluadores (Fleiss, 1981). Kappa 
κ
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 Todos los índices alternativos propuestos se basan en el 
mismo principio de corrección del azar, aunque utilizan fór-
mulas diferentes (Dunn, 1989; Shoukri, 2004).  
Dos de las opciones más comunes que emplean el RCA se 
muestran en este trabajo, el índice (Cohen, 1960) y el ín-
dice 
κ
π  (Scott, 1955). 
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 El rango de valores del índice Kappa va de -1 a  1. La 
unidad representa el acuerdo perfecto, 0 indica que el acuer-
do no es mejor que el acuerdo esperado por el azar, -1 im-
plica acuerdo nulo.  
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 Esta corrección asume que la distribución de las probabi-
lidades marginales es homogénea para ambos observadores 
(supuesto de homogeneidad marginal). 
 El principio RCA es un procedimiento sencillo y univer-
salmente aceptado para medir el acuerdo. No obstante, aun-
que los índices descriptivos han sido ampliamente utilizados 
en la literatura científica, especialmente en Ciencias del 
Comportamiento y en Ciencias Biológicas, muchos trabajos 
han puesto de manifiesto los problemas de estos índices, es-
pecialmente del índice Kappa (Brennan y Prediger,1981; 
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Feinstein y Cichetti, 1990; Byrt, Bishop y Carlin, 1993; 
Agresti, Ghosh y Bini, 1995; Guggenmoos-Holtzman y 
Vonk, 1998; Nelson y Pepe, 2000), que muestra un compor-
tamiento inadecuado en presencia de marginales heterogé-
neos  y valores extremos de prevalencia de las categorías de 
respuesta. En general, dados valores iguales de op , cuanto 
más cercana a 0,5 sea la prevalencia, mayor será el valor de 
. Así, prevalencias muy bajas, o muy altas, penalizan el ín-
dice  debido a que en ese caso la proporción de acuerdo 
esperado por azar es mayor que cuando la prevalencia es 
cercana a 0,5. Además, también se ve afectado por la sime-
tría de los totales marginales. Cuanto mayor sea la diferencia 
entre los marginales mayor será el índice . Por otra parte, 
los índices de acuerdo descriptivos, y  en particular, no 
permiten capturar los dos dimensiones básicas del acuerdo 
señaladas por Agresti (2002), la distintividad/asociación en-
tre categorías y la ausencia de sesgo, ni separar la naturaleza 
del acuerdo y del desacuerdo,y se basan en algún modelo es-






 2) El enfoque loglineal,  a diferencia de los índices clásicos,  
presenta la ventaja de  descomponer el acuerdo observado 
en los dos componentes básicos: el acuerdo esperado por 
azar y el acuerdo no esperado por azar (Tanner y Young, 
1985; Agresti, 1992). Otras ventajas adicionales que presen-
tan los modelos loglineales son: (1) permiten probar el ajuste 
de los modelos así como la posibilidad de comparar una fa-
milia de modelos alternativos para encontrar el modelo óp-
timo, (2) utilizan el mismo rango de valores (de -1 a +1) de 
las medidas descriptivas, (3) permiten analizar pautas de 
acuerdo y desacuerdo entre dos o más observadores y com-
pararlas cuando los sujetos se estratifican mediante  una o 
más covariantes, y (4) muestran una gran flexibilidad que se 
generaliza también al desarrollo medidas de acuerdo (λ ) de 
naturaleza similar a la de los índices estadísticos, aunque ba-
sados en una concepción distinta de la corrección del azar 
(Guggenmoss-Holtman y Vonk, 1998). 
  
 Este artículo se estructura  como sigue. En la primera 
sección se introduce la notación y se presenta un ejemplo 
que se utilizará a lo largo del artículo, en la segunda se expo-
ne cómo detectar el sesgo utilizando los dos enfoques mos-
trados anteriormente, y en la tercera se analizan diferentes 
procedimientos para  medir el sesgo. Finalmente se propo-
nen algunas sugerencias alternativas que pueden resultar de 
interés para la investigación futura acerca de la detección y 
medición del sesgo entre observadores. 
 
Notación y ejemplo 
 
Supongamos que dos observadores A y B clasifican inde-
pendientemente una muestra de N elementos (sujetos u ob-
jetos) en un mismo conjunto de K categorías nominales. El 
resultado de esta clasificación se puede resumir como se pre-
senta en la Tabla 1, en la que  representa las frecuencias 
observadas, representa las proporciones, i se refiere al 
observador A (fila) y j se refiere al observador B (columna), 
y  representa el número de elementos que han sido clasi-
ficados por el observador A en la categoría i y por el obser-
vador B en la categoría j.  La suma de las cantidades margi-






Tabla 1: Notación general. 
Observador B  
Observador A 1 2  . . . j   . . . K Marginal A 
        
1  n11 p11 
 n12
 p12
 . . .  n1j  p1j  
 . . .   n1K  p1K 
 n1+  
p1+ 
2 n21 p21   
n22 
p22 
 . . .  n2j p2j  




















   . 








   . 











i  ni1 pi1 
 ni2 
pi2 
 . . . nij pij  


















   . 








   . 











K nK1 pK1 
 nK2
pK2
. . .  nKj pKj 
. . .  nKK pKK 
 ni+1 
pi+ 
        
Marginal B n+1  p+1 
 n+2
p+ 2 
 . . . n+j p+j  
 . . .   n+K p+K  
 n++=N 
p++ = 1 
Nota: nij representan frecuencias de respuesta;  pij representan probabilidades 
de respuesta; pi+ y p+i representan probabilidades marginales de fila y colum-
na  respectivamente. 
 
 
 En la Tabla 2 se muestra un ejemplo, tomado del trabajo 
de Dillon y Mullani, en el que dos observadores registraron 
un conjunto de 164 respuestas cognitivas elicitadas en un es-
tudio de comunicación persuasiva sobre una escala con K  = 
3 categorías de respuesta (“positiva”, “neutral” y “negativa”).  
 
Detección del sesgo 
 
Entre los métodos más utilizados para detectar el sesgo en-
tre observadores destacan aquellos que se basan en probar 
las hipótesis de homogeneidad marginal y simetría.  La razón 
radica en la propia definición de sesgo. Como se definió pre-
viamente en la introducción, el sesgo de un observador se 
valora respecto de otro observador  y se refiere a las discre-
pancias entre sus distribuciones marginales, por lo que aquel 
disminuye en la medida que las distribuciones marginales 
aproximan. La ausencia de sesgo implica que pi+ = p+j para 
todo j (Agresti, 1992). 
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Tabla 2: Frecuencias (y probabilidades) del ejemplo de Dillon y Mullani 
(1984). 
Observador B  
Observador A 
Positiva Neutral Negativa Total 
     
Positiva n11 = 61 ( 0.37) 
n12  = 26 
( 0.16) 
n13  = 5 
( 0.03) 
 n1+ = 92 
(p1+ = 0.56) 
Neutral n21 = 4 (0.02) 
n22 = 26 
(0.16) 
n23  = 3 
(f 0.02) 
n2+ = 33 
(p2+ = 0.20) 
Negativa n31 = 1 (0.01) 
n32 = 7 
(0.04) 
n33 = 31 
(0.19) 
n3+ = 39 
(p3+ = 0.24) 
     
Total 
n+1 = 66 
(p+1 = 
0.40) 
n+1 = 59 
(p+ 2= 
0.36) 
n+1 = 39 
(p+3 = 
0.24) 
n++= N = 
164 
(p++  = 1.00)





 La mayoría de los métodos para detectar el sesgo, al igual 
que los empleados para evaluarlo, se han adaptado para ta-
blas de dimensión 2 x 2. En este trabajo se indican también 
algunos métodos al uso para tablas de mayor dimensión. 
 
Procedimientos para detectar el sesgo en el enfoque 
clásico 
 
 En tablas de acuerdo, los evaluadores clasifican a los su-
jetos  o ítems según una variable de interés con K niveles, de 
modo que para evaluar si las valoraciones de los observado-
res son iguales o divergentes se pueden aplicar pruebas que 
se basan en una distribución  2χ . Un resultado significativo 
implica que las frecuencias o probabilidades marginales no 
son homogéneas. 
 
 La prueba binomial exacta (Siegel y Castellan, 1988), se ob-
tiene mediante 
 
P1 = n12 / (n12 + n21)                                               (Ec.1) 
 
cuya hipótesis nula permite probar si P1 = .5.  La hipótesis 
de partida es Ho: p1+ = p+1; H1: p1+   p+1. ≠
 
 La prueba de McNemar (McNemar, 1947) para tablas 2 x 2 













                     (Ec.2a) 
 Algunos autores recomiendan una versión de esta prueba 
con una corrección de la continuidad cuando los valores de 
n12  y/o n21 son pequeños (por ejemplo, n12 + n21 <10), cal-













                   (Ec.2.b) 
 
 Para tablas de acuerdo de mayor dimensión (K x K), una 
forma sencilla de calcular el sesgo a través de la prueba de 
McNemar, que describen Bishop, Fienberg y Holland 
(1975), consiste en aplicar la fórmula de la Ec. 1 con la dife-
rencia de que n12 es igual a la suma de las frecuencias de las 
casillas del triángulo superior (las que se encuentran por en-
cima de la diagonal principal), y n21 es igual a la suma de las 
frecuencias de las casillas del triángulo inferior (las que se 
encuentran por debajo de la diagonal principal). Así, por 
ejemplo, para una tabla 3 x 3 n12 = n12 + n13 + n23  y n21 = n21 
+ n31 + n32.  
 Con los datos de la Tabla 2 obtenemos 21χ  = 10.522 (P 
= .001). Puesto que resulta significativa se puede afirmar que 
no hay homogeneidad marginal. 
 
 La extensión de Bowker a la prueba de McNemar para una 
tabla cuadrada consiste en probar la hipótesis de simetría 
mediante Ho: pij = pji  y H1: pij pji,. Se distribuye según 
  y viene dado por la siguiente ecuación (con co-
rrección de la continuidad): 
≠
2

















            (Ec.3) 
 
 Al aplicar la Ec. 3 a los datos de la Tabla 2 observamos 
que 23χ  = 18.283 (P = .000), y por tanto cabe concluir exis-
tencia de sesgo.  
 
 El test de Stuart - Maxwell (Stuart, 1955; Maxwell, 1961, y 
Everitt, 1992)  prueba si existe  homogeneidad marginal en 
tablas de dimensión K x K para todas las categorías de forma 
simultánea. Se interpreta como una 2χ  con K - 1 grados de 
libertad. Para tablas 2 x 2, los resultados obtenidos con la 
prueba de Stuart - Maxwell y la prueba de McNemar son 
idénticos. El cálculo es algo complejo, basado en álgebra de 
matrices, pero puede obtenerse una aproximación para ta-
blas de acuerdo pequeñas. Por ejemplo, para una tabla 3 x 3 
la aproximación es la siguiente (Everitt, 1992): 
( )
2 2 2
2 23 1 13 2 12 3
1
12 23 12 13 13 232
K
n d n d n d




         (Ec.4) 
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donde ijn es el promedio de las casillas simétricas; 
( )12ij ij jin n n= +  y , es decir, la dife-
rencia entre los marginales de fila y columna. 
( 1i id n n+ += − )
Para los datos de la Tabla 2, la prueba Stuart-Maxwell adopta 
una valor de 22χ  = 45.066 (P = .000). Se concluye por tanto 
que no existe homogeneidad marginal. 
 
 
Procedimientos para detectar el sesgo basados en el 
modelado estadístico loglineal 
 
 Los procedimientos basados en el enfoque clásico utili-
zan pruebas estadísticas de hipótesis nula mediante el con-
traste de hipótesis estadísticas. Una de las alternativas ac-
tualmente más consistentes es el enfoque del modelado es-
tadístico, donde el concepto de modelo pasa a desempeñar 
un papel primordial (Ato y otros, 2005). Para detectar el sesgo 
mediante modelado estadístico se aplican modelos loglinea-
les para probar si el modelo de homogeneidad marginal es con-
sistente con los datos empíricos, es decir, que para cualquier 











 Si, además, se trata de una tabla 2 x 2, entonces los mo-
delos de simetría y homogeneidad marginal serán equivalen-
tes. Sin embargo, para el caso general de tablas I x I debe te-
nerse presente que la simetría implica homogeneidad margi-
nal pero que la homogeneidad marginal no implica necesa-
riamente simetría. 
Hay dos formas básicas de probar el modelo de homogenei-
dad marginal, una indirecta y otra directa. La  forma indire-
cta se basa en una estrategia de ajuste condicional, donde 
asumiendo que se cumple el modelo de cuasi-simetría, el 
modelo de homogeneidad marginal es equivalente al modelo 
de simetría (Causinus, 1965):  
 
Cuasi-Simetría (QS) + Homogeneidad marginal (HM) = Simetría (S)      (Ec.5) 
 
 Al aplicar la Ec. 5 a los datos de la Tabla 2 se obtiene pa-
ra el modelo de simetría una desvianza de L2 (5) = 22.585 (P  
= .000), y para el modelo de cuasi-simetría una desvianza de 
L2 (7) = 0.182 (P  = .669). Puesto que el modelo de cuasi-
simetría se ajusta óptimamente,  la diferencia entre los mo-
delos de simetría y cuasi-simetría nos proporciona una prue-
ba aproximada del modelo de homogeneidad marginal, que 
en nuestro caso alcanza una desvianza  L2(2) = 22.403 (P  = 
.000), lo que evidencia un alto grado de desajuste. Por tanto, 
se concluye que los datos empíricos no son congruentes con 
el modelo de homogeneidad marginal. 
 Una forma directa de probar el modelo de  homogenei-
dad marginal es a través del ajuste directo del modelo. Esta 
prueba es compleja, puesto que conlleva la aplicación de 
modelos marginales (véase Bergsma, 1998; Vermunt, Rodri-
go y Ato, 2001), pero puede obtenerse utilizando una ver-
sión experimental del programa LEM (Vermunt, 1997). Tras 
aplicarlo a los datos del ejemplo se obtiene una desvianza de 
L2(2) =  22.081 (P  = .000), lo que conduce a la misma con-
clusión anterior de que los datos empíricos no son consis-
tentes con el modelo. 
 
 Medición del sesgo 
 
 Como sucede en la detección del sesgo, en su medición 
la mayoría de los procedimientos desarrollados hasta el mo-
mento son para tablas 2 x 2.  Los índices empleados para 
evaluar el sesgo ofrecen un valor concreto pero no informan 
acerca de si son o no significativos. Estos índices se han des-
arrollado sólo para el enfoque descriptivo. 
 
 El índice de simetría en el desacuerdo (symmetry in disagreement 
index) para tablas 2 x 2 (Lanz y Nebenzahl, 1996) se calcula 
del modo siguiente:  
 
SD = (n12 - n21) / (n12 + n21)                  (Ec.6) 
 
que se distribuye según 2χ  con un grado de libertad. Adop-
ta valores desde -1 a  +1.                                               
 
 El índice de sesgo o BI (bias index) para tablas 2 x 2 (Byrt, 
Bishop y Carlin, 1993) presenta sin embargo un rango de va-
lores que va de 0 a  +1 y se obtiene mediante: 
 
BI = | n12 - n21 | / N                       (Ec.7) 
 
 Ludbrook (2004) propone una forma de evaluar el índice 
BI basado en el uso de una prueba exacta no condicional 
sobre las diferencias entre proporciones, en la que la hipóte-
sis nula es H0 =  p1 - p2 = 0. Las proporciones binomiales 
son n12 / N y n21 / N. Las frecuencias binomiales corres-
pondientes son n12 / (N - n12) y n21 / (N - n21) respectivamen-
te. 
 Ludbrook (2002) extendió la evaluación del índice BI a 
tablas de dimensión K>2 aplicando la Ec. 7, definiendo n12 
como la suma de todas las casillas que hay por encima de la 
diagonal principal ( TS∑ : sumatorio de todos los elementos 
del triángulo superior) y n21 como la suma de todos los ele-
mentos (frecuencias) que hay por debajo de la diagonal prin-
cipal ( TI∑ : suma de todos los elementos del triángulo in-












. Al aplicar la Ec. 7 a los da-
tos de la Tabla 2 junto con el método propuesto por Lud-
brook para tablas 3 x 3 (que se ha complementado con el 
procedimiento de comparación múltiple de Holm), obtene-
anales de psicología, 2006, vol. 22, nº 1 (junio) 
Procedimientos para detectar y medir el sesgo entre observadores                                                         165 
mos un BI = 0.134 y una P = .0008, lo que implica diferen-
cias estadísticamente significativas entre proporciones 
y por tanto denota la existencia de sesgo entre observadores. 
 
 El índice PABAK (Prevalence and Bias Adjusted Kappa), pro-
puesto por Byrt, Bishop y Carlin (1993) da un valor de Kap-
pa corregido de sesgo y prevalencia para tablas de dimensión 
2 x 2. Esencialmente toma Kappa y calcula una Kappa 
"equivalente" con una proporción con 50/50 de prevalencia 
y ausencia de sesgo. El índice se obtiene aplicando  la si-
guiente fórmula:  
 
PABAK = 2Po - 1 = (1 - PI2 + BI2) + PI2 - BI2        (Ec.8) κ
 
donde BI = n12 - n21 y PI = n11 - n22  
 Los valores del índice PABAK varían de -1 a +1, al igual 
que el índice Kappa.  La diferencia entre los valores reporta-
dos por los índices Kappa y PABAK nos aporta un valor de 
sesgo (en este caso también controlando la prevalencia). Sin 
embargo, sólo se puede aplicar a tablas de dimensión 2 x 2. 
 Arstein y Poesio (2005) proponen para tablas de cual-
quier dimensión un índice de sesgo basado en la diferencia 
entre el acuerdo esperado por azar para el índice π (Scott, 
1955) y el acuerdo esperado por azar para el índice κ (Co-




pπ∑  - ei
i
pκ∑                      (Ec.9) 
 Al aplicar la Ec.9 a los datos de Dillon y Mullani (Tabla 
2) se obtiene una diferencia de B = 0.0164. 
 En las Tablas 3  y 4 se presentan respectivamente un re-
sumen de los procedimientos estadísticos más relevantes ac-
tualmente existentes  para detectar y medir el sesgo entre 
observadores. 
 
Tabla 3: Resumen de los procedimientos para detectar el sesgo entre observadores. 
PROCEDIMIENTOS PARA DETECTAR EL SESGO ENTRE OBSERVADORES 
1) Enfoque clásico 
Tablas 2 x 2 
Prueba binomial exacta 
(Siegel y Castellan, 1988) 
 
P = n12 / (n12 + n21)                              
P = 0.5 















                                                               
Tablas K > 2   















                
n12 = n12 + n13 + n23   
n21 = n21 + n31 + n32 
 
Ho: p1+ = p+1; H1: p1+  ≠  p+1 
 
2
1χ  = 10.522;  
 P = .0012. 


















    
Ho: pij = pji,  y H1: pij ≠ pji 
 
2
3χ  = 18.283;  
P = .0004 
Prueba de Stuart–Maxwell (Stuart, 1955; Maxwell, 
1973 y Everitt, 1992) 
 ( )
2 2 2
2 1 13 2 12 3
1
12 23 12 13 13 232
K
nd n d n d




                
 
2
2χ  = 45.066,  
P = .000 
2) Modelos loglineales 
Tablas K > 2  
Prueba indirecta de hipótesis de homogeneidad marginal 
(Causinus, 1965) 
 
Homogeneidad marginal (HM) =  
Simetría (S) - Cuasi-Simetría (QS)                    (Ec.5) 
 
2L  (2)=22.403; P = .000 
Prueba directa de hipótesis de homogeneidad marginal 
 Homogeneidad marginal (HM) 
2L (2)= 22.081; P = .000 
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Tabla 4: Resumen de los procedimientos para evaluar el sesgo entre observadores. 
PROCEDIMIENTOS PARA EVALUAR EL SESGO ENTRE OBSERVADORES 
2) Modelado estadístico 
 
Tablas 2 x 2 
 
Indice de simetría en el desacuerdo (Lanz y Nebenzahl, 1996) 
 
SD = (n12 - n21) / (n12 + n21)                                                                              
Rango -1  a +1 
Indice de sesgo (Byrt; Bishop y  
Carlin, 1993; Ludbrook, 2004) 
 
BI = | n12 - n21 | / N                                                                                      
H0 =  p1 - p2 = 0.  
Rango 0  a  +1 
 
PABAK (Byrt, Bishop y Carlin,  
1993) 
 
PABAK = 2Po - 1 = κ (1 - PI2 + BI2) + PI2 - BI2                      
Rango -1  a +1 
 
Tablas K > 2 
 
Cuadro 2 
Indice de sesgo  
(Ludbrook, 2004) 
 
BI = | n12 - n21 | / N   
                                                           
















Rango 0  a  +1 
 
BI = 0.134; 
P = 0.00084 
Indice de sesgo 
 (Arstein y Poesio, 2005) 
 B = ei
i
pπ∑  - ei
i





La revisión de los procedimientos más relevantes actualmen-
te existentes para la detección y medición del sesgo entre 
observadores nos permite llegar a la conclusión de que en la 
actualidad los investigadores aplicados de las Ciencias del 
Comportamiento y de las Ciencias Sociales no disponen de 
herramientas satisfactorias para obtener estimaciones fiables 
e insesgadas del sesgo. Como se infiere de las Tablas 3 y 4, 
se han propuesto distintas alternativas para detectar y medir 
el sesgo, pero la mayoría de ellas se basan en los datos bru-
tos de una tabla de acuerdo y aplican procedimientos esta-
dísticos globales que permiten responder a hipótesis concre-
tas, pero no abordan dos aspectos fundamentales que justifi-
can la existencia del sesgo entre observadores, a saber, la 
descomposición del grado de acuerdo y desacuerdo entre 
observadores y la separación de sesgo y error de medida en 
componentes mutuamente independientes. El primer aspec-
to ha recibido mucha atención en años recientes (Schuster, 
2002; Schuster y Smith, 2002; Martín y Femia; 2004, Ato, 
Benavente y López, en prensa), pero el segundo sigue siendo 
uno de los aspectos olvidados de la investigación aplicada.  
 Desde nuestro punto de vista, los procedimientos para 
detectar y evaluar el sesgo deberían plantearse desde la pers-
pectiva de los modelos con mezcla de distribuciones (Ato, 
Benavente y López, en prensa). Estos modelos asumen que 
los objetos que se clasifican en una tabla de acuerdo se ex-
traen de una población compuesta por una mezcla de dos (o 
más) subpoblaciones finitas, cada una de las cuales identifica 
un conglomerado de objetos homogéneos, por ejemplo la 
subpoblación de acuerdo sistemático y la subpoblación de 
acuerdo aleatorio y desacuerdo. La exploración del sesgo 
podría abordarse más adelante si se contemplan nuevos 
componentes latentes (por ejemplo, ampliando a más de  
dos  el número de clases latentes) o, incluso mejor, si se am-
pliara el número de variables latentes de un modelo mezclas. 
Una primera variable latente podría distinguir entre acuerdo 
y desacuerdo y una segunda variable latente, entre compo-
nente sistemático y  componente aleatorio. En este contexto 
sería más directo definir apropiadamente la naturaleza del 
sesgo y buscar nuevos procedimientos para su detección y 
medida. 
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