urban areas are projected to grow by 2.6 billion over the same time span. This suggests that over 1 the next 35 years, cities will absorb all new population growth plus an influx from rural areas. 2
From a global perspective, human populations are growing quickly, and urban areas are growing 3 faster. 4 5
These new residents, workers, and consumers will require more living and working spaces, and 6 supporting infrastructure, and meeting those needs in an efficient way is often a challenge of 7 planning, design, and political will. While much research has considered various aspects of how 8 city form influences energy use and greenhouse gas emissions via transport behavior and 9 building energy use, very little work actually aggregates the analysis to a larger city or regional 10 scale. For instance, Cervero and Kockelman (1998) noted several built environment variables 11 that influenced vehicle demand (and therefore energy consumption), but such findings have 12 rarely been scaled up to consider how different urban forms compare in terms of total energy use 13 as a function of these design variables. Newman and Kenworthy (1989) provided a well-known 14 macro-level analysis of gasoline consumption of several different cities across the world, 15
concluding that the built environment likely did have a large impact on gasoline consumption 16 and automobile dependence, but their study emphasized a single energy-consuming sector. 17 18
Studies of the built environment's influences on consumption behavior (of vehicle miles,  19 building energy, downstream noxious emissions, etc.) have generally been at a micro level, and 20 have only included one or two parameters of the built environment. The result is a piecemeal 21 image of how energy consumption varies across urban form, with little insight toward the "big 22 picture" context of how urban planning influences energy usage at a city or regional level. For 23 instance, in a meta-analysis of built environment factors, Ewing and Cervero (2010) suggest that 24 land use diversity had a weighted-average elasticity of around -0.09 with respect to vehicle-miles 25 traveled (VMT), indicating that a doubling in land use diversity tends to come with a nine-26 percent reduction in VMT. However useful such findings are, it is still unclear how a 9-percent 27 reduction in driving really impacts a city in terms of relative energy use. When accommodating 28 billions of new people, will land-use diversity really have as much of an impact on urban energy 29 demand as building design, for instance? 30 31
Pivoting off the concept of relative energy demands by sector, recent research indicates that 32 focusing even on all day-to-day energy demands ignores a rather important, but often ignored 33 source of energy use: embodied energy used to construct, fabricate, ship, maintain, and 34 eventually demolish and dispose of vehicles, buildings, and infrastructure components. Together, 35 the day-to-day (operational) and embodied phases of specific materials or structures has been 36 rather heavily researched (though much uncertainty surrounds the analyses) within the field of 37 life-cycle analysis (LCA). LCA provides an appropriately holistic perspective on total energy (or 38 greenhouse gas emissions) associated with many of the "building blocks" in the urban 39 environment, but again, very few studies have attempted to aggregate the many micro-scaled 40
LCAs to a city or regional level. Population characteristics also have major impacts on energy use (e.g., Kockelman et al. 2008 ). 6
Household demographics were controlled for and then made consistent across the competing 7 neighborhoods, by using a representative sample from Austin's Census-based Public Use 8 Microdata Sample (PUMS). In other words, a single, typical (PUMS-based) cross-section of 9 households was placed into each neighborhood, so that final energy demands varied only as a 10 function of built environment features, like population and jobs densities, rather than 11 demographics. This homogeneous cross-section of households reflected Austin variations in 12 household sizes, number of workers, and three income categories, resulting in 39 different 13 household types, scaled to each neighborhood's actual, current population. (For example, in a 14 neighborhood of 1,000 households, 80 are of 2-member, 2-worker, medium-income type.) 15
Residential and Commercial Cell Characteristics 16
In Nichols's and Kockelman's (2014) analysis, total energy was evaluated for only the 17 residential areas of each neighborhood. This analysis extends their work by recognizing the 18 commercial areas that clearly exist in three of these five neighborhoods, resulting in 8 distinctive 19 cell types. In this construct, residential energy use is measured per capita while commercial 20 energy is measured per worker. To appropriately allocate shares of energy vested in the built 21 environment, embodied energy is allocated to residential (r) and employment (e) sources for a 1 neighborhood i as follows: 2 Embodied energy allocated to employment (EE e,i ) is the remaining share, calculated as unity less 7
x r,i times total embodied energy for zone i. This weighting allows more representative 8 distribution of embodied energy shares from streets, sidewalks, water and wastewater pipes, 9 parking garages, and surface parking facilities. Without this adjustment, neighborhood 10 infrastructure designed to support large commercial buildings will appear incorrectly inefficient 11 on a per capita basis. Operations energy from commercial and office electricity and natural gas 12 use is assigned exclusively on a GJ/year/employee basis, and lighting and water use is segmented 13 by residential or commercial-office. 14 respectively. In this approach, both operation and embodied energy (and therefore total life-cycle 26 energy) decreases with increasing density. The least dense neighborhood (1R -WL) uses nearly 27 2.8 times the lifecycle energy of the most dense setting (5R -DT). 28 Note that these neighborhoods are sorted from increasing employee density, which does not 10 necessarily correspond to the ranking of residential neighborhoods, based off increasing 11 population density. In this case, employment density of Hyde Park is higher than Riverside, even 12 though the opposite is true of population density between the two neighborhoods. This analysis 13 is based off methods and data previously collected by Nichols and Kockelman (2014 The model area contains a 10 mile radius from the city center, and a circular area described by 34 the midpoint circle algorithm, for a total grid area of 308 mi 2 . The midpoint circle algorithm 35 determines which cell centroids are within a given radius, so one-mile distance bands can be 36 created around the city center. Using this construct, two city forms are considered -one for 37 residential neighborhood type distribution, the other for commercial neighborhoods. 
Residential Cells 15

45
Of course, cell area is kept constant at 1 mi 2 , so total number of residents and employees is 46 therefore equal to population and employment density, on a per-square mile basis. 47
In addition to population and employment density distributions over space, job accessibility for 48 cell i,j (ACC i,j ) is also computed using a gravity-based index as follows: 49 always exceeds zero and returns a valid accessibility value, since zero cannot be raised by a 61 negative exponential . This value also represents the average distance traveled within a cell to 62 reach a local destination within the same cell (i.e., on average, accessibility within a cell is not 63 free of travel cost, and intra-cellular travel is assumed to be a function of the average distance of 64 that cell). In this model, cell sizes are taken to be 1 mi 2 , so r = 0.5 mile. 65
66
Modeling Case Study Cities 67 68
The intuitive city to model first is Austin, the city from which the neighborhoods were created. 69
Four other cities are then also considered as model forms, including lower-density Orlando, 70
Florida and Phoenix, Arizona, and higher-density Seattle, Washington. New York City (NYC) 71 was also considered, but Austin densities were simply never high enough to mimic the NYC 72 reality. Nevertheless, this set of cities allows different urban forms to be explored and results 73 compared across very distinctive U.S. city settings. Moreover, a max-density case (a hypothetical 74 city) was also developed. The method of recreating these five cities (4 real and one hypothetical) 75 using the eight Austin neighborhood cells is described below. 76 77
New-city creation was performed manually and rather intuitively, to best match existing 78 neighborhood styles, as first viewed from satellite imagery, with the bank of eight cell types. The 79 model cell sets were then updated/enhanced to more closely mimic the underlying actual 80 population, employment density, and accessibility profiles of these five cities, as a function of 81 distance to the regional/city centers. For instance, if Austin's population density within the first 82 mile radius of the city center is 20,000 residents per mile, a set of neighborhoods was used to fill 83 in the gridded cells to best reflect that density. The initial approach is subjective in terms of 84 which exact cells are filled with specific neighborhood cell types to match satellite imagery, but 85 density profiles then constrain the simulated patterns to much better reflect the true city's urban 86 form. 87 88
Population and employment density, and accessibility profiles were calculated for Austin using 89 data from EPA's Smart Location Database (SLD) (see Ramsey and Bell 2013) . The SLD is the 90 only nation-wide data set that characterizes attributes like housing and employment density, as 91 well as accessibility, land use diversity, and transit coverage. SLD zones are based on Census 92 block groups, and therefore vary in size depending on population density (Ramsey and Bell 93 2013). To calculate land-use metrics for Austin, distance bands were created, with 1-mile radius 94 increments, beginning from a city center in Austin's Central Business District. The distance of 95 each zone i,j from this city center was computed as follows: 96 97 The simulated city form was manipulated until each density and accessibility band reflected that 103 of the city being modeled, such that actual city population and worker populations are within +/-104 10% of one another, on average. Total city energy use was then calculated as the sum of the 105 various different neighborhood types, assuming uniform energy demand profiles and populations 106 for each neighborhood type. These models are thus somewhat rigid in their extension to city-107 level analysis, and probably should depend more on larger-scale city features, rather than on 108 neighborhood-level details and a single, regional accessibility index. While the method could be 109 improved by models more sensitive to other measures of the built environment (e.g., parking 110 charges and local jobs-housing balance), this work provides a rare glimpse of energy 111 consumption sources across various residential and commercial sources and phases in different 112 settings, quickly and easily. 113
RESULTS
114
The following results present the model and actual city density and accessibility profiles for the 115 five case study cities (4 real and one imagined), along with rather comprehensive LCA from 116 resident and worker perspectives. 117
Synthetic City Form 118
After matching cells with approximate land use types, and adjusting cell placements to conform 119 to actual-city density and accessibility metrics, five model cities were created. demand from day-to-day uses (i.e., the operations phase), but also suggests that embodied energy 167 savings contributes additional efficiency gains. By including this often "unseen" phase of energy 168 consumption and considering a more holistic life-cycle perspective, density and accessibility 169 become even more important metrics for improving regional energy efficiency, and consequently 170 reducing greenhouse gas emissions and perhaps improving local air quality. 171 One challenge of this task is extrapolating a rather small set of selected Austin neighborhoods to 172 higher-density environments. For instance, the maximum-density neighborhood of Austin 173 (around 20 residents per acre) is well below the average resident density in cities like New York 174 and San Francisco. The maximum-density Austin neighborhoods fall well short of actual density 175 profiles and so cannot represent all U.S. or global city energy use patterns. A more detailed 176 analysis might extend the original neighborhood set to include more dense and diverse 177 neighborhoods. As these neighborhoods are "building blocks," a standard set could be expanded 178 for more detailed and finely tuned analyses. 
