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Causality and Stability Conditions of a Conformal Charged Fluid
Farid Taghinavaz1
1School of Particles and Accelerators, Institute for Research in
Fundamental Sciences (IPM), P.O. Box 19395-5531, Tehran, Iran∗
In this paper, I study the conditions imposed on a normal charged fluid so that the causality and
stability criteria hold for this fluid. I adopt the newly developed General Frame (GF) notion in
the relativistic hydrodynamics framework which states that hydrodynamic frames have to be fixed
after applying the stability and causality conditions. To my purpose, I take a charged conformal
matter in the flat and 3 + 1 dimension to analyze better these conditions. The causality condition
is applied by looking to the asymptotic velocity of sound hydro modes at the large wave number
limit and stability conditions are imposed by looking to the imaginary parts of hydro modes as well
as the Routh-Hurwitz criteria. By fixing some of the transports, the suitable spaces for other ones
are derived. I have observed that in a dense medium with finite U(1) charged chemical potential
µ0, negative values for transports appear and the second law of thermodynamics has not ruled out
the existence of such values. Sign of scalar transports are not limited by any constraints and just a
combination of vector transports is limited by the second law of thermodynamic. Also numerically
it is proved that the most favorable region for transports γ˜1,2, coefficients of the dissipative terms
of the current, is of negative values.
PACS numbers: 47.75.+f, 47.50.Gj, 67.10.Jn
I. INTRODUCTION
Relativistic Hydrodynamics (RH) is the most powerful tool to describe the in and out of equilibrium properties
of hot and dense QCD matter. It explains the dynamics of quark matter in terms of some local effective Degrees
of Freedom (DoF) rather than infinite microscopic DoF. Examination of RH has been intensified since the previous
decade which experiments confirm that observables of heavy ion collision are in good agreement with the predictions of
RH [1–4]. Another framework to study the features of Quark-Gluon Plasma (QGP) is the Relativistic Kinetic Theory
(RKT). There are some differences between these two frameworks. The First one is that the RH can be studied for
either the weakly and strongly interacting field theories, while the RKT is only applicable for weakly coupled field
theories which quasi-particles have good definition. The second one is that the RKT is insensitive to the momenta
regime, while for the RH the slowly varying assumption of macroscopic fields has a major priority and due to this,
the RH is based upon the gradient expansion of macroscopic fields which favors the low momenta region.
In the last few years because of some experimental and analytical challenges, the studies of RH has changed its
path. Here, I am going to describe two of these challenges and try to put my problem in one of these mainstreams.
Traditionally, it was believed that two conditions are mandatory for the RH. The first one is having a local and
stable thermal equilibrium and the second one is the validity of gradient expansion as a consequence of the slowly
varying assumption. In order to achieve to these axioms, we have to deal with large number of colliding particles.
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2Otherwise, the concept of equilibrium and slow variation do not make sense. But the recent observations in RHIC
and LHC has suspected us about these two axioms. These observations are about the collective behaviors in small
system collisions in which the local thermal equilibrium state and the smooth variation of macroscopic fields stop to
reach [5–8]. After these observations, the theoretical works has pushed to study the late time behavior of QCD matter
dynamics. There is large literature in this field which states that an attractor solution appears in the hydrodynamics
calculations regardless of any initial conditions, [9–20] and references therein. The meaning of this word is that RH
can be applied to any high energetic collisions of particles -regardless of its size - which its equations of motion have
an attractor blind to the initial conditions and the RH has its physical meaning at enough late times. In another
word, RH arises when the initial non-hydrodynamics modes are damped. This is one way in the recent works of RH.
Another stream in the RH is to work with the everlasting problem, namely the stability and causality issues. Histori-
cally, it has been proved that first order RH suffers from the growing amplitudes of fluctuations in time (the stability
problem) and the superluminal propagation speed of fluctuations (the causality problem) [21–24]. This pathology has
been cured by introducing the second order terms in the entropy current vector. Such a view, namely the inclusion of
phenomenological second order terms into the first order dissipative calculations is known as the Muller-Israel-Stewart
(MIS) framework. I have to emphasize that the MIS approach does not guarantee the stability and causality of hydro
modes, per se. But rather, for the MIS theory to be a stable and causal formalism, it should satisfy some condition.
For example η, the shear transport coefficient and τ , the shear relaxation time are no longer independent parameters,
but instead satisfy η
τπTs
≤ 12 [25]. Also the local velocity of fluid’s parcel and dimension of space-time influence these
conditions [26]. However, recently it appears a trend in this channel which does not need to include higher order
gradient terms in the entropy current [27–29]. These works have focused on the notion of General Frame (GF) and
definition of new transport coefficients ahead of the gradient terms. In the natural process of the RH, when dissipative
terms enter into the calculations, the concept of ”frame” arises. This is because in out of equilibrium cases, the ther-
modynamic fields such as temperature and chemical potential lose their meanings and we can not define the unique
value for them [4]. We can vary locally the thermodynamical (thermo) fields without harming the RH equations.
In some sense, it is equivalent to the gauge freedom in the QFT. People usually have used this freedom to fix the
frame, i.e. the Landau or Eckart frame, and then proceed to do the calculations. This is the old approach to the
dissipative RH and it results to the unstable and acausal modes. In the new fashion, I mean in the GF approach, the
frame freedom is respected and we do not try to fix them prior to any calculations. We have to first perform the RH
computations and since then decide which frame is physical and good for our purpose. For instance, the stability and
causality can be studied in this way. We utilize the notion of GF to fix the hydrodynamical frames after computing
the hydrodynamical (hydro) modes. This job has shrunk the space of transport coefficients and reduced them to those
satisfy some special conditions.
We can compare the MIS and GF approach in two distinct ways. The MIS lacks fundamental bases and it is only
a phenomenological approach, but the GF frame is based upon the good deal with frame notion which is a physical
concept. That is why the GF framework does not posses the unstable and acausal modes even by not including
the artificial terms. Another difference between these two approaches is that the MIS enters some variables into the
RH with an extra relaxation type equation, while in the GF approach there is no any DoF besides the temperature,
chemical potential and fluids velocity. Therefore, in this manner, it seems that GF emerges from a renormalizable
field theory while the MIS does not originate from a renormalizable theory.
So far the investigations in the GF approach are about the uncharged conformal fluid and try to limit the space of
transports to the causal and stable regions. My motivation to do this work is to generalize the preceding works to a
QCD plasma with finite charge density, equivalently finite chemical potential ”µ0”. Throughout this paper, by the
3chemical potential I mean the U(1) charged chemical potential and discard any other ones. I do the calculations for
two circumstances. First is for a hyperdense fluid with µ0 ≫ T0 and the second for a fluid with finite µ0 and T0. Both
of these studies are done by the assumption of conformal symmetry imposed on the Equation of State (EoS) and
other related quantities. Motivation to split as this is in the QCD phase diagram. In the QCD phase diagram, the
QGP phase can be seen in two distinct areas: i) high temperature region without any charge T0 ≫ µ0 and ii) regime
which has finite µ0 and T0. The hyper dense medium of quark matter is believed to be as color-superconductor phase
and it is not a strongly interacting plasma but studying the hydrodynamics of this medium is of great importance.
I shall try to generalize the previous works to the hyper dense and finite T0 and µ0 medium and obtain the physical
conditions on the transports which causes a conformal charged fluid to be a stable and causal theory. For conformal
charged matter the number of transports are very large, the nine parameters and knowing all of the suitable spaces
is a subtle job. Therefore, I fix five of them and derive the conditions in terms of rest four. Various parameter sets
are taken and physical spaces are derived for the γ˜2 and ǫ˜2 transports. In the finite density medium case this work
is repeated for two values of µ0
T0
. The main achievement of this paper is that sign of scalar transports are not fixed
by using the second law of thermodynamics (∂µS
µ ≥ 0) and just sign of combination of vector transports are fixed
by it. Thus, scalar transports as well as the vectors might have negative values and second law does not rule out it
anymore. Importance of this issue is that we usually expect the transports have to be non-negative values and so far
the negative values for transports are not seen. Therefore, appearance of negative values for transports seems to be a
new challenge for RH. Another achievement of the current paper is that the regions derived from stability conditions
satisfies the causality condition. In another word, stability gives causality.
The organization of this paper is as follows. At sec II.) I shall discuss about some preliminary stuffs of the RH, idea
of frame in the dissipative hydrodynamics and the notion of GF. At sec III.) I will try to get some conditions on
the transport parameters of a hyper dense fluid µ0 ≫ T0 by taking the conformal symmetry over the EoS and other
quantities. In order to derive the conditions, stability, causality and second law arguments are used simultaneously.
The stability criteria is applied by looking to the imaginary parts of hydro modes as well as the Routh-Hurwitz criteria
and causality condition is derived by looking to the asymptotic velocity of sound modes in the large wave number
limit. By fixing five of them the physical regions for other transports are derived and the space of γ˜2 and ǫ˜2 transports
is constrained. Various parameter sets are taken to realize these zones. At section IV), I will repeat the works done
in the section III) for finite T0 and µ0 medium and for two values of
µ0
T0
. Eventually, I close the paper with discussion
about the conclusions and I address some problems which can be done along this paper.
Throughout the present paper I take the ~ = c = kB = 1 convention and the Minkowski metric is chosen to be as
gµν = diag(−1, 1, 1, 1).
II. PRELIMINARIES
Late time behavior of a relativistic system can be described by using the conserved currents. According to the
Noether theorem, these currents belong to either the space-time symmetries or internal symmetries. Energy mo-
mentum tensor T µν(x) as a conserved current, corresponds to the space-time symmetries, while another conserved
currents such as Jµ(x) correspond to the symmetries of internal space. In the cases without any anomalies and in
d + 1 space-time dimension, the number of independent components for energy momentum tensor and currents are
(d+1)(d+2)
2 and d+ 1, respectively. To derive the dynamical evolution of the fluid, the following conservation laws are
4used
∇µT µν = 0, (1)
∇µJµ = 0, (2)
which are consequences of diff and gauge transformations [30]. The latter equations impose d+1 constraints on T µν(x)
and one constraint on the Jµ(x) components. Therefore, it seems impossible to solve these equations completely unless
we assume some physical conditions. For relativistic systems in the macroscopic level the conserved currents have to
be written in terms of some local effective DoF. Number of these DoF are chosen to be as same as the number of
conservation laws (d + 2). Thus, in order to be consistent, the conserved currents should be expressed in terms of
these d+ 2 DoF. The way of representing the conserved currents in terms of DoF is known as constitutive relations.
Generally, the energy momentum tensor and current density of a given fluid are written in terms of DoF as the
following ones
T µν(x) = E(x)uµ(x)uν(x) + P(x)∆µν(x) +Qµ(x)uν(x) +Qν(x)uµ(x) + tµν(x), (3)
Jµ(x) = N (x)uµ(x) + J µ(x). (4)
In this relation, E(x),P(x) and N (x) represent the local energy density, pressure and a conserved number density,
respectively. Furthermore, uµ(x) stands for the local fluid velocity and ∆µν(x) = gµν(x) + uµ(x)uν(x) is an operator
which projects a given tensor onto the space perpendicular to the uµ(x). Qµ(x) is the local heat current and tµν(x) is
the traceless symmetric part of the energy momentum tensor. J µ(x) is an added term to the current density which
appears in higher derivative corrections. The fields Qµ(x),J µ(x) and tµν(x) have two properties. The first one is that
they are all transverse to the uµ(x) and this constraint reduces the number of independent components in each of them.
The second one is that they vanish in the ideal limit where all derivative corrections are muted. I have described before
that the conserved currents and consequently all the hydro fields such as (E(x),P(x), Qµ(x), tµν (x),N (x),J µ(x)) have
to be described in terms of d+2 DoF. I choose these DoF to be as the (T (x), µ(x), uµ(x)). The local equilibrium
values of these DoF are called as the thermo fields. We use the convention uµuµ = −1 and that is why the number
of independent components for uµ is d.
Besides the constitutive relations, to work with the RH we have to use another important property and that is the
derivative expansion assumption. In this assumption, the above mentioned hydro fields are expressed in terms of
slowly varying thermo fields and their derivatives. Indeed, it is assumed that thermo fields have small fluctuations
in the region where thermodynamic is applicable and in the expansion procedure, each term is small compared to its
preceding one. The general forms of hydro fields are written as it follows[4]
E = ǫ0 + fE (∂T, ∂µ, ∂u) + . . . , P = pid + fP (∂T, ∂µ, ∂u) + . . . , N = n0 + fN (∂T, ∂µ, ∂u) + . . . (5)
Qµ = fQ (∂T, ∂µ, ∂u) + . . . , J µ = fJ (∂T, ∂µ, ∂u) + . . . , (6)
tµν = ft (∂T, ∂µ, ∂u) + . . . . (7)
For the sake of brevity I omit the x dependence in these fields. In the latter relation, the notation ” . . . ” stands for
the higher order corrections which stems from the higher derivative terms. At zeroth order when we deal with the
ideal fluid, the equilibrium values of hydro fields are written in terms of the local values of thermo fields
ǫ0 = E(T0, µ0, uµ0 ), pid = P(T0, µ0, uµ0 ), n0 = N (T0, µ0, uµ0 ). (8)
The zero sub indices refer to the local thermal values of each field. The functions f (∂T, ∂µ, ∂u) represent the first
order corrections to the constitutive relations. By going to higher derivative terms in the hydrodynamics calculations,
5the idea of frame plays an important role. It works as it follows. The thermo fields have no unique definitions in the
higher order corrections. It means that we can redefine them by adding new contributions
T → T + δT, µ→ µ+ δµ, uµ → uµ + δuµ, (9)
in such a way that energy momentum tensor and current density remain unchanged. Therefore, there is no any
preferred values for these thermo fields [4]. Different redefinitions of thermo fields are usually called as the ”hydro
frames” and the freedom in choice of specific value for thermo fields is often called as the ”frame freedom”. At this
level, these redefinitions resemble to the gauge freedom in QFT. Naturally, the corrections (δT, δµ, δuµ) have to be
written in terms of derivatives of thermo fields[27]
δT = a1
uµ∂µT
T
+ a2∂µu
µ + a3u
µ∂µ
( µ
T
)
+ . . . , (10)
δµ = c1
uµ∂µT
T
+ c2∂µu
µ + c3u
µ∂µ
( µ
T
)
+ . . . , (11)
δuµ = b1u
ν∂νu
µ + b2
∆µν∂νT
T
+ b3∆
µν∂ν
( µ
T
)
+ . . . . (12)
The coefficients (ai, bi, ci) are arbitrary real numbers and the concept of frame is referred to choose some specific values
for these numbers. Also the functions
(
uµ∂µT
T
, ∂µu
µ, uµ∂µ
(
µ
T
))
and
(
uν∂νu
µ, ∆
µν∂νT
T
,∆µν∂ν
(
µ
T
))
are independent
scalar and vector bases and are useful to expand another quantities in term of them. For example, we can write the
hydro fields as a function of these bases
E = ǫ0 +
3∑
i=1
ǫisi, P = pid +
3∑
i=1
πisi, N = n0 +
3∑
i=1
νisi, (13)
Qµ =
3∑
i=1
θiv
µ
i , J µ =
3∑
i=1
γiv
µ
i , t
µν = −ησµν . (14)
In the latter relations, si, v
µ
i and σ
µν are scalar, vector and tensor expressions built out of derivatives of thermo fields
s1 =
uµ∂µT
T
, s2 = ∂ · u, s3 = uµ∂µ
( µ
T
)
, (15)
v
µ
1 = u
α∂αu
µ, v
µ
2 =
∆µα∂αT
T
, v
µ
3 = ∆
µα∂α
(µ
T
)
, (16)
σµν = Pµναβ∂αuβ, Pµναβ ≡ 1
2
(
∆µα∆νβ +∆µβ∆να − 2
3
∆µν∆αβ
)
. (17)
The numbers (ǫi, πi, νi, θi, γi, η) are called as the transport coefficients and until no condition is implied, they are
arbitrary numbers. We can study the impact of thermo field redefinition on these transport coefficient [27]. Choosing
the scalar and vector sets are not unique and one can adopt another sets by making a linear combination. In the usual
use of RH, I mean before the GF notion, people often have benefited of frame freedom defined in the relation (9), to
fix the frame prior to any calculation. But the idea of GF tells us that we have to keep the transports undetermined
and proceed the computations and after doing them we fix the transports according to our needs.
In the next section I have used of this frame freedom in order to choose the appropriate scalar and vector bases to
derive the hydro modes. The Difference of my works with the paper [27] is that I take into account the influences
of ”s3” and ”v
µ
3 ” in the hydro modes and study the stability and causality conditions implied by adding these new
bases. I shall do this by changing the bases in the relations (15) and (16).
It is worthwhile to mention that the notion of frame even works in the thermodynamic states where there is no any
effect of dissipation terms [31, 32]. In the current paper I limit myself to study the impact of frames in a charged
6dissipative fluid and postpone the study of thermodynamics frames to the future works.
Hereafter, I split the calculations into two parts. The Next section is devoted to the calculations of hydro modes
for very dense systems (µ0 ≫ T0) and investigating the stability and causality conditions implied on this fluid. The
section IV) belongs to the same calculations for finite µ0 and T0.
III. DENSE FLUIDS
By dense medium, I mean a very cold and charged medium which has the condition µ0 ≫ T0 of equilibrium
values. we have to be careful about the hydrodynamics of dense medium, since there is a great difference between the
hydrodynamics equations for the hot and uncharged medium and the hydrodynamics in the cold and dense medium.
In the former case, we could safely adopt the following sets of thermodynamics states and fluctuations
Thermodynamic state, µ0 = 0, T0 6= 0, uµ0 = (1, 0, 0, 0) , (18)
Fluctuations, δµ = 0, δT 6= 0, δuµ = (0, δux, δuy, δuz) . (19)
Using of these choices do not enter any flaw in our calculations. we have four equations (conservation laws of
energy-momentum) for four unknown variables (δT, δux, δuy, δuz) and they are solved consistently. In the latter case
(hydrodynamics of cold and dense medium), we could not set the following thermodynamics states and fluctuations
Thermodynamic state, T0 = 0, µ0 6= 0, uµ0 = (1, 0, 0, 0) , (20)
Fluctuations, δT = 0, δµ 6= 0, δuµ = (0, δux, δuy, δuz) . (21)
This is because we have five equations (conservation laws of energy-momentum and charge) for four unknown fluc-
tuations (δµ, δux, δuy, δuz). Therefore, the hydrodynamic equations of cold and dense medium instead of using the
relations (20) and (21), is started with the following sets
Thermodynamic state, T0 = 0, µ0 6= 0, uµ0 = (1, 0, 0, 0) , (22)
Fluctuations, δT 6= 0, δµ 6= 0, δuµ = (0, δux, δuy, δuz) . (23)
This seems to be physical, since chemical potential is only a parameter which adjusts the energy scale to create a
charged particle. So, in an uncharged medium there is no reason to have non vanishing chemical potential fluctuation.
However, temperature is the more fundamental parameter. we might think of a very cold medium (T0 = 0), but we
are not able to turn off its fluctuation, since thermal fluctuations are related to the motion of particles and they even
exist in the very cold medium. Therefore, the chosen sets in equations (22) and (23) are suitable for our problem. By
using these choices, we are lead to the consistent equations which do not need further information.
It should be emphasized here that the choice of fluid’s velocity uµ0 = (1, 0, 0, 0) is compatible with the Bjorken
symmetry. Indeed, one can show that the symmetry arguments constrain the form of fluid’s velocity. Bjorken
symmetry is a special symmetry pattern which fit well to the experimental observables at the initial stages of heavy
ions collisions. It comprises of four symmetries including the boost, rotation along the z direction and two translational
symmetries (∂x, ∂y). Only the three symmetries are independent of each other which consequently determine the
velocity form.
In order to derive the stability and causality conditions, I try to obtain the hydro modes. By discussing over these
modes, I are able to derive the conditions over the transport coefficients which makes the first order charged fluid to
be a stable and causal theory. Before going into the details of calculations, I point out that the following calculations
7of hydro modes are done for fluid at its local rest frame. One can do the same calculation for locally boosted fluids
uµ = 1√
1−v2
(
1, vi
)
, only by a simple boost transformation between the solutions in local rest frame and boosted
frame [27]. However, having the non zero velocity might cause changing the quality of conditions [26]. I shall show
that by using the asymptotic causality condition, I obtain exact and correct results for parameter space of transport
coefficients.
Here, I mention briefly on hydro modes. To derive the hydro modes, I have to perform some steps. Firstly, I should
set our thermodynamic states and fluctuations. I call the thermal fields as φa and its fluctuations as δφa. As described
before for dense fluids, I we select the following collections
φa + δφa = (δT, µ0 + δµ, u
µ
0 + δu
µ) . (24)
The fields φa as the thermal states are defined in the local rest frame of fluid. After setting these states, I have to
perturb the constitutive relations up to the first order in fluctuations. It means that the shown thermo fields in the
relation (24) have to be inserted in the constitutive relations of currents and energy momentum tensor and expand
them up to first order in fluctuations. In the case of dense fluids, constitutive relations are like as the relations (3)
and (4) in which the hydro fields are written in form of the relations (13) and (14). Next I use of conservation laws
as in the relations (1) and (2) and try to solve them. To solve these equations, I write the sets of hydro fluctuations
in the Fourier bases
(δT, δµ, δuµ)→ e−iωt+ikx
(
δT˜ , δµ˜, δu˜µ
)
. (25)
The sign ” ˜ ” refers to the momentum-space version of fluctuations. Rotational invariance permits us to choose the
momentum in an arbitrary direction. In the current paper, I select the spatial direction of momentum to be aligned
in the ”x” direction as kµ = (ω, k, 0, 0). Eventually, after completing all these steps, the following matrix valued
equation is appeared
Mabδφb = 0, a, b = 1, · · · 5, (26)
Hydro modes are nothing but the small wave number limit of the following equation
det[M] = 0. (27)
Our purpose in the current section is to solve the latter equation for dense fluids. To this purpose, I have to be careful
about some issues. Due to the given sets of thermo fields in the relation (24), the scalar and vector bases in hydro
fields are chosen as it follows
s1 =
uα∂αµ
µ
, s2 = ∂ · u, s3 = uα∂α
(
T
µ
)
, (28)
v
µ
1 = u
α∂αu
µ, v
µ
2 =
∆µα∂αµ
µ
, v
µ
3 = ∆
µα∂α
(
T
µ
)
. (29)
I can transform these bases to the aforementioned bases in the relations (15) and (16) by only a linear transformation.
These bases are appropriate for the case of dense fluid. In order to analyze better the conditions and throughout this
paper, I take the conformal symmetry to be imposed on the theory. Choosing this symmetry is not so incidental, since
a dense fluid which has massless particles as its underlying theory, has conformal symmetry (if I ignore the quantum
fluctuations). In practice, the conformal symmetry constrains the transport parameters in the relations (15) and (16)
and it has reduced the number of independent transport parameters [27]. By imposing this symmetry in the four
dimension of space-time, one can show that the following relations are hold between the transport parameters
ǫ1 = 3ǫ2, ǫi = 3πi, ν1 = 3ν2, θ1 = θ2, γ1 = γ2. (30)
8This makes easy our job, since the number of independent transport parameter has reduced from sixteen to only nine
parameters (ǫ1,3, ν1,3, θ1,3, γ1,3, η). In the current section and also in the next section, for the sake of convenience, I
replace the indices ”3” in parameters by index ”2” and I are warned that indices ”2” refer to the bases uα∂α
(
µ
T
)
and ∆µα∂α
(
µ
T
)
or uα∂α
(
T
µ
)
and ∆µα∂α
(
T
µ
)
. By using the bases shown in the relations (28) and (29), I repeat all
the aforementioned steps for deriving the hydro modes. All the linearized equations are collected together to find the
matrixMab. In what follows, I write the resultant matrix
Mab =

− γ1k2+ω(3ν1ω+iµ0χ)
µ0
− γ2k2+ν2ω2
µ0
k (in0 + (γ1 + ν1)ω) 0 0
− θ1k2+3ω(ǫ1ω+in0µ0)
µ0
− θ2k2+ǫ2ω2
µ0
k (iw0 + (ǫ1 + θ1)ω) 0 0
k(in0µ0+ω(ǫ1+θ1))
µ0
kω(ǫ2+3θ2)
3µ0
− (ǫ1−4η)k2+3ω(iw0+θ1ω)3 0 0
0 0 0 ηk2 − ω (iw0 + θ1ω) 0
0 0 0 0 ηk2 − ω (iw0 + θ1ω)

. (31)
In order to derive the components of this matrix, I use of the following thermo relations
∂pid
∂µ
= n0,
∂n
∂µ
= χ, w0 = ǫ0 + pid,
∂ǫ0
∂µ
=
∂ǫ0
∂pid
∂pid
∂µ
=
n0
c2s
= 3n0. (32)
For the matrix shown in the relation (31), the hydro modes are derived from the solution of the following equations
det
[
ηk2 − ω (iw0 + θ1ω) 0
0 ηk2 − ω (iw0 + θ1ω)
]
=
(
ηk2 − ω (iw0 + θ1ω)
)2
= 0, (33)
det

− γ1k2+ω(3ν1ω+iµ0χ)
µ0
− γ2k2+ν2ω2
µ0
k (in0 + (γ1 + ν1)ω)
− θ1k2+3ω(ǫ1ω+in0µ0)
µ0
− θ2k2+ǫ2ω2
µ0
k (iw0 + (ǫ1 + θ1)ω)
k(in0µ0+ω(ǫ1+θ1))
µ0
kω(ǫ2+3θ2)
3µ0
− (ǫ1−4η)k2+3ω(iw0+θ1ω)3
 = 0. (34)
Splitting the hydro modes into two separate equations has a physical meaning. Solutions of equation (33) are known as
the shear modes, since they correspond to the perpendicular directions of fluctuations to the chosen spatial momentum.
Solutions of equation (34) are known as the sound modes and they correspond to the parallel direction of fluctuations
to the chosen spatial momentum . In the following subsections, I shall study these two channels, thoroughly and
separately.
A. Shear Modes
In our system, shear channels are denoted by solutions of equation (33). The solutions are written in the following
line
ω =
w0
2θ1
(
i±
√
4ηθ1k2
w20
− 1
)
. (35)
Hydro modes of this channel are derived from small wavenumber limit of the latter equation
ω
(1)
hydro =
iw0
θ1
(
1− ηθ1k
2
w20
)
+O(k4), ω(2)hydro =
iηk2
w0
+O(k4). (36)
It is noteworthy that equation (35) transforms to the Fshear in the paper [27] if we set there v0 = 0 and θ → θ1. By
looking to the equation (35), we see that there is a critical wave number
kc =
w0
2
√
ηθ1
, (37)
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FIG. 1: Real and imaginary parts of hydro modes in the shear channel for θ1
η
= 2. Left figure corresponds to the real part
and right figure corresponds to the imaginary part of shear modes. Vertical and horizontal axes are relabeled so as to give
dimensionless quantities. The blue and red curves represent two branches of solutions in the relation (32).
which for k ≥ kc we have two propagating modes, while for k < kc we have two nonpropagating modes [25]. In this
channel there is one difference between our results and those of uncharged fluid. According to the relations (33) and
(35), we have four shear modes for charged medium, while in the uncharged case we have only two shear modes. In
the Fig.(1) the real and imaginary parts of the hydro modes in the shear channel are sketched for θ1
η
= 2. Axes are
relabeled so as to give dimensionless parameters. As we see in this figure, there is a critical wave number which before
it, the real part is zero and imaginary part is nonzero. But after the kc a real part is developed for shear modes. This
is the generic feature of shear modes. In the Fig.(1) the critical value of momentum is ηkc
w0
= 1
2
√
2
.
Stability and causality requirements may constrain the transport parameters (η, θ1). Stability requires that Imω ≤ 0
and causality implies that group velocity should not exceed than 1
(
vg =
∂Re(ω)
∂k
≤ 1
)
. One might think that these
two concepts are independent of each other, but I shall argue that in the relativistic theory these two issues are
correlated to each other. I have observed that for our case stability gives causality.
To derive the stability constraints, I plug ω = iΩ into the relation (33). Therefore, the stability demands that
ReΩ ≤ 0. This gives rise to the following equation
Ω2θ1 +Ωw0 + ηk
2 = 0, (38)
which by using the Routh-Hurwitz criteria [33], it leads to the following conditions
η ≥ 0, θ1 ≥ 0. (39)
To derive the causality constrains, I have to look for the asymptotic limit of wave number (k → ∞) in the group
velocity expression [25]. This statement is verified for the calculations of MIS theory [25] and I can safely apply it
for this general first order hydro. This is because the arguments as explained, are general and do not depend on the
detail of theory. Let us discuss briefly the main points of this argument mentioned in the paper [25]. The analysis of
the hydro modes in the second order dissipative hydrodynamics went back to the original paper [24]. In this way one
might guess that the MIS theory becomes always stable and causal. But this is a wrong conclusion. It was shown
in the paper [26] that for certain values of parameter space in the MIS formalism the theory exhibits acausal and
unstable modes. Later on in the paper [25], the same calculation is done for MIS formalism in an arbitrary dimension
and the authors derived the conditions which stated that MIS formalism becomes stable and causal if it respects to
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the following asymptotic condition[25]
lim
k→∞
vg ≤ 1. (40)
This condition states that in a general equilibrium state, the theory is stable if this asymptotic causality condition
is fulfilled. The reverse is in general not true, but the stability of theory is contingent upon whether the asymptotic
causality condition is satisfied. Suppose that I could write the hydro perturbations as it follows
δA(x, t) =
∑
ℓ
∫
dω δ˜A(ω)e−iωt+ikℓ(ω)x, (41)
where δA(x, t) represents the hydro fields such as (δT, δµ, δuµ) and the index ”ℓ” stands for different modes. The
function kℓ(ω) is the inverted form of dispersion relation ωℓ(k) of the respective modes. I can set the initial conditions
in such a way that
∑
ℓ δ˜A(ω) be an analytic function in the upper half section of the complex ”ω” plane. Divergence
of the group velocity corresponds to singularities in the complex ”ω” plane. If the asymptotic causality condition
(40) is respected, then the imaginary part of the dispersion relation remains always negative. Therefore, the system
becomes also stable. On the other hand, if this asymptotic condition is violated, then the singularity might appear
on the upper half plane. Thus, the theory becomes unstable. To further explore the asymptotic condition (40), I am
going to calculate the equation (41). Assume that at large k, the group velocity can be written as it follows
lim
k→∞
Reωℓ(k) = v
as
ℓ k. (42)
Thus, in this limit the exponential term in the equation (41) takes the following form
e−iωt+ikℓ(ω)x → e−i
ω
vas
ℓ
(vasℓ t−x). (43)
For x > vasℓ t, I have to close the integral contour in the equation (41) in the upper half plane. If the asymptotic
condition (40) is fulfilled, there are no singularities in the upper half plane and the integral gives zero. But for x < vasℓ t
the contour has to closed in the lower half plane and it might give the non-vanishing values if the asymptotic condition
is respected. However, if I choose vasℓ ≤ 1 (the asymptotic condition), then the position x where the disturbances
lie within, remains always in the light cone region. Therefore, asymptotic condition of group velocity guarantees not
only the stability of theory, but also the causality of theory as a whole.
Based on this proof, to invoke the causality conditions I look for the limit k →∞ of velocity of the respective modes.
For the shear channel based on the solution (35), I get the following result for asymptotic velocity
lim
k→∞
vg =
√
η
θ1
. (44)
Thus, we conclude that causality shrinks the phase space of transport parameters to the following one
η ≤ θ1. (45)
This constraint is in complete agreement with the condition (29) of the paper [27]. In the paper [27], the author has
obtained the latter constraint for the locally boosted fluid and it is not clear how to obtain this condition for the
fluid at its local rest frame v0 = 0. The asymptotic causality condition (40) has derived the same result without
considering the velocity of frame. Also, the condition (45) can be compared with the similar condition derived for
MIS fluid [25]. Both of these two models (MIS and general first order hydro) have shown that in a causal theory,
the shear transport coefficient can not take any arbitrary value. It should take the values according to the conditions
derived from equation (40).
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B. Sound Modes
In our system, the sound channel is described by the solutions of equation (34). I write the resulting equation as
the following one
a6 ω
6 + ia5 ω
5 + a4 ω
4 + ia3 ω
3 + a2 ω
2 + ia1 ω + a0 = 0. (46)
Hydro modes correspond to the small wave number limit of the solutions of latter equation. Forms of the coefficients
(ai, i = 1, . . . 6) in the equation (46) are given below
a6 ≡ 3θ1S1, (47)
a5 = µ0
(
3n0S1 − θ1S2
)
, (48)
a4 = k
2
(
3ǫ1S3 − 2S1 (2η + θ1)
)
+ µ20n0S2, (49)
a3 = k
2µ0
(
χ
3
(
3θ2ǫ1 + ǫ2 (4η + θ1)
)
− n0
(
S1 + ǫ2ℓ1 + 3 (θ2ν1 − S3 − ǫ1ℓ2) + ν2 (4η + θ1)
))
, (50)
a2 =
k2
3
(
k2
(
θ1S1 + 4η (γ1ǫ2 + 3θ2ν1 − θ1ν2)− 6ǫ1 (S3 + 2ηγ2)
)
− n0µ20
(
S2 + 9ℓ2n0
))
, (51)
a1 =
k4µ0
3
(
χθ2 (4η − ǫ1) + n0
(
ǫ2ℓ1 − 3ǫ1ℓ2 + 3 (θ2ν1 − S3 − 4ηγ2)
))
, (52)
a0 =
k4
3
(
k2 (ǫ1 − 4η)S3 + 3n20µ20ℓ2
)
. (53)
In these relations the unknown expressions for S1,2,3 and ℓ1,2 are defined as
S1 ≡ ν2ǫ1 − ν1ǫ2, S2 ≡ χǫ2 − 3ν2n0, S3 ≡ γ2θ1 − γ1θ2, (54)
ℓ1,2 ≡ γ1,2 − n0
w0
θ1,2. (55)
For dense medium w0 = n0µ0 and therefore ℓ1,2 = γ1,2 − θ1,2µ0 . The ai coefficients in the relations (47) to (53)
have featured some properties . The even coefficients (a2, a4, a6) have even powers of µ0, while the odd coefficients
(a1, a3, a5) have odd powers of µ0. This is not an incidental event. It is such that the charge conjugation symmetry is
satisfied. I will discuss it in few lines later. The other property is that the even coefficients a2n are ordered according
to the even powers of momentum, while in the odd coefficients a2n−1 there is just one term and it is proportional to
the k6−2n. The next property is that in the even coefficients the greatest powers of momentum (the order k6 in a6
and so on), have nothing to do with thermodynamics information and just the transport parameters appear, while
the next lowest order of momentum have influenced of either the thermodynamics or transport parameters. In the
odd coefficients both of the thermodynamics values and transport parameters contribute to expressions.
In the paper [27], the author investigated the transformation properties of transport parameters under the redefinitions
of thermo fields. By looking to those transformations and extending them to dense fluid, we are able to derive the
variations of S1,2,3 under the fields redefinitions. The expressions ℓ1,2 are invariant under the thermo field redefinitions.
By using the equations (32), transformation properties of transport parameters can be recast as following ones
ǫi → ǫi − 3n0ci, νi → νi − χci, (56)
θi → θi − w0bi, γi → γi − n0bi, (57)
η → η. (58)
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In these relations, the (i = 1, 2) correspond to the two sets of transport parameters. Using the latter relations will
enable us to derive the transformation properties of S1,2,3. The final result is written as
S1 → S1 − 3n0 (ν1c2 − ν2c1)− χ (c1ǫ2 − c2ǫ1) , (59)
S2 → S2, (60)
S3 → S3 − n0µ0 (ℓ2b1 − ℓ1b2) . (61)
Invariance of S2 backs to the EoS of dense fluids (n0 = αµ30, χ = 3αµ20) in which α is a positive and real number
and depends on the underlying microscopic theory. In traditional view of hydrodynamics, we have fixed these free
transport parameters before going to derive the hydro modes. But in the present case, I leave them free to take any
values as long as the stability and causality are not violated. It is worthwhile to mention that equations (59) to (61)
imply that ais are not invariant under the change of frame. Thus, the stability and causality conditions derived from
them, might depend on the chosen frame (special values of b1,2 and c1,2).
I back to examine the symmetries of equation (46). One of these important symmetries is charge conjugation symmetry
which determines whether the hydrodynamic equations appear for antiparticles. If we look to the bases written in
the relations (28) and (29), we shall see that by charge conjugation transformation (µ0 → −µ0), the bases transform
as the following one
(s1, s2)→ (s1, s2), s3 → −s3, (62)
(vµ1 , v
µ
2 )→ (vµ1 , vµ2 ), vµ3 → −vµ3 , (63)
σµν → σµν . (64)
On the other hand, energy momentum tensor and charged current vector transform under the charge conjugation as
it follows
(T µν , Jµ)→ (T µν ,−Jµ). (65)
Therefore, the transport parameters associated with each scalar, vector and tensor bases, change as the following one
(ǫ1, ǫ2)→ (ǫ1, ǫ2), ǫ3 → −ǫ3, (π1, π2)→ (π1, π2), π3 → −π3, (ν1, ν2)→ −(ν1, ν2), ν3 → ν3, (66)
(θ1, θ2)→ (θ1, θ2), θ3 → −θ3, (γ1, γ2)→ −(γ1, γ2), γ3 → γ3, (67)
η → η. (68)
These properties give rise to the following transformations for S1,2,3 and ℓ1,2 under the charge conjugation symmetry
(S1,S3, ℓ2)→ (S1,S3, ℓ2) , (S2, ℓ1)→ − (S2, ℓ1) . (69)
Collecting all these transformations together will result to the invariance of coefficients (ai, i = 1, · · · 6) under the
charge conjugation transformation. Therefore, the equation (46) remains invariant under the charge conjugation
transformations as it is expected.
Now I gonna to derive the sound modes. Since the sound equation is a sixth order polynomial, its analytical solutions
are very subtle to derive. Instead, I study them in special limits. At small wave number limit, the hydro modes can
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be derived as it follows
ω1 = − iµ0n0
θ1
+O(k2), (70)
ω2 =
iµ0S2
3S1 +O(k
2), (71)
ω3,4 = ± k√
3
− 2ik
2η (S2 + 3χθ2 − 9n0γ2)
3n0µ0 (S2 − 9n0ℓ2) +O(k
3) = ± k√
3
− 2ik
2η
3n0µ0
+O(k3), (72)
ω5,6 = ±k
√
3n0ℓ2
S2 +
3ik2
(
9ℓ22n
2
0a5 + 3n0ℓ2a3
S2
k2
+ a1
S2
2
k4
)
2µ20S22n0 (S2 − 9n0ℓ2)
+O(k3). (73)
In dense fluid the hydro modes will split into four gapless and two gapped modes. The first two modes (ω1,2) are
nonpropagating modes and are about the decay of sound modes in dense fluid. They are independent of momentum
(at least in the lowest order) and the transports define the new relaxation times
τ1 =
θ1
µ0n0
, τ2 = − 3S1
µ0S2 . (74)
Stability condition constrains the expressions in sound modes. In the ”ω1” channel, I derive θ1 ≥ 0 which is nothing
but the relation (39). In the channel ω2, I get the following result
S2
S1 ≤ 0 (75)
S2 is frame invariant but S1 is not. Therefore, changing the frame will change the condition derived from the latter
equation. I can further simplify the latter constraint by using the EoS of dense fluid. This simplification leads to the
ǫ2 − ν2µ0
ν2ǫ1 − ν1ǫ2 ≤ 0. (76)
The channels ω3,4 are the familiar sound modes which take the new modification. In the channel ω3,4, stability
demands that
S2 + 3χθ2 − 9n0γ2
S2 − 9n0ℓ2 ≥ 0 (77)
By using the transformation properties shown in the relations (56) to (58) as well as the EoS of dense fluid, we could
show that the latter condition is frame invariant and it reduces to the trivial condition
ǫ2 − ν2µ0 + 3 (θ2 − γ2µ0)
ǫ2 − ν2µ0 − 3ℓ2µ0 = 1 ≥ 0. (78)
In the channel ω5,6 the stability condition requires that
9ℓ22n
2
0a5 + 3n0ℓ2a3
S2
k2
+ a1
S2
2
k4
S2 − 9n0ℓ2 ≤ 0. (79)
Similar to the previous modes, I can simplify the latter result by using the EoS. The final answer is as
(ǫ2 − ν2µ0)A− 3ℓ2µ0S1 ≤ 0. (80)
Expression of A is given in below
A = ℓ1ǫ2 + 3 (θ2ν1 + ℓ2θ1 − S3 − ǫ1γ2) . (81)
On the other hand, in this ”ω5,6” channel, the following conditions have to be satisfied
0 ≤ 3n0ℓ2
S2
=
µ0ℓ2
ǫ2 − ν2µ0 ≤ 1. (82)
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Both of ℓ2 and S2 are frame invariant and the latter constraint is a physical constraint independent of frame redifini-
tions.
So far the derived conditions are from the stability requirements. I can constrain the transports from causality
arguments. As argued before, the asymptotic causality criterion might give the correct result even in the boosted
frame. To this purpose, I look at the large wave number limit of sound mode equation (46). I insert ω → c k in the
equation (46) and pick up only the dominant terms for momentum ”k”, because of large momentum limit. After this
replacement, the following equation is derived
b6c
6 + b4c
4 + b2c
2 + b0 = 0. (83)
This equation has the following solution
c = ±
√
2
4
3 b24 − 6× 2
1
3 b2b6 − 2b4B 13 + 2 23B 23
6b6B 13
. (84)
In the latter relation the B has the following definition
B ≡ C +
√
B2 − 4 (b24 − 3b6b2), (85)
C ≡ 9b2b4b6 − 27b0b26 − 2b34. (86)
The coefficients (b6, b4, b2, b0) are leading order terms of (a6, a4, a2, a0) in power of momentum k which has the following
form
b6 = a6 = 3θ1S1, (87)
b4 = 3ǫ1S3 − 2S1 (2η + θ1) , (88)
b2 =
θ1S1 + 4η (γ1ǫ2 + 3θ2ν1 − θ1ν2)− 6ǫ1 (S3 + 2ηγ2)
3
, (89)
b0 =
S3
3
(ǫ1 − 4η) . (90)
Asymptotic causality condition rules that velocity ”c” in the equation (84) have to be less than one. This condition
together with the stability requirements shall strongly constrain the parameter space of transports. In what follows I
give an example of such limitation for dense fluid.
As I have described before, the parameter space of conformal dense fluid is nine dimension. I have not any possibility
to constrain all of these nine space dimension. To analyze better the phase space of transports, I choose specific
values for five of them and limit the rest four according to the stability and causality requirements. These five chosen
transports are
ǫ˜1 =
ǫ1
µ30
= 1, ν˜1 =
ν1
µ20
= 1, ν˜2 =
ν2
µ20
= 2, η˜ =
η
µ30
= 1, θ˜1 =
θ1
µ30
= 2. (91)
Another transports including
(
ǫ˜2, θ˜2, γ˜1,2 =
γ1,2
µ2
0
)
are limited according to the stability and causality requirements. It
is worthwhile to mention here that Routh-Hurwitz criteria will also limit the coefficients (a0, · · · a6) in the relations
(47) to (53) as the following ones
(a6, a5, a2, a1) > 0, (92)
(a4, a3, a0) < 0. (93)
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FIG. 2: Phase space of transports ǫ˜2 and θ˜2 for θ˜1 = 2. The left figure corresponds to the region bounded between ǫ˜2 < 2,
ǫ˜2 = −3 θ˜2 and θ˜2 = 0. In this zone γ˜1 ≥ 2 and − 2
3
< θ˜2 < 0. The right figure is for the case which γ˜1 < 2 and θ˜1 = 2. In this
region ǫ˜2 < 0, θ˜2 > 0 and ǫ˜2 < −3 θ˜2.
Therefore, I have to collect all the stability, causality and Routh-Hurwitz criteria to analyze completely the phase
space of transports. The stability conditions of equations (76), (80) and (82) as well as the Routh-Hurwitz criteria
will give us the following non trivial conditions
ǫ˜2 < 2, γ˜2 < θ˜2, γ˜2 + 2 ≥ ǫ˜2 + θ˜2, (94)
If γ˜1 ≥ 2→ ǫ˜2 ≥ −3 θ˜2, ⇒ −2
3
< θ˜2 < 0, (95)
If γ˜1 < 2→ ǫ˜2 < −3 θ˜2, ⇒ θ˜2 > 0. (96)
The first line of the latter conditions is a definite condition, while the conditions in the second and third line depends
on our choice. If I choose γ˜1 ≥ 2 then the space of transport θ˜2 is limited to specific values, namely between −23 and
zero and if I select γ˜1 < 2 then the space of transport θ˜2 is all the positive real numbers. In the Fig.(2) I show these
limits on the phase-space of ǫ˜2 and θ˜2. These regions are solely derived from Routh-Hurwitz and stability criteria and
they have nothing to do with causality.
According to the arguments based on the Fig.(2), I have to split the phase space of transports into two distinct
regions. First the regions with γ˜1 ≥ 2 and the second the regions with γ˜1 < 2. I go to examine the first case, γ˜1 ≥ 2.
In the Fig.(3) I show the valid regions of γ˜2 and ǫ˜2 for two values θ˜2 = − 13 and θ˜2 = − 16 , both of them have γ˜1 = 3.
To derive these regions I put together all the Routh-Hurwitz, stability and causality conditions. I have observed that
the conditions derived from Routh-Hurwitz and stability criteria respect to the causality requirements. The boundary
of each diagram is shown in the figure and in both of these plots γ˜2 is negative. Form of the boundaries are derived
from Routh-Hurwitz criteria as in the relations (92) and (93) and the stability conditions as those in the relations
(94). According to the regions shown in the left part of Fig.(2) as well as the equation (95), I must have 1 ≤ ǫ˜2 < 2
for θ˜2 = − 13 and 12 ≤ ǫ˜2 < 2 for θ˜2 = − 16 . The area of left and right plot of Fig.(3) are 0.91 and 1.04, respectively.
Also in the Fig.(4) I sketch the permissible zones of γ˜2 and ǫ˜2 for two cases, γ˜1 = 5, θ˜2 = − 13 and γ˜1 = 5, θ˜2 = − 16 .
Again I have observed that Routh-Hurwitz and stability criteria respect to the causality demands. In both of these
plots γ˜2 is negative and the boundaries are shown in each figure. The area of left and right part are 0.5 and 0.875,
respectively. I have to notice that for the values ǫ˜2 and θ˜2 living on the boundaries of left part of Fig.(2), there is no
any acceptable region.
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both of these plots, we have γ˜2 ≤ 0 which is compatible with the second law of thermodynamics. In each of these diagrams the
functionality of boundaries are derived from Routh-Hurwitz and stability criteria. The area of left plot is 0.5 and the area of
right plot is 0.875.
After these two plots, I go to investigate the γ˜2 < 2. My calculations show that for 0 < γ˜2 < 2 there is no any acceptable
region compatible with all requirements. For γ˜2 = 0 the acceptable region is only on the line γ˜2 =
ǫ˜2
3 + θ˜2 − 2. For
γ˜2 < 0, an infinite acceptable region exist. In the Fig.(5) I show this zone for γ˜2 = −1 and θ˜2 = 10. The boundaries
are derived from Routh-Hurwitz and stability criteria. I have observed that stable regions are also in the causal region,
as of the previous cases. If the θ˜2 is increased for fixed value of γ˜, the acceptable region is between the γ˜2 = 0 and
γ˜2 =
ǫ˜2
3 + θ˜2− 2. From Fig.(5) we could decide that the favorable region for γ˜1,2 is negative values. I have mentioned
here that for the values of ǫ˜2 and θ˜2 living on the boundary of right part of Fig.(2), there is no any acceptable region.
One might ask a question here and it is that do the negative values for transports seem physical or not? Our
imagination (based on the second law of thermodynamics) tell us that negative values for transports are not acceptable.
I know that η and ξ, the shear and bulk viscosities as well as other transports are non-negative transports. Here,
I discuss about theories that respect to parity and therefore I do not consider anomalous transports. we all agree
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about the non-negativeness of transports. Also in the first order general hydro, it has been shown that for uncharged
conformal matter the on-shell solutions in the second law of thermodynamics give rise to the non-negative values
for transports [27]. However, in the charged conformal matter we shall see that negative values for transports are
permissible and they do not violate the Routh-Hurwitz, stability and causality criteria. Do these negative values
violate the second law of thermodynamics? Unfortunately, the answer is No!!! In the Appendix A. I show that
on-shell solutions for conformal charged matter will let us to have negative values. Even for very dense medium
(µ0 ≫ T0) such as in this section, the second law implies that we should have γ˜2 ≤ 0. Otherwise, the second law is
violated. As we have seen form Fig.(5) the negative values for γ˜2 is proved numerically.
IV. FINITE DENSITY MEDIUM
Finite density medium is a system which local equilibrium value of chemical potential is comparable with that of
temperature µ0 ∼ T0. For this system, the hydrodynamic equations (1) and (2) can be solved consistently by setting
the following combinations of thermodynamic fields and fluctuations
Thermodynamic state, T0 = T0, µ0 = µ0, u
µ
0 = (1, 0, 0, 0) , (97)
Fluctuations, δT 6= 0, δµ 6= 0, δuµ = (0, δux, δuy, δuz) . (98)
The non vanishing amounts of µ0 and T0 will permit us to choose the appropriate scalar and vector bases in agreement
with our need. I let them to be as the relations (15) to (17) and derive the hydro modes by using these bases. As
before, in this section I use the index number ”2” instead of number ”3” for transport parameters because of conformal
symmetry.
Our aim is to constrain these transport parameters for finite density medium. It can be done by studying the hydro
modes, but by this difference that all the aforementioned conditions would depend on temperature as Ill as chemical
potential. In order to derive the hydro modes, I repeat the steps given before and finally derive the matrixMab. Its
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form for finite density and temperature is written as
Mab =

− γ2k2+iT0β2ω+ν2ω2
T0
−k2(γ1T0−µ0γ2)+ω(T0(3ων1+iT0β1)−µ0ων2)
T 2
0
k (in0 + (γ1 + ν1)ω) 0 0
− θ2k2+ω(ǫ2ω+3in0T0)
T0
−k2(θ1T0−µ0θ2)+ω(3iT0(w0−n0µ0−iǫ1ω)−µ0ωǫ2)
T 2
0
k (iw0 + (ǫ1 + θ1)ω) 0 0
k(3in0T0+ω(ǫ2+3θ2))
3T0
k(−µ0ω(ǫ2+3θ2)+3T0(iw0−iµ0n0+ω(ǫ1+θ1)))
3T 2
0
− 13k2(ǫ1 − 4η)− ω (iw0 + θ1ω) 0 0
0 0 0 ηk2 − ω (iw0 + θ1ω) 0
0 0 0 0 ηk2 − ω (iw0 + θ1ω)

.
(99)
The hydro modes are nothing but the solutions of following equations
ηk2 − ω (iw0 + θ1ω) = 0, (100)
det

− γ2k2+iT0β2ω+ν2ω2
T0
−k2(γ1T0−µ0γ2)+ω(T0(3ων1+iT0β1)−µ0ων2)
T 2
0
k (in0 + (γ1 + ν1)ω)
− θ2k2+ω(ǫ2ω+3in0T0)
T0
−k2(θ1T0−µ0θ2)+ω(3iT0(w0−n0µ0−iǫ1ω)−µ0ωǫ2)
T 2
0
k (iw0 + (ǫ1 + θ1)ω)
k(3in0T0+ω(ǫ2+3θ2))
3T0
k(−µ0ω(ǫ2+3θ2)+3T0(iw0−iµ0n0+ω(ǫ1+θ1)))
3T 2
0
− 13k2(ǫ1 − 4η)− ω (iw0 + θ1ω)
 = 0. (101)
The first equation corresponds to the shear modes and the second one corresponds to the sound modes. Shear modes
of this section is same as the relation (33) and all the properties, discussions and plots given before, is repeated here
similarly and I do not say them again. Therefore, I analyze the sound channel.
A. Sound channel
In this channel, the equation (101) becomes
a6 ω
6 + ia5 ω
5 + a4 ω
4 + ia3 ω
3 + a2 ω
2 + ia1 ω + a0 = 0. (102)
The coefficients (ai, i = 1, · · · 6) for this case take the following form
a6 = 3θ1S1, (103)
a5 = 3
(
w0S1 − θ1S4
)
, (104)
a4 = k
2
(
3ǫ1S3 − 2S1 (2η + θ1)
)
+ 9n20T0θ1 + 3w0S4, (105)
a3 = 3T0w0
(
3n20 − w0χ
)
+ k2
(
2 (2η + θ1)S4 − w0
(
γ1ǫ2 − 3γ2ǫ1 + 3θ2ν1 − ν2θ1 + S1 − 3S3
))
, (106)
a2 = −k2
(
w0
(
S4 + 3w0ℓ2 − T0 (3n0γ1 + χ (4η + θ1))
)
+ 6n20T0 (2η + θ1)
)
+
k4
3
(
θ1S1 − 6ǫ1S3 + 4η (γ1ǫ2 − 3γ2ǫ1 + 3θ2ν1 − θ1ν2)
)
, (107)
a1 =
k4
3
(
w0 (ǫ2ℓ1 − 3ǫ1ℓ2 − 3 (S3 + 4ηγ2 − θ2ν1))− 3n0T0 (θ1ν1 − 4ηγ2) + (ǫ1 − 4η) (χθ1T0 − 3n0θ2)
)
− k2T0w0
(
3n20 − w0χ
)
, (108)
a0 =
k4
3
(
k2 (ǫ1 − 4η)S3 + 3w20ℓ2 − 3n0T0w0ℓ1
)
. (109)
Definitions of S1,3 and ℓ1,2 are same as the relations (54) and (55). The S4 has the following definition
S4 ≡ ǫ2n0 − w0ν2 + T0 (3n0ν1 − χǫ1) . (110)
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In order to reach to the expressions for ai coefficients I use of the following equation between number density suscep-
tibilities for conformal matter
T0
(
∂n0
∂T0
)
µ0
+ µ0
(
∂n0
∂µ0
)
T0
= 3n0. (111)
The ai coefficients in the relations (103) to (109) have the similar features as of the relations (47) to (53) which are
described below the relation (55). Thus, I do not repeat them again. So, I go straightly to the sound hydro modes
ω1 = − iw0
θ1
+O(k2), (112)
ω2,3 =
i
2S1
(
S4 ±
√
S24 + 4T0S1 (3n20 − w0χ)
)
+O(k2), (113)
ω4 =
ik2 (n0T0ℓ1 − w0ℓ2)
T0 (3n20 − w0χ)
+O(k3), (114)
ω5,6 = ± k√
3
− 2ik
2η
3w0
. (115)
Unlike the previous section, in the current section the sound mode possess three gapless and three gapped modes.
The channels ω1,2,3 are about the decay of sound modes in this case and the corresponding relaxation times can be
written as
τ1 ≡ θ1
w0
, τ2,3 ≡ −2S1S4 ±
√S24 + 4T0S1 (3n20 − w0χ) . (116)
To constrain the transports we have four ways; i) Routh-Hurwitz criteria, ii) stability, iii) causality and iv) second
law of thermodynamics. I have to tune the transports in such a way that all these four requirements are satisfied
simultaneously. The Routh-Hurwitz criteria can be imposed independently. The stability demands that
n0T0ℓ1 − w0ℓ2
3n20 − w0χ
≤ 0, (117)
S4 ±
√S24 + 4T0S1 (3n20 − w0χ)
S1 ≤ 0, (118)
as well as the relation (39). The causality requirements have to be imposed according to the relation (40). Since
the high momentum terms of even ais in the expressions (103) to (109) are like as the even ais in the relations (47)
to (53), the asymptotic velocity given in the relation (84) can be applied similarly in this case. The only important
thing in this section is that how to apply the second law requests for constraining the transports. This is not so hard
problem, since the relation (A20) is our guide.
To be some concrete and to our analysis program, I take the EoS of weakly interacting QGP with Nc gluons and Nf
fermions
ǫ0 = 2(N
2
c − 1)
π2T 4
30
+ 2Nf
(
7π2T 4
120
+
µ2T 2
4
+
µ4
8π2
)
. (119)
The factor 2 accounts for the spin DoF. In what follows, I take Nc = Nf = 3 throughout the analysis. Hereafter,
I split our analysis to two cases: 1) x = µ0
T0
= 1.30 and 2) x = µ0
T0
= 0.23. Choice of these values are such that
the variable 4ǫ03n0T0 becomes 50 and 10, respectively. From Routh-Hurwitz and stability requirements we have two
conditions independent of x
γ˜2 > r[γ˜1, θ˜2] =
γ˜1θ˜2
2
, 2ǫ˜2γ˜1 + 3 (2 + γ˜1) θ˜2 ≥ 6 + ǫ˜2 + 12γ˜2. (120)
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x = 1.3 x = 0.23
γ˜2 ≤ C1[γ˜1, θ˜2] = θ˜2 + 0.1γ˜1 − 0.2 γ˜2 ≤ D1[γ˜1, θ˜2] = θ˜2 + 0.02γ˜1 − 0.04
γ˜2 ≤ C2[γ˜1, θ˜2] = 0.1
(
γ˜1 + θ˜2
)
− 0.02 γ˜2 ≤ D2[γ˜1, θ˜2] = 0.02
(
γ˜1 + θ˜2
)
− 0.0008
γ˜2 ≤ C3[ǫ˜2, γ˜1, θ˜2] = 1.37 + ǫ˜2 (0.11γ˜1 − 0.2) + θ˜2
3
(1 + γ˜1) γ˜2 ≤ D3[ǫ˜2, γ˜1, θ˜2] = 1.57 + ǫ˜2 (0.11γ˜1 − 0.12) + θ˜2
3
(1 + γ˜1)
γ˜2 ≤ C4[ǫ˜2, γ˜1, θ˜2] = 0.71 − 0.03ǫ˜2 + 0.1γ˜1 + θ˜2 γ˜2 ≤ D4[ǫ˜2, γ˜1, θ˜2] = 0.84− 0.006ǫ˜2 + 0.2γ˜1 + θ˜2
γ˜2 ≤ C5[ǫ˜2, γ˜1, θ˜2] = −0.06 + ǫ˜2 (0.05γ˜1 − 0.1) + θ˜2 (0.15γ˜1 + 0.34) γ˜2 ≤ D5[ǫ˜2, γ˜1, θ˜2] = −0.03 + ǫ˜2 (0.048γ˜1 − 0.096) + θ˜2 (0.14γ˜1 + 0.29)
TABLE I: Lists of constrains for two values of x = µ0
T0
, including the x = 1.3 in the left and x = 0.23 in the right column,
stemming from the Routh-Hurwitz, stability and second law criteria.
Unlike the previous section, in this section I scale the transports in terms of T0
ǫ˜1,2 =
ǫ1,2
T 3
, θ˜1,2 =
θ1,2
T 3
, η˜ =
η
T 3
, γ˜1,2 =
γ1,2
T 2
, ν˜1,2 =
ν1,2
T 2
(121)
Also RouthHurwitz, stability and second law give another constraints which depend on x. For two above mentioned
values of x, namely the x = 1.3 and x = 0.23 I have listed them in Table(I). In order to compare better the analysis
with the similar case in the dense fluid, I choose the same values for
(
ǫ˜1,2, ν˜1, θ˜1, η˜
)
as the ones denoted in the relation
(91). Also the chosen values for γ˜1 and θ˜2 to draw the figures is same as before. I mean that first I split the plots into
two distinct branches: first the branch with γ˜1 ≥ 2 and second the branch with γ˜1 < 2. For the first branch I take
four plots with
(
γ˜1 = 3, θ˜2 = − 13
)
,
(
γ˜1 = 3, θ˜2 = − 16
)
,
(
γ˜1 = 5, θ˜2 = − 13
)
and
(
γ˜1 = 5, θ˜2 = − 16
)
for each of x = 1.3
and x = 0.23. After that I discuss about the existence of solutions for 0 < γ˜1 < 2. Eventually, I illustrate the figures
for γ˜1 < 0 for each of the x values. The figures show the physical γ˜2 and ǫ˜2 zones which are compatible with all the
Routh-Hurwitz, stability, causality and second law requirements. This is our strategy to know better the accessible
zones of transports.
In the Fig.(6) the acceptable zones for x = 1.3 and x = 0.23 with the sets
(
γ˜1 = 3, θ˜2 = − 13
)
,
(
γ˜1 = 3, θ˜2 = − 16
)
is
shown. The boundaries of each plot is indicated which are labeled by the corresponding conditions given in the Table.
(I) and the relation (121). The areas of the plots from top-left to bottom-right are (0.14, 0.10, 0.07, 0.05), horizontally.
I have also seen that the values of transports inside these zones do not contradict with the causality condition, the
relation (40) in which the asymptotic velocity is given by the relation (84). Compared to the similar plots in the Fig.
(3), I have seen that finite ratio of x for these values of γ˜1 and θ˜2 have decreased the accessible zone. It seems that
if x → 0 the acceptable zone shrinks even more and more and thus for these values of γ˜1 and θ˜2 the high density
medium is much more favorable.
In the Fig.(7) the same plots are shown for for x = 1.3 and x = 0.23 with
(
γ˜1 = 5, θ˜2 = − 13
)
,
(
γ˜1 = 5, θ˜2 = − 16
)
.
The boundaries of each plot is labeled by the corresponding conditions given in the Table.(I) and the relation (121).
The areas of the plots from top-left to bottom-right are (0.69, 0.61, 0.41, 0.32), horizontally. These physical zones have
satisfied the asymptotic causality condition, given in the relation (40). Compared to the similar plots in the Fig.(4), I
have seen that finite ratio of x for
(
γ˜1 = 5, θ˜2 = − 13
)
have increased the accessible zone, while for
(
γ˜1 = 5, θ˜2 = − 16
)
have decreased it. Again for the values ǫ˜2 and θ˜2 living on the boundaries of left part of Fig.(2), there is no any
acceptable region.
For 0 < γ˜1 < 2 there is no any accessible zone. For γ˜1 = 0 until a critical value of θ˜2 we have no any physical
zone, but after it a large area appears. In the Fig.(8) I show this area for
(
γ˜1 = 0, θ˜2 = 10
)
for each of the x values.
Compared to dense medium, I have seen that the physical spaces for transport becomes larger which shows that for
γ˜1 = 0 the finite density medium is more favorable than dense medium. To remind, I have to say that in dense
medium for γ˜1 = 0, the valid space is on the line γ˜2 =
ǫ˜2
3 + θ˜2 − 2.
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FIG. 6: Acceptable zones in the case of finite density and temperature. Boundaries are given in each plot according to the
stability, Routh-Hurwitz and second law constrains. Top-left figure corresponds to
(
γ˜1 = 3, θ˜2 = − 1
3
, x = 1.3
)
and the area
of this plot is 0.14. Top-right figure corresponds to
(
γ˜1 = 3, θ˜2 = − 1
3
, x = 0.23
)
and the area of this plot is 0.10. Bottom-
left figure corresponds to
(
γ˜1 = 3, θ˜2 = − 16 , x = 1.3
)
and the area of this plot is 0.07. Bottom-right figure corresponds to(
γ˜1 = 3, θ˜2 = − 16 , x = 0.23
)
and the area of this plot is 0.05.
If γ˜1 < 0 again until a critical value of θ˜2 we have no any valid zone compatible with all conditions, but after it an
infinite physical space emerges. In the Fig.(9) I indicate this zone for
(
γ˜1 = −1, θ˜2 = 10
)
for each of the x values.
Unlike the all previous cases, for systems with γ˜1 < 0 in the finite ratio of x and after the critical θ˜2, the physical
zone is infinite. Similar case for dense medium is shown in the Fig.(5) which also has infinite area. It seems such that
the space γ˜2 < 0 is most favorable region for finite density medium.
V. CONCLUSION
Looking to the stability and causality problems in dissipative hydrodynamics is one of the long standing challenges
in this field. Stability means that hydro fluctuations never grow up as the time runs and causality refers to the fact
that the velocity of fluctuations never exceed than speed of light. Historically, this problem is remedied by adding
a phenomenological equation to the known hydro equation and treating the dissipative tensors as new DoF. This
strategy is good but it suffers from lacking the fundamental bases and has no any physical background to support
it. The newly developed GF notion has resolved the stability and causality problems without introducing artificial
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FIG. 7: Acceptable zones in the case of finite density and temperature. Boundaries are given in each plot according to the
stability, Routh-Hurwitz and second law constrains. Top-left figure corresponds to
(
γ˜1 = 5, θ˜2 = − 13 , x = 1.3
)
and the area
of this plot is 0.69. Top-right figure corresponds to
(
γ˜1 = 5, θ˜2 = − 13 , x = 0.23
)
and the area of this plot is 0.61. Bottom-
left figure corresponds to
(
γ˜1 = 5, θ˜2 = − 1
6
, x = 1.3
)
and the area of this plot is 0.41. Bottom-right figure corresponds to(
γ˜1 = 5, θ˜2 = − 16 , x = 0.23
)
and the area of this plot is 0.32.
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FIG. 8: Acceptable zones in the case of finite density and temperature. Boundaries are given in each plot according to the
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FIG. 9: Acceptable zones in the case of finite density and temperature. Boundaries are given in each plot according to the
stability, Routh-Hurwitz and second law constrains. The left figure corresponds to
(
γ˜1 = −1, θ˜2 = 10, x = 1.3
)
. The right
figure corresponds to
(
γ˜1 = −1, θ˜2 = 10, x = 0.23
)
. For γ˜1 < 0 the accessible zone has infinite area which shows the favorablity
of this value.
terms. This idea has benefited of the frame concept in dissipative hydrodynamic and does not fix it before studying
the stability and causality conditions. Indeed, the physical hydrodynamic frame for relativistic systems in view of the
GF is a frame in which respects to the all physical and high energetic conditions.
This work tries to give the physical and acceptable region of transports for dense medium. The selected framework in
this paper is to work with conformal charged matter in order to analyze better the conditions. I have seen that the
charge conjugation symmetry implies RH equations for particles and antiparticles are the same. The main achievement
of this paper is that for conformal charged matter the second law of thermodynamics has not ruled out the existence
of negative transports. Importance of this result is that so far we all agree on the non-negativeness of transports
because of second law’s rule (∂µS
µ ≥ 0) and appearance of negative transports seems to be a taboo. I illustrate the
existence of negative transports theoretically and numerically. The sign of scalar transports for conformal matter in
the GF framework are not limited by any constraints, but there is a condition among the vector transports, i.e. the
relation (A20) which only tells about the sign of transports combination not the individual transports. However, I
infer that in extreme limits which x→ 0 or x→∞, the second law of thermodynamic has ruled definitely that γ˜2 ≤ 0.
By fixing some transports, the good regions for other transports including the γ˜2 and ǫ˜2 are derived. In the case of
finite T0 and µ0 medium, this work is done for two ratios of (x = 1.3, 0.23) and the conditions for each of these x is
derived and tabulated. From the areas of plot we could judge about the favorability of each case and compare it with
other ones. I have seen that the most favorable regions for transports γ˜1,2 are negative values. I have also observed
that the regions which are derived from Routh-Hurwitz, stability and second law constraints, have respected to the
asymptotic causality condition expressed in the relation (40).
The GF framework is in its infant age and deserves a lot attention. In following this paper we could extend it in some
lines. First we have to know about the physical meaning of negative transports. I mean that we have to explore the
implications of this negative transports in other applications of hydrodynamic calculations and see whether or how a
pathological behavior emerges or not. Second we can construct a microscopic relation for these transports, i.e. from
the Green-Kubo formalism or other relations and to observe the fingerprints of this negativeness on the microscopic
field theory. Other important question is that to construct a holographic picture for the GF hydrodynamic framework.
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Appendix A
I want to show that negativeness of transports do not contradict with the second law of thermodynamics. In order
to do this, the following definition for canonical entropy current of charged fluid is used
TSµcan = pidu
µ − T µνuν − µJµ. (A1)
It can be shown that this form of entropy current is invariant under the frame redefinition [4]. Also the index ”id”
refers to ideal part of pressure. By putting the corresponding expressions for energy momentum tensor and vector
current into the latter relation, after a bit calculation I reach to the following result for canonical entropy
TSµcan = (Tsid + Eres − µNres)uµ +Qµ − µJ µ. (A2)
In the latter relation the Eres and Nres are the resistive parts of energy and number density seen in the relation (13)
and (14). Definition of sid is as Tsid = ǫ0 + pid − µn0 and Qµ and J µ have no ideal part and start from first order
gradient terms according to the relation (14). By using the Equations of Motion (EoM) as in the relations (1) and
(2), divergence of canonical entropy can be written as
∂µS
µ
can = −T µνres∂ν
(uν
T
)
− J µ∂µ
(µ
T
)
. (A3)
The resistive parts of energy momentum tensor and first order gradient terms of current has to be inserted into the
latter relation. In these terms the transport coefficients appear along with their bases. For charged conformal matter
thanks to the relation (30), after a little computation the following off-shell relation is derived
∂µS
µ
can = S
T ·Ms · S + V Tµ ·Mv · V µ. (A4)
The ”T ” stands for transpose and S and V are scalar and vector bases as it follows
S =
(
uµ∂µT
T
, ∂µu
µ, uµ∂µ
(µ
T
))T
, (A5)
V µ =
(
uν∂νu
µ,
∆µν∂νT
T
,∆µν∂ν
( µ
T
))T
. (A6)
Ms and Mv are also scalar and vector matrices involve the transports
Ms =

−3ǫ1 −ǫ1 − 3ν1+ǫ22
−ǫ1 − ǫ13 − ν12 − ǫ26
− 3ν1+ǫ22 − ν12 − ǫ26 −ν2
 , (A7)
Mv =

−θ1 −θ1 − γ1+θ22
−θ1 −θ1 − γ1+θ22
− γ1+θ22 − γ1+θ22 −γ2
 . (A8)
The transports on this level (the off-shell level) have not to be limited, since transports are frame dependent quantities
while the entropy current is a frame independent one. Therefore, the relation (A4) is studied in the on-shell limit
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which means that EoM are used to eliminate the dependent vector and scalar bases. These EoM involve only the ideal
part of thermo fields since EoM are first order in gradient and putting the first order terms of constitutive relations,
make them to be second order which is beyond the scope of our calculation. Therefore, I use of the following scalar
equations for charged fluid by taking the equilibrium values for thermo fields
uµ∂µǫ0 + (ǫ0 + pid) ∂µu
µ = 0, (A9)
uµ∂µn0 + n0∂µu
µ = 0, (A10)
to vanish two of scalar bases in favor of another one. I take the EoS of conformal charged matter in four dimension as
ǫ0
T 4
=
3pid
T 4
= a+ b
(µ
T
)2
+ c
(µ
T
)4
, (A11)
n0
T 3
=
1
3T 3
∂pid
∂µ
=
2
3
(
2c
(µ
T
)3
+ b
(µ
T
))
, (A12)
sid
T 3
=
1
3T 3
∂pid
∂T
=
2
3
(
2a+ b
(µ
T
)2)
. (A13)
The latter relations have to be inserted into the relations (A9) and (A10) and the following equations are obtained
ǫ0
uµ∂µT
T
+
3n0T
4
uµ∂µ
(µ
T
)
= −∂µu
µ
3
ǫ0, (A14)
n0
uµ∂µT
T
+ χTuµ∂µ
( µ
T
)
= −∂µuµn0. (A15)
Solutions of equations (A14) and (A15) are very simple to derive
uµ∂µT
T
= −∂µu
µ
3
, uµ∂µ
(µ
T
)
= 0. (A16)
The same work can be done for vector bases by using the following equation
uν∂νu
µ = −∆
µν∂νpid
ǫ0 + pid
. (A17)
The EoS as in the relations (A11) to (A13) has to be plugged into the latter relation and finally we arrive to the
following equation
−uν∂νuµ = ∆
µν∂νT
T
+
3n0T
4ǫ0
∆µν∂ν
( µ
T
)
. (A18)
In the latter relation, the ∆µν∂ν
(
µ
T
)
is eliminated in favor another two. Now, the equation (A16) together with
relation (A18) are used to make on-shell the second law of thermodynamics, the relation (A4). Calculations show
that it reduces to the following result
∂µS
µ
can =
(
uν∂νu
µ +
∆µν∂νT
T
)2 (
−
(
4ǫ0
3n0T
)2
γ2 +
4ǫ0
3n0T
(γ1 + θ2)− θ1
)
. (A19)
As it is evident, the scalar sections do not enter into the second law and only the vector transports can be limited by
using the second law. Therefore, we can not constrain the scalar transports in this way. This is a weird result and it
is because of the conformal symmetry. On the other hand, in order to satisfy the second law we have to have
−
(
4ǫ0
3n0T
)2
γ2 +
4ǫ0
3n0T
(γ1 + θ2)− θ1 ≥ 0. (A20)
We can not say any thing about the individual vector transports, but the combination of them is limited. It depends
on the chosen matter. For example in the high density medium (µ ≫ T ), it can be shown that 4ǫ03n0T → ∞ and
26
therefore γ2 ≤ 0. Also in the high temperature limit the similar event happens. Thus, in the extreme limits according
to the second law we have definitely a negative transport γ2, coefficient of ∆
µν∂ν
(
µ
T
)
.
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