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There are two results within this paper. The one is the regularity
of trajectory attractor and the trajectory asymptotic smoothing
effect of the incompressible non-Newtonian ﬂuid on 2D bounded
domains, for which the solution to each initial value could be non-
unique. The other is the upper semicontinuity of global attractors
of the addressed ﬂuid when the spatial domains vary from Ωm
to Ω = R × (−L, L), where {Ωm}∞m=1 is an expanding sequence
of simply connected, bounded and smooth subdomains of Ω such
that Ωm → Ω as m → +∞. That is, let A and Am be the global
attractors of the ﬂuid corresponding to Ω and Ωm , respectively,
we establish that for any neighborhood O(A) of A, the global
attractor Am enters O(A) if m is large enough.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The ﬁrst goal of this article is to prove the regularity of trajectory attractor and to reveal the
trajectory asymptotic smoothing effect for the following 2D incompressible non-Newtonian ﬂuid:
∂u
∂t
+ (u · ∇)u + ∇p = ∇ · τ (e(u))+ g(x), x = (x1, x2) ∈ D, (1.1)
∇ · u = 0, (1.2)
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denotes the velocity of the ﬂuid, g(x) = (g(1), g(2)) is the time-independent external force function,
and the scalar function p represents the pressure. Eqs. (1.1)–(1.2) describe the motion of an isothermal
incompressible viscous ﬂuid, where τ (e(u)) = (τi j(e(u)))2×2, which is usually called the extra stress
tensor of the ﬂuid, is a matrix of order 2× 2 and
τi j
(
e(u)
)= 2μ0( + |e|2)−α/2eij − 2μ1eij, i, j = 1,2,
eij = eij(u) = 12
(
∂ui
∂x j
+ ∂u j
∂xi
)
, |e|2 =
2∑
i, j=1
|eij|2, (1.3)
and μ0,μ1,α,  are parameters which generally depend on the temperature and pressure. Here we
assume μ0,μ1,  and α are positive constants. In (1.3) if τi j(e(u)) depends linearly on ei j(u) then we
say the corresponding ﬂuid is a Newtonian one. Generally speaking, gases, water, motor oil, alcohols,
and simple hydrocarbon compounds tend to be Newtonian ﬂuids and their motions can be described
by Navier–Stokes equations. If the relation between τi j(e(u)) and ei j(u) is nonlinear, then the ﬂuid is
called to be non-Newtonian. For instance, molten plastics, polymer solutions and paints tend to be
non-Newtonian ﬂuids. One can refer to [5–7,32,37,40] and the references therein for detailed physical
signiﬁcance. There are many works concerning the unique existence, regularity and asymptotic behav-
ior of solutions to Eqs. (1.1)–(1.3) or its associated version (see e.g. [4,7,8,18,19,23,24,29,32,37,40] and
[45–48]).
The issue of regularity of global attractor is classical in the study of inﬁnite dimensional dissipative
systems. Let us describe a related issue, e.g., one may choose to study the long time behavior of so-
lutions to (1.1)–(1.3) supplemented with initial condition in space H (which has L2 regularity) and V
(which has H2 regularity), respectively, and then prove the existence of a global attractor AH and AV
for the corresponding solution operator semigroup in H and V , respectively. We then have AV ⊆ AH .
Hence, the regularity result of the global attractor implies that the reverse inclusion holds true, and
then we can conclude two results from this regularity. The one is that the global attractor associated
to (1.1)–(1.3) does not depend on the energy space chosen for the mathematical studying; the other is
the asymptotic smoothing effect of the ﬂuid in the sense that the solutions become eventually more
regular (belonging to V ) than the initial data (belonging to H).
Indeed, some authors discussed the regularity of global attractors for some model dissipative sys-
tems. For instance, Oliver [21,22] studied Schrödinger equations, Li and Guo [35,36] investigated
Klein–Gordon–Schrödinger equations and long-wave–short-wave resonance equations, Zhao and Li
[45,46] discussed non-Newtonian ﬂuid. As far as we know, however, there are few papers concerning
the regularity of trajectory attractor for dissipative systems for which solutions to the corresponding
Cauchy problem may not be unique.
In many evolution equations, possible absence of uniqueness of solutions makes some diﬃculties
in the study of the asymptotic behavior of its solutions. For example, we all know that the uniqueness
of weak solutions to the basic boundary value problem for three-dimensional (3D) Navier–Stokes
equations still remains unproved [42]. Hence, one cannot use the classical methods based on the
analysis of the global attractor (or kernel sections, uniform attractor) of the corresponding semigroup
(or process) to discuss the behavior of solutions to this equations.
There are three methods to overcome the diﬃculties associated to possible non-uniqueness of
solutions in the study of dynamical systems. The ﬁrst one is a generalized semi-ﬂow which was
formulated by Ball [2]. The second one is multi-valued dynamical systems, one can refer to Melnik and
Valero [38,39] for multi-valued semi-ﬂows, Kapustyan and Valero [31], Caraballo et al. [12,15], Wang
and Zhou [44] for multi-valued process (or semiprocess), and Caraballo et al. [9–11] for multi-valued
random dynamical systems. Caraballo et al. [14] gave a detailed comparison between the theories
for generalized semi-ﬂow and multi-valued dynamical systems. The third one is a trajectory attractor.
The deﬁnition of trajectory attractor was initially developed to overcome diﬃculties related to possible
non-uniqueness of weak solutions for the 3D Navier–Stokes equations (see e.g. [16,17,43]). Later, the
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to each initial state could be non-unique.
The ﬁrst result within the present article is the existence and regularity of trajectory attrac-
tor for the non-Newtonian ﬂuid. Reference [48] proved the existence of trajectory attractor AtrH ⊂Cloc(R+; H−η) ∩ L∞(R+; H) for the initial–boundary value problem (IBVP) associated to (1.1)–(1.3).
Here we ﬁrst construct the regular trajectory attractor AtrV ⊂ Cloc(R+; H2−η) ∩ L∞(R+; V ) for the
IBVP associated to (1.1)–(1.3). Then we show that AtrH = AtrV , which implies the regularity of the tra-
jectory attractor, and the trajectory asymptotic smoothing effect of the ﬂuid in the following sense:
The trajectory issued from u0 ∈ H belongs to Cloc(R+; H−η) ∩ L∞(R+; H), and it (under the acting
of the translation semigroup) eventually belongs to C([0, T ]; H2−η) ∩ L∞(R+; V ) after large enough
time.
Set Ω = R × (−L, L) and let {Ωm}∞m=1 be an expanding sequence of simply connected, bounded
and smooth subdomains of Ω such that Ωm → Ω as m → +∞. The second purpose of this paper
is to examine the upper semicontinuity of the global attractors for the addressed ﬂuid when spatial
domains vary from Ωm to Ω . Consider the IBVP of (1.1)–(1.3) in Ω:
∂u
∂t
+ (u · ∇)u + ∇p
= ∇ · (2μ0( + |e|2)−α/2e − 2μ1e)+ g(x), x ∈ Ω, (1.4)
∇ · u = 0, x ∈ Ω, (1.5)
u = 0, τi jln jnl = 0, x ∈ ∂Ω, (1.6)
u|t=0 = u0, (1.7)
and in Ωm:
∂um
∂t
+ (um · ∇)um + ∇pm
= ∇ · (2μ0( + ∣∣e(um)∣∣2)−α/2e(um) − 2μ1e(um))+ gm(x), x ∈ Ωm, (1.8)
∇ · um = 0, x ∈ Ωm, (1.9)
um = 0, τmijlnmj nml = 0, x ∈ ∂Ωm, (1.10)
um|t=0 = um,0, (1.11)
for some L > 0, where τi jl = 2μ1 ∂ei j(u)∂xl , τmijl = 2μ1
∂ei j(um)
∂xl
(i, j, l = 1,2), n = (n1,n2) and nm = (nm1 ,nm2 )
denote the exterior units normal to the boundary ∂Ω and ∂Ωm , respectively. The ﬁrst conditions
in (1.6) and (1.10) represent the usual no-slip condition associated with a viscous ﬂuid, while the
second ones express the fact that the ﬁrst moments of the traction vanish on boundary; it is a direct
consequence of the principle of virtual work. We refer to [5–8,32,37,40] and the references therein
for detailed physical background.
It is worthwhile pointing out that when μ0,μ1,  > 0 and α ∈ (0,1), Bloom and Hao [7] proved
the unique existence of solutions to problem (1.4)–(1.7) on Ω . Thus we will concentrate our attention
on α ∈ (0,1) in Section 3, instead of the case α > 0 in Section 2.
Let A and Am be the global attractors of problems (1.4)–(1.7) and (1.8)–(1.11), respectively. The
second result within the current paper is the upper semicontinuity of the global attractors A with re-
spect to {Am}∞m=1 when m → +∞. We prove that for any neighborhood O(A) of A, Am enters O(A)
when m is large enough.
The upper and lower semicontinuity of attractors for nonlinear evolution equations have been
studied by Babin and Vishik [3], Caraballo and Langa [13], Elliott and Kostin [20], Hale [25], Hale
et al. [26], Hale and Raugel [27,28], Kostin [30], Lu and Wang [34], and others.
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regularity. Then we reveal the trajectory asymptotic smoothing effect of the ﬂuid. In Section 3, we
ﬁrst establish three lemmas and then verify the upper semicontinuity of the global attractors. We end
this paper with some remarks in Section 4.
In this paper, we use the standard norm of Lebesgue spaces and Sobolev spaces [1]. “−→” and
“⇀” denote convergence in strong and weak topologies, respectively. “↪→” denotes continuously em-
bedding between spaces. C(·, · ,·) denotes the constant depending on the quantities appearing in the
bracket. We will use C to denote generic constant for brevity and allow it to take different values in
different places.
2. Regularity of trajectory attractors
In this section, we ﬁrst introduce some operators and notations to translate the IBVP associated to
(1.1)–(1.3) into an abstract form. Then we prove the existence of regular trajectory attractor. Finally, we
verify the regularity of the trajectory attractor and show the trajectory asymptotic smoothing effect
for the 2D incompressible non-Newtonian ﬂuid.
2.1. Notations and preliminaries
From the viewpoint of physics, the IBVP associated to (1.1)–(1.3) can be formulated as follows:
∂u
∂t
+ (u · ∇)u + ∇p
= ∇ · (2μ0( + |e|2)−α/2e − 2μ1e)+ g(x), x ∈ D, t > 0, (2.1)
∇ · u = 0, x ∈ D, t  0, (2.2)
u = 0, τi jkn jnk = 0, x ∈ ∂D, t  0, (2.3)
u|t=0 = u0. (2.4)
The physical background is similar to those in the introduction.
To write the problem into a functional setting, we introduce some function spaces. Set
V = {ϕ = (ϕ1,ϕ2) ∈ C∞0 (D) × C∞0 (D), ∇ · ϕ = 0 in D, ϕ = 0 on ∂D},
H = closure of V in L2(D) × L2(D) with norm ‖ · ‖,
H ′ = dual space of H,
V = closure of V in H2(D) × H2(D) with norm ‖ · ‖V ,
V ′ = dual space of V .
(·,·) denotes the inner product in H and 〈·,·〉 stands for the dual pairing between V and V ′; also,
we set Hη = (−)−η/2H (η  0 and the Laplace operator  is taken with zero boundary condition
u|∂D = 0) and use H−η to denote the dual space of Hη . In the whole paper, we take 0 < η  2 and
thus the embeddings H ↪→ H−η and V ↪→ H2−η are compact.
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a(u, v) =
2∑
i, j,k=1
(
∂eij(u)
∂xk
,
∂eij(v)
∂xk
)
=
2∑
i, j,k=1
∫
D
∂eij(u)
∂xk
∂eij(v)
∂xk
dx, u, v ∈ V . (2.5)
Lemma 2.1. (See Bloom and Hao [7].) There exist two positive constants c1 and c2 which depend only on D
such that
c1‖u‖2V  a(u,u) c2‖u‖2V , ∀u ∈ V . (2.6)
From the deﬁnition of a(·,·) and Lemma 2.1 we see that a(·,·) deﬁnes a deﬁnitely positive sym-
metric bilinear form on V . As a consequence of the Lax–Milgram Lemma, we obtain an isometric
operator A ∈ L (V , V ′), via
〈Au, v〉 = a(u, v), ∀u, v ∈ V .
Moreover, let D(A) = {u ∈ V : Au ∈ H}, then D(A) is a Hilbert space and A is also an isometry
map from D(A) to H . Indeed, A = P2, where P is the Leray projector from L2(D) to H . Since
by Lemma 2.1 there holds
c1‖u‖2V  a(u,u) = 〈Au,u〉 = (Au,u) ‖Au‖‖u‖V , ∀u ∈ D(A),
we have
c1‖u‖V  ‖Au‖. (2.7)
For brevity, we use H10(D) to denote (H
1
0(D))
2 in the sequel. We also deﬁne a continuous trilinear
form on H10(D) × H10(D) × H10(D) as follows:
b(u, v,w) =
2∑
i, j=1
∫
D
ui
∂v j
∂xi
w j dx, u, v,w ∈ H10(D).
Since V ⊂ H10(D), b(·, · ,·) is continuous on V × V × V and one can check
b(u, v,w) = −b(u,w, v), b(u, v, v) = 0, ∀u, v,w ∈ V . (2.8)
Now for any u ∈ V ,
〈
B(u),w
〉= b(u,u,w), ∀w ∈ V , (2.9)
deﬁnes a continuous functional B(u) from V × V to V ′ . Finally, for u ∈ V , we set
μ(u) = 2μ0
(
 + ∣∣e(u)∣∣2)−α/2
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〈
N(u), v
〉= 2∑
i, j=1
∫
D
μ(u)eij(u)eij(v)dx, ∀v ∈ V . (2.10)
Then the functional N(u) is continuous from V to V ′ . When u ∈ D(A), N(u) can be extended to H
via
〈
N(u), v
〉= −∫
D
{∇ · [μ(u)e(u)]} · v dx, ∀v ∈ H . (2.11)
Lemma 2.2. If u ∈ L2(0, T ; V ) ∩ L∞(0, T ; H), then Au, B(u),N(u) all belong to L2(0, T ; V ′).
Proof. The assertion of this lemma can be found in [45]. 
Excluding the pressure p, we can express the weak version of problem (2.1)–(2.4) in the solenoidal
vector ﬁelds as follows (see [7,45]):
∂u
∂t
+ 2μ1Au + B(u) + N(u) = g, (2.12)
u|t=0 = u0. (2.13)
Let g ∈ V ′ . We next specify the deﬁnition of weak solutions to (2.12). A function u ∈ L∞(0, T ; H)∩
L2(0, T ; V ) is called a weak solution of (2.12) on the interval [0, T ] if u, together with its derivative
∂tu, satisﬁes (2.12) in the sense of distributions in D′(0, T ; V ′) (see [33]). We can prove by using
Galerkin method that the Cauchy problem (2.12)–(2.13) has at least one solution u ∈ L∞(0, T ; H) ∩
L2(0, T ; V ) deﬁned on the interval [0, T ] (∀T > 0) and satisfying the following energy equality
1
2
d
dt
(
u(t),u(t)
)+ 2μ1〈Au(t),u(t)〉+ 〈N(u(t)),u(t)〉= 〈g,u(t)〉, ∀t ∈ [0, T ], (2.14)
in the following sense:
−1
2
T∫
0
∥∥u(t)∥∥2ψ ′(t)dt + 2μ1
T∫
0
〈
Au(t),u(t)
〉
ψ(t)dt +
T∫
0
〈
N
(
u(t)
)
,u(t)
〉
ψ(t)dt
=
T∫
0
〈
g,u(t)
〉
ψ(t)dt, ∀ψ(t) ∈ C∞0
([0, T ]), ∀T > 0. (2.15)
In this paper, we use Π+ to denote the restriction operator (with respect to time variable) to the
semi-inﬁnite interval R+ . Analogously, ΠT stands for the restriction operator to the interval [0, T ].
For example, if u ∈ C(R+; H−η)∩ L∞(R+; H), then ΠT u ∈ C([0, T ]; H−η)∩ L∞(0, T ; H); ΠT u(t) = u(t)
if t ∈ [0, T ].
Deﬁnition 2.1. The trajectory space T trH of Eq. (2.12) consists of functions u ∈ L∞(R+; H)∩ L2loc(R+; V )
such that for ∀T > 0 the function ΠT u(t) is a weak solution of (2.12) on [0, T ] and ΠT u(t) satis-
ﬁes (2.15).
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cording to the formula: S(t)u(·) = u(t + ·), t  0.
Deﬁnition 2.2. A set AtrH ⊆ T trH is called the trajectory attractor of Eq. (2.12) with respect to the
topology Cloc(R+; H−η) if
(i) (Compactness and boundedness) AtrH is compact in Cloc(R+; H−η) and bounded in L∞(R+; H);
(ii) (Invariance) S(t)AtrH = AtrH , ∀t  0;
(iii) (Attracting) For any bounded (in L∞(R+; H) norm) set BH ⊂ T trH and ∀T > 0,
lim
t→+∞DistC([0,T ];H−η)
(
ΠT S(t)BH ,ΠT AtrH
)= 0,
here and below DistM(X, Y ) = supx∈X infy∈Y DistM(x, y) denotes the Hausdorff semi-distance
from X ⊂ M to Y ⊂ M in the metric space M.
The following results were proved in [48].
Lemma 2.3. (See [48].)
(i) For any u0 ∈ H, there exists a trajectory (maybe not unique) u ∈ T trH such that u(0) = u0;
(ii) T trH is translation invariant under {S(t)}t0 , i.e., S(t)T trH ⊆ T trH , ∀t  0;
(iii) T trH ⊆ Cloc(R+; H−η) ∩ L∞(R+; H).
Lemma 2.4. (See [48].) For any trajectory u ∈ T trH , there exist positive constants c3, c4, R0 , and β , which are
independent of u such that
∥∥S(t)u∥∥L∞(R+;H) + ∥∥S(t)u∥∥L2(0,1;V ) + ∥∥S(t)∂tu∥∥L2(0,1;V ′)
= ess sup
st
∥∥u(s)∥∥+
( t+1∫
t
∥∥u(s)∥∥2V ds
)1/2
+
( t+1∫
t
∥∥∂tu(s)∥∥2V ′ ds
)1/2
 c3‖u‖L∞(0,1;H)e−βt/2 + c4‖u‖2L∞(0,1;H)e−βt + R0, ∀t  0. (2.16)
Lemma 2.5. (See [48].) Let g ∈ V ′ . Then (2.12) possesses a trajectory attractor AtrH ⊂ T trH satisfying Deﬁni-
tion 2.2.
2.2. Regular trajectory absorbing set
We now let g ∈ H and specify the deﬁnition of regular weak solutions to the problem (2.12).
A function u ∈ L∞(0, T ; V )∩ L2(0, T ; D(A)) is called a regular weak solution of the problem (2.12) on
the interval [0, T ] if u, together with its derivative ∂tu, satisﬁes (2.12) in the sense of distributions in
D′(0, T ; H). We can prove by the Galerkin method that (2.12)–(2.13) possesses at least one regular
weak solution u deﬁned on the interval [0, T ] (∀T > 0) and satisfying the following energy inequality
1
2
d
dt
(
u(t), Au(t)
)+ 2μ1∥∥Au(t)∥∥2 + 〈Bu(t), Au(t)〉+ 〈N(u(t)), Au(t)〉

〈
g, Au(t)
〉
, ∀t ∈ [0, T ], (2.17)
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−1
2
T∫
0
(
u(t), Au(t)
)
ψ ′(t)dt + 2μ1
T∫
0
∥∥Au(t)∥∥2ψ(t)dt
+
T∫
0
〈
B
(
u(t)
)
, Au(t)
〉
ψ(t)dt +
T∫
0
〈
N
(
u(t)
)
,u(t)
〉
ψ(t)dt

T∫
0
〈
g, Au(t)
〉
ψ(t)dt, ∀ψ(t) ∈ C∞0
([0, T ]), ψ(t) 0, ∀T > 0. (2.18)
Deﬁnition 2.3. The regular trajectory space T trV of (2.12) consists of functions u ∈ L∞(R+; V ) ∩
L2loc(R+; D(A)) such that for any T > 0 the function ΠT u(t) is a regular weak solution of (2.12)
on [0, T ] and ΠT u(t) satisﬁes (2.17) in the sense of (2.18).
Lemma 2.6. If u ∈ L∞(0, T ; V ) ∩ L2(0, T ; D(A)), then Au, B(u) and N(u) all belong to L2(0, T ; H).
Proof. Since u ∈ L2(0, T ; D(A)), Au ∈ L2(0, T ; H) is obvious. Now for any ψ(t) ∈ L2(0, T ; H), we have,
using Gagliardo–Nirenberg inequality,
∣∣∣∣∣
T∫
0
〈
B
(
u(t)
)
,ψ(t)
〉
dt
∣∣∣∣∣
T∫
0
∥∥B(u(t))∥∥∥∥ψ(t)∥∥dt
 C(D)
T∫
0
∥∥u(t)∥∥3/4∥∥u(t)∥∥1/4∥∥u(t)∥∥1/4∥∥u(t)∥∥3/4∥∥ψ(t)∥∥dt
 C(D, T )
∥∥u(t)∥∥2L∞(0,T ;V )∥∥ψ(t)∥∥L2(0,T ;H),
which implies that B(u(t)) ∈ L2(0, T ; H). Similar to the derivation of (3.11) in [47], we have
∣∣∣∣∣
T∫
0
〈
N
(
u(t)
)
,ψ(t)
〉
dt
∣∣∣∣∣ C(μ0, ,α)
T∫
0
(∥∥∇u(t)∥∥+ ∥∥u(t)∥∥)∥∥ψ(t)∥∥dt
 C(μ0, ,α, T )
∥∥u(t)∥∥L∞(0,T ;V )∥∥ψ(t)∥∥L2(0,T ;H),
which also implies that N(u(t)) ∈ L2(0, T ; H). The proof is complete. 
Lemma 2.7. (1) For any u0 ∈ V , there exists a trajectory (maybe not unique) u ∈ T trV such that u(0) = u0;
(2) T trV is translation invariant under {S(t)}t0 , i.e., S(t)T trV ⊆ T trV , ∀t  0.
Proof. The assertion of (1) can be deduced from [45]. (2) is obvious. 
Lemma 2.8. T trV ⊆ Cloc(R+; H2−η) ∩ L∞(R+; V ).
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Meanwhile, since u(·) ∈ L∞(R+; V )∩Cloc(R+; D(A)) and g ∈ H , we combine Lemma 2.6 and Eq. (2.12)
to obtain that ∂tu ∈ L2loc(R+; H). Since V ↪→ H2−η ⊆ H and the embedding V ↪→ H2−η is compact,
we then get from the following Lemma 2.9 that u(·) ∈ Cloc(R+; H2−η). The proof is complete. 
Lemma 2.9. (See [17].) Let Y be a Banach space and E ↪→ E0 ⊆ Y . Also let the embedding E ↪→ E0 be compact.
Set
W∞,p(0, T ; E, Y ) =
{
φ(t), t ∈ [0, T ]: φ(t) ∈ L∞(0, T ; E), φ′(t) ∈ Lp(0, T ; Y )},
where p > 1, with the norm ‖φ‖W∞,p = ess supt∈[0,T ] ‖φ(t)‖E + ‖φ′‖Lp(0,T ;Y ) . Then W∞,p(0, T ; E, Y ) ↪→
C([0, T ]; E0) with compact embedding.
Deﬁnition 2.4. A set AtrV ⊆ T trV is called the regular trajectory attractor of Eq. (2.12) with respect to
the topology Cloc(R+; H2−η) if
(i) AtrV is compact in Cloc(R+; H2−η) and bounded in L∞(R+; V );
(ii) S(t)AtrV = AtrV , ∀t  0;
(iii) For any bounded (in L∞(R+; V ) norm) set BV ⊂ T trV and ∀T > 0,
lim
t→+∞DistC([0,T ];H2−η)
(
ΠT S(t)BV ,ΠT AtrV
)= 0.
Lemma 2.10. Suppose g ∈ H and μ0,μ1,α,  > 0. Let β be the same constant as in Lemma 2.4. Then for any
trajectory u ∈ T trV , there holds
∥∥S(t)u∥∥L∞(R+;V ) + ∥∥S(t)u∥∥L2(0,1;D(A)) + ∥∥∂t S(t)u∥∥L2(0,1;H)
= ess sup
s0
∥∥u(s + t)∥∥V +
( 1∫
0
∥∥Au(s + t)∥∥2ds
)1/2
+
( 1∫
0
∥∥∂tu(t + s)∥∥2 ds
)1/2
= ess sup
τt
∥∥u(τ )∥∥V +
( t+1∫
t
∥∥Au(τ )∥∥2 dτ
)1/2
+
( t+1∫
t
∥∥∂tu(τ )∥∥2 dτ
)1/2
F3
(‖u‖L∞(0,1;V )e−βt/2)+
(
1+ 1
μ1
)
‖g‖, ∀t  1, (2.19)
where F3(·) is a continuous monotone function.
Proof. Let u ∈ T trV , then ut = ∂tu ∈ L2(0, T ; H). Multiplying (2.12) by ut and integrating over D, we
obtain
‖ut‖2 + 2μ1a
(
u(t),u(t)
)+ b(u(t),u(t),ut)+ 〈N(u(t)),ut 〉= (g(t),ut). (2.20)
Set
Γ
(∣∣e(u)∣∣)=
|e(u)|2∫
μ0( + s)−α/2 ds0
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dΓ
dt
=
2∑
i, j=1
μ(u)eij(u)
∂eij(u)
∂t
.
Then,
〈
N(u),ut
〉= 2∑
i, j=1
∫
D
μ(u)eij(u)eij(ut)dx = ddt
(∫
D
Γ
(∣∣e(u)∣∣)dx). (2.21)
Substituting (2.21) into (2.20), we have
‖ut‖2 + d
dt
(
2μ1a
(
u(t),u(t)
)+ ∫
D
Γ
(∣∣e(u)∣∣)dx)
= −b(u,u,ut) + (g,ut)

∣∣∣∣∣
2∑
i, j=1
∫
D
u j
∂ui
∂x j
∂ui
∂t
dx
∣∣∣∣∣+ 4‖g‖2 + 14‖ut‖2
 ‖u‖L4(D)‖∇u‖L4(D)‖ut‖ + 4‖g‖2 +
1
4
‖ut‖2. (2.22)
By the Gagliardo–Nirenberg and Cauchy inequalities,
‖u‖L4(D)‖∇u‖L4(D)‖ut‖ C(D)‖u‖2‖ut‖ C2(D)‖u‖4V +
1
4
‖ut‖2.
Thus, from (2.22) and Lemma 2.1, we obtain
dy(t)
dt
 f (t)y(t) + h(t), (2.23)
where
y(t) = 2μ1a
(
u(t),u(t)
)+ ∫
D
Γ
(∣∣e(u)∣∣)dx,
f (t) = C
2(D)
2μ1c1
‖u‖2V and h(t) = 4‖g‖2.
By (3.9) of [48] or (2.16), we can get
t+1∫
t
f (τ )dτ = C
2(D)
2μ1c1
t+1∫
t
∥∥u(τ )∥∥2V dτ  C2(D)2μ1c1 F1
(‖u‖L∞(0,T ;V )e−βt/2), (2.24)
where
F1
(‖u‖L∞(0,T ;V )e−βt/2)= (c5‖u‖L∞(0,T ;V )e−βt/2 + R1)2,
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t+1∫
t
h(τ )dτ = 4
t+1∫
t
‖g‖2 dτ = 4‖g‖2. (2.25)
Similarly to (2.24), we get by using (2.6) that
t+1∫
t
∫
D
2μ1a
(
u(τ ),u(τ )
)
dxdτ  2c2μ1
t+1∫
t
∥∥u(τ )∥∥2V dτ
 2c2μ1F1
(‖u‖L∞(0,1;V )e−βt/2). (2.26)
Since 0< ( + τ )−α/2  −α/2 when τ  0 and α > 0, thus
Γ
(∣∣e(u)∣∣)=
|e(u)|2∫
0
μ0( + τ )−α/2 dτ μ0−α/2
∣∣e(u)∣∣2,
and
t+1∫
t
∫
D
Γ
(∣∣e(u)∣∣)dxdτ μ0−α/2
t+1∫
t
∫
D
∣∣e(u)∣∣2dxdτ
 9μ0−α/2
t+1∫
t
∥∥u(τ )∥∥2V dτ
 9μ0−α/2F1
(‖u‖L∞(0,1;V )e−βt/2), (2.27)
where the fact that
∫
D
|e(u)|2 dx 9‖u‖2V has been used. From (2.26)–(2.27), we get
t+1∫
t
y(τ )dτ  9
(
c2μ1 + μ0−α/2
)F1(‖u‖L∞(0,1;V )e−βt/2). (2.28)
Now let t  ρ  t + 1. Multiplying (2.23) by exp(− ∫ ρt f (τ )dτ ), we get
d
dρ
(
y(ρ)exp
(
−
ρ∫
t
f (τ )dτ
))
 h(ρ)exp
(
−
ρ∫
t
f (τ )dτ
)
 h(ρ). (2.29)
Letting t1 ∈ [t, t + 1] and integrating (2.29) over [t1, t + 1], we obtain
y(t + 1)exp
(
−
t+1∫
f (τ )dτ
)
 y(t1)exp
(
−
t+1∫
h(τ )dτ
)
+
t+1∫
h(τ )dτ .t t t
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y(t + 1) y(t1) +
t+1∫
t
h(τ )dτ exp
( t+1∫
t
f (τ )dτ
)
 y(t1) + 4‖g‖2 exp
{
C2(D)
2μ1c1
F1
(‖u‖L∞(0,1;V )e−βt/2)
}
. (2.30)
Integrating (2.30) (with respect to t1) over [t, t + 1], we get
y(t + 1)
t+1∫
t
y(t1)dt1 + 4‖g‖2 exp
{
C2(D)
2μ1c1
(
c5‖u‖L∞(0,1;V )e−βt/2 + R1
)2}
 9
(
c2μ1 + μ0−α/2
)F1(‖u‖L∞(0,1;V )e−βt/2)
+ 4‖g‖2 exp
{
C2(D)
2μ1c1
F1
(‖u‖L∞(0,1;V )e−βt/2)
}
, ∀t ∈ R+. (2.31)
It then follows from (2.31) and Lemma 2.1 that
∥∥u(t + 1)∥∥2V  1c1 a
(
u(t + 1),u(t + 1))
 1
2c1μ1
{
9
(
c2μ1 + μ0−α/2
)F1(‖u‖L∞(0,1;V )e−βt/2)
+ 4‖g‖2 exp
(
C2(D)
2μ1c1
F1
(‖u‖L∞(0,1;V )e−βt/2)
)}
.= F2
(‖u‖L∞(0,1;V )e−βt/2), ∀t ∈ R+, (2.32)
and thus for any t ∈ [1,+∞) there holds
∥∥S(t)u)∥∥L∞(R+;V ) F1/22 (‖u‖L∞(0,1;V )e−βt/2). (2.33)
Now multiplying (2.12) by Au, we get
(ut, Au) + 2μ1‖Au‖2 +
〈
B(u), Au
〉+ 〈N(u), Au〉= (g, Au). (2.34)
We next estimate the terms in (2.34).
(ut, Au) = 1
2
d
dt
(u, Au), (2.35)
〈
B(u), Au
〉= (B(u), Au) μ1
2
‖Au‖2 + 1
2μ1
∥∥B(u)∥∥2, (2.36)
〈
B(u), Au
〉= (N(u), Au) μ1
2
‖Au‖2 + 1
2μ1
∥∥N(u)∥∥2, (2.37)
(g, Au) = (g(t), Au) μ1
2
‖Au‖2 + 1
2μ
‖g‖2. (2.38)1
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d
dt
(u, Au) + μ1‖Au‖2  1
μ1
(∥∥B(u)∥∥2 + ∥∥N(u)∥∥2 + ‖g‖2). (2.39)
Integrating (2.39) over [t, t + 1], we have
(
u(t + 1), Au(t + 1))+μ1
t+1∫
t
∥∥Au(τ )∥∥2 dτ
 1
μ1
t+1∫
t
∥∥B(u(τ ))∥∥2 dτ + 1
μ1
t+1∫
t
∥∥N(u(τ ))∥∥2 dτ
+ 1
μ1
t+1∫
t
‖g‖2 dτ + (u(t), Au(t)). (2.40)
Now from the proof of Lemma 2.6 we can see that
t+1∫
t
∥∥B(u(τ ))∥∥2 dτ  C(D)‖u‖4L∞(R+;V ), (2.41)
t+1∫
t
∥∥N(u(τ ))∥∥2 dτ  C(D,μ0, ,α)‖u‖2L∞(R+;V ), (2.42)
and thus
t+1∫
t
∥∥Au(τ )∥∥2 dτ  c2 + C(D,μ0, ,α)
μ21
F2
(‖u‖L∞(0,1;V )e−βt/2)
+ C(D)
μ21
F22
(‖u‖L∞(0,1;V )e−βt/2)+ 1
μ21
‖g‖2. (2.43)
Hence
∥∥∂tu(τ )∥∥L2(t,t+1;H)

∥∥Au(τ )∥∥L2(t,t+1;H) + ∥∥B(u(τ ))∥∥L2(t,t+1;H)
+ ∥∥N(u(τ ))∥∥L2(t,t+1;H) + ‖g‖L2(t,t+1;H)

(√
c2 + C(D,μ0, ,α)
μ1
+ C(μ0, ,α)
)
F1/22
(‖u‖L∞(0,1;V )e−βt/2)
+
√
C(D)
μ1
F2
(‖u‖L∞(0,1;V )e−βt/2)+
(
1+ 1
μ1
)
‖g‖. (2.44)
The proof of this lemma is complete. 
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trajectory absorbing set Λ ⊂ T trV .
Proof. Set
Λ =
{
u ∈ T trV : sup
t∈R+
{‖u‖L∞(t,t+1;V ) + ‖∂tu‖L2(t,t+1;H)}F3(Cˆ) +
(
1+ 1
μ0
)
‖g‖
}
, (2.45)
where F3 is the continuous monotone function in Lemma 2.10 and Cˆ is a positive constant depending
on μ0,μ1, ,α, c1, c2, c5, β,‖g‖ and R1, but not on u. We next prove that Λ is the bounded trajectory
absorbing set for the translation semigroup {S(t)}t0 in T trV . Indeed, for any bounded (in L∞(R+; V )
norm) set BV of T trV , we see from Lemma 2.10 that there exists a t∗ > 1 such that
‖u‖L∞(t,t+1;V ) + ‖∂tu‖L2(t,t+1;H) F3(Cˆ) +
(
1+ 1
μ0
)
‖g‖, ∀t  t∗, (2.46)
which implies that S(t)BV ⊆ Λ for ∀t  t∗ and thus Λ is a trajectory absorbing set for {S(t)}t0
in T trV . Obviously, Λ is bounded (in L∞(R+; V ) norm) in T trV . The proof is complete. 
2.3. Existence of regular trajectory attractor
Before proving our main result, we establish the following lemma.
Lemma 2.12. Let {un} be a bounded (in the norm of L∞(R+; V )) sequence in T trV and there exists a function
u∗ ∈ Cloc(R+; H2−η) such that
un −→ u∗ (as n → ∞) strongly in Cloc
(
R+; H2−η
)
. (2.47)
Then u∗ ∈ T trV .
Proof. We need to prove that u∗ ∈ L∞(R+; V ) ∩ Cloc(R+; D(A)) and for any T > 0, ΠT u∗ is a regular
weak solution of (2.12) on the interval [0, T ] satisfying the energy inequality (2.18). Indeed, since
{un} ⊂ T trV is bounded in L∞(R+; V ), by Lemma 2.10 we see that {un} is bounded in L2loc(R+; D(A))
and { ∂un
∂t } is bounded in L2loc(R+; H). By the diagonal procedure, we ﬁnd that there exist a function
u ∈ L∞(R+; V ) ∩ Cloc(R+; D(A)) and a subsequence (still denote by {un}) of {un} such that
ΠT un ⇀ ΠT u weakly in L
2(0, T ; D(A)) as n → ∞; (2.48)
un ⇀ u weakly star in L
∞(R+; V ) as n → ∞; (2.49)
∂tΠT un ⇀ ∂tΠT u weakly in L
2(0, T ; H) as n → ∞. (2.50)
Obviously, ∂tu ∈ L2loc(R+; H). By Lemma 2.9 we obtain ΠT u ∈ C([0, T ]; H2−η) due the compact em-
bedding V ↪→ H2−η . From (2.47) and the uniqueness of limit we have u = u∗ . Next we verify that
ΠT u∗ is a regular weak solution of (2.12) on the interval [0, T ] satisfying (2.18). To this end, we prove
the following relations:
AΠT un ⇀ AΠT u∗ weakly in L2(0, T ; H) as n → ∞; (2.51)
B(ΠT un) ⇀ B(ΠT u∗) weakly in L2(0, T ; H) as n → ∞; (2.52)
N(ΠT un) ⇀ N(ΠT u∗) weakly in L2(0, T ; H) as n → ∞. (2.53)
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V ↪→ H10(D) ↪→ H , we obtain
ΠT un −→ ΠT u∗ strongly in L2
(
0, T ; H10(D)
)
as n → ∞, (2.54)
ΠT un −→ ΠT u∗ strongly in L2(0, T ; H) as n → ∞. (2.55)
Now for any ψ ∈ L2(0, T ; H), we have
∣∣∣∣∣ limn→∞
T∫
0
〈
B(ΠT un) − B(ΠT u∗),ψ
〉
dt
∣∣∣∣∣
 lim
n→∞
T∫
0
∣∣b(ΠT (un − u∗),ΠT un,ψ)∣∣dt + lim
n→∞
T∫
0
∣∣b(ΠT u∗,ΠT (un − u∗),ψ)∣∣dt
.= K1 + K2. (2.56)
By Hölder inequality and Gagliardo–Nirenberg inequality, we get
K1 = lim
n→∞
T∫
0
∣∣b(ΠT (un − u∗),ΠT un,ψ)∣∣dt
 lim
n→∞
T∫
0
∥∥ΠT (un − u∗)∥∥1/4∥∥ΠT (un − u∗)∥∥3/4H10(D)
· ‖ΠT un‖3/4‖ΠT un‖1/4V ‖ψ‖dt
 lim
n→∞C
T∫
0
∥∥ΠT (un − u∗)∥∥H10(D)
∥∥ψ(t)∥∥dt
 C lim
n→∞
∥∥ΠT (un − u∗)∥∥L2(0,T ;H10(D))‖ψ‖L2(0,T ;H) = 0, (2.57)
where C is a constant depending on the L∞(R+; V )-bound of the sequence {un} and T , but not on n.
Analogously,
K2 = lim
n→∞
T∫
0
∣∣b(ΠT u∗,ΠT (un − u∗),ψ)∣∣dt
 lim
n→∞
T∫
0
‖ΠT u∗‖∞
∥∥∇ΠT (un − u∗)∥∥∥∥ψ(t)∥∥dt
 lim
n→∞
T∫
0
‖ΠT u∗‖V
∥∥ΠT (un − u∗)∥∥H10(D)
∥∥ψ(t)∥∥dt
 C lim
∥∥ΠT (un − u∗)∥∥L2(0,T ;H1(D))∥∥ψ(t)∥∥L2(0,T ;H) = 0. (2.58)n→∞ 0
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u∗)‖L2(0,T ;H) is bounded. Similar to the derivation of (3.27) in [45], we get from (2.55) that
lim
n→∞
T∫
0
∣∣〈N(ΠT un) − N(ΠT u∗),ψ 〉∣∣dt
=
∣∣∣∣∣ limn→∞
T∫
0
∫
D
{∇ · [μ(e(ΠT un))e(ΠT un)
− μ(e(ΠT un))e(ΠT un)]} · ψ(t)dxdt
∣∣∣∣∣
 C(μ0, ,α) lim
n→∞
T∫
0
∥∥ΠT (un − u∗)∥∥1/2∥∥AΠT (un − u∗)∥∥1/2‖ψ‖dt
 C(μ0, ,α) lim
n→∞
∥∥ΠT (un − u∗)∥∥1/2L2(0,T ;H)
× ∥∥AΠT (un − u∗)∥∥1/2L2(0,T ;H)‖ψ‖L2(0,T ;H)
= 0, (2.59)
from which (2.53) follows. The proof of this lemma is complete. 
Theorem 2.1. Let g ∈ H and μ0,μ1,α,  > 0. Then Eq. (2.12) possesses a regular trajectory attractor AtrV
satisfying Deﬁnition 2.4.
Proof. According to Theorem 2.1 of [43] and Lemma 2.11, we only need to prove that the set Λ ⊆ T trV
constructed in (2.45) is compact in Cloc(R+; H2−η). Actually, from (2.45) one can see that ΠTΛ
is bounded in W∞,2(0, T ; V , H) and thus ΠTΛ is relatively compact in C([0, T ]; H2−η) (thanks to
Lemma 2.9). Hence, it suﬃces to show that ΠTΛ is closed in C([0, T ]; H2−η) for any T > 0. As-
sume {un} ⊂ Λ and ΠT un −→ ΠT u strongly in the norm of C([0, T ]; H2−η) as n → ∞. Since {un} is
bounded in L∞(R+; V ), applying Lemma 2.12 we see u ∈ T trV . Moreover, in the proof of Lemma 2.12
we know ∂tΠT un ⇀ ∂tΠT u weakly in L2(0, T ; H) and un ⇀ u weakly star in L∞(R+; V ) as n → ∞.
Thus we obtain
‖u‖L∞(t,t+1;V ) + ‖∂tu‖L2(t,t+1;H)
 lim inf
n→∞ ‖un‖L∞(t,t+1;V ) + lim infn→∞ ‖∂tun‖L2(t,t+1;H)
F3(Cˆ) +
(
1+ 1
μ0
)
‖g‖, t  0.
Therefore u ∈ Λ and ΠT u ∈ C([0, T ]; H2−η). The proof is complete. 
2.4. Trajectory asymptotic smoothing effect
In this subsection, we prove the regularity of the trajectory attractors by showing AtrH = AtrV . This
regularity implies the trajectory smoothing effect of the incompressible non-Newtonian ﬂuid in the
following sense: The trajectory issued from u0 ∈ H belongs to Cloc(R+; H−η) ∩ L∞(R+; H), and it
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after large enough time.
Lemma 2.13. Suppose g ∈ H and μ0,μ1,α,  > 0. Let BH ⊂ T trH be arbitrary and u(·) = S(t)u0(·) with
u0(·) ∈ BH . Then there exist a time T0(BH ) and a positive constant K such that
∥∥S(t)u0(·)∥∥L∞(R+;V )  K , ∀t  T0(BH ). (2.60)
Proof. The assertion of this lemma can be deduced from Lemma 5.2 of [47] and we omit the detailed
proof here. 
Theorem 2.2. Let g ∈ H and μ0,μ1,α,  > 0, then
AtrH = AtrV . (2.61)
Proof. On the one hand, AtrV is bounded in L∞(R+; V ). Thus S(t)AtrV = AtrV is bounded in L∞(R+; H)
for any t ∈ R+ . By the invariance property and attracting property of the trajectory attractor, we have
for any T > 0 that
DistC([0,T ];H−η)
(
ΠT AtrV ,ΠT AtrH
)
= DistC([0,T ];H−η)
(
ΠT S(t)AtrV ,ΠT AtrH
)
(∀t ∈ R+)
= lim
t→+∞DistC([0,T ];H−η)
(
ΠT S(t)AtrV ,ΠT AtrH
)
= 0,
which implies
AtrV ⊆ AtrH . (2.62)
On the other hand, Lemma 2.13 and the invariance property of the trajectory attractor tell us that
AtrH = S
(
T0
(AtrH))AtrH
is bounded in L∞(R+; V ), where T0(AtrH ) comes from (2.60). Also by the invariance property and
attracting property of the trajectory attractor, we obtain for any T > 0 that
DistC([0,T ];H−η)
(
ΠT AtrH ,ΠT AtrV
)
= DistC([0,T ];H−η)
(
ΠT S(t)AtrH ,ΠT AtrV
)
(∀t ∈ R+)
 DistC([0,T ];H2−η)
(
ΠT S(t)AtrH ,ΠT AtrV
) (∀t  T0(AtrH))
= lim
t→+∞DistC([0,T ];H2−η)
(
ΠT S(t)AtrH ,ΠT AtrV
)
= 0,
which implies
AtrH ⊆ AtrV . (2.63)
We readily get (2.61) from (2.62) and (2.63). The proof is complete. 
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Let Ω = R × (−L, L) and {Ωm}∞m=1 be an expanding sequence of simply connected, bounded and
smooth subdomains of Ω such that Ωm → Ω as m → ∞, where L > 0 is a constant and m ∈ Z+ (the
set of positive integers). We remark that the operators A, B(·) and N(·) can also be deﬁned with the
spatial domain D replaced by Ω and Ωm , respectively.
Similar to (2.12)–(2.13), the weak version of the IBVP associated to the incompressible non-
Newtonian ﬂuid (1.1)–(1.3) can be written as
∂u
∂t
+ 2μ1Au + B(u) + N(u) = g, (3.1)
u|t=0 = u0, (3.2)
and
∂um
∂t
+ 2μ1Aum + B(um) + N(um) = g, (3.3)
um|t=0 = um,0. (3.4)
Let A and Am be the global attractor corresponding to (3.1)–(3.2) and (3.3)–(3.4), respectively. The
main result within this section is the upper semicontinuity of global attractors {Am}∞m=1 at A: for
any neighborhood O(A) of A, Am will enter O(A) if m is large enough.
3.1. Selected results
We now remark that the spaces H(Ω), H(Ωm), V (Ω) and V (Ωm) can also be deﬁned as in Sec-
tion 2 with spatial domain D replaced by Ω and Ωm . We will use ‖ · ‖H(Ω) , ‖ · ‖H(Ωm) , ‖ · ‖V (Ω) and‖ · ‖V (Ωm) to denote the norms of these spaces. We also use (·,·) to represent the inner product of the
spaces H(Ω) and H(Ωm), and 〈·,·〉 the dual pairing of the spaces V (Ω) and V (Ωm). For brevity, we
use ‖ · ‖ to denote ‖ · ‖H(Ω) and ‖ · ‖H(Ωm) except that we want to emphasize the spatial domain.
For any m ∈ Z+ , let um ∈ H(Ωm) and set
u˜m =
{
um, x ∈ Ωm,
0, x ∈ Ω\Ωm.
Then ‖u˜m‖H(Ω) = ‖u˜m‖H(Ωm) = ‖um‖H(Ωm) . In this sense, um can be regarded as a function deﬁned
on Ω .
Lemma 3.1. Assume μ0,μ1,  > 0 and α ∈ (0,1).
(i) (See [8].) For given g ∈ H(Ω), and u0 ∈ H(Ω), T > 0, there exists a unique weak solution to (3.1)–(3.2)
satisfying
u ∈ C([0, T ]; H(Ω))∩ L2(0, T ; V (Ω)), ut ∈ L2(0, T ; V ′(Ω)), (3.5)
and the solution operator S(t) : u0 → u(t) is continuous from H(Ω) into itself. Moreover there exists a
ρ > 0 such that for any bounded B(Ω) ⊂ H(Ω), there exists a TB(Ω) > 0 such that
∥∥S(t)u0∥∥ ρ, ∀u0 ∈ B(Ω), ∀t > TB(Ω).
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attractor A in H(Ω) satisfying
(a) (Compactness) A is compact in H(Ω);
(b) (Invariance) S(t)A = A, t  0;
(c) (Attracting) for any bounded B ⊂ H(Ω), limt→+∞ DistH(Ω)(S(t)B,A) = 0.
Lemma 3.2. Assume μ0,μ1,  > 0 and α ∈ (0,1). For any m ∈ Z+ ,
(i) (See [8].) For given g ∈ H(Ω), and um,0 ∈ H(Ωm), T > 0, there exists a unique weak solution to (3.3)–
(3.4) satisfying
u ∈ C([0, T ]; H(Ωm))∩ L2(0, T ; V (Ωm)), ut ∈ L2(0, T ; V ′(Ωm)), (3.6)
and the solution operator Sm(t) : um,0 → um(t) is continuous from H(Ωm) into itself. Moreover there
exists a positive ρ (independent of m) such that for any bounded B(Ωm) ⊂ H(Ωm), there exists T > 0
(independent of m) such that
∥∥Sm(t)um,0∥∥ ρ, ∀um,0 ∈ B(Ωm), ∀t > T .
(ii) (See [45].) Let g ∈ H(Ω). Then the semigroup {Sm(t)}t0 associated with (3.3)–(3.4) possesses a global
attractor Am in H(Ωm) satisfying
(a) (Compactness) Am is compact in H(Ωm);
(b) (Invariance) Sm(t)Am = Am, t  0;
(c) (Attracting) for any bounded set B(Ωm) ⊂ H(Ωm),
lim
t→+∞DistH(Ω)
(
Sm(t)B(Ωm),Am
)= 0.
From Lemma 3.1 and Lemma 3.2 we infer that there exist ρ > 0 and T ∗ > 0 (independent of m)
such that
B = {u ∈ H(Ω): ‖u‖H(Ω)  ρ} (3.7)
and
Bm =
{
um ∈ H(Ωm): ‖u‖H(Ω)  ρ
}
(3.8)
are the bounded absorbing sets for {S(t)}t0 and {Sm(t)}t0, respectively, and
S(t)B ⊂ B, Sm(t)Bm ⊂ Bm, ∀t  T ∗. (3.9)
We all know that the global attractor of a dynamical system consists of its all bounded complete
trajectories which are deﬁned on the whole real line. Thus the semigroups {S(t)}t0 and {Sm(t)}t0
could be extended to the real line.
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In this subsection, we prove three lemmas, which are essential to the proof of the main result.
Lemma 3.3. Assume u0 ∈ B (the absorbing set deﬁned in (3.7)). Then for any ε > 0, there exist T1(ε) and
M1(ε) such that the solution u of (3.1)–(3.2) with initial value u0 satisﬁes
∫
Ω\Ωm
∣∣u(x, t)∣∣2 dx ε,
for t  T1(ε) and m M1(ε), where T1(ε) and M1(ε) are constants depending only on ε.
Proof. Let χ(·) ∈ C∞(R2) such that
χ(x) =
{
0, |x| < 1,
1, |x| 2.
Set χr(x) = χ( xr ), r  1 is large. Then ‖∇χr‖L∞(R2)  Cr−1, ‖D2χr‖L2(R2)  Cr−2. Assume that p is
the corresponding pressure. We see from (1.4)
p = − ∂
2
∂xix j
(uiu j) + ∂
2
∂xix j
(
2μ0
(
 + |e|2)−α/2eij). (3.10)
The right-hand side of the above equation is at least in L2loc(R+; L2(Ω)), and for each ﬁxed T > 0,
t+T∫
t
‖p‖2L2(Ω) dt  C(T ), ∀t  0. (3.11)
Taking the inner product of (3.1) with χ2r u, noting ∇ · u = 0, we obtain
1
2
d
dt
‖χru‖2 + 2μ1
2∑
i, j,k=1
∫
Ω
∂eij(χru)
∂xk
∂eij(χru)
∂xk
dx+
2∑
i, j,k=1
∫
Ω
ui
∂u j
∂xi
χ2r u j dx
=
∫
Ω
gχ2r u dx+ 2
∫
Ω
pχr∇χr · u dx
− 2
2∑
i, j,k=1
∫
Ω
μ(u)eij(u)eij
(
χ2r u
)
dx+ 2μ1
2∑
i, j,k=1
∫
Ω
Υi, j,k dx, (3.12)
where
Υi, j,k = ∂eij(χru)
∂xk
∂eij(χru)
∂xk
− ∂eij(u)
∂xk
∂eij(χ2r u)
∂xk
. (3.13)
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∫
Ω
ui
∂u j
∂xi
χ2r u j dx = −
∫
Ω
uiu jχ
2
r
∂uu j
∂xi
dx− 2
∫
Ω
uiu ju jχr
∂χr
∂xi
dx,
hence ∣∣∣∣
∫
Ω
ui
∂u j
∂xk
χ2r u j dx
∣∣∣∣=
∣∣∣∣
∫
Ω
uiu ju jχr
∂χr
∂xi
dx
∣∣∣∣ ‖χr∇χ‖L∞(Ω)‖u‖3L3(Ω)
 Cr−1‖u‖5/2‖u‖1/2V (Ω)  Cr−1
(‖u‖10/3 + ‖u‖2V (Ω))
 Cr−1 + Cr−1‖u‖2V (Ω). (3.14)
Since
eij
(
χ2r u
)= χrei j(χru) + 12χr
(
u j
∂χr
∂xi
+ ui ∂χr
∂x j
)
,
χrei j(u) = eij(χru) − 12χr
(
u j
∂χr
∂xi
+ ui ∂χr
∂x j
)
,
we have
−2
∫
Ω
μ(u)eij(u)eij
(
χ2r u
)
dx
= −2
2∑
i, j=1
∫
Ω
μ(u)
[(
eij(χru)
)2 − 1
4
(
u j
∂χr
∂xi
+ ui ∂χr
∂x j
)2]
dx
 1
2
2∑
i, j=1
∫
Ω
μ(u)
(
u j
∂χr
∂xi
+ ui ∂χr
∂x j
)2
dx
 1
2
μ0
−α/2‖u‖2‖∇χr‖2L∞(Ω)
 Cr−2. (3.15)
Similarly, we have
∂eij(χ2r u)
∂xk
= χr ∂
∂xk
{
eij(χru) + 12
(
u j
∂χr
∂x j
+ ui ∂χr
∂x j
)}
+ ∂χr
∂xk
{
eij(χru) + 12
(
u j
∂χr
∂xi
+ ui ∂χr
∂x j
)}
,
χr
∂eij(u)
∂xk
= ∂
∂xk
{
eij(χru) − 12
(
u j
∂χr
∂xi
+ ui ∂χr
∂x j
)}
− ∂χr
∂xk
ei j(u),
Υi, j,k = 14
2∑
i, j,k=1
{
∂
∂xk
(
u j
∂χr
∂xi
+ ui ∂χr
∂x j
)}2
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∂xk
ei j(u)
∂
∂xk
(
u j
∂χr
∂xi
+ ui ∂χr
∂x j
)
+ ∂χr
∂xk
∂eij(u)
∂xk
(
ui
∂χr
∂x j
+ u j ∂χr
∂xi
)
,
thus
∣∣∣∣∣
2∑
i, j,k=1
∫
Ω
Υi, j,k dx
∣∣∣∣∣ 2‖u‖2V (Ω)(‖∇χr‖2L∞(Ω) + ∥∥D2χr∥∥2L∞(Ω))
+ ‖∇χr‖2L2(Ω)‖u‖2H1(Ω)
(‖∇χr‖L∞(Ω) + ∥∥D2χr∥∥L∞(Ω))
+ ‖∇χr‖2L∞(Ω)
∥∥D2u∥∥‖u‖
 Cr−2 + C‖u‖2V (Ω)r−2
 Cr−1 + Cr−1‖u‖2V (Ω) (r  1). (3.16)
The rest terms in (3.12) are estimated as
∣∣∣∣
∫
Ω
gχ2r u dx
∣∣∣∣ ‖χr g‖‖u‖‖χr‖L∞(Ω)  C‖χr g‖. (3.17)
∣∣∣∣
∫
Ω
2pχr∇χr · u dx
∣∣∣∣ 2‖p‖L2(Ω)‖χru‖‖∇χr‖L∞(Ω)
 μ1
λ1
‖χru‖2 + C‖∇χr‖2L∞(Ω)‖p‖2L2(Ω)
μ1‖χru‖2V (Ω) + Cr−1‖p‖2L2(Ω). (3.18)
Therefore, we obtain
d
dt
‖χru‖2 + 2μ1‖χru‖2
 d
dt
‖χru‖2 + 2μ1‖χru‖2V (Ω)
 C‖χr g‖ + Cr−1
(‖u‖2V (Ω) + ‖p‖2L2(Ω))+ Cr−1. (3.19)
Using Gronwall inequality, we get
‖χru‖2  ‖χru0‖e−δt + C
δr
+ C‖χr g‖
δ
+ C
δr
t∫
0
e−δ(t−s)
(∥∥u(s)∥∥2V (Ω) + ‖p‖2L2(Ω))ds, (3.20)
where δ = 2μ1. Let k be the integer such that k  t  k + 1, then by Lemma 3.1 and (3.11) (ﬁxing
T = 1),
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0
eδs
(∥∥u(s)∥∥2V (Ω) + ‖p‖2L2(Ω))ds

k∑
j=0
eδ( j+1)
j+1∫
j
(∥∥u(s)∥∥2V (Ω) + ‖p‖2L2(Ω))ds
 Ceδ
k∑
j=0
e jδ  Ceδ e
(k+1)δ
eδ − 1  C
e2δ
eδ − 1e
δt, (3.21)
thus we obtain
‖χru‖2  ‖χru0‖2e−δt + C
δr
+ C‖χr g‖
δ
+ Ce
2δ
(eδ − 1)r−1 , ∀t > 0. (3.22)
Since g ∈ H(Ω), we have limr→+∞ ‖χr g‖ = 0. Thus for ∀ε > 0, there exist M1(ε) > 0 and T1(ε) such
that ‖χ 1
2 M1(ε)
u‖2 < ε for t > T1(ε). When m > M1(ε),
‖u‖2L2(Ω\Ωm)  ‖χ 12 M1(ε)u‖
2 < ε, t > T1(ε). (3.23)
The proof is complete. 
Similar to Lemma 3.3, we have
Lemma 3.4. Assume um,0 ∈ Bm (the absorbing set deﬁned in (3.8)). Then for any ε > 0, there exist T2(ε) and
M2(ε) such that the solution u of (3.3)–(3.4) with initial value um,0 satisﬁes
∫
Ωm\Ωk
∣∣u(x, t)∣∣2 dx ε,
for t  T2(ε) and m k M2(ε), where T2(ε) and M2(ε) are constants depending only on ε.
Lemma 3.5. If um,0 ∈ Am, m = 1,2, . . . , then there exists u0 ∈ A such that, up to a subsequence,
Sm(t)um,0 ⇀ S(t)u0 weakly in L
2(−T , T ; V (Ω)), (3.24)
Sm(t)um,0 ⇀ S(t)u0 weakly in H(Ω), for each t ∈ R. (3.25)
Proof. Since um,0 ∈ Am , we get Sm(t)um,0 ∈ Am for each t ∈ R. Hence, by (3.8) we see that for each
t ∈ R:
∥∥Sm(t)um,0∥∥ ρ. (3.26)
Thus by Eq. (3.3) we infer that for each T > 0, {S(t)um,0}∞m=1 is bounded in L∞(−T , T ; H(Ω)) ∩
L2(−T , T ; V (Ω)) and { ∂
∂t S(t)um,0}∞m=1 is bounded in L∞(−T , T ; V ′(Ω)). Thus there exist u(t) ∈
L∞(−T , T ; H(Ω)) ∩ L2(−T , T ; V (Ω)) and a subsequence of {um,0}∞m=1 such that
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∞(−T , T ; H(Ω)), (3.27)
Sm(t)um,0 ⇀ u(t) weakly in L
2(−T , T ; V (Ω)), (3.28)
∂
∂t
S(t)um,0 ⇀
∂
∂t
u weakly in L2
(−T , T ; V ′(Ω)). (3.29)
Obviously,
Sm(t)um,0 ⇀ u(t) weakly in L
2(−T , T ; H(Ω)). (3.30)
Using standard argument (see e.g. [8]), we can show, by (3.27)–(3.30) that u(t) is a solution of prob-
lem (3.1)–(3.2) which is deﬁned on R and u(t) ∈ C(R; H(Ω)). Hence we can write
u(t) = S(t)u(0), (3.31)
and get
Sm(t)um,0 ⇀ S(t)u(0) weakly in L
2(−T , T ; H(Ω)). (3.32)
Now ﬁx t∗ ∈ [−T , T ], then {Sm(t∗)um,0}∞m=1 is bounded in H(Ω). Therefore, there exist u˜ ∈ H(Ω) and
a subsequence of {Sm(t∗)um,0}∞m=1 such that Sm(t∗)um,0 ⇀ u˜ weakly in H(Ω). Thus u(t) is a solution
of (3.1)–(3.2) with u(t∗) = u˜. Hence we have S(t∗)u(0) = u˜. Since t∗ ∈ [−T , T ] is arbitrary, we get
Sm(t)um,0 ⇀ S(t)u(0) weakly in H(Ω) for each t ∈ R. (3.33)
It then follows from (3.26) and (3.33) that
∥∥S(t)u(0)∥∥ lim inf
m→+∞
∥∥Sm(t)um,0∥∥ ρ, for each t ∈ R, (3.34)
which means the solution S(t)u(0) is deﬁned on R and bounded. Thus S(t)u(0) ∈ A for all t ∈ R. In
particular, u(0) ∈ A. The proof is complete. 
3.3. Upper semicontinuity of global attractors
In this subsection, we improve Lemma 3.5 to obtain the following Lemma 3.6, then we combine
Lemma 3.6 and the argument of contradiction to establish the upper semicontinuity of global attrac-
tors.
Lemma 3.6. If um,0 ∈ Am, m = 1,2, . . . , then there exists u0 ∈ A such that, up to a subsequence,
um,0 −→ u0 strongly in H(Ω). (3.35)
Proof. We ﬁrst construct an energy equality for non-Newtonian ﬂuid. Deﬁne ·,· : V (Ω)×V (Ω) → R
as
u, v= 2μ1(Au, v) − c1μ1(u, v),u, v ∈ V (Ω).
Then by Lemma 2.1, we have
u2 = u,u= 2μ1(Au,u) − c1μ1‖u‖2H(Ω)  c1μ1‖u‖2V (Ω).
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c1μ1‖u‖2V (Ω)  u2  2c1μ1‖u‖2V (Ω). (3.36)
Now multiplying both sides of (3.3) by um , we obtain
d
dt
‖um‖2 + 2c1μ1‖um‖2 = 2(g,um) − 2
〈
N(um),um
〉− 2um2. (3.37)
By the formula of constant variation, we get the following energy equality
∥∥um(t)∥∥2 = ∥∥um(s)∥∥2e−κ(t−s) + 2
t∫
s
Ψ
(
g,um(τ )
)
dτ , t  s, (3.38)
where κ = 2c1μ1, and
Ψ
(
g,um(τ )
)= (g,um(τ ))− 〈N(um(τ )),um(τ )〉− um(τ )2.
We remark that ·,· can also be deﬁned on V (Ωm) × V (Ωm) and the above energy equality also
holds true for the solution of (3.1)–(3.2). Note um,0 = Sm(T )Sm(−T )um,0 for each T ∈ R. By (3.38) we
obtain
‖um,0‖2 =
∥∥Sm(T )Sm(−T )um,0∥∥2
= ∥∥Sm(T0)Sm(−T )um,0∥∥2e−κ(T−T0)
+ 2
T∫
T0
e−κ(T−τ )Ψ
(
g,Sm(τ )Sm(−T )um,0
)
dτ . (3.39)
Now by Lemma 3.5 we see that there exists u0 ∈ A such that, up to a subsequence,
um,0 ⇀ u0 weakly in H(Ω), (3.40)
which implies
lim inf
m→+∞‖um,0‖ ‖u0‖. (3.41)
We next use the energy equality (3.39) to prove
limsup
m→+∞
‖um,0‖ ‖u0‖. (3.42)
In fact, since um,0 ∈ Am , the solution Sm(t)um,0 of problem (3.3)–(3.4) is bounded on R and
Sm(t)um,0 ∈ Am , t ∈ R. Therefore, for each T ∈ R, we see Sm(−T )um,0 ∈ Am . Thus by Lemma 3.5,
we ﬁnd that there exists uT ∈ A such that, up to a subsequence,
Sm(t)Sm(−T )um,0 ⇀ S(t)uT weakly in H(Ω) for each t ∈ R.
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um,0 ⇀ S(T )uT weakly in H(Ω), (3.43)
and by the uniqueness of limit,
u0 = S(T )uT . (3.44)
We now begin to estimate the terms in (3.39). Firstly, Sm(T0)Sm(−T )um,0 ∈ Am and thus by (3.8) we
get ‖Sm(T0 − T )um,0‖ ρ , where ρ is independent of m. Hence
∥∥Sm(T0)Sm(−T )um,0∥∥2e−κ(T−T0)  ρe−κ(T−T0), (3.45)
where ρ is independent of m and T . Secondly, by (3.25) we get
Sm(τ − T )um,0 ⇀ S(τ − T )u0 weakly in L2
(−T , T ; H(Ω)), (3.46)
which, together with the fact g ∈ H(Ω), implies
lim
m→+∞
T∫
T0
e−κ(T−τ )
(
g,Sm(τ − T )um,0
)
dτ
=
T∫
T0
e−κ(T−τ )
(
g,S(τ − T )u0
)
dτ . (3.47)
Thirdly, (3.36) shows that ·=√·2 is a norm in V (Ω) which is equivalent to ‖ · ‖V (Ω) , while
0< e−κT  e−κ(T−τ )  1, ∀τ ∈ [T0, T ],
is clear. Thus
{ T∫
T0
e−κ(T−τ )·2 dτ
}1/2
is a norm in L2(T0, T ; V (Ω)) which is equivalent to the usual norm. Using (3.24), we can get
Sm(τ − T )um,0 ⇀ S(τ − T )u0 weakly in L2
(−T , T ; V (Ω)). (3.48)
Thus
lim inf
m→+∞
T∫
T0
e−κ(T−τ )

Sm(τ − T )um,0
2
dτ 
T∫
T0
e−κ(T−τ )

S(τ − T )u0
2
dτ . (3.49)
Finally, we verify the following inequality:
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m→∞
T∫
T0
e−κ(T−τ )
〈
N
(
Sm(τ − T )um,0
)
,Sm(τ − T )um,0
〉
dτ
=
T∫
T0
e−κ(T−τ )
〈
N
(
S(τ − T )u0
)
,S(τ − T )u0
〉
dτ . (3.50)
Indeed,
∣∣〈N(Sm(τ − T )um,0),Sm(τ − T )um,0〉− 〈N(S(τ − T )u0),S(τ − T )u0〉∣∣

∣∣〈N(Sm(τ − T )um,0),Sm(τ − T )um,0 − S(τ − T )u0〉∣∣
+ ∣∣〈N(Sm(τ − T )um,0)− N(S(τ − T )u0),S(τ − T )u0〉∣∣
.= I1 + I2. (3.51)
To estimate I1 and I2, we set
F (s) = 2μ0
(
 + |s|2)−α/2s,
where
s =
(
s1 s2
s3 s4
)
∈ R4 and |s|2 =
4∑
i=1
s2i , si ∈ R, i = 1,2,3,4.
Then the ﬁrst order Fréchet derivative of F (s) is
DF (s) = 2μ0
(
 + |s|2)−α/2
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1− αs21
+|s|2 − αs1s2+|s|2 − αs1s3+|s|2 − αs1s4+|s|2
− αs1s2
+|s|2 1−
αs22
+|s|2 − αs2s3+|s|2 − αs2s4+|s|2
− αs1s3
+|s|2 − αs2s3+|s|2 1−
αs23
+|s|2 − αs3s4+|s|2
− αs1s4
+|s|2 − αs2s4+|s|2 − αs3s4+|s|2 1−
αs24
+|s|2
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Since 0< α < 1, we have
∣∣∣∣− αsi s j + |s|2
∣∣∣∣<
∣∣∣∣ si s j + |s|2
∣∣∣∣< 1 , i, j = 1,2,3,4,
and
0< 1− αs
2
i
 + |s|2 < 1, i = 1,2,3,4.
Consequently,
∥∥DF (s)∥∥ 2μ0( + |s|2)−α/2
√
4+ 12
2
 2μ0−α/2
√
4+ 12
2
, ∀s ∈ R4. 
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D2F (s) =
(
∂2Fi(s)
∂s j∂sk
)
, i = 1,2,3,4, j = 1,2,3,4, k = 1,2,3,4,
where Fi(s) = 2μ0(+|s|2)−α/2si . By some computations we see that the ﬁrst order and second order
Fréchet derivatives of F (s) satisfy
∥∥DF (s)∥∥+ ∥∥D2F (s)∥∥ c4(μ0, ε,α) .= c6, ∀si ∈ R, i = 1,2,3,4, (3.52)
where c6 is a positive constant depending only on μ0,  and α. For any a,b ∈ R4,
F (b) − F (a) =
1∫
0
DF
(
a + τ (b − a))(b − a)dτ .
Now taking a = e(Sm(τ − T )um,0) = (ei j(Sm(τ − T )um,0)),b = e(0) = (ei j(0)), applying the integration
by parts ﬁrst and then the above inequality about F (s), we have
I1 =
∣∣〈N(Sm(τ − T )um,0),Sm(τ − T )um,0 − S(τ − T )u0〉∣∣
=
∣∣∣∣
∫
Ω
{∇ · [F (e(Sm(τ − T )um,0))− F (e(0))]}
· (Sm(τ − T )um,0 − S(τ − T )u0)dx
∣∣∣∣
 c6
(∥∥∇Sm(τ − T )um,0∥∥+ ∥∥Sm(τ − T )um,0∥∥)
· ∥∥Sm(τ − T )um,0 − S(τ − T )u0∥∥. (3.53)
Thus
T∫
T0
e−κ(T−τ ) I1 dτ
 c6
T∫
T0
e−κ(T−τ )
(∥∥∇Sm(τ − T )um,0∥∥+ ∥∥Sm(τ − T )um,0∥∥)
· ∥∥Sm(τ − T )um,0 − S(τ − T )u0∥∥dτ
= c6
T∫
T0
e−κ(T−τ )
(∥∥∇Sm(τ − T )um,0∥∥H(Ω\Ωk) + ∥∥Sm(τ − T )um,0∥∥H(Ω\Ωk))
· ∥∥Sm(τ − T )um,0 − S(τ − T )u0∥∥H(Ω\Ωk) dτ
+ c6
T∫
T
e−κ(T−τ )
(∥∥∇Sm(τ − T )um,0∥∥H(Ωk) + ∥∥Sm(τ − T )um,0∥∥H(Ωk))0
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.= I11 + I12. (3.54)
By Lemma 3.1 and Lemma 3.2, we see that for each k ∈ Z+ ,
c6
T∫
T0
e−κ(T−τ )
∥∥Sm(τ − T )um,0∥∥2V (Ω\Ωk) dτ < +∞, m = 1,2, . . . . (3.55)
While Lemma 3.3 shows that for any ε > 0, there exist T1(ε) and M1(ε) such that
∥∥Sm(τ − T )um,0 − S(τ − T )u0∥∥H(Ω\Ωk) < ε, (3.56)
for τ  T1(ε) and k M1(ε). Thus we can deduce that
I11 <
ε
2
, k > M1(ε). (3.57)
Fixing k such that k > M1(ε), we see that the embedding L2(T0, T ; V (Ωk)) ↪→ L2(T0, T ; H(Ωk)) is
compact. It then follows from (3.24) and (3.55) that
I12 <
ε
2
, k > M1(ε). (3.58)
(3.57) and (3.58) imply
lim
m→∞
T∫
T0
e−κ(T−τ ) I1 dτ = 0. (3.59)
Taking a = e(Sm(τ −T )um,0) = (ei j(Sm(τ −T )um,0)),b = e(S(τ −T )u0) = (ei j(S(τ −T )u0)), applying
the integration by parts ﬁrst and then the above inequality about F (s), we have
I2 =
∣∣〈N(Sm(τ − T )um,0)− N(S(τ − T )u0),S(τ − T )u0〉∣∣
=
∣∣∣∣
∫
Ω
[
F
(
e
(
Sm(τ − T )um,0
))− F (e(S(τ − T )u0))]
· e(S(τ − T )u0)dx
∣∣∣∣

{
c6
∥∥∇(Sm(τ − T )um,0 − S(τ − T )u0)∥∥∥∥∇S(τ − T )u0∥∥,
c6
∥∥(Sm(τ − T )um,0 − S(τ − T )u0)∥∥∥∥S(τ − T )u0∥∥. (3.60)
Thus
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T0
e−κ(T−τ ) I2 dτ  c6
T∫
T0
e−κ(T−τ )
∥∥Sm(τ − T )um,0 − S(τ − T )u0∥∥H(Ω\Ωk)
· ∥∥S(τ − T )u0∥∥H(Ω\Ωk) dτ
+ c6
T∫
T0
e−κ(T−τ )
∥∥∇(Sm(τ − T )um,0 − S(τ − T )u0∥∥H(Ωk)
· ∥∥∇S(τ − T )u0∥∥H(Ωk) dτ (for each k ∈ Z+)
 c6
T∫
T0
e−κ(T−τ )
∥∥Sm(τ − T )um,0 − S(τ − T )u0∥∥H(Ω\Ωk)
· ∥∥S(τ − T )u0∥∥V (Ω\Ωk) dτ
+ c6
T∫
T0
e−κ(T−τ )
∥∥(Sm(τ − T )um,0 − S(τ − T )u0∥∥H10(Ωk)
· ∥∥S(τ − T )u0∥∥H10(Ωk) dτ
.= I21 + I22. (3.61)
Note that the embedding V (Ωk) ↪→ H10(Ωk) is also compact for each k ∈ Z+ . Analogous to the deriva-
tion to (3.59), we can get
lim
m→∞
T∫
T0
e−κ(T−τ ) I2 dτ = 0. (3.62)
Combining (3.59) and (3.62), we get (3.50). It then follows from (3.39), (3.45), (3.47), (3.49) and (3.50)
that
limsup
m→∞
‖um,0‖ ρe−κ(T−T0) + 2
T∫
T0
e−κ(T−τ )
(
g,S(τ − T )u0
)
dτ
− 2
T∫
T0
e−κ(T−τ )

S(τ − T )u0
2
dτ
− 2
T∫
T0
e−κ(T−τ )
〈
N
(
S(τ )S(−T )u0
)
,S(τ − T )u0
〉
dτ
= ρe−κ(T−T0) + 2
T∫
T
Ψ
(
g,S(τ )uT
)
dτ . (3.63)0
C. Zhao et al. / J. Differential Equations 247 (2009) 2331–2363 2361Now applying the energy equality (3.39) to u0 = S(T )uT , we obtain
‖u0‖2 =
∥∥S(T )uT ∥∥2
= ∥∥S(T0)uT ∥∥2e−κ(T−T0) + 2
T∫
T0
Ψ
(
g,S(τ )uT
)
dτ . (3.64)
(3.63) and (3.64) tell us that
limsup
m→+∞
‖um,0‖ ‖u0‖2 +
(
ρ − ∥∥S(T0)uT ∥∥2)e−κ(T−T0). (3.65)
Note that uT ∈ A and ‖S(T0)uT ‖  ρ . Letting T → +∞, we get (3.42) from (3.65). Since H(Ω) is a
Hilbert space, we deduce from (3.40), (3.41) and (3.42) that (3.35) holds. The proof of Lemma 3.6 is
eventually complete. 
Theorem 3.1. Suppose g ∈ H(Ω), μ0,μ1,  > 0 and α ∈ (0,1). Let A and Am be the global attractors of
problem (3.1)–(3.2) and problem (3.3)–(3.4), respectively. Then
lim
m→+∞DistH(Ω)(Am,A) = 0. (3.66)
Proof. Similar to [34], we use the argument of contradiction. If (3.66) is not true, then there exist a
ﬁxed ε0 > 0 and a sequence um ∈ Am , m = 1,2, . . . such that
DistH(Ω)(um,A) ε0 > 0, m = 1,2, . . . . (3.67)
While by Lemma 3.6 we ﬁnd that there exists a subsequence {umk } of {um} such that
lim
m→+∞DistH(Ω)(umk ,A) = 0,
which obviously contradicts (3.67). The proof is complete. 
4. Some remarks
We end this paper with three remarks.
Remark 4.1. Vishik and Chepyzhov constructed the trajectory and global attractors for 3D Navier–
Stokes equations in [43]. We note that the regularity of trajectory attractor also holds true for the
Navier–Stokes equations, which implies the trajectory asymptotic smoothing effect of the 3D Navier–
Stokes equations.
Remark 4.2. Rosa [41] proved the existence of L2 global attractor A for Navier–Stokes equations in
2D unbounded channels, e.g. Ω = R × (−L, L). Temam [42] established the existence of L2 global
attractor {Am}∞m=1 for 2D Navier–Stokes equations in {Ωm}∞m=1, which is an expanding sequence of
simply connected, bounded and smooth subdomains of Ω such that Ωm → Ω as m → ∞. We claim
that the upper semicontinuity of the global attractors {Am}∞m=1 at A also holds true.
2362 C. Zhao et al. / J. Differential Equations 247 (2009) 2331–2363Remark 4.3. The non-Newtonian ﬂuid equations (1.1)–(1.3) can be regarded as the “modiﬁed” Navier–
Stokes equations as the gradient of the velocity of the ﬂuid is relatively large [32]. Indeed, if α = μ1 =
0, then (1.1)–(1.3) turn into Navier–Stokes equations. If α = μ0 = 0, then (1.1)–(1.3) reduce into Euler
equations. The issue on the limiting behavior of the parameters α → 0+ , μ0 → 0+ and μ1 → 0+ is
interesting and meaningful. This will be the topic of our forthcoming paper.
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