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Abstract. Within the lack of accurate data, for some computer vision applications, researchers 
usually use other pictures collected from different sources for the training. To know the effect of 
these added data, we compare the detection results of a customized dataset of objects, using the 
same detection model, while changing the training data fed into the network. For our work, we 
run the detection on images captured by the Microsoft Kinect sensor after training the network 
on different combinations of training data. The first part of the training data is captured by the 
Kinect itself, and the second is collected from several sources from the internet, referred to as 
collected images. We then change the distribution of these images between training and 
validation to feed them into the fixed training model. The results prove that this distribution of 
data can considerably affect training and detection results under the same model parameters. In 
addition, mixing the captured images with other collected ones can improve these results. 
1.  Introduction 
The recent decade has witnessed a dramatic increase in the ability to classify, localize and detect objects 
in images. This success is not only the result of the advent of powerful General Purpose Unites (GPUs,) 
but also designing deep structures of convolutional neural networks, in addition to the availability of 
large datasets. 
In our work, we focus on the detection problem, where the model has to decide what objects are in 
the image, as well as where do they appear. Our system depends on an object detection API [1], 
published by Google as an open source code for researchers, after making several changes to it. 
The purpose of our work is to know how to tune the dataset to get better results under a fixed detection 
model. To make work easier, we use images of fruits as they are available and cheap. The detection runs 
on a picture captured by the Microsoft Kinect sensor. We first train and validate the network on images 
captured by the Kinect. Second, we replace the training set with collected images and move some of the 
previously captured images to the validation. Third, we enrich the original dataset of captured images 
by collected images. Different number of images is used to keep a balance among instances of each class 
in the three experiments. 
2.  Literature review 
2.1.  Datasets 
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Large datasets, such as Common Objects in COntexts (MS COCO) [2], ImageNet [3] and PASCAL 
Visual Object Classes (VOC) [4] have enabled significant advances in image classification, object 
detection, and object segmentation to be achievable. Each of these datasets varies significantly in size, 
list of labelled categories and types of images.  
In this paper, we will focus on the MS COCO dataset, which is used in the pre-trained model. MS 
COCO is designed for the detection and segmentation of objects occurring in their natural context, with 
91 categories, and a total of 2.5 million labelled instances in 328000 images. While MS COCO has 
fewer categories than ImageNet, it has more instances per category. In comparison to PASCAL VOC, 
MS COCO has both more categories and instances [2]. 
2.2.  Classification Models 
One of the most successful and remarkable algorithms that won the 2012 ImageNet Large Scale Visual 
Recognition Competition, ILSVRC, is the AlexNet [5]. This was the first successfully applied 
convolutional neural network at that time, which has changed the future of computer vision algorithms. 
In 2014, there were two remarkable models, GoogleNet, also known as Inception V1[6], which won 
the competition, and VGGNet [7], which was ranked second in the contest but first in the localization 
task. VGGNet has 19 layers and 7.3% top-5 error rate in classification performance while GoogleNet 
has 22 layers with 6.7%. It is noteworthy to mention that the number of parameters used in GoogleNet, 
5 million, is 12 times less than the ones used in AlexNet, 60 million, yet deeper and more efficient. It 
also introduced the concept of Inception model, that apply several filters of different sizes on the input 
from the previous layer producing not only deeper, yet wider layers without significant performance 
penalty [6]. To reduce dimensionality and remove computational bottlenecks, 1x1 convolutional layers 
followed typically by the rectified linear activation were added to the inception model. 
In [8], the authors argue that adding the Batch Normalization to a state-of-the-art classification model 
can significantly increase its learning speed. Although, in some publications, this paper is referred to as 
Inception v2, such as in [10], it was not officially introduced as Inception v2.  
The inception modules v2 and v3 were officially introduced in one paper [9]. In this paper, the 
authors added to [8] and replaced the 5x5 convolution by two 3x3 convolution operations after noticing 
that the 5x5 convolution is 2.78 times more expensive with the same number of filters. This architecture 
and the naïve Inception model are explained in figures 2 and 1 respectively. 
 
 
 
 
Figure 1. Original Inception module as 
described in [9] 
 Figure 2. Inception modules where each 5 x 5 
convolution is replaced by two 3 x 3 
convolutions [9] 
2.3.  Detection models 
For the detection problem, it is not enough to know whether an image contains an object or not. The 
detection model, however, has to know where the instances of the detected objects appear in the image. 
Several detection models are existed in literature to solve this problem. Some of them use a sliding 
window, such as OverFeat [11]. Other models deal with the entire image during training and test time 
like the You Only Look Once (YOLO) [12] [13]. 
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Other detection models run the classification on parts of an image proposed by a first stage region 
proposal process. The most common models that use this algorithm are the R-CNN [14] and Fast-RCNN 
[15], where the Selective Search algorithm [16] is used to predict region proposals. An updated version 
of [14] and [15] is the Faster-RCNN [17] had introduced a Region Proposal Network (PRN) that shares 
full-image convolutional features with the detection network, thus enabling nearly cost-free region 
proposals and improving the model’s speed and accuracy. [17] also introduced anchor boxes the solve 
the multi-scale and size problem. 
3.  Detection methodology 
3.1.  Transfer Learning 
Training models from scratch is time and resource consuming. Some models need days and maybe 
weeks to converge. Because of this, researchers usually benefit from others’ previously trained models 
in order to initialize their models. 
To explore the speed/accuracy trade-off of some of the modern detection systems, researchers at 
Google had published an object detection API, as an open source code [1]. In this module, the authors 
tried to apply the meta-architectures of object detection, described in [1], to conduct their experiments 
and comparisons. In our work, we depend and build on this API to train the detection model on our own 
dataset. The result of this training is a frozen inference graph, that can be used for the test purposes. 
3.2.  Used model’s parameters 
For the detection, we choose a detector Faster-RCNN with Inception v2 as its feature extractor. This 
model was pre-trained on COCO dataset, where it achieved 28 mean average precision (mAP) detector 
performance on a subset of the COCO validation set and a running time of 58 (milliseconds) per 
600x600 image (including all pre and post-processing).  
We choose this model because its accuracy and speed are suitable for our application. L2 regularizer 
is used in addition to the Truncated normal as the model’s initializer. For optimization, we use the 
Momentum optimizer. We start the training with an initial learning rate of 0.0002, then we make it 
smaller to be 0.00002 after 5000 steps. The learning rate is set to 0.000002 if the learning exceeds 10000 
steps. 
3.3.  Customized dataset 
We created our own datasets to train a fixed model on. To run the first experiment, we captured 160 
images using the Kinect and distribute them as 142 training and 18 validation images. Then, we collected 
425 pictures from [18], as well as several websites, such as Adobe Stock and Shutter Stock, while 
keeping 72 images taken by the Kinect. For this experiment, we run the training on the collected images 
and validate the captured. For the last experiment, we used 385 collected images and 37 captured ones 
to train the network. 46 collected and 36 captured images were used for the validation process.  
4.  Results 
The result of running the detection after training on images purely captured by the Kinect is shown in 
figure 3. As can be seen, there are three misclassified classes, in addition to the low probability for the 
detected objects. In addition, as we notice in figure 4, the training process takes a lot of time and the 
model is unstable. These results prove that the limited captured images are not enough for the training 
and more data need to be fed into the model. 
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Figure 3. Training and validating on 
images captured by the Kinect, (limited 
number of images) 
 Figure 4. Training process when the model is trained and 
evaluated on captured. 
 
In the second experiment, we change the training data with images collected from different resources 
as illustrated in 3.3. We can notice, in figure 5, that the detection results are improved, but still have two 
misclassified classes. Additionally, the training processed is improved but still showing instability 
between steps 6000 and 8000. 
 
 
 
 
Figure 5. Training on collected images 
and validating on captured 
 Figure 6. Training process when the model is trained on 
collected images and evaluated on captured 
 
Finally, figure 7 shows more accurate detection results by only manipulating the dataset. It can be 
noticed in figure 8 that the training process becomes relatively stable after being unstable for the first 
5000 steps. 
 
 
 
 
Figure 7. Training and validating on mixed 
images. 
 Figure 8. Training process when the model is trained and 
validated on mixed images. 
5.  Conclusion 
In conclusion, this work shows the importance of choosing the right dataset for the training and 
validation processes under limited training data. We show the detection results of three different 
situations where only the dataset is changing while maintaining the model’s parameters fixed. As a 
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result, we see that when we have a lack of information, the best way is to use mixed images to train and 
validate the network. 
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