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Abstract
The Newton-Raphson (N-R) method is useful to find the roots of a polynomial of degree n, with n ∈N. However it is limited since
this method differs for the case where polynomials have only complex roots if a real initial condition is taken, in the present work a
method is explained with the aid of fractional calculus, which we will call Fractional Newton-Raphson Method (F N-R), which has the
ability to enter the space of complex numbers given a real initial condition, which allows us to find both the real and complex roots of a
polynomial unlike the classical Newton-Raphson method.
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1. Newton-Raphson Method
For the one-dimensional case the N-R method is one of the
most used methods to find the roots x∗ of a function f :
R→ R, with f ∈ C2(R), i.e., {x∗ ∈R : f (x∗) = 0}, this due
to its easy implementation and its rapid convergence. The
N-R method is expressed in terms of an iteration function
Φ :R→R, as follows [1]
xn+1 := Φ(xn) = xn − f (xn)Df (xn) , n= 0,1, · · · (1)
where D = d/dx.
Figure 1: Illustration of N-R method [1]
The N-R method is based on creating a succession {xn} of
points by means of the intersection of the tangent line of the
function f (x) at the point xn with the x axis, if the initial
condition x0 is close enough to the root x∗, the sequence {xn}
should be convergent to that root. [2]
This method is characterized by having a convergence
order at least quadratic for the case in which Df (x) , 0, on
the other hand if f (x) is a polynomial that presents a root x∗
with a certain multiplicity m, with m ∈N, i.e.,
f (x) = (x − x∗)mg(x), g(x∗) , 0,
the N-R method converges at least linearly [1].
2. Fractional Calculus
Fractional calculus is a branch of mathematical analysis
whose applications have been increasing since the late XX
century and early XXI century [3]. It arises around 1695 due
to the notation of Leibniz for derivatives of the integer order
dn
dxn
f (x), n ∈N,
Thanks to this notation, L’Hopital was able to ask Leib-
niz in a letter about the interpretation of taking n= 1/2 in
a derivative, because at that time Leibniz could not give a
physical or geometric interpretation to this question, he lim-
ited himself to answering L’Hopital in a letter, “. . . this is an
apparent paradox from which, one day, useful consequences
will be extracted" [4]. The name of fractional calculation
comes from a historical question since in this branch of math-
ematical analysis we study the derivatives and integrals of
arbitrary order α, with α ∈R or C.
Currently the fractional calculation does not have a uni-
fied definition of what is considered a fractional derivative,
this because one of the conditions that is asked to consider
an expression as a fractional derivative, is that the results of
the conventional calculation are recovered when the order
α → n, with n ∈ N [5], among the most common defini-
tions of fractional derivatives are the fractional derivative
of Riemann-Liouville (R-L) and the fractional derivative of
Caputo [6], the latter is usually the most studied, since the
fractional derivative of Caputo allows to give a physical inter-
pretation to problems with initial conditions, this derivative
complies with the property of the classical calculus that the
derivative of a constant is null regardless of the order α of the
derivative, however this does not occur with the fractional
derivative of R-L.
Unlike the fractional derivative of Caputo, the fractional
derivative of R-L does not allow to give a physical inter-
pretation to the problems with initial condition because its
use induces fractional initial conditions, however, the fact
that this derivative does not cancel the constants for α, with
α <N, allows to obtain a “spectrum" of the behavior that the
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constants have for different orders of the derivative, which
is not possible with the conventional calculus.
It must be taken into account that those functions that do
not have a classical derivative or a weak derivative, these can
present a fractional derivative [7] , however, that is a subject
that exceeds the purpose of this document.
2.1. Fractional Derivative of
Riemann-Liouville
The fractional derivative operator R-L is constructed in a
simplified way, taking into account that the integral operator
is defined for a locally integrable function as
aIxf (x) :=
∫ x
a
f (t)dt,
applying twice the integral operator we obtain
aI
2
x f (x) =
∫ x
a
(∫ x1
a
f (t)dt
)
dx1 =
∫ x
a
aIx1f (x1)dx1,
making integration by parts taking u = aIx1f (x1) and
dv = dx1
aI
2
x f (x) = x1aIx1f (x1)
∣∣∣∣x
a
−
∫ x
a
x1f (x1)dx1
= xaIxf (x)− aIxxf (x)
=
∫ x
a
(x − t)f (t)dt,
repeating the previous process applying three times the
integral operator we obtain
aI
3
x f (x) =
∫ x
a
aI
2
x1f (x1)dx1,
making integration by parts taking u = aI
2
x1f (x1) and
dv = dx1
aI
3
x f (x) = x1aI
2
x1f (x1)
∣∣∣∣x
a
−
∫ x
a
x1aIx1f (x1)dx1
= xaI
2
x f (x)− aIx (xaIxf (x))
=
∫ x
a
(x − x1)aIx1f (x1)dx1,
realizing again integration by taking parts u = aIx1f (x1)
and dv = (x − x1)dx1
aI
3
x f (x) = − (x − x1)
2
2 a
Ix1f (x1)
∣∣∣∣x
a
+
∫ x
a
(x − x1)2
2
f (x1)dx1
=
1
2
∫ x
a
(x − t)2f (t)dt,
repeating the above process n times it is possible to obtain
the expression known as n-fold iterated integra [6]
aI
n
x f (x) =
1
(n− 1)!
∫ x
a
(x − t)n−1f (t)dt,
to make a generalization of the previous expression, it is
enough to take into account the relationship between the
gamma function and the factorial function (Γ (n) = (n− 1)!)
and doing n→ α, with α ∈ C(Re (α) > 0), the expression for
the fractional integral operator of R-L is obtained [6]
aI
α
x f (x) =
1
Γ (α)
∫ x
a
(x − t)α−1f (t)dt, (2)
taking into account that the differential operator is the
inverse operator on the left of the integral operator, i.e.,
DnaI
n
x f (x) = f (x),
we can consider extending this analogy to fractional calcu-
lus using the expression
aD
α
x f (x) = aI
−α
x f (x),
however this would cause convergence problems because
the gamma function is not defined for α ∈Z−, to solve this is
defined
aD
α
x f (x) := DnaInx aI−αx f (x) = DnaIn−αx f (x), (3)
taking α ∈ C(Re (α) > 0) with n= bRe (α)c+ 1, we get the
expression for the fractional derivative operator of R-L [6]
aD
α
x f (x) =
1
Γ (n−α)
dn
dxn
∫ x
a
(x − t)n−α−1f (t)dt,
the fractional derivative of R-L in its unified version with
the fractional integral of R-L is given by the following ex-
pression
aD
α
x f (x) =

1
Γ (−α)
∫ x
a
(x − t)−α−1f (t)dt, Re (α) < 0
1
Γ (n−α)
dn
dxn
∫ x
a
(x − t)n−α−1f (t)dt, Re (α) ≥ 0
(4)
where n= bRe (α)c+ 1.
The fractional derivative of R-L of a monomial of the form
f (x) = (x − c)m, with m ∈N and c ∈R, through the equation
(4) is expressed as
aD
α
x f (x) =
1
Γ (n−α)
dn
dxn
∫ x
a
(x − t)n−α−1(t − c)mdt, (5)
taking the variable change t = c+ (x − c)u in the integral
∫ x
a
(x − t)n−α−1(t − c)mdt =
(x − c)m+n−α
∫ 1
a−c
x−c
(1−u)n−α−1umdu,
2
UNAM Fractional Newton-Raphson Method Faculty of Sciences
the previous result can be expressed in terms of the Beta
function and the incomplete Beta function [8]
(x − c)m+n−α
∫ 1
a−c
x−c
(1−u)n−α−1umdu =
(x − c)m+n−α
∫ 1
0
(1−u)n−α−1umdu −
∫ a−c
x−c
0
(1−u)n−α−1umdu

= (x − c)m+n−α
[
B(n−α,m+ 1)−B a−c
x−c (n−α,m+ 1)
]
,
so the equation (5) can be rewritten as
aD
α
x f (x) =
Γ (m+ 1)
Γ (m+ n−α+ 1)
dn
dxn
{
(x − c)m+n−αG
( a− c
x − c
)}
,
where
G
( a− c
x − c
)
:= 1−
B a−c
x−c (n−α,m+ 1)
B(n−α,m+ 1) ,
when c = a we have to G(0) = 1, then
aD
α
x (x − a)m = Γ (m+ 1)Γ (m+ n−α+ 1)
dn
dxn
(x − a)m+n−α ,
taking into account that in the conventional calculus
dn
dxn
xk =
k!
(k −n)!x
k−n = Γ (k+ 1)
Γ (k −n+ 1)x
k−n,
we get the fractional derivative of R-L for a monomial of
the formf (x) = (x − a)m
aD
α
x (x − a)m = Γ (m+ 1)Γ (m−α+ 1) (x − a)
m−α . (6)
3. Fractional N-R Method
The N-R method is useful to find the roots of a polynomial
of degree n, with n ∈ N, however it is limited to not being
able to find complex roots of the polynomial if a real initial
condition is taken, to solve this problem and to develop a
method that is able to find both the real and complex roots
of a polynomial regardless of whether the initial condition is
real is made use of the N-R method with the implementation
of the fractional derivative of R-L.
Taking into account that a polynomial of degree n is com-
posed of n+1 monomios of the form xm, with m ∈N, we can
take the equation (6) with a= 0, getting
0D
α
x x
m =
Γ (m+ 1)
Γ (m−α+ 1)x
m−α , (7)
and using the equation (1) we can define the F N-R method
for f (x) ∈ Pn[x], as follows
xn+1 := Φ(α,xn) = xn − f (xn)
0D
α
x f (x)
∣∣∣∣
x=xn
, n= 0,1, · · · (8)
Figure 2: Illustration of some lines generated by the F N-R method
where −2 < α < 2.
To understand why the F N-R method has the ability to
enter complex space unlike the classical N-R method, it
is enough to observe the fractional derivative of R-L with
α = 1/2 of the constant function f0(x) = 1 = x0 and the
identity function f1(x) = x = x1
0D
1/2
x f1(x) =
Γ (2)
Γ (3/2)
x1/2,
0D
1/2
x f0(x) =
Γ (1)
Γ (1/2)
x−1/2,
Figure 3: Fractional Derivative of R-L with α ∈ [0,1] of the function
f1(x)
for polynomials of degree n ≥ 1 an initial condition must
be taken x0 , 0, this as a consequence of the fractional deriva-
tive of R-L order α <N of the constants are of the form x−α .
When we take α , 1 you have two cases:
i) When we take an initial condition x0 > 0, the sequence
{xn} generated by the equation (8) can be divided into
three parts, this happens because there may be a N ∈N
for which {xn}N−1n=0 ∈R+ and xN ∈R−, consequently the
succession {xn}n≥N+1 ∈ C.
ii) When we take an initial condition x0 < 0, the succession
{xn}n≥1 ∈ C.
3
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Figure 4: Fractional Derivative of R-L with alpha in[0,1] of the func-
tion f0(x)
3.1. Advantages of the F N-R Method
One of the main advantages of the F N-R method is that the
initial condition can be left fixed x0 and vary the order of the
derivative α to obtain real and complex roots of a function.
Once the order α of the derivative is varied, different values
of α can generate the same root but with a different number
of iteration or error, to optimize the method, it is possible
to implement a filter in the that once the roots have been
obtained, only those whose orders of the derivatives have
generated a lower number of iterations or a minimum error
are extracted.
Another advantage is that the F N-R method provides
complex roots, once a complex root is obtained, it is sufficient
to obtain its complex conjugate to obtain another root, so, in
essence, it could be considered that two roots are extracted
in the same order of the derivative and the same iteration
number.
The F N-R method does not guarantee that all roots of the
function leave a fixed initial condition and vary the ordered
α of the derivative, as in the classical N-R method, finding
the roots will depend on giving an appropriate initial con-
dition, such as the F N-R method works in a complex space,
the initial condition has the freedom to be real or complex.
Regarding the convergence of the method, it is suggested to
consult [9]
4. Results of the F N-R Method
The following results using the F N-R method were per-
formed with Julia 1.1.0 using the Anaconda Navigator 1.9.6
software, with a maximum of 300 iterations for each α value.
1) Selected polynomial:
f (x) = −70.98x13 − 35.88x12 − 61.16x11 + 81.44x10
−63.88x9 + 80.34x8 + 17.48x7 − 55.87x6
+35.85x5 − 41.2x4 − 0.29x3
−46.44x2 + 13.37x − 34.49,
roots x∗ obtained with the F N-R method for a fixed
initial condition x0 = 0.5 and different orders α from
the derivative
α Re(x∗) Im(x∗)
∥∥∥f (x∗)∥∥∥2 Iter
0.718 0.19151807732 −0.83357382411 2.06468e − 10 295
0.810 0.53669830311 −0.62248830172 9.97056e − 10 126
0.819 0.53669830311 0.62248830172 9.97056e − 10 78
0.861 0.00875091845 −0.90699223528 1.006794e − 9 83
0.864 −0.88279627032 −1.1177511854 3.3844239e − 8 87
0.865 0.19151807732 0.83357382411 2.06468e − 10 42
0.879 −0.57614988323 −0.55484703326 1.607627e − 9 56
0.887 0.94774341679 −0.25285849811 1.216203e − 9 41
0.893 −0.95702362973 −0.0 1.34979e − 9 62
0.992 0.94774341679 0.25285849811 1.216203e − 9 18
1.003 0.00875091845 0.90699223528 1.006794e − 9 45
1.004 −0.88279627032 1.1177511854 3.3844239e − 8 33
1.005 −0.57614988323 0.55484703326 1.607627e − 9 31
2) Selected polynomial:
f (x) = −88.39x14 + 48.02x13 + 32.56x12 − 15.54x11
−77.39x10 − 41.09x9 − 6.54x8 − 39.53x7
+44.72x6 + 16.5x5 + 6.86x4 + 59.91x3
+35.73x2 − 77.66x − 63.27,
roots x∗ obtained with the F N-R method for a fixed
initial condition x0 = 1 and different orders α from the
derivative
α Re(x∗) Im(x∗)
∥∥∥f (x∗)∥∥∥2 Iter
0.735 −0.77273375854 −0.0 4.8262e − 11 296
0.894 −0.88240039555 −0.0 3.88628e − 10 151
0.905 1.05303011385 0.69083468949 2.182362e − 8 73
0.906 0.92059810432 −0.21643115394 4.399572e − 9 40
0.909 −0.04034472627 0.99000258591 8.226489e − 9 39
1.039 −0.68751207818 0.49662443778 1.812979e − 9 103
1.042 −0.61553864903 0.8313583513 8.540856e − 9 110
1.048 0.92059810432 0.21643115394 4.399572e − 9 64
1.069 0.46897137536 −0.87145640197 3.853197e − 9 99
1.071 −0.68751207818 −0.49662443778 1.812979e − 9 102
1.092 −0.61553864903 −0.8313583513 8.540856e − 9 205
1.097 −0.04034472627 −0.99000258591 8.226489e − 9 65
1.203 0.46897137536 0.87145640197 3.853197e − 9 180
1.294 1.05303011385 −0.69083468949 2.182362e − 8 151
3) Selected function:
f (x) = −39.4x−8.5 − 93.24x−7.5 + 24.82x−6.5 + 87.47x−5.5
−53.29x−4.5 − 50.25x−3.5 + 8.68x−2.5 + 21.83x−1.5
+77.42x−0.5 − 75.11x0.5 + 1.8x1.5 − 23.8x2.5
+94.45x3.5 − 60.09x4.5 − 63.06x5.5 + 7.53x6.5,
roots x∗ obtained with the F N-R method for a fixed
initial condition x0 = 0.5 and different orders α from
the derivative
α Re(x∗) Im(x∗)
∥∥∥f (x∗)∥∥∥2 Iter
0.501 9.10400683521 0.0 5.496665835e − 6 111
0.722 0.52571944068 −0.89875372854 7.871003e − 9 236
0.732 0.52571944068 0.89875372854 7.871003e − 9 207
0.761 1.00699819744 0.21940297376 3.646223e − 9 223
0.771 −0.67346362057 0.79075507678 3.75495e − 9 290
0.785 −0.67346362057 −0.79075507678 3.75495e − 9 176
0.786 −0.190772567 −0.99381042641 7.661492e − 9 194
0.793 −0.190772567 0.99381042641 7.661492e − 9 201
0.803 −1.75584484473 0.0 6.504081e − 9 224
0.825 0.77885919581 −0.63357785842 5.340029e − 9 106
0.844 −0.69583931589 0.22642013542 1.078318e − 8 211
0.845 0.77885919581 0.63357785842 5.340029e − 9 80
0.848 −0.69583931589 −0.22642013542 1.078318e − 8 214
0.918 1.00699819744 −0.21940297376 3.646223e − 9 33
1.000 −0.47666265938 0.0 4.6161398e − 8 32
4
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4) Selected function:
f (x) = sin(x)− x
40
,
roots x∗ obtained with the F N-R method for a fixed
initial condition x0 = 5 and different orders α from the
derivative
α Re(x∗) Im(x∗)
∥∥∥f (x∗)∥∥∥2 Iter−1.672 6.44501615746 0.0 1.684e − 12 53
−1.205 −15.31505532872 −0.0 3.518e − 12 58
−1.201 15.31505532872 0.0 3.518e − 12 34
−1.043 −27.51575073465 −0.0 6.017e − 12 280
−0.947 −21.42587497631 −0.0 4.164e − 12 100
−0.900 21.42587497631 0.0 4.164e − 12 83
0.000 −0.0 0.0 0.0 6
0.385 3.0648951024 0.0 2.674e − 12 63
0.601 12.89459734687 0.0 1.739e − 12 13
0.611 9.19288309791 0.0 4.425e − 12 27
0.618 19.35462233 0.0 2.733e − 12 12
0.619 25.83490703614 0.0 2.394e − 12 18
0.787 −6.44501615747 0.0 7.935e − 12 56
0.808 −12.89459734688 −0.0 7.476e − 12 48
0.822 −25.83490703615 0.0 9.78e − 12 39
0.825 −32.35830325979 −0.0 8.322e − 12 39
0.861 39.05172918055 0.0 5.489e − 12 106
0.870 27.51575073464 0.0 1.489e − 12 18
0.877 32.35830325978 0.0 2.695e − 12 17
1.156 −3.0648951024 −0.0 2.674e − 12 47
1.187 −9.1928830979 −0.0 5.559e − 12 52
1.228 39.43777002241 0.0 1.52e − 12 196
1.233 33.56198515675 0.0 2.414e − 12 25
5. Conclusions
The F N-R method is very effective at finding roots of poly-
nomials since it does not present the problems of divergence
as the classical N-R method for a polynomial with only com-
plex roots, however the really interesting thing is that this
method opens up the possibility of creating new fractional
iterative methods by combining the F N-R method with the
existing iterative methods [2].
So in this work it has been given one more application to
fractional calculus and has opened the possibility of extend-
ing the capacity of the iterative methods that allow us to find
roots of functions more general
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