A modified hidden logit estimation procedure is presented based on Warner (1965) randomized response model. Monte Carlo simulations explore the behavior of this estimator and compare its performance with the ordinary logits estimator. Warner's model is more protective and less jeopardizing.
Introduction
Binary data have been used quite frequently in econometric modeling. In the early days of econometrics these data were on the explanatory variables named as dummy variables. The development of linear and nonlinear econometrics, now, provided the ways to analyze the discrete dependent variables in regression models. They lead to the probit model and logit model. One of the assumptions in these procedures is that the empirical observations on dichotomous dependent variables are real reflections of the true values of the dependent variable. This is somewhat unrealistic assumption when modeling self-reported data on sensitive topics, such as when survey respondents are asked about embarrassing behavior, or illegal activities. Innocuous questions receive higher response rates than Zawar Hussain, Ph. D., is a Lecturer in the Department of Statistics, Quaid-i-Azam. His research interests include randomized response models, unequal probability sampling, Regression analysis, Bayesian estimation, Item count techniques. Email: zhlangah@yahoo.com. Javid Shabbir is Assocaite Professor at the University of Kent, UK, and Head of Department of Statistics, Quaid-i-Azam University. His research interests include randomized response models, unequal probability sampling, Sampling techniques. Email: jsqau@yahoo.com. questions on sensitive items, particularly on those involving perceived stigmatizing matters.
The latter often results in either refusal to respond or falsified answers. Due to this, nonresponse error is introduced and results in the unreliable estimation of population parameters of the interest. The reason of falsification of answer or refusal to answer might be the incentives for the survey respondents in the form of not getting embarrassed or not to be stigmatized. Corstange (2004) noted, "If the problem is that people have incentives to hide their true opinions or behavior from the interviewer, then our science suffers unless we can develop means to nullify these incentives. Survey respondents may not be willing to reveal their true answers to sensitive questions without foolproof guarantees of anonymity -not only from outside observers such as law enforcement or friends and family, but even from the interviewers themselves" (p. 5).
To nullify these adverse incentives, Corstange (2004) discussed changing the wordings of the sensitive question. But changing the statement of the question is actually changing the question and revised statements may not fully deliver the true underlying concept we hope to measure. As a means of guaranteeing anonymity to the respondent, consider Warner's (1965) randomized response model.
The randomized response models originated with Warner (1965), a statistician by discipline, and have since been improved upon by various others. Corstange (2004) stated that surprisingly enough, the procedure was almost entirely unknown among political scientists: other than a few brief research notes published in the late 1970s, randomized response remains relatively terra incognita to the discipline. The reason of this unpopularity of randomized response among the psychologists and politicians might be that, formerly, at best they could estimate population means rather than explanatory models. In other words, they were only able to estimate the proportion of respondents who evaded taxes in the last year without being able to estimate the effects of other characteristics such as family size, race, and number of earning hands, locality, and socio-economic status on tax evasion.
Corstange's (2004) Hidden Logits
The randomized response model used by Corstange (2004) is as follows: Consider the following procedure to a yes/no question where "yes" the sensitive answer is: the respondent flips a coin and does not reveal the result to the interviewer. If the coin comes up heads, the respondent answers "yes" unconditionally, but if the coin comes up tails, the respondent answers the given yes/no question. Under these conditions, the interviewer does not know -and will never know -whether a "yes" response came as a result of a heads or as an answer to the question being asked. Generally, if ϕ is the probability of an unconditional "yes" response (in the example, ϕ =.50, the probability of getting heads) and (1-ϕ ) is the probability of an actual answer (either "yes" or "no"), then we can represent the extensive form of the possible outcomes as in Figure 1 .
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The first order derivative of above equation with respect to the parameter vector β is given by
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When this equation is set equal to zero it maximizes the log-likelihood function but this equation cannot be solved analytically (see appendix). Therefore, its numerical solution may be obtained.
Comparison Of Modified Hidden Logits With Ordinary Logits
For comparison purposes, a small sample simulation study was conducted and results are given in table 1(a).The reason for small sample study is that the properties of consistency, normality and efficiency are well established for all maximum likelihood estimators (Green, 2000 , & King, 1998 Respondent's Protection Three basic concerns in randomized response models are jeopardy, suspicion, and efficiency. Jeopardy is the extent to which an affirmative answer implies the sensitive attribute; that is, the likelihood that the person has the attribute, given a yes response. In forced alternatives (answer either the sensitive or nonsensitive question), jeopardy increases as the probability that sensitive question was asked increases and the percentage of the population with the sensitive character decreases.
Suspicion is the extent to which a negative answer implies the sensitive attribute; that is, the likelihood that a person has the attribute, given a response. In forced alternatives (answer either the sensitive or non-sensitive question), suspicion increases as the probability that the sensitive question was asked decreases and the percentage of population with the nonsensitive character also decreases.
Efficiency is the loss in precision as a result of randomized response technique. It increases as the probability that the sensitive question was asked decreases.
In comparing the randomized response models emphasis has been on the variances. Greenberg, Abul-Ela, Simmons, and Horvitz(1969), Moors(1971), and Dowling and Shachtman(1975) are some of many to be referred. The emphasis on variances amounts to considering the matters from statistician's point of view only. Whereas the respondent's interest would be in the extent to which the different methods provide protection against their privacy. Leysieffer and Warner (1976), and Lanke (1975,76) provided the measures of protection provided by the different methods. Leysieffer and Warner (1976) These two measures are calculated for both of the randomized response models used by Corstange(2004), and Warner(1965) which are as follows:
It can be seen that 
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Choice of p Setting a desirable value of P depends upon the nature of population. As we have just discussed above that that there are three major concerns of using randomized response techniques: jeopardy, suspicion and efficiency.
Jeopardy increases with the increase in P and decrease in the proportion of population possessing sensitive character whereas suspicion increases with the decrease in P and the increase in the proportion of population possessing sensitive character. It has been showed that It can be easily seen that when P is closer to 0.5 the standard errors of the estimates are larger and setting P closer to 0.5 would induce unreliability in the estimates. Therefore, we suggest setting P away from 0.5. The same behavior of standard errors with respect to changes in P is observed for other values of N.
Discussion
As survey statisticians, our interest in sensitive topics inevitably leads us to ask sensitive questions. As this article shows, however, we must take care when we study such topics, (1 ) (2 1) 
