Abstract The article considers symmetric general linear methods, a class of numerical time integration methods which, like symmetric Runge-Kutta methods, are applicable to general time-reversible differential equations, not just those derived from separable second-order problems. A definition of time-reversal symmetry is formulated for general linear methods, and criteria are found for the methods to be free of linear parasitism. It is shown that symmetric parasitism-free methods cannot be explicit, but a method of order 4 is constructed with only one implicit stage. Several characterizations of symmetry are given, and connections are made with G-symplecticity. Symmetric methods are shown to be of even order, a suitable symmetric starting method is constructed and shown to be essentially unique. The underlying one-step method is shown to be time-symmetric. Several symmetric methods of order 4 are constructed and implemented on test problems. The methods are efficient when compared with Runge-Kutta methods of the same order, and invariants of the motion are well-approximated over long time intervals.
tegrate the solutions of differential equations which are themselves time-reversible, in such a way that invariants of the motion are preserved over long time intervals. The main aim of this paper is to characterize, construct and test high-order symmetric general linear methods with minimal implicitness and zero parasitic growth-parameters.
Under mild conditions, the flow associated with a general ordinary differential equation satisfies the basic time-reversal symmetry E −x Ex = I. A Runge-Kutta method is symmetric if it satisfies the analogous property,
where M h is the map generated by a single step of the method. As shown in [24] , [13] , (1) is also sufficient for a Runge-Kutta method to inherit the stronger symmetry of ρ-reversibility, when a differential equation has this property. Symmetry implies even order and leads to simplifications in the order theory for such methods, [19] . Practically, symmetric Runge-Kutta methods are shown to perform well for such problems over long time intervals in the book of Hairer, Lubich & Wanner [10] . However, every irreducible stage of a symmetric Runge-Kutta method is necessarily implicit, [22] , [28] , [10, V.2] . The most efficient such methods are DIRKs, formed by compositions of the implicit midpoint method, [21] , [29] , [26] , [18] . For separable problems originating from a system of second order differential equations, the symplectic Euler and Runge-Kutta-Nyström methods have been generalized to obtain higher order partitioned Runge-Kutta methods [10] , some of which are explicit. The most popular low order method for separable problems is the explicit Störmer-Verlet method [27] , which may be viewed as a partitioned Runge-Kutta method, a partitioned linear multistep method, or a non-standard implementation of the leapfrog method. The properties of standard linear multistep methods and one-leg methods were investigated by Eirola & Sanz-Serna [6] , who showed that symmetry is equivalent to G-symplecticity in this case. The properties of symmetric multistep methods were further investigated in [3] . However, Dahlquist [5] had already shown that the parasitic roots of such methods have non-zero growth-parameters. Hence, symmetric linear multistep and one-leg methods are weakly unstable.
An important class of systems with time-reversal symmetry are of the form
familiar from many examples in Mechanics and other branches of Physics. The classical Störmer-Cowell linear multistep methods [23] , [4] , popular with Astronomers, exploit the special structure of such systems by directly approximating the second derivative. However, only lowest order method (Störmer-Verlet) is symmetric. The articles [5] and [17] made early studies of the stability properties of second order multistep methods. New symmetric high order second order methods were designed and successfully tested in [20] . Hairer & Lubich [9] , [11] used backward error analysis techniques to show that the underlying one-step method is a symmetric approximation of the true solution, and that parasitic components remain under control for long times.
As a model for general linear methods, consider a k-step linear multistep method in one-step form. Here, M h may be interpreted as the map [yn, . . . , y n+k−1 , hfn, . . . , hf n+k−1 ] → [y n+1 , . . . , y n+k , hf n+1 , . . . , hf n+k ], n ∈ Z.
Under the change of variable m = n + k, M To equate this mapping with (2), a coordinate transform L is needed, which reverses the order of both the y and hf entries. Furthermore, L must multiply the hf terms by −1. (Both these actions of L are directly related to time-reversal.) Then, the following modification of (1) holds:
As shown in Section 3, identity (3) characterizes a symmetric general linear method. In Section 5, it is shown that (3) implies that (1) is formally satisfied by the corresponding underlying one-step method. These results are essentially similar to those of [10, XIV.4.2] , though our assumptions differ in detail. Three further characterizations of symmetry are obtained in the paper: (i) In Section 3, an algebraic condition (20) in terms of the method coefficient matrices (A, U, B, V ), the matrix L and a stage permutation matrix P , which also satisfies P 2 = I; see also [10, XIV.4.2] . This condition, together with the canonical form identified later in Section 5, is the most useful in method construction.
(ii) In Section 4, an AN -stability condition: LM (−P ZP )LM(Z) = I for all sufficiently small diagonal Z, where M (Z) is the non-autonomous linear stability matrix, cf. [1] . This condition helps to show linear stability on a subinterval of the imaginary axis. (iii) Also in Section 4, a characterization in terms of the matrix transfer function, generalizing the one-leg condition of [6] , (σ/ρ)(ζ) = −(σ/ρ)(ζ −1 ). This condition has potential application to long-time nonlinear stability theory, and also helps in the construction of methods that are both symmetric and G-symplectic.
Parasitism is a potential disadvantage for any non-trivial symmetric general linear methods. However, in Section 4, we find necessary and sufficient conditions on the coefficient matrices of the method for the linear stability matrix M (zI) to have sublinear growth in parasitic directions. (In the terminology of [10, XIV.5.2] , this is equivalent to all parasitic roots having zero growth-parameters.) These coefficient conditions play a critical role in the construction of practical methods in Section 6. They are also used to show that there are no explicit symmetric parasitism-free methods.
In Section 5, it is shown that a symmetric general linear method is always of even order. Central to this result is a constructive proof of the existence and uniqueness of a symmetry-respecting starting method S h satisfying
with respect to which M h is of maximal order. Related ideas are used to show the existence of a formal starting method, underlying one-step method pair (
Example symmetric methods of order 4 are constructed in Section 6. These methods have diagonally implicit stage matrices, and some are also G-symplectic. One method has only one implicit stage, and is therefore theoretically more efficient than a symmetric DIRK of the same order. The simulations of Section 7 show that symmetric general linear methods approximately conserve the Hamiltonian of several low-dimensional symmetric problems over long time intervals in a similar way to symmetric Runge-Kutta methods. Furthermore, there are 4th order symmetric general linear methods with fewer implicit stages than is possible in the Runge-Kutta case. This leads to some efficiency savings over long-times.
General linear methods
For X = R N , f : X → X, and y 0 ∈ X, let y = yy 0 denote the solution of the autonomous initial value problem,
For x ∈ R, denote the flow for (6) by Ex : X −→ X, so that
For all ODEs, the evolution operator satisfies the group properties,
We refer to a general linear method (A, U, B, V ), where
forms a partitioned (s+r)×(s+r) complex-valued matrix or tableau. For practical methods, the coefficients are real, but for some theoretical purposes the complex case is also treated. For time-step h and n ∈ N, the new values y
[n] ∈ X r are found from y
via the formulae
defined using temporary Y, F ∈ X s . The subvectors in F (the stage derivatives) are related to the subvectors in Y (the stages) by
Usually, where no ambiguity is possible, the Kronecker products in (9) and (10) will be omitted and we write
In this paper, the method is always assumed to satisfy the conditions below.
(1b) Consistent, if it is preconsistent, U u = 1, and there exists non-zero v ∈ C r such
To approximate the solution of (6) with initial data y 0 ∈ X, we generate
using a practical starting method S h : X −→ X r , where the tableau
has dimensions ( s+r) ×( s+1). Similarly, a practical finishing method,
Symmetric methods
We define symmetry in the context of the nonlinear map generated by the method.
Other characterizations of symmetry are considered, with a view to identifying or constructing symmetric methods.
The method as a nonlinear map
For f : X → X and time-step h, the method maps an input vector y ∈ X r to an output vector M h y. Define the nonlinear map M h : X r −→ X r by
(It will be assumed that f and h are such that (9) has a solution, and that a suitable selection principle chooses a unique Y when multiple solutions exist.) Equivalent maps: The map M h is not changed if a different ordering is chosen for the subvectors of Y ; that is, M h is also generated by the method defined by the tableau
where P is a permutation matrix.
shows that T only changes the coordinate basis. A tableau for
Symmetry of the map
We say that the map is symmetric if the process of calculating y [1] from y [0] can be reversed by using an equivalent map with the sign of h reversed; i.e.
for some nonsingular matrix L ∈ C r×r , such that L 2 = I. Physically, the involution L corresponds to a linear change of coordinates for y to take account of the change in time direction. Algebraically, the condition L 2 = I is required to ensure that we recover M h after two iterations of (16) . This definition is similar to that stated in [?, XIV] . The inverse map: From (12) and (13), we deduce that the inverse map M
Solving these equations for
M −1 h y yields Y = −h(U V −1 B − A)F + U V −1 y,(17)M −1 h y = −hV −1 BF + V −1 y.(18)
Symmetry of the method
We say that the method is symmetric if
More specifically, we say that method (A, U, B, V ) is (L, P )-symmetric if (19) holds.
Proposition 2 Suppose that M h is the map associated with a symmetric method. Then, M h is symmetric.
Proof A rearrangement of definition (19) yields
Here, the left-hand side of (20) is a tableau for M h . Taking note of (14), (16), (17) and (18), the right-hand side of (20) is one possible tableau for LM
Remark: The tableau on the right-hand side of 20 is also known as an adjoint tableau for the method (A, U, B, V ). The conditions L 2 = I and P 2 = I ensure that the original tableau is recovered after 2 iterations of (20) . The coefficient conditions in (20) are similar to those given in [10, XIV] , except that L and P are not involutions there.
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Fig. 1: Relationships between various mappings
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Considering the tableau (11), this is equivalent to the coefficient conditions
for some permutation matrix P ∈ R s× s such that P 2 = I. The diagram in Figure 1 shows the relationship between various quantities and mappings which have arisen in this discussion. In addition to M h , we introduce a further mapping Y h defined as Y = Y h y in (9) .
In Figure 2 , the role of the underlying one-step pair (S h , Φ h ), discussed in the Introduction, is also included.
Canonical form based on V -diagonalization
Given a stable consistent general linear method (A, U, B, V ), which is (L, P )-symmetric, we explore a canonical form of the method based on a diagonal form of V . The approach is to successively transform (A, U, B, V ) to an equivalent method (A, U T, T −1 B, T −1 V T ) and then to regard this as the base method. This leads to a specific form for the coefficient matrices of the method which can then be back-transformed to a convenient format for practical considerations, such as a requirement that U, B, V should be real matrices. As transformations to a canonical form take place, L is also transformed.
Methods in canonical form are convenient to analyze in terms of order of accuracy and the possible presence of parasitic growth factors.
Since V is similar to V −1 and each is power-bounded, T exists such that T −1 V T is diagonal with diagonal elements made up from points on the unit circle. We will see how to carry out this diagonalization process in such a way that, when the corresponding transformation has also been applied to U and B, these matrices have a specific structure. Because of the original real form of V , the diagonal elements are real or come in conjugate pairs. Hence, in the canonical form,
where
,
The number of diagonal elements in these blocks are respectively m 0 , m −1 and 2m i . Because of consistency of the method m 0 ≥ 1, but it is possible that m −1 = 0, indicating that this block is missing. It is assumed that m i ≥ 1, although it is possible that n = 0 indicating that the final n blocks in V do not exist.
To carry out the diagonalization process, define transforming matrices T and T −1 of the forms
where, the various submatrices are blocks of eigenvectors; that is
with T 0 , T −1 , S 0 , S −1 real. Similarly, transformed B and U matrices have the form
In the canonical form,
and it follows that, in a block representation of L compatible with the block structure of V , the off-diagonal blocks are zero. Hence we can write
We now consider the structure of the diagonal blocks in L. In the case of L 0 and L −1 , the idempotent property implies that these matrices are similar to diagonal matrices of the form I ⊕ (−I) where the dimensions of the +I blocks and the −I blocks are not necessarily the same. Hence, by imposing additional transformations on the method if necessary, we can assume this diagonal form for V 0 and V −1 . For the blocks
The choice of the non-singular matrix K i is arbitrary. To see why this is the case, apply the transformation
which leaves V i unchanged. The transformation (25) applied to L i gives
so that K i has been replaced by I. We will take the canonical form of L i to be (24) with K i = I. Using the new basis, with
where, as indicated above, we now use U and B for the transformed matrices. A rearrangement of the symmetry conditions (20) now yields
Using the canonical forms of V and L, and taking j ≥ 1, (26) implies that
for the submatrices B j ∈ C mi×s , U j ∈ C s×mj . This simplifies to
If P represents the permutation π, then the components of B j and U j satisfy
Formulation in real form
Having constructed a method in canonical form, it is desirable to transform it back to a formulation in which B,. U and V have only real elements. Consider complex blocks B i , B i and U i , U i in (23), corresponding to V i = diag(ζI, ζI). We will show how it is possible to construct T i so that
are each real. The suggested choice of T i and T
leading to transformed blocks
Stability

Linear stability
Definition 3 For a method (A, U, B, V ) and Z = diag(z 1 , . . . , zs) ∈ C s×s such that I − AZ is non-singular, the linear stability function is given by
(29)
Theorem 4 Method (A, U, B, V ) is symmetric, if and only if there exists a permutation matrix P with P 2 = I such that for all diagonal Z ∈ C s×s with A Z < 1,
Proof (only if) Assume first that A is S-irreducible, see [15] . Choose y [0] ∈ C s and diagonal Z ∈ C s×s such that A Z < 1. Let Y be the unique solution of
For almost all Z, S irreducibility implies
Using interpolation, we may construct continuous f :
Let h = 1 and set
. Then,
Also, by (20) , [1] . Thus,
Hence, (30) holds for almost all diagonal Z, Z A < 1, when A is S-irreducible. The general case follows from the continuity of LM (−P ZP )LM(Z) and the density of Z and S-irreducible A.
(if ) Sketch Let Z = ǫ diag(x) for non-zero x ∈ C s , and expand (30) in powers of ǫ. The identities in the 4 quadrants of (20) Remark: This result, which generalizes a linear multistep theorem of [6] , is in the spirit of the AN -stability characterization of algebraic stability [1] . In the Runge-Kutta case, L = 1, and (30) generalizes the known necessary condition for symmetry:
Lemma 1 Suppose that the method (A, U, B, V ) is (L, P )-symmetric and has real coefficients. Suppose also that R ∈ R s×s is a diagonal matrix such that R = P RP .
Then,
Proof The symmetry of M and the assumption on R imply that
Hence, M (iR) is of full rank and possesses an inverse. In particular, ζ = 0 and
Taking the complex conjugate, it follows
Theorem 5 Assume that the method (A, U, B, V ) is symmetric and has real coefficients. Assume also that the eigenvalues of V are distinct. Then, there exists k 0 > 0 such that the eigenvalues of M (iR) are distinct and unimodular for all diagonal R ∈ R s×s such that R = P RP and R < k 0 . In particular, the linear stability domain S contains an imaginary interval (−ik 0 , ik 0 ).
Proof The eigenvalues of V are unimodular, so ζ ∈ σ(V ) implies ζ − ζ −1 = 0. Let δ > 0 be the closest distance between any two eigenvalues of V . For small diagonal R ∈ R s , the eigenvalues of M (iR) are continuous functions of R. Thus, there exists
Now, suppose that diagonal R ∈ R s×s satisfies R < k 0 and that ζ ∈ σ(M (iR)).
Then, Lemma 1 implies that ζ −1 ∈ σ(M (iR)). Furthermore, conditions (i) and (ii)
If R = xI, |x| ≤ xI < k 0 , then the foregoing results imply that all eigenvalues of M (ixI) are unimodular. Thus, M (ixI) is power-bounded and ix ∈ S.
Remark: The continuity argument used in the proof of Theorem 5 may be used to increase k 0 until M (ik 0 ) is ill-defined or has a multiple eigenvalue.
Parasitism
For a zero-stable symmetric method, V is power-bounded and similar to V −1 . Hence, all of the eigenvalues of V are unimodular and, at worst, semi-simple. Typically, however, symmetric methods will be applied to problems without overall growth or decay. Hence, care is needed to limit the growth of components of the numerical solution associated with the non-principal eigenvalues of V . Below, it is assumed that the method is written in the canonical coordinates of Subsection 3.5.
Definition 6 A preconsistent symmetric method is said to be parasitism-free if there exist C, ν > 0 such that, given ǫ > 0,
for all z ∈ C such that |z| < ǫ.
Proposition 7 A preconsistent symmetric method is parasitism-free if and only if
whenever ζ is a non-principal eigenvalue of V , and u ζ and w H ζ are respectively right and left eigenvectors corresponding to ζ.
Remark: In the assumed canonical coordinates, (32) implies the simple condition,
If ζ is a multiple eigenvalue of V , (32) implies that some off-diagonal elements are also zero.
Proof If (32) holds, then there exist r eigentriples (ζ, u ζ , w
. . , ζr). Assuming ζ 1 is the principal eigenvalue,
For small z ∈ C, eigenvalue perturbation theory (Wilkinson 1965) implies that the eigenvalues of (I − e 1 e T 1 )M(zI)(I − e 1 e T 1 ) consist of a term of O(|z| 2 ), corresponding to the principal eigenvector of V , and {ζ j (z)} r j=2 , where
Since |ζ j (0)| = 1, the parasitism-free condition (31) is satisfied. Conversely, assume that (32) is not satisfied, and let small ǫ > 0 be chosen. Set z = δζ/w H ζ BU u ζ , where δ > 0 is such that |z| = ǫ. Then, similarly to (34),
and so (31) cannot be satisfied.
Corollary 1 There are no explicit consistent symmetric parasitism-free methods.
Proof Consistency (1), with u = w = e 1 , implies that
Combined with (33), the canonical form for V = diag(1, ζ 2 , . . . , ζr), and the first quadrant of (20), we deduce that
Hence, diag(A) = 0. Thus, the method has at least one implicit stage.
Remark: As mentioned in the Introduction, it is known that all symmetric RungeKutta methods are implicit, and that all symmetric linear multistep methods suffer from parasitism, (whether or not they are explicit). An example in Section 6 show that only one implicit stage is necessary for a general linear method to be symmetric and parasitism-free.
Transfer function characterization of symmetric methods
Definition 8 For a method (A, U, B, V ), and ζ ∈ C such that ζI − V is nonsingular, the transfer function is defined by
This function has previously been considered in [1] and [14] in the context of algebraically stable methods. We omit the proof of the following straightforward result.
if and only if there exists non-singular T ∈ C r×r such that
Theorem 9 A method (A, U, B, V ) is symmetric if and only if there exists a permutation matrix P such that P 2 = I and
where ∆ 0 := {ζ ∈ C : |ζ| = 1 or ζ = 0}.
Remark: Identity (38) is an L-free characterization of symmetry, which generalizes the (σ/ρ)(ζ) = −(σ/ρ)(ζ −1 ) condition [6] for multistep symmetry.
Proof (only if) Given a method (A, U, B, V ), the method (A * , U * , B * , V * ) appearing on the right-hand side of (20) is the adjoint method, see [10] . From formula (36),
for ζ ∈ C \ ∆ 0 . For a symmetric method, (20) implies that (A * , U * , B * , V * ) = (A, U, B, V ). Hence, (39) implies (38).
(if) Now assume that (38) holds for method (A, U, B, V ), and let (A * , U * , B * , V * ) denote its adjoint for L = I. From identity (39), we know that
Applying Lemma 2, there exists non-singular T ∈ C r×r such that
Using a diagonal decomposition of V , as in Subsection 3.5, T may be altered if necessary so that T 2 = I on each eigensubspace of V , without affecting identity (40). Thus, (40) holds for T = L auch that L 2 = I.
A transfer function characterization of G-symplectic methods
It is the purpose of symplectic, or canonical, one-step methods to preserve the value of [yn, yn] Q as n increases, where the symmetric bi-linear function
Q is a symmetric N × N matrix, and ·, · is an inner product on
For a general linear method (8) , it is necessary to work in the higher dimensional space X r and we consider the possible preservation of [y
and it will always be assumed that G ∈ C r×r is Hermitian and non-singular. It is known [10] that the conditions for [y
Note that A is assumed to remain real, but the other coefficient matrices may become complex-valued under a complex coordinate transformation T . Below, the method is assumed to be expressed in the canonical coordinates of Subsection 3.5.
Theorem 10 Let (A, U, B, V ) be a consistent method with real non-singular diagonal matrix D =diag(B H e 1 ). Then, the method is G-symplectic if and only if (42) is a G-free characterization of G-symplecticity. In the linear multistep case [6] , this is the same as (38).
(if) From (39) and Lemma 2 it follows that there is a nonsingular T ∈ C r×r such that
From the (2, 1) quadrant, B = T
Hence, 1 2 (T + T H ) may be substituted for T in (44); i.e. T may be assumed to be Hermitian. We now observe that (44) implies (41), with G = T .
Methods that are both symmetric and G-symplectic
Theorem 11 If a GLM satisfies two of the following conditions, it satisfies all three: (i) The method is symmetric; (ii) The method is G-symplectic;
(iii) There exists a non-singular T ∈ C r×r such that
Condition (iii) is equivalent to
Proof The equivalence of (45) and (46) follows from Lemma 2. On the other hand symmetry and G-symplecticity are respectively equivalent to the transfer function indentities (38) and (42). The following equivalences for the transfer function complete the proof:
(46) + (42) ⇐⇒ (46) + (38) ⇐⇒ (38) + (42).
The following closely connected result, the proof of which we omit, is useful in the construction of methods that are both symmetric and G-symplectic. The canonical coordinates of Subsection 3.5 are assumed.
Theorem 12 Consider a consistent (L,
where 11 , a 22 , . . . , a s−1,s−1 , ass) = diag(ass, a s−1,s−1 , . . . , a 22 , a 11 ).
(48)
If the eigenvalues of V are distinct and diag(D) has no zero elements, then conditions (47) and (48) are also necessary for G-symplecticity.
Symmetry and even order results
Even order for the general linear method
The method M h is of order p ∈ N relative to the starting method S h if
where, for T p+1 the set of rooted trees of order p + 1, elementary differentials F(t)(y 0 ) ∈ X, symmetry coefficients σ(t) ∈ R and weight vectors Ψ (t) ∈ C r ,
The order of the method M h is p ∈ N, if p is the greatest integer such that there is an S h relative to which M h has order p.
Following the work in Subsection 3.5, we assume that the method may be written in coordinates such that V , B and U take the form
In particular, we note that I r−1 −V is non-singular. We assume that the method is of of order p relative to the starting method S h . Written in the new basis, the principal component of S h is represented by the B-series ζ, (see [12] ). The remaining components are given by the vector of B-series, ξ. For some η, representing the stage values, the stage equations and the update equations for the principal and non-principal components may be written in terms of B-series:
(Eξ)(t) =Ḃ(ηD)(t) +V ξ(t),
for all t such that |t| ≤ p. Suppose that a second starting method S h is similarly represented by B-series ζ and ξ.
Lemma 3 Suppose that the method M h is of order p relative to S h and also of order p relative to S h , and that ζ() = ζ (). Then,
where η is defined by (51) but for the starting method [ ζ, ξ].
Proof We first recall and extend some notation on trees. If |t 1 |, . . . , |tn| ≥ 1 then
denotes a rooted tree with order
formed by joining the roots of m copies of τ and each of the roots of t i (i = 1, 2, . . . , n) to a new root. The valency of the root of t, will be written as
The binary product of trees will be used in the special case
where t is given by (54). Note that w(tτ ) = w(t) + 1. If η is the B-series representing stage values of a general linear method, then for this same t, the B-series for the stage derivatives are given by
where the powers and products on the right-hand side are componentwise. We will prove by induction on k = 1, 2, . . . , p − 1,
Note that (55) and (56) are true when k = 0, and (i) follows from (53) by substituting the tree t = τ to give
with the same result for ξ(τ ). Now assume the result for integers less than k, and we prove (55) for a specific k ∈ {1, 2, . . . , p − 1}. For k = 1, this holds by assumption. For k > 1, consider each tree t of order k in a sequence in which w(t) is non-increasing. For t given by (54), substitute tτ into (52) to give the result
where C(t, ζ) involves trees already considered for lower k and for trees with this same order which occurred earlier in the sequence. Obtain a similar result for ζ and note that the terms on the right-hand side are identical in the two cases. The result (56) follows from (51) and the corresponding formula for η(t). To prove (56) for any tree of order k + 1, use (53) to obtain a formula for (I −V )ξ(t) with the same result for (I −V ) ξ(t).
Remarks: (i) The proof of Lemma 3 serves as a constructive proof of the existence of S h . Note that the order h p coefficient of ζ is arbitrary. (ii) The assumption ζ() = ζ() can always be assumed because, if it were not true then S h can be replaced by S h E θh for a suitable θ ∈ R.
Lemma 4 Suppose that the method M h is symmetric and of order p relative to S h , such that ζ() = 0. Then, M h is also of order p relative to both LS −h and the symmetric starting method 
where we note that the Fréchet derivative of LM
and so M h is of order p relative to LS −h . Now, by Lemma 3 the B-series for LS −h , and therefore also that for 1 2 (S h + LS −h ), agrees with the B-series for S h up to order p, except possibly in the first component of the trees of order p. The proof of Lemma 3 shows that this is sufficient for 1 2 (S h + LS −h ) to be a starting method relative to which M h is of order p.
Lemma 5 If (M h , S h ) satisfy (49) for some p ∈ N, then S h may be chosen so that
Proof Replace S h satisfying (49), by S h + δ h such that
Theorem 13 Suppose that M h is a symmetric consistent method and that 1 is a simple eigenvalue of V . Then, M h is of even order p, and there is a symmetric starting method S h relative to which M h is of order p.
Proof Since M h is consistent, it is of order p, for some p ∈ N. Lemma 4 ensures the existence of a symmetric starting method S h relative to which M h is of order p.
Since LS −h = S h , identities (49) and (58) are the same for this S h . Equating the terms of order h p+1 , we obtain
As M h is of order p, the term K p+1 (y 0 ) is non-zero. From Subsection 3.5, LV −1 e 1 = e 1 . Thus,
Hence, p is even. 
Theorem 14
Suppose that M h is symmetric and of order p. Then, it is of order p relative to a symmetric starting method S h , with corresponding symmetric finishing method F h . Furthermore, the error for initial data y 0 ∈ X at x = nh is given by
where p is even and only even powers of h appear on the right-hand side of (60).
Proof The existence of suitable S h and F h is shown in Theorem 13 and Lemma 6. Let y 0 ∈ X and x ∈ R \ {0} be fixed. Given n ∈ Z \ {0}, define err(n) := Ex − F x/n M n x/n S x/n . Transforming n ←→ −n, and using the symmetry of M h , S h and F h , we obtain
x/n S x/n = err(n). Thus, err(n) is an even function of n. Hence, the expansion
may only contain even powers of n. Putting h = x/n, we deduce that only even powers of h have non-zero coefficients in (60). Given a method M h , the map Φ h : X −→ X is an underlying one-step method (UOSM) for M h if there is a map S h : X −→ X r such that
Relation (61) may be represented by a commutative diagram as in Figure 3 . The concept of an underlying one-step method in the linear multistep case is due to Kirchgraber [16] . The existence of an underlying one-step method was extended to strictly stable general linear methods and made precise by Stoffer [25] . For the broader class of zero-stable methods, the existence and uniqueness of a formal B-series for Φ h and S h was shown in [10] .
Because
(62) This freedom in S h and Φ h might be restricted in several ways. In [10] this is achieved by choosing a finishing method F h : X r −→ X in advance, and enforcing the finishing condition
Here, we prefer to specify ζ, the B-series of the first component of S h . Below, we use the notation defined for Lemma 3, and define B-series ϕ and [ζ, ξ] to represent Φ h and S h respectively. Equation (61) now implies the tree identities
for a B-series η representing the stage values.
Theorem 15
Let M h be a consistent zero-stable general linear method, such that the method may be written in the form (50) with 1 a simple eigenvalue of V . If ζ is chosen such that ζ(∅) = 1, then there exist unique S h and Φ h formally satisfying (61).
Proof For k = 0, (64, 65) and (66) imply that ξ(∅) = 0, η(∅) = 1 and ϕ(∅) = 1. For k ∈ N, assume that (64, 65) and (66) hold for |t| ≤ k − 1. For |t| = k, ξ(t), η(t) and φ(t) are successively fixed by the following uniquely soluble rearrangements of (66, 64) and (65):
We observe that the terms on the right-hand side of the first and third equations depend only on the given value of ζ(t) and on trees of order less than k. Once ξ(t) is found, the second equation fixes η(t). Induction on k now implies the existence of suitable ξ, η and ϕ. Hence, there exist formal series for Φ h and S h satisfying identity (61).
Remark: If ζ is chosen equal to the first component of the practical starting S h found in Lemma 3, then E h is a solution of (65, 66) up to O(h p ). In that case, we deduce that the corresponding one-step method satisfies
Corollary 2 Let the assumptions of Theorem 15 hold for a symmetric method M h , and suppose that
Let Φ h and S h = S (0) + hS (1) + . . . denote the corresponding underlying one-step and starting methods. Then, Φ h and S h are symmetric:
where Φ −1 −h denotes a formal inverse, and
Furthermore, (67) holds with p even.
Proof Let (S h , Φ h ) be as in the conclusion of Theorem 15. Let h be replaced by −h in (61) and let y 0 be replaced by
(where all identities hold as formal B-series). Left-multiplication by M h implies that
−h ) also satisfy (61). Now, by virtue of (68) and Le 1 = e 1 , the B-series for the first component of LS −h is equal to ζ, the first component of S h . Thus, Theorem 15 implies that (LS −h , Φ −1 −h ) = (S h , Φ h ), and we deduce (69). Identities (70) follow from a comparison of the coefficients of h 2q and h 2q+1 in the expansions of S h and LS −h . Substitute y −1 = E −h y 0 for y 0 in (67) and left-multiply by Φ −h . Then,
Under the transformation h ←→ −h, we obtain
A comparison with (67) reveals that p is even.
Examples of symmetric non-parasitic methods
In this section we construct a number of symmetric methods, each of which is consistent and free of parasitism. Because we will consider only methods for which r = 2 and V = diag(1, −1), the parasitism there is only a single parasitism growth factor, equal to −e T 2 BU e 2 , [2] . Parasitism growth rates are also discussed in [10] . For convenience, we select methods for which A is lower triangular, preferably with some zero elements on the diagonal. Many of the methods have r = 2 with V = diag(1, −1), and some are G-symplectic. For this choice of V , the two options L = diag(1, 1) and L = diag(1, −1) are possible and examples will be given for each of these. The terminology pqrs = 4123 indicates that there are r = 2 and s = 3, with order p = 4 and stage-order q = 1. Note that an irreducible method with rs = 22 can never be free of parasitism because for such a method, b 22 = ±b 21 and u 22 = ±u 12 and hence the (2, 2) element of BU equals 2b 21 u 12 and this can only be zero if the method is reducible. Hence, we will start our examples with rs = 23.
Starting and finishing methods
We will present methods with r = 2 and L = diag(1, ±1). For ± = +, the principal input will be an even function and the second input will be an odd function. Suppose the B-series for these are defined by the coefficient vectors ξ 1 and ξ 2 , where
then it will be sufficient to also specify the required values of x = [x 1 , x 2 , x 3 , x 4 ], where
Note that the values of ξ 1 (t) where |t| = 4 are irrelevant to the construction of appropriate starting values. Consider the two Runge-Kutta methods
where P is the stage reversing permutation matrix. Note that the two RungeKutta methods are exact inverses. Hence if R h is the mapping associated with (A, b T , c), then R −1 h will be the mapping associated with ( A, b
T , c).
Impose on the (A, b T , c) method the order conditions
where C is a constant at our disposal. Based on R h and R
−1
h , we will use a starting method S h , defined by
Similarly, we will use a finishing method F h , defined by
(72)
These proposed starting and finishing methods have the property that F h •S h = id and that they are consistent with the symmetry of the main method.
Starting methods will be presented in the form of
(73)
Methods with rs = 23
Because we will insist on consistent, irreducible, parasitism-free methods, we will need to reject the case L = diag(1, 1 
By consistency, the methods in this family have order 1 and therefore, by Theorem 14, the order is also 2. For order 3, conditions associated with the trees of that order must be satisfied and, in this case, again using the even order result, the order must be 4.
We present three examples of symmetric methods with rs = 23 and order 4. None of these can be G-symplectic because this additional requirement would contradict the parasitism-free condition.
First 4123 method
The tableau for the method, which we will name 4123A, is
To verify the order 4, we need to find a starting method, y
[0] = S h y 0 such that the output after a single step of the method is y
. For this method a suitable choice of the starting values is given by
We note that S h = LS −h , as required for a symmetric starting method. We need to confirm that the result found by one step of the method is, to within O(h 5 ), equal to 2 , corresponding to a tree t are denoted by ξ 1 and ξ 2 respectively, with the target values of the components of y [1] given by the components of Eξ. These are shown in Table 1 for the empty tree ∅ and for the 8 trees of order up to 4. Also shown are the B-series coefficients for the three stages, denoted by η i and the stage derivatives (ηD) i , i = 1, 2, 3. Note that the table does not give values for η i (t) where |t| = 4, because these are not needed in the evaluation of ηD up to order 4. Practical starting methods can be found in the form (73) satisfying the order conditions for x = [ Here, as for the other methods in this section, one may choose the starting method to be explicit at the price of a more implicit finishing method, as the following alternative starting-finishing combinations indicate: 
Second 4123 method
The following method, which we will denote as 4123B, has the advantage of a zero on the diagonal. Suitable starting values are 
This method is interesting because, although it is symmetric, the diagonal of A is not symmetric. 
Methods with rs = 24
First method with L = diag(1, −1)
We now search for symmetric methods of the form 
with β 1 u 1 + β 2 u 2 = 0 (to eliminate parasitism) and order 4. We give an example which will be named 4124A: 
This method has the same symmetry, defined by L = diag(1, −1), as in Subsection 6.2 and it is possible to use similar starting and finishing methods, An analysis, which will not be included, leads to a starting-finishing pair defined from x = [0, − 1 0
The starting-finishing pair, defined from x = [ We will derive symmetric parasitism-free methods with L = I and a 11 = 0, based on the assumptions
From (75) and (76), it is found that
Without loss of generality, because we can use a diagonal scaling transformation, assume u 1 = 1 and, to eliminate parasitism, it follows that β 1 = −u 2 β 2 . We will impose the condition a 11 = a 44 = 0, implying that
, and the requirement that A is lower triangular we find that
where x is arbitrary. The value of u 2 is determined by the requirement that A1 = c and this gives
For (77) to be satisfied, a complicated condition is obtained. This is satisfied for any value of x if and only if c 2 = 1 2 and this is the value that will be selected. We present the matrices defining the method in three cases x = − 
Each of these three methods has order 4 for identical conditions on the starting method. These are defined by .
Simulations
We compare the long-time numerical behaviour of several symmetric general linear methods with that of two symmetric Runge-Kutta methods. One of these RK methods is symplectic, and two of the GLMs are G-symplectic. The four low-dimensional Hamiltonian test problems we consider have one or more of the following properties: absence of symmetry, non-separability, chaotic behaviour, or large time derivatives. We compare the efficiency of the methods, as well as their ability to conserve invariants over long times.
The problems
Hénon-Heiles The equations of motion are defined by the separable Hamiltonian
The initial conditions are taken [10] so that H = 1 7 :
The solution is chaotic. In the experiments, the time-step h = 0.25, and the final time T = 10 6 . 
Numerical simulations
As with long-time Runge-Kutta experiments, we use compensated summation and a tight error tolerance for implicit iterations in an attempt to reduce the effects of rounding error. In order to reduce potential parasitic effects, we also use an accurate starting method for the multivalue experiments.
Timings In Table 2 details of the CPU and stopwatch times for each of the experiments are summarised.
Interpretation of the simulations
Numerical errors in computing the invariants proceed from several potential sources: (a) The underlying one-step method does not possess the geometric properties required for the problem. Classically, we think of the effects of (a) and (c) as being clear-cut. However, the lack of symplecticity in high-order symmetric methods may take a very long time to manifest itself, see e.g. the behaviour of Lobatto IIIA in [7] . This is also true of the effects of higher-order parasitism. In order to distinguish computationally the effects due to these two possible causes for the purely symmetric methods 4223 and 4124D, we have also presented results for the 4113 Lobatto IIIB method, which has similar properties to the UOSMs of 4223 and 4124D. Finally, we have also shown results for the symmetric G-symplectic 4124P method applied to the TLV problem, as an improvement on those of 4124B. Hénon-Heiles All methods exhibit broadly similar conservation behaviour. In the absence of parasitism, it is unsurprising that the results for the G-symplectic method 4124B should resemble those of the Suzuki 4115 DIRK. Also, the behaviour of the purely symmetric 4223 and 4124D methods may be explained in terms of their UOSMs, which are closely related to the 4113 Lobatto IIIB method. Following the explanation of [7] for symmetric Runge-Kutta methods, the fact that H(p, q) is a cubic polynomial implies that the bushy trees in the numerical modified Hamiltonian vanish for order greater than 4. This permits the existence of an exact modified Hamiltonian for the UOSM of a symmetric non-symplectic method of order 4. Thus, even for chaotic solutions, one can expect conservation of a modified Hamiltonian, in the absence of parasitism.
Double pendulum All methods exhibit broadly similar conservation behaviour. The system is ρ-reversible, but as the behaviour is chaotic, no analog of the symmetric conservation result, [10, Theorem XI.3.1], would seem to hold in this case. Comparing the graphs for 4124D and 4113 Lobatto IIIB, we see broadly similar behaviour. We would therefore attribute any minor deviations in the Hamiltonian as due to properties of the UOSM, rather than to higher-order parasitism.
Kepler The quadratic angular momentum is exactly conserved by the symplectic Suzuki 4115 DIRK, apart from random round-off errors. Otherwise, all methods exhibit similar conservation behaviour. Again, in the absence of parasitism, this is what one would expect for the G-symplectic 4124B method. The conservation behaviour for 4223 and 4124D follows that of 4113 Lobatto IIIB. In this case, Kepler is both integrable and reversible. Although the exact hypotheses of [10, Theorem XI.3.1] are not satisfied here, the situation is sufficiently similar to conjecture that symmetric UOSMs conserve invariants to O(h p ) uniformly in time, in the absence of parasitism.
Transformed Lotka-Volterra This is a Hamiltonian problem without symmetry. In the initial simulations, only the Suzuki 4115 DIRK exhibits satisfactory approximate conservation of the Hamiltonian. The lack of symmetry in the problem and the lack of symplecticity in the UOSMs for 4223 and 4124D methods explains the poor results in those cases. Although 4124B roughly conserves the Hamiltonian, there is a hint of parasitism at the end of the computation. The results for the G-symplectic method 4124P show that good conservation is possible for general linear methods.
Conclusions
All methods performed similarly on the first three problems: Hénon-Heiles, Double Pendulum and Kepler, except that angular momentum was exactly conserved only by the exactly symplectic Runge-Kutta method. Although the errors for the Suzuki 4115 DIRK were about 4 times smaller than those of 4124D for the fixed time-steps used, the timings indicate that the latter method is slightly more efficient. Since 4124D only has 2 implicit stages, one would expect this efficiency advantage to increase for larger problems.
Although parasitism did not develop for these problems, despite chaotic behaviour, large derivatives and long time-intervals, further theoretical work and computational tests would be needed before general linear methods could be applied to other problems with complete confidence. In the absence of parasitism, it appears that symmetric general linear methods behave in the same way as symmetric Runge-Kutta methods, whllst G-symplectic GLMs behave similarly to symplectic RKMs, with the exception that quadratic quantities are not conserved exactly. In particular, symmetric GLMs are not suitable for non-symmetric Hamiltonian systems, such as the transformed Lotka-Volterra problem.
