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ABSTRACT
The 4.9 GHz Micro-Arcsecond Scintillation-Induced Variability (MASIV) Survey detected a drop in interstellar
scintillation (ISS) for sources at redshifts z  2, indicating an apparent increase in angular diameter or a decrease
in flux density of the most compact components of these sources relative to their extended emission. This can result
from intrinsic source size effects or scatter broadening in the intergalactic medium (IGM) in excess of the expected
(1+z)1/2 angular diameter scaling of brightness temperature limited sources resulting from cosmological expansion.
We report here 4.9 GHz and 8.4 GHz observations and data analysis for a sample of 140 compact, flat-spectrum
sources which may allow us to determine the origin of this angular diameter–redshift relation by exploiting their
different wavelength dependences. In addition to using ISS as a cosmological probe, the observations provide
additional insight into source morphologies and the characteristics of ISS. As in the MASIV Survey, the variability
of the sources is found to be significantly correlated with line-of-sight Hα intensities, confirming its link with ISS.
For 25 sources, time delays of about 0.15–3 days are observed between the scintillation patterns at both frequencies,
interpreted as being caused by a shift in core positions when probed at different optical depths. Significant correlation
is found between ISS amplitudes and source spectral index; in particular, a large drop in ISS amplitudes is observed
at α < −0.4 confirming that steep spectrum sources scintillate less. We detect a weakened redshift dependence of
ISS at 8.4 GHz over that at 4.9 GHz, with the mean variance at four-day timescales reduced by a factor of 1.8 in the
z > 2 sources relative to the z < 2 sources, as opposed to the factor of three decrease observed at 4.9 GHz. This
suggests scatter broadening in the IGM, but the interpretation is complicated by subtle selection effects that will be
explored further in a follow-up paper.
Key words: galaxies: active – intergalactic medium – ISM: structure – methods: data analysis – quasars: general –
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1. INTRODUCTION
It is well established that the intraday variability (IDV) ob-
served in many compact, flat-spectrum active galactic nuclei
(AGNs) at centimeter wavelengths is predominantly caused by
scintillation in the turbulent and ionized interstellar medium
(ISM) of our own Galaxy. The idea was first proposed by
Heeschen & Rickett (1987) in order to resolve the brightness
temperature problem in AGNs, where intrinsic variability on the
timescales observed implied brightness temperatures well over
the 1012 K inverse Compton limit for incoherent synchrotron
emission (Hunstead 1972; Heeschen 1984). Substantial obser-
vational evidence has accumulated in the last decade to support
this theory. Time delays of up to 8 minutes have been observed
in the scintillation patterns of the most rapid scintillators at
widely spaced telescopes (Jauncey et al. 2000; Dennett-Thorpe
& de Bruyn 2002; Bignall et al. 2006), as would be expected of
interference patterns drifting across the surface of the Earth as a
result of relative motion between the ISM and the Earth. Annual
cycles have also been detected in AGN variability timescales
(Rickett et al. 2001; Jauncey & Macquart 2001; Bignall et al.
2003; Dennett-Thorpe & de Bruyn 2003; Jauncey et al. 2003),
interpreted as being modulated by the orbital motion of the Earth
around the Sun. When Earth’s motion is parallel to the motion
of the scattering medium, the variability timescales are longer,
while shorter timescale variability occurs when Earth’s motion
is anti-parallel to that of the scattering medium.
More recently, the Micro-Arcsecond Scintillation-Induced
Variability (MASIV) Survey (Lovell et al. 2003, 2008) provided
further confirmation of interstellar scintillation (ISS) as the
principal mechanism behind IDV. In a 4.9 GHz survey of more
than 500 compact, flat-spectrum sources at four separate epochs
spaced throughout a year, it was found that more than half of the
sources were variable in at least one epoch. The survey showed
a strong correlation between AGN variability and Galactic
latitudes, as well as line-of-sight Hα intensity (as an estimate of
the emission measure of the ISM), thus strengthening the link
between IDV phenomena and the ionized ISM.
The effects of scintillation are highly dependent on the
angular size of the source. Compact sources tend to scintillate
more than extended sources, analogous to the fact that “stars
twinkle, but planets do not” when observed through Earth’s
1
The Astronomical Journal, 142:108 (21pp), 2011 October Koay et al.
atmosphere. For weak interstellar scattering, which is usually
the case for scintillating sources at frequencies 5 GHz at
mid-Galactic latitudes, the angular size of the source must
be comparable to or smaller than the size of the first Fresnel
zone at the scattering screen (Narayan 1992). The variations in
the flux density of the MASIV sources indicate that a significant
portion of the emission comes from compact components
with angular diameters on a scale of 10–50 μas. Follow-up
observations of the morphologies of scintillating and non-
scintillating sources using very long baseline interferometry
(VLBI) confirm that, at milliarcsecond scales, the scintillating
sources are more core-dominated than non-scintillating sources
(Ojha et al. 2004a, 2004b), where a large proportion of their
flux densities are confined in an ultra-compact core region best
interpreted as highly Doppler-boosted jet emission with intrinsic
brightness temperatures close to the inverse Compton limit of
1012 K. In the presence of stronger, milliarcsecond-scale jets,
scintillation is diminished.
A most tantalizing result of the MASIV Survey was the
discovery of a significant drop in the fraction of scintillating
sources, as well as their variability amplitudes, at redshifts above
2 (Lovell et al. 2008). While the angular diameters of a popu-
lation of sources limited by a maximum brightness temperature
are expected to scale with (1 + z)1/2 in an expanding ΛCDM
universe (Rickett et al. 2007), due to the source brightness tem-
perature in the observer’s frame being a factor of (1 + z) lower
relative to the source brightness temperature in the comoving
frame, the redshift dependence observed in the survey was found
to be in excess of this effect. Therefore, it can be attributed either
to an additional increase in typical source angular diameters, or
a decrease in flux densities of the aforementioned ultra-compact
components of the AGNs relative to their more extended com-
ponents. An increase in the angular diameter can be a result of
angular broadening as the radio waves propagate through the
turbulent, ionized intergalactic medium (IGM), or a decrease in
the Doppler-boosting factor in AGN jets at earlier epochs. A
reduction in flux density of the ultra-compact component can
also be due to a decrease in the Doppler-boosting factor of the
jets or even a decrease in the prevalence of such very compact
objects at higher redshifts.
Identifying with certainty the cause of this redshift depen-
dence in AGN ISS has profound cosmological implications.
If the cause is intrinsic to the sources, it provides new results
on the evolution of AGN morphologies at scales two orders of
magnitude finer than that available to VLBI. On the other hand,
detection of angular broadening in the IGM would provide a
new observational tool for the study of the majority of baryons
(90% are thought to reside in the IGM; see, e.g., Fukugita &
Peebles 2004) and their evolution after the epoch of reioniza-
tion. Being sensitive to turbulent, ionized components of the
IGM, it will thus complement Lyα studies of the IGM which
are sensitive only to the neutral component, as well as UV and
X-ray observations of the hot intracluster medium. Even more
exciting is the prospect of detecting the elusive warm–hot in-
tergalactic medium (WHIM) predicted by cosmological hydro-
dynamical simulations (Cen & Ostriker 1999, 2006; Davé et al.
2001) to exist in an almost fully ionized state at temperatures of
105–107 K due to gravitational shock heating. The WHIM has
so far been very difficult to detect conclusively (Bregman 2007),
and forms one of the key science drivers of the next generation
of X-ray instruments.
To determine the origin of this redshift dependence in ISS, we
have conducted multi-frequency observations of a sub-sample
of the MASIV sources using the Very Large Array (VLA).
Observing at multiple frequencies can potentially provide an
effective technique for discriminating the cause of the redshift
dependence in AGN scintillation from among the three possible
explanations—cosmological expansion, angular broadening in
the IGM, and evolution of AGN jets. Scatter broadening in the
ionized IGM should have a stronger wavelength dependence
compared to the angular size–wavelength dependence of the
source core, leading to a decrease in the redshift scaling at higher
frequencies. These observations, therefore, have the ultimate
goal of using ISS as a cosmological probe—potentially of AGN
jet evolution, turbulence in the IGM, or the curvature of the
universe.
While determining the cause of the redshift dependence of ISS
remains the main objective of the study, the opportunity to gain
additional insight into ISS phenomena and AGN morphology
provides additional motivations for conducting the observations.
First, the eleven-day duration of these observations (as opposed
to the three- or four-day epochs in the MASIV Survey) gives
improved constraints on source scintillation timescales. Sec-
ond, multi-frequency observations of ISS provide a means of
detecting any angular offset in the positions of the AGN cores at
different frequencies, observed as a delay in the scintillation pat-
terns between frequencies as the scattering screen drifts across
the source, as seen in PKS 1257–326 (Bignall et al. 2003). Such
frequency core shifts have also been observed in VLBI studies
(Kovalev et al. 2008), and are interpreted in terms of opacity ef-
fects in the source jet. Third, multi-frequency observations also
enable us to estimate the instantaneous spectral indices of the
sources based on concurrent mean flux densities to study its rela-
tionship to ISS (further details in Section 3.6). Finally, together
with the MASIV Survey, the experiment enables us to place
a lower limit on the detectability of ISS among the presence
of noise and other systematic errors using the VLA, in addi-
tion to providing a platform for exploring various methods of
estimating and accounting for these errors. These observations
thus act as a demonstrator for future large-scale surveys such
as the planned Australian Square Kilometre Array Pathfinder
(ASKAP) Variables and Slow Transients (VAST) Survey (Mur-
phy & Chatterjee 2009).
Section 2 of this paper describes the observations and data re-
duction process for this follow-up to MASIV. This is followed
by a detailed elucidation of the various methods used in the
analysis of the data (including error estimation and correction),
along with the results (Section 3). Section 4 presents our con-
clusions. Further interpretation of these results with regards to
the redshift dependence of ISS in AGNs and its cosmological
implications is discussed in a separate paper, which will investi-
gate the possible source selection effects that may lead to biases
in the interpretation.
2. OBSERVATIONS, DATA REDUCTION,
AND CALIBRATION
A sample of 140 sources were selected from the original
MASIV set of sources. Seventy of these sources have mea-
sured redshifts of z > 2, while the remaining 70 have a redshift
of z < 2 as a control sample. Care was taken to ensure that
both groups have similar distribution in terms of Galactic lati-
tudes and that both have equal proportions of sources with weak
(<0.3 Jy) and strong (>0.3 Jy) flux densities to avoid source
selection biases related to these factors. While it is obvious
that ISS has a dependence on Galactic latitudes, the MASIV
Survey found that low flux density sources tend to scintillate
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more than strong sources, consistent with a brightness temper-
ature limited sample of sources. The sources that were selected
were expected to have flux densities above 100 mJy at 8.4 GHz,
and to be unresolved when observed with the VLA in its largest
configuration (maximum baseline of 36.4 km and an FWHM
synthesized beamwidth of 0.24 arcsec at 8.4 GHz). A list of
these sources can be found in the Appendix together with their
corresponding observed flux densities, spectral indices, and vari-
ability characteristics.
Observations were carried out over 11 days from 2009
January 15 to 25 using the VLA. The instrument was divided into
two subarrays. One subarray comprised of 14 Expanded VLA
(EVLA) antennas observing with two 50 MHz intermediate
frequency (IF) channels in continuum mode, one centered at
4.9 GHz (6 cm) and the other at 6.6 GHz (4.5 cm). The second
subarray was a mix of 13 VLA and EVLA antennas observing
at a center frequency of 8.4 GHz (3.6 cm) with two continuum
mode IF channels (contiguous 50 MHz bandwidths). During
the observations, each source was observed for 1 minute at
≈2 hr intervals simultaneously on both subarrays. The correlator
integration time was set to 3.3 s. Observations of these target
sources were interspersed with observations of the primary
calibrator (3C286) and 23 secondary calibrators, selected from
the list of sources in the VLA calibrator manual.
Unfortunately, 12 of the antennas from the 4.9 and 6.6 GHz
subarray, as well as 8 antennas from the 8.4 GHz subarray,
encountered data losses on the seventh and eighth days of the
observations due to failure in the optical fiber links. This left
only a single baseline on the 4.9 GHz subarray, which had to
be flagged, and 10 baselines on the 8.4 GHz subarray. Thus,
no data were obtained at 4.9 GHz and 6.6 GHz on those
days, while data at 8.4 GHz were retained, though with a
reduced number of baselines. The observations were conducted
during reconfiguration of the VLA between the BnA and B
configurations, so recently moved antennas may have introduced
pointing errors into the data. These were corrected for as much
as possible via careful calibration. All data from two antennas
in the 8.4 GHz subarray in which the pointing errors were the
worst were removed entirely.
The data were loaded into the Astronomical Image Process-
ing System (AIPS) software package (Greisen 2003) using the
task FILLM, which by default corrects for known antenna
gain–elevation dependence. Upon inspection of the raw data,
it was found that the 6.6 GHz data were subjected to extensive
contamination by radio frequency interference. Hence, they are
excluded from the present study and from the discussions that
follow. There were also large increases in the amplitude vari-
ations in the uncalibrated data from day 7 of the observations
onward (typically increasing from 1% to 4% rms variations), af-
ter the technical problems were encountered on the VLA. These
variations were attributed to system gain variations. Although
our calibration successfully removed most of the effects, some
residuals remain. These residuals are larger than the residuals
in the first six days of continuous observations when the system
gains were more stable. Therefore, the data between days 7 and
11 were treated with extra caution. Discarding all the data after
six days may reduce the errors due to possible false variability,
but results in a data set with a reduced timespan with higher
statistical uncertainties in the estimation of the variability char-
acteristics. As a compromise, all subsequent data analyses were
carried out using both sets of data—one using data only from the
first six days, and another using data from the entire duration of
the observations from which comparisons could be made. This
provided another means of cross-examining the results of our
analysis.
Standard techniques were used to calibrate for atmospheric
effects, as well as antenna gain and pointing errors, using the
secondary calibrators. Phase self-calibration was then applied
to all the target sources. Polarization calibration and parallactic
angle corrections were also applied. After calibration, each
of the target sources were examined for outlying points and
spurious data, which were then flagged. The data were then
converted into FITS format, so that they could be loaded into
the Miriad software package (Sault et al. 1995) which provides
a convenient means of generating the desired output in plain text
format. Using Miriad, the visibilities were coherently averaged
over 1 minute and over all baselines (as well as across both
channels for the 8.4 GHz data) to produce the light curves for
each source.
It was essential to ensure that the secondary calibrators were
not themselves variable down to the sub 0.5% variability levels
probed by the survey. We inspected the target source light curves
by eye for possible contamination by spurious variability in the
secondary calibrators by looking for similar variability patterns
in sources that had been calibrated using the same calibrator.
Such patterns would be particularly obvious for the stronger
sources where calibration errors are expected to dominate over
errors due to random noise. While no calibrators were found to
be variable this way, we cannot rule out the presence of calibrator
variability that is undetectable by eye, as they will probably be
superposed on top of real scintillation or other sources of errors.
This preliminary method of detecting calibrator variability was
thus supplemented, and its effects corrected for, with further,
more quantitative techniques discussed in Section 3.2. No
recalibration of the target sources was necessary as these errors
were accounted for via subtraction of the estimated error values
from the calculated variability amplitudes for each source.
The light curves were then examined for repeating daily vari-
ations indicating confusion due to extended structure or con-
taminating sources close by. The observations were scheduled
in sidereal time and each source was observed at the same time
each sidereal day. Therefore, any confusion or resolution effects
appear as repeating patterns with a one-day period, with the am-
plitude of the variations being independent of the source flux
density. Such repeating patterns can also result from residual
gain and pointing errors from the calibration process, in which
case the apparent variations will be a percentage of the source
flux density. Clues to this false variability can also appear in the
structure functions (SFs) of the source (to be explained further
in the next section) at integer multiples of a sidereal day. This
process found that slightly more than a third of the sources dis-
played such daily repeating patterns on at least one frequency,
some of them superposed on top of larger variations. For such
sources, snapshot images and plots of the visibility amplitudes
versus uv-distances were produced to determine if the presence
of structure or confusing sources could be confirmed. Only three
of these sources were found to show resolution effects (and were
subsequently remedied by the removal of the longer baselines),
particularly at 8.4 GHz. There was also no clear evidence of
contaminating sources nearby any of our sources. However, the
daily repeating patterns for the vast majority of the remaining
sources with such problems (about 95% of them) turned out to
be residual gain errors and pointing errors. This conclusion was
arrived at after it was found that these patterns which repeat
daily (typically 1% rms variations) were almost always found
on the higher flux density, low-variability sources. It is in such
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Figure 1. Light curves for the source J1159+2914 at 8.4 GHz (top) and 4.9 GHz (middle), with their corresponding structure functions (bottom left, where the solid
curve and dashed curve represent the model fits at 8.4 GHz and 4.9 GHz respectively, the dash-dotted line represents Dnoise at 4.9 GHz, and the dotted line represents
Dnoise at 8.4 GHz) and cross-covariance function (bottom right).
(A color version of this figure is available in the online journal.)
sources where calibration errors are expected to dominate. Fur-
ther details on the estimation and correction of these errors are
presented in Section 3.2.
3. DATA ANALYSIS AND RESULTS
3.1. Light Curves and Structure Functions
Figures 1–4 show sample light curves of some of the variable
sources. Fast scintillators such as J1159+2914 (Figure 1) have
variability timescales on the order of hours. On the other
hand, J0510+1800 (Figure 2) is a slow variable with longer
characteristic timescales of half a day at both frequencies.
Some sources have variability at multiple timescales, where
shorter and smaller amplitude variations are superposed on top
of longer timescale variations of larger amplitude. J0958+6533
(Figure 3) and J1734+3857 (Figure 4) are examples of such
sources. This can be a result of different components in
the source scintillating at different timescales (with larger,
more extended components causing slower variations and more
compact components causing the faster variations). It can also
be caused by a combination of short-timescale scintillation
combined with longer timescale intrinsic variability, although
our analysis shows that this is not a dominant effect in our
sample of sources (see Section 3.4).
As in the analyses of the original MASIV data, the SF is
used to quantify the variability of each source. This has the
advantage of being insensitive to gaps in the sampling of data
(as are present in the observations analyzed here), as opposed
to a power spectrum analysis. Also, the SF is not as sensitive
to biases resulting from errors in the estimation of the mean
flux density of the source as the auto-correlation function. The
observed SF at a given time lag τ is given by
Dobs(τ ) = 1
Nτ
∑
j,k
[S(tj ) − S(tk − τ )]2, (1)
where S(t) is the measured flux density at time t, normalized
by the mean flux density. Dobs(τ ) is therefore a dimensionless
quantity. Nτ is the number of pairs of flux densities with a time
lag τ , binned to the nearest integer multiple of the smallest time
lag between data samples (typically 2 hr) for each source. Bins
were selected for plotting the SF only if Nτ exceeded 20% of
the total number of sample points in the light curve.
Errors in the SF amplitudes at each time lag were calculated
as a standard error in the mean, given by the standard deviation
of the [S(tj ) − S(tk − τ )]2 terms in that time lag bin divided
by
√
Nτ − 1. We note that this method does not account for
statistical errors resulting from the finite sampling of a random
process, due to the limited timespan of the observations. Such
statistical errors are dependent on the characteristic timescale of
the variations relative to the total observing span, increasing for
sources with longer variability timescales. A second method of
calculating the SF errors was also tested, based on that used
by You et al. (2007). In this case, the errors are given by
σD(τ ) = 〈Dobs(τ )〉(τ/τtot)1/3, where τtot is the total observation
span, in this case 7 or 11 days, depending on which set of data
was used. This estimation incorporates the fact that the number
of possible pairs of flux densities that can be formed to calculate
the SF generally decreases with increasing time lag. However,
it was found that errors could be underestimated for bins at
small time lags, yet have a low number of flux density pairs.
Therefore, we selected the first method over the second method.
As mentioned previously, sources in which the SF amplitudes
drop at integer multiples of time lags of a sidereal day provide
4
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Figure 2. Light curves for the source J0510+1800 at 8.4 GHz (top) and 4.9 GHz (middle), with their corresponding structure functions (bottom left, where the solid
curve and dashed curve represent the model fits at 8.4 GHz and 4.9 GHz respectively, the dash-dotted line represents Dnoise at 4.9 GHz, and the dotted line represents
Dnoise at 8.4 GHz) and cross-covariance function (bottom right).
(A color version of this figure is available in the online journal.)
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Figure 3. Light curves for the source J0958+6533 at 8.4 GHz (top) and 4.9 GHz (middle), with their corresponding structure functions (bottom left, where the solid
curve and dashed curve represent the model fits at 8.4 GHz and 4.9 GHz respectively, the dash-dotted line represents Dnoise at 4.9 GHz, and the dotted line represents
Dnoise at 8.4 GHz) and cross-covariance function (bottom right).
(A color version of this figure is available in the online journal.)
a means of detecting variability patterns that are repeated daily.
The SFs were therefore examined together with the light curves
to weed out such sources for further analysis to determine the
causes of these patterns.
We have also used the modulation index, m, to quantify the
variability amplitude of the sources in various portions of the
text, defined as the ratio of the rms flux density to the mean flux
density of the source. The raw modulation indices (where any
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Figure 4. Light curves for the source J1734+3857 at 8.4 GHz (top) and 4.9 GHz (middle), with their corresponding structure functions (bottom left, where the solid
curve and dashed curve represent the model fits at 8.4 GHz and 4.9 GHz respectively, the dash-dotted line represents Dnoise at 4.9 GHz, and the dotted line represents
Dnoise at 8.4 GHz) and cross-covariance function (bottom right).
(A color version of this figure is available in the online journal.)
variability due to systematic errors have not been corrected for)
of each source at both frequencies are presented in the Appendix,
calculated using data from the entire observing span. Since we
use the modulation index and the SF amplitude interchangeably,
we state upfront that the SF amplitude provides a measure of
the variance, while the modulation index provides a measure of
the standard deviation. The saturated SF amplitude can then be
approximated as 2m2.
3.2. Error Estimation
Several instrumental and systematic effects can contribute to
the perceived variability of a source. Variability caused by such
errors contribute a constant additive noise floor, Dnoise, to the SF
of each source. Correcting for these errors thus requires Dnoise
to be subtracted from the SFs across all time lags so that only
genuine variability is retained. This is based on the assumption
that the errors are independent of time lag, i.e., the errors are
white. As noted in Lovell et al. (2008), there is a possibility that
some systematic errors may result in non-white errors which
are dependent on time lag. We developed and compared three
different techniques for estimating the errors quantitatively, of
which the third method (Method C) was chosen for use in the
final analysis.
3.2.1. Method A: Dobs(2 hr) as an Error Estimate
A simple way of estimating Dnoise is to assume that all
variability at timescales less than 2 hr (the typical minimum
time lag between data points on the light curve) is not true
variability by directly using Dnoise = Dobs(2 hr) for each source,
where Dobs(2 hr) is the single sample estimate of the SF at 2 hr
time lags. However, using Dnoise = Dobs(2 hr) can lead to an
overestimation of errors in some sources that do scintillate at
timescales of less than 2 hr, e.g., J1159+2914 (Figure 1). On
the other hand, calibration errors such as the daily repeating
patterns observed in some of the sources may be underestimated,
since these sources do exhibit instrument-related variability up
to timescales of a day. This method was therefore not used.
3.2.2. Method B: Model Fitting for the Estimation
of Flux-dependent and Flux-independent Errors
In the original MASIV Survey, the errors were calculated
based on the quadratic sum of two error components, given by
the following equation (Lovell et al. 2008):
σerr,s,p =
√
(s/S̄)2 + p2, (2)
where σerr,s,p is the rms error in each flux density estimate
normalized by the mean flux density of the entire length of
observations, S̄. The two error components are denoted by
s and p; s, which is in units of Jy, accounts for errors that
are independent of the flux density of the source, including
additive system noise and confusion effects, and affects mainly
the weak sources; p, on the other hand, represents errors which
are flux density dependent, such as errors in the calibration
of the source as a result of residual pointing offsets, system
gain variations, and atmospheric absorption—these errors arise
in part because there is a finite angular distance (as well as
finite time interval between observations) between the target
source and its calibrator. While a linear vector interpolation
algorithm is used during the calibration process in AIPS to
account for such effects, some residual errors will remain. Low-
level variations in the calibrators themselves may also contribute
to p. Since these errors are dependent on the source flux density,
they are the dominant sources of error in the strong sources.
The probability distribution of these additional variations can
be assumed to be a convolution of the probability distribution
6
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Figure 5. Two-hour modulation index calculated for all sources at 8.4 GHz (left) and 4.9 GHz (right) plotted against their respective mean flux densities. The solid
line represents a curve fit using Equation (2).
of the flux density dependent errors with the distribution of the
flux density independent errors, and thus can be estimated as a
quadratic sum of the s and p error components.
The values of s and p can be estimated by again making use
of the variability of sources at its shortest measured time lag,
2 hr. The variability of each source at 2 hr time lags is plotted
against its mean flux density, as shown in Figure 5. In this case,
the variability is quantified by the 2 hr modulation index, m2 hr,
calculated from Dobs(2 hr) using m2 hr =
√
Dobs(2 hr)/2. The
equation for σerr,s,p is then used as a model fit for the resulting
scatter plot (shown as a solid line), letting s and p be free
parameters. This allows p to be estimated based on the average
2 hr variability of the strong sources, and s to be estimated
based on the average 2 hr variability of the weak sources. Based
on the curve fits, the values obtained are s = 0.0009 Jy and
p = 0.0068 at 8.4 GHz, and s = 0.0012 Jy and p = 0.0065 at
4.9 GHz. The value of s obtained this way for the 4.9 GHz data is
close to the value of 0.0013 Jy used in the original MASIV data,
but at 8.4 GHz is lower. The reduced system noise at 8.4 GHz
is to be expected given that 11 antennas (originally 13, but 2
were removed) were used in these observations as compared
to the previous MASIV observations in which the VLA was
subdivided into five subarrays each with five or six antennas.
However, while having a similar increase in the number of
antennas, the system noise at 4.9 GHz is comparable to that
in the MASIV Survey due to its use of only a single IF channel.
The values of p used here are in the range of the values found
in MASIV. These values of s and p are then used to calculate
σerr,s,p for each source at both frequencies, from which Dnoise =
2σerr,s,p2 can then be subtracted from the SFs of each source.
In Method A, Dnoise is equivalent to Dobs(2 hr) for each source,
but in this second method using Equation (2), about half of the
sources have Dobs(2 hr) > Dnoise, while the other half of the
sources have Dobs(2 hr) < Dnoise. Therefore, this second method
of estimating Dnoise allows for about half of the sources to have
real variability at timescales less than 2 hr. While this is an
improvement over the first method, it assumes that all sources
have the same values of s and p, which is definitely not the case.
It also does not correct for possible low-level variations of the
calibrator in an explicit manner.
3.2.3. Method C: Source- and Calibrator-dependent Error Estimates
This third method makes use of Equation (2) as well, but uses
a different approach in the calculation of the values of s and p.
Since the amount of data flagged for each source varies and
the additive errors increase as more data are flagged, it was
decided that the value of s would be obtained separately for
each source, calculated from the standard error in the mean
from the 1 minute averaging of the 3.3 s visibilities over all
baselines. Since each point on the light curve of each source
has different errors, s for each source is then the average of the
errors for all the points in its light curve. This gave values of
s in the range of 0.0004–0.0041 Jy (with a mean of 0.0007 Jy)
at 8.4 GHz and 0.0006–0.0031 Jy (with a mean of 0.0009 Jy)
at 4.9 GHz. The range of values of s obtained here at both
frequencies confirm that using a single s value for all sources
will tend to overestimate additive system noise errors in some
sources while underestimate it in others.
As alluded to in Section 2, the fact that the daily repeating
patterns were found to appear only in the stronger sources
with very low variability (with Dobs(τ ) < 3 × 10−4, or raw
modulation indices of m < 1%), provided a clue that these
errors were linked to the calibration process. Upon further
examination, it was found that for sources where the SF
amplitudes are greater than 3 × 10−4 at one frequency and less
than 3×10−4 at the other frequency, the daily repeating patterns
are observable only at the frequency with Dobs(τ ) < 3 × 10−4.
Where such daily repeating patterns are superposed on top of
larger, longer timescale variations, the SF amplitudes may be
much greater at longer time lags, but between two hours and one
day, the SF amplitudes are generally <3×10−4. The variability
of these daily repeating patterns are therefore comparatively
small. This led to the conclusion that these repetitive patterns
were calibration errors due to pointing errors and residual gain
errors from the interpolation of gain solutions between target
sources and their calibrators. Though these patterns can be
detected by eye when they dominate the source variability,
these effects should also add to the variability of the sources
dominated by real scintillation and will thus need to be corrected
for.
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Figure 6. Histogram of Dobs(2 hr) − Dnoise, where Dnoise is estimated via Method C in Section 3.2.3.
Recognizing that the values of p are calibrator dependent
(due to the underlying low-level variations in the calibrator),
and that the residual calibration errors need to be accounted
for regardless of whether they are detectable as daily repeating
patterns or not, it was decided that the value of p for each source
would be calculated based on the calibrator that was applied to
it. To achieve this, each one of the 23 calibrators was used as a
calibrator for a subset containing Nc number of other calibrators
with similar local sidereal time coverage (with time interval
between observations generally not exceeding 2 hr). Nc varies
for each subset and there are 23 overlapping subsets paired with
23 calibrators. After calibration, the modulation indices of all Nc
calibrators (we refer to them here as “target calibrators”) in each
of the 23 subsets were then calculated and averaged to obtain 23
values of the mean modulation index, mc. Each of the 23 values
of mc include both the variability of the chosen calibrator for that
subset and the variability of the other “target calibrators” in that
subset. Since mc is a convolution of the probability distribution
function of the flux density variations of the chosen calibrator
(with a modulation index given by mi) with the distribution
function of the variations of the other Nc “target calibrators”
(with a mean modulation index given by 〈mtc〉), mc is thus
given by
mc =
√
mi2 + 〈mtc〉2. (3)
If we assume that the variability amplitudes of all the calibrators
are roughly similar, then mc ≈
√
2mi2, so that the modulation
index of the chosen calibrator for each subset can be obtained
as mi = mc/
√
2. Therefore, the 23 values of mc after being
reduced by a factor of
√
2 are representative of the variability
of the 23 chosen calibrators, which are then used as p for all the
target sources that have been calibrated by the same calibrator.
We therefore have 23 sets of p-values distributed among the 140
target sources, depending on which calibrator was applied to
them, with values ranging from 0.0048 to 0.0057 (with a mean
of 0.0051) at 8.4 GHz and 0.0053 to 0.0069 (with a mean of
0.0062) at 4.9 GHz.
Another advantage of this method is that any apparent
variability due to residual system gain and pointing errors are
also incorporated into p, since these “target calibrators” were
calibrated in the same manner as the actual target sources.
However, since there is a larger angular distance from the chosen
calibrator to most of the Nc “target calibrators” as compared to
the angular distances to the target sources associated with it,
such residual calibration errors arising from the interpolation
of the gain solutions between calibrator and target source are
slightly overestimated, increasing the apparent value of p. A
more accurate calculation would involve reducing the mean
modulation indices further by a factor that accounts for the
overestimated residual calibration errors, but this factor is
difficult to parameterize. Further analyses with Hα, spectral
index, and redshift data (presented in Sections 3.4, 3.6, and 3.8)
using the various estimates of Dnoise also demonstrated that any
further efforts to improve the accuracy of Dnoise are unlikely to
lead to further improvements in the final results for the purposes
of this study.
Plotting the histograms of Dobs(2 hr)−Dnoise (Figure 6) shows
distributions with peaks located close to 0 at both frequencies.
For a sample of non-variable sources, one would expect a
Gaussian distribution with a peak at 0. Our plots show a tail
toward the right of the plot, caused by the presence of variable
sources in the sample. To confirm this, we plotted Dobs(2 hr) −
Dnoise at 4.9 GHz against Dobs(2 hr) − Dnoise at 8.4 GHz
(Figure 7), which demonstrates a clear correlation between
these two quantities. We obtained a statistically significant
(at a significance level of 0.05) Pearson’s linear correlation
coefficient of 0.63, with a p-value of 5.5 × 10−8. As the
8.4 GHz and 4.9 GHz subarrays comprise different antennas
and therefore have different uv-coverages, it is unlikely that this
correlation is due to antenna-based, array-based, or sky-based
errors (i.e., low-level confusion). The errors would therefore
have been overestimated for the sources with Dobs(2 hr) −
Dnoise > 0 had Method A been used.
As a further comparison between this method with Method B,
Figure 8 shows the scatter plot of s versus p estimated through
Method C, with the dashed lines showing the values of s and p
estimated via Method B. As expected, with the exception of a
few outliers, s is lower at 8.4 GHz than at 4.9 GHz. It appears
that s is generally overestimated when Method B is used. This
8
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Figure 7. Scatter plot showing the correlation between Dobs(2 hr) − Dnoise at
4.9 GHz and Dobs(2 hr) − Dnoise at 8.4 GHz (for sources where the quantities
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(Section 3.2.3).
is most likely due to the fact that s in Method B is determined
by the 2 hr modulation indices of the weak sources, which
are known to scintillate more than the strong sources (Lovell
et al. 2008). On the other hand, p is clearly underestimated
in Method B as it does not account for low-level calibrator
variability and residual calibration errors that have variability
timescales longer than 2 hr. p appears to be larger at 4.9 GHz
than at 8.4 GHz, whereas one would expect residual pointing
errors and antenna-based gain-related errors to be generally
smaller at longer wavelengths. This can be explained by the
removal of data from two antennas in the 8.4 GHz subarray
in which the pointing errors appeared the worst, as mentioned
briefly in Section 2. The removal of these antennas resulted in a
negligible increase in s. We also attempted to remove data from
two antennas in the 4.9 GHz subarray in an attempt to reduce p,
but resulted in a similar magnitude increase in s (recall that the
4.9 GHz observations were conducted at half the bandwidth of
the 8.4 GHz observations). We therefore retained all antennas
in the 4.9 GHz subarray.
Figure 9 demonstrates the effectiveness of the error estimation
and correction described in Method C; it shows a source with
very low variability. Daily repeating patterns are observed at
both frequencies, particularly between 2 and 6 sidereal days.
Their effect on the SF is modeled successfully by Dnoise as can
be seen in the corresponding SF plots. At 8.4 GHz, Dobs(τ ) is
distributed around Dnoise (shown as a dash-dotted line), while
for 4.9 GHz, Dobs(τ ) is close to Dnoise (shown as a dotted line)
for time lags up to about 3 days before rising to double the value
of Dnoise. Although the SF amplitudes at 4.9 GHz are not high,
the daily repeating patterns are superposed on top of longer term
variations, which are not visible in the 8.4 GHz light curves.
Finally, a total of 11 sources were eventually removed
from our sample; J1535+6953 had a very low mean flux
density (≈30 mJy) in the current 2009 epoch, and upon further
investigation, we found that its mean flux density had been
steadily decreasing from 75 mJy in the first MASIV epoch
to 60 mJy in the fourth MASIV epoch; the other 10 sources
were found to have daily repeating patterns that varied with SF
amplitudes exceeding 3 × 10−4, possibly due to real confusion
and resolution effects that were not detectable in the snapshot
images and uv-data. In the latter group, their errors were not
well characterized by the method of error estimation described
above, and could not be removed by any other means.
3.3. Structure Function Fitting
Assuming that variability due to ISS approaches a stationary
stochastic process when observed over a duration much longer
than its characteristic timescale, it is expected that the true SF,
D(τ ), will increase with time lag and saturate at twice the true
variance. Therefore, a simple model can be used to fit the SF
data, given by
Dmod(τ ) = 2m2 τ
τ + τchar
+ Dnoise, (4)
where 2m2 is the value at which the SF saturates, and is related to
the modulation index, m, of the source. τchar is the characteristic
6 7 8 9 10
x 10
−3
0
0.5
1
1.5
2
2.5
3
3.5
4
x 10
−3
p at 8.4 GHz
s
 (
J
y
) 
a
t 
8
.4
 G
H
z
6 7 8 9 10
x 10
−3
0
0.5
1
1.5
2
2.5
3
3.5
4
x 10
−3
p at 4.9 GHz
s
 (
J
y
) 
a
t 
4
.9
 G
H
z
 
Figure 8. Scatter plot of s against p at 8.4 GHz (left) and 4.9 GHz (right) based on the error estimation in Method C (Section 3.2.3). The dashed lines represent
estimated values of s and p from Method B (Section 3.2.2).
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(A color version of this figure is available in the online journal.)
timescale at which the SF reaches half of its value at saturation.
2m2 and τchar are both free parameters of the model. This is
similar to the model used in the original MASIV data analyses,
and assumes that the ISS is caused by a turbulent ISM distributed
uniformly through a thick scattering region. Further details on
the justification for its use can be found in Appendix A of Lovell
et al. (2008). The model also assumes that variations due to
systematic and instrumental errors contribute an additive term,
Dnoise, to the overall variability. Dnoise is determined for each
source using the method explained in the previous subsection.
The true SF, D(τ ) can thus be obtained by subtracting Dnoise
from the model SF, Dmod(τ ).
In fitting the model, each Dobs(τ ) is weighted by√〈Dobs(τ )〉/σD(τ ), where σD(τ ) is the error of the SF esti-
mate at that particular time lag. The result is that these values
of Dobs(τ ) with smaller errors will have larger weights. If the
estimation of the errors were accurate, the weights should be
proportional to 1/σD(τ ). Due to uncertainties in the estima-
tion of the SF errors, 1/
√
σD(τ ) is used instead. The weights
are further normalized by 〈Dobs(τ )〉, which is the ensemble av-
erage of all the SF estimates for the source at all time lag bins
whose number of pairs of flux densities are above the threshold
value (see Section 3.1). The fit was carried out using a non-linear
least squares method.
Sample SFs are shown together with their corresponding
model fits (represented by the solid curve and dashed curve for
8.4 GHz and 4.9 GHz, respectively) in the bottom left corners
of Figures 1–4. The dash-dotted and dotted lines represent the
Dnoise values for 8.4 GHz and 4.9 GHz, respectively. The SF
for a fast scintillator such as J1159+2914 (Figure 1) reaches
saturation on a timescale of a couple of hours. Some sources
such as J0958+6533 (Figure 3), however, have yet to saturate
even at time lags of 8 days. Some SFs have a periodic trend,
which is caused by the light curve having a periodic structure
(as can be seen for J0510+1800 in Figure 2) within the limited
timespan of the observations. If the timespan of the observations
were to be increased, the fluctuations would become randomized
and Dobs(τ ) should approach that of Dmod(τ ), demonstrating the
deficiencies in the estimation of the error bars.
For the purpose of statistical analyses in the following
subsections, unless otherwise stated, the SF amplitudes at
four days were used, obtained from the model fit with Dnoise
subtracted, given by D(4 day) = Dmod(4 day) − Dnoise. Instead
of using Equation (4), we have used an equivalent functional
form
Dmod(τ ) = D(4 day) 1 + τchar/4
1 + τchar/τ
+ Dnoise, (5)
so that D(4 day) becomes a fitted parameter instead of 2m2. This
way, the 95% confidence bounds of D(4 day) from fitting the
model can be obtained directly, which we use as an estimate of
the errors in D(4 day). As opposed to using the single time lag
estimates (Dobs(4 day)), the model fits provide better statistical
representation, since they made use of the SF amplitudes at all
available time lags. The SF amplitudes at four days were chosen
as standard characterization of source variability to ensure that
a large majority of the SFs had reached saturation, and that
there were still sufficient number of pairs at the nearby bins to
provide reliable SF fits. While choosing D(10 day) or D(11 day)
as standard characterization of the variability will maximize the
number of sources with saturated SFs, the fitted curve may not
be as reliable at those time lags.
D(4 day) and τchar at both frequencies are presented for each
source in the Appendix. While the 11 day observations provide
better constraints on τchar, its errors are still very difficult to
estimate. Therefore, the values of τchar for a source at a particular
frequency are shown only if D(4 day) exceeds 3 × 10−4, as
sources with barely detectable variability tend to be dominated
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Figure 10. Scatter plot of D(4 day) at 8.4 GHz (top left) and 4.9 GHz (top right) plotted against WHAM Hα intensities. The triangles represent upper limits of
D(4 day) for sources where D(4 day) < Dnoise. Corresponding binned averages of D(4 day) are also shown for 8.4 GHz (bottom left) and 4.9 GHz (bottom right).
by systematic errors and noise so that estimates of τchar may be
inaccurate. We are also unable to estimate τchar for sources in
which the SFs do not show signs of saturating and we simply
note in the Appendix that these sources have τchar > 11 days.
3.4. Interpretation as ISS
We investigate here whether the variations observed in the
light curves and SFs are a result of ISS. Since these observations
were carried out over a period of 11 days as compared to the
3 or 4 day observations in the original MASIV Survey, it is
also important to determine if the source variability at longer
timescales can still be attributed to ISS rather than being intrinsic
variations.
To determine this, D(4 day) for each source is plotted against
its line-of-sight Hα intensity in Rayleighs, obtained from the
corresponding 1◦ grid in the Wisconsin Hα Mapper (WHAM)
Northern Sky Survey database (Haffner et al. 2003). The Hα
intensities provide an estimate of the emission measure of
the ionized ISM in the direction of the source. The scatter
plots obtained are shown in Figure 10. For sources where
D(4 day) was found to be less than Dnoise, we have used
Dnoise as an upper limit of the variability amplitude of the source
(denoted as triangles in the scatter plots). The bottom portion
of Figure 10 plots the average D(4 day) in four separate bins.
The correlation between D(4 day) and Hα intensity for both
frequencies can be seen. While the plots shown here made use of
the data from the entire 11 day duration of the observations, the
correlation holds true even when only data from the first 6 days
were used. The non-parametric Kendall’s tau test confirms
positive correlations between D(4 day) and Hα intensities at
both frequencies, with rank correlation coefficients of 0.23
at 8.4 GHz and 0.18 at 4.9 GHz. Although the correlations
are weak, they are statistically significant, with p-values of
1.2×10−4 and 3.0×10−3 at 8.4 GHz and 4.9 GHz, respectively.
Here and in all subsequent analyses, we have chosen the standard
significance level of 0.05.
As a further test, the single sample estimates of the observed
SF, Dobs(τ ), with Dnoise subtracted and τ = 1, 2, 3,..., 7 days,
were each used in succession to plot against the WHAM Hα
intensities. The significant correlation of the SFs with Hα
intensity is retained for all time lags when data from all 11 days
were used. Similar results were obtained for τ = 1, 2, 3, and
4 days when data from only the first six days of observations
were used. It can thus be reasonably concluded that the observed
flux density variations in this study, including those at longer
timescales of up to seven days, are predominantly linked to ISS.
3.5. Correlation of ISS across Frequencies
According to the theory of ISS, weak scintillation should
be correlated over a wide bandwidth, with a decorrelation
bandwidth on the order of the observing frequency (Narayan
1992). Although the 4.9 GHz observations are near the transition
between weak and strong scintillation at mid-Galactic latitudes
(Walker 1998, 2001), some form of correlation is still expected
to exist between the variability at 4.9 GHz and 8.4 GHz. In
Figure 11, D(4 day) at 4.9 GHz (D4.9(4 day)) is plotted against
D(4 day) at 8.4 GHz (D8.4(4 day)) on a log scale for sources
with D(4 day) > Dnoise at both frequencies, showing that the
source variability amplitudes are well correlated between both
frequencies.
While correlation of the variability patterns between the light
curves at both frequencies can be clearly discerned by eye for
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Figure 11. Four-day structure functions at 4.9 GHz, D4.9(4 day), vs. 4 day struc-
ture functions at 8.4 GHz, D8.4(4 day). The solid line represents D4.9(4 day) =
D8.4(4 day) as a demonstration of the correlation of the SFs at both frequencies
and that D4.9(4 day) is generally larger than D8.4(4 day).
some sources, the cross-covariance function provides a more
quantitative means of detecting such a correlation, obtained as
C(τ ) = 1
Nτ
∑
j,k
[S4.9(tj ) − μS4.9 ][S8.4(tk − τ ) − μS8.4 ], (6)
where S4.9 and S8.4 are the normalized flux densities at 4.9 GHz
and 8.4 GHz, respectively, and Nτ is the number of pairs of flux
densities with a time lag of τ . μS4.9 and μS8.4 are the average
values of S4.9 and S8.4 over the entire observation span. As in
the calculation of the discrete SF in Equation (1), time lag bins
at integer multiples of the smallest time lag between data points
are used, with time lag bins selected for plotting only if they
comprise of more than 20% of the total number of points in the
light curve.
The cross-covariance functions between the light curves at
both frequencies are shown together with their associated light
curves in the bottom right corners of Figures 1–4. For the
majority of the variable sources, the cross-covariance peaks
at time lags of 0.00 ± 0.04 days. About 20% of the sources in
the sample do not show any evidence of correlation in the light
curves or have a very weak correlation (the cross-covariance
function peaks at an amplitude <1 × 10−4). In such cases, the
variability also tends to be very weak, with very low SF values.
We conclude that the variations seen in these light curves are
most likely attributable to noise. Another possible explanation
is that there is an offset in the positions of the source cores
at the two frequencies, but these offsets are perpendicular to
the direction of the relative motion between the interstellar
scattering screen and the Earth, which weakens the correlation.
The light curves may also be weakly correlated in cases where
the variations are due to strong refractive scintillation where the
variability timescales can be different at both frequencies.
The sources that show time delays in scintillation patterns at
the two frequencies are of particular interest. This is discernible
by a shift of the peak of the cross-covariance function toward
a non-zero time lag. Such a delay in the light curves between
Table 1
List of Sources Where the Cross-covariance
Function of the 4.9 and 8.4 GHz Light Curves
Peak at Non-zero Time lags
Source Name Time lag
(Days)
J0017+5312 −0.43 ± 0.05
J0154+4743 2.02 ± 0.06
J0308+1208 0.79 ± 0.04
J0342+3859 0.95 ± 0.04
J0409+1217 −1.08 ± 0.04
J0449+1121 2.89 ± 0.03
J0510+1800 0.24 ± 0.04
J0659+0813 0.24 ± 0.03
J0726+6125 −0.32 ± 0.04
J0741+2557 −0.16 ± 0.04
J0750+1231 0.80 ± 0.03
J0757+0956 1.05 ± 0.03
J0825+0309 0.21 ± 0.03
J1410+6141 −0.40 ± 0.04
J1417+3818 1.59 ± 0.04
J1535+6953 0.42 ± 0.05
J1701+0338 0.21 ± 0.03
J1734+3857 0.19 ± 0.03
J1800+3848 2.04 ± 0.04
J1905+1943 −0.26 ± 0.03
J1919+3159 −1.32 ± 0.02
J2012+6319 −0.37 ± 0.05
J2113+1121 1.20 ± 0.04
J2237+4216 0.31 ± 0.04
J2253+3236 1.91 ± 0.04
observing frequencies has been previously observed, and has
been interpreted as being caused by a small shift in the
position of the optically thick compact core when observed
at different frequencies (Bignall et al. 2003). Such core shifts
have been observed on milliarcsecond scales in VLBI images
of extragalactic radio sources at different frequencies (Kovalev
et al. 2008; Tzioumis et al. 2010). A list of sources in which the
cross-covariance function of the light curves at 4.9 and 8.4 GHz
peaks at a non-zero time lag is shown in Table 1. For this list,
only sources with Dobs(τ ) > 3 × 10−4 at both frequencies and
whose cross-covariance peaks at time lags greater than twice the
size of the smallest time lag bin were selected. A negative time
lag indicates that the 8.4 GHz scintillation pattern is lagging
behind the 4.9 GHz scintillation pattern.
Taking the source J0510+1800 (Figure 2) as an example, there
appears to be a time delay, Δt of about 0.24 ± 0.04 days between
the 4.9 GHz and 8.4 GHz variability patterns. Assuming typical
scattering screen distances of L = 500 pc and screen velocities of
v = 50 km s−1, it is estimated that there is an angular separation
of approximately 14 ± 2 μas between the position of the cores
at 4.8 and 8.4 GHz (the component parallel to the direction
of screen velocity). The angular separation of the cores for
the remaining sources in Table 1 can be calculated using the
following:
θ = 14
(
Δt
0.24 days
) ( v
50 km s−1
) ( L
500 pc
)−1
μas, (7)
where the parameters of the scattering screen are normalized by
their typical values, and Δt is obtained from the observations.
VLBI measurements of core shifts of extragalactic radio
sources between frequencies of 2.3 and 8.6 GHz by Kovalev
et al. (2008) have yielded angular separations ranging from 0.1 to
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Figure 12. D(4 day) at 8.4 GHz (scatter plot at top left and binned plots at bottom left) and 4.9 GHz (scatter plot at top right and binned plots at bottom right) plotted
against source spectral index. The triangles represent upper limits of D(4 day) for sources where D(4 day) < Dnoise.
1.4 mas. In an ideal scenario, observations of source scintillation
at 2 hr intervals (thus providing a minimum observable time lag
of 2 hr) enable core shifts to be probed down to about 5μas, well
beyond the capabilities of current VLBI. In practice, however,
such observations are hampered by the dominance of systematic
errors at these small time lags. Using such small bin sizes for
the time lags in cross-covariance function analysis leads to large
statistical errors. Conversely, using larger time lag bins reduces
the time-resolution that such a technique can probe. The fact
that interstellar scattering in itself leads to shifts in apparent
source positions adds to the complexity of the problem.
3.6. ISS and Source Spectral Index
In the MASIV Survey, the SF amplitudes showed only a very
weak trend with respect to the estimated source spectral index.
A significant limiting factor in the analysis was that the flux
density data used in the estimation of the spectral indices—the
NRAO VLA Sky Survey (Condon et al. 1998) data at 1.4 GHz,
the Jodrell Bank VLA Astrometric Survey (Patnaik et al. 1992;
Browne et al. 1998; Wilkinson et al. 1998) or Cosmic Lens
All-Sky Survey (Myers et al. 1995) data at 8.4 GHz—were non-
simultaneous at different frequencies, and are thus affected by
changes in source properties. Also, being highly compact and
intrinsically variable, the sources could have undergone changes
to their structure and other intrinsic properties in the time
between the observations through which the spectral indices
were derived and the four epochs of the MASIV Survey.
The dual-frequency observations obtained in this present
study enable the spectral index of each source to be estimated,
bearing in mind the limitation of having the spectral indices
determined by only two frequency measurements of the flux
densities, which are also modulated by significant ISS. Figure 12
shows D(4 day) at both frequencies plotted against the source
spectral indices calculated from the mean flux densities at both
frequencies. The convention used to define the spectral index,
α, is S ∝ να . It is interesting to note that while only nominally
“flat-spectrum” sources were selected for our sample, based
on the aforementioned less reliable estimations of the spectral
indices, the scatter plots reveal that a few of the sources show
α < −0.4 or α > 0.4, attesting to the variable nature of the
sources. Furthermore, calculating the apparent spectral indices
using each individual data point on the light curves of each
source at both frequencies shows that the spectral indices vary
even within the 11 day timespan of the observations, with a
standard deviation of up to 0.13 from the mean spectral index
(0.04 on average for all the sources).
While the binned plots show no clear trends for sources with
α > −0.4 at both frequencies, with only a minimal increase in
the mean spectral index above α > 0.4, there is a clear reduc-
tion of scintillation amplitudes below a spectral index of −0.4.
The non-parametric Kendall’s tau test gives correlation coeffi-
cients of 0.20 at 4.9 GHz and 0.19 at 8.4 GHz, with p-values of
9.0×10−4 and 1.8×10−3, respectively, showing that the corre-
lations are statistically significant. However, when performing
the same test using only sources with α > −0.4, the correlation
coefficient drops to 0.13 and only has a marginal statistical sig-
nificance (with a p-value of 0.05). Again, these trends were also
observed when data from only the first 6 days of observations
were used. An explanation is that the flat-spectrum sources are
dominated by very high brightness temperature, optically thick,
synchrotron self-absorbed components, thus most of their flux
densities are confined to ultra-compact, microarcsecond-scale
cores. On the other hand, the steep spectrum sources are dom-
inated by optically thin, compact milliarcsecond components
that have lower brightness temperatures. While it is well known
that scintillating sources tend to have flat or inverted spectra,
and that steep spectrum sources do not scintillate (Heeschen
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1984), we note that the steep spectrum sources in our sample
are unlike the 3C sources reported by Heeschen (1984). The
steep spectrum sources in our sample do scintillate, but their
flux densities are dominated by very compact milliarcsecond
components as opposed to the microarcsecond components, so
that their scintillation amplitudes are highly suppressed relative
to that of the flat-spectrum sources. Any bias in the distribution
of such steep spectrum sources in the high- and low-redshift
source samples will affect the interpretation of the redshift de-
pendence of ISS.
3.7. Comments on Individual Sources
We present here a discussion on the observed properties of
selected sources that may be of interest to the reader. Some
of these are well-known sources often targeted for VLBI and
scintillation studies. They also highlight the complexity of
interpreting the underlying physics in AGN scintillation.
3.7.1. J1159+2914
The optically violently variable quasar J1159+2914 (QSO
1156+295; Figure 1) was initially found to be scintillating at
radio wavelengths (5 GHz) with 5.6% rms variations and with
a timescale of 12 hr by Lovell et al. (2003). 15 GHz VLBI
observations in 2007 (Savolainen & Kovalev 2008) found the
source to be scintillating with a modulation index of 13%
and at a timescale of 2.7 hr (calculated as the average of the
peak-to-trough and trough-to-peak time). It was uncertain as
to why the later rms variations were larger at 15 GHz than
earlier at 5 GHz. It was proposed that either the source was
more compact during the VLBI observations than during the
MASIV Survey, or that the variability results from strong
scintillation rather than weak scintillation. Our simultaneous
dual-frequency observations indicate rms variations of 3.6%
at 4.9 GHz and 1.9% at 8.4 GHz, so it is unlikely that the
source is undergoing strong scintillation at the present epoch.
The estimated timescales are 2 hr at 8.4 GHz and 4 hr at 4.9 GHz.
However, it is difficult to make straightforward comparisons
based on the modulation indices since VLBI measures the
flux density at milliarcsecond scales whereas the VLA flux
includes larger scale components. The flux density of the actual
scintillating component is in turn an unknown and variable
fraction of the VLBI and VLA flux density. Examining the
unnormalized variations give 0.6 Jy peak-to-trough variations
at 5 GHz in Lovell et al. (2008), 0.7 Jy peak-to-trough variations
at 15 GHz in Savolainen & Kovalev (2008), and 0.4 Jy peak-to-
trough variations in our observations at both frequencies.
3.7.2. J1819+3845
The well-known quasar J1819+3845 has been observed to
consistently display 20%–35% rms variations in its flux density
since its extreme variability was discovered in 1999 (Dennett-
Thorpe & de Bruyn 2002, 2003), with scintillation timescales
down to 15 minutes (Macquart & de Bruyn 2007). This rapid
scintillation is attributed to the presence of a nearby scattering
region about 4–12 pc from the Earth. Surprisingly, the scintil-
lations appeared to have stopped abruptly when no variability
was detected in a VLBI observation in 2008 (Cimò 2008). This
can result from a change in the microarcsecond structure of the
source, or from a change in the nearby scattering cloud (possibly
moving away). Our observations show significant rms variations
of about 2% at both frequencies, and at 8.4 GHz is superposed on
top of longer timescale variations >11 days. Either the source
has begun scintillating again (albeit at a lower level and at a
slower timescale) after the abrupt halt, or these low-level scin-
tillations were undetectable using the technique used by Cimò
(2008).
3.7.3. J1919+3159
J1919+3159 exhibits the strongest variability for a source
amongst our z > 3 sample. The long timescale variations
(>11 days at both frequencies) suggest a relatively large
angular size. The fact that the 8.4 GHz D(4 day) is larger
than the 4.9 GHz D(4 day) appears consistent with a source
undergoing weak ISS with its effects suppressed further at
the lower frequency due to scatter broadening in the IGM.
However, the line-of-sight Hα intensity of 6.5 Rayleighs and
Galactic latitude of only 8.6 deg indicate that the more plausible
explanation is that the source is undergoing strong refractive
scintillation, which would also have long timescale variations
and larger variability amplitudes at the higher frequency. The
slow variations can also be attributed to intrinsic effects,
although the observed ≈1 day lag in the 8.4 GHz light curve
compared to that at 4.9 GHz renders this unlikely. This example
demonstrates the complex physics involved in the interpretation
of the data, the understanding of which will be critical in our
efforts to investigate the redshift dependence of ISS.
3.7.4. J0800+4854, J1328+6221, J1549+5038, and J1931+4743
These four sources represent some of the fastest scintillators
in our sample, exhibiting 3%–7% rms variations at 4.9 GHz with
variability timescales estimated to be on the order of 2 hr at
both frequencies. The light curves of these sources show strong
scatter in the flux densities with time, but are well correlated
across both frequencies. The very rapid, intra-hour scintillators
were found to be rare from the MASIV observations (no new
sources of a similar nature were discovered; Lovell et al. 2008),
interpreted as being caused by very rare, nearby scattering
regions, similar to that for J1819+3845. Since our observations
have a lower limit of 2 hr between each pointing, it will be of
interest to conduct follow-up observations at shorter timescales
to obtain better estimates of the variability timescales of these
sources.
3.8. Redshift Dependence of ISS
Figure 13 shows scatter and binned plots of D(4 day) against
source redshift at 8.4 GHz and 4.9 GHz. The redshift dependence
of AGN variability is evident at both frequencies, confirming
the result of the MASIV Survey. We obtained Kendall’s tau
rank correlation coefficients of −0.34 at 8.4 GHz and −0.33 at
4.9 GHz with p-values of 1.2 × 10−8 and 2.2 × 10−8. Although
not obvious from the scatter plots and from the rank correlation
coefficients, there appears to be a frequency dependence in the
scaling of the mean D(4 day) with redshift. This can be seen in
the binned plots in Figure 13, and in Figure 14 where the sources
are grouped into just two redshift bins. The mean 4.9 GHz
D(4 day) at z > 2 is about a factor of three lower than its z < 2
counterpart. On the other hand, the 8.4 GHz D(4 day) drops
only by about a factor of 1.8 from low to high redshift.
In the limit of weak ISS resulting from a thin scattering screen
with Kolmogorov spectrum turbulence, the modulation index of
a point source, mp, is given by Walker (1998) as
mp =
(
λ
λt
)17/12
, (8)
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Figure 13. D(4 day) at 8.4 GHz (scatter plot at top left and binned plots at bottom left) and 4.9 GHz (scatter plot at top right and binned plots at bottom right) plotted
against source redshift. The triangles represent upper limits of D(4 day) for sources where D(4 day) < Dnoise.
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Figure 14. Mean four-day structure functions at 8.4 GHz and 4.9 GHz in two
redshift bins.
(A color version of this figure is available in the online journal.)
where λ is the observing wavelength and λt is the transition
wavelength between weak and strong ISS. The observed modu-
lation index of an extended source, mobs, is suppressed relative
to that of a point source and is given by Walker (1998) as
mobs = mp
(
θF
θobs
)7/6
, (9)
where θF =
√
λ/2πL is the angular size of the first Fresnel
zone at the scattering screen of the ISM, and L is the distance
between the Earth and the scattering screen. θobs is the angular
size of the source, which represents its intrinsic size and an
additional increase in diameter due to scatter broadening in the
IGM so that θ2obs = θ2int + θ2igm. The intrinsic source size can be
modeled as
θ2int =
√
λ2(1 + z)S
2πkδTb
, (10)
where S is the observed mean flux density of the source, δ
is the Doppler boosting factor, Tb is the intrinsic brightness
temperature of the source, and the (1 + z) term accounts for the
effect of cosmological expansion when converting the source
brightness temperature in the emission frame to the observer’s
frame. We also know that θigm ∝ λ2. At low redshifts, we
expect θint to dominate, so that θobs ∝ λ. Substituting this into
Equation (9) and making use of Equation (8), we find that the
mobs at 4.9 GHz (λ = 6 cm) should be about a factor of 1.5
larger than mobs at 8.4 GHz (λ = 3.6 cm), assuming that the
Doppler boosting factor and the source brightness temperature
are frequency independent. Since we are interested in the SFs
(which when saturated is ≈2m2obs), this factor should be ≈2.25.
If there is no scatter broadening in the IGM, this factor should
remain unchanged at high redshift, even if the source Doppler
factors evolve with redshift. However, if scatter broadening
in the IGM dominates at high redshift, θobs ∝ λ2, and the
ratio of D(4 day) at 4.9 GHz to that at 8.4 GHz is estimated
from the model to be ≈0.7 (0.8 for the ratio of mobs). As it
is unlikely for θobs to be entirely dominated by IGM scatter
broadening at high redshift, we expect the mean 8.4 GHz
D(4 day) to be at least comparable, if not larger, than that at
4.9 GHz.
15
The Astronomical Journal, 142:108 (21pp), 2011 October Koay et al.
Figure 14 clearly shows a reduction in the ratio of the 4.9 GHz
D(4 day) to the 8.4 GHz D(4 day) from ≈ 1.8 at z < 2 to ≈
1.1 at z > 2. As the mean values of D(4 day) at z > 2 for both
frequencies are an order of magnitude larger than the lower
limit of measurable variability, we know that this effect is not
a result of the mean SFs at both frequencies hitting the noise
floor. Also, the model calculations show that this frequency
scaling of the redshift dependence is expected to be weak, with
a factor of two to three reduction in the SF ratios from low to
high redshift. This may explain why this frequency scaling is
not discernible from the log scale scatter plots. The two-sample
Kolmogorov–Smirnov (K-S) test rejects the null hypothesis that
the distributions of the 4.9 GHz D(4 day) and the 8.4 GHz
D(4 day) at z < 2 are drawn from the same parent population at
a significance level of 0.05 (with a p-value of 0.01). However,
at z > 2, the K-S test no longer gives a statistically significant
rejection of the same null hypothesis, with a p-value of 0.26.
While this in no way proves that the distributions of the 4.9 GHz
D(4 day) and the 8.4 GHz D(4 day) are similar at high redshift,
it is still an interesting result.
Although the results appear tantalizing, we note that a combi-
nation of various selection effects, including source spectral in-
dices (as demonstrated in Section 3.6) and luminosities (Bignall
et al. 2010), can lead to spurious interpretations. Furthermore,
the above calculations are based on the assumption of weak ISS
at both frequencies, whereas the transition frequency between
weak and strong scattering is close to 5 GHz at mid-Galactic
latitudes where the sources in our sample lie. There is also a pos-
sibility that the transition frequency may be higher than 5 GHz
for some lines of sight where the sources are seen through thicker
regions of the Galaxy. It is therefore crucial to understand why
the 8.4 GHz D(4 day) is comparable to or larger than the 4.9 GHz
D(4 day) in ≈35% of the sources as seen in Figure 11. As dis-
cussed in Section 3.7 for the source J1919+3159, this effect can
be a result of increased scatter broadening at 4.9 GHz relative
to 8.4 GHz, leading to an increase in apparent source size at
4.9 GHz, or due to the presence of strong refractive scintillation
in these sources. Any bias toward strong scattering (or large
transition frequencies) in the high-redshift sample will affect
the interpretation of Figure 14. Therefore, while much insight
can be gained from using the weak scattering approximation,
the observations will need to be compared with models based
on numerical computations at intermediate scintillation regimes
where no analytical formulae exist. We thus defer a full discus-
sion of all these complicating effects and further interpretation
to a follow-up paper.
4. CONCLUSION
Multi-frequency observations of 140 flat-spectrum AGNs
were carried out using the VLA for a total duration of 11
days. The sensitivity of the VLA and careful calibration enabled
noise and systematic errors to be reduced down to a level of
1%. These errors were then quantified as a quadratic sum
of the noise (s) and calibration errors (p), and subsequently
subtracted from the SF values obtained by fitting a simple
model to the SFs calculated from the source light curves.
Statistically significant correlations with Hα intensities were
obtained for the SFs at all time lags (using both model and
single sample estimates calculated from the light curves) and
at both frequencies, confirming the MASIV results linking the
variability of the sources to ISS. Cross-covariance functions
between source light curves at 4.9 GHz and 8.4 GHz reveal
that the patterns of scintillating sources are correlated. A time
lag shift in the peak of the cross-covariance function points
to the possibility of a core shift in such sources at different
frequencies. Although there were no clear trends with regards to
mean spectral indices above −0.4, a clear drop in ISS amplitudes
was observed for sources with spectral indices below −0.4,
confirming reduced scintillation in steeper spectrum sources. As
in the MASIV Survey, a drop in ISS at z  2 was observed at
4.9 GHz. Of even greater significance is the detected reduction in
the redshift dependence of ISS at 8.4 GHz, suggestive of scatter
broadening in the IGM if weak ISS is assumed. A follow-up
paper will delve further into its interpretation, pending a full
investigation into source selection effects and comparisons with
more accurate models to understand the complex underlying
physics.
The results of MASIV and this study continue to demonstrate
the potential of using ISS as an astrophysical and cosmological
probe. As shown, ISS can be used to estimate the core shifts
of radio sources at a higher resolution than that of VLBI. Such
observations will be important for astrometric applications in
the selection of sources for an International Celestial Reference
Frame. Combining multi-frequency scintillation observations
with VLBI imaging (to obtain the true angular separation
between the cores) raises the prospect of putting constraints
on actual scattering screen distances and velocities, providing
further insight into the physics of the ISM.
While this study included only 140 sources, future large-scale
surveys of IDV are already being planned, such as the VAST
Survey (Murphy & Chatterjee 2009)—one of the key survey
science projects of the ASKAP. These future experiments using
the ASKAP will operate at a much higher survey speed. Thus,
the various techniques applied in this study, in our effort to
obtain the best possible characterization of the variability of
the sources, provide valuable insight for these future surveys,
which require the development of efficient pipelined algorithms
for the calibration, detection, and analysis of the large quantities
of data.
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APPENDIX
The list of sources in our sample and their properties are
provided in Table 2.
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Table 2
List of Sources and Their Properties
Source Hα S8.4 S4.9 α τchar,8.4 τchar,4.9 m8.4 m4.9 D8.4(4 day) D4.9(4 day)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
J0009+1513 0.7 0.12 0.15 −0.45 . . . . . . 1.5 1.2 2.40E-004 ± 1.8E-004 1.89E-004 ± 1.5E-004
J0017+5312 13.3 0.64 0.59 0.13 . . . >11 1.1 1.6 2.42E-004 ± 3.1E-005 4.68E-004 ± 1.6E-004
J0017+8135 2.2 1.26 1.36 −0.13 . . . . . . 0.6 0.6 5.10E-006 ± 2.8E-006 1.89E-005 ± 1.5E-005
J0056+1625 0.8 0.23 0.19 0.33 0.4 ± 0.3 0.3 ± 0.1 3.4 3.3 2.21E-003 ± 5.1E-004 2.40E-003 ± 8.1E-004
J0108+0135 0.7 2.07 1.53 0.56 . . . >11 0.9 1.9 1.13E-004 ± 5.1E-005 6.49E-004 ± 1.9E-004
J0122+0310 0.5 0.11 0.11 −0.04 0.5 ± 0.5 0.3 ± 0.4 1.6 1.7 3.17E-004 ± 1.1E-004 3.19E-004 ± 1.5E-004
J0122+2502 0.9 0.66 0.75 −0.21 . . . . . . 0.5 0.9 3.03E-007 ± 9.3E-005 6.65E-005 ± 4.6E-004
J0126+2559 1.0 0.66 0.81 −0.39 . . . . . . 0.5 0.9 5.91E-006 ± 5.7E-005 6.85E-005 ± 4.6E-005
J0135+2158 0.9 0.14 0.18 −0.37 . . . 0.5 ± 0.2 1.4 1.9 2.75E-004 ± 1.1E-004 1.02E-003 ± 3.7E-004
J0154+4743 8.6 0.60 0.50 0.35 0.1 ± 0.0 0.5 ± 0.4 2.2 2.0 9.43E-004 ± 1.5E-004 7.53E-004 ± 1.6E-004
J0217+7349 2.2 4.21 4.31 −0.05 . . . . . . 0.3 0.5 4.96E-006 ± 1.1E-005 4.50E-007 ± 1.4E-005
J0237+2046 1.3 0.13 0.13 −0.02 0.3 ± 0.3 0.2 ± 0.1 1.8 2.1 5.31E-004 ± 6.4E-005 8.65E-004 ± 2.7E-004
J0238+1636 1.1 3.60 3.66 −0.03 >11 >11 2.5 2.4 1.44E-003 ± 3.1E-004 1.16E-003 ± 3.6E-004
J0242+1101 1.0 0.82 0.92 −0.22 . . . . . . 1.2 1.3 2.09E-004 ± 5.0E-005 2.62E-004 ± 1.2E-004
J0259+1925 1.3 0.18 0.14 0.49 0.7 ± 0.5 >11 3.8 5.5 3.28E-003 ± 7.0E-004 4.85E-003 ± 1.5E-003
J0308+1208 1.9 0.06 0.07 −0.17 0.2 ± 0.0 1.4 ± 0.7 2.8 2.5 1.28E-003 ± 3.1E-004 1.29E-003 ± 4.7E-004
J0313+0228 6.9 0.10 0.12 −0.23 9.6 ± 7.7 >11 3.9 6.8 3.52E-003 ± 4.3E-004 9.36E-003 ± 1.8E-003
J0321+1221 2.1 1.52 1.68 −0.19 . . . . . . 1.1 0.9 1.72E-004 ± 7.3E-005 4.03E-005 ± 6.3E-006
J0323+0446 4.6 0.14 0.12 0.16 0.8 ± 0.3 0.6 ± 0.2 3.3 5.6 2.13E-003 ± 4.7E-004 7.27E-003 ± 2.3E-003
J0342+3859 8.1 0.10 0.09 0.27 >11 >11 7.6 5.7 1.16E-002 ± 1.5E-003 5.77E-003 ± 1.3E-003
J0343+3622 7.8 0.28 0.32 −0.22 1.0 ± 0.9 2.9 ± 2.8 2.4 2.8 1.00E-003 ± 1.5E-004 1.34E-003 ± 2.2E-004
J0358+3850 12.3 0.18 0.18 −0.00 1.2 ± 1.2 9.9 ± 1.5 4.2 4.1 4.02E-003 ± 6.1E-004 4.28E-003 ± 1.0E-003
J0403+2600 4.7 2.17 2.13 0.03 . . . . . . 0.9 0.8 1.07E-004 ± 2.5E-005 2.89E-005 ± 1.8E-005
J0406+2511 4.5 0.11 0.12 −0.15 1.9 ± 1.4 >11 3.6 8.5 1.93E-003 ± 3.3E-004 1.49E-002 ± 2.7E-003
J0409+1217 7.6 0.29 0.32 −0.19 9.6 ± 4.4 4.5 ± 3.3 5.0 4.0 4.60E-003 ± 7.8E-004 3.52E-003 ± 6.3E-004
J0422+0219 4.6 1.07 1.25 −0.29 0.2 ± 0.1 0.7 ± 0.9 1.4 1.5 3.37E-004 ± 8.4E-005 4.12E-004 ± 2.5E-004
J0449+1121 9.8 0.77 0.86 −0.19 0.6 ± 0.5 >11 1.6 2.3 6.00E-004 ± 1.1E-004 6.22E-004 ± 2.3E-004
J0459+0229 7.4 0.72 1.06 −0.72 . . . . . . 1.2 1.0 2.45E-004 ± 4.6E-005 8.63E-005 ± 5.4E-005
J0510+1800 22.1 0.96 0.73 0.52 0.5 ± 0.1 0.5 ± 0.7 6.3 7.7 7.84E-003 ± 2.0E-003 7.89E-003 ± 4.6E-003
J0530+1331 70.5 3.19 3.30 −0.06 2.7 ± 2.4 >11 6.9 5.6 1.12E-002 ± 1.4E-003 7.10E-003 ± 1.7E-003
J0534+1047 147.0 0.16 0.17 −0.13 . . . . . . 0.4 0.7 3.66E-006 ± 1.7E-005 5.70E-006 ± 1.2E-005
J0539+1433 30.3 0.43 0.37 0.29 0.4 ± 0.3 0.2 ± 0.4 4.0 3.1 3.23E-003 ± 6.2E-004 1.52E-003 ± 7.1E-004
J0614+6046 1.7 0.49 0.70 −0.66 . . . . . . 1.0 0.9 1.51E-004 ± 3.0E-005 4.87E-005 ± 2.3E-005
J0624+3856 1.7 0.70 0.87 −0.40 0.8 ± 0.5 >11 1.3 2.2 3.34E-004 ± 6.3E-005 1.12E-003 ± 2.4E-004
J0646+4451 0.9 3.67 3.06 0.33 . . . . . . 0.3 0.6 5.68E-006 ± 1.3E-005 8.58E-007 ± 1.3E-005
J0659+0813 7.6 0.67 0.73 −0.16 0.6 ± 0.4 0.9 ± 0.1 1.4 1.6 4.00E-004 ± 7.3E-005 3.69E-004 ± 1.2E-004
J0726+6125 1.0 0.37 0.24 0.80 >11 1.4 ± 1.3 2.3 3.0 1.10E-003 ± 8.2E-005 1.85E-003 ± 2.6E-004
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Table 2
(Continued)
Source Hα S8.4 S4.9 α τchar,8.4 τchar,4.9 m8.4 m4.9 D8.4(4 day) D4.9(4 day)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
J0739+0137 1.8 1.94 1.74 0.20 0.7 ± 0.4 7.9 ± 9.3 1.5 3.7 4.53E-004 ± 9.9E-005 3.09E-003 ± 1.3E-003
J0739+7527 1.4 0.14 0.22 −0.80 . . . . . . 0.9 1.2 6.90E-005 ± 1.2E-005 2.70E-004 ± 4.7E-005
J0741+2557 2.8 0.08 0.05 0.83 0.4 ± 0.1 0.1 ± 0.1 1.6 3.4 4.27E-004 ± 1.1E-004 1.85E-003 ± 4.9E-004
J0745+1011 1.4 2.06 2.95 −0.67 . . . . . . 0.7 0.6 2.96E-005 ± 1.5E-005 1.10E-006 ± 2.4E-005
J0750+1231 1.8 4.16 3.76 0.19 . . . . . . 1.2 1.6 2.69E-004 ± 4.2E-005 2.91E-004 ± 1.7E-004
J0757+0956 1.5 1.10 1.02 0.14 0.2 ± 0.0 0.2 ± 0.1 2.7 3.6 1.44E-003 ± 2.8E-004 2.15E-003 ± 4.8E-004
J0800+4854 0.5 0.08 0.10 −0.39 0.0 ± 0.0 0.1 ± 0.1 5.1 5.0 4.67E-003 ± 5.0E-004 4.74E-003 ± 6.2E-004
J0805+6144 0.8 0.72 0.97 −0.56 . . . . . . 0.4 0.6 2.04E-006 ± 1.0E-005 6.15E-006 ± 2.9E-006
J0810+1010 1.3 0.09 0.11 −0.31 . . . . . . 1.0 1.5 9.16E-005 ± 3.9E-005 1.43E-004 ± 1.4E-004
J0811+0146 1.7 0.98 0.65 0.76 1.4 ± 0.5 2.4 ± 2.2 2.2 4.3 8.09E-004 ± 1.9E-004 5.27E-003 ± 9.2E-004
J0818+4222 1.2 1.41 1.35 0.08 0.1 ± 0.1 0.1 ± 0.2 2.2 3.8 8.16E-004 ± 8.2E-005 2.55E-003 ± 5.7E-004
J0821+3107 2.3 0.06 0.08 −0.66 . . . 0.3 ± 0.1 1.3 2.3 1.49E-004 ± 3.4E-005 8.51E-004 ± 2.1E-004
J0825+0309 1.0 1.53 1.38 0.19 . . . 0.4 ± 0.3 1.1 2.3 1.59E-004 ± 5.0E-005 8.73E-004 ± 2.2E-004
J0850+5159 0.7 0.08 0.10 −0.34 . . . . . . 0.9 1.2 3.73E-005 ± 1.1E-005 1.45E-004 ± 3.4E-005
J0854+8034 1.6 0.22 0.25 −0.19 . . . . . . 0.8 1.0 6.72E-005 ± 1.4E-005 1.25E-004 ± 2.3E-005
J0856+7146 0.9 0.11 0.07 0.83 >11 0.7 ± 0.4 4.0 5.4 2.58E-003 ± 3.5E-004 4.71E-003 ± 9.6E-004
J0914+0245 2.1 0.89 1.08 −0.36 . . . . . . 0.8 1.1 7.53E-005 ± 3.3E-005 2.12E-004 ± 7.2E-005
J0916+0242 1.9 0.11 0.09 0.39 0.3 ± 0.2 0.3 ± 0.1 4.4 7.7 3.30E-003 ± 6.1E-004 9.91E-003 ± 4.3E-003
J0920+4441 0.4 1.34 1.09 0.38 . . . . . . 0.6 0.8 1.82E-005 ± 1.0E-005 8.13E-005 ± 3.4E-005
J0929+5013 0.6 0.39 0.40 −0.06 0.0 ± 0.1 0.3 ± 0.2 2.6 4.1 1.22E-003 ± 1.0E-004 3.03E-003 ± 5.1E-004
J0953+1720 0.9 0.07 0.10 −0.67 0.9 ± 0.2 0.1 ± 0.1 1.6 2.0 3.93E-004 ± 8.6E-005 6.12E-004 ± 1.5E-004
J0958+4725 0.7 1.26 1.52 −0.36 . . . . . . 0.8 0.8 7.57E-005 ± 1.5E-005 5.77E-005 ± 2.2E-005
J0958+6533 1.1 0.98 1.07 −0.16 >11 6.6 ± 2.5 1.7 1.8 4.84E-004 ± 4.1E-005 5.30E-004 ± 9.5E-005
J1007+1356 1.1 0.66 0.71 −0.12 . . . . . . 0.7 0.9 2.33E-005 ± 1.1E-005 6.38E-005 ± 4.4E-005
J1016+2037 0.8 0.46 0.61 −0.53 . . . . . . 0.5 0.7 1.32E-007 ± 1.4E-005 5.02E-005 ± 4.4E-005
J1049+1429 0.9 0.15 0.13 0.22 0.0 ± 0.1 0.2 ± 0.1 2.8 3.0 1.41E-003 ± 1.4E-004 1.58E-003 ± 4.2E-004
J1056+7011 −0.2 0.35 0.28 0.40 10.2 ± 8.4 0.6 ± 0.5 1.8 2.3 6.39E-004 ± 4.5E-005 8.90E-004 ± 1.1E-004
J1125+2610 0.5 1.02 1.17 −0.26 . . . . . . 0.7 0.9 4.19E-005 ± 1.1E-005 9.09E-005 ± 3.0E-005
J1159+2914 0.5 3.23 2.60 0.40 0.1 ± 0.1 0.2 ± 0.0 1.9 3.6 6.48E-004 ± 7.5E-005 2.63E-003 ± 6.2E-004
J1247+7046 0.4 0.11 0.09 0.36 0.3 ± 0.2 0.3 ± 0.2 2.0 2.9 7.39E-004 ± 6.9E-005 1.72E-003 ± 2.5E-004
J1316+6927 0.4 0.11 0.12 −0.20 . . . . . . 1.0 1.5 1.11E-004 ± 1.8E-005 2.83E-004 ± 7.6E-005
J1328+6221 0.5 0.08 0.10 −0.26 0.0 ± 0.0 0.0 ± 0.1 3.0 5.9 1.63E-003 ± 1.4E-004 6.29E-003 ± 7.6E-004
J1330+4954 0.5 0.09 0.11 −0.35 . . . . . . 0.8 1.2 4.18E-005 ± 1.2E-005 1.53E-004 ± 4.3E-005
J1354+6645 0.6 0.08 0.08 0.01 0.3 ± 0.3 0.2 ± 0.1 3.2 2.3 1.91E-003 ± 2.3E-004 8.56E-004 ± 1.3E-004
J1410+6141 0.4 0.18 0.17 0.16 . . . >11 1.1 2.0 1.91E-004 ± 2.2E-005 6.53E-004 ± 8.7E-005
J1417+3818 0.4 0.10 0.12 −0.32 >11 0.6 ± 0.6 2.1 2.7 8.33E-004 ± 7.0E-005 1.32E-003 ± 2.1E-004
J1436+6336 0.5 1.65 1.42 0.28 . . . . . . 0.6 0.9 2.26E-007 ± 9.0E-006 5.18E-005 ± 3.9E-005
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Table 2
(Continued)
Source Hα S8.4 S4.9 α τchar,8.4 τchar,4.9 m8.4 m4.9 D8.4(4 day) D4.9(4 day)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
J1437+5112 0.7 0.08 0.11 −0.53 0.1 ± 0.0 0.6 ± 0.3 1.8 2.1 4.94E-004 ± 6.0E-005 6.95E-004 ± 1.4E-004
J1442+0625 0.6 0.08 0.08 −0.04 1.2 ± 0.7 0.1 ± 0.0 3.3 3.8 1.51E-003 ± 1.6E-004 2.41E-003 ± 5.8E-004
J1535+4836 0.2 0.15 0.14 0.10 . . . . . . 0.8 0.9 4.54E-005 ± 1.4E-005 2.61E-005 ± 1.9E-005
J1549+5038 0.5 0.93 0.91 0.04 0.0 ± 0.1 0.0 ± 0.1 2.1 3.0 7.71E-004 ± 8.8E-005 1.62E-003 ± 3.2E-004
J1559+0805 0.9 0.15 0.12 0.39 . . . . . . 0.9 1.1 7.66E-005 ± 1.8E-005 1.24E-004 ± 3.9E-005
J1610+7809 0.8 0.15 0.18 −0.34 . . . 0.4 ± 0.4 1.3 2.6 2.74E-004 ± 2.8E-005 1.26E-003 ± 1.8E-004
J1616+0459 1.1 0.81 0.93 −0.25 . . . . . . 0.9 0.7 1.26E-004 ± 3.0E-005 2.00E-006 ± 1.9E-005
J1619+2247 0.6 0.68 0.70 −0.07 . . . . . . 1.0 1.3 1.25E-004 ± 2.3E-005 2.12E-004 ± 4.0E-005
J1625+4134 0.4 0.84 1.04 −0.40 . . . . . . 0.7 0.9 3.93E-005 ± 8.3E-006 5.23E-005 ± 3.0E-005
J1639+4128 0.5 0.15 0.13 0.25 0.6 ± 0.5 >11 1.8 3.5 4.85E-004 ± 6.7E-005 1.88E-003 ± 3.0E-004
J1659+1714 1.1 0.11 0.13 −0.26 . . . >11 1.2 1.9 2.05E-004 ± 4.0E-005 5.46E-004 ± 1.5E-004
J1701+0338 2.0 0.09 0.11 −0.38 4.4 ± 4.4 >11 1.8 3.8 6.95E-004 ± 8.6E-005 2.44E-003 ± 8.2E-004
J1716+6836 1.3 0.61 0.54 0.22 . . . . . . 1.0 1.0 1.40E-004 ± 2.6E-005 9.73E-005 ± 4.2E-005
J1719+0817 2.0 0.49 0.59 −0.34 . . . . . . 0.8 1.3 5.98E-005 ± 1.3E-005 2.56E-004 ± 8.7E-005
J1719+1745 1.1 0.60 0.63 −0.11 2.1 ± 1.9 >11 2.3 2.5 1.14E-003 ± 1.3E-004 1.15E-003 ± 2.2E-004
J1728+0427 2.4 0.46 0.47 −0.05 1.4 ± 0.9 8.7 ± 0.3 2.3 1.6 1.22E-003 ± 2.4E-004 5.04E-004 ± 1.2E-004
J1733+1635 1.4 0.07 0.11 −0.77 . . . . . . 1.2 1.3 1.35E-004 ± 3.7E-005 1.55E-004 ± 5.1E-005
J1734+3857 1.4 0.82 0.82 0.00 >11 0.4 ± 0.2 2.2 2.0 8.92E-004 ± 7.3E-005 4.99E-004 ± 2.1E-004
J1740+5211 0.9 1.12 0.99 0.24 0.5 ± 0.4 0.5 ± 0.3 1.4 1.5 3.66E-004 ± 3.7E-005 3.48E-004 ± 7.3E-005
J1742+5945 1.3 0.19 0.19 0.00 . . . 1.5 ± 1.3 1.2 3.7 2.02E-004 ± 2.6E-005 2.78E-003 ± 4.1E-004
J1745+4059 2.1 0.11 0.10 0.14 0.8 ± 0.7 4.2 ± 3.2 2.6 6.4 1.36E-003 ± 1.5E-004 9.01E-003 ± 1.1E-003
J1751+0939 3.1 5.22 3.88 0.55 >11 . . . 2.3 1.1 1.22E-003 ± 2.1E-004 2.49E-004 ± 5.6E-005
J1757+0531 3.4 0.06 0.08 −0.53 >11 >11 2.4 3.1 1.08E-003 ± 1.6E-004 1.12E-003 ± 2.4E-004
J1800+3848 2.2 1.00 0.82 0.36 . . . . . . 0.8 1.3 9.57E-005 ± 1.5E-005 2.00E-004 ± 7.5E-005
J1812+5603 1.8 0.47 0.46 0.04 . . . 0.8 ± 0.5 1.0 1.7 1.75E-004 ± 4.0E-005 5.00E-004 ± 1.3E-004
J1819+3845 2.2 0.23 0.19 0.35 >11 0.2 ± 0.1 2.6 2.0 1.25E-003 ± 1.8E-004 4.82E-004 ± 1.2E-004
J1832+1357 2.3 0.33 0.31 0.12 . . . . . . 1.1 1.4 1.91E-004 ± 4.7E-005 4.41E-005 ± 4.7E-006
J1839+4100 2.4 0.07 0.10 −0.66 . . . 0.2 ± 0.0 1.4 1.6 2.43E-004 ± 5.3E-005 4.43E-004 ± 1.2E-004
J1850+2825 5.8 1.45 1.11 0.50 . . . 1.5 ± 10.9 1.1 3.1 9.85E-005 ± 7.2E-005 4.34E-004 ± 6.8E-005
J1905+1943 3.2 0.21 0.26 −0.39 0.4 ± 0.2 0.5 ± 1.3 1.6 2.0 4.46E-004 ± 8.3E-005 6.89E-004 ± 3.4E-004
J1919+3159 6.5 0.11 0.11 0.03 >11 >11 6.2 5.1 1.05E-002 ± 1.2E-003 3.23E-003 ± 1.5E-003
J1931+4743 5.2 0.10 0.11 −0.12 0.0 ± 0.1 0.1 ± 0.3 7.4 7.2 9.83E-003 ± 1.7E-003 9.04E-003 ± 2.6E-003
J2002+4725 14.7 0.87 0.98 −0.22 3.4 ± 2.4 1.4 ± 0.7 1.7 2.0 6.72E-004 ± 6.9E-005 8.22E-004 ± 1.9E-004
J2006+6424 4.3 0.83 0.48 1.02 >11 >11 2.2 3.3 1.03E-003 ± 1.4E-004 1.70E-003 ± 2.2E-004
J2011+7205 4.8 0.10 0.11 −0.28 1.0 ± 0.6 2.3 ± 1.6 7.1 6.4 1.02E-002 ± 8.0E-004 1.02E-002 ± 1.1E-003
J2012+6319 3.9 0.11 0.13 −0.24 0.3 ± 0.2 1.3 ± 0.5 3.9 4.9 3.16E-003 ± 5.5E-004 5.27E-003 ± 1.7E-003
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Table 2
(Continued)
Source Hα S8.4 S4.9 α τchar,8.4 τchar,4.9 m8.4 m4.9 D8.4(4 day) D4.9(4 day)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
J2016+1632 3.6 0.56 0.47 0.33 >11 >11 2.2 4.8 8.71E-004 ± 1.5E-004 5.09E-003 ± 1.8E-003
J2113+1121 1.9 0.06 0.07 −0.09 0.4 ± 0.0 4.6 ± 2.9 5.6 7.9 5.89E-003 ± 1.4E-003 1.76E-002 ± 4.2E-003
J2116+0536 1.4 0.18 0.21 −0.22 0.5 ± 0.0 6.0 ± 1.0 2.4 4.4 1.02E-003 ± 2.4E-004 3.75E-003 ± 9.6E-004
J2123+0535 1.4 1.86 2.06 −0.19 . . . 10.0 ± 6.7 0.9 1.6 1.02E-004 ± 4.4E-005 4.49E-004 ± 1.8E-004
J2137+0451 1.3 0.11 0.13 −0.30 0.6 ± 0.5 1.2 ± 0.3 2.1 2.1 8.43E-004 ± 8.6E-005 7.02E-004 ± 2.1E-004
J2203+1725 1.7 1.04 0.98 0.10 0.4 ± 0.1 >11 2.0 3.7 6.20E-004 ± 2.0E-004 2.79E-003 ± 9.4E-004
J2208+1808 1.4 0.05 0.09 −1.15 . . . . . . 1.5 1.4 1.31E-004 ± 1.1E-004 1.66E-004 ± 7.8E-005
J2212+2355 2.3 1.00 0.96 0.07 0.3 ± 0.2 >11 2.5 2.3 9.72E-004 ± 1.8E-004 1.11E-003 ± 2.0E-004
J2221+1117 1.0 0.08 0.08 0.12 0.2 ± 0.2 0.2 ± 0.4 2.2 2.9 7.25E-004 ± 2.6E-004 1.05E-003 ± 5.8E-004
J2237+4216 5.1 0.20 0.23 −0.19 0.7 ± 0.6 1.2 ± 1.1 3.8 5.9 3.40E-003 ± 4.6E-004 8.67E-003 ± 1.7E-003
J2241+0953 1.4 0.53 0.60 −0.21 . . . 0.5 ± 0.7 1.0 1.6 1.63E-004 ± 5.9E-005 5.14E-004 ± 2.7E-004
J2242+2955 2.3 0.10 0.11 −0.27 0.1 ± 0.1 6.2 ± 3.2 2.0 3.9 6.77E-004 ± 9.1E-005 3.09E-003 ± 7.1E-004
J2253+3236 3.0 0.19 0.19 −0.03 0.1 ± 0.1 0.0 ± 0.2 2.7 2.4 1.35E-003 ± 2.3E-004 5.90E-004 ± 2.6E-004
J2258+0516 0.9 0.19 0.21 −0.19 . . . . . . 1.2 1.1 2.50E-004 ± 7.7E-005 3.82E-005 ± 3.0E-005
J2304+2710 1.3 0.12 0.10 0.27 0.2 ± 0.1 0.2 ± 0.0 2.5 3.4 1.17E-003 ± 2.1E-004 2.17E-003 ± 5.5E-004
J2311+4543 3.2 0.35 0.28 0.40 0.6 ± 0.5 1.2 ± 0.8 3.3 3.6 2.33E-003 ± 3.9E-004 3.13E-003 ± 7.7E-004
J2315+8631 2.3 0.24 0.24 −0.03 0.5 ± 0.4 1.8 ± 1.3 1.5 2.8 4.10E-004 ± 4.6E-005 1.72E-003 ± 2.1E-004
J2339+0244 0.6 0.08 0.09 −0.33 0.3 ± 0.1 0.9 ± 1.2 2.3 1.6 1.04E-003 ± 2.1E-004 3.49E-004 ± 2.5E-004
Notes. Column 1: IAU name (J2000.0); Column 2: WHAM Hα Intensities (Rayleighs) (Haffner et al. 2003); Column 3: mean flux density at 8.4 GHz (Jy); Column 4: mean flux density at 4.9 GHz (Jy); Column
5: source spectral index; Column 6: estimated characteristic timescale of source variability at 8.4 GHz (days); Column 7: estimated characteristic timescale of source variability at 4.9 GHz (days); Column 8: raw
modulation index at 8.4 GHz with no error subtraction (%); Column 9: raw modulation index at 4.9 GHz with no error subtraction (%); Column 10: 4 day SF at 8.4 GHz with Dnoise subtracted; Column 11: 4 day SF
at 4.9 GHz with Dnoise subtracted.
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