On the irreducibility of commuting varieties of nilpotent matrices  by Basili, Roberta
Journal of Algebra 268 (2003) 58–80
www.elsevier.com/locate/jalgebra
On the irreducibility of commuting varieties
of nilpotent matrices
Roberta Basili
Dipartimento di Matematica e Informatica, Università di Perugia, Via Vanvitelli 1, 06123 Perugia, Italy
Received 23 October 2001
Communicated by Peter Littelmann
Abstract
Given an n× n nilpotent matrix over an algebraically closed field K , we prove some properties of
the set of all the n× n nilpotent matrices over K which commute with it. Then we give a proof of
the irreducibility of the variety of all the pairs (A,B) of n× n nilpotent matrices over K such that
[A,B] = 0 if either charK = 0 or charK  n/2. We get as a consequence a proof of the irreducibility
of the local Hilbert scheme of n points of a smooth algebraic surface over K if either charK = 0 or
charK  n/2.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Let K be an algebraically closed field. Motzkin and Taussky in [10] and Gerstenhaber
in [6] proved that for any n ∈N the variety of all the pairs (A,B) of n×n matrices over K
such that [A,B] = 0 is irreducible. Richardson in [13] extended this result by showing that
if charK = 0 the variety of all the pairs of commuting elements of a reductive Lie algebra
over K is irreducible (see [9] for the case charK > 0). Panyushev in [12] studied this kind
of varieties in a more general context and, besides other results, showed that if charK = 0
the variety of all the pairs of commuting elements of a symmetric space of maximal rank
is normal (see also [3]).
Let H(n,K) be the variety of all the pairs (A,B) of n× n nilpotent matrices over K
such that [A,B] = 0. Recently Baranovsky proved in [1] that H(n,K) is irreducible if
either charK = 0 or charK > n. The proof uses the irreducibility of the local punctual
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K and let HilbnX be the Hilbert scheme of n points in X . Let P be a nonsingular point of
X and let Hilbn(OP ) be the fiber in nP of the Hilbert–Chow morphism from HilbnX to
Symn(X ). It parametrizes the ideals of colenght n ofOP . Let Ĥ(n,K) be the subvariety of
H(n,K)×Kn of all the triples (A,B,v) such that dim〈AiBj v: i, j = 0, . . . , n− 1〉 = n.
Nakajima in [11] showed that there exists a morphism from Ĥ(n,K) onto Hilbn(OP )
whose fibers are the orbits of Ĥ(n,K) with respect to the action of GL(n,K). If x, y are
local coordinates in P and we regardOP as a subset of K[[x, y]], it associates to (A,B,v)
the ideal of all g ∈OP such that g(A,B)v = 0. Briançon in [4] proved that Hilbn(OP ) is
irreducible if charK = 0 (see also [7]). In [8] this was extended by Iarrobino to the case
charK > n.
In this paper we give a more elementary proof of the irreducibility of H(n,K) if either
charK = 0 or charK  n/2. It consists of showing that the subset ofH(n,K) of all (A,B)
such that B is regular, that is rankB = n− 1, is dense. For this purpose we fix an n× n
nilpotent matrix B over K and study the Jordan canonical form of the n × n nilpotent
matrices over K which commute with B . If A commutes with B we determine some
properties of the Jordan canonical form of B + f (A) for some suitable f ∈ K[x] such
that x | f . We use the form of the centralizer of B when B is in Jordan canonical form and
the irreducibility of the variety of its nilpotent elements. The main step of the proof of the
irreducibility of H(n,K) is the following result: if either charK = 0 or charK  n/2 and
m ∈N is such that n/2+ 2<m n the subvariety ofH(n,K) of all the pairs (A,B) such
that rankA n−2 and n/2+1< indAm (where indA is the index of nilpotency of A)
is irreducible. In the proof of this result we use the same map introduced by Nakajima
in [11] from an open subset of Ĥ(n,K) to the grassmannian of all the subspaces of
K[x, y]/(x, y)n of codimension n. This result is not true for some n, p ∈ N such that
p < n/2 and charK = p.
As a consequence we get a proof of the irreducibility of Hilbn(OP ) for algebraically
closed fields K such that either charK = 0 or charK  n/2.
2. Preliminaries
If R is a ring and n′, n′′ ∈N letM(n′ ×n′′,R),M(n′,R) andN (n′,R) be the varieties
of all the n′ ×n′′ matrices, of all the n′ ×n′ matrices and of all the n′ ×n′ nilpotent matrices
respectively over R. Let Jn be the nilpotent Jordan block of order n over K . In this section
we will not use the hypothesis that K is algebraically closed.
Proposition 2.1.N (n,K) is irreducible of dimension n2 − n.
Proof. If N1(n,K) is the subspace of N (n,K) of the matrices whose entries of indices
(i, j) such that j − i = 1 are 0, the morphism from GL(n,K) × N1(n,K) to N (n,K)
defined by (G,A) → G−1AG is surjective. Since the centralizer of Jn has dimension n,
the dimension of the orbit of Jn is n2 − n, which shows the claim. ✷
60 R. Basili / Journal of Algebra 268 (2003) 58–80Let B ∈N (n,K) be fixed, let NB = {A ∈N (n,K): [A,B] = 0} and let u1  · · · ut
be the orders of the Jordan blocks of B . We choose a basis ∆B = {vuh−1h , . . . , v0h: h =
1, . . . , t} of Kn with respect to which B is in Jordan canonical form. If F is an extension
field of K and X ∈M(n,F ) we regard the matrix which represents X with respect to
∆B as a block matrix (Xhk), h, k = 1, . . . , t , where Xhk ∈M(uh × uk,F ). If m ∈ N,
l, l′ = 1, . . . ,m, and (Xll′) is a block matrix, let X(l) and X(l) be respectively the lth row
and the lth column of blocks of (Xll′) for l = 1, . . . ,m.
Lemma 2.2 (Turnbull and Aitken, 1931). If A ∈M(n,K) we have [A,B] = 0 if and only
if for 1 k  h t the matrices Ahk and Akh have the following form:
Ahk =

0 . . . 0 a1hk a
2
hk . . . a
uh
hk
... 0 a1hk
. . .
...
...
. . .
. . . a2hk
0 . . . . . . . . . . . . 0 a1hk
 ,
Akh =

a1kh a
2
kh . . . a
uh
kh
0 a1kh
. . .
...
...
. . .
. . . a2kh
... 0 a1kh
... 0
...
...
0 . . . . . . 0

,
where for uh = uk we omit the first uk−uh columns and the last uk−uh rows respectively.
Proof. See [2,5,15]. ✷
Let q0 = 0 and let qα ∈ {1, . . . , t}, α = 1, . . . , tˆ , be such that uh = uh+1 if qα−1 + 1
h < qα , uqα = uqα+1, qtˆ = t . If (Ahk), h, k = 1, . . . , t , has the form of Lemma 2.2, for
α,β = 1, . . . , tˆ let
A¯αβ =
(
a1hk
)
, qα−1 + 1 h qα, qβ−1 + 1 k  qβ.
Lemma 2.3. If A ∈M(n,K) is such that [A,B] = 0 then A ∈ NB if and only if A¯αα is
nilpotent for α = 1, . . . , tˆ , hence NB is irreducible. Moreover, if A ∈NB it is possible to
choose ∆B such that A¯αα is upper triangular for α = 1, . . . , tˆ .
Proof. For l = 0, . . . , u1 − 1 let Ul = 〈vlh: h = 1, . . . , t, uh − 1  l〉; then Kn =⊕u1−1
l=0 Ul and A(Ul) ⊆
⊕u1−1
i=l U i . For v ∈ Kn let v =
∑u1−1
l=0 v(l) where v(l) ∈ Ul and
let LA,l :Ul → Ul be defined by LA,l(v)=A(v)(l). Then A is nilpotent if and only if LA,l
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l  uqγl − 1, l > uqγl+1 − 1 if γl = tˆ . Then the matrix of LA,l with respect to the basis
{vlh: h= 1, . . . , t, uh− 1 l} is the lower triangular block matrix (A¯αβ), α,β = 1, . . . , γl ,
which is nilpotent if and only if A¯αα is nilpotent for α = 1, . . . , γl . This proves the first
claim and, by Proposition 2.1, the second one.
For v ∈ Kn let v =∑tˆα=1 v(α) where v(α) ∈ 〈vlh: h = qα−1 + 1, . . . , qα , l = 0, . . . ,
uqα − 1〉. For α = 1, . . . , tˆ and l = 0, . . . , uqα − 1 let Ulα = 〈vlh: h = qα−1 + 1, . . . , qα〉
and let LA,α,l :Ulα → Ulα be defined by LA,α,l(v)= LA,l(v)(α). Then the matrix of LA,α,l
with respect to the basis {vlh: h= qα−1 + 1, . . . , qα} is A¯αα . Hence for α = 1, . . . , tˆ there
exists {c(A,α)hk ∈K: h, k = qα−1 + 1, . . . , qα} such that if we set
wlh =
qα∑
k=qα−1+1
c(A,α)hkv
l
k
for h = qα−1 + 1, . . . , qα we have that the matrix of LA,α,l with respect to the basis
{wlh: h = qα−1 + 1, . . . , qα} is upper triangular for l = 0, . . . , uqα − 1. Then the basis
{wuh−1h , . . . ,w0h: h= 1, . . . , t} has the required property. ✷
We denote by NB,∆B the subspace of NB of all A such that A¯αα is upper triangular for
α = 1, . . . , tˆ .
Let ni ∈ {1, . . . , t}, i = 1, . . . , rB , be such that n1 = 1, uni −uni+1  2, uni −uni+1−1  1
for i = 1, . . . , rB − 1, unrB − ut  1.
Proposition 2.4. There exists a non-empty open subset of NB such that if A belongs to it
we have rankA= n− rB .
Proof. By Lemma 2.3 it is sufficient to prove that there exists a non-empty open subset Z
of NB,∆B such that rankA= n− rB for A ∈Z .
If rB = 1 there exists A ∈NB regular such that B is a power of A and if A ∈NB,∆B is
regular then for m= 1, . . . , u1 − 1 we have
v
u1−j
1 , . . . , v
ut−j
t ∈
〈
Av
u1−j−1
1 ,Av
u2−j
2 , . . . ,Av
ut−j
t : j = 1, . . . ,m
〉
for j = 1, . . . ,m.
Let rB > 1. For i = 1, . . . , rB and A ∈NB,∆B we define VA,i to be the following subset
of Kn:〈
Av
un
i′ −j−1
ni′ ,Av
uni′ +1−j
ni′ +1 , . . . ,Av
un
i′+1−1−j
ni′+1−1 : j = 1, . . . , i − i
′ + 1, i ′ = 1, . . . , i
〉
.
Then we have
VA,i ⊆
〈
v
un
i′ −j
n ′ , v
uni′ +1−j
n +1 , . . . , v
un
i′+1−1−j
n −1 : j = 1, . . . , i − i ′ + 1, i ′ = 1, . . . , i
〉i i′ i′+1
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equal holds for i = 1, . . . , rB and rankA  n− rB is non-empty. In fact, if Aˇ ∈NB,∆B is
such that Aˇhk = 0 if there does not exist i ∈ {1, . . . , rB} such that h, k ∈ {ni, . . . , ni+1 − 1}
and for h′, k′ ∈ {ni, . . . , ni+1 − 1} the nilpotent matrix (Aˇh′k′) is regular for i = 1, . . . , rB
then we have Aˇ ∈Z .
If A ∈Z we have
v
uni−1
ni , v
uni+1−1
ni+1 , . . . , v
uni+1−1−1
ni+1−1 ∈ VA,i
for i = 1, . . . , rB , which implies that A is contained in the following subspace of Kn:〈
Avlh: h= 1, . . . , t, l = 0, . . . , uh − 1, (h, l) = (ni , uni − 1) for i = 1, . . . , rB
〉
.
This shows that Z has the required property. ✷
3. On some automorphisms ofH(n,K)
The aim of this section is the proof of Propositions 3.5 and 3.7, from which we will get
Corollary 3.8. For this purpose, we first prove some properties of the ranks of the matrices
(Am)hk for A ∈NB , m ∈N and h, k ∈ {1, . . . , t}.
Lemma 3.1. Let A ∈ NB,∆B and let {i1, . . . , ir} ⊆ {1, . . . , t} be maximal such that i1 <
· · ·< ir , ui1 − uir  1. If m ∈ {2, . . . , r} and i, j ∈ {i1, . . . , ir} we have
rank
(
Am
)
ij

{
uj − 1 if 0 j − i m− 1,
uj − 2 if i − j  r −m+ 1.
Proof. If j − i  0 and m ∈ {2, . . . , r} we have rank(Am)ij  uj − 1 if there does not
exist an l ∈ {1, . . . , t} such that (Am−1)il and Alj have the first column different from 0.
If i − j  0 and m ∈ {2, . . . , r} we have rank(Am)ij  uj − 2 if there does not exist an
l ∈ {1, . . . , t} such that either (Am−1)il has the first column different from 0 and Alj has
the second column different from 0 or the converse. Hence, the claim is true for m = 2.
Then by induction on m and the previous observations we get the claim. ✷
Let sB be the maximum of the cardinalities of the subsets {i1, . . . , ir} of {1, . . . , t} such
that i1 < · · ·< ir , ui1 − uir  1.
Since if A ∈ NB we have (A¯αα)sB = 0 for α = 1, . . . , tˆ , by Lemma 3.1 we get the
following corollary.
Corollary 3.2. If A ∈ NB , i, j ∈ {1, . . . , t} and |ui − uj |  1 we have rank(AsB )ij 
min{ui, uj } − 1.
If X is a matrix and m ∈ Z is such that m 0 the claims rankX =m and rankX <m
will mean rankX = 0.
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Xi =

0 . . . 0 xi1 x
i
2 . . . x
i
ri
... 0 xi1
. . .
...
...
. . .
. . . xi2
... 0 xi1
... 0
...
...
0 . . . . . . . . . . . . . . . 0

for i = 1,2, where ri  min{pi,u}, then X1X2 ∈M(p1 × p2,K) has the same form and
rank(X1X2)= rankX1 + rankX2 − u.
Hence, by Lemma 2.2, form1,m2 ∈N and A ∈NB , since Am1+m2 =Am1Am2 , we have
rank
(
Am1+m2
)
hk
 max
l∈{1,...,t}
{
rank
(
Am1
)
hl
+ rank(Am2)
lk
− ul
}
. (1)
Let N̂B be the subset ofNB of all A such that if i, j ∈ {1, . . . , t} and |ui −uj | 1 we have
rankAij min{ui, uj } − 1.
Let i, j ∈ {1, . . . , t} be such that i  j . We associate to the pair (i, j) an h(i, j) ∈N∪{0}
defined as follows. If ui − uj  1 we set h(i, j)= 0. If ui − uj  2 we define h(i, j) to be
the unique element of N such that there exists {kl: l = 0, . . . , h(i, j)} ⊆ {1, . . . , t} with the
following properties: i = k0 < k1 < · · ·< kh(i,j), ukl − ukl+1  2 and ukl − ukl+1−1  1 for
l = 0, . . . , h(i, j)− 1, 0 ukh(i,j) − uj  1.
Lemma 3.3. If A ∈ N̂B , i, j ∈ {1, . . . , t} and m ∈N we have
rank
(
Am
)
ij
min{ui, uj } −m+ h(min{i, j },max{i, j }).
Proof. The claim is true if m= 1, hence we prove it by induction on m. Let m 2.
Let j  i . By 1 we get
rank
(
Am
)
ij
 max
l∈{1,...,t}
{
rankAil + rank
(
Am−1
)
lj
− ul
}
,
hence it is sufficient to prove that for l = 1, . . . , t we have
rankAil + rank
(
Am−1
)
lj
− ul  ui −m+ h(j, i).
Let l  j . Then we have rankAil  ui and equal may hold only if ul − ui  2. Moreover,
by the inductive hypothesis we have rank(Am−1)lj  uj −m+ 1 + h(l, j). Hence we get
rankAil + rank
(
Am−1
) − ul  ui + uj −m+ 1 + h(l, j)− ul,lj
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hold only if uj = ul we get the claim.
Let j  l  i . Then as above we have rankAil  ui and equal may hold only if
ul − ui  2. By the inductive hypothesis we have rank(Am−1)lj  ul −m+ 1 + h(j, l),
hence we get
rankAil + rank
(
Am−1
)
lj
− ul  ui −m+ 1 + h(j, l),
where equal may hold only if ul − ui  2. Since h(j, l) h(j, i) and equal may hold only
if ul − ui  1, we get the claim.
Let i  l. Then we have rankAil  ul and equal may hold only if ui − ul  2. By the
inductive hypothesis we have rank(Am−1)lj  ul −m+ 1+ h(j, l), hence we get
rankAil + rank
(
Am−1
)
lj
− ul  ul −m+ 1+ h(j, l),
where equal may hold only if ui−ul  2. If ui = ul then h(j, l)= h(j, i) and hence we get
the claim. If ul+1 = ui then h(j, l) h(j, i)+1, hence we get the claim. Let ui −ul  2.
We have h(j, l) h(j, i)+ h(i, l)+ 1 and ul + h(i, l)+ 1  ui , but not in both of these
equal may hold. In fact ul + h(i, l)+ 1 = ui only if ui − ul = 2 and if ui −ul = 2 we have
h(j, l) h(j, i)+ h(i, l). Hence we get the claim.
If i  j we can repeat the same argument as above by using
rank
(
Am
)
ij
 max
l∈{1,...,t}
{
rank
(
Am−1
)
il
+ rankAlj − ul
}
. ✷
Let m ∈ N and let Nm be the subset of M(n,K(x)) of all Y which commutes with B
and such that
rankYij min{ui, uj } −m+ h(min{i, j },max{i, j })
for i, j = 1, . . . , t . Let q0 and qα , α = 1, . . . , tˆ , be as in Section 2 and let tm = max{α ∈
{1, . . . , tˆ}: uqα − 2m}.
For Y ∈Nm, α ∈ {1, . . . , tm} and h, k ∈ {qα−1 + 1, . . . , qα} let amhk(Y ) be the entry of
Yhk of indices (l,m+ l), l = 1, . . . , uqα −m, and let dmα (Y )= det(amhk(Y )). Let Vm be the
open subset ofNm of all Y such that dmα (Y ) = 0 for α = 1, . . . , tm. Let V˜m be the subset of
Vm of all Y such that if i, j ∈ {1, . . . , t} are such that |ui − uj | 2 then Yij = 0.
For Y ∈Nm letR(Y ) be the subset of K of all a such that all the entries of Y are regular
in a and let Em(Y )= {a ∈K: dmα (Y )(a) = 0 for α = 1, . . . , tm}.
Lemma 3.4. If m ∈ N there exist an open subset Wm of Vm such that V˜m ⊂Wm and a
rational map φm :Wm →Nm such that:
(1) the first m columns and the last m rows of φm(Y )hk are 0 for Y ∈Wm and h, k =
1, . . . , t ;
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g
tm∏
α=1
dmα (Y )
2[(tˆ−α)+(tˆ−α−1)+···+(tˆ−tm)]
is regular in R(Y );
(3) rankφm(Y )(a)= rankY (a) for Y ∈Wm and a ∈R(Y )∩ Em(Y ).
Proof. If α,β ∈ {1, . . . , tˆ} are such that uqα − uqβ  2 and Y ∈ Vm, for i = qα−1 + 1,
. . . , qα and r = 1, . . . , h(qα, qβ) let Ci(Y,β, r) be the submatrix of Y (i) having as columns
the columns of Y (i) of indices m + 1, . . . , uqβ + r and let Ci(Y,β, r) be the submatrix
of Y(i) having as rows the rows of Y(i) of indices uqα − uqβ − r + 1, . . . , uqα − m. Let
r ∈ {1, . . . , h(qα, qβ)} and let j ∈ {qβ−1 + 1, . . . , qβ}. Let Y ∈ Vm be such that
rankYij , rankYji  uqβ −m+ r, (2)
rankYli , rankYil  uqα −m (3)
for i = qα−1 + 1, . . . , qα and l = 1, . . . , qα−1. Since dmα (Y ) = 0, it is possible to add to the
submatrix of Y (j) whose columns are the columns of Y (j) of indices m− r + 1, . . . , uqβ a
suitable linear combination over K(x) of the matrices Ci(Y,β, r), i = qα−1 + 1, . . . , qα ,
getting a matrix Y ′ which commutes with B and such that rank(Y ′)ij  uqβ −m+ r−1 for
i = qα−1+1, . . . , qα . The coefficients of this linear combination are a solution of a Cramer
system whose coefficients are entries of Y and whose matrix has dmα (Y ) as determinant.
Hence if g is an entry of Y ′ we have that gdmα (Y ) is regular in R(Y ).
We claim that Y ′ ∈ Nm. In fact, it is sufficient to prove that for i = qα−1 + 1, . . . , qα
and l = qα + 1, . . . , t we have
rankCi(Y,β, r)(l) min{ul, uqβ } −m+ h(min{l, qβ},max{l, qβ}).
We have
rankCi(Y,β, r)(l)  ul −m+ h(qα, l)− uqα + uqβ + r
 ul −m+ h(qα, l)− uqα + uqβ + h(qα, qβ).
If l  qβ then h(qα, l)  h(qα, qβ) + h(qβ, l) + 1 and 2h(qα, qβ)  uqα − uqβ , but not
in both of these equal may hold. In fact, if 2h(qα, qβ) = uqα − uqβ then there exists
{kl′ : l′ = 0, . . . , h(qα, qβ)} such that ukl′ − ukl′+1 = 2 for l′ = 0, . . . , h(qα, qβ) − 1 and
k0 = qα , kh(qα,qβ) = qβ and then h(qα, l)= h(qα, qβ)+ h(qβ, l). If l  qβ we may use the
same argument by reversing the role of qβ and l. This proves the claim.
If Y ∈ V˜m the coefficients of the above linear combination of matrices are 0. Hence
there exists an open subset of Vm which contains V˜m such that if Y belongs to it we get
Y ′ ∈ Vm. We could repeat a similar argument for the rows; in this case we would add to
the submatrix of Y(j) whose rows are the rows of Y(j) of indices 1, . . . , uqβ − m + r a
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Let O(α,β, r) be the operation on the rows and columns of an element Y of Vm which
satisfies 2 and 3 for i = qα−1 +1, . . . , qα , l = 1, . . . , qα−1 and j = qβ−1 +1, . . . , qβ which
consists on applying the previous operation on the columns and then the corresponding
operation on the rows for j = qβ−1 + 1, . . . , qβ . For α,β ∈ {1, . . . , tˆ} we define O(α,β,0)
to be the operation which does not change the given matrix.
If α,β ∈ {1, . . . , tˆ} and uqα − uqβ  2 then for l = qα + 1, . . . , t , i = qα−1 + 1, . . . , qα
and r = 1, . . . , h(qα, qβ) we also have
rankCi(Y,β, r)(l), rankCi(Y,β, r)(l)  uqβ −m+ r − 1
since ul + h(qα, l)+ 1  uqα . Let Wm be the open subset of Vm of all Y such that it is
possible to apply to Y the following operations in the order in which they are written:
O
(
γ,β,h(qα, qβ)
)
, γ = α,α − 1, . . . ,1, β = α + 1, . . . , tˆ , α = 1, . . . , tm.
Let φm :Wm → Nm be the map which associates to Y ∈ Wm the matrix obtained by
applying to Y the previous operations in the given order. Then φm has the required
properties. ✷
The previous lemma allows us to prove the main results of this section.
Proposition 3.5. If A ∈NB and m ∈N we have that rank(AsB )m  rankBm and rank(B+
xAsB )m  rankBm.
Proof. The first claim is a consequence of the second one, hence let us prove the second
claim. It is sufficient to prove that there exists a non-empty open subset of NB such
that if A belongs to it we have rank(B + xAsB )m  rankBm. By Corollary 3.2 and
Lemma 3.3 we get that (B + xAsB )m ∈Nm for any A ∈NB . Moreover if A= 0 we have
(B + xAsB )m ∈ V˜m. Hence by (1) and (3) of Lemma 3.4 we get the claim. ✷
Let F be a field and for p ∈N∪ {0} let F [x]p = {g ∈ F [x]: degg  p}.
Lemma 3.6.
(i) If p1,p2 ∈N∪{0} the subset of F [x]p1 ×F [x]p2 of all (g1, g2) such that g2 = 0 and
g1 /∈√(g2) is open and if p2 ∈N it is non-empty.
(ii) If p1, . . . , pr ∈N∪ {0}, r > 1 and F is algebraically closed the subset of F [x]p1 ×· · · × F [x]pr of all (g1, . . . , gr ) such that there exists i ∈ {1, . . . , r} such that deggi = pi
and 1 ∈ (g1, . . . , gr ) is open and non-empty.
Proof.
(i) The claim is obvious if p1 = 0 or p2 = 0, hence we assume p1,p2 ∈ N. If (g1, g2) ∈
F [x]p1 × F [x]p2 we have g1 ∈
√
(g2) if and only if (g1)p2 ∈ (g2). If g2 = 0 this
happens if and only if there exists [a,h] ∈ P(F × F [x]p1p2) such that a(g1)p2 = hg2,
which shows the claim.
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a1x + · · · + apxp ∈ F [x]p let g0 = a0yp + a1xyp−1 + · · · + apxp ∈ F [x, y]. If
(g1, . . . , gr ) ∈ F [x]p1 ×· · ·×F [x]pr and there exists i ∈ {1, . . . , r} such that deggi =
pi then 1 ∈ (g1, . . . , gr ) if and only if there does not exist [x¯, y¯] ∈ P1(F ) such that
(gj )0(x¯, y¯)= 0 for j = 1, . . . , r , which shows the claim. ✷
Proposition 3.7. Let {i1, . . . , isB } ⊆ {1, . . . , t} be such that i1 < · · ·< isB , ui1 − uisB  1
and ui1  2. If A ∈ NB is such that at least one of the determinants of the minors
of (B + xAsB )ui1−1 of order rankBui1−1 has the maximum possible degree there exists
a(A) ∈K such that
(a) rank
(
B + a(A)AsB )ui1−1 < rankBui1−1.
Moreover, there exists a non-empty open subset Ui1 of NB such that if A ∈ Ui1 there exists
a(A) ∈K such that (a) and the following conditions hold:
(b) rank(B + a(A)AsB ) rankB − 1;
(c) rank(B + a(A)AsB)l = rankBl for l = ui1 , . . . , u1.
Proof. By Corollary 3.2 and Lemma 3.3 we have (B + xAsB )ui1−1 ∈ Nui1−1 for any
A ∈NB . LetWui1−1 and φui1−1 be as in Lemma 3.4 and letW i1 be the open subset ofNB
of all A such that (B+xAsB )ui1−1 ∈Wui1−1. For A ∈W i1 let di1(A) be the determinant of
the submatrix of (φui1−1((B + xAsB )ui1−1)hk), h, k = 1, . . . , t , obtained by taking the first
uh− (ui1 − 1) rows and the last uk − (ui1 − 1) columns of φui1−1((B + xAsB )ui1−1)hk for
h, k = 1, . . . ,max{i ∈ {1, . . . , t}: ui  ui1}. Let mi1 =
∑t
i=1 max{ui − (ui1 − 1),0} and let
d ′i1(A)= di1(A)
tui1−1∏
α=1
d
ui1−1
α
((
B + xAsB )ui1−1)2mi1 [(tˆ−α)+(tˆ−α−1)+···+(tˆ−tui1−1)].
By (2) of Lemma 3.4 we have d ′i1(A) ∈K[x]. We claim that the subset U i1 ofW i1 of all A
such that d ′i1(A) = 0 and
tui1−1∏
α=1
d
ui1−1
α
((
B + xAsB )ui1−1) /∈√(d ′i1(A))
is non-empty. In fact, let Aˇ ∈ NB be such that Aˇhk = 0 if h /∈ {i1, . . . , isB } or k /∈
{i1, . . . , isB } and for h′, k′ = i1, . . . , isB we have (Bh′k′) = aˇ1(Aˇh′k′)sB + aˇ2(Aˇh′k′)sB+1
where aˇ1, aˇ2 ∈K \ {0}. We have dui1−1α ((B+ xAˇsB)ui1−1)= 1 for α = 1, . . . , tui1−1. Since
(B + xAˇsB )ui1−1 ∈ V˜ui1−1 we have Aˇ ∈W i1 . If we set a(Aˇ) = −aˇ1 then Aˇ satisfies (a)
and −aˇ1 is the only element of K with this property. Hence by (3) of Lemma 3.4 we have
degd ′ (Aˇ) 1 and then Aˇ ∈ U i1 .i1
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of the minors of (B + xAsB )ui1−1 of order rankBui1−1 have a common root, hence by (ii)
of Lemma 3.6 we get that if A ∈NB is such that at least one of these determinants has the
maximum possible degree then they have a common root. This proves the first claim.
If we set a(Aˇ) =−aˇ1 then Aˇ satisfies also (b) and (c). Hence the subset Ui1 of U i1 of
all A such that if rankB > 1 there exists a minor of B + xAsB of order rankB − 1 and
determinant d(A) and, if i1 > 1, there exists a minor of (B + xAsB )l of order rankBl and
determinant dl(A) for l = ui1, . . . , u1 − 1 such that if rankB > 1 we have
d(A)
tui1−1∏
α=1
d
ui1−1
α
((
B + xAsB )ui1−1) /∈√(d ′i1(A))
and if i1 > 1 we have
d(A)
u1−1∏
l=ui1
dl(A)
tui1−1∏
α=1
d
ui1−1
α
((
B + xAsB )ui1−1) /∈√(d ′i1(A))
is non-empty. Hence by (i) of Lemma 3.6 and Proposition 3.5 we get the second claim. ✷
Corollary 3.8. Let A be an open subset of H(n,K), let (A,B) ∈A and let {i1, . . . , isB } ⊆
{1, . . . , t} be such that ui1 − uisB  1. There exist (A′,B ′) ∈ A and f ∈ K[x] such that
x | f , and if u′1  · · · u′t ′ are the orders of the Jordan blocks of B ′ + f (A′) then: t ′  t ,
u′i = ui for i = 1, . . . , i1 − 1, u′i1 < ui1 , and for any subset {i ′1, . . . , i ′r} of {i1, . . . , t ′} such
that i ′1 < · · ·< i ′r and u′i′1 − u
′
i′r
 1 of maximum cardinality, we have u′
i′1
= 1, r  sB .
Proof. Let Ui1 be as in Proposition 3.7, let A1 ∈ Ui1 be such that (A1,B) ∈ A and let
a(A1) be as in Proposition 3.7. We set a1 = a(A1) and s1 = sB . We now set B to be the
matrix B + a1(A1)s1 . If it is possible, let us choose a subset {i1, . . . , isB } of {1, . . . , t}
maximal such that ui1 − uisB  1 and ui1 > 1 and let Ui1 be as in Proposition 3.7. Let
A2 ∈ Ui1 be such that (A2,B − a1(A2)s1) ∈ A and let a(A2) be as in Proposition 3.7.
We set a2 = a(A2) and s2 = sB . We now set B to be the matrix B + a2(A2)s2 . If it
is possible, let us repeat the previous argument, finding a suitable matrix A3 such that
(A3,B − a1(A3)s1 − a2(A3)s2) ∈ A. If we repeat this argument, by Proposition 2.4 at
the end we get a matrix B ′ ∈ N (n,K) and a matrix A′ ∈ NB ′ which have the required
properties. ✷
Proposition 3.9. Let u1 − u2 = 2 and ui − ui+1  2 for i = 2, . . . , t − 1. There exists a
non-empty open subset of NB such that if A belongs to it there exists a(A) ∈K such that
ind(B + a(A)A) < u1, rank(B + a(A)A)= n− t .
Proof. If A ∈ NB by Lemma 2.3 and Lemma 3.3 the only entry of the matrix which
represents (B + xA)u1−1 with respect to ∆B which may be different from 0 is the entry of
indices (1, u1); let us denote it by h(A).
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h(A) = 0 and there exists a minor M of B + xA of order n− t such that detM /∈√(h(A))
is non-empty.
If X ∈M(n,K(x, y)) let (X12)′ be the submatrix of X12 obtained by taking the first u2
rows and let (X21)′ be the submatrix of X21 obtained by taking the last u2 columns.
Let Aˇ ∈ N (n,K(y)) be such that (Aˇ12)′, (Aˇ21)′ = Iu2 , Aˇ22 = yJu2 , Aˇij = 0 if i, j ∈
{1, . . . , t} and (i, j) = (1,2), (2,1), (2,2); then [Aˇ,B] = 0.
Let us consider the following matrix of M(2,K(x, y)):
H =
(
x 1
1 x + y
)
and for k = 1, . . . , u1 − 1 let Hk = (hkij ), i, j = 1,2. Then we have ((Aˇ + xB)k)ii =
hkii (Jui )
k
, (((Aˇ+xB)k)ij )′ = hkij (Ju2)k−1 for i = 1,2, j ∈ {1,2}\{i} and k = 1, . . . , u1−1.
For k = 1, . . . , u1 − 1 and i, j = 1,2 let us regard hkij (x,0) and hkij (0, y) as polynomials
over K(x) and K(y), respectively. By induction on k, we get that hk11(x,0) is monic of
degree k, hk11(0, y) is monic of degree k − 2, hk12(0, y) and hk21(0, y) are monic of degree
k − 1, hk22(0, y) is monic of degree k for k = 2, . . . , u1 − 1.
If a, b ∈ K we have rank(Aˇ(b)+ aB) < n− t if and only if either t > 2 and a = 0 or
detH(a,b)= 0.
We claim that there exists a non-empty open subset K ′ of K such that if b belongs to it
we have (
detH(x,b),hu1−111 (x, b)
)= 1.
Since detH = x2 + yx − 1 if charK = 2 this follows from the formula of the roots of
detH as polynomial over K(y). Let charK = 2. By (ii) of Lemma 3.6 it is sufficient to
prove that (
detH(x,1), hu1−111 (x,1)
)= 1.
We have detH(x,1)= x2 + x + 1, hence the roots of detH(x,1) are the 3th roots of 1
different from 1. If, for k = 1, . . . , u1 − 1, we denote by H˜k the matrix over K(x) obtained
by substituting in H(x,1)k the exponent of any power of x with the remainder of the
division of it by 3, we have
H˜2 =
(
x2 + 1 1
1 x2
)
, H˜3 =
(
x x2 + x
x2 + x x2
)
, H˜4 = H˜1.
Hence hk11(x,1), for k = 1, . . . , u1 − 1, has not a root which is a 3th root of 1 different
from 1, which proves the previous claim if charK = 2.
Let K ′′ be the non-empty open subset of K of all b such that hu1−111 (0, b) = 0. Let b¯ ∈
K ′ ∩K ′′ and let a¯ ∈K \ {0} be such that hu1−1(a¯, b¯)= 0. Then ind(B + a¯−1Aˇ(b¯)) < u1,11
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= 0. Hence
Aˇ(b¯) ∈K. ✷
4. Proof of the irreducibility ofH(n,K)
For q ∈Q let [q] = min{q ′ ∈ Z: q ′  q}. Let
H˜(n,K)= {(A,B) ∈H(n,K): rankA n− 2}.
For m ∈ {3, . . . , [n/2]} let
Hm(n,K)= {(A,B) ∈H(n,K): indA n−m+ 3}
and let
H˜m(n,K)=
{
(A,B) ∈ H˜(n,K): n
2
+ 1 < indA n−m+ 3
}
.
We first prove the irreducibility of the variety H˜m(n,K) for m= 3, . . . , [n/2] under some
conditions on the characteristic of K .
For l ∈ {3, . . . , [n/2]} let
Jl,n =
(
Jl 0
0 0
)
.
Lemma 4.1. Let A be an open subset of H˜(n,K), let (A,B) ∈ A, and let n/2 + 1 <
indA < n. There exist (A′,B ′) ∈ A and f ∈ K[x] such that x | f and B ′ + f (A′) is
conjugate to Jn−indA+2,n.
Proof. Since {A} ×NA is irreducible, by Proposition 3.5 we may choose B such that A
and B are conjugate. We denote by u1 and u2, where u1−u2 > 2, the orders of their Jordan
blocks.
Let ∆A be a basis of Kn such that A with respect to it is in Jordan canonical form and
for X ∈ NA let (X(A)ij ), i, j = 1,2 be the block matrix which represents X with respect
to ∆A, where X(A)ij is an ui × uj matrix for i = 1,2. By Lemma 2.2 there exists f˜ ∈K[x]
such that x | f˜ and (B + f˜ (A))(A)11 is 0. Then rank(B + f˜ (A)) n− 3. If we choose B in
a suitable open subset of NA we have
rank
((
B + f˜ (A))h)(A)
12
, rank
((
B + f˜ (A))h)(A)
21
= u2 + 1 − h,
rank
((
B + f˜ (A))h)(A) = u2 − h,22
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rank
((
B + f˜ (A))h)(A)
11
= u2 + 2 − h
for h = 2, . . . , u2 + 1. Hence, the difference between the orders of the first two Jordan
blocks of B + f˜ (A) is greater than 1. If we apply Corollary 3.8 to (A,B + f˜ (A)) and the
open subset {(A′′,B ′′f˜ (A′′)): (A′′,B ′′) ∈ A} by Proposition 2.4 we get that there exists
(A′,B ′) ∈A and f ∈K[x] such that x | f and, u′1  · · · u′t ′ are the orders of the Jordan
blocks of B ′ + f (A′), we have u′1 = u2 + 2 and u′i = 1 for i = 2, . . . , t ′. This proves the
claim. ✷
For l ∈ {3, . . . , [n/2]} and c ∈K \ {0} let
Al,n(c)=
(
Jl El,n(c)
E′l,n Jn−l
)
,
where
El,n(c)=

c 0 . . . 0
0 . . . . . . 0
...
...
0 . . . . . . 0
 , E′l,n =

0 . . . . . . 0
...
...
0 . . . . . . 0
0 . . . 0 1
 .
For l ∈ {2, . . . , [n/2]} let
Zl =

{(n− 1,0), . . . , (0,0)} if l = 2,{
(n− l + 1,0), . . . , (l − 2,0), (l− 3,1),
(l − 3,0), (l− 4,1), (l − 4,0), . . . , (0,1), (0,0)} if l > 2,
which has cardinality n. We denote by {e1, . . . , en} the canonical basis of Kn.
Lemma 4.2. For l ∈ {3, . . . [n/2]} the subset of NJl,n of all A such that rankA = n − 2,
indA= n− l + 2 is open and non-empty and if A belongs to it then:
(a) there exist c ∈ K \ {0}, fˆ ∈ K[x] such that deg fˆ  l − 2, x | fˆ , x2  fˆ and a basis
of Kn such that the matrices which represent A and Jl,n with respect to it are Al,n(c)
and fˆ (Jl,n), respectively;
(b) if v ∈Kn is such that (Jl,n)l−1v = 0 then{
v,Av, . . . ,An−l+1v,Jl,nv, . . . , (Jl,n)l−2v
}
,
{
Ai(Jl,n)
j v: (i, j) ∈ Zl
}
are linearly independent.
Proof. By Lemmas 2.2 and 2.3 if A ∈NJl,n there exists gA ∈ K[x] such that x | gA and
the submatrix of A obtained by taking the first l rows and columns is gA(Jl). For A ∈NJl,n
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and the columns of indices 1, l, . . . , n. Since the rows and the columns of A0 of indices
2, . . . , l − 1 are 0 we have indA0 = n − l + 2 if and only if A′0, which is nilpotent, is
regular. By Lemmas 2.2 and 2.3 the subset of NJl,n of all A such that A′0 is regular is non-
empty. Since A0Jl,n = 0 we have indA= n− l+ 2 if and only if indA0 = n− l+ 2. If A′0
is regular we have rankA= n− 2 if and only if x2  gA. Hence the subset ofNJl,n of all A
such that rankA= n−2 and indA= n− l+2 is open and non-empty. Let A belong to this
subset. Then {e1, . . . , el, (A0)n−l el, . . . ,A0el} is linearly independent and there exists aA ∈
K \{0} such that (A0)n−l+1el = aAe1. Then {el,Ael, . . . ,An−l+1el, Jl,nel, . . . , (Jl,n)l−2el}
is linearly independent. Since AJl,n = gA(Jl,n)Jl,n and x2  gA we get (b).
Let γ1, . . . , γl−1 ∈ K , γ1 = 0, be such that Jl,n = γ1gA(Jl,n)+ · · · + γl−1gA(Jl,n)l−1
and let fˆ = γ1x + · · · + γl−2xl−2. Let e′l−i = gA(Jl,n)iel for i = 1, . . . , l − 1. If c′ = 0
is the coefficient of x in gA we have e′1 = (c′)l−1e1 and hence if c = aA(c′)1−l we have
(A0)n−l+1el = ce′1. Then fˆ , c and the basis{
e′1, . . . , e
′
l−2, e
′
l−1 + γ−11 γl−1e′1, el + γ−11 γl−1c−1(A0)n−l el, (A0)n−lel, . . . ,A0el
}
have the property required in (a). ✷
For l ∈N∪ {0} and l′ ∈N let
F(l, l′)=
{
y1y + y2y2 + · · · + yl′yl′ if l = 0,
x1x + x2x2 + · · · + xlxl + y1y + y2y2 + · · · + yl′yl′ if l = 0,
which we consider as a polynomial of Z[y1, . . . , yl′ ][x, y] if l = 0 and of Z[x1, . . . , xl,
y1, . . . , yl′ ][x, y] if l = 0.
For k ∈N∪{0} let F(l, l′, k) be the polynomial obtained by substituting xiyj with yi+j
in F(l, l′)k for i, j ∈N. Let f0(l, l′, k) be the term of degree 0 of F(l, l′, k) and for h ∈N
let fh(l, l′, k) and f ′h(l, l′, k) be the coefficients of xh and yh, respectively, in F(l, l′, k).
Lemma 4.3. Let l ∈N∪ {0} and l′, h, k ∈N.
(i) If l = 0 we have
fh(l, l
′, k)= x1fh−1(l, l′, k − 1)+ · · · + xmin{l,h}fh−min{l,h}(l, l′, k− 1),
f ′h+1(l, l′, k)= x1f ′h(l, l′, k − 1)+ · · · + xmin{l,h}f ′h+1−min{l,h}(l, l′, k− 1)
+ y1f ′h(l, l′, k − 1)+ · · · + ymin{l′,h}f ′h+1−min{l′,h}(l, l′, k − 1)
+ y1fh(l, l′, k − 1)+ · · · + ymin{l′,h+1}fh+1−min{l′,h+1}(l, l′, k − 1).
(ii) Let k = 1. If h  k − 1 then fh(l, l′, k), f ′h(l, l′, k) = 0. If h > k − 1 and l = 0
then fh(l, l′, k) is a polynomial of Z[x1, . . . , xmin{l,h−k+1}] homogeneous of degree
k and f ′h(l, l′, k) is a polynomial of Z[x1, . . . , xmin{l,h−k+1}, y1, . . . , ymin{l′,h−k+1}]
homogeneous of degree k.
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f ′h(l, l′, k) or of the polynomial obtained by setting y1 = 1 and y2, . . . , yl′ = 0 in
f ′h(l, l′, k) then p m′.
Proof. (i) follows from the definitions. If k = 1, j ∈N ∪ {0} and h− (k − 1) < j  h we
have f0(l, l′, k− 1), fh−j (l, l′, k− 1), f ′h−j (l, l′, k− 1)= 0, hence by (i) and induction on
k we get (ii). If l = 0 then (iii) may be proved by induction on l′ using the relation
F(0, l′, k)=
k∑
j=0
(
k
j
)
(yl′)
k−j yl′(k−j)F (0, l′ − 1, j).
If l = 0 then (iii) may be proved by induction on l using the relation
F(l, l′, k)=
k∑
j=0
(
k
j
)
(xl)
k−j xl(k−j)F (l − 1, l′, j)(x,0)
+
k∑
j ′=1
(
k
j ′
)
(xl)
k−j ′yl(k−j ′)F (l − 1, l′, j ′)(0, y). ✷
For l = 2, . . . , [n/2] let Φ(n, l) ∈M((n− l + 2)× n,Z[x1, . . . , xn−l+1]) be such that
the entry of Φ(n, l) of indices h, k is fh−1(n− l + 1, l′, n− k) for h = 1, . . . , n− l + 2,
k = 1, . . . , n, where l′ is any element of N.
For l = 2, . . . , [n/2] let Ψ (n, l) ∈M((l−1)×n,Z[x1, . . . , xl−2, y1, . . . , yl−1]) be such
that the entry of Ψ (n, l) of indices h′, k is f ′
h′ (l
′, l − 1, n − k) for h′ = 1, . . . , l − 1,
k = 1, . . . , n, where l′ is any element of N∪ {0} such that l′  l − 2.
Examples. We have that Φ(7,3) ∈M(6 × 7,Z[x1, . . . , x5]) is the following matrix:

0 0 0 0 0 0 1
0 0 0 0 0 x1 0
0 0 0 0 (x1)2 x2 0
0 0 0 (x1)3 2x1x2 x3 0
0 0 (x1)4 3(x1)2x2 (x2)2 + 2x1x3 x4 0
5 3 2 2

0 (x1) 4(x1) x2 3(x1) x3 + 3x1(x2) 2x1x4 + 2x2x3 x5 0
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0 0 0 0 0 y1 0
0 0 0 0 (y1)2 + 2x1y1 y2 0
0 0 0 (y1)
3+
+3x1(y1)2 + 3(x1)2y1
2y1y2+
+2x1y2 + 2x2y1 y3 0
 .
For i = 0, . . . , n − 1 let Φ(n, l, i) ∈M((n − l + 2) × (n − i),Z[x1, . . . , xn−l+1−i]) be
defined as follows: if i > n− l + 1 it is the zero matrix, otherwise it is the matrix obtained
by putting i rows more of zeros on the top of the submatrix of Φ(n, l) obtained by
taking the first n − l + 2 − i rows and the last n − i columns. For i = 0, . . . , n − 1 let
Ψ (n, l, i) ∈M((l− 1)× (n− i),Z[x1, . . . , xl−2−i , y1, . . . , yl−1−i]) be defined as follows:
if i > l − 2 it is the zero matrix, otherwise it is the matrix obtained by putting i rows more
of zeros on the top of the submatrix of Ψ (n, l) obtained by taking the first l − 1 − i rows
and the last n− i columns. Let N = n(n+ 1)/2 and let us define the following matrix of
M((n+ 1)×N,Z[x1, . . . , xn−l+1, y1, . . . , yl−1]):
Υ ′(n, l)=
(
Φ(n, l, n− 1) · · · Φ(n, l,0)
Ψ (n, l, n− 1) · · · Ψ (n, l,0)
)
;
let Υ ′′(n, l) be the submatrix of Υ ′(n, l) obtained by taking the first n rows and let
Υ (n, l) ∈M(n×N,Z[x1, . . . , xn−l+1, y1, . . . , yl−1, z]) be the matrix obtained by adding
to the row of index n− l + 2 of Υ ′′(n, l) the last row of Υ ′(n, l) multiplied by z.
Let
Ln =
{
(i, j) ∈ {0, . . . , n− 1} × {0, . . . , n− 1}: i + j < n},
which has cardinalityN , and let us consider in Ln the lexicographic order. We will consider
any subset of Ln as an ordered subset.
Lemma 4.4. (1) If A ∈ N(n,K), α1, . . . , αn−1 ∈ K , B = α1A + · · · + αn−1An−1 and
v ∈ Kn is such that An−1v = 0 then for (i, j) ∈ Ln the entries of the column of
Υ (n,2)(α1, . . . , αn−2,0,1, αn−1) of indices (i, j) are the coordinates of AiBjv with
respect to the basis {v,Av, . . . ,An−1v}.
(2) If l ∈ {3, . . . , [n/2] , α1, . . . , αn−l+1, β1, . . . , βl−2 ∈K , c ∈K \ {0},
B = α1Al,n(c)+ · · · + αn−l+1
(
Al,n(c)
)n−l+1 + β1Jl,n + · · · + βl−2(Jl,n)l−2
and v ∈ Kn is such that (Jl,n)l−1v = 0 then for (i, j) ∈ Ln the entries of the column
of Υ (n, l)(α1, . . . , αn−l+1, β1, . . . , βl−2,0, c−1) of indices (i, j) are the coordinates of
(Al,n(c))
iBj v with respect to the basis{
v,Al,n(c)v, . . . ,
(
Al,n(c)
)n−l+1
v,Jl,nv, . . . , (Jl,n)
l−2v
}
.
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Al,n(c)Jl,n = (Jl,n)2 and (Jl,n)l−1 = c−1(Al,n(c))n−l+1. Hence by the expression of B as
linear combination of powers of Al,n(c) and Jl,n we get (2). ✷
Let
∏
n(Ln) be the set of all the subsets of Ln of cardinality n. If Ξ is an n×N matrix
let Ln be the set of the indices of the columns of Ξ and for I ∈∏n(Ln) let µ(I,Ξ) be the
minor of Ξ having I as set of the indices of the columns.
Proposition 4.5. If n ∈ N, m ∈ {3, . . . , [n/2]} and either charK = 0 or charK  n/2 the
variety H˜m(n,K) is irreducible.
Proof. If l ∈ N and n/2 + 1 < l  n − m + 3 the subset of H˜m(n,K) of all (A,B)
such that indA = l is irreducible, since if A ∈ N (n,K) the variety NA is irreducible.
Hence, by induction on [n/2] − m, it is sufficient to prove that if (A¯,B) ∈ H˜m(n,K),
ind A¯= n−m+ 2 and A is an open subset of H˜m(n,K) such that (A¯,B) ∈A then
A ∩ {(A,B) ∈ H˜m(n,K): indA= n−m+ 3} = ∅.
By Lemma 4.1 we may assume that there exists f¯ ∈K[x] such that x | f¯ and B + f¯ (A¯)
is conjugate to Jm,n. Since the map from H˜m(n,K) into itself defined by (A,B) →
(A,B + f¯ (A)) is an automorphism of H˜m(n,K), we may assume that B is conjugate
to Jm,n. Hence by (a) of Lemma 4.2 we may assume that there exists c¯ ∈ K \ {0}
such that A¯ = Am,n(c¯) and there exist γ¯1, . . . , γ¯m−1 ∈ K such that γ¯1 = 0 and B =
γ¯1Jm,n + γ¯2A¯B + · · · + γ¯m−1(A¯)m−2B .
In the ring K[x, y]/(xn−1y) let ξ = (xn−1y)+ x , η = (xn−1y)+ y , η′ = η − γ¯2ξη −
· · · − γ¯m−1ξm−2η. We have
ξ iη= ξ iη′ + γ¯2ξ i+1η+ · · · + γ¯min{m−1,n−1−i}ξmin{m−2+i,n−2}η
for i = 1, . . . , n− 2, hence ξn−2η = ξn−2η′ and by reverse induction on i we may get an
expression of ξ iη as linear combination over K of ξ iη′, . . . , ξn−2η′ for i = 1, . . . , n− 2.
Then the map from H˜m(n,K) into itself defined by
(A,B) → (A, (γ¯1)−1(B − γ¯2AB − · · · − γ¯m−1Am−2B))
is also an automorphism of H˜m(n,K). Hence we may assume B = Jm,n.
Let
Ĥm(n,K)=
{
(A,B,v) ∈ H˜m(n,K)×Kn: dim
〈
AiBjv: (i, j) ∈ Zm
〉= n}
and let Aˆ= {(A,B,v) ∈ Ĥm(n,K): (A,B) ∈A}. Let v¯ ∈Kn be such that (Jm,n)m−1v¯ = 0.
By (b) of Lemma 4.2 we have (Am,n(c¯), Jm,n, v¯) ∈ Aˆ. It is sufficient to prove that
Aˆ∩ {(A,B,v) ∈ Ĥm(n,K): indA= n−m+ 3} = ∅.
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G · (A,B,v)= (G−1AG,G−1BG,G−1v)
for (A,B,v) ∈ Ĥm(n,K) and G ∈ GL(n,K). We may assume that Aˆ is stable with respect
to this action.
Let G(N − n,K) be the grassmannian of all the subspaces of dimension N − n of
the N -dimensional vector space K[x, y]/(x, y)n over K . Let Fm(N − n,K) be the open
subset of G(N − n,K) of all V such that V ∩ 〈(x, y)n + xiyj : (i, j) ∈ Zm〉 = {0} and
let Im(N − n,K) be the subset of Fm(N − n,K) of all V which are ideals of the ring
K[x, y]/(x, y)n.
Let
ζm : Ĥm(n,K)→ G(N − n,K)
be the map which associates to (A,B,v) ∈ Ĥm(n,K) the kernel of the homomorphism
from K[x, y]/(x, y)n onto Kn defined by (x, y)n + g → g(A,B)v for g ∈ K[x, y]. If
(A,B,v) ∈ Ĥm(n,K) all the elements of the orbit of (A,B,v) have the same image under
ζm and the matrix having as columns the vectors AiBjv for (i, j) ∈Ln is the matrix of the
coefficients of a system of n linear homogeneous equations for ζm((A,B,v)). Hence ζm is
a morphism. Moreover ζm(Ĥm(n,K))⊆ Im(N − n,K).
For V ∈ Fm(N − n,K) let αV and βV be the endomorphisms of the vector space
K[x, y]/V over K such that αV (V + xiyj ) = V + xi+1yj and βV (V + xiyj ) = V +
xiyj+1 for (i, j) ∈ Zm. Let AV and BV be the matrices of αV and βV , respectively, with
respect to the basis {V + xiyj : (i, j) ∈Zm}, which has the vector V + 1 as nth vector. Let
ζˆm :Fm(N − n,K)→M(n,K)×M(n,K)×Kn
be defined by ζˆm(V )= (AV ,BV , en) for V ∈Fm(N − n,K).
Let V ∈ Fm(N − n,K) and let Θ be the matrix of the coefficients of a system of n
linear homogeneous equations for V . Let (i ′, j ′) ∈ Ln and let Θ(i′,j ′) be the column of Θ
of index (i ′, j ′). Then the n-tuple of the coordinates of V + xi′yj ′ with respect to the basis
{V + xiyj : (i, j) ∈Zm} is the solution of the Cramer system
µ(Zm,Θ)X=Θ(i′,j ′),
where X is the column of the unknowns. Hence ζˆm is a morphism.
If V ∈ Im(N − n,K) we have αV (V + g) = V + gx and βV (V + g) = V + gy for
g ∈ K[x, y], hence (AV ,BV , en) ∈ Ĥm(n,K) and ζm((AV ,BV , en)) = V . If (A,B,v) ∈
Ĥm(n,K) and V = ζm((A,B,v)) we have that AV , BV are the matrices which represent
A, B respectively with respect to the basis {AiBjv: (i, j) ∈ Zm}, hence (A,B,v) and
(AV ,BV , en) belong to the same orbit. Then, since
ζm(Aˆ)=
(
ζˆm|Im(N−n,K)
)−1
(Aˆ),
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Let Ĥ′m(n,K) be the subset of Ĥm(n,K) of all (A,B,v) such that either m= 3 and A
is regular or m> 3 and there exists G ∈ GL(n,K), c ∈K \ {0} and α1, . . . , αn−2m+4 ∈K
such that G−1AG=Am−1,n(c) and
G−1BG= α1Am−1,n(c)+ · · · + αn−2m+4
(
Am−1,n(c)
)n−2m+4 + Jm−1,n.
We want to prove that
ζm(Aˆ)∩ ζm
(Ĥ′m(n,K)) = ∅.
Let Υ (n,m) be the matrix over K obtained by setting x1, . . . , xn−m+1,
y2, . . . , ym−1 = 0, y1 = 1 and z = c¯−1 in Υ (n,m). Let Υ̂ (n,m − 1) be the matrix over
Z[x1, . . . , xn−2m+4, z] obtained by setting xn−2m+5, . . . , xn−m+2,
y2, . . . , ym−2 = 0 and y1 = 1 in Υ (n,m − 1). By using the definition of Υ (n,m),
Υ (n,m− 1) and Lemma 4.3 we get the following properties for the determinants of the
minors of order n of Υ (n,m) and Υ̂ (n,m− 1).
We have
detµ
(
Zm−1, Υ̂ (n,m− 1)
)= 1, detµ(Zm, Υ̂ (n,m− 1))= z.
For i ∈ {1, . . . , n− 2m+ 4} let Zm−1,i be the set obtained by substituting (n−m+ 2,0)
with (n−m+ 2 − i,1) in Zm−1; then we have
detµ
(
Zm−1,i , Υ̂ (n,m− 1)
)= xi.
Let I ∈∏n(Ln). If l ∈ {2, . . . , [n/2]} we will say that I has the property P(l) if there
exist hi ∈ {0, . . . , i − 1} for i = 1, . . . , l − 2 such that
I = {(n− l,0), . . . , (0,0)} ∪ {(hi, i − hi): i = 1, . . . , l − 2} ∪ {(h, k)}
where either (h, k)= (n− l + 1,0) or h ∈ {0, . . . , l − 2}, k = l − 1 − h.
If I has not the property P(m− 1) then detµ(I, Υ̂ (n,m− 1)) has not a term different
from 0 and of degree 0 with respect to x1, . . . , xn−2m+4. If I has the property P(m− 1)
there exist jI ∈ {0,1}, fI ∈ Z[x1] and FI ∈ Z[x1, . . . , xn−2m+4] such that x1 | fI and
detµ
(
I, Υ̂ (n,m− 1))= zjI (1+ fI )+ FI ;
if I = Zm,Zm−1 and either charK = 0 or charK >m− 1 by (ii) and (iii) of Lemma 4.3
we have fI = 0.
We have detµ(I,Υ (n,m)) = 0 if and only if I has the property P(m). Hence
detµ(Zm−1,Υ (n,m))= 0 and detµ(Zm−1,i, Υ (n,m))= 0 for i = 1, . . . , n− 2m+ 4.
If I has the property P(m) and (n−m+ 1,0) ∈ I then I has the property P(m− 1)
and jI = 1.
Let us assume that I has the propertyP(m) and there exists h ∈ {0, . . . ,m−2} such that
(h,m− 1 − h) ∈ I . Let hm−2 ∈ {0, . . . ,m− 3} be such that (hm−2,m− 2 − hm−2) ∈ I .
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n−m+ 2, n−m+ 3 and the columns of indices (h,m− 1− h), (hm−2,m− 2− hm−2).
Then there exists gI ∈ Z[x1] such that x1 | gI and
detµ
(
I, Υ̂ (n,m− 1))= (1+ gI )detM̂I .
Moreover there exists hI ∈ Z[x1] and HI ∈ Z[x1, . . . , xn−2m+4] such that x1 | hI and the
entry of M̂I of indices (2,2) is z(1 + hI )+HI . The other entries of M̂I are polynomials
of Z[x1, . . . , xn−2m+4]. Since for h ∈ {0, . . . ,m− 2} we have (n−m+ 1− h)− (m− 1−
h)+ 1 = n− 2m+ 3, by (ii) and (iii) of Lemma 4.3 if either charK = 0 or charK >m− 1
the entry of M̂I of indices (1,1) is an homogeneous polynomial of Z[x1, . . . , xn−2m+3] of
degree m− 1 − h if h =m− 2 and is xn−2m+3 if h=m− 2; hence detµ(I, Υ̂ (n,m− 1))
has degree greater than 1.
By Lemma 4.4 we have that Υ (n,m) is the matrix of the coefficients of a system of
n linear homogeneous equations for ζm((Am,n(c¯), Jm,n, v¯)) and if c ∈ K \ {0}, α1, . . . ,
αn−2m+4 ∈ K and v ∈ Kn is such that (Jm−1,n)m−2v = 0 then Υ̂ (n,m − 1)(α1, . . . ,
αn−2m+4, c−1) is the matrix of the coefficients of a system of n linear homogeneous equa-
tions for ζm((Am−1,n(c),α1Am−1,n(c)+· · ·+αn−2m+4(Am−1,n(c))n−2m+4 +Jm−1,n, v)).
Then if either charK = 0 or charK > m − 1 we get that the coordinates of
ζm((An,m(c¯), Jm,n, v¯)) as element of G(N − n,K) satisfy the equations of the closure in
G(N−n,K) of ζm(Ĥ′m(n,K)), and hence Aˆ ∩ Ĥ′m(n,K) = ∅. This proves the result. ✷
Remark. There exist n, m, p ∈ N such that m ∈ {3, . . . , [n/2]}, p is prime, p  m− 1
and if charK = p the variety H˜m(n,K) is reducible (and hence the variety Hm(n,K) is
reducible). In fact, if charK = 3 and
I = {(3,0), (2,0), (1,0), (0,3), (0,2), (0,1), (0,0)}
we have detµ(I,Υ (7,4)) = 0 but detµ(I,Υ (7,3)) = 0; hence by the proof of Proposi-
tion 4.5, Lemmas 4.1 and 4.4 if charK = 3 we have that H˜4(7,K) is reducible.
Lemma 4.6. Let ν :Y1 → Y2 be a closed surjective morphism of quasi projective varieties
and let Y2 be irreducible. If there exists a dense subset Y˜2 of Y2 such that ν−1(Y˜2)= Y1
and the fibers of the elements of Y˜2 are all irreducible of the same dimension then Y1 is
irreducible.
Proof. It is a generalization of Theorem 8 of Chapter I, Section 6 of [14]. ✷
Now we can prove the result which is the aim of this paper.
Theorem 4.7. If n ∈ N and either charK = 0 or charK  n/2 the variety H(n,K) is
irreducible of dimension n2 − 1.
Proof. We prove the theorem by showing that if (A¯,B) ∈ H(n,K) and A is an open
subset ofH(n,K) such that (A¯,B) ∈A there exists (Aˆ, B̂) ∈A such that B̂ is regular. Let
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show that there exists (Aˆ, B̂) ∈A such that either B̂ is regular or rank B̂ > n− t¯ .
If there exists (Aˆ, B˜) ∈ A such that either Aˆ is regular or rank Aˆ > n− t¯ then by the
irreducibility of N
Aˆ
there exists B̂ ∈N
Aˆ
such that (Aˆ, B̂) ∈A and either B̂ is regular or
rank B̂ > n− t¯ .
Let n = dt¯ t¯ + rt¯ where dt¯ , rt¯ ∈ N ∪ {0} and rt¯ < t¯ . Then indB  dt¯ + min{1, rt¯ }. If
indB = dt¯ + min{1, rt¯ } we have u¯1 − u¯t¯  1, hence by Lemma 2.4 and the irreducibility
of NB there exists Aˆ ∈NB such that Aˆ is regular and (Aˆ,B) ∈A. Then, for a given t¯ , we
may prove the claim by induction on indB .
If there exists i ∈ {1, . . . , t¯ − 1} such that u¯i − u¯i+1  1 by Proposition 2.4 and the
irreducibility of NB there exists Aˆ ∈NB¯ such that (Aˆ,B) ∈A and rank Aˆ > n− t¯ ; hence
we may assume u¯i − u¯i+1  2 for i = 1, . . . , t¯ − 1.
Let u¯1 − u¯2 = 2. By Proposition 3.9 and the irreducibility of NB there exist A˜ ∈ NB
and a(A˜) ∈ K such that (A˜,B) ∈ A, rank(B + a(A˜)A˜) = n − t¯ , ind(B + a(A˜)A˜) < u1.
By the inductive hypothesis applied to (A˜,B + a(A˜)A˜) and the open subset {(A′′,B ′′ +
a(A˜)A′′): (A′′,B ′′) ∈A} there exists (Aˆ, B˜) ∈A such that either B˜ + a(A˜)Aˆ is regular or
rank(B˜ + a(A˜)Aˆ) > n− t¯ ; hence by the irreducibility ofN
B˜+a(A˜)Aˆ it is possible to choose
Aˆ such that either Aˆ is regular or rank Aˆ > n− t¯ .
Let u¯1 − u¯2 > 2. If t¯ = 2 the claim follows by Proposition 4.5, hence we may assume
t¯ > 2. Let n¯ = u¯1 + u¯2 and let Q ∈N (n− n¯,K) be the matrix in Jordan canonical form
which has t¯ − 2 Jordan blocks of orders u¯3, . . . , u¯t . Let Hu¯1,u¯3(n¯,K) be the subvariety
of H(n¯,K) of all (C,D) such that rankD  n¯ − 2, u¯1  indD  n¯ − (u¯3 + 1). For
A,B ∈M(n,K) let A = (Aij ), B = (Bij ) where i, j = 1,2 and A11, B11 ∈M(n¯,K).
Let Hu¯1,u¯3,Q(n,K) be the subvariety of H(n,K) of all (A,B) such that B12,B21 = 0,
B22 =Q and (A11,B11) ∈Hu¯1,u¯3(n¯,K). Let
πu¯1,u¯3,Q :Hu¯1,u¯3,Q(n,K)→Hu¯1,u¯3(n¯,K)
be defined by πu¯1,u¯3,Q(A,B) = (A11,B11). Since Hu¯1,u¯3,Q(n,K) is homogeneous with
respect to the entries of A12, A21, A22 the morphism πu¯1,u¯3,Q is closed. By Proposition 4.5
the variety Hu¯1,u¯3(n¯,K) is irreducible and by Lemmas 2.2 and 2.3 all the fibers of
πu¯1,u¯3,Q have the same dimension. Hence by Lemma 4.6 the variety Hu¯1,u¯3,Q(n,K) is
irreducible. Then there exists (A′,B ′) ∈A such that the Jordan blocks of B ′ have orders
n¯ − (u¯3 + 1), u¯3 + 1, u¯3, . . . , u¯t¯ . If B ′ has this property there exists Aˆ ∈ NB ′ such that
rank Aˆ > n− t¯ and hence we get the claim. ✷
By Theorem 4.7 we get a proof of the following result and an extension of it to
algebraically closed fields K such that charK  n/2.
Corollary 4.8 (Briançon, 1977). If n ∈N, X is an algebraic surface over an algebraically
closed field K such that either charK = 0 or charK  n/2 and P ∈ X is nonsingular then
Hilbn(OP ) is irreducible of dimension n− 1.
Proof. By [11] the quotient of Ĥ(n,K) with respect to the action of GL(n,K) is a
variety isomorphic to Hilbn(OP ). Since Ĥ(n,K) is an open subset of H(n,K)×Kn by
80 R. Basili / Journal of Algebra 268 (2003) 58–80Theorem 4.7 it is irreducible of dimension n2 − 1 + n. Since the stabilizer of any element
of Ĥ(n,K) with respect to the action of GL(n,K) is trivial, we get the claim. ✷
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