Let S 0 ; : : :; S n be a symmetric random walk that starts at the origin (S 0 = 0), and takes steps uniformly distributed on ?1; +1]. We study the large-n behavior of the expected maximum excursion and prove the estimate E max 0 k n S k = r 2n 3
Introduction
We compute the large-n behavior of the expected maximum of a symmetric random walk S n = P 1 k n Z k ; n 0; with the initial position S 0 := 0, and with steps Z k drawn independently and uniformly at random from the interval ?1; +1]. Our result is applied to strip packings of rectangles and sharpens an expected-height estimate of Coffman and Shor [3] for rectangles with dimensions drawn independently and uniformly at random from 0; 1].
In broad outline, the analysis begins with an explicit formula for E max 0 k n S k which involves an awkward combinatorial sum. The asymptotic analysis of this sum is approached via Rice's method [6, x6.3. x 2 x 2 + j 2 # dx: (1) Interesting in its own right, the analysis of I n is given in Section 2, where we prove the following large-n asymptotic behavior. where a numerical evaluation gives the constant c = 0:297952 : : :.
It will be clear that coefficients of further lower-order terms could be calculated for Theorem 2, but it will be equally clear that the calculations quickly become very awkward. We apply Theorem 2 to the average-case analysis of the following simple algorithm for obtaining short packings of n rectangles into a semi-infinite strip of width 1 (rectangles have widths at most 1, they can not be rotated, and they can not overlap each other or the boundaries of the strip). The algorithm is illustrated in Figure 1 . 
For an average-case analysis, we adopt the uniform model in which the X i and Y i are 2n independent uniform random draws from 0; 1]. Then we obtain
since as observed in [3] , max 0 y 1=2 (y) is equal in distribution to max 0 k n S k . We have EH = n 4 + O(n 1=2 ) from classical results, but by substitution of Theorem 2 into (4), we obtain a much more precise estimate of the bound. We remark further on this bound in the last section.
Asymptotics of I n
We begin with a vital, but easily proved fact, viz., that the integral I n converges for all n 1. To see this, it is enough to observe that
Before giving the proof of Theorem 1, we need a few lemmas. as n ! 1, which on substitution into (6) gives (5).
Lemma 2 Let f n (z); n 1; and f(z) be analytic for jzj < r; and let f n (0) = f(0) = 0 and f 0 (0) 6 = 0. Furthermore, let f n (z) converge uniformly to f(z) for jzj < r. Then (i) there exist r 1 ; r 2 > 0 and N > 0, such that for n > N, f(z) and f n (z) are univalent for jzj < r 1 . The functions z = g(w); z = g n (w), which are the respective inverses of w = f(z); w = f n (z), are univalent for jwj < r 2 . In addition, g n (w) converges uniformly to g(w) for jwj < r 2 .
(ii) there exists a > 0 such that
; jwj < r 2 2 ; n > N; m 0:
Proof: Part (i) follows from a careful examination of the inverse function theorem for analytic functions applied to the sequence ff n (z)g. Part (ii) then follows from the Cauchy estimate for the coefficients of the power series for g n (w). We omit the details. Let w n (z) = 1 n n X j=1 ln(1 + j 2 n 2 z); n 1;
where ln is interpreted to be the principal value of the logarithm. Thus, w n (z) and w 1 (z) are analytic in the region D defined as the complex plane minus the slit ?1; ?1].
The functions w n (z) and w 1 (z) play a critical role in the proof of Theorem 1. In the next lemma, we collect various properties of these functions.
Lemma 3
The functions w n (z); w 1 (z) satisfy the following:
(ii) w n (z) and w 1 (z) are strictly increasing for 0 z < 1; w n (0) = w 1 (0) = 0; and lim z!1 w n (z) = lim z!1 w 1 (z) = 1; (iii) for 0 < r < 1, lim n!1 w n (z) = w(z) uniformly for jzj < r;
(iv) w 0 1 (0) = 1=3.
Proof: Part (i) follows from the fact that w n (z) is the Riemann sum for w 1 (z) and part (ii) follows from the fact that ln(1 + z) is strictly increasing for 0 z < 1, with ln(1 + 0) = 0 and lim z!1 ln(1 + z) = 1. 
In the sequel, we only need A n1 ; A n2 which we rename as A n and B n . Formulas for A n and B n are well known and yield
B n = 1 10 
In terms of z = n 2 =x 2 ; this becomes
where w n (z) is given by (7) . Integration by parts then yields I n = n 2 Z 1 0 z ?1=2 e ?nwn(z) dw n dz dz:
Let z = z n (w) be the inverse of w = w n (z). By Lemma 3(ii), z n (w) is defined for 0 w < 1, and so (18) may be rewritten 
The power series for z n can be computed by inverting the power series in (12) for w n (z). Thus, we can conclude from (12) and Lemmas 2 and 3 that, for some 0 < a < 1, z n (w) = w A n + B n A 3 n w 2 + O(w 3 ); 0 w a;
with the constant factor hidden in the O-term being the same for all n, up to a factor of (1 + O(n ?1 ). Taking 
where w 1=2 0; and the hidden constant factor is still uniform in n.
We now rewrite (19) as
where K(w) = n 2 z n (w)] ?1=2 e ?nw : From Lemma 2 we obtain that z n (w) increases in both n and w, for w 0. Hence, for large n, Z 
To evaluate ES + k using (26), the following combinatorial identities will be useful. 
Also by induction, one proves in particular that n (x n ) = n!; n (x n+1 ) = (n + 1)!x + n 2 (n + 1)!:
In (28), let F(x) be x n then x n+1 , and put x = 0. The lemma follows from (28) 
To compute I nj , let y = x ? 2j ? n] and consider the following cases. 
By Lemma 4, the first two terms on the right-hand side of (34) cancel, so we are left with
This sum does not seem to simplify, and adding the summation in (27) The leading term in E max 0 k n S k is easy to find, since the functional central limit theorem [4, xXV.5] states that the process Snt p n ; t 0 converges in distribution to standard Brownian motion ( 2 = 1=3 is the variance of the uniform step distribution on ?1; +1]). The probability that the maximum of standard Brownian motion starting at the origin exceeds x in the time interval 0; t] is given by 2 with an error of at most 10 ?19 .
Final Remarks
It would be interesting to know whether (4) is tight, or asymptotically so, within a constant term, i.e., does there exist a constant such that for any algorithm, n 4 + 1 2 E max 0 k n S k is within that constant of the expected packing height for all n sufficiently large? Note that this would follow if it could be shown that, with a probability that tends to 1 as n ! 1; all rectangles above the point where the downward slide of the right stack is stopped (see Figure 1 ) have a width at least 1=3.
The rectangle packing problem is an extension of the square packing problem studied earlier in [2, x7.1.2], in which square sizes are determined by uniform random draws from 0; 1]. For squares, the Y i in (2) need to be changed to X i . The problem is again to find the expected maximum positive excursion of an n-step random walk starting at the origin, but the random walk is now biased and nonhomogeneous. It is known that the expected packing height is EH = 3n 8 + (n 1=3 );
where the first term is EH 1=2 and the second term is the expected maximum of the random walk. However, the techniques in [2] shed no light on the hidden multiplicative constant (much less on lower-order terms).
