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Abstract
APPLYING DEEP LEARNING ON FINANCIAL SENTIMENT ANALYSIS
by
Cuiyuan Wang

Advisor: Changhe Yuan, Ph.D
Portfolio Investment has always been appealing to investors and researchers. In the past,
people tend to use historical trading information of the securities to predict the return or
manage the portfolio. Nowadays, the literatures have been proved that the market sentiment
could predict asset prices. Specifically, it has been shown that the stock market movement
is related to financial news and social media events. Thus, it becomes necessary to extract
the sentiment of the financial news. We explicitly introduce the application of dictionary
methods, traditional machine learning models and deep learning models on text classification.
The experiment results show that the deep learning models, especially, the LSTM model
performs best on text classification. Furthermore, we investigate the embedding layer of
the LSTM model and plot the important features on 2-D space with the t-SNE technique,
it shows that the semantic similar features clustered together in the space. Based on the
sentiment of each stock, we build several daily rebalancing trading strategies by incorporating
the sentiment extracted from the financial news articles. The trading strategies consider
the majority votes, sentiment change and top author opinions, we compare all the trading
strategies with market return, and evaluate each trading strategy from the long portfolio and
short portfolio. Most of the existing methods only consider the historical stock information
without adding the sentiment factor. Our contribution is to construct the trading model by
incorporating the sentiment factor and the result shows that our trading strategies beat the
market return and it is statistically significant.
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Chapter 1
Introduction
1.1

Research Problem

The focus of our thesis is the application of deep learning models on financial sentiment
analysis. As the emerge of financial social media, more and more investors tend to seek
advices from the on-line investment platform such as Seeking Alpha. Several decades ago,
the individual investors mainly rely on the financial experts from the investment bank. Big
data creates the opportunity for public to access the enormous volume data within which
contains valuable information. Thus the sentiment conveyed from the social media becomes
especially important for our analysis. Since the sentiment from the social media can sway the
stock market and people are more likely to follow the crowds. Sentiment Analysis has become
popular research area in decades, twitter sentiment can predict the Christmas holiday and
some other important events. Some popular financial social media updates very frequently,
human readers need to take time to digest the long blog articles discussed on the platform.
Therefore, the automatic analysis tool needed to help individual authors to extract the
main idea and sentiment to help people quickly make investment decisions. Therefore, the
investment banks tend to use artificial intelligence models to build high frequency trading
system to incorporate the sentiment into the predictive model to enhance the power of
1

predictability. In our thesis, we also developed the trading strategy to utilize the sentiment
of the financial news articles. The results show that the sentiment from the social media
platform is very quick, thus it applies short time interval.

1.2

Related Work

Portfolio Investment has always been appealing to investors and researchers. In the past,
people tend to use historical trading information of the equities to predict the return or
manage the portfolio. Nowadays, several literature ([11], [39], [7]) has been proved that the
news sentiment could predict stock prices. Specifically, it has been shown that the stock
market movement is related to financial news and social media events ([7], [39],[42]). Thus
it becomes necessary to consider the sentiment of the financial news as a factor to construct
the predictive model of the stock return. As the emerge of the investment forum or stock
message board and the incorporation of the data mining techniques, it is possible to crawl
the financial related news or articles from almost all the sources in a timely manner by using
modern tools such as Bloomberg terminal.
The financial news or articles are unstructured text format including the very short
messages written by individual investors and long blogs from experts. Most of the financial
articles need to be analyzed to find the sentiment or opinion of the author and it is not
realistic to label the data manually due to the huge volume of the data and the low efficiency
of human labeling. Thus researchers attempt to find automatic methods to classify the text.
Earlier research adopts the dictionary approach to label the financial news or articles ([22],
[5]). The most frequently used dictionary is Loughran-McDonald Sentiment Word Lists
(hereafter LM dictionary) which is based on all the words from 10-K financial statements
([29]). However, the LM dictionary is limited to match the words from fixed categories. Thus
it becomes necessary to find a method to classify the text generally based on the corpus.
As the widely application of machine learning into natural language processing, people
2

start to use machine learning models to classify the sentiment of the text. Most frequently
used machine learning model in economics literature is Naïve Bayes model (([1], [11], [28],
[2], [22]). The other machine learning models such as Support Vector Machine [1], Logistic
Regression and the ensemble models such as XGBoost are also applied and evaluated. The
advantage of machine learning model is independent of the corpus, and it uses the bag-ofwords technique to construct the input features of the machine learning models. Also, it has
the option to choose some important features only by using the feature selection methods
such as mutual information, chi-square (χ2 ), and F-value.
Traditional machine learning methods utilize the bag-of-words as the input features,
which sacrifices the order of the features and the context. In practice, different order of
words could compose different semantic sentences even with the same count of words. Deep
learning is capable of integrating the context and the sequential information by applying the
Long Short Term Memory neural network model ([21] ), which gains successful application
especially in the natural language processing area. The LSTM model encodes the historical
information of the context and is able to learn to forget the irrelevant information and
memorize the relevant information. Furthermore, the embedding layer of the LSTM model
could learn the similar semantic words by using the word embeddings ([3]). The word
embeddings represent each word in high dimensional numeric vector which is able to capture
the semantic similarity words in the space. Through the visualization of the word vectors
from high dimension into the two dimensional space by using t-SNE ([41]) technique, we can
find that the semantic similar words clustered together in the space.
More and more researchers start to investigate the internal structures of the deep learning
model and attempt to explain the results generated by the model. One of the research
directions is to analyze the relations between the softmax score and the classification result.
There is not a certain conclusion to show that higher softmax score representing a more
confident classification result. However, we analyzed the classification result and investigate
the softmax score generating the result, it shows that the results are more confident with
3

higher softmax score than the results produced by the lower softmax score. The aim of this
proposal is to find a method to improve the classification result through the analysis of the
softmax score. The most straightforward idea is to impose more weight on the samples with
low softmax score to enhance the learning with these samples. In the future, we plan to
explore more methods to improve the classification by investigating the softmax score of the
model. At least, we want to generate the classification result accompanied with a confidence
score which is capable of explaining the result generated by the black-box deep learning
model.

1.3

Research Framework

Our interest is on financial sentiment analysis, the previous literature has applied dictionary
approach to obtain the overall sentiment from given text. Related literature has also explored
the machine learning approaches to extract the sentiment from the financial text. As the
widely spread of deep learning models, we apply the deep learning sequence model, Long
Short Term Memory Neural Network, which is widely applied on natural language processing.
In our thesis, we evaluated dictionary approach, machine learning approach and deep learning
approach on the same dataset.
Deep learning model is the best model applied on the financial text for classification task
compared with the other models.

1.3.1

Dictionary Approach

In the past, researchers have been relying on dictionary-based sentiment analysis to measure the tone of a text. This method relies heavily on a pre-defined list (or dictionary) of
sentiment-laden words. Nevertheless, pre-defined lists are either too generic to be suitable
for financial texts, e.g. the Harvard IV-4 dictionary1 , or sample specific, e.g. the Loughran1

Please see http://www.wjh.harvard.edu/ inquirer/homecat.htm.
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McDonald Dictionary (hereafter LM Dictionary) [29] which is based on 10-K files.
[39] measures the interactions between the media and the stock market using daily content
from the Wall Street Journal ’s popular “Abreast of the Market” column. He finds that high
level of pessimistic words in the column precede lower returns the next day. Pessimism is
determined by word counts, especially negative and weak words counts, from the Harvard
H4N dictionary. In a subsequent study, [40] focus exclusively on the Harvard negative word
list using firm-specific news stories from Wall Street Journal and Dow Jones News Service.
They find that a higher frequency of negative words in firm-specific news stories is related
with lower subsequent earnings after controlling for trailing accounting information and
analyst forecasts.
[12] examines manager-specific optimism during earning conference calls. They report
that manager-specific tone is positively linked with future operating performance using the
[20] and [29] word lists. [38] develops measures of housing sentiment for 34 cities across the
U.S. by quantifying the tone of local housing news using Harvard H4N dictionary. Housing
media sentiment was found to have significant predictive power for future house prices,
leading prices by nearly two years. [29] criticizes the use of Harvard IV-4 list to gauge
managerial tone in corporate filings. [29] report that almost 75% of the harvard negative
words do not have pessimistic meaning when used in the context of financial documents.
As a result, [29] creates a list of 2,337 words that typically have negative implications in
finance topics. They use the word counts from the list to measure the sentiment of 10-Ks.
They examine whether frequency of negative words in 10-Ks are linked with subsequent stock
returns. It was found that negative words count based on H4N words does not systematically
predict 10-K filing returns while high negative words count based on the new list is linked
with lower 10-k returns. [19] uses both the LM positive and negative word lists to measure
the tone of financial columns in the New York Times from 1905-2005. The papers finds
that sentiment plays a role in forecasting future stock returns especially during economic
recessions. [7] studies investor opinions from Seeking Alpha website and finds that the tone
5

of opinions measured by LM negative word frequencies are linked with future stock returns.
The dictionary-based approach starts from a list of negative and positive words and uses
relative numbers of positive, negative, and total words in a document to calculate an article
score or an article tone. In some cases, an article is labeled as positive or negative depending
on whether the total number of positive words is larger than the total number of negative
words [22].

1.3.2

Machine Learning Approach

The dictionary method heavily relies on the given word-list, which is hard to adapt in different
corpus. As a result, machine learning methods become popular in sentiment analysis as they
could be used on classifying all kinds of financial texts. In the recent decade, machine
learning models have been widely used in text analysis especially text classification. In the
bag of words settings, machine learning methods consider the count of each word as features
or adopt the TFIDF weighting scheme which is the abbreviation of term frequency inverse
document frequency. TFIDF is a numerical statistic that is intended to reflect how important
a word is to a particular document among a corpus.
Previous studies use various machine learning techniques to study sentiment from financial texts. Those related machine learning techniques include Naïve Bayes ([1], [11], [28],
[2], [22]), Support Vector Machine [1], and discriminant-based classifier [11]. [1] examines
the effect of more than 1.5 million messages posted on Yahoo! Finance and Raging Bull
about the 45 companies in the Dow Jones Industrial Average and the Dow Jones Internet
Index. Bullishness is measured using both the Naïve Bayes and Support Vector methods.
The paper finds that stock messages help predict market volatility. Their effect on stock
returns is statistically significant but economically small. [11] develops a methodology for
extracting small investor sentiment from stock message boards. Five distinct classifier algorithms, including Naïve Bayes, discriminant-based classifier etc., coupled by a voting scheme
6

are found to perform well against human and statistical benchmarks.
[2] use both LM dictionary and Naïve Bayes methods to estimate aggregate stock opinions in individual tweets. The paper finds that the aggregate opinion successfully predicts
the company’s forthcoming quarterly earnings. They also document a positive association
between the aggregate opinion and the immediate abnormal stock price reaction to the
quarterly earnings announcements. [22] use the Naïve Bayes method to gauge the sentiment
contained in 363,952 analyst reports. They randomly select 10,000 sentences and manually
classify each sentence into one of the three categories: positive, negative, and neutral. Then
the Naïve Bayes method “trained” the parameters of the prediction model from the training
dataset, and the “trained” Naïve Bayes classifier is used to assign each sentence in the sample to the category with the highest predicted probability. It was found that investors react
more strongly to negative than to positive text, and analyst report text is shown to have
predictive value for future earnings growth in the subsequent five years.
While many studies use dictionary or machine learning approaches in estimating sentiment, we are not aware of any studies that have compared the performance among different
approaches in accounting, economics, and finance. Nevertheless, [34] implements machine
learning techniques for sentiment classification on movie reviews data set. They use Naïve
Bayes, Maximum Entropy, and SVM methods respectively and compare their accuracies.
The results suggest that Naïve Bayes classifier has the worst accuracy, while SVM has the
best accuracy. [14] analyzes a sample of 83 luxury fashion brands from facebook brand posts.
They use the LIWC2015 lexicon and RTextTools machine learning package to output sentiment tone; For the machine learning approach, they use the maximum entropy, bagging,
and SVM. They classify positive and negative sentiment separately. The results suggest that
maximum entropy has the best result on classifying positive sentiment while the bagging
method has the best result on classifying negative sentiment.
In the traditional machine learning methods, it is also feasible to extract the top features
according to the contribution or correlation of each feature to the category of the document
7

by using mutual information, χ2 and ANOVA F-test statistic, etc. ([33]) proposes that feature selection by mutual information could result in significant improvement in the accuracy
of Naïve Bayes classifier. Through feature selection, it can find out the relevant feature and
remove the noise. Also, the paper plots the relation between accuracy and the number of
features in a graph, which shows that the most highest accuracy achieves with the 80% of
the total number of features. Thus we could use the feature selection methods to choose the
appropriate number of features to reach the higher accuracy and faster computation time.
([17]) presents an empirical comparison of twelve feature selection methods evaluated on a
benchmark of 229 text classification problems gathered from Reuters, TREC, OHSUMED,
etc. In the paper, the results are analyzed according to different metrics such as recall, precision and accuracy. In general, BNS performs best at most situations except the precision.
Information Gain performs best for the precision measurement. It proposes the guideline for
text categorization and the search of relevant features.

1.3.3

Deep Learning Approach

Recently, deep learning neural networks made a breakthrough and produced state-of-the-art
results in many domains. As compared to “shallow” neural networks, deep learning is the
application of neural networks to learning tasks using the complicated structures, which tends
to capture the inherent dependencies among features. Due to the improvement of computing
power and the availability of training data, the deep learning approach becomes possible in
many fields. In particular, with the emergence of enormous user-generated content on social
media and websites, it is now feasible to conduct computational studies on individual opinions
or sentiments using deep learning approaches [45].
The main advantage of deep learning models is to map the input and output with the
association of “non-linearities”. Traditional econometric models are linear models and are
not capable of representing very high dimensional features. Unlike the linear model, the
8

deep learning model covers multiple layers and has the activation function to transform the
data in a non-linear relationship. Furthermore, it is easy to avoid overfitting by applying
regularization technique or setting up specific hyper-parameters such as dropout rate.
([37]) evaluated several neural network models including long short term memory, doc2vec,
and convolutional neural networks to stock market opinions posted in StockTwits. The results show that deep learning model is very effective for financial sentiment analysis, especially the convolutional neural network is the best model to predict sentiment of the authors
in StockTwits dataset. ([10]) compared traditional machine learning methods such as Naïve
Bayes, Support Vector Machine, Logistic Regression, and XGBoost with deep learning models, long short term memory neural network. The results show that deep learning model
outperforms the traditional machine learning models significantly in every metric including
accuracy, precision, recall, F1 and AUC. ([45]) summarized a list of deep learning models
on the application of sentiment analysis. In the survey, they mentioned the paper ([13])
which indicates that ANN produces superior results compared to SVM, especially on the
benchmark dataset of Movie Reviews, ANN outperformed SVM significantly, even on the
context of unbalanced data. In this paper, they adopted bag of words representation. However, most of the literature uses high dimensional word embeddings to represent each word.
([43]) introduces a Cached Long Short Term Memory neural network to capture the long
texts in document level sentiment classification, which beats the state of the art models on
three publicly available document level sentiment analysis datasets. In order to enhance
the interpretability of the deep learning model, ([27]) applies the Self-Attention Network, a
flexible and interpretability architecture for text classification. Experiments on sentiment
analysis shows an improvement of 2% when using self-attention mechanism compared to a
baseline without attention.
([30]) proposed novel model architectures to compute word vectors from a 1.6 billion
words data set. The experiment results show that the learned vectors provide state of the
art performance on measuring syntactic and semantic word similarities. ([10]) plots the
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word vectors for positive sentiment words and negative sentiment words, the results show
that the correctness of the word vectors is correlated with the accuracy of the deep learning
model used to predict the sentiment classification task. In Section 2 of Chapter 4, we give a
detailed description about the word embeddings technique, which is frequently used in the
deep learning model. In order to explore the interpretability of the deep learning model,
we can plot the word embeddings learned with the prediction task of the deep learning
model to see if the semantic similar words clustered together in the 2D space by utilizing
the visualization tools such as PCA or t-SNE, which are the dimension reduction technique
to reduce the high dimensional word vectors into 2-dimensional human readable plots.
Explainable AI has been emerging as people need to understand model before the deployment of the model. There are multiple perspectives to investigate the internal structure of
the deep learning model. The most important thing is to explore the method to improve the
classification accuracy by understanding more about the deep learning model. Our future
research plan is to investigate the black-box of deep learning neural network and find the
implicit functions between each layer, also the prediction results will be more convincing
along with the explanation.

1.4

Thesis Outline and Contributions

The remainder of this chapter formally introduces the notation of financial sentiment analysis
and summarize the different methodologies used throughout the rest of this dissertation
defense as well as the trading strategies. Chapter 2 introduces the research problem including
classification and regression. Chapter 3 describes the different methodology including the
dictionary approach, traditional machine learning approach and deep learning approach.
Chapter 4 presents the application of financial sentiment analysis, one of the application is
to develop the trading strategies. Chapter 5 describes the experiment in detail including the
dataset and the experiment results. Chapter 6 summarize our contribution and explore the
10

future direction.
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Chapter 2
Finance Problem
2.1

Financial Sentiment Analysis

Sentiment Analysis is the computational study of people’s opinions, sentiments towards the
entities such as products, events or stock market, etc. The research presented in this thesis
focuses on the sentiment analysis from the investment field. It is very expensive to afford
the experts from the investment banks, thus the financial social media provides the public a
place to consult the investment advices. Nowadays, as the emerge of online investment social
media platform, people tend to seek advices from these online investment forum instead of
relying on the financial experts from the traditional investment institutions. One of the most
popular platform is Seeking Alpha, which attracts 17 million views every month.
People usually make decisions according to peer’s advices, as the emerge of social network,
we can conduct big data analytics online instead of doing survey individually. Nowadays,
industry and researchers are especially interested with the sentiment analysis in the investment field. The ability to predict stock market volatility has always been of great practical
and research interest. It has been shown that the stock market movement is related to
financial news and social media events ([7], [39],[42]). The capability to extract sentiment
information from financial articles has always been appealing to researchers and market

practitioners since market sentiment could predict asset prices ([11], [39], [7]). However, it
is very time-consuming to analyze the sentiment of the financial articles manually since the
online platform updates very frequently, and there exists human judgement errors. Thus it
becomes necessary to find out an automatic analytic tool to extract the sentiment from the
text in order to help people make decisions timely.

2.2

Application on Finance

In the past, people tend to build the linear regression models or other complicated mathematical models to design the trading strategy, which incorporate the influencing factors.
Besides the macroeconomics, the financial statement and earning calls of each individual
company are also quantitatively analyzed during the prediction of the return of the equities.
Since the market sentiment is able to move the stock market asset prices, it becomes natural
to include the sentiment extracted from the financial news or articles when building the trading strategy. Based on the sentiment labels generated by the machine learning classifiers,
we can incorporate sentiment of a particular company discussed in an article to enhance our
trading strategy. Also, our experiment shows that the sentiment of the financial articles are
most effective and statistically significant in short time interval such as three days, which
is consistent with the literature, ([31]) states that the greater profitability prospects and
higher number of trading signals related to news in high time frequencies. Our focus of the
trading strategy is high frequency tradings such as daily rebalancing trading strategy. Given
more data and streaming computation tools available in the future, we can design the higher
frequency tradings such as minute bar.

2.2.1

Trading Strategy

There are multiple types of trading strategies, basically, we divide it into two types of
trading strategy. One type of the trading strategies is based on the mathematical modeling,
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which is not our focus in this proposal. ([44]) establish the mathematical modeling to
incorporate news sentiment into the trading strategies. In the paper, they explored the
impact of news on asset behavior using two sets of predictive models including univariate
models and multivariate models. The empirical results show that the univariate predictions
are far better than multivariate predictions. However, the multivariate models are especially
useful on constructing trading strategies and quantifying trading risk. They have taken the
principle of Black-Litterman and constructed Bayesian multivariate predictive models by
incorporating the domain expertise to improve the accuracy of the predictions.
The other type of the trading strategies is based on the machine learning models which
learn to predict based on the provided data including the financial dataset and external
factors such as news sentiment, which is the focus of our research. ([23]) analyzed financial
news articles from The New York Times and predict sentiment in the articles. They have
taken two approaches including manual classification and automatic approach using market
movements to produce the sentiment. For the automatic approach, they designated positive
sentiment if the log returns is greater than 0.031 for S&P 500 index data, and negative
if the log return is less than -0.0045, otherwise is neutral. The results indicate that the
stock market does not have a clear correlation with the news articles. ([25]) have conducted
experiments to analyze Apple Inc. company’s stock from 2013 to 2016 by utilizing the
machine learning classifiers including SVM, Random Forest and Naïve Bayes. The results
show that the stock trend can be predicted using news articles and previous price history.
Through the comparison of the results from the different classifiers, Random Forest performs
best ranging from 88% to 92%. In our research, we have designed daily rebalancing trading
strategy by incorporating the past three days’ financial articles, the results show that the
return is profitable as much as 35% per year and statistically significant. In Chapter 4, we
will describe our trading strategies in great detail.
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Chapter 3
Machine Learning Formulation
3.1

Machine Learning Approach

Machine Learning methods do not need a dictionary, the features come directly from the
document space, i.e., the corpus. We use each word from the documents as a feature, filtering
out the numbers and common company names. Each feature must be a legal English word.
The frequency of each word is regarded as the raw count of each feature, i.e., the number of
times a word appearing in a particular article. Then we construct a feature matrix which
consists of the documents as rows and the features as columns, and each entry of the matrix
is the feature count in the corresponding document.
We applied several machine learning methods, including SVM [9], Naïve Bayes [18],
Logistic Regression [35], and XGBoost [8]. In the following, we review these machine learning
methods.

3.1.1

Naïve Bayes

Naïve Bayes is a supervised classification algorithm based on the Bayes’ theorem while
assuming features are conditionally independent given the class variable. A class variable
C with k possible classes is denoted as Ck . A feature vector with n features is defined as

x = (x1 , x2 , ..., xn ). The goal of the Naïve Bayes probability classifier is to estimate the
probability of the problem instance belonging to each class outcome, the Bayes’ theorem
states the following relationship:

P (Ck |x1 , ..., xn ) =

P (Ck )P (x1 , .., xn |Ck )
,
P (x1 , ..., xn )

(3.1)

where P (Ck ) is the relative frequency of class Ck in the training set, P (x1 , .., xn |Ck ) is the
posteriori probability of the feature vector given the class variable Ck . Due to the conditional
independence assumption, we can use the following classification rule:
Cˆk = arg max P (Ck )
Ck

n
Y
i=1

P (xi |Ck ),

(3.2)

where Cˆk is the estimated class variable Ck .

3.1.2

Support Vector Machine

The Support Vector Machine algorithm can handle both the linearly separable data and
non-linearly separable data. The objective is to choose the hyperplane that minimizes the
generalization error. The solution to the SVM algorithm is the hyperplane with the maximum
margin (distance to the closest points). For a linearly separable data set, we adopt the hard
margin without any training error, and for a non-linearly separable data set, it uses the soft
margin with a slack variable ξ or a non-linear transformation kernel.
Assume there are N data points x ∈ RP , and y ∈ {−1, 1} (binary classification). The
general equation of a hyperplane in RP is w| · x + b = 0, where w ∈ RP is a non-zero vector
normal to the hyperplane and b ∈ R is the bias. Note that the definition of a hyperplane is
invariant to non-zero scalar multiplication. Hence we can scale w and b proportionally so
that minn=1,2,...,N |w| · xn + b| = 1.
With the above constraint, the distance of the closest data point to the hyperplane is 1.
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The margin is

1
.
kwk

We can formulate the primal optimization problem as to minimize
1 |
w · w.
2

(3.3)

We can further formulate the constraint to yn (w| xn + b) ≥ 1.
Now it becomes an optimization problem with constraints, and the constraint is an
inequality. To solve the problem, we need to apply the Lagrange multiplier with the KKT
condition. Define Lagrange multiplier αn ≥ 0, n ∈ [1, N ] with α being the vector of n
constraints. .
The Lagrangian can be defined as
N
X
1 |
αn (yn (w| xn + b) − 1)
L(w, b, α) = w · w −
2
n=1

(3.4)

Then we set the gradient of the Lagrangian for the primal variable w and b to zero.
For the soft-margin case, the optimization problem can be defined as to minimize:
N
X
1 |
ξn
w ·w+C
2
n=1

(3.5)

subject to the constraint yn (w| xn + b) ≥ 1 − ξn and ξn ≥ 0 for n=1 to N.
The Lagrange formulation becomes:
N
N
N
X
X
X
1
L(w, b, ξ, α, β) = w| · w + C
ξn −
αn (yn (w| xn + b) − 1 + ξn ) −
βn ξn
2
n=1
n=1
n=1

(3.6)

which minimizes with respect to w,b, and ξ, and maximizes with respect to each αn ≥ 0
and βn ≥ 0.
After dropping out the terms, the above formulation is the same as the hard margin case
except for one additional constraint αn ≤ C.
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As we apply the QP(quadratic programming) package to solve for α, most of the αn = 0.
For those αn > 0, the corresponding xn are the support vectors that lie on the margin.
The value of α can be used to determine the values of w and b. With the training data,
the following equation provides the predicted classification result for the SVM model:
h(xn ) = sgn(w| · xn + b)

3.1.3

(3.7)

Logistic Regression

Logistic Regression model uses a logistic function to model a binary dependent variable.
The parameters are estimated by maximum likelihood estimation. The output of the logistic
regression is within the range from 0 to 1. Thus, it is usually used as a classification model
by splitting the output with a threshold value. The logistic regression model will return the
probability of the positive class given the training data set and the learned parameters. It
classifies the new instance to be positive class if the probability is greater than or equal to
0.5. Otherwise, the instance is classified as a negative class.
The hypothesis function is defined as

hθ (x) =

1
1 + e−θT x

(3.8)

where hθ (x) = p(y = 1|x; θ).
The model predicts y=1 if hθ (x) ≥ 0.5, and predicts y=0 if hθ (x) < 0.5.
Furthermore, the model could be penalized for errors. Suppose the true label y=1, but
hθ (x) = 0. This means that the probability of predicting y=1 is 0. In such a scenario, the
cost would be infinity. On the other hand, if hθ (x) = 1 while the true label y=1, the cost
should be zero. Thus we can define the following cost function.

cost(hθ (x), y) = − log(hθ (x))
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(3.9)

if y=1;
(3.10)

cost(hθ (x), y) = − log(1 − hθ (x))
if y=0.

we can combine them together as: cost(hθ (x), y) = −y log(hθ (x)) − (1 − y) log(1 − hθ (x)).
Now we define the logistic regression cost function as:
m

1 X
J(θ) =
Cost(hθ (xi ), y i )
m i=1

(3.11)

To estimate parameters θ, we find the solution from minθ J(θ) by using the gradient
descent method.
Lastly, to make a prediction given new x, the model again uses hθ (x) =

3.1.4

1
.
1+e−θT x

XGBoost

XGBoost is a scalable tree boosting system and widely used to solve data science problems
in a fast and accurate way. As compared with other linear models, XGBoost aims to learn
the structure of the ensemble trees. The following is the objective function:

Obj =

n
X
i=1

l(yi , ŷi ) +

K
X

Ω(fk )

(3.12)

k=1

where the first term is the training loss which measures how well model fit on the training
data, and the second term is the regularization which measures the complexity of the trees,
n is the number of training examples, and K is the number of trees. The objective function
balances the predictive ability and simplicity of the model.
P
Assuming we have K trees, ŷi = K
k=1 fk (xi ), where fk is in the space of regression trees.
We can define fk as following:

fk (x) = ωq(x) , ω ∈ RT , q : Rd → {1, 2, ..., T }
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(3.13)

where ω represents the leaf weight of the tree, q represents the structure of the tree.
The complexity of the tree Ω(fk ) can be defined as:
T

1 X 2
ωj
Ω(fk ) = γT + λ
2 j=1

(3.14)

where T is the number of leaves, the second term is the L2 norm of the leaf scores.
We can not use stochastic gradient descent to learn the model because they are trees
instead of numerical vectors. Instead, we use boosting to learn by adding a new function
each step, thus the prediction at time t becomes

ŷi

(t)

=

t
X

fk (xi ) = ŷi (t−1) + ft (xi )

(3.15)

k=1

Thus, the objective function at round t becomes:

Obj

(t)

=

n
X

l(yi , ŷi ) +

i=1

t
X

Ω(fi ) =

i=1

n
X

l(yi , ŷi (t−1) + ft (xi )) + Ω(ft )

(3.16)

i=1

The goal is to find ft to minimize the objective. Consider to use Taylor expansion to
approximate the loss function, the objective can be rewrote as :

Obj

(t)

'

n
X

1
[l(yi , ŷi (t−1) ) + gi ft (xi ) + hi ft2 (xi )] + Ω(ft )
2
i=1

(3.17)

where gi = δŷ(t−1) (ŷ (t−1) − yi )2 = 2(ŷ (t−1) − yi ), hi = δŷ2(t−1) (yi − ŷ (t−1) )2 = 2
The above equation summed up all the instances, but we want to regroup by leaf, each leaf
can contain several data points. After regroup the objective by leaf, the objective function
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at round t becomes:
Obj

(t)

'
=

n
X

1
[gi ft (xi ) + hi ft2 (xi )] + Ω(ft )
2
i=1

n
X

T

1
1X 2
2
[ωq(xi ) + hi ωq(x
]
+
γT
+
λ
ωj
i)
2
2
i=1
j=1

T X
X
1 X
=
(
gi )ωj + (
hi + λ)ωj2 ] + γT
2
j=1 i∈I
i
j

j

From the above equation, we find that it is the sum of T independent quadratic function.
We can easily get the optimal value for the quadratic function by computing the derivative
and make it to be zero. Thus the optimal weight in each leaf, and the resulting objective
value are:
ωj∗ = −
where Gj =

P

i∈Ij gi , Hj =

T
1 X G2j
Gi
Obj = −
+ γT
Hj + λ
2 j=1 Hj + λ

P

i∈Ij

(3.19)

hi .

To find the best structure of the tree, we greedily grow the tree by starting from the tree
with depth 0, for each leaf node of the tree, try to add a split. The change of objective after
adding the split is:
G2L
G2R
GL + GR 2
Gain =
+
−
−γ
HL + λ HR + λ HL + HR + λ

(3.20)

where the first term is the score of the left child after splitting, and the second term is
the score of the right child, and then minus the score of the parent node when there is no
split. Also, we add one more leaf after the splitting, thus we need to minus γ to count the
complexity cost.
In practice, the model grows the tree and finds the best split through enumerating over
every feature for each node. For each feature, the model sorts the instances by feature value,
uses a linear scan to decide the best split along that feature, and finally, it takes the best
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split along all the features.
The final step is to prune the tree because the gain can be negative when the training
loss reduction is smaller than regularization term γ. But we will not stop split once the
best split has negative gain, because one negative split can further have positive split in the
future. Thus we grow a tree to maximum depth, then prune the leaf splits with negative
gain from bottom-up order.

3.1.5

Ensembles

3.1.5.1

Majority Voting

The majority voting classifier combines different machine learning classifiers and uses a
majority vote to predict the class labels as either positive or negative. The voting classifier
can be useful to balance out the weaknesses of each individual classifier.
In majority voting, the predicted class label for each document is the class label that
represents the majority of the class labels predicted by the individual classifiers. In our
case, we use three baseline machine learning classifiers: the Naïve Bayes, SVM, and Logistic
Regression, the majority voting classifier is always able to classify the sample articles.

3.1.6

Down Sampling

Our dataset is very imbalanced, 87% of the data are from the positive class and 13% data
are from the negative class for the seekingAlpha dataset. The classifier will tend to bias the
majority class if the dataset is imbalanced. We can down sampling the majority class to
have the same number of samples as minority class to make the dataset to be balanced.

3.1.7

Over Sampling: SMOTE

Similar as downsampling technique, we can also use oversampling to duplicate the sample
to make two classes have same number of samples. In the seeking alpha dataset, we could
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duplicate the negative samples to make it have the equal number as positive samples. In the
experiment, we show the results with downsampling and oversampling techniques.

3.1.8

Evaluation Criteria

In order to fully compare the performance among different approaches, we do not rely on
a single statistic. Instead, various evaluation metrics are used such as accuracy, precision,
recall, F-1 measure, and the Area Under Curve (AUC). The following are detailed definitions
for those performance measures:
• Accuracy: The fraction of correct predictions.

accuracy(y, ŷ) =

nsamples

1

X

nsamples

1(ŷi = yi )

i=1

where yi stands for the true label and ŷi stands for the predicted label.
• Precision (P): The percentage of true positive articles among all predicted positive
articles.
P recision =

TP
TP + FP

where true positives (T P ) is the total number of positive sample articles that are
correctly identified, and false positive (F P ) is the total number of negative sample
articles that are incorrectly identified as positive.
• Recall (R): The proportion of positive articles that are correctly identified.

Recall =

TP
TP + FN

where false negative (F N ) measures the total number of positive articles that are
incorrectly identified as negative.
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• F1: The F-measure or the F1 score is the harmonic mean of precision and recall.

F1 =

1
P

2
+

1
R

=2

P ·R
P +R

• Weighted F1: In the case of binary classification, precision and recall are calculated
for each label, and weighted precision and weighted recall can be calculated with the
number of true instances for each label as weights. The weighted F1 measure is defined
as the harmonic mean of the weighted precision and weighted recall. Weighted F1 can
be used to account for label imbalance in the sample.
Weighted Precision =

Weighted Recall =
Weighted F1 = 2

n1 · P 1 + n2 · P 2
n1 + n2

n1 · R1 + n2 · R2
n1 + n2

W eightedP recision · W eightedRecall
W eightedP recision + W eightedRecall

where n1 is the number of true instances in class 1 (eg. positive class), n2 is the
number of true instances in class 2 (eg. negative class), P 1 is Precision for class 1, P 2
is Precision for class 2, R1 is Recall for class 1, and R2 is Recall for class 2.
• ROC curve [16]: A receiver operating characteristic (ROC) curve is a graphical plot
that illustrates the performance of the binary classifier as its discrimination threshold
is varied. The ROC curve is created by plotting the true positive rate (TPR, also
called recall) against the false positive rate (FPR, also called fall-out rate) at various
threshold settings.
TPR =

TP
TP + FN

FPR =

FP
TN + FP

where T P is the number of true positives, F P is the number of false positives, T N
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is the number of true negatives, and F N is the number of false negatives. The ROC
curve can be generated by plotting the cumulative distribution function of the correct
detection probability on the y-axis versus the cumulative distribution function of the
fall-out probability on the x-axis.
• AUC (area under the ROC curve) [16]: AUC measures the entire area underneath the
ROC cure, the value of AUC is from 0 to 1, if a classifier has a larger AUC than another
classifier, it indicates that former classifier performs better. AUC can be interpreted
as the probability that the model ranks a random positive example more highly than a
random negative example. As the decision threshold is varied and a number of points
on the ROC curve have been obtained the simplest way to calculate the area under
the ROC curve is to use trapezoidal integration. [6]

AU C =

X
i

1
{(1 − βi · ∆α) + [∆(1 − β) · ∆α]}
2

where α = P (F P ), β = 1−P (T P ), ∆(1−β) = (1−βi )−(1−βi−1 ), and ∆α = αi −αi−1 .

3.2

Deep Learning Approach

Deep learning provides a very powerful framework for supervised learning by adding more
layers, a deep neural network can represent more complex functions especially nonlinear
functions. Since the deep learning model has more parameters due to the more layers and
more units within a layer, we have to consider the overfitting problem. In deep learning
model, it utilizes multiple regularization techniques to get rid of the overfitting issue such as
dropout rate and early stopping. Deep learning also applies gradient descent algorithm to
optimize the model. In paractice, we have a lot of methods to design and configure the deep
learning model to make it optimal for our task.
Deep learning model has been widely used in various applications, such as natural lan25

guage processing and image processing. The sequence model Recurrent Neural Network is
especially good at capturing the context information thus succeeds on natural language processing tasks. But the RNN model is not sufficient to capture the long sequence due to the
exploding gradient or vanishing gradient problem. Long Short Term Memory Neural Network is a variation of the RNN model, unlike the internal structure of RNN, LSTM model
adds the memory unit to memorize the relevant information and forget the unused context.
By applying the forget gate, input gate and output gate, LSTM is able to learn to memorize
the most relevant context only to get rid of the long sequence problem caused in the RNN
model. In the following section, we introduce the architecture for the RNN model and its
variation LSTM model.

3.2.1

Recurrent Neural Network (RNN)

Traditional machine learning methods take the raw count of features as the input matrix,
which sacrifices the order information. In practice, different order of words could compose
different semantic sentences even with the same count of words. Standard vanilla neural
networks with feedforward structures do not process sequential information. The reasons are
that they do not utilize previous states or contexts, and they also do not share parameters
among inputs as weights for each input are different in standard feedforward neural networks.
In the RNN model, weights for all inputs in different time steps remain the same. The RNN
model can capture the context and correlation among words. The input layer of the RNN
model is the embedding layer with the word embeddings [3], representing the words in high
dimensional numeric vector form. Initially, the embedding layer assigns vectors with random
numbers. The word embeddings eventually capture the semantic meaning of the context and
the relation of the context words along with the training of the RNN model.
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Figure 3.1: RNN model
The RNN model has the recurrence formula which makes loops as the following:

ht = fW (ht−1 , xt )

(3.21)

where ht is the hidden state at time step t capturing the memory of the network, ht−1
is the previous hidden state at time t − 1, xt is the current input at time t, fW is a tanh
function parameterized by W , and W is the weight of connections. The RNN model shares
parameters across the sequence, which is different from the standard vanilla neural network
that has different parameters for each input. This greatly reduces the total number of
parameters needed to estimate.
In order to train the model, RNN uses the backpropogation through time algorithm to
optimize the network and computes the gradient.
W is usually initialized to a normal distribution or identity matrix, and f 0 is the activation
function of tanh.
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3.2.2

Long Short-Term Memory Network (LSTM)

Theoretically, The RNN model can make use of information in the long horizon. In practice,
the standard RNN model is limited to only a few steps back due to the exploding gradient or
vanishing gradient problem. When computing gradient with a long distant, it just multiplies
the matrices along with the chain rule. If multiple numbers are greater than one, it causes
exploding gradient problem which can be solved by clipping the gradient to a small number.
If multiple numbers are less than one and multiply them together will yield to a tiny number
which causes the vanishing gradient problem. The vanishing gradient will stop the network
from learning. There are several ways to solve this problem, but the most efficient and
popular method is the LSTM model.
In order to capture the long-term dependencies, we apply the LSTM [21] model to the
hidden unit.
The standard RNN model only has a tanh gate in the hidden unit. LSTM is a variation
of the RNN model [36] which preserves the long term dependency. The LSTM has three
gates inside the hidden unit: input gate, forget gate, and output gate. The "input gate" is
used to decide how much input information to pass through. The "forget gate" is used to
control the relevant information passing through and remove the irrelevant information as
it applies the sigmoid function with output values between 0 and 1. If the value is 0, the
information is discarded; if it is 1, all information is kept. The "output gate" is a filtered
version of the cell state to control what to output. Also, it will update the memory cell state
to forget the irrelevant information and decide how much input information to pass through.
The final hidden state is the exposure version of the memory cell state.
The following is the formula for each gate:
Input Gate:
it = σ(W (i) xt + U (i) ht−1 )
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(3.22)

xt

Input Gate
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Output Gate
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xt

×
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×

ht

×
ft

Forget Gate

xt
Figure 3.2: LSTM model
Forget Gate:
ft = σ(W (f ) xt + U (f ) ht−1 )

(3.23)

ot = σ(W (o) xt + U (o) ht−1 )

(3.24)

cet = tanh(W (c) xt + U (c) ht−1 )

(3.25)

ct = ft ◦ ct−1 + it ◦ cet

(3.26)

Output Gate:

New Memory Cell:

Final Memory Cell:
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Final Hidden State:
ht = ot ◦ tanh(ct )

(3.27)

In sum, LSTM is commonly used to model sequential dependency. For our purpose, we
use the LSTM model to classify sentiment documents from the SA website.

3.2.3

Convolutional Neural Network (CNN)

Convolutional Neural Network ([26]) is a special kind of feed forward neural network which
contains several layers of convolutions with nonlinear activation functions such as ReLU and
subsampling (or pooling) layers used to reduce the spatial size of the representation. The
inspiration of CNN comes from the human visual cortex, and CNN is originally applied in
the field of computer vision. CNN scans through the input image with several filters and
multiply (element-wise multiplication) the weight of the filters with the values of pixels in
the input image. The sum of the multiplication represents the feature of the specific region
multiplied by the filters. After the filters finished scanning over the image, it will produce
a feature map. Then we use max pooling to get the max value to represent the feature and
then concatenate them together to form the feature vector, finally pass through the feature
vector to the softmax function to generate the classification result.
CNN can also be employed in NLP task, especially for sentence or document classification.
We can take sentence classification as an example, each sentence is represented by a matrix.
Each row of the matrix represents one word, the width of the matrix is the same as the
dimension of the word embedding. The filter is roughly 2 to 5 words, the convolution and
pooling computations are the same as described above. Finally, the output layer will generate
the prediction of the class. The following graph is a demonstration of the NLP application
by using CNN.
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3.2.4

Attention Mechanism

The inherent architecture for attention model is encoder-decoder structure by integrating
two separate RNN models, one RNN model called encoder, and the other RNN model is
called decoder. Attention model is originally designed for machine translation, however, it
is spread to many other application areas as well. It is developed to solve the long sequence
problem to make it generate the output when reading part of the long sentence instead of
reading the whole sentence and memorizing the long sequence. It is difficult for the neural
network to memorize a super long sequence, thus the attention model start generating the
output by reading the surrounding words within the local window based on the intuition of
how human translate the sentence just by reading part of the sentence rather than finishing
the whole super long sentence.
The attention model learns a collection of attention weight from each input word to
illustrate which context we should pay attention to for generating the current output word.
The sum of the attention weight for each output word should be 1. Finally, each output word
learns a context vector which is the weighted sum of each input feature and their attention
weight.
0

0

The attention weight α<t,t > = amount of attention y <t> should pay attention to a<t > ,
and the sum of attention weight is 1. The formula to compute attention weight is as follows:
Attention Weight:
0

α

<t,t0 >

= PT

exp(e<t,t > )

(3.28)

<t,t0 > )
t0 =1 x exp(e

0

0

where e<t,t > depends on the previous hidden state at time t − 1 and a<t > , we can learn the
0

function e<t,t > by training the network and using gradient descent.
Attention mechanism assigns different attention weight for the different input, each input
inherently contributes to the category of a class in different weight. Instead of passing the
last hidden state of the input sequence to the output, we consider the hidden state for every
input and learns the attention for each input to the output. After we learned the attention
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weight, then multiply the attention weight by the hidden state to get the attention score and
then pass through a softmax function to generate the score in the range of 0 to 1, which can
be used to generate the context vector by adding them up.
Attention mechanism works especially well on sequence2sequence model, but we can also
apply it on text classification to weight more on the important features in order to predict
the result more precisely.
3.2.4.1

Self Attention Model

We have applied the self attention model on the SA dataset, the classification result is almost
the same as LSTM result. But the self attention model could find the important features
and assign them more weight. We used the self attention model to generate a heatmap for a
sample article from SA dataset. The heatmap shows the important feature by tagging them
with red color, you can find that the word "long" has the darkest color since its importance
level is highest. The self-attention heatmap can not only tag the important features but
also tag them with various importance level. If our goal is to classify the sentiment of the
financial text, then we only need to use LSTM model because Self-Attention model is more
computation expensive since it requires n2 complexity.

3.2.5

Word Embeddings

We are using word2vec embeddings [30] in the input layer of RNN, representing the words
in high dimensional numeric vector form. Initially, we assigned the vector with random
numbers, after training through the neural network, the learned vectors could aggregate
the semantic similar words close to each other in the vector space. By using word2vec
embeddings, we can capture the inherent notion of similarity.
There are two word2vec models, skip-gram and continuous bag-of-words (CBOW).
The goal of learning neural network word embeddings is to predict the words appearing
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in the context given a center word and the objective function is to maximize the probability
of any context word given the current center word:

0

J (θ) =

T
Y

Y

t=1 −m≤j≤m,j6=0

P (wt+j |wt ; θ)

(3.29)

We can rewrite it as log likelihood, maximize J 0 (θ) is equivalent to minimize the following
loss function:

J(θ) = −

T
X
1X
log P (wt+j |wt )
T t=1 −m≤j≤m,j6=0

(3.30)

where represents all variables we will optimize. We use the softmax form to estimate
the probability of P (wt+j |wt ):
T

euo vc
P (o|c) = Pv
uT
w vc
w=1 e

(3.31)

where vc is the center word and uo is the context word, here we use dot product to
estimate the similarity. In order to train the model, we need to compute the gradient for
each vector, in order to save computation, we will adopt stochastic gradient descent to make
the computation faster and simpler.
3.2.5.1

Skip-Gram Model

Different with the neural language model ([4]) predicting the next word according to the
preceding words, the skip-gram model ([30]) is trained to find word representations that are
useful for predicting the nearby words in a sentence or a document. Given a sequence of
training words w1 , w2 , w3 , ..., wT , we can formally define the following objective function to
maximize the average log probability
T
1X X
log P (wt+j |wt )
T t=1 −c≤j≤c,j6=0
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(3.32)
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Figure 3.3: The Skip-gram and Continuous Bag-of-Words Models
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Figure 3.4: The Skip-gram and Continuous Bag-of-Words Models
where c is the size of the training context, T is the size of the vocabulary. The basic
formulation for P (wt+j |wt ) can be defined as following by using the softmax function:
0

expvwO

P (wO |wI ) = PW

w=1

T

vwI
0 Tv
wI

expvw

(3.33)

where vw and vw0 are the "input" and "output" vector representations of w since each word
has two vector representations, and W is the number of words in the vocabulary. However,
the computation cost of the above formulation is very expensive due to the denominator
which is proportional to W, and the vocabulary size is often very large such as millions.
([32]) proposed hierarchical softmax to reduce the computation logarithmically.
In sum, the Skip-gram model is to predict the surrounding words within a fixed size
window conditioned on the center word. In the following section, we will introduce the other
word2vec model which is the reversed operation.
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3.2.5.2

Continuous Bag of Words

Continuous Bag-of-Words model is to predict the center word based on the surrounding
words. Since there are multiple contextual words, we need to average their corresponding
word vectors to get a fixed length vector as in the hidden layer. Because the averaging
operation smoothes a lot of distributional information, thus the CBOW model better suits
for small dataset.

3.2.6

Visualization Methods

3.2.7

t-SNE

t-SNE [41] is a dimension reduction method which maps the data points in high dimension
to low dimension (two or three dimensions) and preserves the structure of the data. If a
data point xi is close to a data point xj in high dimension space, then the two data points
xi and xj should also be close in low dimension. t-SNE uses the joint probability of pairwise
data points to represent the similarities between data points. If one data point is similar to
the other data point, the joint probability between these two data points is relatively high.
Otherwise, the joint probability is relatively low. The high-dimensional pairwise similarities
are defined using the joint probabilities pij as the following:

pij = P

e(− xi − xj

k6=l

2

/2σ 2 )

e(−kxk − xl k2 /2σ 2 )

(3.34)

t-SNE assumes that data points mapped to the low-dimensional space follow a Student
t-distribution with one degree of freedom, and the joint probabilities qij are defined as:

qij = P

(1 + yi − yj

2 −1

)

2 −1
k6=l (1 +kyk − yl k )

(3.35)

In order to preserve the local and global structure of the data points, t-SNE minimizes
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the mismatch between the joint probability distribution P in the high-dimensional space and
the joint probability distribution Q in the low-dimensional space. It uses Kullback-Leibler
divergence to measure the mismatch. The cost function is defined as:

C = KL(P ||Q) =

3.3

XX
i

j

pij log

pij
qij

(3.36)

Quantitative Finance

The traditional economics models focus on time series model especially linear regression
model, the goal is to estimate the coefficient of the model which represents the main factor
to influence the model.

3.3.1

Fama-French 5 factor model

The Fama-French 5 factor model was proposed in 2015 by Eugene Fama and Kenneth French.
The model improves the Fama and French 3 factor model by adding two additional factors.
The formula of the model is specified as follows:

ri,t − rF,t = αi + β1 (rM,t − rF,t ) + β2 SM Bt + β3 HM Lt + β4 RM Wt + β5 CM At + it (3.37)
where ri is the return on the security, rF is the risk-free rate, rM is the market return.
SMB is the return spread between small capitalization stocks and large capitalization stocks.
HML is the return spread between high book-to-market companies and low book-to-market
companies. RMW is the return spread between profitable and unprofitable companies, and
CMA is the return spread between companies that invest conservatively versus companies
that invest aggresively.
The Fama-French 5 factor model is used to better explain average returns on portfolios
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formed to produce larege spreads in investment.

3.3.2

Volatility Evaluation

In order to evaluate the effectiveness of a particular model, we have to consider the return
and risk tradeoff. Usually, we can use standard deviation to measure the portfolio return’s
volatility.
3.3.2.1

Mean and Standard Deviation

Standard Deviation:

3.3.2.2

rP
(xi − u)2
σ=
N

(3.38)

t-statistics

t-value:

t=

mean
√σ
N

(3.39)

when t > 2 or t < −2, it is statistically significant.
3.3.2.3

Skewness

The most commonly used measure for a distribution is mean and variance. In order to get a
deeper understanding of the distribution, we are going to analyze the skewness value as well.
The skewness is a measure of the asymmetry of the probability distribution, it indicates how
much the underlying distribution deviates from the normal distribution as the skewness for
the normal distribution is zero. Skewness has three types, symmetrical, negative skew and
positive skew.
Symmetrical: when the skewness is close to 0 and the mean value is close to the median
value.
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Negative Skew: when the left tail of the histogram of the distribution is longer and the
majority of the observations are concentrated on the right tail. In this case, the median is
greater than the mean.
Positive Skew: when the right tail of the histogram of the distribution is longer and the
majority of the observations are concentrated on the left tail. In this case, the median is less
than the mean.
The following skewness formula shows how skewness is computed:
PN

− x̄)3
(N − 1)s3
i=1 (xi

skewness =

(3.40)

where σ is the standard deviation, x̄ is the mean of the distribution, and N is the number
of observations of the sample dataset.
Usually, we categorize the distribution to be symmetric when the skewness value is between -0.5 to 0.5. If the skewness value is between -1 and -0.5 or between 0.5 and 1, we
consider the distribution to be moderated skewed data. On the other hand, if the values less
than -1 or greater than 1, then the distribution is highly skewed.
3.3.2.4

Kurtosis

Kurtosis is a statistical measure that defines how heavily the tails of a distribution differ from
the tails of a normal distribution. Generally, kurtosis is used to identify whether the tails of a
given distribution contain any extreme value. In finance, kurtosis measures the financial risk.
A large kurtosis means a high level of risk for an investment because it indicates that there
are high probabilities of extremely large and extremely small returns. On the other hand,
a small kurtosis indicates a moderate level of risk because the relatively low probabilities
of extreme returns. Unlike skewness measures the symmetry of the distribution, kurtosis
describes the heaviness of the distribution tails.
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3.3.2.5

Sharpe Ratio

The Sharpe ratio was developed by Nobel laureate William F. Sharpe and it is used to evaluate the return of an investment compared to its risk. Basically, the Sharpe ratio measures
the reward(excess return) to risk (volatility) of a portfolio. It is the average return earned in
excess of the risk free rate per unit of volatility. Volatility measures the price fluctuations of
an asset, it is computed with standard deviation. The risk free rate of a return is the return
on an investment with zero risk. In practice, there is no real zero risk asset. Thus we use
the yield of a U.S. Treasury bond as the risk-free rate. The formula of Sharpe Ratio is as
follows:
Sharpe Ratio:
SharpeRatio =

Rp − Rf
StandardDeviation(Rp )

(3.41)

where Rp is expected portfolio return, and Rf is the risk free rate of return, which refers
to the theoretical rate of return of an investment with zero risk, usually it is based on the
interest rate on a three-month U.S. Treasury bill.
The Sharpe ratio assumes the investment returns are normally distributed, and it adjusts
a portfolio’s expected future performance after taking the excess risk. Generally, the greater
the value of the Sharpe ratio, the more attractive the return. The Sharper ratio is widely
used to calculate the risk-adjusted return.
3.3.2.6

Treynor Ratio

The Treynor ratio was developed by Jack Treynor, an American economist who invented the
Capital Asset Pricing Model (CAPM). It is a performance metric for determining how much
excess return was generated for each unit of risk taken on by a portfolio. The excess return
refers to the return earned above the risk free investment return. Unlike Sharpe ratio, the
risk in the Treynor ratio means the systematic risk as measured by a portfolio’s beta. Beta
measures the tendency of a portfolio’s return to change in response to changes in return for
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the overall market. The Treynor ratio allows the investors to adjust a portfolio’s returns for
systematic risk. The higher Treynor ratio, the more suitable of an investment.
Treynor Ratio:
T reynorRatio =

Rp − Rf
βx

(3.42)

where Rp is expected portfolio return, and Rf is the risk free rate of return.
βx is as follows:
βx =

Covariance(Rp , M arketReturn)
V ariance(M arketReturn)

(3.43)

The Treynor ratio attempts to measure the sensitivity of the portfolio’s return to the
market movement.
3.3.2.7

Drawdown

A drawdown is a peak to trough decline during a specific period for an investment. Basically,
it measures how much an investment is down from the peak before it recovers back to the
peak. Drawdown is typically quoted as a percentage, it is a measure of downside volatility.
The following formula is the equation to compute the drawdown.

Drawdown =

T roughV alue − P eakV alue
P eakV alue
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(3.44)
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Chapter 4
Feature Engineering
4.1

Dictionary Based Methods

Most of the literature from economics and finance applies existing word dictionaries to evaluate the sentiment score of the texts. A commonly used dictionary is Harvard Psychosociological Dictionary, which contains several pre-determined categorizes such as positive, negative,
active, passive etc. Finance and accounting researchers generally focus on the positive and
negative categories only, although it seems no much increment value in the positive word
lists. The limitation of the positive words is likely due to their frequent negation. Thus
most of the prior work uses the negative word list only to gauge text tone, specifically, the
Harvard-IV-4 TagNeg (H4N) file. [40] finds that high levels of pessimistic words in the Wall
Street Journal’s popular "Abreast of the market" column precede lower returns the next
day. In some contexts, the H4N list of negative words may effectively capture the tone of a
text. However, H4N is developed for the discipline of psychology and sociology, it is still a
question if it will apply equally good in the finance area.
[29] experimented with a large sample of 10-Ks during 1994 to 2008, which shows that
almost three-fourths of the words identified as negative by the Harvard Dictionary are words
typically not considered negative in financial contexts. They develop a dictionary, namely,

Loughran-McDonald Master Dictionary (thereafter, LM Dictionary) to better reflect tone
in financial text. In our research, we only focus on the positive and negative categories. In
total, there are 2337 words in the negative word list and 353 words in the positive word
list. Apparently, there are substantially fewer words in the positive category than in the
negative category. Thus the LM dictionary performs better on classifying the documents
with negative tone than the documents with positive tone. We have conducted experiments
to downsampling the proportion of the negative words, as long as the number of negative
words decreases, the recall of negative class decrease as well.
The dictionary-based approach starts from a list of negative and positive words and uses
relative numbers of positive, negative, and total words in a document to calculate an article
score or an article tone. In some cases, an article is labeled as positive or negative depending
on whether the total number of positive words is larger than the total number of negative
words [22].
Polarity classification could vary across different domains. For example, the word “unpredictable” can be positive if it describes a movie. However, it is negative if it describes a car
steering. In order to capture domain-dependent sentiment polarity, [29] created a dictionary
(hereafter LM dictionary) based on all the words from financial statements. There are 354
positive words and 2,355 negative words in the LM dictionary. In current analysis, each
word from the dictionary is regarded as a feature. The frequency of a word appearing in an
article is the word count. Each word contributes a positive or negative score depending on
its polarity in the LM dictionary as well as word count. If a word is negative and appears 5
times in an article, its score is -5. We sum up all the word scores to obtain the total article
score. If the article score is positive, the article is classified as positive. Otherwise if the
article score is negative, the article is negative [5]. We ignore articles with a score equal to
zero as we do not consider neutral articles. Although simple, this dictionary-based method
has shown decent accuracy in current analysis.
Because some words from the LM dictionary have a lot of inflections, such as “lose”, “lost”
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and “losing”. We also use the LM dictionary root words which consolidate all the inflections
together (hereafter LM-root). Our list of root words are from that of [24] which consolidates
all the inflections for words in the LM dictionary. In total, there are 123 positive root words
and 718 negative root words. As it appears, however, the result is very similar with that
from LM dictionary.

4.1.1

Weighting Scheme: TFIDF Weighting

To examine the effect of feature weighting, we use tf-idf to weight each word instead of just
word count. TFIDF, short for term frequency inverse document frequency, is a numerical
statistic that is intended to reflect how important a word is to a document in a collection
or corpus. Let D be a document collection, t a term, and d a document. Term frequency
tf (t, d) is the raw count of t in d. The inverse document frequency (idf) measures whether
a term is common or rare across all documents. It is defined as

idf (t, D) = log

|D|
,
|{d ∈ D : t ∈ d}|

(4.1)

where |D| means the total number of documents, and |{d ∈ D : t ∈ d}| means the total
number of documents where d appears. Finally, tf-idf is calculated as:

tf idf (t, d, D) = tf (t, d) · idf (t, D)

4.2

(4.2)

Feature Selection Methods

If we use all the words in the documents as features, it will have 30,831 features in total,
which makes the feature matrix have 30,831 columns. We can reduce the feature matrix
size by applying feature selection methods to choose the most important top features only.
We used 34% documents as training data to calculate the top 10 percent features using
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various methods. We applied three widely used feature selection methods including mutual
information, χ2 and f value.

4.2.1

Mutual Information

The mutual information (MI) of two random variables is a measure of the mutual dependence
between the variables. More specifically, it quantifies the “amount of information” obtained
about one random variable through the other. It is equal to zero if and only if two random
variables are independent, and higher values mean higher dependency.
Formally, the mutual information of two discrete random variables X and Y can be defined
as:
I(X, Y ) =

XX

p(x, y) log(

y∈Y x∈X

p(x, y)
)
p(x)p(y)

(4.3)

where p(x, y) is the joint distribution of X and Y, and p(x) and p(y) are the marginal
probability distribution of X and Y respectively.
In this paper, we calculate the mutual information between each feature and the class
label to obtain the dependency between feature and the class. If the value is higher, it means
that particular feature is more indicative of the class variable. Then we choose the top 10
percent features to be the most informative features and use them as input for the machine
learning models.

4.2.2

χ2

This method selects the features with the highest values for the χ2 test statistic from a
feature relative to the classes. The chi-square (χ2 ) test is a useful statistical test to look at
the independency between two categorical variables and is computed as follows.
2

χ =

n
X
(Oi − Ei )2

Ei

i=1
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(4.4)

where Oi is the number of observations of type i, Ei is the expected frequency of type i, n
is the number of types.
Similar with the other statistical test, it sets up the Null Hypothesis with the two categorical variables are independent, then compare the value of the test statistic to the critical
value of χ2α with degree of freedom= (r − 1)(c − 1), where α is the level of significance, r is
the number of rows and c is the number of columns of the contingency table, and reject the
null hypothesis if χ2 > χ2α .

4.2.3

F-Value

The F-test in one-way analysis of variance is used to assess whether the expected values of a
quantitative variable within several pre-defined groups differ from each other. The formula
for the one-way ANOVA F-test statistic is:

F =

explained variance
.
unexplained variance

(4.5)

The “explained variance” is:
K
X
i=1

ni (Ȳi − Ȳ )2 /(K − 1).

(4.6)

where Ȳi denotes the sample mean in the i-th group, ni is the number of observations in the
i-th group, Ȳ denotes the overall mean of the data, and K denotes the number of groups.
The “unexplained variance” is:
ni
K X
X
i=1 j=1

(Yij − Ȳi )2 /(N − K),

(4.7)

where Yij is the j th observation in the ith outcome of K groups and N is the overall sample
size.
Although the above feature selection methods could find out the indicative features, it
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did not improve the result compared to the raw count features without any feature selection
methods. However, it can make the computation feasible when the number of features is too
large, sometimes it can dramatically save the training time since it used fewer features.
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Chapter 5
Machine Learning Methods
In this thesis, we discuss the application including classification and regression. The classification task is to extract the sentiment contained in the financial text, and then we can
further move on to regression problem based on the sentiment label generated by classifiers.

5.1

Application on Classification

In this thesis, we discuss two research problems including classification and regression. The
classification task is to extract the sentiment contained in the financial text, and then we can
further move on to regression problem based on the sentiment label generated by classifiers.
Sentiment analysis has gained huge attention especially in the finance field because more
and more literature points out that the stock market movement is related with the market
sentiment and financial news ([]). It is a difficult task to analyze the unstructured text such
as long blogs or articles even with financial experts, and the task becomes more challenging
as the emerge of big data in recent decades. As the enormous computation power available
and the success of machine learning especially deep learning models, it becomes possible to
replace the manual analysis of the sentiment by applying text mining techniques. Nowadays,
more and more user generated data becomes available online, people tend to seek advices from

online platform instead of traditional institutions. Thus it becomes necessary to generate an
automatic classification tool to extract the sentiment or opinion from unstructured text.
In the past, the economists choose to apply the existing dictionaries with sentiment score
for each word on the analyzed text such as the frequently used Harvard IV-4 dictionary
and Loughran-McDonald Sentiment Word Lists (hereafter LM Dictionary), which contain
the sentiment polarity for each word. Even though the LM dictionary composed the words
from the 10-K files thus it is more applicable to the financial corpus, but it is still limited to
certain domain especially 10-K files. Furthermore, its sentiment polarity is discrete, which
can not differentiate the strength of the sentiment. The SentiWordNet dictionary contains
the continuous sentiment score for each word and differentiate the syntax meaning of the
same word. Regardless of it, all these three dictionaries are fixed built-in word lists without
flexible adaption to the different corpus.
Nowadays, we have various data sources especially from social network such as twitter and
online news media. Traditional dictionary methods are not adequate to be used as an effective
tool to extract the sentiment from the text. Therefore, we applied the machine learning
methods including Naïve Bayes ([1]), Support Vector Machine ([1]), Logistic Regression,
and ensemble method such as XGBoost. From the results of the experiment, the machine
learning models performs better than the dictionary methods. Also, we applied the deep
learning model, Long Short Term Memory Neural Network, which is specially for natural
language processing, the empirical result shows that the deep learning model performs best
on every metrics including accuracy, precision, recall and F1-score.
The classification task provides the basics to the regression task since the classified sentiment label can be used as input to the regression model. We need to have accurate sentiment
information in order to construct effective models, the classification result generated by deep
learning models is better than human experts and it is more efficient and less cost. Based
on the classification result, we can not only build the regression model, but also construct
the trading strategy by incorporating the sentiment factor.
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5.2

Application on Regression

The most frequently used regression model is linear regression, which is widely applied on
finance domain. Nowadays, as we have more data, it becomes challenging to incorporate
enormous factors to the regression model especially for the high dimensional data. In additional to the traditional econometrics models, we also applied the machine learning models
including SVR and deep learning model on the regression problems, especially for the stock
prediction problems includes stock price estimation and stock return prediction.

5.2.1

Linear Regression

In economics, the most frequently used model in economics is linear regression model. The
linear regression model assumes a linear relationship among all the included factors. It
incorporate all the influencing factors into the model and estimate the coefficients for each
factor. The weight of each factor represents the relationship between the factor and the
predicted variable. Linear regression is a linear function to model the relationship between
a dependent variable and multiple independent variables. The independent variables are
also called the explanatory variables. In linear regression model, we need to estimate the
coefficient for each independent variable. The estimated coefficient represents the weight of
each influencing factor. We need to fit the model with the training data, the cost function
is least square function. Our objective is to minimize the generalization error.
The formula for linear regression model is as follows:

yi = β0 + β1 xi1 + ... + βp xip + i (5.1)
where y is the predicted value, and each xip is the independent variable which influence
the dependent variable y, βp are the coefficients or weight for each xip .
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5.2.2

Support Vector Regression

Support Vector Machine is widely used in classification problem and performs well in most
classification tasks. In fact, support vector machine can also be extended to solve regression
problems. This method is called Support Vector Regression. Similar as the support vector
classification, it generates the result depending only on a subset of the training data. There
are three different implementations of support vector regression. In our experiment, we
adopt the LinearSVR because it provides a faster implementation than SVR.
The primal problem can be formulated as follows:

minw,b 12 wT w + C

5.3

P

i=1

max(0, |yi − (wT φ(xi ) + b| − ))(5.2)

Application on Author Ranking

Nowadays, people tend to follow the advices from the influencers, especially in the stock
forum. Since the opinions from the authors and the stock return data are available, it is not
difficult to match the opinion from the authors with the stock return direction to check the
accuracy or predictability for each author. Furthermore, we are able to rank the authors
according to their consistency with the stock return tendency. If we try to follow the top
authors opinions, we have to assume the predictability ability for each author is consistent,
it would become meaningless if a particular author shows quite different accuracy among
different time. We can evaluate the consistency for each author according to their historical
performance.
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5.4

Application on Trading Strategy

Previous literature has proved that the sentiment is able to sway the stock market, thus it
is reasonable to incorporate sentiment as a factor to predict the stock return. Based on the
sentiment contained in each news article, we developed three trading strategies including
majority votes strategy, sentiment change strategy and top author strategy. The majority
votes strategy collects the votes for each particular stock and rank the votes to choose the
top 20 percent ranking stocks to buy and bottom 20 percent ranking stocks to sell. The
sentiment change strategy focuses on the ranking for the change of the votes. The most
increased sentiment indicates the bullish signal and the most declined sentiment indicates
the bearish signal. In order to be consistent with the majority votes strategy, we choose
top 20 percent most increment sentiment to buy and most decrement 20 percent sentiment
to sell. The top author strategy assumes the author has historical consistency on their
predictability ability, which means that it is possible to identify the top authors by their
historical performance. We use one year as the rolling period, and find out the authors with
more than 50 percent accuracy and follow their advices to buy or sell the stocks in the next
year.
In the following sections, we introduce each of these strategies and compare them from
the results in different time interval and various perspective. The thesis develop multiple
trading strategies and compare each of them from all aspects. Most importantly, we need to
compare each trading strategy with the market return.

5.4.1

Majority Votes Strategy

To construct a profitable portfolio, we need to have adequate stock tickers to select. There
are not enough stock tickers before 2013, thus we only use the data set from 2013 to 2017.
The investors tend to react immediately right after the articles published on the SA website.
Concerning the time manner, we develop two daily rebalancing strategies. Figure A.9 shows
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the first strategy in a sliding window manner. On each trading day, we collect the articles
from the past three days. For example, we aggregated the votes for each stock discussed from
last Friday until 9:30 am on Monday if the current trading day is on Monday. Next, we rank
the votes received by each stock. The top 20% stocks are chosen to buy and bottom 20%
stocks are chosen to sell around the closing time on Monday. We rebalance our portfolio on
Tuesday using the same manner and repeat this transaction on each trading day. The second
trading strategy collects the articles from the past week as shown in Figure A.10. On each
trading day, we rank the votes of the stocks discussed from the past week until 9:30 am on
the current trading day and choose the top 20% stocks to buy and the bottom 20% stocks to
sell around the closing time on the current trading day. Given 1$ as the initial investment,
we rebalance our investment portfolio every trading day in a sliding window manner. The
final revenue will be obtained at the end of 2017.

5.4.2

Sentiment Change Strategy

Sometimes, it is more important to detect the sentiment change which can reflect the investor
tendency. For instance, people suddenly becomes bullish to a particular stock, which provides
more confidence to buy that stock. In our assumption, the stock signal is more strong when
the sentiment changes. According to this assumption, we rank the stocks by the percentage
change of the sentiment, and buy the top twenty percent stocks and sell bottom twenty
percent stocks. The results are not very significant as majority votes strategy.

5.4.3

Top Author Strategy

The top author strategy assumes the author has historical consistency on their prediction
ability, which means that it is possible to identify the top authors by their historical performance. We use one year as the rolling period, and find out the authors with more than
50 percent accuracy and follow their advices to buy or sell the stocks in the next year. The
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mean of the daily return for the top authors (accuracy>0.5) is 0.0018, and t value is 2.6. The
mean of the daily return for the authors with less than or equal to 50% accuracy is 0.0012.
Even though the authors with less than or equal to 50% accuracy from the previous year
is positive, the result is not statistically significant. Note that the overall market return is
positive, which might be the reason why the low accuracy authors still have positive return.

5.4.4

Comparison

5.4.4.1

Long and Short Portfolio Combined

We construct a more aggressive long-short portfolio, not only long the stocks which fall into
the top quintile, but also short the stocks with the bottom quintile. We develop two daily
rebalancing strategies with different information windows. For the first trading strategy in
Figure A.9, we collect the articles published in the past three days. Figure A.10 depicts
the second trading strategy, which collects the articles published in the past week. From
Table ??, we can see that the first strategy performs much better than the second one. In
terms of the t-statistics value, the first strategy is t-significant with the t-value of 3.83, which
means that the result is statistically significant and robust. The mean daily return of the
first strategy is 0.001395. There are 252 trading days per year, therefore, the year return is
approximately 35.16%. Figure A.11 shows that an initial investment 1$ becomes 5.21$ at
the end of 2017 by adopting the long and short portfolio based on the articles collected in
the past three days.
However, the second strategy collecting the articles in the past week is not statistically
significant with the t-value of 1.69. Meanwhile, the approximate year return is 9.25%, which
is much lower than the first strategy.
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5.4.4.2

Long Portfolio vs. Market Return

In order to compare the performance between our strategy with the market return, we
analyze the long portfolio due to the market return is long-only. In the construction of the
long portfolio, we only buy the stocks with the sentiments ranking top 20% then rebalance
our portfolio around the closing time on each trading day. Figure A.12 plots the trend for
long portfolio and market return respectively. It shows that the long portfolio based on
the sentiments from the past three days almost always beats the market return from 2013
to 2017, especially the long portfolio strategy that performs dramatically better than the
market return after 2016. The final revenue of the long portfolio is 2.23$ and the market
return is 2.07$.
From this perspective, our strategy leads to a better return than the market return, and
the result is statistically significant. In sum, we should build a trading strategy in a short
time interval due to the instant market change in response to the investment social media.
5.4.4.3

Long Portfolio vs. Short Portfolio

In order to compare the top 20 percent ranking stocks with bottom 20 percent ranking stocks,
we build long portfolio with top ranking stocks only and short portfolio with the bottom
ranking stocks only respectively. In our assumption, the top ranking stocks should perform
better than the bottom ranking stocks if our trading strategies are effective. From the figure
of sentiment change strategy, we constrast the performance between top 20 percent stocks
and bottom 20 percent stocks. It clearly shows that the top ranking stocks are always more
profitable than the bottom ranking stocks. On the other hand, we should buy the stocks
once the sentiment becomes positive. If the sentiment of the investors become negative, it
doesn’t give any clear signal to the loss.
For the majority votes trading strategy, top 20 percent stocks are always more profitable
than the bottom 20 percent stocks. However, the trend doesn’t seem desirable at the first
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year. Same like sentiment change trading strategy, the bottom ranking stocks do not show
a clear signal to the loss of the return. If our goal is to build a long portfolio, we should
choose the top ranking stocks based on sentiment change strategy instead of majority votes
strategy.

5.4.5

Historical Stock Prices Strategy

Based on the market efficient hypothesis, the stock prices already contained all the information including the intrinsic feature from the specific company and the market sentiment
incurred by the news or broad economic scenario. Therefore, we want to construct a model to
predict the future stock prices considering the historical stock prices only. We just assume it
exists a complicated relationship between the historical stock prices and future stock prices.
The traditional prediction model tends to build the simple linear regression model to find
the relationship. In this thesis, we applied deep learning models to predict the future stock
price by providing the historical stock prices as input.
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Chapter 6
Experimental Results
In order to evaluate the effectiveness for different machine leaning models, we adopt multiple
dataset to train our model and evaluate the performance from different metrics to ensure
the model is robust.

6.1
6.1.1

Data
Seeking Alpha Dataset

Our research studies articles downloaded from the Seeking Alpha website(hereafter SA). SA
is an online crowd-sourced content service provider for financial markets. The website derives
its content from independent contributors who could be stock analysts, traders, economists,
academics, financial advisors, and industry experts. Articles submitted to SA are subject to
editorial changes. The review process intends to improve the quality of submitted articles
without interfering with authors’ opinions, i.e., whether articles are bullish or bearish, are
determined by contributing authors and not by SA editors.
SA contributing authors usually express their opinions on stocks. Some articles contain
ideas about multiple stocks, while others only present single stock discussions. In our re-

search, we focus on single stock articles. SA allows authors not only to write articles but
also to post comments in response to articles. In order to avoid the interference of comments
posted after an article, we ignore all comments in our data set. SA categorizes some of
the articles to be bullish-idea and bearish-idea articles. In the research, we only study this
unique group of articles. Given the information, we should be able to identify the sentiment
of those articles. Those articles labeled as bullish ideas are classified as bullish articles and
have positive sentiment. Those articles labeled as bearish ideas are classified as bearish
articles and have negative sentiment.
We download all opinion articles published from January 1, 2006 to December 31, 2015
on the SA website. After removing the articles on multiple stocks, ETFs, and ETNs, we have
157818 single-ticker articles in total. Among those downloaded single-stock articles, 60418
articles are marked as bullish or bearish ideas, and the rest 97400 articles do not have labels.
As discussed earlier, with this unique group of labeled articles, we can directly evaluate the
classification performance among traditional machine learning methods and deep learning
methods. Among those labeled single-stock articles, 52461 articles are bullish ideas, and
7957 articles are bearish ideas. The ratio of the number of bullish articles to bearish articles
is 6.59 to 1, suggesting that the majority of articles in our sample show positive sentiment.
Table A.1 presents the summary statistics of the articles used in the study.
In the following sections, we give brief introduction about the automatic methods to
extract the sentiment from the text including dictionary and machine learning methods.

6.1.2

Bitcoin

In order to validate the robustness of the experiments, we applied the same models on the
bitcoin news data as well. We crawled news from a popular bitcoin news website, called
bishijie.com. There are no sentiment label for bitcoin news thus we choose to use the return
of bitcoin as labels. We assume the bitcoin price is driven by the bitcoin news and prove
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our assumption by the experiment. We tested multiple time interval after the publish of the
bitcoin news. In the experiment, we use 1 minute as the time interval. The bitcoin news
is from 2017/10/19 to 2018/02/21, the number of total news is 12763. The bitcoin news
updated very frequently, thus we choose to use the short time interval to match with the
bitcoin price. Since the price of bitcoin fluctuates a lot within the experiment period, we
classified the news as positive when the bitcoin return is above 20%, and negative otherwise.
We experimented with different threshold and report the result with the threshold of 20%.

6.2

Experimental Design

Our main data set is from SA. As described in the data section, there are 3,194 articles with
sentiments clearly revealed by authors. Among which, 2,799 are positive articles and 395 are
negative articles.
We use both the lexicon and machine learning methods to estimate article sentiments
and compare the results with the true article sentiments. For the lexicon method, we use
the LM dictionary, the LM root only dictionary, and the Harvard-IV-4 TagNeg (H4N) file,
to extract keywords from articles and obtain the sentiment score by adding up the feature
counts multiplied with the feature polarity. LM dictionary is from that of [29], LM-root
dictionary is constructed by following that of [24]. In the machine learning method, we use
three individual approaches: SVM approach, the Maximum Entropy Model, and the most
often used machine learning approach in finance and accounting, the Naïve Bayes approach.
We also use the majority voting classifier to combine the results from those three classifiers.
Before we apply the machine learning approach, we filtered out all the numbers, stop
words, company names, and limited the features to be English words only. For the machine
learning approach using all words as features, we use 75 percent articles as training data
and the remaining 25 percent as the testing sample. Each word is regarded as a feature and
we consider unigram only. We construct a feature matrix with the feature count in each
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document as the matrix value. The feature matrix is then fed into the machine learning
model implemented by the Python sklearn package.1
When using feature selection methods described in Section 3 for dimension reduction,
we used one third of all documents as training data to select top features. The rest of the
data is then split into two parts, 75 percent of the remaining data is used as training data
to find the right machine learning model, the model is used to classify the sentiment for the
remaining 25 percent of the data. The predicted classifications are then compared with the
true labels to evaluate the performance of various machine learning models.

6.3
6.3.1

Experiment Results
Results from Seeking Alpha Articles

Panel A of Table A.3 presents the result of the dictionary approach based on the raw count
of feature words. The first four columns of the table list the confusion matrix. Among
the 3074 bullish (88%) and 425 bearish (12%) articles, the classification based on the LM
dictionary, LM-Modified dictionary correctly identified 1942 and 2012 bullish articles, and
337 and 356 bearish articles respectively. There are 208 and 185 articles with zero sentiment
score based on the LM dictionary, LM-Modified dictionary respectively. Those articles with
equal number of positive and negative feature words are not counted in Table A.3.
Looking at the other evaluation criteria, the overall accuracy for the LM and LM-Modified
are 0.69 and 0.71 respectively, suggesting that LM-Modified dictionary is better in terms of
accuracy. The LM and the LM-Modified are able to correctly identify 67% and 69% bullish
articles based on recall-positive, and 83% and 88% bearish articles respectively based on
recall-negative. However, the large number of false negatives for both approaches suggests
that they all incorrectly classify many bullish articles to be negative. As it turns out, among
1

Detailed information about the Python sklearn package is at http://scikit-learn.org/stable/index.html.
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all articles that are classified as bearish, only 26% and 28% are correctly identified for the
LM and LM-Modified approaches.
Overall, both dictionary approaches have the tendency to over classify articles as negative
articles. One explanation is that both dictionaries contain more negative feature words than
positive feature words, so they can extract more negative words than positive words from
each article. As a result, it is more likely to classify articles as negative articles. To test
this hypothesis, we randomly drop negative words from the dictionary until the number of
negative words is similar to the number of positive words in each dictionary. The result
shows that the recall rate of negative articles drops dramatically with the decline of the
number of negative words while recall positive and precision negative increase. The overall
accuracy improves as more articles are classified as positive articles2 .
In Panel B of Table A.3, we present the results when tf-idf weighting scheme is used
on LM-Modified dictionary in classifying articles. Surprisingly, the performance does not
improve as overall accuracy actually drops.
For the machine learning approach, we first randomly split the data set into training and
testing samples as described before, and apply the machine learning methods to the data.
The data set is unbalanced with positive articles 7 times of negative articles. From the results
in Panel A of Table A.4, among 765 bullish and 110 bearish articles as the testing sample,
using all words as features, the classifiers based on the SVM, NB, Logistic Regression, and
the Voting method correctly identified 746, 711, 740, and 744 bullish articles, and 57, 50, 62,
51 bearish articles. Both Logistic Regression and SVM perform better than that of the NB
classifier.
The overall accuracy for the SVM, NB, Logistic Regression, and Voting methods are
0.92, 0.87, 0.92, and 0.91 respectively, again the SVM and Logistic Regression are better
than that of the NB classifier. The results are similar in terms of weighted F1 and AUC.
The SVM, NB, and Logistic Regression are able to correctly identify 98%, 93%, and 97%
2

Results are available upon request
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bullish articles based on recall-positive, and 52%, 45%, and 56% bearish articles respectively
based on recall-negative. Panel A in Table A.4 illustrates the results using all words as
features, and Panel B demonstrates the results based on selected top 10% features. Results
are slightly better based on all features than on the selected features. However, if the sample
is very large, machine learning with feature selections might take less time and save memory
space. Overall, the Logistic Regression classifier has the best results, and SVM is a close
second while NB is ranked the third.
The three machine learning classifiers and the voting method perform better in classifying
positive class than in classifying negative class. One explanation is that as the data set is
very unbalanced towards positive bullish articles, the prior probability is biased towards the
positive class, the machine learning classifiers then tend to classify articles into positive class.
To examine the impact of unbalanced sample on our results, we down sample the number
of positive articles gradually until the number of positive articles is the same as the number
of negative articles. The results are presented in Table A.5. The original unbalanced data
set has a 7.2:1 positive to negative ratio, and both precision and recall positives are greater
than precision and recall negative. As the ratio between positive and negative articles moves
towards parity, the precision and recall positives decrease while precision and recall negative
increase, which suggests that the original unbalanced data set makes the machine learning
approach more likely classify articles into positive class.
Table ?? presents the results from 10-fold cross validation. Results from Panel A are
consistent with the previous results in Table A.4, i.e. the Logistic Regression classifier
performs the best, with the SVM Classifier a close second while the Naïve Bayes method
performs the worst in terms of accuracy, weighted F1, and AUC. The ROC curve from Figure
?? clearly shows that Logistic Regression classifier has the largest AUC, and the NB method
was slightly better than the LM dictionary method. In general, machine learning methods
outperform dictionary based methods significantly according to Tables A.3, A.4, ??, and
Figure ?? .
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Compared with the dictionary approach, machine learning approaches do not use any
dictionary as features, they are more flexible and domain-independent. The results suggest
that machine learning methods have better performance across nearly all evaluation metrics
including accuracy, weighted F1, AUC, recall positive, and precision negative. The only
exception is recall negative where dictionary approaches have the tendency to over classify
articles as negative articles. While machine learning methods could lean towards the dominant class if the data set is very much unbalanced, machine learning methods are still more
balanced in predicting both positive and negative classes. Within the machine learning approaches, Logistic Regression classifier has the best results, the SVM is a close second, and
NB was the worst in terms of many evaluation criteria.

6.3.2

Results from BitCoin dataset

In the experiment, we choose 80% data as training data and the rest as testing data. The
result shows that the SVM performs best among all the traditional machine learning methods. Naive Bayes performs worst, which is consistent with the other two dataset. Logistic
Regression model’s performance is close to SVM. Bitcoin dataset contains short news, we
can see that SVM and Logistic Regression performs better on the financial articles both for
the long articles and short news. For each classifier, it performs better on the positive class
than the negative class. Even though the overall accuracy is just 0.71, but it is promising to
build trading strategies based on the bitcoin news since the accuracy is above 50%, which
provides the arbitrage opportunity to trade the bitcoin. In the future, we will train the bitcoin dataset with deep learning model and design trading strategy based on the classification
result.
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Chapter 7
Conclusion
7.1

Summary

In this thesis, our research focus is on financial sentiment analysis. We divide it into two
parts, classification and regression. In the first part, we evaluate various machine learning
models on the multiple dataset to figure out the best classifier. The deep learning model
beats all the other machine learning models on every measurement including accuracy, precision and recall. We applied the LSTM model on our dataset to extract the sentiment
contained in the financial text, the accuracy achieves at 95%. Based on the sentiment, we
develop multiple trading strategies including majority votes strategy, sentiment change strategy and top author trading strategy. In order to compare with different trading strategies,
we compare each of them with the market return. Furthermore, we analyze the top 20%
chosen stocks with bottom 20% stocks to compare their return. The results show that the
top ranking stocks gained much more excess return than the bottom ranking stocks.

7.2

Conclusions and Contributions

Our contribution in this thesis is to systematically analyze all the machine learning methodology and summarize each method based on multiple dataset. The machine learning models
are widely used in various field, we want to apply the machine learning models, especially
the deep learning model on the financial domain. Furthermore, we want to incorporate the
sentiment of the financial news articles as an important factor when constructing the trading
strategies or stock prediction models. There are multiple influencing factors to build a stock
prediction model including the GDP, unemployment rate and the company financial statement, but the media news plays an important role in deciding the stock prices. We make
the financial news become a quantitative measure and incorporate it into the construction
of the trading strategies.

7.3

Future Research

Our preliminary results show that the deep learning method, Long Short Term Memory
Model (LSTM), outperforms all the other traditional machine learning methods, including
Naïve Bayes, SVM, Logistic Regression, and XGBoost on almost all metrics. Furthermore,
we are able to design effective trading strategies based on the sentiment analysis of those
financial articles. We have shown that the daily rebalancing trading strategy collecting the
stock sentiment from the past three days is profitable and statistically significant. However,
we still need to explain why LSTM model performs best and explore more about the internal
structure to strength our beliefs. This section proposes to extract the Softmax value to
analyze the correlation between Softmax value and classification accuracy. We present a
novel methodology to improve deep learning prediction through the analysis of the softmax
output. We apply the long short-term memory (LSTM) model to predict the classification
result on financial articles. The result shows that the high softmax value implies high
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confidence of the prediction from the plot between the softmax output and the true label. The
misclassified samples aggregate around the softmax output 0.5, whereas, there are very few
misclassified samples fallen on the softmax output 0 or 1. In order to explain the correlations
between softmax output and prediction confidence. We proposes the methodology to test
whether it will improve the performance of the model through imposing more weight on
those unconfident samples.
Deep learning model can not also be used in classification task, but also can be applied
on the regression task. We can also use deep learning model to predict the stock price since
the stock price is a sequence problem. There are some literature to use deep learning model
on stock price prediction, our future direction is to build deep learning model to predict the
stock price by incorporating the historical stock prices and news sentiment.
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Appendix A
Tables and Figures

Table A.1: Summary Statistics: Seeking Alpha Long Short Idea Articles
Year

Bullish
(Positive)

Bearish
(Negative)

Ratio

20062015

52458

7957

6.59: 1

Mean No.
of
Words Per Article
1156

Standard
Deviation
842

• Articles were published from January 1, 2006 to December 31, 2015 at
http://www.seekingalpha.com.
• Articles studied were labelled either as long ideas or short ideas by SA.
• Articles with long ideas are 86.8% of the sample while articles with short ideas are
13.2% of the sample.
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Table A.2: Summary Statistics: Bitcoin news from bishijie
Time Period
2017/10/19-2018/02/21

number of news
12763

• bitcoin news are crawled from 2017/10/19 to
2018/02/21, the number of total news is 12,763.
• we used the bitcoin return as the label, if the return is
above 20%, then it represents positive label, otherwise
we classified as negative label.
• we experimented with different time intervals, including different minutes bar after the news published.

Table A.3: Classifications on SA Articles: Dictionary Approach
Panel A: Raw Count Result
Precision Precision Recall
Recall
Dictionary
TP
FP
TN
FN
Positive Negative Positive Negative
P
N
P
N
( T PT+F
) ( T NT+F
) ( T PT+F
) ( T NT+F
)
P
N
N
P
LM
31943 1206 6481 17941 0.96
0.27
0.64
0.84
(64%) (16%) (84%) (36%)
LM-Modified 34645 1026 6693 15567 0.97
0.3
0.69
0.87
(69%) (13%) (87%) (31%)
HD
23099 991
6831 27786 0.96
0.2
0.45
0.87
(64%) (16%) (84%) (36%)
Panel B: Weighting Scheme for LM-Modified
TFIDF
29671 969
6984 22772 0.97
0.23
0.57
0.88

Accuracy Weighted AUC RunTime
F1
(Seconds)
0.67
0.72
0.74 37.97
0.71

0.76

0.78

37.87

0.51

0.58

0.66

39.28

0.61

0.67

0.72

76.81
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• Articles studied are downloaded from Seeking Alpha from the period of January 1, 2011 to December 31, 2013, there are 3074
bullish (positive) and 425 bearish (negative) articles. Bullish articles are 88% of the sample while bearish articles are 12% of
the sample. Articles are classified as bullish (positive) if the number of positive feature words are greater than the number of
negative feature words, and vice versa. Those articles with equal number of positive and negative feature words are not counted.
• TP, TN, FP, FN stand for True Positive (bullish articles correctly identified), True Negative (bearish articles correctly identified),
False Positive (bearish articles incorrectly identified as bullish), and False Negative (bullish articles incorrectly identified as
bearish) respectively. Numbers in parentheses correspond to sensitivity, fall-out, specificity and miss rate. sensitivity=T P/P =
T P/(T P + F N ), and fall-out=F P/N = F P/(F P + T N ), and specificity=T N/N = T N/(T N + F P ), the last term miss
rate=F N/P = F N/(F N + T P ).
• LM dictionary ([29]) has 354 positive words and 2355 negative words, LM-modified has added “short", “shorting", “long" and
“longing" as the corpus-specific features, Harvard dictionary has 1554 positive words and 4187 negative words.
eightedP recision×W eightedRecall
T P +T N
WeightedF1 is 2 W
T P +F P +T N +F N .
W eightedP recision+W eightedRecall where WeightedPrecision is
n1 ∗P recisionP os+n2 ∗P recisionN eg
2 ∗RecallN eg
and WeightedRecall is n1 ∗RecallP nos+n
, and n1 and n2 are the total numbers of bullish
n1 +n2
1 +n2

• Accuracy is defined as

and bearish articles respectively. AUC is the area under the ROC curve.

Table A.4: Classification on SA Articles: Evaluation of Machine Learning Approaches

Method

TP

FP

TN

FN

SVM

10019 486

1024 555

NB

9394 522

988

10021 416

1094 553

(95%) (32%) (68%) (5%)

Panel A: Raw Count Vectorizer
Precision Precision Recall
Recall
Positive Negative Positive Negative Accuracy Weighted AUC RunTime(Seconds)
P
N
P
N
( T PT+F
) ( T NT+F
) ( T PT+F
) ( T NT+F
)
F1
P
N
N
P
0.95
0.65
0.95
0.68
0.91
0.91
0.92 40,137

1180 0.95

0.46

0.89

0.65

0.86

0.87

0.84 36

0.96

0.66

0.95

0.72

0.92

0.92

0.93 91

XGBoost 9122 207

1303 1452 0.98

0.47

0.86

0.86

0.86

0.88

0.94 105

LSTM

1452 435

Panel B: LSTM model
0.77
0.96
0.87

0.95

0.95

0.97 33,900

(89%) (35%) (65%) (11%)

LR

(95%) (28%) (72%) (5%)

(86%) (14%) (86%) (14%)

9984 213
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(96%) (13%) (87%) (4%)

0.98

• SVM, NB, LR, and XGBoost stand for Support Vector Machine, Naïve Bayes, Logistic Regression, and eXtreme Gradient Boosting
methods respectively. TP, FP, TN, FN stand for true positive, false positive, true negative, and false negative respectively.
• LSTM represents Long Short Term Memory model. The best model was obtained at epoch 33.
• 80% data are randomly chosen as the training data, the rest as testing data.
• Numbers in parentheses correspond to sensitivity, fall-out, specificity, and miss rate. sensitivity=T P/P = T P/(T P + F N ),
fall-out=F P/N = F P/(F P + T N ), specificity=T N/N = T N/(T N + F P ), miss rate=F N/P = F N/(F N + T P ).
• Accuracy is defined as

T P +T N
T P +F P +T N +F N .

P recisionweighted ∗Recallweighted
n1 ∗P recisionP os +n2 ∗P recisionN eg
,
P recisionweighted +Recallweighted , where P recisionweighted =
n1 +n2
n1 ∗RecallP os +n2 ∗RecallN eg
, and n1 and n2 are the total numbers of bullish and bearish articles respectively.
n1 +n2

• F 1weighted = 2 ∗

• AUC is the area under the ROC curve.

Recallweighted =

Table A.5: SA Classification Machine Learning Downsampling and Oversampling with All Features
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Method

TP

FP

TN

FN

SVM
NB
LR
Voting

83
74
82
79

17
15
14
17

93
95
96
93

20
29
21
24

Precision
Positive
P
( T PT+F
)
P
0.83
0.83
0.85
0.82

SVM
NB
LR
Voting

195
181
192
188

32
30
23
29

70
72
79
73

22
36
25
29

0.86
0.86
0.89
0.87

SVM
NB
LR
Voting

397
374
396
395

51
44
44
44

61
68
68
68

23
46
24
25

0.89
0.89
0.9
0.9

SVM
NB
LR
Voting

616
595
610
613

46
52
43
46

54
48
57
54

28
49
34
31

0.93
0.92
0.93
0.93

SVM
NB
LR
Voting

712
723
716
732

51
68
58
60

63
46
56
54

49
38
45
29

0.93
0.91
0.93
0.92

Panel A: 1:1 pos-neg ratio
Precision
Recall
Recall
Negative Positive
Negative
N
P
N
( T NT+F
) ( T PT+F
) ( T NT+F
)
N
N
P
0.82
0.81
0.85
0.77
0.72
0.86
0.82
0.8
0.87
0.79
0.77
0.85
Panel B: 2:1 pos-neg ratio
0.76
0.9
0.69
0.67
0.83
0.71
0.76
0.88
0.77
0.72
0.87
0.72
Panel C: 4:1 pos-neg ratio
0.73
0.95
0.54
0.6
0.89
0.61
0.74
0.94
0.61
0.73
0.94
0.61
Panel D: 6:1 pos-neg ratio
0.66
0.96
0.54
0.49
0.92
0.48
0.63
0.95
0.57
0.64
0.95
0.54
Panel E: Oversampling
0.56
0.94
0.55
0.55
0.95
0.4
0.55
0.94
0.49
0.65
0.96
0.47

Accuracy
0.83
0.79
0.84
0.81

Weighted
F1
0.83
0.79
0.84
0.81

AUC
0.9
0.85
0.9
0.9

RunTime
(Seconds)
3.6
0.42
0.43
3.52

0.83
0.79
0.85
0.82

0.83
0.79
0.85
0.82

0.89
0.86
0.9
0.89

7.05
0.55
0.67
7.16

0.86
0.83
0.87
0.87

0.85
0.83
0.87
0.87

0.89
0.82
0.9
0.89

13.12
0.84
0.99
12.52

0.9
0.86
0.9
0.9

0.9
0.86
0.89
0.89

0.89
0.79
0.89
0.9

19.34
1.13
1.4
19.38

0.89
0.88
0.88
0.9

0.89
0.87
0.88
0.89

0.87
0.75
0.89
0.89

50.84
2.58
3.49
51.42

• SVM, NB and LR stand for Supporting Vector Machine, Naïve Bayes and Logistic Regression methods respectively. The majority
voting classifier uses the majority votes from three classifiers to predict the class labels.
• The table is based on all features only. The original data set has a 7.2:1 positive to negative ratio.
• Oversampling duplicate negative articles to make it have the same number of articles as positive articles. (SMOTE)

Table A.6: Bitcoin result: Evaluation of Machine Learning Approaches
Method

Accuracy

SVM
NB
LR

0.71
0.62
0.7

Precision
Positive
0.72
0.64
0.71

Precision
Negative
0.69
0.6
0.68

Recall Positive
0.76
0.72
0.74

Recall Negative
0.65
0.51
0.64

• bitcoin news are crawled from 2017/10/19 to 2018/02/21, the number of total news is 12,763.
• we used the bitcoin return as the label, if the return is above 20%, then it represents positive
label, otherwise it is negative label.
• The above experiment result is using 1 minute after the news published as the time interval.

Table A.7: majority votes strategy in different time interval
Time Interval
past 3 days
past 5 days
past 7 days

mean daily
return
0.0007
0.0006
0.0005

mean year
return
0.177
0.159
0.117

standard
deviation
0.01
0.008
0.007

t-value

Sharpe ratio

2.58
2.72
2.36

0.07
0.08
0.07

• The majority votes trading strategy ranks each stock by the votes it received, and select
the top 20% ranking stocks to buy and bottom 20% stocks to sell.
• The trading strategy tests different time interval, and we collect the news from either the
past three days, past five days or past one week.
• The trading strategy is daily rebalancing trading strategy, we trade the stocks each trading
day and compute the final return at the end of 2017.
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Table A.8: sentiment change strategy in different time interval
Time Interval
past 3 days
past 5 days
past 7 days

mean daily
return
0.0007
0.0003
0.0005

mean year
return
0.173
0.063
0.126

standard
deviation
0.01
0.006
0.005

t-value

Sharpe ratio

2.22
1.4
3.91

0.06
0.04
0.11

• The sentiment change trading strategy ranks each stock by the change of the votes it received, and select the top 20% most increasing sentiment of the stocks to buy and bottom
20% most decreasing sentiment of the stocks to sell.
• The trading strategy tests different time interval, and we collect the news from either the
past three days, past five days or past one week.
• The trading strategy is daily rebalancing trading strategy, we trade the stocks each trading
day and compute the final return at the end of 2017.

Table A.9: Top Author Strategy Long and Short Portfolio
Author Level
Mean Daily Return Accumulative Year Return
>50% accuracy
0.0018
0.448
<=50% accuracy 0.0012
0.29

Standard Deviation t-value
0.023
2.6
0.024
1.62

• We use 50% accuracy as the threshold to divide the groups of the authors because we don’t
have adequate data from the other higher threashold.
• We evaluate the accuracy of the authors over the previous year, then select the top authors
with more than 50% accuracy to and follow the recommendations (buy or sell) from these top
authors in the current year.
• Top author strategy adopts one year rolling period, we followed the recommendation to buy or
sell the stocks from the top authors who are selected by their performance/accuracy in 2013.
• The mean of the daily return from the top authors with more than 50% accuracy from the
previous year is 0.0018 in the current year, and the result is statistically significant due to the
t-value is greater than 2.
• Even though the authors with less than or equal to 50% accuracy from the previous year
is positive, the result is not statistically significant. Note that the overall market return is
positive, which might be the reason why the low accuracy authors still have positive return.
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Seeking Alpha
Long Ideas
A “Positive” Article about Apple (414 total words)
My Apple Eureka Moment
Article URL: https://seekingalpha.com/article/185721-my-apple-eureka-moment
Feb. 1, 2010 4:54 AM ET | 37 comments | About: Apple Inc. (AAPL) by: Stephen Rosenman
Author: Stephen Rosenman (https://seekingalpha.com/author/stephen-rosenman)
As I watched Apple's (NASDAQ:AAPL) stock price go into the toilet Friday, I felt paralyzed. Could things
be this bad?
And then, my wife dropped her cell phone into the toilet. I don't mean to complain, but come on. I
didn't scream. I've been married too long; I know better. Rather, I had a eureka moment: Notebooks
can't fall into the toilet, cell phones can.
Everything has a life: Notebooks, cell phones, media players, desktops. Nobody gets out of here alive
including all those gizmos. Some people can keep their notebooks a long time; my daughter's kept hers
going for 6 years! Our desktop is 8 years old (should I name it? who wants to get attached?). But
nobody, and I mean nobody, keeps their cell going for that long. Two years tops, if you go by my family.
Which brings me to the point of the piece. Cells have short lives. In the past, the cell drowns and you go
and buy whatever's on sale, any dumb phone will do. This time, the brief life of the cell plays into the
hands of the smart phone manufacturers. For the first time, brand addiction is going to be the driving
factor.
The iPhone, like other Apple products, has a horde of loyal followers, somewhere north of 30 million.
Unlike the notebook and desktop, the product cycle is short. With a device, estimated to have gross
margins of 60%, the implications are extraordinary. In the past, cell phone users bought what was
available because there was little to differentiate the product. Now, when the inevitable happens,
expect iPhone users to re-up.
Analysts and pundits all talk about expanding markets for the iPhone: China, South America, Asia.
However, no one talks about the extraordinarily short lifespan of the cell, something that will keep a
huge base of sales going for many years to come.
It is the big story for Apple. Bigger than non-GAAP sales going GAAP. Bigger than the iPad. Bigger than
China. iPhones have been out fewer than 3 years. Those 30 million plus owners are likely to replace
theirs in what will seem a financial blink of an eye. This is going to be the biggest driver of Apple's
earnings: A high margin, high priced product that must be purchased at least every 3 years.

Disclosure: Long AAPL

Figure A.1: First sample article from Seeking Alpha
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Seeking Alpha
Short Ideas
A “Negative” Article about Tesla (648 total words)
Tesla’s Elon Musk is A Part-Time CEO
Article URL: https://seekingalpha.com/article/544071-teslas-elon-musk-is-a-part-time-ceo
Apr. 30, 2012 6:28 PM ET | 76 comments | About: Tesla Motors (TSLA) by: Stone Fox Capital
Author: Stone Fox Capital (https://seekingalpha.com/author/stone-fox-capital)
It has long been known that Elon Musk of Tesla Motors (NASDAQ:TSLA) was a CEO focused on other ventures. He is
currently the CEO and Chief Designer of SpaceX and Chairman of SolarCity beyond his role of CEO and Product Architect
of Tesla Motors.
I'm tired just thinking about all the work he does. He is juggling so many roles that at some point one has to slip up.
Doesn't it? Elon is a brilliant guy and he clearly must have some strong people helping lead these companies. He has
gotten farther with both Tesla Motors and SpaceX than numerous other start-ups in those fields.
Since these multiple roles were well documented when Tesla went public back in 2010, it isn't something that has held
back the stock that recently hit all time highs of nearly $40. Is this really much different than Steve Jobs handling the
development of iTunes, iPhone, iPad and the starts of iTV? He was very controlling in those decisions, but the difference
is that he wasn't serving multiple masters. If Steve put aside work on the iPod, it was only to produce a new product
such as the iPhone that made Apple (NASDAQ:AAPL) a better company.
This all brings us back to the CNBC interview that was released on Friday that got me to focus back on this subject.
SpaceX has a major launch on May 7th that clearly has Elon focused enough away from Tesla to perform a major
interview. So whom is running the ship at Tesla at the moment? Why isn't he out promoting the launch of the Model S
that is just around the corner as well.
This rocket launch on the 7th is so major, as it will be the first shuttle by a private company to the International Space
Station. Any problems with the rocket launch would undoubtedly impact the stock of Tesla.
Why? It would drastically impact the founder and leaders time. He would be involved in so many interviews and
government investigations that he might not even be able to spend a minute on Tesla. That is not a risk that I would
want to add to a company about to make a major launch of a new vehicle.
Tesla has so many issues to overcome it remains inconceivable that he spends a minute of his time outside the focus of
making electric cars. Seeking Alpha has published numerous articles about the pros and cons of the industry that isn't
worth rehashing here. Besides, most of them contain better information than I could provide.
Though I hesitate to short anything that Elon is involved in, it just remains implausible that he will ultimately be able to
juggle all these ventures. While watching the CNBC interview, it actually shocked me that SpaceX is now at the point of
considering going public in 2013. Has anybody ever been CEO of two public companies? Surely it has happened, but it
seems so implausible that anybody could juggle that work these days.
Elon could be the next Steve Jobs, but I wouldn't bet on him until he focuses on just one venture. While it is difficult to
short anything he works on, the odds appear stacked against multiple successful ventures.
Tesla is set to report Q1 earnings on May 9th which is just two days after the SpaceX launch. What other public company
faces the risk of the CEO being distracted by a major event outside the company? Until Elon focuses solely on Tesla, look
into shorting the stock. Too many non-company risks exist to be long.
Disclosure: I have no positions in any stocks mentioned, but may initiate a short position in TSLA over the next 72 hours.

Figure A.2: Second sample article from Seeking Alpha
75

3.15 National consolidation of virtual currency content of the old news
patchwork No mainstream media reported today an article entitled
virtual currency 3.15 countries strike out rectification Central Bank
Ministry of Public Security and SAIC have shot the article entertainment
entertainment news and entertainment and other media accounts
between the spread Sources are pointing to the China Netcom world
bishijie com is not currently found in China news source and no other
mainstream media for further coverage Although the article mentioned
in the title 3.15 but the article does not content and most of the contents
of January 20 The old news virtual currency consolidation A new round
of central bank public security and the State Administration have shot
finished.

Figure A.3: sample news
from bishijie.com
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Figure A.4: Self Attention HeatMap on sample article from Seeking Alpha
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Figure A.5: A comparison of the ROC curves with different machine learning methods on the Seeking
Alpha dataset
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Figure A.6: t-SNE Plot for Sentiment Words from the LSTM model (Accuracy = 0.26 )
(Sentiment words are important words based on SHAP values from the model and also appear in the modified LM dictionary.)
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Figure A.7: t-SNE Plot for Sentiment Words from the LSTM model (Accuracy = 0.79)
(Sentiment words are important words based on SHAP values from the model and also appear in the modified LM dictionary.)
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Figure A.8: t-SNE Plot for Sentiment Words from the LSTM model (Accuracy = 0.94 )
(Sentiment words are important words based on SHAP values from the model and also appear in the modified LM dictionary.)
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Figure A.9: Daily Rebalancing Strategy based on Sentiments from the Past 3 Days
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Figure A.10: Daily Rebalancing Strategy based on Sentiments from the Past Week
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Figure A.11: Majority Votes vs. Sentiment Change ( Long and Short Portfolio )
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Figure A.12: Comparison of the Long Portfolio with Market Return
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Figure A.13: Comparison of the Long Portfolio with Short Portfolio ( Majority Votes Strategy )
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Figure A.14: Comparison of the Long Portfolio with Short Portfolio ( Sentiment Change Strategy )
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Figure A.15: Comparison of different groups based on Top Author Strategy
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Figure A.16: Correlation between prediction probability of class 1 and true label on testing data
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Figure A.17: missclassified rate for each interval of predicted probability for class 1
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