Abstract-Dynamic joint stiffness defines the dynamic relationship between the position of the joint and the torque acting about it; hence it is important in the control of movement and posture. Joint stiffness consists of two components: intrinsic stiffness and reflex stiffness. Measuring intrinsic and reflex torques directly is not possible, thus estimating intrinsic and reflex stiffness is challenging. A further complication is that both intrinsic and reflex stiffness vary with joint position and torque. Thus, the measurement of dynamic joint stiffness during movement requires a time-varying algorithm. Recently we described an algorithm to estimate time-varying intrinsic and reflex stiffness and demonstrated its application. This paper describes modifications to that algorithm that significantly improves the accuracy of the estimates it generates while increasing its computational efficiency by a factor of seven.
intrinsic and reflex stiffness vary with the joint position and the activation level of the surrounding muscles [6] . However, this algorithm can only produce estimates under time-invariant (TI) conditions, thus is not useful for estimating stiffness during time-varying (TV) conditions, such as movement.
A recently published algorithm [7] showed the ability to produce accurate estimates of reflex and intrinsic stiffness under TV conditions. This TV parallel-cascade algorithm (TVPC), was developed by reformulating the TI parallelcascade algorithm to use an ensemble of input and output realizations, to estimate stiffness at every time point. The algorithm accurately estimated TV changes in simulated systems but was less successful when applied to experimental data. Close inspection of the results showed problems arose when the algorithm failed to iterate following the initial estimate. One possible reason for this was that algorithm was designed to iterate between estimating intrinsic stiffness for all times and estimating reflex stiffness for all times. As a result a bad estimate of intrinsic or reflex stiffness at a single time point would corrupt the estimates for all other time points and cause the iteration to fail.
In this paper we present a modification to the TVPC algorithm. The algorithm was reformulated to iterate between estimating intrinsic stiffness and reflex stiffness for each time point. Once the algorithm converges at that time the algorithm then estimates stiffness for the next point. This paper is developed as follows: section II presents the modified TV algorithm. Section III presents simulation results showing the improvements made by the modified algorithm. Finally section IV summarizes the findings, and discusses the results.
II. TIME-VARYING PARALLEL-CASCADE ALGORITHM
The TVPC algorithm was presented in great detail in [7] , and so will be summarized briefly here.
A. Estimating Time-Varying Intrinsic Stiffness
Intrinsic stiffness is estimated by computing a TV linear impulse response function (IRF) between the position (P) and intrinsic torque (T). The TV linear IRF is estimated by solving the following equation
where 
is the TV auto-correlation between the position at times i and j, ( )
is the TV cross-correlation between intrinsic torque at time i and position at time j, h I is the intrinsic stiffness IRF, and M1 and M2 are the minimum and maximum lag of the intrinsic stiffness IRF.
B. Estimating Time-Varying Reflex Stiffness
Reflex stiffness is estimated by computing a TV Hammerstein system between the velocity (V) and the reflex torque (T R ). To estimate the Hammerstein system, first a TV linear IRF (h R ) is found between the velocity and the reflex torque. This is done using Eq. 1, except where the velocity is the input and reflex torque is the output. Once this initial estimate is generated, the static non-linear element and dynamic linear element are estimated iteratively by fixing one of the elements and estimating the other.
Estimating the static non-linear element is done by solving the following least-squares problem
where
and p n are the n th order coefficients of the static non-linear element.
Similarly, the linear dynamic element can be estimated by solving the least squares problem
and T R is the same as in Eq. 2. 
C. Estimating Time-Varying Parallel-Cascade Systems
Estimating TV intrinsic and reflex stiffness would be trivial if intrinsic and reflex torque were directly measurable; however this is not the case. The parallel-cascade (PC) identification algorithm initially estimates intrinsic stiffness using the net torque and then iteratively estimate each component of stiffness using the residual torque. The iteration stops when the model fails to account for any additional torque variance. Fig. 1 (left side) shows a flow diagram of the original version of the TVPC algorithm; it estimates a TV IRF and a TV Hammerstein system, then computes the residuals for all times and all realizations. Similar to the TI case the TVPC ceases to iterate when the model failed to account for any additional torque variance.
The modified version (shown to the right of Fig. 1 ) of the TVPC algorithm, iteratively estimates stiffness at each time point. Once the model fails to account for any additional torque at that time point, the algorithm re-starts at the next time point. The procedure is as follows:
, is estimated for the 1 st time point (i) using Eq. 1, where the net torque is used rather than the intrinsic torque.
2) Intrinsic torque, ( ) i I T at time i for all R realizations is estimated using the convolution 4) The static non-linear element and dynamic linear element of the reflex stiffness are estimated at time i, using Eqs. 2 and 3, using the intrinsic residual torque instead of the reflex torque.
5) The reflex torque at time i,
where ( ) 
8) The quality of identification is evaluated in terms of variance accounted for between the observed torque at is used as the output of the identification of intrinsic stiffness in step 1. 10) Steps 1-9 are repeated for every time point, until PC models are obtained for all time points of interest. Both iterative loops in the algorithm require initial estimates prior to the start of the loop. A better initial estimate will result in the algorithm requiring less iterations, and hence less computation time. In step 1), the initial estimation of intrinsic stiffness at each time point assumed that reflex torque was zero. Instead, the initial estimate of reflex torque is computed using the reflex stiffness from the previous time point. Similarly, for the Hammerstein estimation in step 4), the initial estimate of the dynamic linear element was computed by finding a linear IRF between the velocity and the reflex torque. Rather, the linear IRF computed in the previous PC iteration is used as the initial estimate.
Another step that was performed to improve computational efficiency of the algorithm was the elimination of redundant computations. For example, the
, is the same in each iteration at any given time point, thus this matrix is computed once, stored and reused. 
III. SIMULATION STUDIES
Simulations were performed to evaluate the performance of the modified algorithm as compared to the original version. Fig 2. Shows a schematic of the TV model used for the simulations. Simulations of TV ankle stiffness were run using Simulink (The Mathworks inc.).
A. Simulation Methods
Intrinsic stiffness was simulated as a 2 nd order differential equation; reflex stiffness was simulated as a differentiator, a delay of 40 ms, a half-wave rectifier and a 2 nd order low-pass filter. The gain of reflex stiffness was varied with time; it ramped up and down between 10 and 30 Nm/rad/s with a period of 4 s, and is shown in Fig. 3A .
The position was simulated as a pseudo-random binary sequence (PRBS) with a switch rate of 150 ms and an amplitude of 0.03 rad. Gaussian white noise was added to the output; the variance of the noise increased with time as shown in Fig. 3B . The noise variance was made TV so that time points of both high and low signal-to-noise ratio (SNR) existed.
1000 realizations of data were generated by running the simulations with the same system parameters, but different realizations of position and noise signals. Simulations were run at 1 kHz for 13 seconds, and data was decimated to 200 Hz prior to analysis.
The TVPC algorithm-the original and modified versions-were run on the ensemble of data. To assess the performance of the algorithms, the %VAFs between the estimated torque and simulated torque were computed for total, intrinsic and reflex components as in Eq. 8.
To assess the improvements in computational performance, the time taken to run the algorithm on 1 s of data was computed with and without the better initial estimates and the redundant computations. Fig. 3A -C show the simulated reflex stiffness gain, the simulated noise variance and the resultant SNR. Fig. 3D shows that the algorithm estimated both intrinsic and reflex stiffness accurately until about 12 s, corresponding to a time with low SNR. Fig. 4 compares the performance of the original algorithm with that of the modified version. It is evident (Fig. 4A-C) that new version outperformed the algorithm at low SNRs (< Fig. 3 . A) Simulated TV reflex stiffness gain (G), B) simulated output noise variance and C) resultant SNR. D) Total (blue) and intrinsic (green) torque estimates were accurate at all times, while reflex (red) torque estimates were accurate until approximately 12 s. 5 dB SNR); the original algorithm failed to account for any torque variance, whereas the modified algorithm accounted for almost all the variance of the intrinsic and total torque and 80-90% of the variance of the reflex torque. Even at higher levels of SNR (Fig. 4D-F) , the modified algorithm outperformed the original version. The new version accounted for 98-100%, 99% and 95-100% of the total, intrinsic and reflex torques respectively, while the original algorithm only accounted for 96-98%, 90-98% and 70-95% of the three torques respectively. The discrepancy was greatest at around 17 and 27 db SNR, which corresponded to times in the simulations when reflex stiffness gain was quite high. Table 1 shows the total computation time, the number of PC loops and time per PC loop for three versions of the modified TVPC algorithm. Ver. 1 is without either of the computational improvements, Ver. 2 is after eliminating redundant computations and Ver. 3 is after eliminating both redundant computations and using better initial estimates. Eliminating redundant computations decreased time per PC loop by more than twofold, resulting in a similar decrease in computational time. Using better initial estimates did not alter time per PC loop significantly, but did drastically reduce the number of PC loop iterations, thus greatly reducing the total time taken. 
B. Simulation Results

IV. DISCUSSION
This paper presents modifications to a previously published algorithm for TV identification of intrinsic and reflex stiffness. Simulation studies showed that this modified algorithm produces estimates that are more accurate, especially in low SNR conditions.
The main motivation for improving the algorithm was its poor performance with actual data. The original algorithm worked well with simulated data, but its performance dropped when working with experimental data. One Fig. 4 . A-C) The modified algorithm (blue) greatly outperformed the original algorithm (red) at low SNR, and D-F) also slightly outperformed even at higher SNR levels.
potential reason is the variability of the noise in experimental data. A flaw in the original algorithm was that if the stiffness at even one time point was misestimated, then the algorithm failed to iterate. This mis-estimation is generally caused by low SNR, and it is more likely that there may be time points in the experimental data that SNR is low. The simulation studies in this paper were designed to demonstrate this specifically. Even at relatively high SNR (10-30 dB) the modified algorithm performed significantly better than the original, because the original algorithm was not able to iterate to the correct values.
One drawback of this increased algorithm iterations was the increase in computation time. To counter this we reduced the number of iterations needed for the algorithm to converge. We achieved this by using better initial estimates prior to entering the iterative loops. We also were able to reduce computational time by eliminating redundant computations. Combining these computation time saving operations with careful programming allowed us to reduce computational time by sevenfold. Computational performance may further be improved by designing the algorithm to take advantage of the parallel-processing available in modern day computers.
