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Abstract
Systematic numerical investigations of the asymptotics of near Schwarzschild
vacuum initial data sets is carried out by inspecting solutions to the parabolic-
hyperbolic and to the algebraic-hyperbolic forms of the constraints, respectively.
One of our most important findings is that the concept of near Schwarzschild
configurations, applied previously in [4, 5], is far too restrictive. It is demon-
strated that by relaxing the conditions on the freely specifiable part of the data
a more appropriate notion of near Schwarzschild initial data configurations can
be defined which allows us to generate asymptotically flat initial data configu-
rations.
1 Introduction
Near Schwarzschild vacuum initial data configurations are automatically regarded
as being asymptotically flat. This expectation may stem from the fact that when
the constraints are solved by using elliptic method suitable fall off (or boundary)
conditions at infinity can be imposed to guarantee asymptotic flatness [18]. Indeed,
under suitable conditions, requiring e.g., the trace of the extrinsic curvature to be
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(almost) constant, or, alternatively by demanding smallness of the ‘TT’ (transverse-
traceless) part of the rescaled extrinsic curvature the existence of solutions to the
corresponding elliptic boundary value problem can be shown [1, 9]. As alternatives
to the elliptic approach, recently, two evolutionary formulations of the constraint
equations—a parabolic-hyperbolic and an algebraic-hyperbolic formulation—were in-
troduced in [12, 13, 14]. Since there is a one to one correspondence between space of
solutions to the constraints produced by the elliptic method and the space of solutions
yielded by either of the evolutionary methods, one would expect that the asymptoti-
cally flat solutions could, in principle, be generated by making use of the evolutionary
methods, as well. The first numerical studies of the related issues were carried out
in [4, 5], where axially symmetric near Schwarzschild initial data configurations were
considered. The investigations in [4, 5] made it clear that it is not at all obvious
how one could generate, by making use of the evolutionary method, asymptotically
flat initial data configurations. Clearly, the main technical difficulty originates from
the fact that while applying either of the evolutionary methods, in generating near
Schwarzschild configurations, data for the constrained fields can only be chosen as
free at the initial 2-sphere. This, in principle, may not allow one to acquire control
on the asymptotic behavior of the yielded solutions since, while applying either of
the evolutionary methods, we cannot impose the usual fall off conditions on the to
be solution that can be done in applying the elliptic method. It is worth, however,
to be emphasized here the evolutionary methods do also have some complementary
advantages which are not available in the elliptic method. Namely, in advance of
solving the elliptic equations one has to fix all of the freely specifiable fields once and
for all globally. As opposed to this when either of the evolutionary methods is ap-
plied we have an enormous freedom in adjusting the freely specifiable variables simply
in the interim of the “time integration”. Indeed, the freely specifiable fields can be
fixed while proceeding leaves by leaves according to the needs of the desired behavior
of constrained fields. All these make it of obvious interest to know if asymptotic
flatness can be guaranteed by choosing suitably the freely specifiable fields and the
initial data for the evolutionary form of the constraints. In this paper, by utilizing
the aforementioned freedom, the asymptotics of near Schwarzschild initial data con-
figurations are investigated by integrating numerically the parabolic-hyperbolic and
algebraic-hyperbolic form of the constraints, respectively. One of our most important
findings is that the notion of near Schwarzschild initial data configurations, used in
all the previous investigations [4, 5], is far too restrictive. In particular, it is shown
that once we can get a control on the monopole part of the trace K = Kll = γ̂klKkl of
the three-dimensional extrinsic curvature with respect to the metric induced on the
foliating two-spheres—see subsection 2.1 for definitions—even the strong asymptotic
flatness of the solutions to the evolutionary form of the constraints can be guaranteed.
Notably, the authors in [6] have found a very effective relaxation of the notion of
the strictly near Schwarzschild initial data configurations relevant for the parabolic-
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hyperbolic system. They set the otherwise freely specifiable scalar field κ to be
proportional to the constraint variable K, i.e. for some suitably chosen function R
the relation κ = R·K holds. It was shown then in [6] by applying this anzatz strongly
asymptotically flat near Schwarzschild initial data configurations can be generated.
One of our aims in this paper is to indicate that an analogous process may apply
to the algebraic-hyperbolic form of the constraints if the trace free part
◦
Kij of the
projection of the extrinsic curvature’s tensor can be specified in a suitable way in the
interim of the “time integration” process.
This paper is organized as follows. Section 2 is to introduce the analytic frame-
work. In subsection 2.1, we start by specifying the basic variables and then, in
subsections 2.1.1 and 2.1.2, the evolutionary form of the constraints are recalled. A
short review of asymptotic flatness in terms of the applied new variables is given in
subsection 2.2. The use of concept of near Schwarzschild configurations is explained
in subsection 2.3. In subsection 2.4 purely spherically symmetric initial data config-
urations are investigated. Section 3 is to motivate the use and derive the non-linear
perturbative approach. First the applied multipole expansion and the numerical
setup is outlined in subsection 3.1. Then, in subsection 3.2, results based on the
use of the full set of evolutionary forms are presented. These results, along with
the ones reported in the succeeding section, are to convince the readers that a clear
separation of the excitation modes from the Schwarzschild background is necessary
in order to identify those modes which may get in the way of asymptotic flatness.
For this reason a non-linear perturbative approach is introduced in subsection 3.3.
A systematic investigation based on this non-linear perturbative approach is carried
out in section 4. In particular, all the relevant modes of the basic variables using
either the parabolic-hyperbolic or the algebraic-hyperbolic systems are identified in
subsections 4.1 and 4.2. Attempts to alter the asymptotic behavior of the critical
variable, K = γ̂klKkl are investigated in subsection 4.3 by relaxing slightly the no-
tion of near Schwarzschild initial data configurations. In subsection 4.3.1 first the
efficiency of the ansatz introduced in [6] is verified. It is also demonstrated that one
can simply generate the desired strongly asymptotically flat initial data configura-
tions by updating, leaves by eaves, κ, according to the ansatz suggested in 4.3.1,
in the original parabolic-hyperbolic system introduced in [12]. In subsection 4.3.2 it
is indicated that by applying a somewhat analogous but more involved process the
algebraic-hyperbolic system can also be used to produce asymptotically flat initial
data configurations. The discussions are completed by our final remarks in section 5.
The paper is closed by an appendix providing the detailed form of the evolutionary
forms of the constraints relevant for non-linear perturbations.
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2 Preliminaries
This section is to introduce the applied analytic setup.
2.1 Evolutionary form of the equations
As the Schwarzschild spacetime is a vacuum solution to Einstein’s equations through-
out this paper our considerations will be restricted to the vacuum constraints. Vac-
uum initial data configurations are represented by two symmetric tensor fields hij
and Kij defined on a 3-dimensional manifold Σ such that hij is a Riemannian metric
there. These fields are not free as they are subject to the vacuum constraints
(3)R +
(
Kjj
)2 −KijKij = 0 (2.1)
DjK
j
i −DiKjj = 0 , (2.2)
where (3)R and Di are the scalar curvature and the covariant derivative operator asso-
ciated with hij.
As the Schwarzschild spacetime is foliated by a 2-parameter family of metric
spheres there exists a high variety of initial data surfaces that can be foliated by
a one-parameter family of such surfaces, determined by the level surfaces of the area
radius function r : R+ → Σ. As we are looking for near Schwarzschild initial data
sets we shall assume that Σ is1 foliated by the r = const surfaces (denoted also by
Sr) that are level surfaces of a function r : R+ → Σ the gradient of which is nowhere
vanishing. We shall also assume that a flow ri, intersecting each of the r = const
level surfaces precisely once and which is scaled such that ri∂ir = 1 throughout Σ,
had been fixed. Then all the tensor fields on Σ can be decomposed using variables
intrinsic to the r = const level surfaces and normal to them. In particular, the flow
can be characterized by its lapse and shift, N̂ and N̂ i, and it can be decomposed as
ri = N̂ n̂i + N̂ i , (2.3)
where n̂i denotes the unit normal to the leavesSr. The lapse and shift, along with the
2-metric γ̂ij, induced on the r = const level surfaces, give an algebraically equivalent
representation of the metric hij [12, 13, 14]. Analogously, the geometric content of
Kij can be represented by its scalar, vector and tensorial projections κ, ki, Kij via
the decomposition (for details see, e.g. [12, 13, 14])
Kij = κ n̂in̂j + [ n̂i kj + n̂j ki ] +Kij . (2.4)
As pointed out in [12, 13, 14] in getting the evolutionary form of the constraints it
is also essential to split Kij into its trace K = Kii = γ̂ijKij and trace-free part◦
Kij = Kij − 12 γ̂ijK.
1Throughout this paper Σ will always be a tKS = const Kerr-Schild time slice.
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By construction the above set of variables N̂ , N̂ i, γ̂ij, κ, ki, K and
◦
Kij give an
algebraically equivalent representation of the content of twelve components of the
original pair hij and Kij. In particular, in coordinates (r, xA), with A = 1, 2, adopted
to the foliation Sr and the flow ri, the 3-metric takes the form
hij = N̂
2(dr)i(dr)j + γ̂AB
[
N̂A (dr)i + (dx
A)i
] [
N̂B (dr)j + (dx
B)j
]
, (2.5)
i.e. the components of hij read as
hij =
N̂2 + γ̂EF N̂EN̂F γ̂AEN̂E
γ̂BF N̂
F γ̂AB
 . (2.6)
Analogously, in these coordinates, the components of Kij read as
Kij = Krr (dr)i(dr)j + 2KrA (dr)(i(dx
A)j) +KAB (dx
A)i (dx
B)j , (2.7)
where, in virtue of (2.4), the relation
Krr = κ N̂
2 + 2 N̂ kAN̂
A +KABN̂
AN̂B (2.8)
KrA = N̂ kA +KABN̂
B (2.9)
KAB = KAB , (2.10)
hold, i.e. in the adopted coordinates (r, xA) the components of Kij reads as
Kij =
 κ N̂2 + 2 N̂ kEN̂E +KEF N̂EN̂F N̂ kA +KAEN̂E
N̂ kB +KBEN̂
E KAB
 . (2.11)
Regardless whether (hij, Kij) or (N̂ , N̂A, γ̂AB, κ, kA, K,
◦
KAB) are used as our basic
variables we always need to select four functions of the pertinent twelve components
such that these four are subject to the constraints whereas the remaining eight are
freely specifiable throughout Σ.
In giving the constraint in their evolutionary forms we shall use the extrinsic
curvature of the Sr leaves of the foliation in Σ given as
K̂ij =
1
2
Ln̂γ̂ij = N̂
−1[ 1
2
Lrγ̂ij −D(iN̂j)
]
, (2.12)
where in the last step (2.3) was applied. It turned out that, in addition to K̂ij and
its trace K̂ = K̂ij γ̂ij, the term in the square bracket on the right hand side of (2.12)
?
Kij =
1
2
Lrγ̂ij −D[iN̂j] = N̂K̂ij , (2.13)
5
along with its trace
?
K =
?
Kij γ̂
ij = N̂K̂ , (2.14)
plays important role [12, 13, 14].
Although the initial data surface Σ is foliated by r = const surfaces in general
they are not metric but merely topological 2-spheres. Nevertheless, a complex dyad
field {qi, qi} can be introduced throughout Σ by adapting the construction outlined
in [15, 16, 17]. This starts by fixing a complex dyad {qi, qi} on the unit sphere S2
which can be dragged first onto one of the leaves (say onto S0) and in the second step
Lie dragged onto all the other Sr leaves along the flow ri. Having the complex dyad
{qi, qi} defined throughout Σ all the tangential derivatives can be given in terms of the
operators ð and ð. It is plausible to use then instead of the variables (N̂ , N̂A, γ̂AB,
κ, kA, K,
◦
KAB) the ones yielded by contracting the involved tensorial expressions
with the dyad vector qi and/or its complex conjugate qi in their free indices. These
new variables possess definite spin-weights whence they are also analogous to the
basic variables applied in the Newman-Penrose formalism. For the definitions of the
most frequently used spin-weighted variables see Table 1. The derivation of these,
along with some other, more involved expressions (which are, however, not applied
explicitly in this paper), can be found in [15, 16, 17].
2.1.1 Parabolic–hyperbolic equations
The constraint equations can be seen to form a parabolic-hyperbolic system, for the
dependent variables (N̂ ,k,K), given as [17]
?
K
[
∂rN̂ − 12 NðN̂ − 12 N ðN̂
]
− 1
2
d−1N̂2
[
a
{
ððN̂ −BðN̂
}
− b
{
ð2N̂ − 1
2
A ðN̂ − 1
2
CðN̂
}
+ cc.
]
−A N̂ − B N̂ 3 = 0 , (2.15)
∂rk− 12 Nðk− 12 Nðk− 12 N̂ ðK+ f = 0 , (2.16)
∂rK− 12 N ðK− 12 N ðK− 12 N̂ d−1
{
a(ðk+ ðk)− b ðk− bðk
}
+ F = 0 , (2.17)
where the coefficients A, B, in (2.15), and the source terms f , F, in (2.16) and (2.17),
read as
A = ∂r
?
K − 1
2
N ð
?
K − 1
2
N ð
?
K + 1
2
[
?
K2 +
?
Kkl
?
Kkl
]
, (2.18)
B = −1
2
[
R̂ + 2κK+ 1
2
K2 − d−1[2 akk− bk2 − bk2]− ◦Kkl
◦
Kkl
]
, (2.19)
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notation definition spin-weight
a 1
2
qi qj γ̂ij 0
b 1
2
qiqj γ̂ij 2
d a2 − bb 0
A qaqbCeab qe = d
−1 {a [2ð a− ðb]− bðb} 1
B qaqbCeab qe = d
−1 {aðb− b ðb} 1
C qaqbCeab qe = d
−1 {aðb− b [2 ð a− ðb]} 3
R̂ 1
2
a−1
(
2R− {ðB− ðA− 1
2
[
CC−BB ] } ) 0
N qiN̂
i 1
k qiki 1
Table 1: Some of the basic variables we shall use in recasting the constraints are listed. The
tensor field Ceab = 12 γ̂
ef {Daγ̂fb + Dbγ̂af − Df γ̂ab} above relates the covariant derivative D̂i,
determined by γ̂ij , to the covariant derivative, Di, associated with the unit sphere metric on
S2. Note also that R̂ and R denote the scalar curvatures of γ̂ij and that of the unit sphere
metric, respectively. (For detailed derivations of these, and some other, more involved,
expressions see references [15, 16, 17].)
f = −1
2
[
k ðN + k ðN
]
− [κ− 1
2
K
]
ðN̂ +
?
K k − N̂
[
ðκ + qi ˙̂nl
◦
Kli − qiD̂l
◦
Kli
]
,
(2.20)
F = 1
4
N̂ d−1
{
2 aBk− b(Ck+Ak) + cc.
}
− d−1
[
(ak− bk)ðN̂ + cc.
]
+
[ ◦
Kij
?
Kij − (κ− 1
2
K
) ?
K
]
, (2.21)
where ‘cc.’ stands everywhere for the complex conjugate of the preceding terms
within the same parentheses, ˙̂nl = D̂l ln N̂ , and the explicit form of the terms qi ˙̂nl
◦
Kli,
qiD̂l
◦
Kli,
◦
Kij
?
Kij,
◦
Kkl
◦
Kkl,
?
Kkl
?
Kkl, in terms of elementary spin-weighted variables, can
be found, e.g. in [17].
2.1.2 Algebraic-hyperbolic equations
Analogously, the constraint equations can be seen to form an algebraic-hyperbolic
system, for the variables (K,k,κ), given as [17]
∂rK− 12 N ðK− 12 NðK− 12 N̂ d−1
{
a(ðk+ ðk)− b ðk− bðk
}
+ F = 0 , (2.22)
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∂rk− 12 N ðk− 12 N ðk+N̂ K−1
{
κðK−d−1[(ak−bk)ðk+(ak−bk)ðk]}+f = 0 ,
(2.23)
κ = 1
2
K−1
[
d−1
(
2akk− bk2 − bk2)− 1
2
K2 − κ0
]
, (2.24)
where
κ0 =
(3)R− ◦Kkl
◦
Kkl , (2.25)
and the pertinent source terms F, f read as
F = 1
4
N̂ d−1
{
2 aBk− b(Ck+Ak) + cc.
}
− d−1
[
(ak− bk)ðN̂ + cc.
]
+
[ ◦
Kij
?
Kij − (κ− 1
2
K
) ?
K
]
, (2.26)
f =− 1
2
[
k ðN+ k ðN
]
+ 1
2
N̂ (d ·K)−1
[
(ak− bk)(Bk+Bk) + (ak− bk)(Ck+Ak)
]
− [κ− 1
2
K
]
ðN̂ + N̂
[
1
2
K−1ðκ0 + K̂ k− qi ˙̂nl
◦
Kli + q
iD̂l
◦
Kli
]
. (2.27)
The system comprised by (2.22)–(2.23) is known to be a symmetrizable hyperbolic
system when the inequality κ ·K < 0 holds [12]. Notably, this condition was shown
to be satisfied by near Schwarzschild initial data configurations [15].
2.2 The strong and weak forms of asymptotic flatness
Since our aim is to study the asymptotics of near Schwarzschild initial data config-
urations it suffices to consider initial data surfaces with a single asymptotically flat
end that is diffeomorphic to a region complementing a ball B in R3. Hereafter an
initial data set (Σ, hij, Kij) is called asymptotically flat in the “strong sense”, if the
complement of a compact set in Σ can be mapped by an admissible Cartesian coordi-
nate system {xi} diffeomorphically onto the complement of B in R3, and also there
exist a positive constant C, such that in these coordinates
hij =
(
1 + C
r
)
δij + O(r
−2) , (2.28)
Kij = O(r
−2) (2.29)
hold while r =
√
x21 + x
2
2 + x
2
3 −→ ∞, where the indices i, j, k... are also assumed to
denote coordinate indices, taking the values 1, 2, 3, whereas δij denotes the compo-
nents of the flat metric in the admissible Cartesian coordinates {xi}. Notably the
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above conditions are known to guarantee that the mass, the momentum, and the
angular momentum of the initial data set are well defined [8].
Note also that there exist various weaker notions of asymptotic flatness [2, 3]. In
what follows an initial data set (Σ, hij, Kij) is called asymptotically flat in the “weak
sense” if for some positive constant C and for some arbitrarily small positive ε
hij =
(
1 + C
r
)
δij + O(r
−3/2−ε) , (2.30)
Kij = O(r
−3/2−ε) (2.31)
hold. It was shown in [3] that if (2.30) and (2.31) holds, and also hij and Kij satisfy
the constraints, then the ADM mass and the linear momentum are still well-defined.
2.2.1 The fall off properties of the new variables
The arguments in this subsection will only be outlined for strongly asymptotically flat
initial data sets as their straightforward modifications can also be applied to deduce
the fall off conditions relevant for weakly asymptotically flat initial data configura-
tions.
To start off recall first that the coordinate basis fields {(∂xi)a} of admissible Carte-
sian coordinates {xi} can always be expressed as linear combinations of the coordinate
basis fields (∂r)a and (∂θ)a, (∂φ)a of spherical coordinates (r, θ, φ), where the coeffi-
cients in these linear combinations are of order O(r0), O(r−1) in r, respectively. 2
Accordingly, from hij = hab(∂xi)a(∂xj)b we get
hij = hrr + 2 r
−1 hrA + r−2 hAB , (2.36)
which, along with (2.6) and (2.28), implies that
(N̂2 + N̂EN̂
E)− 1 ∼ O(r−1) (2.37)
N̂A = γ̂ABN̂
B ∼ O(r−1) (2.38)
γ̂AB − r2 ◦γAB ∼ O(r0) , (2.39)
2To see this recall that in R3 the Cartesian coordinates (x1, x2, x3) and the spherical coordinates
(r, θ, φ) are related as
x1 = r sin θ cosφ , x2 = r sin θ sinφ , x3 = r cos θ , (2.32)
whereas the corresponding coordinate basis fields as
(∂x1)
a = sin θ cosφ (∂r)
a + r−1
[
cos θ cosφ (∂θ)
a − (sin θ)−1 sinφ (∂φ)a
]
(2.33)
(∂x2)
a = sin θ sinφ (∂r)
a + r−1
[
cos θ sinφ (∂θ)
a + (sin θ)−1 cosφ (∂φ)a
]
(2.34)
(∂x3)
a = cos θ (∂r)
a − r−1 sin θ (∂θ)a . (2.35)
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where ◦γAB denotes the standard unit sphere metric.
In virtue of (2.39) it follows that
γ̂AB ∼ O(r2) and γ̂AB ∼ O(r−2) , (2.40)
which, along with (2.38), gives then N̂A should fall off as
N̂A ∼ O(r−3) . (2.41)
Finally, the last two relations, along with (2.37), gives that N̂2 − 1 ∼ O(r−1), which,
by N̂2−1 = (N̂+1)(N̂−1) and since N̂ cannot change sign, thereby, it may, without
loss of generality, be assumed to be positive, implies that
N̂ − 1 ∼ O(r−1) . (2.42)
Analogously, from
Kij = Krr + 2 r
−1KrA + r−2KAB (2.43)
we get, along with (2.8), (2.9), (2.10) and (2.29) that
κ N̂2 + 2 N̂ kAN̂
A +KABN̂
AN̂B ∼ O(r−2) (2.44)
N̂ kA +KABN̂
B ∼ O(r−1) (2.45)
KAB ∼ O(r0) . (2.46)
Correspondingly, (2.46), along with the relation KAB =
◦
KAB +
1
2
γ̂ABK and (2.40),
gives then that KAB,
◦
KAB and K = γ̂EFKEF should fall off as
KAB,
◦
KAB ∼ O(r0) and K ∼ O(r−2) . (2.47)
Then, (2.45), along with (2.42), (2.41) and (2.47), implies
kA ∼ O(r−1) , (2.48)
and, finally, in virtue of (2.44), that
κ ∼ O(r−2) . (2.49)
The fall off properties relevant for the constraint variables—these appear in either
of the evolutionary forms of the constraint equations—are collected in Table 2.
10
variable strong form weak form
N̂ − 1 r−1 r−1
κ r−2 r−3/2−ε
k r−1 r−1/2−ε
K r−2 r−3/2−ε
Table 2: The fall off conditions compatible with the strong and weak forms of asymptotic
flatness, respectively, are collected for the four distinguished dependent variables, the fall
off rates of which will be monitored in sections 3 and 4.
2.3 “Near Schwarzschild configurations”
In advance of the determination of near Schwarzschild initial data configurations
recall first that among the twelve scalar variables stored either in (hij, Kij) or in
(N̂ , N̂ i, γ̂ij,κ,ki,K,
◦
Kij), there are eight which can always be specified freely through-
out Σ, whereas whenever the evolutionary forms of the constraints are used, the initial
data for the four constrained variables can also be freely specified but only on one of
the leaves, say on Sr0 , in Σ. Notice that Sr0 plays the role of an “initial data surface”
in solving either of the evolutionary form of the constraints.
In [4, 5] initial data specifications were considered to be near Schwarzschild if
each of the eight otherwise completely freely specifiable variables was fixed to take
exactly its Schwarzschild functional form, which means that an initial data specifica-
tion became near Schwarzschild simply by allowing at least one of the four constrained
variables to differ, in a non-spherical way, from the corresponding Schwarzschild val-
ues, at the initial leaf Sr0 . Clearly, this definition is considerably restrictive and
there is a high variety of possible determinations of near Schwarzschild initial data
configurations. Nevertheless, hereafter, apart from subsection 4.3, we shall explore
the implications of the use of strictly near Schwarzschild initial data specification,
applied in [4, 5].
Before determining these solutions to the evolutionary form of the constraints it
is rewarding to recall the functional form of the basic variables deduced from the
four-dimensional Schwarzschild solution on a tKS = const Kerr-Schild time slice [15].
The non-identically vanishing elements (notably these are all of zero spin-weight) are
listed in Table 3, whereas all the other variables, including b, A, B, C, N, k,
◦
Kij,◦
K̂ij = K̂ij − 12 K̂ γ̂ij, vanish identically [15].
11
variable functional form variable functional form
a r2
?
K 2
r
d r4 K̂ 2
r
√
1+2M/r
N̂
√
1 + 2M/r R̂ 2
r2
K − 4M
r2
√
1+2M/r
R 2
κ 2M(1+M/r)
r2(1+2M/r)3/2
(3)R 8M
2
r4(1+2M/r)2
Table 3: The non-identically vanishing elements of the basic variables relevant for the initial
data deduced from the four-dimensional Schwarzschild solution on a tKS = const time slice.
2.4 The spherically symmetric solutions
In proceeding it is rewarding to have a glance at the spherically symmetric solutions
to the evolutionary form of the constraints. In the succeeding subsections spherically
symmetric near Schwarzschild solutions will be considered. In both—the parabolic-
hyperbolic and the algebraic-hyperbolic—cases we start by inspecting the strictly
near Schwarzschild configurations. Then, it is shown that by relaxing the selection
rules for some of the freely specifiable fields strongly asymptotically flat spherically
symmetric solutions can be deduced from the evolutionary form of the constraints.
2.5 Spherical solutions to the parabolic-hyperbolic system
Since any smooth vector field must vanish somewhere on a topological two-sphere it is
straightforward to see that spherical symmetry requires the vanishing of the vectorial
projection of the extrinsic curvature kA, or equivalently that of k throughout Σ. Then
(2.15) and (2.17) can be seen to reduce to the system
dN̂
dr
=
1
2 r
N̂ − 4κK r
2 +K2r2 + 4
8 r
N̂3 (2.50)
dK
dr
=
(
κ− 1
2
K
) 2
r
. (2.51)
2.5.1 The strict case
Note first that equations (2.50) and (2.51) decouple and—provided that the strict
notion of near Schwarzschild initial data is adapted such that κ = κSchw—the generic
solutions to (2.51) can be seen to take the form
K = KSchw +
CK
r
, (2.52)
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where KSchw = − 4M
r2
√
1+ 2M
r
is the Schwarzschild form of K as given in Table 3, and
CK is a constant of integration. This means that, whenever the strict notion of near
Schwarzschild initial data is applied, the above solution to (2.52), in virtue of Table 2,
cannot even fit to the weakly asymptotically flat scenario unless CK = 0.
By substituting K = KSchw, into (2.50) and solving the yielded equation for N̂ we
get
N̂ =
√
r(2M + r)√
2M
(
CN̂ + r
)
+ r
(
CN̂ + r
)
+ 4M2
, (2.53)
where CN̂ is another constant of integration. This solution decays as
N̂ = 1− CN̂
2r
+
3C2
N̂
8
− 2M2
r2
+ O
(
r−9/4
)
. (2.54)
Note that, in virtue of (2.53), N̂ , in general, differs from its Schwarzschild form,
N̂ =
√
1 + 2M/r, which occurs only for the particular choice CN̂ = −2M .
In summing up note that whenever the strict notion of near Schwarzschild initial
data is applied, then even the spherically symmetric solutions to (2.15) and (2.17)
fail to be weakly asymptotically flat unless K is chosen to be of the form KSchw =
− 4M
r2
√
1+ 2M
r
.
2.5.2 Modifying the background for the parabolic-hyperbolic system
It was shown in [6] that by relaxing the selection rules applied previously in [4, 5]
even strongly asymptotically flat near Schwarzschild initial data solutions exist to the
parabolic-hyperbolic system (2.50) and (2.51). As κ is freely specifiable in this setup
the authors in [6] chose κ to be proportional to the dependent field K, i.e. that
κ = R ·K (2.55)
holds, where the factor of proportionality R was assumed to be a smooth function
such that it tends to −1
2
at infinity. Start, for instance, by choosing
R = − M + r
2 (2M + r)
. (2.56)
The generic solution to (2.51) reads as
K =
CK
r3/2
√
2M + r
, (2.57)
where CK is an integration constant. It is straightforward to see that this K reduces
to KSchw for the choice CK = −4M , and also that for any non-vanishing CK this
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solution falls off as r−2. Note that, in virtue of (2.55) and as R tends to −1
2
at
infinity, κ falls off with the same rate as K does. The corresponding generic solution
to (2.50) is
N̂ =
√
2Mr + r2√
(2M + r)(2M + CN̂ + r) +
1
4
C2K
, (2.58)
where CN̂ is a constant of integration. This solution reduces to the Schwarzschild
form, N̂ =
√
1 + 2M/r, if CK = CN̂ = −4M . The generic solution (2.58) decays as
N̂ = 1− 2M + CN̂
2 r
+
12M2 − C2K + 12M CN̂ + 3C2N̂
8 r2
+ O(r−3) , (2.59)
which implies that the ADM massMADM = −M−CN̂/2 of this solution is affected by
the choice of CN̂ and it is positive provided that CN̂ < −2M . More importantly, for
any choice of CN̂ < −2M the non-trivial part of the initial data represented by the
fields N̂ ,κ,K all decays in accordance with the conditions indicated in Table 2 for the
strong case, i.e. the yielded spherically symmetric solution to the parabolic-hyperbolic
system (2.50) and (2.51) is strongly asymptotically flat.
2.6 Spherical solutions to the algebraic-hyperbolic system
Note that as in case of the parabolic-hyperbolic system the algebraic-hyperbolic equa-
tions (2.22)–(2.24) does not admit spherical symmetric solutions either unless kA, or
equivalently k, vanishes identically. If this happens (2.22) and (2.24) reduce to the
form
dK
dr
=
(
κ− 1
2
K
) 2
r
, (2.60)
κ = −K
4
− κ0
2K
. (2.61)
By applying again the strict notion of near Schwarzschild initial data and by substi-
tuting
κ0 =
(3)R =
8M2
r4
(
1 + 2M
r
)2 (2.62)
into (2.60) one gets the generic solution in the form (see also [4])
K = −
√
CK (2M + r) + 16M2
r2
√
1 + 2M/r
, (2.63)
where CK is a constant of integration. The asymptotic form of K and that of the
corresponding κ, determined by (2.61), are
K = −
√
CK r
−3/2 − 8M
2
√
CK
r−5/2 + O
(
r−7/2
)
, (2.64)
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κ =
1
4
√
CK r
−3/2 +
6M2√
CK
r−5/2 + O
(
r−7/2
)
. (2.65)
Whenever CK 6= 0 bothK and κ are at the borderline to fit the weakly asymptotically
flat requirements. If, however, CK = 0 both K and κ take their Schwarzschild form
KSchw = − 4M
r2
√
1+ 2M
r
and κSchw = 2M(1+M/r)r2(1+2M/r)3/2 , respectively.
Notably these findings, likewise the ones at the end of subsection 2.5, indicate
that whenever the strict notion of near Schwarzschild initial data is used then not
even the spherically symmetric solutions to the algebraic-hyperbolic equations (2.22)–
(2.24) will admit asymptotically flat solution other than the Schwarzschild one with
KSchw = − 4M
r2
√
1+ 2M
r
.
2.6.1 Modifying the background for the algebraic-hyperbolic system
In subsection 2.5.2 the ansatz proposed in [6] was found to be very powerful. There-
fore, it could be natural to look for a possible analogue of this trick. Note, however,
that we have very limited freedom in altering the functional relation of κ andK. This
is so as κ is the algebraic solution to the spherically symmetric form of the Hamilto-
nian constraint (2.61), thereby, it depends on the solution K to (2.60). Nevertheless,
there is an opportunity to have some control on the relation of κ andK. For instance,
by invoking the freedom we have in choosing the freely specifiable field
◦
Kij which is
known to vanish on time slices in Schwarzschild spacetime foliated by spheres which
respects spherical symmetry. In proceeding note that, the generic form of κ0 in (2.25)
involve the contraction
◦
Kij
◦
Kij and by assuming that the relation
◦
Kij
◦
Kij = (1
2
+ 2R)K2 + (3)R (2.66)
holds, we also get
κ = R ·K . (2.67)
Here R is assumed to be a smooth function tending to a constant value −γ, while
r → ∞, where γ takes values from the interval 1/4 < γ ≤ 1/2. At the moment we
shall simply assume that such a freely specifiable field
◦
Kij exists. It will be shown in
subsection 4.3.2 that under suitable conditions this choice can always be made. For
instance, by choosing
R = −γ + γ M
r + 2M
, (2.68)
the generic solution to (2.60) reads as
K =
CK
r(1+2 γ) (1 + 2M/r)γ
, (2.69)
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where CK is an integration constant. It is straightforward to see that this K reduces
to KSchw if CK = −4M and γ = 1/2, and also that, for any non-vanishing CK,
this solution falls off as r−(1+2 γ). Since R is negative everywhere, in virtue of the
relation κ = R·K, the algebraic condition κK < 0—guaranteeing that the algebraic-
hyperbolic system is indeed a symmetrizable hyperbolic one [12]—is automatically
satisfied. In addition, as R tends to −γ, which is non-vanishing, κ is guaranteed to
fall off exactly as fast as K does.
Notably, the solutionK (2.69), along with the corresponding κ, and along with the
freely specifiable fields, including
◦
Kij, comprise a weakly asymptotic flat initial data
for any value of γ from the interval 1/4 < γ < 1/2. Note also that the corresponding
spherically symmetric initial data configuration is strongly asymptotically flat for
γ = 1/2.
3 The numerical setup
This section is to introduce the applied numerical scheme and to present some results
relevant for the use of the full set of the evolutionary form of the constraints. These
latter results indicate the need for a clear separation of the excitation modes from the
Schwarzschild background. For this reason a non-linear perturbative approach will
be applied which is introduced in the last subsection.
3.1 Multipole expansion
In the applied numerical setup all the basic variables are expanded by making use of
spin-weighted spherical harmonics. As in equations (2.15)–(2.21) and (2.22)–(2.27)
the angular derivatives are given in terms of the ð and ð operators this allows us to
evaluate all of these derivatives analytically, whereas the evolution of the expansion
coefficients, in the radial direction, is determined by applying a fourth order accurate
finite differencing numerical integrator.
Accordingly, the basic variables will be expanded in terms of spin-weighted spher-
ical harmonics. For instance, if (s)P is a spin-weight s variable it is replaced by the
expansion
(s)P(r, ϑ, ϕ) =
`max∑
`=|s|
∑`
m=−`
P`
m(r) · sY`m(ϑ, ϕ) , (3.1)
where sY`m denote the spin-weight s spherical harmonics. This way the evolutionary
forms of the constraints can be reduced to a set of coupled ordinary differential equa-
tions (ODEs) for the expansion coefficients—P`m(r) for the variable (s)P—, whereas
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all the angular derivatives are evaluated analytically by using the action of the op-
erators ð and ð on the spin-weight s spherical harmonics sY`m (for a more detailed
discussion of the applied analytic background see, e.g. appendix B of [7]). As indi-
cated in (3.1) the summation in ` goes from ` = |s| (instead of to infinity only) up
to some ` = `max value. In practice, `max was chosen to be `max = 5 which was
found to be satisfactory in keeping the truncation error tolerably small. The cou-
pled set of ODEs were solved numerically by applying a 4th order accurate adaptive
Runge–Kutta–Fehlberg integrator.
3.1.1 Convergence tests
This subsection is to demonstrate—regardless whether the full or non-linear pertur-
bative form of the equations are used, and also regardless whether the algebraic hy-
perbolic or the parabolic-hyperbolic system are applied—that our adaptive numerical
integrator always produces the expected fourth-order convergence rate. In particular,
the convergence rates relevant for the evolution of the monopole (` = m = 0) part
of the variables K and (∆)K = K−KSchw are plotted for the full and non-linear per-
turbative forms of the algebraic-hyperbolic system on Fig. (1a), whereas for the full
and non-linear perturbative forms of the parabolic-hyperbolic system on Fig. (1b),
respectively. In all the investigated cases the initial data for K was chosen to be the
form K|Sr0 = KSchw|Sr0 − α · 0Y10, i.e. we had (∆)K|Sr0 = −α · 0Y10, with α = 0.1 at
r0 = 1, whereas the initial data for the other constraint fields was fixed by choosing
their Schwarzschild value at Sr0 . The corresponding initial values can be evaluated
by replacing r by r0 in the functional forms of these variables as given in Table 1.
Since our numerical scheme is adaptive in the radial direction the convergence
rate was evaluated such that the numerical values, N1, for the roughest grid were
determined by applying adaptive time steps guided merely by the built in error toler-
ance. Once this happened, two additional numerical solutions N2 and N3 were also
determined such that the “time steps” for N2 were exactly half of those for N1, and
analogously the “time steps” for N3 were half of those applied in determining N2.
Accordingly, neither of the grids was of uniform type. The convergence rates plotted
on panels of Fig. 1 were then calculated by evaluating the expression
− log2
|N3 −N2|
|N2 −N1| (3.2)
at the grid points associated with N1.
3.2 Solutions to the full set of equations
This subsection is to present our numerical results relevant for the use of the full set of
evolutionary form of the constraint equations. These results are to demonstrate that
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rfull form
perturbative form
1(a) The algebraic-hyperbolic systems.
r
full form
perturbative form
1(b) The parabolic-hyperbolic systems.
Figure 1: The convergence rates relevant for the evolution of the monopole (` = m = 0) parts
of K and (∆)K = K −KSchw are plotted, for the full and the non-linear perturbative form of the
algebraic-hyperbolic system on the left, while for the full and the non-linear perturbative form of the
parabolic hyperbolic system on the right. The pertinent solutions are yielded by using strictly near
Schwarzschild initial data configurations and by applying the excitationK|Sr0 = KSchw|Sr0−α·0Y10,
with α = 0.1 and with k|Sr0 = kSchw = 0 and by (∆)K|Sr0 = −α · 0Y10, (∆)k|Sr0 = 0, respectively, for
the algebraic-hyperbolic system, and this initial data choice was supplemented by N̂ |Sr0 = N̂Schw|Sr0
and (∆)N̂ |Sr0 = 0, respectively, for the parabolic-hyperbolic systems. As expected, in both cases
solutions to the non-linear perturbative equations converge slightly better than they do for the full
forms.
without a clear separation of the excitation modes from the Schwarzschild background
it is really hard to identify those modes which play the key role in determining the
asymptotics of the yielded initial data configurations.
To see that this is indeed the case we start by inspecting the r-dependence of
the absolute value of the monopole (` = m = 0) part of K is shown for solutions
yielded by a non-spherical excitation. Fig. 2a is relevant for integrating the full form
of the algebraic-hyperbolic system while Fig. 2b for the full form of the parabolic-
hyperbolic system. In both cases, the initial data specified at Sr0 , with r0 = 1, was
chosen to be of the form K|Sr0 = KSchw|Sr0 −α · 0Y10, where α is a positive constant,
i.e. the excitation is for K is of a pure axially symmetric, m = 0, spherical mode, with
k|Sr0 = kSchw = 0, which was also supplemented by the choice N̂ |Sr0 = N̂Schw|Sr0
for the parabolic-hyperbolic system. Three different solutions are plotted in each
cases corresponding to the excitation amplitudes α = 1, 0.1, 0.01. By inspecting the
corresponding graphs it is immediately transparent that the smaller is the amplitude
the later the deviation from the desired ∼ r−2 fall off rate is showing up in the
monopole (` = m = 0) part of K. In particular, for the algebraic-hyperbolic and
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the parabolic-hyperbolic systems the effect of the excitation with amplitude α = 0.01
remains almost completely hidden until the value r ≈ 104 and r ≈ 107 is reached,
respectively.
Note also that on Figs. 2a and 2b the absolute value of various multipole coef-
ficients are plotted against r. In addition, always log − log scale is applied which
allows us to indicate the polynomial character of the pertinent fall off rates immedi-
ately. Since all the remaining plots will be used to indicate the fall off rates of various
modes, hereafter in all of the figures in the present paper, the log − log scale will be
applied.
r
|K00|
α = 1
α = 0.1
α = 0.01
r−2
1(a) The r-dependence of the K00 mode of K
evolved by the algebraic-hyperbolic system.
r
|K00|
α = 1
α = 0.1
α = 0.01
r−2
1(b) The r-dependence of the K00 mode of K
evolved by the parabolic-hyperbolic system.
Figure 2: The r-dependence of the absolute value of the monopole (` = m = 0) part of K is shown
for solutions yielded by the excitation K|Sr0 = KSchw|Sr0 − α · 0Y10, with α = 1, 0.1, 0.01 and
evolved on the left by the algebraic-hyperbolic, whereas on the right by the parabolic-hyperbolic
system. The initial data for k was k|Sr0 = kSchw = 0 , in both cases, while, in the parabolic-
hyperbolic case, for N̂ it was N̂ |Sr0 = N̂Schw|Sr0 . The smaller the amplitude α of the excitation is
the later its effect is showing up in the monopole part of K. In both the algebraic-hyperbolic and
the parabolic-hyperbolic cases for α = 0.01 the deviation from the desired fall off rate remain almost
completely hidden until relatively high values of r is reached.
There are some remarks in order now. It is important to be mentioned that even
though initially only one of the higher `-modes (` ≥ 1) of K is excited—likewise the
mode K10 was excited in producing the solutions indicated on Figs. 2a and 2b—due
to the non-linear couplings of various modes, for strictly near Schwarzschild initial
data configurations, the monopole part K00 gets always to be triggered. Note also
that exactly the same type of argument applies when various modes of k or (in
the parabolic-hyperbolic case) that of N̂ are excited. As the difference between the
distinct choices of excitations affects only the specific r-value where the monopole
part K00 of K gets excited the use of ` = 1, 2, 3 excitations of K turned out to be
optimal.
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It is worth to be emphasized again that even if the decay rate appears to be
optimal on convincingly large r-intervals—in virtue of the implications Figs. 2a and
2b—there is no guarantee that the observed favorable behavior will remain for arbi-
trarily large values of r. In practice, the above observations have another unfavorable
consequence. As the smallest monopole perturbations of K decay as r−1 in certain
situations even numerical errors may affect the integration of the full form of the
constraint equations. This means that it may not possible to produce or investi-
gate strictly near Schwarzschild initial data configurations unless such a numerical
noise can be suppressed effectively. Indeed, the desire to overcome the negative con-
sequences of these two points motivated us to develop the non-linear perturbative
scheme of the evolutionary forms of the constraint equations outlined in the next
subsection.
3.3 Non-linear perturbative form of the constraint equations
As it is clearly indicated by Figs. 2a and 2b in many circumstances there may be an
obvious need to investigate the evolution of separate mode excitations, meanwhile the
effect of the background is suppressed. If this can be done one can get a much clearer
picture since once the excitations separate from the Schwarzschild background even
the small amplitude and slowly decaying modes can get to be transparent as they
are not any more covered, for considerably long radial intervals, by the much higher
amplitude contribution of the Schwarzschild background.
Note that the basic ideas outlined here had already been applied in using a
parabolic-hyperbolic solver in generating Kerr-Schild type black hole initial data in
[10]. Nevertheless, as the application and the explicit form of the non-linear perturba-
tive approach is definitely new in case of the algebraic-hyperbolic system we decided
to give here a systematic review of the basic ideas and in the appendix we provide the
nonlinear perturbative form of the constraint equations, using the notation applied in
this paper, for both the parabolic-hyperbolic and the algebraic-hyperbolic systems.
To start off note first that the non-linear perturbations can essentially be defined
with respect to any fixed background, though, in the present paper it will be the
Schwarzschild initial data induced on tKS = const timeslices. In proceeding note that
in both cases the evolutionary form of the constraints can be regarded as a set of
equations of the form
∂rf(i) = R(i)
(
∂Af(j), f(j)
)
, (3.3)
where f(i) denote the dependent variables, i takes the values 1, 2, 3 for the parabolic-
hyperbolic system and 1, 2 for the algebraic-hyperbolic system, respectively, and the
explicit dependence of R(i) on the background fields and on the coordinates on Σ are
suppressed.3 Replacing these dependent variables by the sum (0)f(i)+(∆)f(i), where (0)f(i)
3It would be more appropriate to indicate second order spatial derivatives in favor of the parabolic
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stand for the unperturbed background variables whereas the variables (∆)f(i) denote
the deviations from this background, i.e. (∆)f(i) = f(i) − (0)f(i), we get
∂r
(∆)f(i) = R(i)
(
∂A(
(0)f(j) +
(∆)f(j)),
(0)f(j) +
(∆)f(j)
)− ∂r(0)f(i)
= R(i)
(
∂A(
(0)f(j) +
(∆)f(j)),
(0)f(j) +
(∆)f(j)
)−R(i) (∂A(0)f(j), (0)f(j)) , (3.4)
where in the last step it was assumed that the background fields are subject to some
equations, analogous to (3.3), of the form
∂r
(0)f(i) = R(i)
(
∂A
(0)f(j),
(0)f(j)
)
. (3.5)
If the background fields (0)f(i) are also solutions to the constraint equations—i.e. to
the schematic form (3.3)—then (on the right hand sides of (3.5)) R(i) possess exactly
the same functional form as R(i) do in (3.3).
In the particular case of the parabolic-hyperbolic system the above outlined split-
ting applies to
N̂ = (0)N̂ + (∆)N̂ , K = (0)K+ (∆)K , k = (0)k+ (∆)k (3.6)
whereas in case of the algebraic-hyperbolic system to
κ = (0)κ+ (∆)κ , K = (0)K+ (∆)K , k = (0)k+ (∆)k . (3.7)
The explicit form of the non-linear perturbative equations relevant for the splittings
used in (3.6) and (3.7) are given in the Appendix.
4 Numerical results based on non-linear perturba-
tions
In this section our numerical results relevant for the use of the non-linear perturbative
form of the constraint equations are presented. These results are to demonstrate that
by separating the excitation modes from the Schwarzschild background one can get a
much clearer picture and an effective framework that could also be used (if possible)
to get control on the asymptotic flatness of the yielded initial data configurations.
4.1 Non-linear perturbation with parabolic-hyperbolic system
In this subsection we shall inspect the r-dependence of the absolute value of various
modes of the constrained variables evolved by the non-linear perturbative form of
equations. It is assumed, however, that the loosely notation applied here will not affect the core of
the pertinent argument.
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equations deduced from the parabolic-hyperbolic form of the constraints. The initial
data specified atSr0 , with r0 = 1, was chosen to be of the form (∆)K|Sr0 = −α ·0Y`′0—
with α = 0.1 and `′ = 1, 2, 3—, (∆)k|Sr0 = 0 and (∆)N̂ |Sr0 = 0. Three different solutions
corresponding to the choices `′ = 1, 2, 3 are plotted in case of each of the monitored
modes.4 The pertinent set of decay rates for various `-modes of (∆)K, (∆)k and (∆)N̂ are
indicated on Figs. 3, 4 and 5.
Start by a quick inspection of Figs. 3, 4 and 5. It gets immediately transparent
that the individual modes pick up for relatively small values of the r-coordinate
their asymptotic decay rates. This, in particular, verifies that the separation of the
excitation modes from the Schwarzschild background provide a much clearer picture
than the mere inspection of graphs yielded by the set of full evolution equations. It
also gets transparent that some of the small amplitude modes decay much slower
than the higher amplitude background solution. However small their amplitude may
be they inevitably become dominant for sufficiently large values of the r-coordinate.
There is another very important message conveyed by the panels of Figs. 3, 4 and 5.
Notably, each of the ` = 1, 2, 3, 4, 5 modes of (∆)K `0 of (∆)K decay r−2 and, analogously,
each of the ` = 1, 2, 3, 4, 5 modes of (∆)k `0 of (∆)k and each of the ` = 1, 2, 3, 4, 5 modes
of (∆)N̂ `0 of (∆)N̂ decay as r−1, thereby, in virtue of Table 2, they all would suit even
to the requirements of strong asymptotic flatness. Nevertheless, the monopole part
(∆)K 0
0 of (∆)K decays only with the rate r−1 which, in the case of the yielded strictly
near Schwarzschild initial data configurations, is far too slow to allow asymptotic
flatness even in the weak sense.
Based on the behavior of spherically symmetric near Schwarzschild configurations,
studied in subsection 2.5 the solution to (2.52), with CK 6= 0, is substituted into
(2.50) the solution for N̂ will not be as simple as the one that was given by (2.53),
nevertheless, it can be seen to possess the asymptotic form
N̂CK =
2√
C2K + 4
+
8CKM − 4CN̂
(C2K + 4)
3/2 r
+ O
(
r−2
)
. (4.1)
Note that the r−1 decay of (∆)K00 on panel (a) of Fig. 3 indicates the non-vanishing
of the pertinent CK. Note also that this N̂ does not tend to one at infinity. As it
is also clearly indicated by the graphs on panel (a) of Fig. 5, and also by (4.1), the
monopole part (∆)N̂00 of (∆)N̂ , around r ≈ 106, starts to tend to the constant value
1/
√
1 + CK/4 − 1, where, in virtue of (2.52), the approximate value of CK can be
evaluated by extrapolating the value of (∆)K 00 to r0 = 1.
4Hereafter, the `-indices exciting modes will be indicated by using a prime, i.e. by `′, whereas
those of the invoked modes will always come without prime.
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r`′ = 1
`′ = 2
`′ = 3
r−1
1
(a) The decay rate of the mode (∆)K 00 of (∆)K is r−1. r
`′ = 1
`′ = 3
r−2
1
(b) The decay rate of the mode (∆)K 10 of (∆)K is r−2.
r
`′ = 1
`′ = 2
`′ = 3
r−2
1
(c) The decay rate of the mode (∆)K 20 of (∆)K is r−2.
r
`′ = 1
`′ = 3
r−2
1
(d) The decay rate of the mode (∆)K 30 of (∆)K is r−2.
r
`′ = 1
`′ = 2
`′ = 3
r−2
1
(e) The decay rate of the mode (∆)K 40 of (∆)K is r−2.
r
`′ = 1
`′ = 3
r−2
1
(f) The decay rate of the mode (∆)K 50 of (∆)K is r−2.
Figure 3: The non-linear perturbative form of the parabolic-hyperbolic system was integrated
numerically by applying the initial perturbation (∆)K|Sr0 = −10−1 · 0Y`′0 with `′ = 1, 2, 3. The
modes (∆)K `0, with ` = 1, 2, 3, 4, 5, of (∆)K decay as r−2, whereas the monopole part (∆)K 00 decays
only as r−1.
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r`′ = 1
`′ = 3
r−1
1
(a) The decay rate of the mode (∆)k 10 of (∆)k is r−1.
r
`′ = 1
`′ = 2
`′ = 3
r−1
1
(b) The decay rate of the mode (∆)k 20 of (∆)k is r−1.
r
`′ = 1
`′ = 3
r−1
1
(c) The decay rate of the mode (∆)k 30 of (∆)k is r−1.
r
`′ = 1
`′ = 2
`′ = 3
r−1
1
(d) The decay rate of the mode (∆)k 40 of (∆)k is r−1.
r
`′ = 1
`′ = 3
r−1
1
(e) The decay rate of the mode (∆)k 50 of (∆)k is r−1.
Figure 4: The non-linear perturbative form of the parabolic-hyperbolic system was integrated
numerically by applying the initial perturbation (∆)K|Sr0 = −10−1 · 0Y`′0 with `′ = 1, 2, 3. Neither
of the decay rates of the modes (∆)k `0 with ` = 1, 2, 3, 4, 5, m = 0 of (∆)k is slower than r−1, though
the mode (∆)k 10 decays slightly slower than the others.
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r`′ = 1
`′ = 2
`′ = 3
r−1
1
(a) The decay rate of the monopole part (∆)N̂00 of (∆)N̂ .
r
`′ = 1
`′ = 3
r−1
r−2
1
(b) The decay rate of the mode (∆)N̂10 of (∆)N̂ is r−1.
r
`′ = 1
`′ = 2
`′ = 3
r−1
r−1.5
1
(c) The decay rate of the mode (∆)N̂20 of (∆)N̂ is r−1.
r
`′ = 1
`′ = 3
r−1
r−2
1
(d) The decay rate of the mode (∆)N̂30 of (∆)N̂ is r−1.
r
`′ = 1
`′ = 2
`′ = 3
r−1
r−2
1
(e) The decay rate of the mode (∆)N̂40 of (∆)N̂ is r−1.
r
`′ = 1
`′ = 3
r−1
r−2
1
(f) The decay rate of the mode (∆)N̂50 of (∆)N̂ is r−1.
Figure 5: The non-linear perturbative form of the parabolic-hyperbolic system was integrated
numerically by applying the initial perturbation (∆)K|Sr0 = −10−1 ·0Y`′0 with `′ = 1, 2, 3. The decay
rates of all the modes (∆)N̂`0, with ` = 1, 2, 3, 4, 5, m = 0, of (∆)N̂ are found to be of order r−1. The
decay of the mode (∆)N̂00 also starts with r−1 but as explained in the text it needs to tend to a small
constant value later.
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4.2 Non-linear perturbation with algebraic-hyperbolic system
The r-dependence of the absolute value of various modes of the constrained variables
are plotted on figures 6 and 7. In the present case these modes are evolved by
applying the non-linear perturbative form of the algebraic-hyperbolic form of the
constraints. The initial data specified at Sr0 , with r0 = 1, was chosen, as in the
previous subsection, to take the form (∆)K|Sr0 = −α · 0Y`′0, with α = 0.1 and with
`′ = 1, 2, 3, and (∆)k|Sr0 = 0. The decay rates relevant for the `-modes, with ` =
0, 1, 2, 3, 4, 5, of (∆)K and,with ` = 1, 2, 3, 4, 5, of (∆)k are indicated on the panels of
Figs. 6 and 7, respectively, such that on each panel there are thee graphs corresponding
to the choices `′ = 1, 2, 3 made in specifying the initial data at Sr0 .
As in the parabolic-hyperbolic case, Figs. 6 and 7 make it transparent that the
individual modes get at almost immediately to their asymptotic decay rates. This
clearly verifies that the separation of the excitation modes from the Schwarzschild
background provide us a much more transparent picture. Here there is again a very
important additional message conveyed by the individual panels of Figs. 6 and 7.
Visibly, all the ` = 1, 2, 3, 4, 5 modes of (∆)K `0 of (∆)K decay at the rate r−2 and all
the ` = 1, 2, 3, 4, 5 modes of (∆)k `0 of (∆)k decay at least as fast as r−1, by which, in
virtue of Table 2, they all suit immediately to the strong asymptotic flatness require-
ment. Nevertheless, the decay rate of the monopole part (∆)K 00 of (∆)K is slightly less
than r−3/2 which, in the case of the yielded strictly near Schwarzschild initial data
configurations, is too slow to allow asymptotic flatness even in the weak sense.
4.3 Revisiting the notion of near-Schwarzschild configurations
One of the most striking consequence of the results presented in the previous sub-
sections is that the monopole part (∆)K 00 of (∆)K appears to decay far too slow to
fit to asymptotically flat initial data configurations. One might conclude that this is
simply the consequence of the superiority of the elliptic method in regard that the
evolutionary method is not capable to impose asymptotic fall off conditions on the
to be solutions. However convincing such a claim may sound we should not forget
that there is a one-to-one correspondence between the space of solutions produced by
the elliptic and by either of the evolutionary methods. Accordingly, it seems to be
more adequate to question the appropriateness of the fixing of the freely specifiable
fields in [4, 5], and also in the former subsections of the present paper—in investi-
gating strictly near-Schwarzschild configurations. By inspecting the determination of
strictly near Schwarzschild initial data configurations given in subsection 2.3 it gets
clear immediately that enormous freedom remained to be explored.
In doing so recall first that the evolutionary method provides a type of flexibility
which is not available in applying the elliptic method in solving the constraint equa-
tions. Namely, in advance of solving the elliptic equations one has to fix all the freely
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r`′ = 1
`′ = 2
`′ = 3
r−1.5
1
(a) The decay rate of the mode (∆)K00 of (∆)K is r−1.5.
r
`′ = 1
`′ = 3
r−2
1
(b) The decay rate of the mode (∆)K10 of (∆)K is r−2.
r
`′ = 1
`′ = 2
`′ = 3
r−2
1
(c) The decay rate of the mode (∆)K20 of (∆)K is r−2.
r
`′ = 1
`′ = 3
r−2
1
(d) The decay rate of the mode (∆)K30 of (∆)K is r−2.
r
`′ = 1
`′ = 2
`′ = 3
r−2
1
(e) The decay rate of the mode (∆)K40 of (∆)K is r−2.
r
`′ = 1
`′ = 3
r−2
1
(f) The decay rate of the mode (∆)K50 of (∆)K is r−2.
Figure 6: The non-linear perturbative form of the algebraic-hyperbolic system was integrated
numerically by applying the initial data (∆)K|Sr0 = −10−1 · 0Y`′0 with `′ = 1, 2, 3. The decay rates
of all the modes (∆)K`0, with ` = 1, 2, 3, 4, 5, m = 0, of (∆)K are found to be of order r−2, whereas
the mode (∆)K00 decays slightly slower than r−3/2.
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r`′ = 1
`′ = 3
r−1
1
(a) The decay rate of the mode (∆)k10 of (∆)k is r−1.
r
`′ = 1
`′ = 2
`′ = 3
r−1
1
(b) The decay rate of the mode (∆)k20 of (∆)k is r−1.
r
`′ = 1
`′ = 3
r−1
1
(c) The decay rate of the mode (∆)k30 of (∆)k is r−1.
r
`′ = 1
`′ = 2
`′ = 3
r−1
1
(d) The decay rate of the mode (∆)k40 of (∆)k is r−1.
r
`′ = 1
`′ = 3
r−1
1
(e) The decay rate of the mode (∆)k50 of (∆)k is r−1.
Figure 7: The non-linear perturbative form of the algebraic-hyperbolic system was integrated
numerically by applying the initial data (∆)K|Sr0 = −10−1 · 0Y`′0 with `′ = 1, 2, 3. All the modes
(∆)k`
0, with ` = 1, 2, 3, 4, 5, m = 0, of (∆)k decay at least as fast as r−1.
specifiable fields globally, i.e. promptly on the entire of the three-dimensional initial
data surface, Σ, whereas the use of either of the evolutionary methods always allows
28
us to choose the freely specifiable fields right in the interim of the “time integration”
process, i.e. they can be updated, leaves by leaves, as the desired functional form of
the constrained fields require.
Exactly this freedom was used in subsections 2.5.2 and 2.6.1, and it will also
be used in the following two subsections to demonstrate that asymptotically flat
initial data configurations can be produced by either of the evolutionary forms of the
constraints. Note, however, that here–instead of trying to be extremely ambitious—
we simply aim to demonstrate that the applied particular relaxations do, indeed,
provide us the desired asymptotically flat configurations.
4.3.1 Parabolic-hyperbolic system
As an immediate application of the above outlined ideas this subsection is to demon-
strate that—without modifying the original form of the parabolic-hyperbolic system,
given in [12],—simply by applying the ansatz, proposed in [6],
κ = R ·K , (4.2)
R = −1
2
+
M
4 (M + r)
, (4.3)
and simply updating leaves by leaves the freely specifiable variable κ, in equations
(2.15), (2.17) and (2.16), we do really get a strongly asymptotically flat initial data
configuration.
Before proceeding and presenting the corresponding numerical results note first
that the non-linear perturbative form of the parabolic-hyperbolic system is integrated
which has been verified to be superior, in precision, to the full evolutionary system.
This allows us to monitor the r-dependence of the individual modes as opposed to
the plots in [6] show the r-dependence of the norms of the solutions determined by
using the full form of the parabolic-hyperbolic system. Note also that the interval of
“time integration” is considerably longer than the one used in [6], and that the initial
data we use is significantly stronger than the one applied in [6].
The functional form of the initial data applied here does also differ from the one
used in [6]. For the sake of easy comparability we apply exactly the same initial data
as was used in producing Figs. 3, 4, 5. Accordingly, the initial data specified at Sr0 ,
with r0 = 1, was chosen to be of the form (∆)K|Sr0 = −10−1 · 0Y`′0, with `′ = 1, 2, 3,
and with (∆)k|Sr0 = 0 and (∆)N̂ |Sr0 = 0. Three different solutions corresponding to
the choices `′ = 1, 2, 3 are plotted in case of each of the monitored modes. The r-
dependence of various `-modes of (∆)K, (∆)k and (∆)N̂ , along with the pertinent decay
rates, are indicated on Figs. 8, 9 and 10.
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As it is depicted by Fig. 8, each of the modes (∆)K `0, with ` = 0, 1, 2, 3, 4, 5,—
notably, including the monopole part (∆)K 00 too—decays at least as fast as r−2. This,
in virtue of Table 2, implies that K decays in accordance with the requirements al-
lowing the initial data configuration to be of strongly asymptotically flat. The main
message conveyed by Fig. 9 is analogous. Each of the modes (∆)k `0, with ` = 1, 2, 3, 4, 5,
decay as r−2, that is much faster than the decay rate r−1 which, in virtue of Table 2,
could already guarantee that the initial data configuration is strongly asymptotically
flat. Note that the panels in Fig. 10 simply further strengthen the above conclusions.
Each of the modes (∆)N̂`0, with ` = 1, 2, 3, 4, 5, of (∆)N̂ decay as r−2 which, in virtue of
Table 2, is again much faster than N̂ has to produce to fit to a strongly asymptotically
flat initial data configuration. Notably the monopole mode (∆)N̂00 also starts to fall off
as r−2 which, however, around r = 103 switches to the rate r−1. This implies that the
use of the ansatz (4.2) affects slightly the value of the ADM mass of the background.
All in all Figs. 8, 9 and 10 verifies that all the conditions listed in subsection 2.2, in
particular, in Table 2, hold, i.e. the time integration of the parabolic-hyperbolic form
of the constraint system, along with the continuous updating of κ in accordance with
the ansatz (4.2) and (4.3), does indeed yield strongly asymptotically flat initial data.
4.3.2 Algebraic-hyperbolic system
This subsection is to indicate that there is a large freedom to control the asymptotic
behavior of the monopole part (∆)K 00 of (∆)K—in a way analogous to the one described
in the previous subsection—even if the algebraic-hyperbolic form of the constraints
is to be solved. Specifically, by inspecting the algebraic-hyperbolic system, (2.22)–
(2.25), it gets immediately transparent that a minimal alteration of the selection rules
of strictly near-Schwarzschild configurations can be achieved by choosing the freely
specifiable variable
◦
KAB, or alternatively
◦
Kqq =
◦
KABq
AqB—which is vanishing for
strictly near-Schwarzschild configurations—in a suitable way.
In doing so notice first that the algebraic form of the Hamiltonian constraint,
comprised by (2.24) and (2.25), reads as
κ = 1
2
K−1
[
d−1
(
2akk− bk2 − bk2)− 1
2
K2 − ((3)R− ◦KAB ◦KAB)] . (4.4)
Recall also that, in virtue of subsection 2.6.1, in order to get the desired fall off
property for the monopole part K00 of K one should guarantee the relation
κ0
0 = R ·K00 + S (4.5)
to hold, for some smooth negative functions R = R(r) and S = S(r) such that,
for sufficiently large values of r, R and S tends to a constant value −1/2 and zero,
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respectively. In our numerical simulations R and S were fixed as
R = −1
2
r +M
r + 2M
, S = − δ ·M
ρ
(r + 2M)ρ
, (4.6)
where δ > 0 and ρ designed to take value from the interval 3/2 < ρ ≤ 2. Note that
in (4.4) the contraction
◦
KAB
◦
KAB, because of the vanishing of b in the present case,
can be seen to take the form
◦
KAB
◦
KAB = 1
2
a−2
◦
Kqq
◦
Kqq , (4.7)
where
◦
Kqq =
◦
KABq
AqB. Note also that the source terms qi ˙̂nl
◦
Kli and qiD̂l
◦
Kli in
(2.23)—which, in the generic case, are given by (5.8) and (5.9) of [17], respectively,—
simplify considerably. For instance, in virtue of (A.12) of [17], qB ˙̂nA
◦
KAB vanishes
because N̂ depends only on the radial coordinate r, whereas (A.13) of [17], reduces
to
qAD̂B
◦
KAB =
1
2
a−1 ð
◦
Kqq . (4.8)
For the sake of simplicity the freely specifiable field
◦
Kqq was assumed to have only
a single mode taking the form
◦
Kqq = (
◦
Kqq)2
0 · 2Y20. (4.9)
Note that since the above outlined procedure admits a regular spherical solution, with
R = −1
2
r+M
r+2M
, S = 0 and ◦Kqq = 0, this can be used as a reference solution in the
non-linear perturbative approach.
Turning now to the specific numerical investigations note first that the use of non-
vanishing
◦
KAB creates an unexpectedly strong influence on each of the `-modes of
constraint fields K and k. Simplifications could be gained by exciting only the even
modes ofK and k. In addition we also have to admit that because of some unexpected
numerical instabilities we could get sufficiently long time evolution in the interim of
the numerical integration of (2.22) and (2.23) only when very tiny excitations in the
monopole and the quadrupole part of K was applied.
After all of these technicalities it is time to inspect the numerical results depicted
on Figs. 11 and 12. In producing the solution, characterized by these figures, the
parameters δ and ρ, in (4.6), were fixed as δ = 10−9 and ρ = 1.7. In addition, the
tiny initial data (∆)K|Sr0 = 6.5 ·10−12 ·Y00 + 10−15 ·Y20 was used. On the left panels in
Fig. 11 clearly indicated that the monopole part (∆)K 00 of (∆)K, as expected in virtue
of (4.5), decays as r−1.7, whereas all the higher mode excitations with ` = 2, 4 of (∆)K
decay close but slightly better than r−3/2. Analogously, on the right panel Fig.11 the
excited (∆)k`0 modes of (∆)k with ` = 2, 4 are seen to decay slightly better than r−1/2.
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Note also that, as it is depicted by first three panels in Fig. 12, the ` = 0, 2, 4 modes
of κ decay a bit better than the corresponding `-modes of (∆)K do. Finally, on the last
panel 12d in Fig. 12 it is also verified that
◦
Kqq grows slower than r1/2 which allows it
to fit to a weakly asymptotically flat initial data set. Accordingly, Table 2, along with
the fall off properties of the constrained fields, guarantees that the pertinent initial
data set is indeed weakly asymptotically flat.
All in all, the panels in Figs. 11 and 12 verify that by invoking the freely specifiable
field
◦
KAB, supplemented by the analytic procedure described in the first part of
this subsection to relate
◦
KAB to the constraint fields leaves by leaves, the yielded
initial data set satisfies all the conditions listed in subsection 2.2, in particular, in
Table 2, required to hold for weakly asymptotically flat initial data configurations.
Accordingly, this example indicates that, by choosing the freely specifiable field
◦
KAB
suitably, the time integration of the algebraic-hyperbolic system can also be used to
produce asymptotically flat initial data configurations.
5 Final remarks
The two novel alternative evolutionary formulations—the parabolic-hyperbolic and
the algebraic-hyperbolic forms—of the constraint equations were used to investigate
the asymptotic behavior of “near Schwarzschild” vacuum initial data sets. In doing
so a delicate combination of analytic and numerical investigations had to be applied.
To generate near Schwarzschild configurations by making use of the evolutionary
methods—after fixing eight of the completely freely specifiable variables—, as an
input data only the constrained variables can be chosen freely on a two-sphere at
some finite location. In principle, this should not allow to have any control on the
asymptotic behavior of the pertinent solutions. Therefore, it is of fundamental interest
to know if asymptotically flat initial data can be produced by the evolutionary forms
of the constraints and if so how this can be done.
For this reason, in this paper, a systematic investigation of the asymptotic be-
havior of near Schwarzschild vacuum initial data sets is carried out by making use of
numerical solutions to the evolutionary form of the constraints. Special attention was
given to the asymptotic behavior of the yielded initial data configurations. To get
a really adequate picture in addition to applying the full set of evolution equations
the use of their non-linear perturbative forms—their explicit form was worked out in
details and they are presented in appendix of the present paper—turned out to be of
fundamental importance.
One of our most important findings is that, for strictly near Schwarzschild initial
data specifications, apart from the monopole part of the trace of the extrinsic cur-
vature’s tensorial projection K = γ̂klKkl all modes of the constrained variables—K
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and k in the algebraic-hyperbolic case and N̂ , K and k in the parabolic-hyperbolic
case—decay sufficiently fast to support the strong asymptotic flatness of the solutions
to the evolutionary form of the constraints. Nevertheless, the monopole part ofK was
found to decay far too slow to allow asymptotically flat initial data configurations.
Therefore, getting control on the decay rate of K is really of fundamental importance
in producing asymptotic flatness of initial data configurations.
In section 4.3 it is demonstrated—by means of specific examples relevant for the
parabolic-hyperbolic and for the algebraic-hyperbolic equations, separately—that the
evolutionary forms of the constraints can also be used to produce asymptotically
flat initial data configurations. As demonstrated in [6], the time integration of the
parabolic-hyperbolic system is capable to produce strongly asymptotically flat near
Schwarzschild initial data configurations. This, as verified in subsection 4.3.1, re-
quires only to set the otherwise freely specifiable scalar field κ to be proportional to
the constraint variable K. It is important to emphasize that there is no direct ana-
logue of this process in the interim of the time integration of the algebraic-hyperbolic
system involving κ as one of the dynamical variables. Nevertheless, as outlined in
subsection 4.3.2, by invoking the trace free part
◦
Kij of the tensorial projection Kij
of the three-dimensional extrinsic curvature tensor Kij, the time integration of the
algebraic-hyperbolic system can also be used to produce asymptotically flat initial
data configurations, though the one presented in the this paper was found to be
merely weakly asymptotically flat and it was limited to permissibly tiny perturba-
tions.
In closing the present paper it is worth recalling, as our most important mes-
sage to be conveyed, that both the parabolic-hyperbolic and the algebraic-hyperbolic
forms of the constraints can be used to generate asymptotically flat initial data sets.
However preliminary these results are they definitely open the arena for future nu-
merical investigations, and, more importantly, they also provide a firm invitation for
complementary analytic studies.
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Appendix: The non-linear perturbative equations
This appendix is to give the explicit non-linear perturbative forms of the parabolic-
hyperbolic and algebraic-hyperbolic systems relevant for the splittings (3.6) and (3.7).
The non-linear perturbative form of the parabolic-hyperbolic
system
?
K
[
∂r
(∆)N̂ − 1
2
N
(
ð (∆)N̂
)− 1
2
N
(
ð (∆)N̂
)]
− 1
2
d−1
{(
(∆)N̂2 + 2 (0)N̂ (∆)N̂
) [
a
(
ðð (∆)N̂ −B(ð (∆)N̂))
− b
(
ð2(∆)N̂ − 1
2
A
(
ð (∆)N̂
)− 1
2
C
(
ð (∆)N̂
))
+ cc.
]
+
(
(∆)N̂2 + 2 (0)N̂ (∆)N̂
) [
a
(
ðð (0)N̂ −B(ð (0)N̂))
− b
(
ð2 (0)N̂ − 1
2
A
(
ð (0)N̂)− 1
2
C
(
ð (0)N̂
))
+ cc.
]
+ (0)N̂2
[
a
(
ðð (∆)N̂ −B(ð (∆)N̂))
− b
(
ð2(∆)N̂ − 1
2
A
(
ð (∆)N̂
)− 1
2
C
(
ð (∆)N̂
))
+ cc.
]}
− (0)A (∆)N̂
− (0)N̂3 (∆)B −
(
(∆)N̂3 + 3 (0)N̂ (∆)N̂2 + 3 (0)N̂2 (∆)N̂
)
((∆)B + (0)B) = 0, (P-H.1)
where
A = (0)A, (P-H.2)
(∆)B = B − (0)B =− κ (∆)K− 1
4
(
(∆)K2 + 2 (0)K (∆)K
)
+ 1
2
d−1
[
2a
(
(∆)k (∆)k+ (0)k (∆)k+ (∆)k (0)k
)
− b ((∆)k2 + 2 (0)k (∆)k)− b ((∆)k2 + 2 (0)k (∆)k) ]. (P-H.3)
∂r
(∆)k− 1
2
N
(
ð (∆)k
)− 1
2
N
(
ð (∆)k
)
− 1
2
[
(∆)N̂
(
ð (∆)K
)
+ (0)N̂
(
ð (∆)K
)
+ (∆)N̂
(
ð (0)K
)]
+ (∆)f = 0, (P-H.4)
where
(∆)f = f − (0)f = −1
2
[
(∆)k
(
ðN
)
+ (∆)k
(
ðN
)]
+ 1
2
[
(∆)K
(
ð (∆)N̂
)
+ (∆)K
(
ð (0)N̂
)
+ (0)K
(
ð (∆)N̂
)]− κ (ð (∆)N̂)− (ðκ)(∆)N̂ + ?K (∆)k
+ 1
2
d−1
[[
a
(
ð (∆)N̂
)− b(ð (∆)N̂)]( ◦Kijqiqj)+ [a(ð (∆)N̂)− b(ð (∆)N̂)]( ◦Kijqiqj)]
+
(
qiD̂l
◦
Kli
)
(∆)N̂ . (P-H.5)
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Finally,
∂r
(∆)K− 1
2
N
(
ð (∆)K
)− 1
2
N
(
ð (∆)K
)
− 1
2
d−1
{
(∆)N̂
[
a
(
ð (∆)k+ ð (∆)k
)
− b(ð (∆)k)− b(ð (∆)k)]
+ (0)N̂
[
a
(
ð (∆)k+ ð (∆)k
)
− b(ð (∆)k)− b(ð (∆)k)]
+ (∆)N̂
[
a
(
ð (0)k+ ð (0)k
)− b(ð (0)k)− b(ð (0)k)]}+ (∆)F = 0, (P-H.6)
where
(∆)F = F− (0)F =1
4
d−1
{
(∆)N̂
[
2 aB (∆)k− b (C (∆)k+A (∆)k)
+ 2 aB (0)k− b (C (0)k+A (0)k)+ cc.]
+ (0)N̂
[
2 aB (∆)k− b (C (∆)k+A (∆)k)+ cc.]}
− d−1
[ (
a (∆)k− b (∆)k) (ð (∆)N̂ + ð (0)N̂)
+
(
a (0)k− b (0)k)ð(∆)N̂ + cc.]+ 1
2
?
K (∆)K . (P-H.7)
The non-linear perturbative form of the algebraic-hyperbolic
system
∂r
(∆)K− 1
2
Nð (∆)K− 1
2
Nð (∆)K
− 1
2
N̂ d−1
[
a(ð (∆)k+ ð (∆)k)− bð (∆)k− bð (∆)k
]
+ (∆)F = 0, (A-H.1)
∂r
(∆)k− 1
2
N ð (∆)k− 1
2
N ð (∆)k
+ N̂ (0)K
−1
{
(∆)κ ð (0)K− d−1[(a(∆)k− b (∆)k)ð (0)k+ (a(∆)k− b (∆)k)ð (0)k]
+ κ ð (∆)K− d−1[(ak− bk)ð (∆)k+ (ak− bk)ð (∆)k]}
− N̂ (∆)K(K (0)K)−1{κ ðK− d−1[(ak− bk)ðk+ (ak− bk)ðk]}+ (∆)f = 0
(A-H.2)
where the lower order source terms are
(∆)F = 1
4
N̂ d−1
[
2 aB (∆)k− b(C (∆)k+A (∆)k) + cc.
]
− d−1
[
(a(∆)k− b (∆)k)ð N̂ + cc.
]
− ((∆)κ− 1
2
(∆)K
) ?
K (A-H.3)
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and
(∆)f = − 1
2
[
(∆)k ðN+ (∆)k ðN
]
+ 1
2
N̂ (d (0)K)−1
[
(a(∆)k− b (∆)k)(B (0)k+B (0)k) + (ak− b (∆)k)(B (∆)k+B (∆)k)
+ (a(∆)k− b (∆)k)(C (0)k+A(0)k) + (ak− bk)(C (∆)k+A(∆)k)
]
− 1
2
N̂ (∆)K (d ·K (0)K)−1
[
(ak− bk)(Bk+Bk) + (ak− bk)(Ck+Ak)
]
− ((∆)κ− 1
2
(∆)K
)
ðN̂ − 1
2
N̂ (∆)K (K (0)K)−1 ðκ0 +
?
K (∆)k (A-H.4)
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r`′ = 1
`′ = 2
`′ = 3
r−2
1
(a) The decay rate of the mode (∆)K 00 of (∆)K is r−2. r
`′ = 1
`′ = 3
r−2
1
(b) The decay rate of the mode (∆)K 10 of (∆)K is r−2.
r
`′ = 1
`′ = 2
`′ = 3
r−2
1
(c) The decay rate of the mode (∆)K 20 of (∆)K is r−2.
r
`′ = 1
`′ = 3
r−2
1
(d) The decay rate of the mode (∆)K 30 of (∆)K is r−2.
r
`′ = 1
`′ = 2
`′ = 3
r−2
1
(e) The decay rate of the mode (∆)K 40 of (∆)K is r−2.
r
`′ = 1
`′ = 3
r−2
1
(f) The decay rate of the mode (∆)K 50 of (∆)K is r−2.
Figure 8: The non-linear perturbative form of the parabolic-hyperbolic system was integrated
numerically such that κ is always updated in accordance with the ansatz (4.2), and also by applying
the initial perturbation (∆)K|Sr0 = −10−1 · 0Y`′0 with `′ = 1, 2, 3. Each of the modes (∆)K `0, with
` = 0, 1, 2, 3, 4, 5, including the monopole part (∆)K 00, decays at least as fast as r−2 allowing thereby
the initial data configuration to be of strongly asymptotically flat.
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r`′ = 1
`′ = 3
r−2
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(a) The decay rate of the mode (∆)k 10 of (∆)k is r−2.
r
`′ = 1
`′ = 2
`′ = 3
r−2
1
(b) The decay rate of the mode (∆)k 20 of (∆)k is r−2.
r
`′ = 1
`′ = 3
r−2
1
(c) The decay rate of the mode (∆)k 30 of (∆)k is r−2.
r
`′ = 1
`′ = 2
`′ = 3
r−2
1
(d) The decay rate of the mode (∆)k 40 of (∆)k is r−2.
r
`′ = 1
`′ = 3
r−2
1
(e) The decay rate of the mode (∆)k 50 of (∆)k is r−2.
Figure 9: The non-linear perturbative form of the parabolic-hyperbolic system was integrated
numerically such that κ is always updated in accordance with the ansatz (4.2), and also by applying
the initial perturbation (∆)K|Sr0 = −10−1 · 0Y`′0 with `′ = 1, 2, 3. If each of the modes (∆)k `0 with
` = 1, 2, 3, 4, 5 would fall off only with the rate r−1 that could already guarantee that the initial data
configuration is strongly asymptotically flat. Remarkably, supposedly due to the use of the anzatz
(4.2), each of the modes (∆)k `0 decay much faster around r−2.
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r`′ = 1
`′ = 2
`′ = 3
r−1
1
(a) The decay rate of the monopole part (∆)N̂00 of (∆)N̂ .
r
`′ = 1
`′ = 3
r−2
1
(b) The decay rate of the mode (∆)N̂10 of (∆)N̂ is r−2.
r
`′ = 1
`′ = 2
`′ = 3
r−2
1
(c) The decay rate of the mode (∆)N̂20 of (∆)N̂ is r−2.
r
`′ = 1
`′ = 3
r−2
1
(d) The decay rate of the mode (∆)N̂30 of (∆)N̂ is r−2.
r
`′ = 1
`′ = 2
`′ = 3
r−2
1
(e) The decay rate of the mode (∆)N̂40 of (∆)N̂ is r−2.
r
`′ = 1
`′ = 3
r−2
1
(f) The decay rate of the mode (∆)N̂50 of (∆)N̂ is r−2.
Figure 10: The non-linear perturbative form of the parabolic-hyperbolic system was integrated
numerically such that κ is always updated in accordance with the ansatz (4.2), and also by applying
the initial perturbation (∆)K|Sr0 = −10−1 · 0Y`′0 with `′ = 1, 2, 3. Each of the modes (∆)N̂`0, with
` = 1, 2, 3, 4, 5, of (∆)N̂ start to decay as r−2 which is, likewise it was in case of the modes (∆)k`0, is
much faster than it is needed for (∆)N̂ to fit strongly asymptotically flat initial data configuration.
Notably the monopole mode (∆)N̂00 also starts with r−2, nevertheless, around r = 103 it switches to
the rate r−1 as it should happen if the ADM mass of the composite system is slightly differs from
the ADM mass of the background.
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r|(∆)K00|
r−1.7
1
(a) The decay rate of the mode (∆)K 00 of (∆)K is r−1.7. r
|(∆)k20|
r−0.5
1
(b) The decay rate of (∆)k 20 is better than r−1/2.
r
|(∆)K20|
r−1.5
1
(c) The decay rate of (∆)K 20 is better than r−3/2.
r
|(∆)k40|
r−0.5
1
(d) The decay rate of (∆)k 40 is better than r−1/2.
r
|(∆)K40|
r−1.5
1
(e) The decay rate of (∆)K 40 is depicted.
Figure 11: The non-linear perturbative form of the algebraic-hyperbolic system was integrated
numerically by applying the initial perturbation (∆)K|Sr0 = 6.5 · 10−12 · Y00 + 10−15 · Y20. As it is
depicted on the left panels the monopole part (∆)K 00 of (∆)K decays with the rate r−1.7, whereas the
` = 2, 4 modes of (∆)K decay slightly better that r−3/2. On the right panels the ` = 2, 4 modes of
(∆)k are plotted. These are much slower decaying, nevertheless, they both appear to decay slightly
better that r−1/2. Accordingly, the asymptotic behavior of (∆)K and (∆)k allows the corresponding
initial data configuration to be weakly asymptotically flat.
41
r|κ00|
r−2
1
(a) The decay rate of κ 00 is close to r−2.
r
|κ20|
r−1.5
1
(b) The decay rate of κ 20 is everywhere better than
r−3/2.
r
|κ40|
r−1.5
1
(c) The decay rate of the mode κ 40 is better than r−3/2.
r
|( ◦Kqq)20|
r0.5
1
(d) The growth rate of ◦Kqq is less than r1/2.
Figure 12: The non-linear perturbative form of the algebraic-hyperbolic system was integrated
numerically by applying the initial perturbation (∆)K|Sr0 = 6.5 · 10−12 ·Y00 + 10−15 ·Y20. It is shown
that all the ` = 0, 2, 4 modes of κ decay definitely better than r−3/2. It is also clearly depicted that
the only non-vanishing s = 2, ` = 2,m = 0 mode of
◦
Kqq =
◦
KABq
AqB does grow slower than r1/2.
Thereby, the asymptotic behavior of κ and
◦
Kqq allows the corresponding initial data configuration
to be weakly asymptotically flat.
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