Abstract-An alternative simple proof for a well-known result encountered in blind identification and equalization of communication channels is derived. It is shown that the coprimeness condition of a number of FIR channels is equivalent to the full column rank condition of a certain block Sylvester matrix, whose entries are the channel coefficients. As a corollary, it is also shown that in general, the null space of a block Sylvester matrix is spanned by the set of (generalized) Vandermonde vectors associated with the common zeros present in all the channels.
I. INTRODUCTION
Recent results have shown that blind identification and equalization of single-input multiple-output (SIMO) FIR communication channels is possible from the second-order statistics of the output, provided that a specific block Sylvester matrix constructed from the channel coefficients is full column rank [1] , [4] , [11] . It has also been recognized [1] , [4] , [11] that this full column rank condition relies on the coprimeness condition of the channel transfer functions. In practice, the SIMO channel framework is obtained by introducing additional temporal/spatial diversity (fractionally sampling/multiple antennas) at the receiver of a single-input single-output (SISO) channel. It is this form of diversity that allows blind identification and equalization of SISO channels from the output second-order statistics.
In this correspondence, an elementary and more direct proof of this result is presented, which avoids the notions of dual dynamic indices and minimal polynomial basis (as is the case with [1] and [11] ). A characterization of the null space of a block Sylvester matrix in terms of a set of (generalized) Vandermonde vectors corresponding to the common zeros of the FIR channels is also presented.
II. MAIN RESULTS
Assume that M FIR channels of order less than or equal to L are available, with at least one channel of order L. Consider also that the channel transfer functions are given, respectively, by 
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Define also the M (K + 1) 2 (L + K + 1) block Sylvester matrix 
Consider that the zeros of Hm(z) are r1 ; 111 ; rs with corresponding multiplicities p1; 111 ; ps With these preliminaries, we are now ready to state and prove our main result [1] , [11] . As direct consequences of Theorem 1, we also have the following corollary. 
III. CONCLUSIONS
An alternative elementary proof of the equivalence between the coprimeness condition among the FIR channels and the full-column rank condition of a Sylvester matrix has been derived. It has also been shown that even if the channels are coprime, matrix H H H K+1 loses rank, unless the parameter K is greater than or equal to L 0 1.
Since K represents the order of the linear zero-forcing equalizer [7] , [8] , this result verifies the well-known fact that the equalizer length K + 1 should be lower bounded by the channel order L. and (2) follows by induction. We remark also that additional results concerning the inversion of generalized Vandermonde matrices have been presented in [2] , [3] , and [5] , among others.
I. INTRODUCTION
Increasing the signal-to-noise ratio (SNR) of two-dimensional (2-D) signals corrupted by additive noise is an essential problem related to several areas of research in image processing and communications. If the statistics of the 2-D signal and background noise are stationary or known, filtering the 2-D signal using fixed filters is satisfactory. However, in general, the statistics of the 2-D signal and background noise are nonstationary or unknown, making the use of adaptive filtering imperative. Various update algorithms have been used to adjust the impulse response of the adaptive filter according to the learned statistical parameters. See, for example, [1] - [3] .
Images corrupted by white Gaussian noise can be enhanced through the 2-D adaptive line enhancer (2DALE), whose coefficients are updated according to the 2DLMS algorithms [1] , [2] . The 2-D adaptive correlation enhancer (2DACE) algorithm described in [3] has shown improved results over the 2DLMS algorithm, especially in the case of signals of small spatial extent embedded in white Gaussian noise. The adaptive filter impulse response using this algorithm converges to the 2-D auto-correlation function of the signal of interest. However, the performance of the 2DACE algorithm deteriorates in the case of colored Gaussian noise.
Recently, the use of higher order statistics (HOS) in signal processing has moved to the forefront of interest among many researchers [4] - [7] . The main advantage of using HOS is based on the property that for Gaussian noise (white or colored), all cumulants of order greater than two are identically zero. Therefore, if a non-Gaussian signal is corrupted by additive Gaussian noise, estimates of cumulants Manuscript received April 17, 1995; revised February 24, 1997. The associate editor coordinating the review of this paper and approving it for publication was Dr. Yun Q. Shi.
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Publisher Item Identifier S 1053-587X(99)00750-3. of order greater than two are essentially estimates of the cumulants of the signal alone. In this correspondence, a 2-D cumulant-based adaptive enhancer algorithm (2DCBAE) is suggested. Section II shows that the 2DCBAE algorithm coefficients converge to a special 2-D slice of the fourthorder cumulant function of the signal or the feature of interest. In Section III, simulation results show the advantage of the 2DCBAE algorithm compared with the 2DACE and the 2DLMS algorithms. Finally, Section IV presents the conclusions.
II. THE 2-D CUMULANT-BASED ADAPTIVE ENHANCER ALGORITHM
A conceptual implementation for the proposed 2DCBAE is shown in Fig. 1 . It consists of a 2-D adaptive FIR filter whose matrix of coefficients is adapted as described below. The input signal to the adaptive filter x(m; n) with mean removed can be modeled as 
and and are smoothing factors that lie in the range 0 ; < 1
which control the rate of adaptation of the coefficient matrix W k .
The reciprocal of (1 0 ) and (1 0 ) determine the time constant associated to (3) and (6), respectively.
