Lessons learned from the increasing diversity of road trial deployments of autonomous vehicles have made clear that guaranteeing safety of driving decisions is a crucial bottleneck on the path towards wider adoption. A promising direction is to pose safety requirements as planning constraints in nonlinear optimization problems for motion synthesis. However, many implementations of this approach are limited by uncertain convergence and local optimality of the solutions achieved, affecting overall robustness. In this paper, we propose a novel two-stage optimization framework: in the first stage, we find a global but approximate solution to a Mixed-Integer Linear Programming (MILP) formulation of the motion synthesis problem, the output of which initializes a second Nonlinear Programming (NLP) stage. The MILP stage enforces hard constraints including safety and road rules, while the NLP stage refines that solution within safety bounds to make it feasible with respect to vehicle dynamics and smoothness. We demonstrate the usefulness of our framework through experiments in complex driving situations, showing it outperforms a state of the art baseline in terms of convergence, comfort and progress metrics.
I. INTRODUCTION
With the rapid advancement of Autonomous Vehicle (AV) technology it is becoming increasingly clear that robustly guaranteeing safety across diverse driving scenarios is essential to its wider adoption, with practitioners recognizing the need for ensuring safety by design [21, 19] . Performing safe real-time planning in this way, in systems that must robustly achieve tight integration with scene perception and prediction of agent behaviors [2] , has continued to be an open challenge for the community. An enticing approach motivated by the ability to collect driving data from millions of miles driven by sensorized vehicles is to exploit machine learning methods, such as in an imitation learning paradigm [6, 7] . However, it has been difficult to provide safety guarantees when policies are learned through such methods, particularly given noisy data and fault-susceptible real time perception. Initial works aimed at providing robustness guarantees of neural networks, while encouraging, remain limited in scope compared to the scale of the models required in practical systems [17, 4] .
The multi-dimensional requirements associated with planning in AVs are inherently hierarchical in nature. The core concern of non-collision with other road users and obstacles, in the interest of passenger safety, is a hard constraint. Other secondary concerns, such as continued progress towards a destination, comfort or power management, imply softer constraints. Some planning methods, including many reinforcement learning formulations and some forms of unconstrained trajectory optimization, expect the hierarchy to be resolved implicitly Bottom -unprotected right turn in a junction through the design of the optimization objective [33, 18] . However, such approaches tend to be brittle in enforcing the aforementioned safety-first hierarchy [3] .
The main reason for this brittleness is the difficulty of simultaneously satisfying diverse constraints, which requires suitable prioritization. A principled approach to such prioritization is seen in planning with formal methods, where logical specifications capture safety guarantees. Examples include optimizing the satisfaction of Signal Temporal Logic formulas in a receding horizon framework [9, 26] , and the synthesis of policies that maximize the probability of satisfying objectives given as Linear Temporal Logic predicates [16] . However, formal methods tools, in general, can lead to performance bottlenecks and lack in scalability [22, 28] .
A more scalable technique to achieve prioritization is to adopt constrained optimization, where inviolable rules of the road [1] would be encoded as hard (in)equality constraints while secondary objectives are satisfied in a soft manner as dictated by weights in a cost function. In [27] , planning is formulated in this way as a nonlinear constrained optimization problem in a Model Predictive Control (MPC) scheme, producing safe and smooth trajectories when it converges. However, as the authors note, there are several challenges with this approach, including the uncertain convergence and/or locally-optimal solutions, even when using state of the art, offthe-shelf solvers [27] .
We propose a two-stage optimization method that preserves prioritization of objectives without compromising convergence and optimality. Specifically, we pose the problem in terms of a first stage modeled as a Mixed-Integer Linear Program (MILP), the output of which is seeded to a Nonlinear Programming (NLP) problem. The informed initialization offered by the first stage is an approximate solution that is globally ε-optimal [13, 23] up to a user-defined receding horizon. This facilitates for the subsequent nonlinear constrained optimization to produce a safe, smooth and feasible trajectory.
Contributions Our contributions are twofold: 1) we formulate motion planning for autonomous driving in a two-stage optimization framework, and 2) we evaluate the framework thoroughly in a range of simulated complex driving situations to demonstrate that our approach leads to a higher percentage of solved examples and more comfortable, yet assertive, solutions.
II. PRELIMINARIES AND PROBLEM STATEMENT A. Notation and Definitions
We use the shorthand k ≡ t k = t 0 + k∆t, where t 0 is current time and ∆t the timestep. We assume the planning problem to be defined over N steps with a temporal horizon of τ = N ∆t. For any variable r j with j ∈ N + , we use the shorthand notation r i:e ≡ (r i , ..., r e ). Vectors are in bold.
We refer to the vehicle whose motion we want to plan as the ego-vehicle and consider its state at time k to be given by
is the position, Φ k is its heading, and V k is its speed, all in a global coordinate frame W. The ego state at time 0 is given by X 0 , while the output of planning is the vector of ego states over the next N steps, X 1:N ∈ W N X . Other traffic participants, such as vehicles, pedestrians and cyclists, are indexed by i ∈ {1, ..., n}, and their mean pose at
Uncertainty over their positions is modeled by a Gaussian distribution with mean (X i k , Y i k ) and covariance Γ i k . The set of the mean poses of all traffic participants over the planning horizon O 1:n 0:N and the covariances Γ 1:n 0:N are inputs to the planning problem. We assume the planning goal to be defined as continuous progress along a differentiable and bounded two-dimensional reference path, P ref , of length |P ref |, parameterized by the distance from its start, λ ∈ [0, |P ref |], as (X Pref (λ), Y Pref (λ)). Fig. 3 : Visual representation of the pose transform of T between the world frame of reference (left) and the reference path based frame (right), and T −1 , the inverse transform.
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To simplify the planning problem, we transform the global coordinate frame W to a P ref -based representation W r under the invertible transform T , as presented in the next section. Fig. 2 illustrates the process of going from an input (X 0 , O 1:n 0:N , Γ 1:n 0:N ) to the desired planning output X 1:N .
B. Reference Path Representation
Given the definition of the reference path P ref , we can write:
where t λ and n λ are the tangential and normal vectors of the reference path in the global coordinate frame.
The invertible transform T operates on the input of the planning problem: (1) poses, (2) velocities and (3) covariance matrices: 1 1) Pose transform: T maps the pose (X, Y, Φ) in the global coordinate frame W to pose (x, y, φ) in the reference path frame W r as presented in Fig. 3 .
• x = proj Pref X Y is the distance λ from the beginning of P ref to the projection of X Y into it, defined as:
Due to the nature of the optimization, no closed-form solution can be obtained for x.
where n x is the normal vector of the ref-
2) Velocity transform: T is a spatial transformation, so speeds are invariant: v = T (V ) = V .
3) Covariance transform: considering a traffic participant with pose O and covariance Γ, T (O) = x y φ T , the transformed covariance matrix is given by:
where ∠t x is as defined in (2), and R(ϕ) ∈ SO(2) is the rotation matrix for angle ϕ.
C. Problem Statement
The planning problem is defined in the reference path coordinate frame. The state of the ego-vehicle at time k is given by x k = (x k , y k , φ k , v k ) ∈ X where (x k , y k ) is the position, φ k is its heading, and v k is its speed. The evolution of the state is given by a discrete general dynamical system:
where f ∆t is a discrete, nonlinear function parameterized by ∆t, and u k = (a k , δ k ) ∈ U is the acceleration and steering angle controls applied at time k. We consider the ego-vehicle to be a rigid body occupying an area S e ⊂ R 2 relative to its center, and denote the area occupied by the ego-vehicle at state
For other traffic participants i ∈ {1, ..., n}, pose at time k is given by o i k = (x i k , y i k , φ i k ) ∈ O and position covariance by Σ i k . Following the definition from [27] , we denote the area each traffic participant occupies with probability higher than p by S i (o i k , Σ i k , p ) ⊂ R 2 . We define the driveable surface area B ⊂ R 2 to be the area in which it is safe for the ego-vehicle to drive in the reference path coordinate frame, and the unsafe area B out = R 2 \B. With a cost function J(x 0:N , u 0:N −1 ) defined over the positions and controls of the ego-vehicle, we can now pose the problem. ∀k ∈ {0, ..., N } :
III. NONLINEAR PROGRAMMING FORMULATION
In this section, we describe a specific solution method to Problem 1, posing it as an NLP problem comprising: (1) kinematic vehicle model constraints on the model transitions and allowed controls (Sec. III-1); (2) collision avoidance constraints with the boundaries of the driveable area as well as other traffic participants (Sec. III-2); and (3) a multi-objective cost function over soft constraints (Sec. III-3).
1) Vehicle Model: We consider a discrete kinematic bicycle model based on the center of the vehicle. Assuming the egovehicle to be a rectangle with an inter-axel distance L, we write: 
While the kinematic bicycle model is not strictly limited by any specific values of maximum steering or acceleration, we impose the limits |δ k | ≤ δ max and a min ≤ a k ≤ a max , as well as limit jerk |a k+1 −a k | ≤ȧ max and angular jerk |δ k+1 −δ k | ≤ δ max to stay within the operational domain and for passenger comfort. We also constrain speed, 0 ≤ v min ≤ v k ≤ v max , to obtain forward motion within the set speed limit.
2) Collision Avoidance: We consider two different types of collision avoidance: the limits of the driveable surface (including road limits and roadworks) and other traffic participants (referred to as vehicles in this section for the sake of brevity). To define an adequate representation of the area of the ego-vehicle S(x k ) given state x k , we relax the ego-vehicle boundary definition to its corners. For a rectangular vehicle of width w and length l, the positions of the corners at x k are:
where
is the rotation matrix for angle φ k , and • is the element-wise product. With this, the driveable surface constraint S(x k )∩B out = ∅ can be reduced to:
The driveable surface B is described by two continuous and differentiable functions of x, the left border b l (x) and the right border b r (x), such that ∀x : b l (x) > b r (x). These boundaries impose a constraint on y, the lateral path deviation at position x. Then, (7) can be reduced to the set of constraints
with [x z k , y z k ] T defined as in (6) . For collision avoidance with other vehicles, we model their area S i (o i k , Σ i k , p ) in a similar fashion to [27] . Assuming a shape , b shape to be the parameters of an ellipsis that inscribes the vehicle's shape, and Σ i k to be axis aligned with the vehicle's axis, we write:
where L ( a i k , b i k ) is an ellipse conservatively inscribing vehicle i at time k up to an uncertainty p . For more details, see [27] . Thus, we write the constraints:
Cost function: A multi-objective cost function is defined over a set of soft constraints I on the ego-vehicle's states and controls. For a soft constraint ι ∈ I: θ ι (x, u) and weight ω ι ∈ R + reflecting its relative importance, the cost function can be defined as:
Soft constraints are defined over different objectives:
• Progress towards a longitudinal goal x g : θ x = (x−x g ) 2 , a target speed v g : θ v = (v − v g ) 2 , and for lateral tracking of the reference path, θ y = y 2 . • Comfort as a minimization of the norm of acceleration, θ a = a 2 , and steering, θ δ = δ 2 .
4) NLP formulation:
We formulate the optimization problem using the constraints previously defined.
Problem 2 (Nonlinear Programming Problem). Given an initial ego-vehicle state x 0 , trajectories of traffic participants (o 1:n 0:N , Σ 1:n 0:N ) and soft constraints I, compute: argmin
∀k ∈ {0, ..., N } :
Due to the nonlinearity of J, f ∆t , b l , b r and g i,z , this is a nonlinear, non-convex, constrained optimization problem with equality and inequality constraints. While it is appealing to solve the problem directly or using a receding horizon formulation as in [27] , there are two major challenges:
• Uncertain convergence: solvers for this type of problems are generally slow for large instances, particularly when initialization is not carefully considered [24] . While advances in efficient primal-dual interior point solvers have mitigated this issue to a certain degree [8, 30, 10] , the convergence to a solution is uncertain [27, 24, 12] . • Local optima: nonlinear constrained optimization solvers tend to be local in nature, finding solutions close to the initial point and, possibly, far from the global optimum [27, 13, 24] .
IV. TWO-STAGE OPTIMIZATION
To mitigate the aforementioned issues of NLP, we propose the framework presented in Fig. 4 . The main motivation behind the architecture is to avoid the local optima convergence in the nonlinear, non-convex constrained optimization by providing an informed initial solution that is closer to the global optimum, leading to faster and more reliable convergence.
In our two-stage optimization, the first stage solves a linearized version of Problem 2 in a finite, receding horizon manner using a Mixed-Integer Linear Programming formulation (details presented in Sec. IV-A). This gives optimality guarantees for each step of the receding horizon problem (see Sec. IV-A5), acting as a proxy toward reaching the global optimum of the linearized problem. The second stage solves 
A. Mixed-Integer Linear Programming Formulation
In this section, we reformulate Problem 2 as a MILP problem. To do so, we consider a linear vehicle model with kinematic feasibility constraints, an approach to collision avoidance which maintains the mixed-integer linearity of the model, and adapt the soft constraints to a MILP cost function. Then, we define the full problem and discuss solution optimality. We make use of the nonlinear operators | · | and max(·), which we enforce through auxiliary binary variables under the big-M formulation [32, 25] .
1) Linear Vehicle Model and Kinematic Feasibility: The kinematic bicycle model presented in Sec. III-1 is nonlinear, but can be linearized around a point using a series expansion. The problem with this approach lies on the fact that this approximation is only valid around the point, yielding higher errors as the distance to the point increases. To avoid this issue, we consider a nonholonomic vehicle model. We define a state of this linear vehicle model at time k as
with controls u k = a x k a y k ∈ U M , and consider a linear vehicle dynamics model defined as:
where F ∆t corresponds to a zero-order hold discretization of the continous state-space system:
This nonholonomic model is highly simplified when compared to the kinematic bicycle model in (5) . To induce kinematic feasibility, we add the constraint:
for a constant ρ ∈ R + . Assuming forward motion, that is φ k ∈ [− π 2 , π 2 ], this constraint dictates that any movement in the y direction requires motion in the x direction as well.
We also enforce the same constraints as in the nonlinear model, in particular input bound constraints, a x min ≤ a x k ≤ a x max and a y min ≤ a y k ≤ a y max ; jerk constraints, |a x k+1 − a x k | < ∆a x max ∆t and |a y k+1 − a y k | < ∆a y max ∆t; and velocity
with v x min ≥ 0 to guarantee forward motion.
2) Collision Avoidance: Similarly to the nonlinear formulation, collision avoidance is split into avoiding the limits of the driveable surface and other traffic participants. A key difference though is the lack of explicit representation of orientation in the state x, so that a linear approximation of the ego-vehicle's corners would induce large errors in the model. We instead consider the ego-vehicle to be a point and leave handling the area it occupies to the definition of the limits of the driveable surface and other traffic participants.
For the driveable surface, we define piecewise-linear functions for the left and right road boundaries b
To take the size of the egovehicle into account, we formulate the constraint:
where d : S e → R is a function of the shape of the ego-vehicle.
In the most conservative case assuming a rectangular shape with width w and length l, we can define d = (w 2 + l 2 )/2, i.e. restrict the driveable surface to B = R 2 \(B out ⊕S e ) where ⊕ is the Minkowski-sum operator. For practical purposes, we consider d = w/2, which is exact when φ = 0.
For traffic participants, we inscribe the ellipses L(a i k , b i k ) defined in (9) with axis-aligned rectangles, augmented to consider the shape of the ego-vehicle. With d x and d y being functions of the size of the ego-vehicle with respect to its center in the x and y direction, respectively, we define rectangles R i k with the limits:
It should be noted that x i k,min , x i k,max , y i k,min , y i k,max can be computed in closed form from L(a i k , b i k ), d x and d y . Then, the collision avoidance constraint is the logical implication: (18) which reads if the ego's position is aligned with a vehicle along x, then it must be outside the vehicle's borders in y.
Using the big-M formulation [32, 25] with a sufficiently large M ∈ R + , we get the following mixed-integer constraint:
3) Mixed-Integer Linear Cost Function: It is imperative that the MILP cost function be similar to the one from the nonlinear stage in order to minimize the gap between the optimum of the two stages. Since we are defining the problem in a receding horizon formulation, the cost over each state is also defined independently in time, as, for k ∈ {0, ..., N }:
for a set of soft constraints C, where each constraint ι is a function Θ ι (x, u) with a weight Ω ι ∈ R + . The weights determine the relative importance of each constraint and require fine tuning. Similarly to the nonlinear stage, soft constraints are defined over different objectives:
• Progress towards a longitudinal goal x g , Θ x = |x − x g |; a target speed v g , Θ v = |v −v g |; and over lateral tracking of the reference path, Θ y = |y|. • Comfort as a minimization of the norm of lateral acceleration, Θ a = |a y |.
4) MILP Problem Definition:
With constraints C and cost function J M,k , we formulate the problem as a K-step receding horizon MILP one. In the end, we obtain x 1:N . 
∀k ∈ {m, ..., m + K} :
.., n} 5) On the optimality of the MILP formulation: The final optimal solution of Problem 3 acts as the initial solution to Problem 2 in order to tackle uncertain convergence and local optima challenges that arise from solving the NLP directly. A solution to Problem 3 can be obtained using Branch and Bound, a divide and conquer algorithm first introduced and applied to MILP solving by Land and Doig [20] . This solution is proven to be the global ε-optimal one [13, 23] . In practice, modern solvers (e.g. Gurobi or CPLEX) may fail to find the global solution due to rounding errors and built-in tolerances [23] . On top of this, the receding horizon formulation of the problem, introduced for the sake of computational tractability, generates suboptimality by definition [11, 14] . Due to these factors, no strong theoretical guarantee can be given regarding the solution of the MILP stage.
Despite this, a solution that is close to the global optimum at each receding horizon step acts as a proxy towards a final solution that is close to the global optimum and, in turn, initializing the NLP stage using this output could improve the quality of the solution at that stage. In general, our experiments corroborate this hypothesis.
V. RESULTS AND EVALUATION
In this section, we will show that: 1) our method is general and can be applied to a diversity of driving situations; 2) the MILP stage provides the NLP stage with a better inititalization when compared to simpler heuristics, leading to a higher percentage of solved cases, faster NLP solving times and solutions closer to the global optimum; and 3) our method leads to solutions that outperform a Nonlinear Model Predictive Control (NMPC) approach similar to the one presented in [27] in progress and comfort metrics. To that end, we implement the first stage (MILP; Problem 3) using Gurobi 8.1 [15] , and the second stage (NLP; Problem 2) using IPOPT [31] . Both solvers have a timeout of 25s, after which the optimization is stopped. We use N = 40 and ∆t = 0.2s for a trajectory horizon of 8s. 2 Without loss of generality, we assume left-hand traffic where drivers are expected to be on the left hand side of the road, that a route planner is available to generate a reference path that satisfies the planning goal in the global coordinate frame, and consider a constant velocity model for the prediction of dynamic agents. In the simulator, the behavior of other dynamic vehicles is based on the Intelligent Driver Model [29] .
1) Generality: Figures 5 and 6 show two qualitatively distinct driving situations . In Figure 5 the ego-vehicle overtakes parked vehicles on a two-lane road while taking into account an oncoming vehicle on the other lane that is also overtaking a static vehicle in its own lane. The plots in Figure 5d show the ego deviating from its own lane (the reference path) for overtaking, and returning to it as soon as possible, while 2 Other parameters are listed in Appendix A (a) t = 0.0s
(c) t = 5.2s always maintaining a smooth acceleration profile. The second example in Figure 6 shows an unprotected right-turn into a main road. Figure 6d shows the ego-vehicle closely follows the reference path (right turn into the main road) while smoothly responding to unforeseen behaviors of the dynamic vehicles. Figure 7 shows examples of the four different simulation scenarios we consider for experiments 2) and 3): (SO) static overtaking of parked vehicles on both sides of the road; (SO+OV) static overtaking with a dynamic vehicle in the oncoming lane; (DO) dynamic overtaking of a slow moving vehicle; and (DO+OV) dynamic overtaking with an oncoming vehicle on the other lane. For the experiments, we generate datasets of examples per scenario by randomizing over relevant parameters (e.g. initial speeds and number of vehicles). More details are presented in Appendix B.
2) Initialization Comparison: We consider four heuristic initializations as alternatives to our MILP stage: ZEROS, in which all states and controls are initialized to zero; C.VEL, where the ego-vehicle is assumed to maintain its speed throughout the solution; C.ACC, where the ego-vehicle main-(a) t = 0.0s (b) t = 6.47s (c) t = 13.47s tains a constant acceleration of 1ms −2 until the maximum speed is achieved; and C.DEC where the ego-vehicle maintains a constant acceleration of −1ms −2 until it stops. A dataset of 1000 examples per scenario was procedurally generated, solved using our method as well as using only the NLP stage for the same constrains initialized by each of the four heuristics. Table I presents the percentage of solved examples within the allocated time (25s) per initialization method and scenario. As it can be observed, our method either performs similarly or outperforms other methods in all the scenarios considered. In Figure 8 , we analyze the problems that were solved using our initialization when compared to the other initialization methods. We observe that, across scenarios, ZEROS and C.DEC lead to the highest percentage of solved problems (after ours) and same solutions, but also the highest percentage of different solutions. To analyze this further, for problems where a different solution is reached (dark blue bars in Figure 8 ) Table II shows the average % difference in cost that the alternatives achieve compared to ours. For problems with similar solutions (pink bars in Figure 8 ), Table II presents the average % difference in the solving time of the NLP stage. We see that, in general, other initialization methods obtain higher costs on average than ours. While C.ACC is able to achieve a lower average cost in some scenarios, it leads to a substantial number of unsolved examples, particularly for DO and DO+OV (see Figure 8 ). In all scenarios where the same II: Initialization Comparison: in cases where the optimum is different (left), the average percent difference in the objective function value (cost) between the alternative method and our solution is shown (positive and higher is better for our method), with the respective number of examples in parenthesis; in cases in which the optimum is the same (right), the average difference in solving time as a percentage of the solving time of the NLP stage of our method is shown (positive and higher is better for our method), with the number of examples in parenthesis.
solution is reached by an alternative method, it takes longer to solve on average. A noteworthy case is DO+OV initialized with C.ACC which takes 306.32% longer on average to reach the same solution as ours. These results validate our claim that we achieve a higher percentage of solved examples (as shown by Table I ), faster solving times and more optimal solutions (as evidenced by Figure 8 and Table II) .
3) NMPC Baseline Comparison: We compare our method to an NMPC baseline which optimizes Problem 2 with the same soft and hard constraint but in a receding horizon fashion similar to [27] . This baseline uses the same interior-point optimization method as our NLP stage to solve each of the horizon steps. To evaluate the quality of the methods, we introduce the following metrics that compare our solution, We generate 1000 examples per scenario and solve them using our method and the NMPC baseline. The top of Table III shows the percentage of examples solved by the methods. Our method solves more examples than the baseline in all scenarios. For the problems that are solved by both we show solution metrics per scenario in the bottom of Table III . We achieve significantly higher progress and better velocity matching across scenarios, and similar or slightly smaller jerk values and deviation from the reference path. This validate our claim that our method is better in progress and comfort metrics than the baseline that has a similar formulation to [27] . While our MILP stage improves the overall solutions, our two-stage method, using off-the-shelf solvers, takes up to 1s in ∼ 87.5% of the examples presented in the results. One direction of future work is to investigate methods that would make the current framework more suitable for real-time [5] .
Note that some of the examples in the datasets were not solvable by any of the methods due to our specific choice of hard constraints. For instance, while the vehicle dynamics would allow acceleration values as low as −7ms −2 , we limited the minimum acceleration to −3ms −2 as a comfort constraint, rendering some randomly-generated examples unsolvable. A practical approach to deploy our framework in the real-world is to introduce multiple levels of hard constraints that differ in strictness while always maintaining safety.
VI. CONCLUSION
In this paper we introduced a two-stage optimization framework for autonomous driving which first solves a linearized version of the planning problem (formulated as MILP) to initialize the second nonlinear optimization stage. We show that our MILP initialization leads on average to a higher percentage of solved examples, lower costs, and better solving time for the NLP stage when compared to alternative initializations. Additionally, we show that the two-stage formulation solves more examples than an NMPC baseline, outperforming it in terms of progress and comfort metrics. Tsiotras. Advanced planning for autonomous vehicles using reinforcement learning and deep inverse reinforcement learning. Robotics and Autonomous Systems, 114:1-18, 2019.
APPENDIX
A. Optimization parameters
The parameters used in the solving of Problem 2 and 3 in the context of Sec. V are defined in Table 1 . 
B. Generation of scenario examples
For the randomly generated scenarios presented in Sec. V, we assume the ego vehicle has length 4.8m and width 1.9m. The examples used in this work were procedurally generated by uniformly sampling the parameters of the scenarios, following the ranges defined in Tables B1, B2, B3, B4 and B5.
Parameter
Min Max Ego initial x (m) 0 0 initial y (m) b l (x) + 0.55 * 1.9 br(x) − 0.55 * 1.9 initial v (ms −1 ) 0 9.5 initial φ (rad) −π/12 +π/12 
Number of lanes
