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Abstract
We propose a least-squares formulation to the noisy hand-
eye calibration problem using dual-quaternions, and intro-
duce efficient algorithms to find the exact optimal solution,
based on analytic properties of the problem, avoiding non-
linear optimization. We further present simple analytic ap-
proximate solutions which provide remarkably good estima-
tions compared to the exact solution. In addition, we show
how to generalize our solution to account for a given extrin-
sic prior in the cost function. To the best of our knowledge
our algorithm is the most efficient approach to optimally
solve the hand-eye calibration problem.
1. Introduction
Hand-eye calibration is a common problem in computer
vision where one wishes to find the transformation between
two rigidly attached frames. One popular formulation of the
problem is in terms of the following equation
∆C ◦X = X ◦∆H, (1)
where ∆C,∆H,X are SE(3) elements and ◦ is the group
multiplication operation [1]. ∆C and ∆H represent the
sources relative poses (e.g. camera and robot hand) and X is
the rigid transformation between the two frames.
In the literature one can find plenty of strategies to solve
the problem for a given set of poses, as well as different
representations and metrics being used, see [2, 3] for a re-
cent review. Since the SE(3) group is a semi-direct product
of the special orthogonal group and the translational group
(SO(3)n T (3)), starting with (1), one usually ends up with
two equations which we will refer to as the rotational equa-
tion (the quotient by the normal subgroup) and the transla-
tional equation (the normal subgroup). In practice, due to
noisy data these equations cannot be satisfied exactly, and
a numerical minimization approach or an approximating
procedures are often used.
Some authors approach the problem by solving the two
equations separately by first minimizing a term related to
the rotational equation and then substituting the solution in
Figure 1: The hand-eye calibration problem for two rigidly at-
tached cameras.
the translational equation and minimizing this term in turn,
where a closed form solution can be found [4, 5, 6]. Others
try to minimize both terms simultaneously.
In the later case, one approach is to perform a (con-
strained) nonlinear optimization procedure to minimize a
cost function which takes into account the two terms (the
rotational and translational parts) in some representation and
specified metrics. This procedure is more costly in terms
of computations, and requires a proper initial estimation
in order to avoid local minima [6, 7, 8]. A linear simulta-
neous solution was presented in terms of dual-quaternions
(or equivalently geometric algebra) [9], [10], which aims to
solve (1) rather than a minimization problem, being valid for
the noise free case, or requires filtering of the data.
As mentioned above, one can use different metrics for
the minimization problem, usually related to the chosen
representations or noise model assumptions. For the rota-
tional part, the common (non-equivalent [11]) choices are
the chordal, quaternionic or the geodesic metrics. Similarly,
one can use different minimization terms for the translational
part. Furthermore, rotation and translation terms have differ-
ent units, and a proper relative weighting should be used. A
natural choice would be the covariance of the measurements,
which is not always available.
In this paper we address the problem of simultaneous
minimization using the dual-quaternions (DQs) representa-
tion. The difficulties in solving the minimization problems
analytically are due to nonlinear constraints. Using DQs,
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one can construct a quadratic cost function in terms of the
DQ d.o.f. which are subject to nonlinear constraints, which
inevitably make the problem highly nonlinear.
Our approach is to add the constraints as two Lagrange
multiplier terms and to study their analytic properties. The
two Lagrange multipliers are related by a polynomial p(λ, µ)
of 8th-order in µ and 4th-order in λ, with some special prop-
erties. Over the reals, the polynomial defines four curves
λi(µ), and the optimal solution corresponds to the saddle
point dλ/dµ = 0 of the smallest λ curve. Thus, our strategy
is to efficiently find this special point in the Lagrange mul-
tipliers space. We propose several nonequivalent ways to
find the optimal solutions as well as a hierarchy of analytic
approximations which perform remarkably well.
We show explicitly how to extend our algorithms when
adding a prior to the problem, allowing for a maximum a
posteriori (MAP) analysis, or regularization in degenerate
cases (e.g. planar motion).
We perform several experiments using synthetic and real
data, and compare our algorithms to other available methods
and to nonlinear optimization, showing that our algorithm
indeed finds the optimal solution.
The paper is organized as follows: we initially estab-
lish the connection between the SE(3) group and unit DQ.
Then we formulate the hand-eye calibration problem using
DQs, and introduce the minimization problem. Afterwards
we discuss the properties of the cost function and present
algorithms for solving the problem. Next, we extend the
formulation to include a prior term. In the final sections, we
present our experiments and comparisons to other existing
methods in the literature, along with discussion and conclu-
sions. Some technical details and more detailed experiment
results are relegated to appendices.
2. SE(3) dual-quaternions representation
In this paper we use the dual-quaternion representation of
the SE(3) group. The group elements are constructed using
dual-quaternions which are a sum of an ordinary quaternion
and a dual part which is an ordinary quaternion multiplied by
the dual-number , where 2 = 0, see for example [12, 9].
SE(3) can be represented by unit DQ, Q = q + q′ with
Q⊗Q∗ = 1, where q, q′ ∈ H,⊗ is the quaternionic product,
and ∗ is the usual quaternion conjugation. As with ordi-
nary quaternion double cover representation of representing
SO(3), we identify Q ∼ −Q. The unit DQ constraint can
be equivalently written as |q| = 1 and q · q′ = 0 where q and
q′ are treated as real four-dimensional vectors, and · is the
dot product.
The explicit, a rotation element is given by R(kˆ,θ) =
(kˆ sin θ2 , cos
θ
2 ) with kˆ the rotation axis and θ the rotation
angle, while a translation element by a vector ~a is given by
T~a = (~0, 1) + 
1
2 (~a, 0). Our notation (~q, q0) refers to the
imaginary and real parts of a quaternion respectively. Thus,
a general [R|T ] transformation can be represented by
Q = T ⊗R = R+ 1
2
(~a, 0)⊗R ≡ q + q′. (2)
An equation concerning DQ can always be split in two
equations, one for the “primal” part which is a pure quater-
nion, and one for the “dual” part which is the quaternion
coefficient of .
3. Hand-eye calibration problem in terms of
dual-quaternions
The hand-eye calibration problem can be formulated us-
ing the following set of equations
∆Ci ◦X = X ◦∆Hi, i = 1, ..., N, (3)
where ∆Ci and ∆Hi are corresponding relative poses of
two rigidly attached sources (see fig. 1), which from now on
we shorten as Ci and Hi. Using the DQ representation the
equation can be written as [9]
QCi ⊗QX = QX ⊗QHi , i = 1, ..., N, (4)
and more explicitly as
qCi ⊗ qX = qX ⊗ qHi , i = 1, ..., N,
qCi ⊗ q′X + q′Ci ⊗ qX = qX ⊗ q′Hi + q′X ⊗ qHi , (5)
where we separated the primal and dual parts to two equa-
tions. Next we translate the quaternionic multiplications to
matrix multiplications using q⊗p ≡ L(q)p ≡ R(p)q, where
q and p are treated as real four-dimensional vectors on the
RHS and L,R are 4× 4 matrices, and we get
(L(qCi)−R(qHi)) qX = 0, i = 1, ..., N, (6)(
L(q′Ci)−R(q′Hi)
)
qX + (L(qCi)−R(qHi)) q′X = 0.
For simplicity of notation we defineAi ≡ L(qCi)−R(qHi),
Bi ≡ L(q′Ci)−R(q′Hi) and q ≡ qX , q′ ≡ q′X , so we have
Aiq = 0, Biq +Aiq
′ = 0, i = 1, ..., N. (7)
As described in [9], in the noise free case where the equa-
tions can be solved exactly, the concatenated 8-dimensional
vector (q, q′) is in the null space of
(
A 0
B A
)
, where A and
B are a stacks of Ai and Bi respectively. Moreover, the
relative transformation can only change the screw axis from
one frame to another so the angle and screw pitch d.o.f. are
omitted in the treatment of [9], which also allows to reduce
Ai and Bi to 3× 4 matrices instead of 4× 4 matrices.
In our analysis we prefer not to cancel the invariant screw
parameters since we generally expect noisy data, and these
parameters act as sort of relevant weights for our data, thus,
we work with the full 4× 4 matrices.
3.1. The minimization problem
Our next step is to define the minimization problem. Gen-
erally, in the presence of noise, the RHS of (7) will differ
from zero. We define our minimization problem as the simul-
taneous minimization of the squared L2 norm of residuals
of the two equations in (7), namely
arg min
q,q′
N∑
i=1
(|Aiq|2 + α2|Biq +Aiq′|2) ,
subject to: |q| = 1, q · q′ = 0, (8)
where we introduced a fixed dimensionful parameter α ∈ R
with 1/length units, which may account for the different
units of the two terms. For simplicity we will treat α as a
fixed tunable parameter. More generally one could use a
covariance matrix inside the norm based on specific mea-
surements without changing our analysis.
Our choice for the cost function is natural given the dual-
quaternion formulation, however one can find plenty of other
non-equivalent choices in the literature using different met-
rics on SE(3), see [2] for detailed discussion.
3.1.1 Minimization equations
In this section we present the minimization problem in more
details, and set up the notation for the rest of the paper.
First, we express the cost function (8) using two Lagrange
multipliers corresponding to the two constraints,
L=
∑
i
(|Aiq|2 + α2|Biq +Aiq′|2)+ λ(1− q2)− 2µq ·q′
= qTSq+q′TMq′+2qTWq′+λ(1− q2)−2µq ·q′, (9)
where λ and µ are Lagrange multipliers, and S ≡ ATA +
α2BTB, M = α2ATA and W ≡ α2BTA. The minimiza-
tion equations yield
1
2
∂L
∂q
= Sq +Wq′ − λq − µq′ = 0,
1
2
∂L
∂q′
= Mq′ +WT q − µq = 0, (10)
along with the two constraint equations. These equations
imply that L = λ on the solution.
Throughout the paper we assume that the matrix M is
full rank, which is the case of interest where the input data
is noisy, otherwise one can solve analytically along the lines
of [9]. Thus, we have
q′ = M−1(µ−WT )q. (11)
Plugging q′ in the first equation yields
Z(µ)q =
(
Z0 + µZ1 − µ2Z2
)
q = λq, (12)
where we introduce the notation
Z0 ≡ S −WM−1WT , Z1 ≡ WM−1 +M−1WT ,
Z2 ≡M−1. (13)
The first constraint equations |q|2 = 1 can be trivially satis-
fied by normalizing the solution, while the second constraint
q · q′ = 0 implies that
µ =
1
2
qTZ1q
qTZ2q
. (14)
While we can easily solve (12) as an eigenvalue problem for
a given µ, (14) will generally not be satisfied. Unfortunately
plugging (14) in (12) results in a highly non-linear problem.
3.1.2 Properties of the minimization equations
In order to solve the problem it is useful to notice some
properties of (12) and (14). By construction, the matrix
Z(µ) is real and symmetric for any real µ, so its eigenvalues
are real. We further notice that Z2 is positive semi-definite
(since it is the inverse of ATA) and so is Z01.
Considering these properties, the eigenvalue curves λi(µ)
(each of the four roots ordered by their value) in (12) gener-
ally should not intersect as we change µ, as a consequence
of the von Neumann-Wigner theorem2 [13], [14].
A useful way to think of the problem is in terms of the La-
grange multipliers parameter space, given by a real algebraic
curve defined by (12),
p(λ, µ) = det(Z(µ)− λ) =
4∑
m=0
λmc8−2m(µ) = 0, (15)
which is a 4-th degree polynomial in λ and 8-th degree in µ,
and cn(µ) is an n-th degree real polynomial in µ (see figure
2). The functions λi(µ) can be found analytically, but their
explicit expressions are not very illuminating.
The constraint q(µ) · q′(µ) = 0 dictates which points on
the curves λi(µ) correspond to the solution. A key observa-
tion is that these are the extrema points of λi(µ). To show
this we use the fact that λ = qTZ(µ)q, so
∂λ
∂µ
∣∣∣∣
sol
= 2q˙TZ(µ)q + qT Z˙(µ)q (16)
= 2λq˙T q − 2qTM−1(µ−WT )q = −2qT q′,
where we used (12) so we are on the solution, and q2 = 1
which implies q˙T q = 0, and a dot denotes a µ derivative.
1Notice that Z0 = ATA + α2BTCB, where C ≡ (14N×4N −
A(ATA)−1AT ) is positive semi-definite having four zero eigenvalues
and the rest are ones. The four zero eigenvalues correspond to the columns
of A (notice that (ATA)−1AT is the pseudo-inverse of A), and then since
the rank of A(ATA)−1AT is 4, the rest of the eigenvalues will be one
(corresponding to the vectors in the null space of C).
2The probability to get an eigenvalue intersection for generic matrices
(due to noise) in our problem when changing µ is practically zero. We also
observed this phenomena in our experiments, see fig. 2c.
Thus, recalling that L = λ on the solution, (8) can be
solved by finding the extrema points of λ(µ) and picking
the one with the lowest value. This can be done by finding
the real intersection points of the polynomials p(λ, µ) and
∂µp(λ, µ), which in turn is equivalent to finding the multi-
plicities of the 8-th degree polynomial in µ, as a function
of its λ dependent coefficients. In either case, this is equiv-
alent to the vanishing of the determinant of the Sylvester
matrix (the resultant) of the two polynomials p(λ, µ) and
∂µp(λ, µ) w.r.t. λ or µ. In both cases the solution is given
by the smallest real root of a 1d 28-th degree polynomial.
However, considering further properties of the problem
allows to find the solution in more efficient ways. We notice
that for large |µ| (12) and (11) become
−µ2Z2q ' λq, q′ ' µZ2q, (17)
so λi(|µ|) ' −µ2ξi where ξi ≥ 0 are eigenvalues of Z2.
Similarly, Z(µ = 0) = Z0 which is PSD, so λi(µ = 0) ≥ 0.
Combining these two observations together with the von
Neumann-Wigner non-crossing theorem, each of the four
eigenvalues λi(µ) must cross the µ axis at least twice. How-
ever, the number of solutions to Z(µ)q = 0 in terms of µ is
at most eight, so we conclude that every eigenvalue λi(µ)
crosses the µ axis exactly twice, say at µ1 < 0 < µ2, and
then goes asymptotically quadratically to −∞ for µ µ2
and µ µ1 (there could be cases where the two points unite
and we get one solution at µ = 0, which corresponds to the
noise free case).
Next, we change our point of view and consider µ(λ).
We already established that the number of real solutions to
µ(λ = 0) must be eight, which is the maximum number of
solutions. As we increase λ, the number of real solutions
can either stay constant or drop by an even integer number3.
The first jump from eight to six solutions corresponds to the
first maximum of λ(µ), which is the minimal cost solution
to our problem. This must correspond to the maximum of
λi=0(µ), since otherwise the number of real solutions to
the µ polynomial will exceed the maximum number (eight).
Multiple extrema are allowed only for higher λi>0 functions,
see 2b. Similarly we can look for root multiplicities in terms
of the discriminant, since the extrema of λ(µ) correspond to
such points.
We conclude that the smallest eigenvalue extrema must
corresponds to the unique maxima of λ0(µ). Note further-
more that λ0(µ) can be written as the minimum over a set of
concave functions4 and is thus itself concave (or equivalently,
−λ0(µ) is convex). This means that we can efficiently solve
the hand-eye calibration problem by finding the maximum
of this function and extracting the corresponding q, q′.
3For a given λ we can rewrite the eigenvalue problem in terms of µ as
an 8× 8 eigenvalue problem, with a non-symmetric matrix, so in general
the properties of µ are less constrained and µ can become complex.
4Let fq(µ) = qTZ(µ)q. Then λ0(µ) = min|q|=1 fq(µ) and
∂2µfq(µ) = −qTZ2q ≤ 0 for a fixed q since Z2 is PSD.
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Figure 2: Lagrange multipliers space. Subscripts in λi(µ) and
fi(µ) indicate the i-th EV for a given µ in ascending order. The
optimal µ is denoted by µ∗ and the dashed black line. In (a) and
(b) the optimal solution corresponds to the maximum of the blue
line. In (b) the number of real roots starts at 8, reduce to 6, 4 and
then grows to 6 and reduces to 4, 2 and finally to 0. We also see
the level repulsion effect where the eigenvalues almost intersect but
eventually repel each other, see (c). In (d) solution µ∗ corresponds
to the intersection of f0 with the µ-axis (same data as in (a)).
3.2. Solving the minimization problem
Based on the discussion above, we introduce various
strategies to solve the minimization equations, presenting
both exact and approximate solution.
3.2.1 Optimal 1D line search (DQOpt)
This is the simplest algorithm we present which yields the
optimal solution. We first define the function
f0(µ) ≡ q0(µ) · q′0(µ) = −
1
2
dλ0(µ)
dµ
, (18)
where q0 is the smallest eigenvalue of Z(µ), and q′0 is com-
puted using (11). As explained above, this is a monotonic
function with a unique root, see figure 2d. To find the optimal
solution we first find the root of this function, f0(µ∗) = 0,
and solve for q as the eigenvector corresponding to the small-
est eigenvalue of Z(µ∗) and for q′ using (11). Alternatively,
one can look for the maximum of λ0(µ) directly which cor-
respond to the same solutions, see 2a.
We further derived alternative algorithms to arrive at the
optimal solution, again, using only a 1D line search based
on resultants and roots counting. These algorithms yield
the same optimal solution, but are slower to evaluate. Since
they are conceptually very different and provide a different
view on the problem we believe it is interesting to include
them in this work. However, since we shall only use the
above optimal solution throughout the paper we relegate
their description to appendix B.
3.2.2 Two steps (DQ2steps)
The two steps approximation, solving first the rotation equa-
tion, takes a very simple form in our formulation. One first
solves for q for finding the eigenvector corresponding to the
smallest eigenvalue in
Mq = λ0q, (19)
and the corresponding q′ is given by
q′ = M−1
(
1
2
qTZ1q
qTZ2q
−WT
)
q. (20)
3.2.3 Convex relaxation (DQCovRlx)
Here we approximate the solution while relaxing the q · q′ =
0 constraint, and then project the solution to the non-convex
constraint space using (14), thus we solve
Z0q = λ0q, (21)
and the corresponding q′ is given by (20) again. We can also
get a nice expression bounding the gap,
∆λ = λc − λ0 = 1
4
(qTZ1q)
2
qTZ2q
, (22)
where λc is the constrained solution. Namely, the true cost
for the non-convex problem, λ∗, satisfies λ0 ≤ λ∗ ≤ λc.
3.2.4 Second order approximation (DQ2ndOrd)
Starting with the relaxed solution (21), corresponding to
µ = 0 (which is true in the noise free case), we can have
an analytic expansion in small µ. A detailed derivation of
a recursive formula for the dual-quaternion solution to any
order in µ is given in appendix A. The resulting second order
approximation for yields
µ∗(2) =
1
2
Z001
Z002 −
∑
a
(Za01 )
2
λ0a
,
q(2) = q0 + µ
∗
(2)
∑
a
Za01
λ0a
qa + µ
∗2
(2)
(
− 1
2
q0
∑
a
(
Za01
λ0a
)2
+
∑
a
∑
b
Zb01 Z
ab
1
λ0b
− Za02 − Z
00
1 Z
a0
1
λ0a
λ0a
qa
)
, (23)
where the q’s and λ’s are defined by Z0qa = λaqa. We
also introduced the short-hand notation Zabi ≡ qTa Ziqb and
λ0a ≡ λ0−λa and all the sums are running over a = 1, 2, 3.
After normalizing q(2) we solve for q′ using (20).
Since µ is not a dimensionless parameter, one might pre-
fer to expand in λ which is dimensionless. We can start with
λ0 = 0 which is the solution in the noise free case. However,
this leads to an 8-th degree polynomial in µ when coming
to solve (12) which complicates a bit the procedure. Instead,
we can expand in λ around the relaxed (µ = 0) solution,
so λ = λ0 + ∆λ and the expansion is in ∆λ, and λ0 corre-
sponds to the smallest eigenvalue of Z0. The second order
expansions allowing to find q is slightly more elaborated
compared to the previous one and can be found in appendix
A. Then as in the previous approximation we solve for q′
using (20).
The results of this expansion are comparable to the previ-
ous one in our experiments, though they are not equivalent
(both giving very accurate results).
3.2.5 Iterative solution (DQItr)
Defining the function
µ˜(µ) =
1
2
q(µ)TZ1q(µ)
q(µ)TZ2q(µ)
, (24)
where q(µ) is the eigenvector corresponding to the small-
est eigenvalue of (12), the solution to the problem is the
fixed point, namely µ˜(µ) = µ. Since µ˜(µ) is bounded as
explained in the previous section, iteratively estimating µ˜
and plugging the value back convergence to the solution. In
practice this procedure converges very quickly, though it is
unstable in the noise free case.
3.3. Adding a prior
The hand-eye calibration problem is not always well
posed, for example in the case of planar motion some d.o.f.
are not fixed, and might require a regularization term for
a unique solution. Furthermore, constructing the problem
from a statistical model perspective, as a MAP probability
estimation requires a prior. Thus, it is useful to incorporate a
prior term in our formulation.
Let us assume we have some prior knowledge regard-
ing the hand-eye calibration, namely that the unit dual-
quaternion representing the calibration is close to some given
Qˆ. We define Q = Qˆ ⊗ δQ, such that δQ = δq + δq′ is
the deviation from the prior, which is expected to be small,
namely δQ ' 1, or equivalently δq ' 1 and δq′ ' 0. Thus,
we introduce the prior by penalizing large δQ
Lprior(q, q
′) = L(q, q′) + a(1− δq)2 + bδq′2, (25)
where a, b > 0 are constant weight parameters (notice that
q and δq are not independent). The rotation term has a
linear dependence on δq. This term complicates our analysis,
where the eigenvalue problem needs to be promoted to an
8× 8 instead of the 4× 4 problem we had before, and our
matrices lose some of their nice properties. Nonetheless, this
approach is valid and yields good results.
However, we can avoid these issues by noting that |δq| =
1, δq ' 1 is equivalent to the imaginary part being small. So
we instead modify (25) to
Lprior =L+ aδq
TGδq + bδq′2, G=diag(1,1,1,0). (26)
We can minimize this cost in the same way we minimize (9)
by noting that
δQ = Qˆ∗ ⊗Q = L(qˆ∗)q + (L(qˆ′∗)q + L(qˆ∗)q′). (27)
Thus, the two new terms are given by
δqTGδq = qTL∗TGL∗q,
δq′2 = qTL′∗TL′∗q + 2qTL′∗TL∗q′ + q′T q′
= |qˆ′|2qT q + 2qT W˜ q′ + q′T q′, (28)
where W˜ = −W˜T = L′∗TL∗ = L(tˆ). Because of our
constraints, the term |qˆ′|2qT q is a constant which does not
change the cost function, so we can ignore it (notice that by
doing that the cost function is not guaranteed to be positive
anymore, but is bounded from below by −b|qˆ′|2). Thus, we
can solve (26) in the same way as (9) by identifying
S → S + aL∗TGL∗,
W →W + bW˜ ,
M →M + b14×4. (29)
Notice that these modifications to (9) do not change the
matrix properties discussed above regarding semi-positive
definiteness and symmetries.
4. Experiments
In this work we perform two kinds of experiments. First
we compare our optimal algorithm results with a nonlinear
optimization implementation to show that our algorithm
results in the optimal solution. Afterwards we compare the
performance of our algorithms with other algorithms, on real
and synthetic datasets.
Throughout this section we use the algorithms abbrevia-
tions introduced in sec. 3, with the addition of Dan [9], as
well as ChVecOpt and QuatVecOpt which minimize∑
i
(|RiCR−RRiH |2+α2|(RiC−1)T−RT iH+T iC |2) ,∑
i
(|qiCq−qqiH |2+α2|(RiC−1)T−RT iH+T iC |2) (30)
w.r.t.R, T and q, T using nonlinear optimization respectively.
Finally, DQNLOpt and DQNLOptRnd represent nonlinear
optimization of our cost function (9) initialized with DQOpt
and randomly respectively.
All the algorithms are implemented using python with
numpy and scipy optimize packages for 1D root finding.
4.1. Synthetic experiments
Our synthetic dataset consists of three scenarios:
- Random - uniformly sampled from SO(3)× E(3).
- Line - straight motion + small 3d perturbations.
- Circle - 2d circular motion + small 3d perturbations.
The relative poses are related by the extrinsic transformation
with addition of noise. For the translations we use multivari-
ate Gaussian noise, while for the rotations we use a uniform
distribution on S2 for the axis and a Gaussian distribution
for the angle (more details can be found in appendix D).
4.2. Real data experiments
We recorded poses from two rigidly attached ZED cam-
eras running the built-in visual odometry. The cameras were
moved by hand, creating a general 3d motion scenario and
three approximately planar scenarios: general, straight, and
circular. The collected data is significantly noisy due to the
inaccuracy of the tracking algorithm and time synchroniza-
tion issues. More details on the data acquisition process and
pre-filtering can be found in appendix D.
4.3. Weighting factor
The proper choice of the weighting factor α, which was
introduced in sec. 3.1, depends on the noise model. In order
to have a fair comparison we add the α parameter to all
the algorithm implementations, see (30), and by scaling
the translation part by α for Dan. We introduce αbest for
rotation and translation, which are the values that give the
best results in terms of the rotation and translation mean error
respectively w.r.t. the ground-truth. Note that these values
are not necessarily the same for all algorithms and even for
the same dataset. In this way we treat all the algorithms in a
fair way in contrast to setting one value which might benefit
certain algorithms more than others.
Relative cost difference alg−DQOptalg+DQOpt
alg mean std min max
DQNLOpt 6.3× 10−18 5.8× 10−16 −3.0× 10−15 2.8× 10−15
DQNLOptRnd 6.8× 10−2 1× 2.1−1 4.3× 10−12 8.9× 10−1
DQ2ndOrd 6.6× 10−10 5.4× 10−9 −2.3× 10−15 1.3× 10−7
DQConvRlx 2.7× 10−5 7.0× 10−5 2.15× 10−12 5.3× 10−4
DQ2Steps 8.4× 10−3 1.6× 10−2 2.4× 10−5 9.7× 10−2
Timing in µsec
alg mean std min max
DQOpt 299 92 158 1199
DQ2ndOrd 155 53 98 818
Dan 92 33 61 1200
DQConvRlx 77 36 43 896
DQ2Steps 63 23 42 1242
Table 1: Upper table: Results for the (signed) relative difference
(averaged over 2450 real data runs) between DQOpt and our other
algorithms. Positive values imply that the competing algorithm has
a higher cost function. Lower table: Algorithm’s timing averaged
over 24500 real data runs.
Figure 3: Synthetic experiments. We compare between Dan and DQOpt on the three different motions by showing the error response of
the solvers when the relative poses are subject to increasing rotational and translational noise (sec. 4.1). The heat maps show the mean ratio
(60 iterations) of the error responses (first row - rotation, second row - translation). A blue (red) color indicates that DQOpt has evalue times
lower (higher) error compared to Dan. It is possible to notice how DQOpt dramatically outperform Dan on degenerate motions (linear and
circular). For the 3D case (column 3) both DQOpt and Dan show high accuracy (see table 2) and the error ratio loses its significance (i.e.
they both perform well). In the last column, we compare the two solvers for a α = 1.
4.4. Verifying optimality
In order to verify that our algorithm finds the optimal
solution we compare its cost with the cost of a nonlinear
optimization implementation (using scipy’s least squares),
designed to minimize the same cost function. When running
the nonlinear optimizer we initialized it both with our solu-
tion and randomly to allow a search for a different minimum
in case our algorithm ended up in a local minimum. In or-
der for our algorithm to be optimal, the nonlinear optimizer
should not change the solution when initialized with our so-
lution, and might find higher cost solutions when initialized
randomly. The results are summarized in table 1, where our
algorithm always returns a lower cost up to numerical preci-
sion. We further compare with our approximate methods to
show how close they get to the global minimum.
4.5. Timing
We compare the run time of our optimal solution im-
plementation with the approximate solutions and Dan [9],
which serves as a benchmark, as it is well known to be very
efficient. The results are shown in lower table 1, ordered by
the mean run time. Our optimal algorithm is found to be
×3 slower than Dan. Two of the approximate algorithms
are a bit faster, while approximating very well the optimal
solution, see upper table 1. The nonlinear optimization al-
gorithms are much slower, but we do not report their perfor-
mance since we did not optimize their implementation.
5. Conclusions
In this paper we introduced a novel approach to find an
optimal solution to the hand-eye calibration problem, based
on a dual-quaternions formulation. We showed that our
algorithm is guaranteed to find the global minimum by only
using a 1D line search of a convex function. This provides a
big advantage over nonlinear optimization methods which
are less efficient and are sensitive to local minima.
We further introduced a hierarchy of efficient analytic
approximate solutions which provide remarkably close ap-
proximations to the optimal solution. We showed that our
optimal solution is very efficient being only 3 times slower
than the analytic solution by Daniilidis [9], and that some of
our approximation are faster while providing dramatically
better estimations for ill-posed cases (comparable with the
optimal solution).
We compared the performance of our algorithms with
the well known analytic solution by Daniilidis and nonlinear
optimization of other common formulations of the problem
with different cost functions, using real and synthetic noisy
datasets. We find that all the methods which provide an opti-
mal solution are comparable in terms of accuracy, see table
2. However, for the real data we find that our methods con-
sistently obtain slightly lower median errors in terms of both
rotations and translations. The two-steps method degrades in
accuracy for almost planar motions due to the ill-posedness
of the rotation equation. Daniilidis’s algorithm which does
3d motion Rotation Planar Linear
α Algorithm εr (deg) εt (cm) α εr (deg) εt (cm) α εr (deg) εt (cm) α εr (deg) εt (cm) α
be
st
ro
ta
tio
n
α
DQOpt 2.03±0.730.60 5.32±1.951.39 1.47 6.91±5.453.47 5.05±3.081.56 0.20 2.55±0.440.41 17.7±31.49.61 0.37 2.89±0.220.17 26.3±10.59.03 1.14
DQ2ndOrd 2.03±0.730.60 5.32±1.951.39 1.47 6.91±5.453.47 5.05±3.081.56 0.20 2.55±0.440.41 17.7±31.49.61 0.37 2.89±0.220.17 26.3±10.59.03 1.14
DQConvRlx 2.00±0.760.58 5.32±1.951.40 1.47 6.95±5.393.50 5.05±3.101.56 0.20 2.53±0.770.51 17.2±27.39.64 0.17 2.89±0.230.18 25.9±10.89.01 1.04
DQ2Steps 3.26±1.240.99 5.27±2.051.52 - 17.0±13.29.09 7.59±4.122.86 - 7.17±6.773.75 19.5±23.110.1 - 9.46±8.923.20 43.9±45.817.4 -
Dan [9] 2.00±0.750.60 5.45±2.141.54 1.47 11.4±9.914.99 27.4±73.520.4 17.8 4.01±4.201.20 565.±1132336. 1.90 18.3±26.510.7 5801±43472592 2.26
ChVecOpt 2.08±0.740.63 5.96±1.791.55 2.47 7.22±5.003.72 28.0±18.014.8 0.31 2.75±0.440.44 45.3±22.422.1 4.13 2.95±0.250.19 39.6±23.615.9 1.47
QuatVecOpt 2.04±0.810.56 5.71±2.061.47 0.81 7.37±5.054.06 16.9±11.08.16 0.12 2.69±0.410.37 45.8±23.024.4 1.00 2.95±0.270.18 38.8±25.816.1 0.48
be
st
tr
an
sl
at
io
n
α
DQOpt 3.21±1.160.99 5.26±1.991.46 0.03 7.75±5.273.98 5.31±2.771.80 0.22 3.84±2.921.89 18.5±21.110.3 0.05 3.37±0.350.29 23.4±10.47.77 17.8
DQ2ndOrd 3.21±1.160.99 5.26±1.991.46 0.03 7.75±5.273.98 5.31±2.771.80 0.22 3.84±2.921.89 18.5±21.110.3 0.05 3.37±0.350.29 23.4±10.47.77 17.8
DQConvRlx 3.21±1.160.99 5.26±1.991.46 0.03 7.72±5.383.94 5.34±2.741.82 0.22 3.83±2.891.89 18.4±21.110.3 0.05 3.35±0.360.28 23.3±10.37.75 17.8
DQ2Steps 3.26±1.240.99 5.27±2.051.52 - 17.0±13.29.09 7.59±4.122.86 - 7.17±6.773.75 19.5±23.110.1 - 9.46±8.923.20 43.9±45.817.4 -
Dan [9] 2.36±0.940.72 5.14±2.071.43 3.19 10.7±11.24.72 20.2±55.213.9 32.5 4.19±5.621.18 270.±445.141. 42.1 19.3±27.811.5 5208±38042110 25.1
ChVecOpt 3.20±1.140.98 5.88±1.841.67 0.03 15.0±12.98.79 15.9±8.886.63 0.03 7.21±6.773.71 18.5±15.28.90 0.01 5.74±1.491.59 24.6±9.797.43 0.07
QuatVecOpt 3.17±1.141.09 5.69±1.931.65 0.13 9.82±8.035.64 14.8±9.116.80 0.06 6.45±5.123.29 19.9±13.58.62 0.01 4.94±1.471.27 24.2±8.557.08 0.07
Random Circular Linear
α Algorithm εr (deg) εt (cm) α εr (deg) εt (cm) α εr (deg) εt (cm) α
be
st
ro
ta
tio
n
α
DQOpt 0.0523±0.01620.0156 0.1857±0.04870.0563 0.26 6.29±2.172.02 42.5±8.929.09 0.57 8.31±2.632.42 45.3±8.948.33 0.62
DQ2ndOrd 0.0523±0.01620.0156 0.1857±0.04870.0563 0.26 6.29±2.172.02 42.5±8.929.09 0.57 8.31±2.632.42 45.3±8.948.33 0.62
DQConvRlx 0.0523±0.01620.0156 0.1858±0.04870.0564 0.26 6.25±2.221.98 42.5±8.919.03 0.57 8.25±2.662.34 45.3±8.988.24 0.62
DQ2Steps 0.0532±0.01710.0152 0.1846±0.05910.0526 - 9.02±3.242.86 42.9±8.918.90 - 12.9±4.303.72 46.2±8.478.34 -
Dan [9] 0.0524±0.01610.0157 0.1889±0.05160.0548 0.26 17.0±7.935.73 347.±139.98.8 42.1 21.9±12.17.22 499.±242.139. 29.9
ChVecOpt 0.0491±0.01700.0140 0.1783±0.05210.0504 1.04 6.43±2.531.93 45.6±9.019.04 0.57 8.65±2.542.38 51.3±8.938.32 1.00
QuatVecOpt 0.0500±0.01480.0151 0.1753±0.05030.0508 0.26 6.60±2.162.07 45.7±9.528.19 0.26 8.31±2.852.47 50.5±9.078.55 0.34
be
st
tr
an
sl
at
io
n
α
DQOpt 0.0527±0.01710.0148 0.1786±0.05550.0526 0.24 6.56±2.132.32 40.9±10.18.18 0.62 9.56±3.032.90 45.0±8.347.71 1.14
DQ2ndOrd 0.0527±0.01710.0148 0.1786±0.05550.0526 0.24 6.56±2.132.32 40.9±10.18.18 0.62 9.56±3.032.90 45.0±8.357.71 1.14
DQConvRlx 0.0527±0.01710.0148 0.1786±0.05540.0525 0.24 6.55±2.122.40 40.9±10.08.21 0.62 9.56±3.032.85 45.0±8.507.51 1.14
DQ2Steps 0.0532±0.01710.0152 0.1846±0.05910.0526 - 9.02±3.242.86 42.9±8.918.90 - 12.9±4.303.72 46.2±8.478.34 -
Dan [9] 0.0599±0.02130.0172 0.1809±0.05550.0532 0.96 17.0±7.935.73 347.±139.98.8 42.1 22.9±12.97.52 497.±263.148. 21.2
ChVecOpt 0.0506±0.01540.0140 0.1689±0.05580.0480 0.96 8.77±3.472.58 30.9±11.410.0 0.02 12.6±4.533.76 34.0±10.59.34 0.01
QuatVecOpt 0.0514±0.01550.0146 0.1719±0.05160.0495 0.24 9.15±2.952.99 30.4±10.38.93 0.01 12.4±4.093.48 34.3±10.210.1 0.02
Table 2: Real and synthetic data experiments. We show the median and distance to the 25% and 75% percentiles of the error distribution
of the absolute rotation (geodesic) and translation (Euclidean) errors (εr and εt). We separate the results according to different types of
motions. The α values are picked to give either the minimal rotation or translation mean error. We highlight the best median results for each
motion type and best rotation/translation α. Notice that it does not necessarily indicate significance, where often the different results are very
close. DQ2Steps does not depend on α so its estimates are the same for best rotation/translation α.
not solve an optimization problem shows a degradation in
accuracy in the same scenarios.
We also introduced a prior to our formulation which does
not change the efficiency nor the optimality of our solution.
The prior term can help for having maximum a posterior
probability (MAP) analysis, or to regularize the estimation
for ill-posed scenarios. Other generalizations, such as adding
weights or a covariance, can be trivially incorporated to our
formulation.
Generally we find that optimal methods are more robust to
almost planar motions, however the best performing method
will depend on the trajectory and noise in the given problem
which dictates the residuals distribution. Our method has the
advantage of providing good results comparable with other
optimal methods, while being very efficient.
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Supplemental Material
A. Deriving the second order approximations
(DQ2ndOrd)
In this appendix we give a detailed derivation of the
expanded solution in small µ around the relaxed solution
(21). We first define an expansion of the quaternion solution
(eigenvector) and the smallest eigenvalue of (12)
q =
∞∑
k=0
q˜kµ
k, λ =
∞∑
k=0
λ˜kµ
k, (31)
such that (12) is solved order by order in µ, and the con-
straint q2 = 1 is satisfied. We can fix µ by using the second
constraint q · q′ = 0. We use Z0qa = λaqa, where we order
the solutions so that λ0 < λ1 < λ2 < λ3, as a basis for the
quaternions at every order,so that
q˜k =
3∑
a=0
ck,aqa, (32)
where ck,a are coefficients to be fixed. Plugging these into
(12) and the constraint equations we find the following re-
cursion relations (for k ≥ 1)
ck,0 = −1
2
k−1∑
n=1
q˜k−n · q˜n,
λ˜k = q0(Z1q˜k−1 − Z2q˜k−1)−
k−1∑
l=1
λ˜k−lcl,0,
ck,a =
qa(Z1q˜k−1 − Z2q˜k−2)−
∑k−1
l=1 λ˜k−lcl,a
λ0 − λa , (33)
with c0,0 = 1, c0,a = 0, q˜k<0 = 0, and λ˜0 = λ0. Thus we
can easily compute λ(µ) to arbitrary order in µ, and then
solve dλdµ |µ∗ = 0. Since this is a polynomial equation in µ,
we can solve it analytically for low orders. In practice we
find that the second order approximation yields extremely
good results. In that case we have
µ∗(2) =
q0Z1q0/2
q0Z2q0 −
∑3
a=1
(qaZ1q0)2
λ0−λa
. (34)
After getting q(2) (q to second order in µ) using µ∗(2) and the
expansion above and normalizing it, we get the correspond-
ing q′ using (20).
In the main text we described another possible expansion
in the dimensionless parameter λ. As explained in that sec.
3.2.4, we expand again around the relaxed solution (and not
around λ = 0), so λ = λ0 + ∆λ and the expansion is in
∆λ, and λ0 corresponds to the smallest eigenvalue of Z0.
Carrying the expansion to second order leads to
µ˜0 =0, , µ˜1 =
1
q0Z1q0
, µ˜2 = − µ˜1q0Z1q˜1 + µ˜
2
1q0Z2q0
q0Z1q0
,
q˜1 =
3∑
a=1
µ˜1qaZ1q0
λ0 − λa qa, (35)
q˜2 =
3∑
a=1
qaZ1 (µ˜1q˜1 + µ˜2q0) + µ˜
2
1qaZ2q0 − qaq˜1
λ0 − λa qa −
q˜21
2
.
Using these expressions we can compute the constraint to
second order
0 =q(µZ2 +
Z1
2
)q =
1
2
q0Z1q0 + ∆λq0 (Z1q˜1 + µ˜1Z2q0)
+ ∆λ2
(
q0Z1q˜2 +
1
2
q˜1Z1q˜1 + q0Z2(2µ˜1q˜1 + µ˜2q0)
)
≡ c0 + ∆λc1 + ∆λ2c2, (36)
solve for ∆λ = (−c1 +
√
c21 − 4c0c2)/2 and plug for µ˜ =
∆λ(µ˜1 + µ˜2∆λ), and compute the corresponding solution
for q and then the unique q′ using (20).
B. Optimal polynomial solution (DQOptPoly)
In sec. 3.1.2 we explained that the optimal solution to the
hand-eye calibration problem can be found in a closed form
by solving a 28-th degree univariant polynomial. However,
the explicit polynomial coefficients in terms of the matrix
entries of (12) are quite complicated, consisting of thousands
of terms which makes this approach less attractive for practi-
cal use. Therefore, we presented an efficient way to arrive at
the solution without directly solving the polynomial. In this
appendix we present two more approaches to arrive at the
optimal solution which are also based on e 1D line search,
but of a very different function. These methods yield the
same solution, but are a bit slower than the one presented in
sec. 3.1.2. However, since they are conceptually different
we find it useful to describe them in this section.
Throughout this section we assume that the 25 polynomial
coefficient of the algebraic curve (15) have been extracted
from the matrices Zi (their explicit form is quite lengthy and
not very illuminating, so we do not state it here. In any case
it is straight forward to extract it from (15).).
An alternative approach is to find the λ root of the re-
sultant for the µ polynomial with λ dependent coefficients
numerically. Namely finding the root of a function that re-
turn the resultant given the 25 coefficients and λ which is
easy to compute (in contrast to the explicit coefficients of
the 28-degree polynomial). Alternatively we can repeat the
same procedure for the λ polynomial with µ dependent coef-
ficients. The root search can be bounded, see for example
appendix C.
Another approach to arrive at the solution is to count the
number of real roots of the 8-th degree µ polynomial with λ
dependent coefficients. For λ = 0 we have eight real roots,
this number remains as we increase λ, and jumps to six ex-
actly as we pass the optimal solution (λ corresponding to the
optimal solution). The analytic expression for the number
of roots is known in terms of Sturm’s theorem. To compute
the number of real roots one needs to compute the Sturm se-
quence defined by P0(µ) which is the polynomial, P1 = P˙0,
P2 = −rem(P0, P1) and so on up to P8 = −rem(P6, P7)
which is a constant. Then, plugging ±∞ and computing the
difference in the number sign changes between the elements
of the sequence gives the number of real roots. Thus, we
can set the polynomial at λ = 0 such that the sequences
signs at −∞ and +∞ are (−,+,−,+,−,+,−,+,−) and
(+,+,+,+,+,+,+,+,+) respectively, which in turn im-
plies there are eight real solutions. A drop from eight to six
real solutions occurs when the first (P0) or the last (P8) term
in the sequence changes sign, however, the sign of P0(±∞)
does not depend on λ, so we are only interested in the λ
dependence of P8, and more concretely, on the minimal pos-
itive root of P8 with respect to λ which corresponds to our
solution.
As before, the explicit analytic expression is quite in-
volved and in practice one can use 1D numerical root finder
for the explicit real roots counting number function to detect
the jump from eight to six.
C. Analytic bounds on the parameter space
We can analytically bound the Lagrange multiplier vari-
ables as follows. First, we are only interested in the λ ≥ 0
region, since as mentioned in the main text λ equals the cost
function, which is non-negative by construction, and so any
λ corresponding to a solution must be non-negative.
Next, we can also bound µ by noticing that we can
rewrite (14) as µ = (Lq)
TK(Lq)
|Lq|2 , where M
−1 = LTL
is the Cholesky decomposition and K ≡ 12 (LWTL−1 +
L−TWLT ). From this expression we get a bound on µ in
terms of the largest and smallest eigenvalues of K.
D. Experiments
We validate out algorithms on a combination of real world
and synthetic datasets. Each dataset consists of a set of
corresponding noisy measurements ∆P˜ i1, ∆P˜
i
2 of relative
poses from two rigidly attached sensors moving in 3D.
From each dataset draw N = 1000 samples of n = 100
corresponding relative poses (with replacement between the
samples) from which we generate a histogram of translation
and rotation errors for each algorithm. In order to reduce
the impact of temporal correlations within the samples the n
relative poses are drawn randomly from entire trajectory and
are thus not necessarily consecutive in time.
In order to account for the effect of the weighting param-
eter we repeat the experiments for 100 values of α evenly
distributed on a logarithmic scale between 10−2 and 101.7
(we found that no algorithm performs well outside this range
for the used datasets). In Table 2 we display the median
rotation and translation error together with the 25% and 75%
percentiles for the α that gives the lowest median rotation
and translation error respectively for each dataset and algo-
rithm.
D.1. Real data experiments
First, we validate our algorithms on four datasets gener-
ated by a multi-camera tracking system. Two ZED stereo
cameras5 were rigidly attached at circa 28 cm from each
other at an angle of 50◦, maintaining partially overlapping
fields of view as shown in fig. 4. The multi-camera setup was
manually moved on a large area (circa 130 m2) following
several 3D trajectories shown in fig. 5.
Two SLAM components running on the stereo camera
provided 6 d.o.f. poses at 5 Hz (Ci and Hi in fig. 1). We ran
the two visual tracking systems at limited resolution settings
(1280x720 pixels) independently from each sensor, i.e. no
shared features and different reference frames as shown in
fig. 1). Loop closure and mapping was also disabled to avoid
drift and scale correction over long, redundant trajectories.
The true extrinsic X was estimated offline, by placing a
large fiducial marker in the overlapping FOV of the cameras.
Multiple high resolution pictures (3840x2160 pixels), taken
from the two cameras, were used to determine the position
of the marker w.r.t. the camera optical centers. The sensor
manufacturer’s intrinsics and extrinsics were then used to
compute the relative pose between the two stereo camera
centers, corresponding to the tracked points. The estimated
relative pose (X in fig. 1) resulting from this calibration
procedure had translation: [-0.7, 28.1, -0.1] cm and axis-
angles: [2.35, -0.92, -48.93] deg.
In order to reduce the impact of outliers from the tracking
algorithms we pre-filtered the data by discarding any dat-
apoints where either of the cameras has moved more than
10 cm or 11.5◦ between two consecutive frames, as that in-
dicates tracking error. These thresholds were empirically
determined considering the speed with which the two cam-
eras were moved during the experiments. In order to reduce
the effect of synchronization issues we also removed any
datapoints where the timestamps from the cameras differ
by more than 0.1 seconds, the poses that are left differ in
timestamp by roughly 0.05 seconds.
In our experiments we recorded four types of motion
(see fig. 5). First we recorded a general 3d motion where
the cameras device was moved freely by hand in a large
room. The other types of motion are approximately planar,
where we placed the device on a cart which was moved by
hand across the room. In this way we created three more
trajectories: a general planar motion, a linear motion (where
5ZED stereo camera: https://www.stereolabs.com/zed/
Figure 4: Our experimental setup. Two rigidly attached stereo
cameras.
the cart was moved only forward) and a circular motion
(where the cart was rotated).
D.2. Synthetic datasets
We also test our algorithm on three different scenarios
of synthetically generated data, where the ground-truth is
known exactly. For each scenario we generate a set of N
corresponding relative poses ∆P i1, ∆P
i
2 with
∆P i2 = X ◦∆P i1 ◦X−1. (37)
We simulate noisy measurements ∆P˜ ik of ∆P
i
k by applying
small SE(3)-perturbations:
∆P˜ ik = ∆P
i
k ◦ [δRik(σr)|δtik(σt)], (38)
where δRik(σr) is generated by drawing its rotation axis
from a uniform SO(3) distribution [15] and its angle from a
normal distribution6 with variance σ2t . δt
i
k(σt) is generated
by drawing its elements from a normal distribution with
variance σ2t . In Table 2 we have used σr = 0.57
◦ and
σt = 0.01 m for the pose noise.
We consider the three following scenarios:
- Random The relative poses ∆P i1 of the first trajectory are
generated by drawing the rotational part from a uniform
distribution on SO(3) [15], and the translational part from
U(0, 1)3.
- Line Constant velocity along the x-axis from x = 0 to
x = 2 and constant orientation.
- Circle One revolution of a circle with radius 2.
In order to break the symmetry for the line and circle
scenarios we apply a perturbation with σr = 0.57◦ and σt =
0.01 m to each ∆P i1 before computing ∆P
i
2, simulating a
slight jitter in the trajectory. For the Random scenario we
plot the algorithm performance as a function of α at various
noise levels in fig. 6.
6For simplicity we use a normal distribution for the angle, though it
would be more appropriate to use the more complicated wrapped normal
distribution that takes the periodicity into account.
E. Algorithms summary
In this appendix we summarize in pseudo-code our al-
gorithms which appear in the main text. We describe the
algorithms after processing the data, namely, given the matri-
ces S,W and M in (9). The Zi matrices are defined in (12).
Throughout this section, by smallest eigenvector we mean
the eigenvector corresponding to the smallest eigenvalue.
Data: S, W , M
Result: q∗, q′∗
1: function f (µ)
2: q := smallest Eigenvector(Z0 + µZ1 − µ2Z2)
3: return qT
(
µZ2 − 12Z1
)
q
4: Use root finding procedure to solve, f(µ∗) = 0
5: q∗ := smallest Eigenvector(Z0 + µ∗Z1 − µ2∗Z2)
6: q′∗ := Z2(µ∗ −WT )q∗
Algorithm 1: 1D line search (DQOpt)
Data: W , M
Result: q∗, q′∗
1: q∗ := smallest Eigenvector(M)
2: q′∗ := Z2
(
1
2
qT∗ Z1q∗
qT∗ Z2q∗
−WT
)
q∗
Algorithm 2: 2 steps algorithm (DQ2Steps)
Data: S, W , M
Result: q∗, q′∗
1: q∗ := smallest Eigenvector(Z0)
2: q′∗ := Z2
(
1
2
qT∗ Z1q∗
qT∗ Z2q∗
−WT
)
q∗
Algorithm 3: Convex relaxation algorithm (DQConvRlx)
Data: S, W , M
Result: q∗, q′∗
1: Solve Z0qi = λiqi for qi and λi, i = 0, ..., 3
2: Compute q(2) using (23)
3: q∗ = q(2)/q
2
(2)
4: q′∗ := Z2
(
1
2
qT∗ Z1q∗
qT∗ Z2q∗
−WT
)
q∗
Algorithm 4: second order algorithm (DQ2ndOrd)
Data: S, W , M , 
Result: q∗, q′∗
µ := 0;
while ∆ >  do
q := smallest Eigenvector(Z0 + µZ1 − µ2Z2);
µnew =
1
2
q(µ)TZ1q(µ)
q(µ)TZ2q(µ)
;
∆ := |µ− µnew|;
µ := µnew;
end
q∗ := q
q′∗ := Z2(µ∗ −WT )q∗
Algorithm 5: Iterative algorithm (DQItr)
Figure 5: The two estimated camera trajectories from the real data experiments shown in blue and orange respectively. We show both 2d
projections and a 3d plot for each dataset. The data used here has been filtered by taking away relative poses with large errors in rotation or
translation w.r.t. the ground truth calibration, which we consider as outliers where the SLAM algorithm fails. The upper plots show the
general 3d motion trajectories and the lower plots show the Planar, Linear and Rotation trajectories from left to right.
Figure 6: Effect of α on the translation and rotation errors for Dan, DQOpt and DQConvRlx for the Random synthetic scenario with
various noise levels. The first two columns (in purple) show the mean rotation errors and the last two (in green) show the mean translation
errors, each averaged over 60 samples. We vary the noise level on the translation or rotation component respectively, while keeping the noise
on the remaining component fixed.
