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Abstract—The performance of distance-based classifiers heavily de-
pends on the underlying distance metric, so it is valuable to learn a
suitable metric from the data. To address the problem of multimodality,
it is desirable to learn local metrics. In this short paper, we define a
new intuitive distance with local metrics and influential regions, and
subsequently propose a novel local metric learning method for distance-
based classification. Our key intuition is to partition the metric space
into influential regions and a background region, and then regulate the
effectiveness of each local metric to be within the related influential
regions. We learn local metrics and influential regions to reduce the
empirical hinge loss, and regularize the parameters on the basis of a
resultant learning bound. Encouraging experimental results are obtained
from various public and popular data sets.
Index Terms—Distance-based classification, distance metric, metric
learning, local metric.
1 INTRODUCTION
Classification is a fundamental task in the field of machine
learning. While deep learning classifiers have obtained superior
performance on numerous applications, they generally require
a large amount of labeled data. For small data sets, traditional
classification algorithms remain valuable.
The nearest neighbor (NN) classifier is one of the oldest estab-
lished methods for classification, which compares the distances
between a new instance and the training instances. However,
with different metrics, the performance of NN would be quite
different. Hence it is very beneficial if we can find a well-suited
and adaptive distance metric for specific applications. To this end,
metric learning is an appealing technique. It enables the algorithms
to automatically learn a metric from the available data. Metric
learning with a convex objective function was first proposed in
the seminal work of Xing et al. [1]. After that, many other
metric learning methods have been developed and widely adopted,
such as the Large Marin Nearest Neighbor (LMNN) [2] and the
Information Theoretic Metric Learning [3]. Some theoretical work
has also been proposed for metric learning, especially on deriving
different generalization bounds [4]–[7] and deep networks have
been used to represent nonlinear metrics [8], [9]. In addition,
metric learning methods have bee developed for specific purposes,
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Fig. 1. An example of calculating the distance between two points xi
and xj . A1 and A2 are different influential regions with metrics M(A1)
and M(A2), and B is the background region with metric M(B). The
distance between xi and xj equals to the sum of three line segments’
local distances, i.e. l(xixj ∩ A1;M(A1)), l(xixj ∩ A2;M(A2)) and
l(xixj ∩B;M(B)).
including multi-output tasks [10], multi-view learning [11], medi-
cal image retrieval [12], kinship verification tasks [13], [14], face
recognition tasks [15], tracking problems [16] and so on.
Most aforementioned methods use a single metric for the
whole metric space and thus may not be well-suited for data sets
with multimodality. To solve this problem, local metric learning
algorithms have been proposed [2], [17]–[24].
Most of these localized algorithms can be categorized into
two groups: 1) Each data point or cluster of data points has
a local metric M(xi). This, however, results in an asymmetric
distance as illustrated in [18], i.e. M(xi) 6= M(xj) would cause
D(xi,xj ;M(xi)) 6= D(xj ,xi;M(xj)). 2) Each line segment
or cluster of line segments has a local metric, i.e. M(xi,xj).
The definitions of M(xi,xj), such as
∑
k wk(xi,xj)Mk in [20]
where wk is defined as P (k|xi) + P (k|xj) to guarantee the
symmetry and P (k|xi) or P (k|xj) is based on the posterior
probability that the point x belongs to the kth Gaussian cluster
in a Gaussian mixture (GMM), are nonetheless not very intuitive.
In this short paper, we define an intuitive, new symmetric
distance, and a novel local metric learning method. By splitting the
metric space into influential regions and a background region, we
define the distance between any two points as the sum of lengths of
line segments in each region, as illustrated in Figure 1. Building
multiple influential regions solves the multimodality issues; and
learning a suitable local metric in each influential region improves
class separability, as shown in Figure 2.
To establish our new distance and local metric learning
method, we first define some key concepts, namely influential
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2Fig. 2. An illustration of learning local influential areas. The distance
between the adjacent vertical/horizontal grids is one unit. The location
and radius of a local area could be learned and a suitable local metric
could help to enhance the separability of the data, such as increasing
l(N1P1) and l(N2P3) while decreasing l(P1P2) and l(P3P4).
regions, local metrics and line segments, which lead to the
definition of the new distance. Then we calculate the distance
by discussing the geometric relationship between line segment
and influential regions. After that, we use the proposed local
metric to build a novel classifier and study its learnablity. The
penalty terms from the derived learning bound, together with
the empirical hinge loss, form an optimization problem, which
is solved via gradient descent due to the non-convexity. Finally
we experiment the proposed local metric learning algorithm on
14 publicly available data sets. On eight of these data sets, the
proposed algorithm achieves the best performance, much better
than the state-of-the-art metric learning competitors.
2 DEFINITIONS OF INFLUENTIAL REGIONS, LOCAL
METRICS AND DISTANCE
In this section, we will first define influential regions As, s =
1, . . . , S, and the background region B. With a local metric for
each region M(As) and M(B), the distance between xi and
xj will be defined as the sum of lengths of line segments in
each influential region and the background region, as illustrated in
Figure 1. Since the metric is defined with respect to line segments,
the distance is symmetric, i.e.D(xi,xj) = DM(xixj)(xi,xj) =
DM(xjxi)(xj ,xi) = D(xj ,xi).
To simplify the calculation required later, we restrict the shape
of each influential region to be a ball.
Definition 1. Influential regions are defined to be any set of n-
balls inside the metric space:
A = {As, s = 1, . . . , S},
where S denotes the number of influential regions; As =
Ball(os, rs), in whichBall(os, rs) denotes a ball with the center
at os and radius of rs; the location of each influential region
is determined by the Euclidean distance; and points x ∈ As
construct a set with the following form
{x|(os − x)T (os − x) ≤ r2s}. (1)
Definition 2. Background region is defined to be the region
excluding influential regions:
B = U −
⋃
s=1,...,S
As,
where U indicates the universe set.
Throughout this paper, the distance between two points xi
and xj is equivalent to the length of line segment xixj , i.e.
D(xi,xj) = l(xixj). Length l(xixj) in influential regions and
the background region will be defined separately with respective
metrics.
Definition 3. Each influential region As has its own local metric
M(As). The length of a line segment xixj inside an influential
region As is defined as1
l(xixj ;M(As)) =DM(As)(xi,xj)
=
√
(xi − xj)TM(As)(xi − xj).
(2)
To make illustrations more intuitive, the distance adopted in this
paper will be based on the Mahalanobis distance2.
Definition 4. The background region B has a background metric
M(B). For any two points xi,xj ∈ B and xixj ⊂ B, the length
of a line segment is defined as
l(xixj ;M(B)) = DM(B)(xi,xj)
=
√
(xi − xj)TM(B)(xi − xj).
We make two remarks here:
1) While the metrics M(As) and M(B) will be learned
inside influential regions and the background region, the
Euclidean distance is used to determine the location of
influential regions.
2) For xi,xj ∈ B and xixj 6⊂ B, the distance between xi
and xj is generally different from DM(B)(xi,xj). It is
because some parts of the line segment xixj may lie in
influential regions so their lengths should be calculated
via the related local metrics.
To calculate the distance between any xi ∈ U and xj ∈ U ,
we need to consider the relationship between the line segment
xixj and influential regions, which can be simplified as one
of the following three cases: no-intersection, tangent and with-
intersection.
Definition 5. The intersection of a line segment xixj and an
influential region As is denoted as As ∩ xixj . In the case of no-
intersection, As∩xixj = ∅; in the case of tangent, As∩xixj =
tsij , where t
s
ij is the tangent point; in the case of with-intersection,
As ∩ xixj = psijqsij , where psijqsij is the maximum sub-line
segment of xixj inside As, psij is the point which lies closer to
xi and qsij is the point which lies closer to xj . On the other hand,
1. Since influential regions are restricted to be ball-shaped and a ball is a
convex set, the line segment xixj would lie in the ball for any two point xi
and xj inside the ball.
2. This is different the usually adopted squared Mahalanobis distance and
enjoys convenience when solving the optimization problem.
3TABLE 1
Summary of notation.
Notation Detail
a (xj − xi)T (xj − xi)
b 2(xj − xi)T (xi − os)
c (xi − os)T (xi − os)− r2s
∆ b2 − 4ac
λu
−b−√∆
2a
λv
−b+√∆
2a
u xi + λu(xj − xi)
v xi + λv(xj − xi)
p xi + λp(xj − xi)
q xi + λq(xj − xi)
γ λq − λp
the intersection of a line segment xixj and the background region
B is defined as
B ∩ xixj = xixj −
⋃
s=1...S
(As ∩ xixj), (3)
where
⋃
s=1...S(As ∩xixj) is the union of intersections between
the line segment and all influential regions. It could also be
understood as a set of non-overlapping line segments3.
Accordingly, the length of line segment xixj can be calculated
through the length of intersection.
Definition 6. The length of intersection of a line segment xixj
and an influential region As is defined as l(As ∩ xixj ;M(As)).
In the case of tangent or no-intersection, l(As∩xixj ;M(As)) ,
0; in the case of with-intersection, it is defined to be the length of
psijq
s
ij , i.e. l(As ∩ xixj ;M(As)) = l(psijqsij ;M(As)). On the
other hand, the length of the intersection of a line segment xixj
and the background region B is defined as
l(B ∩ xixj ;M(B)) = l(xixj ;M(B))
− l(
⋃
s=1...S
(As ∩ xixj);M(B)). (4)
Definition 7. The length of line segment is defined as
l(xixj ;M(xixj)) =
√
(xi − xj)TM(xixj)(xi − xj)
= l(B ∩ xixj ;M(B))
+
∑
s
l(As ∩ xixj ;M(As)),
(5)
whereM(xixj) is the metric of the line segment xixj .M(xixj)
will be simplified as M afterwards.
3 CALCULATION OF DISTANCES
3.1 Calculation of the length of intersection with influ-
ential regions
We will first provide an intuitive explanation of calculating the
length of intersection with influential regions, as illustrated in
Figure 3. If the line xixj does not intersect with or is the tangent
to the influential ball, the length is zero. This is equivalent to
identifying the start and end points of line xixj and the ball, u,v,
via one variable quadratic equation. If the line intersects with the
ball, we will calculate the length by considering the relationship
3. This could be easily proved by recursively combining any overlapping
line segments until no overlapping one is found.
Fig. 3. The positions of u,v (intersection points between line xixj
and the influential region A) and p, q (intersection points between line
segment xixj and A) under different situations.
between the intersection of the line xixj and the influential ball,
i.e. uv, and the intersection of the line segment xixj and the
influential ball, i.e. pq. p, q can be obtained based on points u,v
and the constraint that the start and end points should be on the
linear segment xixj .
Definition 8. The intersection points of the line xixj and the
influential region As are represented as u = xi + λu(xj − xi)
and v = xi + λv(xj − xi), where λu, λv ∈ R, λu ≤ λv
and λu, λv are called the intersection coefficients between the line
xixj and As. The intersection points of the line segment xixj
and the influential region are represented as p = xi+λp(xj−xi)
and q = xi + λq(xj −xi), where 0 ≤ λp ≤ λq ≤ 1 and λp, λq
are called the intersection coefficients between the line segment
xixj and As. γ = λq − λp is called the intersection ratio.
Proposition 1. The length of intersection between line segment
xixj and the influential region As, with the intersection points
p, q and intersection coefficients λp, λq , is
l(A ∩ xixj ;M(As)) =
√
(q − p)TM(As)(q − p)
= γ
√
(xi − xj)TM(As)(xi − xj).
(6)
As shown in the above proposition, the length of intersection
can be calculated given the local metric M(As) and γ, where the
latter term can be obtained from λq and λp.
Now we discuss the computation of γ, which can be divided
into two steps.
1) Calculate the intersection points of the line xixj and the
ball: u and v, i.e. xi + λu(xj − xi) and xi + λv(xj − xi).
4TABLE 2
Different cases of l(A ∩ xixj ;M(As)). The column of ‘Line xixj ’ indicates the relationship between the line xixj and the influential region,
which is determined by the value of ∆; the column of ‘pq’ indicates the relationship between the line segment pq and the influential regions, which
is determined by the values of λu and λv .
∆ Line xixj Values of λu λv pq Values of λp λq l = l(As ∩ xixj ;M(As)) Illustration
∆ < 0 No-intersect l = 0 Figure 3.1
∆ = 0 Tangent l = 0 Figure 3.2
λu < 0, λv < 0 ∅ λp, λq , 0 Figure 3.3
λu < 0, 0 ≤ λv ≤ 1 xiv λp = 0, λq = λv Figure 3.4
∆ > 0 with-intersect λu < 0, λv > 1 xixj λp = 0, λq = 1 l = γ
√
(xi − xj)TM(As)(xi − xj) Figure 3.5
0 ≤ λu ≤ 1, 0 ≤ λv ≤ 1 uv λp = λu, λq = λv γ = λq − λp Figure 3.6
0 ≤ λu ≤ 1, λv > 1 uxj λp = λu, λq = 1 Figure 3.7
λu > 1, λv > 1 ∅ λp, λq , 1 Figure 3.8
The coefficients λu and λv could be easily solved through the
following quadratic equation with one variable:
‖xi + λ(xj − xi)− os‖22 = r2s , (7)
with ∆ = b2 − 4ac = [2(xj − xi)T (xi − os)]2 − 4[(xj −
xi)
T (xj − xi)][(xi − os)T (xi − os)− r2s ]; and when ∆ > 0,
the solutions λsu,ij ≤ λsv,ij to the above equation are
λsu,ij =
−b−√∆
2a
=
−2(xj − xi)T (xi − os)−
√
∆
2(xj − xi)T (xj − xi) ,
λsv,ij =
−b+√∆
2a
=
−2(xj − xi)T (xi − os) +
√
∆
2(xj − xi)T (xj − xi) .
Hence the two intersection points between the ball and the line
become
usij = xi + λ
s
u,ij(xj − xi),
vsij = xi + λ
s
v,ij(xj − xi).
For simplicity, the superscript s and subscript ij for λ, u, v, p
and q will be discarded if no confusion is caused.
2) Calculate the intersection points of the line segment xixj
and the ball: p and q, i.e. xi+λp(xj−xi) and xi+λq(xj−xi).
We check the number of solutions to (7). If (7) has 0 or 1
solution, the line has no intersection or is tangent to the region,
and thus l(A ∩ xixj ;M(As)) = 0. If it has two solutions, the
intersection between the line and the ball As is a line segment
uv. Based on the value of λu, λv4, we can obtain the relationship
between uv and pq and get the values of λp and λq from
λp = min(max(λu, 0), 1),
λq = min(max(λv, 0), 1).
A summary of the notation used in this section is listed in
Table 1; the details of the distance calculation are illustrated in
Figure 3 and Table 2.
4. If and only if the value of λu or λv lies in the range of [0, 1], the
corresponding point lies inside the line segment xixj .
3.2 Calculation of the length of intersection with local
metrics
Proposition 2. In the case of non-overlapping influential regions,
i.e. Ai ∩Aj = ∅,∀i 6= j,
DM (xixj) , l(xixj ;M(xixj))
= γb
√
(xi − xj)TM(B)(xi − xj)
+
∑
s
γs
√
(xi − xj)TM(As)(xi − xj)
= (1−
∑
s
γs)
√
(xi − xj)TM(B)(xi − xj)
+
∑
s
γs
√
(xi − xj)TM(As)(xi − xj),
(8)
where γb is defined as the intersection ratio of the background
region, and in the non-overlapping case γb = 1−
∑
s γs.
Proposition 2 suggests that the distance can be obtained once
we have metrics (M(As), M(B)) and the intersection ratio γs.
As all calculations are in closed form, the computation is efficient.
In the case of overlapping influential regions, we have the same
formula as (8):
DM (xixj) , l(xixj ;M(xixj))
= γb
√
(xi − xj)TM(B)(xi − xj)
+
∑
s
γs
√
(xi − xj)TM(As)(xi − xj).
(9)
The calculation of γb in (9) is slightly different from that in (8).
In the following sections, we use an approximation of γb for
simplicity: γb = max(1−
∑
s γs, 0).
4 CLASSIFIER AND LEARNABILITY
Lipschitz continuous functions are a family of smooth functions
which are learnable [25]. In this paper, we select Lipschitz contin-
uous functions as the classifiers. Based on the resultant learning
bounds, we obtain the terms to regularize in order to improve the
generalization ability.
4.1 Classifier
In the Euclidean space, it is intuitive to see the following classifier
gives the same classification results as 1-NN:
f(x) = minDset(x,X
−)−minDset(x,X+),
5where f(x) < 0 indicates that x belongs to neg-
ative class and f(x) > 0 indicates that x belongs
to positive class; Dset(x,X−/+) = {D(x,xt)|∀xt ∈
negative class / positive class} is the set that contains the Eu-
clidean distance values between x and any instance of the negative
or positive class, and D(xi,xj) indicates the Euclidean distance
between xi and xj .
K-NN considers more nearby instances and hence is more
robust than 1-NN. A similar extension to consider more nearby
instances based on the above equation is as follows:
f(x) =
1
K
sumKminDset(x,X
−)−
1
K
sumKminDset(x,X
+),
(10)
where sumKmin denotes the sum of the K minimal elements of
the set. This function will be used as the classifier in our algorithm.
4.2 Learnability of the Classifier with Local Metrics
We will discuss the learnability of functions based on the Lipschitz
constant, which characterizes the smoothness of a function. The
smaller the value of Lipschitz constant, the more smooth the
function is.
Definition 9. ( [26]) The Lipschitz constant of a function f is
Lip(f) = inf{C ∈ R|∀xi,xj ∈ X ,
ρY(f(xi), f(xj)) ≤ CρX (xi,xj)}
= sup
xi,xj∈X :xi 6=xj
ρY(f(xi), f(xj))
ρX (xi,xj)
.
Proposition 3. ( [26]) Let Lip(f) ≤ Lf and Lip(g) ≤ Lg , then
(a) Lip(f + g) ≤ Lf + Lg;
(b) Lip(f − g) ≤ Lf + Lg;
(c) Lip(af) ≤ |a|Lf , where a is a constant.
Proposition 4. Let the Lipschitz constant of fk(x) ≤ Lk, k =
1, . . . ,K , then the Lipschitz constant of sumKmin{fk(x), k =
1, . . . ,K} is bounded by K maxk Lk.
Proof. ∀xi, xj ∈ X , k ∈ {1, . . . ,K}
sumKmin{fk(xi)}
= sumKmin{fk(xj + (xi − xj))}
≤ sumKmin{fk(xj) + Lk‖xi − xj‖}
≤ sumKmin{fk(xj) + (max
k
Lk)‖xi − xj‖}
= sumKmin{fk(xj)}+K(max
k
Lk)‖xi − xj‖.
Therefore,
sumKmin{fk(xi)} − sumKmin{fk(xj)}
≤ K(max
k
Lk)‖xi − xj‖.
Based on the definition of Lipschitz constant, the proposition is
proved.
Lemma 1. With distance defined with (9), the Lipschitz
constant of the classifier illustrated by (10) is bound by
2(
∑
s ‖M(As)‖F +‖M(B)‖F ), where ‖·‖F denotes the matrix
Frobenius norm.
Proof. Let dM (x,xk) denote the Mahalanobis distance with
metric M :
dM (x,xk) =
√
(x− xk)TM(x− xk).
With the identity matrix I , dI(x,xk) is the Euclidean distance.
The Lipschitz constant of f1(x) = dM (x,xk) is bounded by
‖M‖F as follows:
Lip(f1) =
f1(x)− f1(xk)
dI(x,xk)
=
dM (x,xk)− dM (x,xk)
dI(x,xk)
≤ dM (x,xk)
dI(x,xk)
≤ dI(x,xk)‖M‖F
dI(x,xk)
= ‖M‖F ,
where the first inequality follows the triangle inequality of dis-
tance, and the second inequality is based on the fact that matrix
Frobenius norm is consistent with the vector l2 norm5, i.e.
‖(x− xk)TM(x− xk)‖2 ≤ ‖x− xk‖22‖M‖F .
According to the definition of distance in (9), we have
DM (x,xk) ≤
∑
s
DM(As)(x,xk) +DM(B)(x,xk);
and it follows Proposition 3 that
Lip(DM (x,xk)) ≤
∑
s
‖M(As)‖F + ‖M(B)‖.
Based on the Lipschitz constant of DM (x,xk) and the composi-
tion property illustrated Proposition 4,
Lip(sumKmin{DM (x,xk), k = 1, . . .K})
≤K
{∑
s
‖M(As)‖F + ‖M(B)‖
}
.
Finally, based on Proposition 3, f(x) in (10) is bounded by
2(
∑
s ‖M(As)‖F + ‖M(B)‖).
Combining the results of Proposition 1 and the Corollary 6 of
[25], we can obtain the following Corollary.
Corollary 1. Let metric space (X , ρ) have doubling dimension
ddim(X ) and let F be the collection of real valued functions over
X with the Lipschitz constant at most L. Then for any f ∈ F that
classifies a sample of size n correctly, if f is correct on all but k
examples, we have with probability at least 1− δ
P{(x, t) : sign[f(x)] 6= t}
≤ k
n
+
√
2
n
(c log2(34en/c) log2(578n) + log2(4/δ)),
(11)
where
c =
(
16(
∑
s
‖M(As)‖F+‖M(B)‖F ) diam(X , ρ)
)ddim(X )+1
.
diam denotes the diameter of the space and ddim denotes
doubling dimension6.
The above learning bound illustrates the generalization abil-
ity, i.e. the difference between the expected error P{(x, t) :
5. The consistence between a matrix norm ‖ · ‖M and a vector norm ‖ · ‖v
indicates ‖Ab‖v ≤ ‖A‖M‖b‖v , where A is a matrix, v is a vector, ‖ · ‖M
is a matrix norm and ‖ · ‖v is a vector norm.
6. The detailed definition can be found in [25]
6sign[f(x)] 6= t} and the empirical error k/n. Based on the
bound, reducing the value of
∑
s ‖M(As)‖F +‖M(B)‖F would
help reduce the gap between the empirical error and the expected
error. In other words, the learning bound indicates that regularizing∑
s ‖M(As)‖F +‖M(B)‖F would help improve the generaliza-
tion ability of the classifier.
5 OPTIMIZATION PROBLEM
5.1 Objective Function
Based on the discussion in previous sections, with hinge loss
and the regularization terms of
∑
s ‖M(As)‖F + ‖M(B)‖F , we
propose the following optimization problem:
min
Θ,ξ
1
N1
∑
(i,j) ξij +
1
N2
∑
(m,n) ξmn + α‖M(B)‖F
+α
∑
s ‖M(As)‖F
s.t. DM (xi,xj) ≤ 1− C + ξij
DM (xm,xn) ≥ 1 + C + ξmn
ξij , ξmn ≥ 0,M ∈M+
i = 1, . . . , N, j → i,m9 n,
(12)
where Θ = {M(As),M(B),o, r} denotes the set of param-
eters to be optimized; j → i indicates that xj is xi’s K
nearest neighbor comparing against all instances in the same
class; m 9 n indicates that xm is xn’s K nearest neighbor
comparing against all instances in the different class; and ξij and
ξmn indicates the errors. The regularization terms of ‖M(B)‖F
and
∑
s ‖M(As)‖F control the complexity of metrics; α is a
trade-off parameters; and C is a constant which has the intuition
of margin.
The parameters to be optimized include local metrics M(As),
background metric M(B), centers of influential regions os and
radius of influential regions rs. Thus in the proposed algorithm,
we will learn the locations of influential regions (os, rs) and the
metrics of influential/background regions (M(B),M(As)) under
a same framework.
5.2 Gradient Descent
With DM(As) and DM(B) being the Mahalanobis distances, the
optimization problem is not a convex problem even when we fix
o, r and update M(As) and M(B). Thus we simply adopt the
gradient descent algorithm:
Θt+1 = Θt − β ∂g
∂Θ
|Θt ,
where β is the learning rate, and the superscript t denotes the time
step during optimization.
The objective function g is
g =
1
N2
[1 + C −DM (xm,xn)]+ + 1
N1
[DM (xi,xj)− (1− C)]+
+ α
∑
s
‖M(As)‖F + α‖M(B)‖F ,
where the distance is
DM (xi,xj) = [1−
∑
s
γs(os, rs)]+DM(B)(xi,xj) +∑
s
γs(os, rs)DM(As)(xi,xj).
Here, γs is written as γs(os, rs) to remind us that γs is a function
of the location parameters os and rs; [x]+ = max(x, 0).
The gradient with respect to each set of parameters is
∂g
∂Θ
|Θt =
1
N2
∑
(m,n)
1[1 + C −DMt(xm,xn) > 0]∂DM (xm,xn)
∂Θ
|Θt
+
1
N1
∑
(i,j)
1[DMt(xi,xj)− (1− C) > 0]∂DM (xi,xj)
∂Θ
|Θt .
If the gradient is with respect to M(B) and M(As), then another
shrinkage term of αM(B)2‖M(B)‖ or
αM(As)
2‖M(As)‖ from the Frobenius norm
regularization term needs to be added into the above formula.
Now we will discuss ∂DM (xi,xj)∂Θ |Θt for the parameters
M(A), M(B), os, rs separately:
∂D(xi,xj)
∂M(B)
|Θt = 1[γb(o
t
s, r
t
s) > 0]
2
γb(o
t
s, r
t
s)×
[(xi − xj)TM t(B)(xi − xj)]−1/2(xi − xj)(xi − xj)T ,
where γb(ots, r
t
s) = 1−
∑
s γs(o
t
s, r
t
s);
∂D(xi,xj)
∂M(As)
|Θt = γs(o
t
s, r
t
s)
2
×
[(xi − xj)TM t(As)(xi − xj)]−1/2(xi − xj)(xi − xj)T ;
∂D(xi,xj)
∂os
|Θt =1[1−
∑
s
γs(o
t
s, r
t
s) > 0]DMt(B)
∂γs
∂os
+
DMt(As)(xi,xj)
∂γs
∂os
,
where ∂γ∂o could be obtained as illustrated in Table 3;
∂D(xi,xj)
∂rs
|Θt =1[1−
∑
s
γs(o
t
s, r
t
s) > 0]DMt(B)
∂γs
∂rs
+
DMt(As)(xi,xj)
∂γs
∂rs
,
where ∂γ∂r could be obtained as illustrated in Table 3.
In this way, all of the gradients with respect to each set of
parameters could be obtained and we can then use gradient descent
to solve the optimization problem.
Initial values are very important for non-convex optimization
problems. We adopt a heuristic method to initialize the parameters
as follows. 1) Extract local discriminative direction h(x) ∈ RF
for each training instance x, where F indicates the number of
features of x:
h(xi)[f ] =
∑
k9i
|xk[f ]− xi[f ]| −
∑
j→i
|xj [f ]− xi[f ]|,
where x[f ] indicates the f th dimension of vector x; j → i
indicates xj is xi’s K nearest neighbor comparing against all
instances in the same class; k 9 i indicates xk is xi’s K nearest
neighbor comparing against all instances in the different class.
2) Cluster with augmented features: [x, h(x)] are used to cluster
the instances into S clusters. 3) Initialize the parameters: Cluster
centers are initialized as os; the distance between 80 percentiles
and the cluster center is set as initial value of rs; the local metric
is set as M(As) = I + 0.1× diag(mean(h(x),x ∈ cluster s)),
where diag is an operation which returns a square diagonal matrix
with elements of the input vector on the main diagonal.
7TABLE 3
Partial gradients of ∂γ
∂o
and ∂γ
∂r
in different cases.
∆ λu, λv γ gradient
∆ ≤ 0 ∂γ
∂o
= 0, ∂γ
∂r
= 0
λu < 0, λv < 0 0
∆ > 0 λu < 0, λv > 1 1 ∂γ∂o = 0,
∂γ
∂r
= 0
λu > 1, λv > 1 0
∆ > 0 0 ≤ λu ≤ 1, 0 ≤ λv ≤ 1 λv − λu ∂γ∂o = 4∆−1/2[xi + −b2a (xj − xi)− o]
∂γ
∂r
= 4∆−1/2r
∆ > 0 λu < 0, 0 ≤ λv ≤ 1 λv ∂γ∂o = 12a
[
2(xj − xi) + 12 ∆−1/2
(− 4b(xj − xi)− 8a(o− xi))]
∂γ
∂r
= 2∆−1/2r
∆ > 0 0 ≤ λu ≤ 1, λv > 1 1− λu ∂γ∂o = 12a
[− 2(xj − xi) + 12 ∆−1/2(− 4b(xj − xi)− 8a(o− xi))]
∂γ
∂r
= 2∆−1/2r
TABLE 4
Characteristics of 14 data sets: The total number of instances (and the
numbers of instances in each class in brackets) and the number of
features.
Instances Features
Australian 690 (383, 307) 14
Breastcancer 683 (444, 239) 10
Diabetes 768 (268, 500) 8
Fourclass 862(555, 307) 2
German 1000 (700, 300) 24
Haberman 206(81, 125) 3
Heart 270 (150, 120) 13
ILPD 583(167, 416) 10
Liverdisorders 345(145, 200) 6
Monk1 556 (278, 278) 6
Pima 768(268, 500) 8
Planning 182 (52, 130) 12
Vote 435 (168, 267) 16
WDBC 569 (357, 212) 30
6 EXPERIMENTS
We compare our algorithm with eight established metric learning
algorithms from two categories: 1) The most cited algorithms, in-
cluding Large Marin Nearest Neighbor (LMNN) [2], Information
Theoretic metric learning (ITML) [3], Neighborhood Component
Analysis (NCA) [27] and Metric learning by Collapsing Classes
(MCML) [28]; (2) the most state-of-the-art algorithms, including
Regressive Virtual Metric Learning (RVML) [29], Geometric
Mean Metric Learning (GMML) [30], Sparse Compositional Met-
ric Learning (SCML) [21] and Reduced-Rank Local Distance Met-
ric Learning (R2LML) [19]. LMNN and ITML are implemented
with metric-learn toolbox7; NCA and MCML are implemented
with the drToolbox8; and GMML, RVML, SCML and R2LML
are implemented by using the authors’ code.
In our experiments, we focus on binary classification on
14 publicly available data sets from the websites of UCI9 and
LibSVM10, namely Australian, Breastcancer, Diabetes, Fourclass,
Germannumber, Haberman, Heart, ILPD, Liverdisorders, Monk1,
Pima, Planning, Voting and WDBC. The characteristics of these
data sets are summarized in Table 4. All data sets are pre-
processed by firstly subtracting the mean and dividing by the
7. https://all-umass.github.io/metric-learn/
8. https://lvdmaaten.github.io/drtoolbox/
9. https://archive.ics.uci.edu/ml/datasets.html
10. https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/binary.html
standard deviation, and then normalizing the L2-norm of each
instance to one.
For each data set, 60% instances are randomly selected
as training samples and the rest for testing. This process
is repeated 10 times and the mean accuracy and the stan-
dard deviation are reported. We use 10-fold cross-validation
to select the trade-off parameters in the compared algo-
rithms, namely the regularization parameter of LMNN (from
{0.1, 0.3, 0.5, 0.7, 0.9}), γ in ITML (from {0.25, 0.5, 1, 2, 4}),
t in GMML (from {0.1, 0.3, 0.5, 0.7, 0.9}) and λ in RVML
(from {10−5, 10−4, 10−3, 10−2, 10−1, 1, 10}). All other param-
eters are set as default. For our algorithm, we set the parameters
as follows: α and C in the optimization formula are 0.1 and 0.5
respectively; K in the classifier is 10; and the number of clusters
when initializing the parameters is 4.
As shown in Table 5, the proposed algorithm achieves the
best accuracy on eight data sets out of the 14 data sets. None of
the other algorithms performs the best in more than 4 data sets. In
cases which our algorithm is not leading, it performs quite nice and
stays close to the best one. Such encouraging results demonstrate
the effectiveness of our proposed method.
7 CONCLUSIONS AND FUTURE WORK
In this short paper, by introducing influential regions, we define a
very intuitive distance and propose a novel local metric learning
method. The distance can be computed efficiently and encouraging
results are obtained on public data sets.
It is straightforward to extend the proposed algorithm to multi-
class cases and adopt more advanced optimization techniques.
Other metrics or other types of influential regions can also be
adopted for specific tasks. Domain knowledge can be embedded
into the partition of the regions. Tighter learning bounds and
resultant penalty terms would be our future work.
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