The Travelling Salesman Problem (TSP) is a largely studied discrete optimization problem, which is -Hard. This study compares the performances of three local search metaheuristic algorithms, in determining solutions to seven benchmark instances of symmetric TSP's. The algorithms investigated include the enhanced Best Performance Algorithm (eBPA), Tabu Search (TS) and Simulated Annealing (SA). This study is the first on the eBPA for the TSP. eBPA is a newly introduced metaheuristic in the literature. The results demonstrate the effectiveness of eBPA as an alternative optimization technique for difficult optimization problems.
Introduction
The Travelling Salesman Problem (TSP) is defined as the problem of finding a minimal tour which traverses a list of cities in a way in which every city is visited exactly once, except for the original city of departure where the salesman would start and finish. The problem is accounted to Euler in 1759, who presented a problem of trying to move a knight to every block on a chest board exactly once. The problem gained fame in a handbook written by B. F. Voigt in 1832 [14] .
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Several classifications of TSP's exist; yet in this study, we investigate Symmetric Travelling Salesman Problem's (sTSP's). For sTSP's, the distance traveled from city to city is the same as the distance travelled from city to city . The TSP is formally defined as follows [10] ;
Given a set of cities, a maximum travelling distance , and for every pair of adjacent cities and a travelling distance ( , ) (∀ , = 1,2, … , ). The objective is to find a permutation = 1 , 2 , … , that minimizes the travelling distance in satisfying the constraint,
The TSP is one of the most studied problems in discrete optimization. The complexity of the problem was proved by Richard. M. Karp [7] .
The rest of this paper is structured as follows. Section 2 give descriptions of previous research work performed. Section 3 describes the local search metaheuristic algorithms to be investigated. Section 4 lists the seven benchmark test instances to be implemented. Section 5 presents and discusses the experimental results. Finally, section 6 draws conclusions and outlines possible future work.
Previous Research
Several local search approximation algorithms have been studied for the TSP. The most successful include: 2-opt, 3-opt, -ops and Lin-Kernighan (LK) [2] . -opt algorithms involve iteratively removing edges, and replacing these with different edges in reconnecting the tour. The objective is to find shorter tours without cycles. LK is a -opt heuristic which dynamically determines suitable values for , per iteration. Most -opt moves can be performed as sequential moves. The simplest non-sequential move is the 4-opt move; it is called the double-bridge move [11] .
Several metaheuristic algorithms have also been investigated for TSP's. Common metaheuristics, with examples, include: the Genetic Algorithm (GA) [12] , Evolutionary Algorithms (EA's) [19] , Tabu Search (TS) [20] , Simulated Annealing (SA) [15, 22] , Ant Colony Optimization (ACO) [3] , Particle Swarm Optimization (PSO) [18, 21] and the Firefly Algorithm (FA) [9] .
Local Search Algorithms
This study investigates three local search (LS) metaheuristic algorithms in determining solutions to benchmark instances of sTSP's. The metaheuristics include the enhanced Best Performance Algorithm (eBPA), Tabu Search (TS) and Simulated Annealing (SA). TS and SA are well-known LS metaheuristic algorithms in the literature. On the other hand, the eBPA is newly introduced [1] (however, in this study a thorough explanation of the eBPA is given). The eBPA embeds characterisEnhanced best performance algorithm for the travelling salesman problem 131 tics of both stochastic search, similar to that of SA, and deterministic search, similar to that of TS, in its technical and strategic design. For these reasons, the eBPA will be compared against TS and SA to measure performance. Descriptions of these algorithms are given below.
The enhanced Best Performance Algorithm
The eBPA is modeled on the analogy of professional athletes desiring to improve upon their best registered performances within competitive environments. Numerous sporting disciplines exist, however the principles are the same in that professional athletes desire to improve upon their skill levels with the purpose of trying to supersede their previous best known performances. To start off with, all professional athletes develop an interest in the particular sport; they then realize the potential to succeed. Thereafter, with constant practice and strategizing, their skill levels increase. This happens as a result of learning from trial and error. In using trial and error, refined skills are developed by improving upon their strengths and weaknesses in the sport. The ultimate goal of the athlete is to develop a level of skill that would result in the athlete giving off a performance that would ultimately surpass any previous best performance.
Apart from other learning strategies, an effective strategy could be to maintain an archive of a limited number of the best performances delivered by the athlete; for example, video recordings could be archived. Video recordings contain the history of the way a previous best performance had been delivered. This also includes the technique (or techniques) that was employed, and the result determined. Knowledge of this information could be used to motivate the athlete to deliver higher quality performances. For example, the information of the worst performance on the list could motivate the athlete to at least improve upon this minimum benchmark standard. Hence, if a performance is delivered which improves upon that of the worst performance already registered on the list, then the list could be updated by replacing the performance of the worst with that of the improved performance. In this way, the archive size will be maintained, but it also so happens that the quality of the worst performance on the list is now of a higher benchmark standard. Since this improved performance is the latest delivered, the athlete could then continue to work with the technique that was used to deliver that improved performance in trying to improve upon strengths and weaknesses.
Given the increased benchmark of the worst performance registered in the archive, the athlete is now presented with the challenge of working harder in order to deliver further improved performances. In maintaining the archive, the athlete may want to be challenged further by decreasing the archive size. Decreasing the archive size will make it increasingly more difficult for the athlete to register further improved performances.
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"Technique" or "skill" in this context refers to a solution determined by an optimization technique. Also, the "result" of a performance refers to the quality of a solution in it being used to evaluate the objective function . Therefore, notable similarities can be seen between an athlete delivering performances and an optimization technique determining solutions. Based on the analogy of professional athletes desiring to improve upon their best archived performances, the eBPA was conceptualized. There are six foundational rules governing the design of the eBPA:
1. An athlete maintains an archive of a collection of a limited number of best performances. 2. From this collection, the record of the worst performance is identified. This becomes the minimum benchmark standard for the athlete to try and improve upon. 3. If a new performance is delivered which improves upon (or is at least equivalent to) that of the worst performance, then the archive is updated by replacing the performance of the worst with that of the new. However, upon performing the update, if it is realized that the result of the new performance is identical to that of any other performance in the archive, but different in terms of the technique that had been employed, then the new performance will replace the one with the identical result. 4. The athlete will continue to try and improve upon the performance that caused the most recent update of the archive. 5. All performances registered in the archive must be unique in terms of result and technique. 6. The archive size is strategically reduced until only one performance remains. To artificially simulate this analogy, the eBPA maintains a limited number of the best solutions found by the algorithm in a list called the Performance List ( ). From all solutions, the design variables constituting the construction of each solution must be adjacently different; therefore, only unique solutions are allowed admittance into the . Dis-allowing duplicate solutions will prevent the algorithm from working with previously visited solutions. Also, the best, the worst and (what would be called) the working solutions in the must be indexed. The best and worst solutions are identified according to their solution qualities. Henceforth, the best, the worst and the working solutions will be referred to by the variables , and . To try and improve upon the solution registered in the , local search moves will be applied to a copy of the solution; hence, a new solution ′ will be realized.
′ is chosen from a subset of candidate solutions within the neighborhood region of . If ′ at least improves upon , or is at least equivalent in solution quality, yet unique in terms of its design variables, then the will be updated. If the solution quality of ′ is different from all solutions in the , then the solution will be replaced by ′ . However, if the solution quality of ′ is identical to that of another solution in the , then ′ will replace that particular solution in the ; this will ensure that there are no two solutions in the with the same solution quality.
Being newly inserted into the , ′ will then become the next solution. Also, if ′ has improved upon , it will also be indexed as the new solution. Upon this update, the solution would then need to be redetermined and re-indexed. The solution quality of the latest solution will now become the new benchmark standard to try and improve upon. If an update of the has not been made, then local search moves will continue to be applied to the copy of .
However, given a certain probabilistic factor, the next solution could also be that of ′ even though an update of the had not been performed. The probabilistic factor represents the desire of the athlete to try out a new technique; this will continue indefinitely as determined by the probabilistic factor.
These strategies represent the eBPA's ability to accept both improved and disimproved ′ solutions. ′ is considered improved if it at least improves on in the . ′ is considered to be a dis-improved solution in two ways: if ′ is accepted into the yet is not an improvement over ; if ′ is not accepted into the and the probabilistic factor has been satisfied (i.e. this is a wayward solution that falls out of the scope of the solutions registered in the ). Accepting dis-improved solutions is the eBPA's strategy of escaping premature convergence. Additionally, the admittance criterion shields against cycling.
An additional strategy is to dynamically reduce the size, until a size of one is achieved. Strategically decreasing the size allows for the admittance criterion to constrain further. Further constraining the size will intensify the search in sifting out higher quality solutions. This strategy also eliminates the possibility of cycling for sizes greater than one.
Also, to strategically try to break out of premature convergence (other than the strategies already encapsulated within the eBPA), an option exists to temporarily increase the size of the . However, temporarily increasing the size could open up the possibility of cycling in redirecting the search trajectory. The option of temporarily increasing the size of the is out of the scope of this initial research. After the termination criterion is satisfied, the solution will be returned. This solution is representative of the best performance delivered by the athlete. The eBPA is presented as Algorithm 1. In Algorithm 1: resize() checks to strategically resize the ; is_PL_Populated() checks to see if the memory structure has been fully populated, and if not then it will populate it with ′ by calling method populate(…); perform_Update(…) inserts ′ into the memory structure and re-indexes the , and solutions where applicable. 
Tabu Search
TS is a neighborhood search algorithm based on the analogy of something that should not be touched or interfered with [5, 6] . This is implemented by maintaining a limited number of elite solutions (or specific solution attributes) in a list called the Tabu List ( ). The is commonly implemented in a first-in-first-out (FIFO) way, hence recording the most recent | | best solutions found. In searching neighborhood regions of solution , i.e. ( ), the maximum number of neighbors considered is ( ) − | |, as any solution recorded in the has a tabu status and will not be interfered. This technique reduces the risk of cycling around local optima, as dis-improved moves are accepted in implementing its metaheuristic technique to escape premature convergence. The algorithm for TS is as follows. 
Simulated Annealing
SA [8, 17] is a Markov chain optimization technique modeled on the analogy of heated metal annealing to an equilibrium state. At higher temperatures the atomic composition of metal is more volatile, making the metallic structure unstable. However, when the metal starts to cool, the atomic structure becomes less volatile allowing it to stabilize. When completely cooled, an equilibrium state of stability is reached. For the annealing process to be successful, the decrease in the rate of temperature must be slow. The algorithm for SA is as follows. 
Benchmark Test Instances
This study investigates seven sTSP benchmark test instances from the TSPLIB collection. This collection has been made available online by Gerhard Reinelt. The problem instances, along with their characteristics, are given in Table 1 . For each problem instance, the name, the number of vertices, the distance calculation type (i.e. Euclidean 2D-plane) and the optimal tour-lengths are given. 
Results and Discussion
The objective of this investigation is to test using the same parameter settings, for each metaheuristic algorithm, in solving multiple instances of the sTSP's. The problem instances differ in complexity, and range from 150 to 657 cities/vertices. This will provide sufficient challenges for the algorithms for testing purposes. The strength of the solutions determined by the eBPA will shed light on its abilities, in being compared to TS and SA for the multiple test instances investigated.
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To solve the problem instances, we first employ the Nearest Neighbor (NN) tour construction heuristic. This is used to provide the initial solution to each metaheuristic algorithm, per problem instance. The NN heuristic is straightforward: it is implemented by starting off at the first city, and thereafter it moves to the nearest adjacent unvisited city. The NN tour-length (or fitness) solutions is given in Table 2 . In the execution of the metaheuristic algorithms, the solution at each iteration is determined by selecting the best of six moves. The best move is the one that will result in having the lowest fitness value. The six moves are as follows:
1. 2-opt -The 2-opt move removes two edges from a complete tour. It then reconnects the tour by introducing two new edges, which join the opposite ends of the removed edges. 2. 3-opt -The 3-opt move is similar to the 2-opt, except that with 3-opt, three edges are removed instead of two. It is implemented as two sequential 2-opt moves; this results in two solutions. 3. Double-bridge -The double-bridge move is a non-sequentially move (unlike 3-opt), which is implemented by randomly dividing the complete tour into four segments, and then reconnecting it in the reverse order. 4. Random swap -This move is implemented by randomly selecting two vertices from a complete tour, and then swapping them. 5. Vertex reposition -This move is implemented by repositioning a randomly selected vertex at a randomly selected position in the tour.
The parameter settings for the algorithms will be as follows: a) SA will be set according to recommendations from literature [16] : The initial temperate ( ) will be set at 50% of the fitness of the initial solution, while the cooling rate alpha ( ) will be set at 85%. b) Likewise, the Tabu list size ( _ ) of TS will be set at 7 [4, 13] . To determine the Candiate List size ( _ ) for TS, we make use of the test instance pr439 from the TSPLIB collection; pr439 is also a EUC_2D sTSP. c) Since this is the first research on the eBPA for the TSP problem, we also make use of the pr439 problem to determine the probability factor ( ) and the Performance List size ( _ ) for eBPA.
Once the set of experiments are run to determine the remaining parameter settings, all parameter settings will remain constant for the second set of experiments, which will be to compare the performances of the algorithms for the multiple sTSP test instances.
For the first and second sets of experiments, the stopping criterion will be to terminate the execution at the point of convergence. Convergence is the point where further improvements in fitness will yield minimal benefits, compared to the large number of iterations required to yield those minimal benefits. In this study, convergence will be detected when no further improvements have been made to be solution for a large number of iterations. For the first set of experiments (i.e. to determine the parameter settings), convergence will be set at 3% of idle iterations. For the second set of experiments (i.e. in making algorithmic comparisons), convergence will be set at 5% of idle iterations. The termination criterion will apply provided that a minimum of 10 6 iterations have been executed. For example, if 10 6 iterations have executed, and the total number of consecutive idle iterations is 50,000 (assuming we are referring to the second set of experiments), then the algorithms will detect convergence and will terminate. For the first set of experiments, each algorithm will be run 50 times, per problem instance. For the second set of experiments, each algorithm will be run 30 times, per problem instance. The program was written in Java, using Netbeans ® 7.0 on a Windows ® 7 Enterprise system, with an Intel ® Celeron ® Processor 430, 3GB of RAM and a 500GB harddrive. The experiment run to determine the size for TS is seen in Figure 1 . The size's were randomly selected from within the range of 1 ≤ _ ≤ 1,000. For the 50 runs, the size remained constant at size 7. Figure 1 shows that size's below 200 determined weaker solutions, and that the most competitive solutions fell within the range of 400 to 1000. The best solution seen had a size value of 723. The size value of 723 will be the parameter value to be used for the second set of experiments. The experiments run to determine and the size for eBPA is seen in Figures 2  and 3 . In Figure 2 , the size remained fixed at 50, while was randomly selected from within the range of 0 < ≤ 0.15. From Figure 2 , it can be seen that for the 50 runs, the solutions are scattered throughout the entire probability range, and roughly within the same height of the fitness range. There is no specific value for that is best suited for this problem instance. The best solution seen had a value of 0.045 (truncated to three decimal places). This will be the value used for the rest of the experiments.
For the experiment run to determine the size, the value of = 0.045 remained fixed, while the value of the size was randomly selected from within the range of 1 ≤ _ ≤ 200. From the 50 runs, it can be seen that values greater than 130 determined the poorest solutions. The solutions determined in having used the values between that ranges of 50 to 130 determined competitive solutions; however, these solutions also show evidence of having determined slightly weaker solutions. The most consistent and competitive cluster of solutions can be seen within the value range of 4 to 31, with the best solution having had a size of 10. Together with = 0.045, these will be the parameter values for the eBPA for the second set of experiments. Table 3 . From Table 3 , it is observed that eBPA determined the best BFV solutions for all problem instances, except for ch150. For ch150, SA determined the best BFV solution. However, eBPA did determine the best AFV solutions, and the lowest 95% CI values for all problem instances. Visual representations of the statistics given in Table 3 The experiment shows the eBPA's ability to determine competitive solutions across multiple problem instances, in using the same parameter settings. The strength of eBPA is attributed to its ability to influence the trajectory of the stochastic search by way of memory. The acceptance criterion of the eBPA memory structure allows for a solution to get inserted into the , provided it meets the minimum requirements (please refer to section 3.1). The newly inserted solution will then become the next solution to be used to direct the search. Implicitly, any solution inserted into the could possibly be the next solution. With every insert into the , the admissible criteria will constrain further as the quality of the solution will improve. This makes acceptance into the memory structure more difficult, and controls the transition from exploration to exploitation. Exploitation is further enhanced by reducing the size, which also serves the purpose for eliminating cycling for sizes greater than one.
Conclusion
The TSP is largely studied in discrete optimization. Its complexity is -Hard. In this study, the eBPA, TS and SA metaheuristic algorithms were compared in their abilities to determine their best and average tour-length solutions, for the seven benchmark test instances investigated. The complexities of the problem instances differed in ranging from 150 to 657 vertices. The results show the competitiveness of eBPA in determining solutions across multiple problem instances, in using the same parameter settings. Further research is required to investigate eBPA's ability to determine solutions for other types of optimization problems.
