Abstruct-A known jamming state information (JSI) scheme for a coded frequency-hopped M-ary frequency-shift-keying (FWMFSK) system under partial-band noise jamming, plus additive white Gaussian noise, utilizes the maximum a posteriori (MAP) rule based on the total energy received in the M-tone signaling bands. It is assumed that the knowledge of partial-band noise jamming fraction is available to the JSI generator. Because this scheme reduces the M-dimensional information into one dimension, i.e., the total energy, the generated JSI may not be the best. In this paper, a neural network approach to the JSI generation is presented. The efficiency of the new JSI generator with known partial-band noise jamming fraction is compared with the MAP generator. The neural network scheme is then generalized to increase its robustness by allowing for an unknown partial-band noise jamming fraction. The neural network JSI generator with or even without knowledge of jamming fraction offers significantly better performance for a coded FWMFSK communication system than the MAP JSI generator for high code rate.
I. INTRODUCTION AMMING STATE INFORMATION (JSI)
is the presence or absence of the jamming signals added to communication signals. If the JSI is reliable, it can be employed at the receiver to improve performance. In general, a jamming strategy is decided by the counter-communicator, and it is difficult to predict exactly whether the jamming signal is present or not in the received signal. The jamming signal may be a time-varying random noise process. Thus, it is desirable to design a JSI generator which is robust, self-leaming, and adaptive against a hostile jammer. A neural network is a possible candidate for such a JSI generation because it has desirable characteristics and can be implemented easily [1]- [6] .
In some previous studies [7] -[lo], JSI is exploited at the decoder in a coded frequency-hopped M-ary frequency-shiftkeying (FWMFSK) system to enhance the correct codeword (a sequence of code symbols) decision, by emphasizing the demodulated unjammed code symbol and de-emphasizing the demodulated jammed code symbol. Hence, reliable JSI will improve the coded communication system in a thermal noise Manuscript received May 7, 1992 ; revised January 17, 1993. This paper was presented in part at the IEEE International Symposium on Information Theory, San Diego, CA, Jan. 14- 19, 1990 .
H. M. Kwon by summing all energy from M bandpass filters followed by envelope square detectors and then comparing the total received energy with threshold [7] . If the total energy is larger than the threshold, the demodulated code symbol is likely to be jammed; otherwise, unjammed. The threshold used in separating the decision regions for jammed and unjammed code symbols is determined from a maximum a posteriori (MAP) decision device. The JSI generator based on the MAP can be regarded as a single-layer, single-node neural network [ 11-( 61. All of the weights would be set to 1 for the MAP generator. Conversely, the weights for a multilayer neural network are different from each other. Here the input, e,, is the energy measured in the ith tone band; w; is the connection weight between the input and the output node in this network, i = 1, . . . , M ; fhard(.)
is the hard limiting function; and 0 is the threshold obtained from the MAP decision rule. If the output S = 1, i.e., if the total energy is bigger than the threshold 0, the generator signifies that the code symbol is jammed; S = 0 signifies an unjammed code symbol. For this very simple neural network that implements the MAP generator, the dimensionality of the generation is 1, since only the single statistic of total energy is used. However, it might be reasoned that if the complexity of the neural network were increased, the decision regions of the signal could be more flexible, and the dimensionality of the JSI generator could be increased. In other words, by using a multilayer arrangement of simple computing units (neurons), a hierarchy can be constructed that not only allows for the formation of arbitrary nonlinear decision surfaces, but also uses the innate characteristic of the signal components more effectively in the JSI generation.
In this paper, an easily implementable multilayer neural network approach to the JSI generation is presented. The efficiency of a neural network JSI generator with knowledge of partial-band jamming fraction is compared to the MAP generator, which requires the knowledge of jamming fraction. The neural network scheme will then be generalized to increase its robustness by allowing for an unknown jamming fraction. Section I1 develops the neural network JSl scheme with knowledge of partial-band jamming fraction. Section I11 generalizes the neural network JSl scheme to an unknown jamming fraction, which increases its robustness and applicability. Conclusions based on simulation results are given in Section IV . [6] .
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The number of the nodes was chosen by the following method. Two nodes were needed for the final layer to identify two different classes of input, where the two outputs would ideally be (1,O) for an unjammed M-dimensional signal and (0,l) for a jammed signal. A few tests were run to determine the number of the nodes to be used for the first hidden layer. Results showed that the identification did not improve significantly for more than eight nodes, hence eight nodes were chosen in the first hidden layer when an 8-ary, 4-ary, or binary frequency-shift-keying communication system was employed.
Each node is a computational block which performs the following sigmoid nonlinear logic function:
Performance criteria for the neural network itself can be probability of detection, PO (the probability that a jammed symbol is identified correctly), and the probability of false alarm, PFA (the probability that an unjammed symbol is identified falsely), which are obtained through simulation after sufficiently training the neural network.
The JSI generator is a part of the overall communication system, in which we have more interest. The following two typical criteria for the performance of a coded communication system are considered: (1) the channel capacity, which is the theoretically achievable code rate with an arbitrarily small error probability, and (2) the cutoff rate, which is the practically achievable code rate with an arbitrarily small error probability [lo] . The probability of bit error is a more useful performance criteria, but for simplicity is not considered in this paper. To find the cutoff rate, the so-called D parameter needs to be computed [7, eq. (14) ]. Using the D parameter, an upper bound of the bit error probability for a given specific code can be obtained [8, pp. 194, 1991 . A simulated FWBFSK bit error probability is shown with a convolutional coding in Also, w;j are the connection weights between the input e; and the node j in the first layer, and wik are the interconnection strengths used between the node in the first layer and the output node yk. As described above, each node has a threshold that is used to subtract a value from the weighted sum. The threshords used in the first layer are Oj, while 19; are the thresholds for the second layer.
B. Neural Network Training and Test
Before a neural network can distinguish between different classes of input, the adaptive connection weights and thresholds should be adapted through training algorithms. In general, the initial thresholds and weights are set to small random numbers. Weight and threshold adaptation is done by presenting one of two types of input (signal alone and system noise or signal plus jammer and system noise) and the corresponding desired output of (1,O) for an unjammed input or (0,l) for a jammed input, and the actual output of the network is determined. The difference between the desired and actual output will be used to adapt the weights and thresholds. A detailed description of the back-propagation algorithm used to determine a neural network weight and threshold adaptation was given in [I], [2] , [5] , [6] .
We assume that symbol energy to thermal noise power spectral density ratio E,/No, symbol energy to jamming noise power spectral density ratio E,/Nj, and M are given parameters. Also, we assume that the neural network JSI scheme has information about the jamming fraction, p, which the partial-band jammer uses to minimize the system performance. and energy from an unjammed matched filter with no desired signal present as e; = x~Z, + x;,,
where X;, and X;, are independent Gaussian random variables with zero mean and unit variance, the subscripts c and s represent the normalized cosine and sine components, respectively, of bandpassed white Gaussian thermal noise, and NO is the one-sided power spectral density of thermal noise. Since the M-ary symbols are equiprobable, we assume that the transmitted signal is the first symbol for notation purposes. However, when the training of the neural network is done, the transmitted symbol location is treated as a uniform discrete random variable between 1 and M . Similarly, the simulation of the jammed symbols can be done as follows. The energy from the jammed matched filter with desired signal present is (4) and the energy from the jammed matched filter with no desired signal present is where NJ is the one-sided power spectral density of the partial-band noise jamming when the jamming power spectrum is spread over the entire system bandwidth, and the subscripts c and s represent the normalized cosine and sine components, respectively, of bandpassed white Gaussian thermal noise plus partial-band noise jamming. A Monte Carlo algorithm was used to generate independent Gaussian random variables, X,, and X,,, and for each training of the neural network, 2 M different Gaussian random numbers are used in both (2) and (3) for the unjammed case, and in eqs. (4) and (5) for the jammed case.
The number of training trials, which corresponds to using back-propagation [ 11-[6] for each generated M-dimensional signal energy, was determined experimentally. After changes in the connection weights are less than a threshold over a certain number of consecutive training events, further training no longer significantly affects the decision boundaries between the various classes. Different trial lengths were used until the sum of the absolute difference between the previous and the present weights was less than 0.0001. The number of trials that corresponded to stabilization ranged from approximately 7000 to 50 000. Another parameter needed from the neural network backpropagation algorithm is the value of the convergence or momentum factor [1]- [6] used in weight and threshold adaptations. Through a few trials, a convergence factor of 0.002 worked well for increasing the rate of convergence and providing stable results. Fortunately, neither an overtraining nor a local minima problem were observed in the simulation.
After the neural network is trained for a given set of
parameters, (E,/No, E,/NJ, p, M ) , the weights are fixed
and the accuracy of the network's identification capabilities is tested. This is done by producing a large test set of jammed and unjammed signals. After the sequence is generated, it is necessary to apply each signal to the input of the neural network and determine the resulting output. If the first output
Yl is larger than output Y,, the network identifies the signal as unjammed; conversely, the signal is identified as jammed.
Since it is known a priori which type of signal is being applied, the correct and the incorrect identification of the signal can be determined. Through knowing how many jammed and unjammed signals were identified correctly, the detection and false alarm probabilities can be calculated. (See Fig.   I for examples of Po and PFA for JSI generators.) In determining channel capacity and cutoff rates for the overall communication system, a test sequence of 5000 was used. Throughout this paper, we assume that hard decisions are made at the receiver. For a given set of parameters is obtained, the minimum value of the required bit energyto-jamming-density ratio for reliable communications (error probability less than arbitrary small number) [7] ,[10] can be determined from the E,/NJ and the maximum code rate r = C*. Since each code symbol corresponds to r log, M bits of data transmitted, the code symbol energy E, is equal to r log, M times bit energy Eb. The minimum bit energy-tojamming-noise-density ratio to achieve the channel capacity can be calculated as mimimum &/NJ needed to achieve capacity
Figs. 2 and 3 show the plots of the required Eb/NJ to achieve the channel capacity for two different pairs of (M = 2, E,/No = 15 dB) and ( M = 8, ,!?,/NO = 19.8 dB), respectively. The corresponding results for the no JSI, the MAP JSI, the neural network JSI without knowledge of p (to be discussed in Section 111), and perfect JSI generator are also included in this paper.
As with the channel capacity, the same network structure, number of nodes and layers, as well as the same con- vergence factors and number of training trials, were kept the same for the evaluation of the cutoff rate criteria. Instead of minimizing the capacity, the cutoff rate using [7, is then mimimum Eb/NJ needed to achieve cutoff rate
Figs. 4 and 5 show the plots of the required Eb/NJ to achieve the cutoff rate for two different pairs of ( M = 2, E,/No = 15 dB) and ( M = 8, Es/No = 19.8 dB), respectively.
NEURAL NETWORK JSI GENERATOR WITHOUT KNOWLEDGE OF JAMMING FRACTION
In the generation of jamming state information in Section 11, we assumed that the neural network JSI generator has a priori knowledge of the jamming fraction being used, since the MAP generator also assumed that this knowledge was available [7] . However, in practice, a jammer may vary the jamming fraction. The goal of this section is to develop a JSI scheme for an unknown jamming fraction, with specific parameters (E,/No, E,/NJ, M ) . If a method can be developed that can produce reasonable JSI over a wide spectrum of p , it would promise to be more robust and more practical than existing schemes.
The identical Section I1 network structure and convergence criteria were used in this JSI scheme to investigate whether it could be adapted to identify jammed and unjammed data with a different jamming fraction for a specifically trained network. To accomplish this task, the p used in training was assumed to be a uniform random variable between 0 and 1. This differs significantly from previous network training, in which a constant p was used to train a network, followed by testing its detection with data created with this same p. The main difference between the neural network JSI generators with and without knowledge of jamming fraction is that the neural network JSI generator with knowledge of p is trained for a given p and tested for the given p , while the neural network JSI generator without knowledge of p is trained first for all possible p's from a uniform random variable and is tested for a given p.
Generation of the training sequence is as follows: 1) generate a random number from the uniform distribution to be used as p ; 2) generate the necessary random numbers for eqs. (2) and (3) or (4) and (5) using a set of parameters (E,/No, E,/NJ, M ) ; 3) combine the random numbers in steps 1) and 2) and create an M-dimensional signal. This process is repeated for each signal in the training sequence. After the training sequence is generated, the network weights and thresholds are adapted for classification with the back propagation algorithm. The network is tested to determine its detection and false alarm probabilities for a given p. These probabilities are determined for a jamming fraction between 0.01 and 1 with stepping of 0.01. Using the detection and false alarm probabilities for the given p , determined through testing the network with the other parameters (E,/No, E,/NJ, M ) , the channel capacity C(p) and cutoff rate Ro(p) were calculated using [7, between the MAP JSI generator and the neural network JSI generator can be larger than the 1 dB in the required Eb/NJ to achieve a cutoff rate larger than 0.7. For example, in Fig.  4 , the neural network JSI generator with knowledge of p is 1.21 dB (1.86 dB in Fig. 5 ) better than the MAP generator and even the neural network JSI generator without knowledge of p is 1.14 dB (1.43 dB in Fig. 5 ) better than the MAP JSI generator, at a code rate of 0.7.
IV. CONCLUSIONS
In this paper we applied a neural network technology to improve the jamming state detection in a coded FWMFSK system with partial-band noise jammer and additive white Gaussian noise. Based on simulation results, we conclude that the JSI from neural network generators either with or without knowledge of partial-band jamming fraction p can improve the JSI over the JSI produced from the MAP generator. Improvement in Eb/NJ required to achieve the cutoff rates can be significant (i.e., larger than 1 dB) for high code rates, i.e., T 2 0.7. A rationale for these results is that a multilayer neural network not only allows for the formation of arbitrary nonlinear decision surfaces but also uses the innate characteristics of the signal components more effectively in the JSI generation. However, the MAP JSI generator forms a linear decision surface and uses a one-dimensional decision variable, the total received energy. In addition, the neural network JSI generators can be easily implemented and trained within a reasonable amount of time before its application. Furthermore, the performance of the neural network JSI generator with knowledge of the jamming fraction is better than that of the neural network without knowledge of the jamming fraction.
