ABSTRACT In this paper, we propose a driving system consisting of an autonomous and manual system for a four-wheel independent steering and four-wheel independent driving (4WIS4WID) vehicle. The autonomous driving system consists of three applications, lane following, reverse parking, and parallel parking, and is based on machine vision and fuzzy control theory. The vehicle implements these functions by using four webcams to detect lines on the ground and by using related control technologies to command all the server motors. The webcams are installed on all sides of the 4WIS4WID vehicle for all around viewing, but the vehicle still has many blind spots and the view is not wide enough. In additon, a parking space cannot be viewed completely in one image. Therefore, the integrating judgements of vision with the fuzzy control methods is necessary to make sure that the 4WIS4WID vehicle can perform the correct motions. By using the proposed fuzzy rules, the 4WIS4WID vehicle can change its velocity in a timely way under any condition and can successfully move in a narrow and curved lane. Moreover, the manual driving system is designed based on the traditional driving system, so that people can easily adapt to it. In order to verify the feasibility of these applications for the 4WIS4WID vehicle, an indoor real-time experiment is conducted.
I. INTRODUCTION
Due to the progress in the technologies of motors and green energy and the promotion of low emission cars, the market for electric cars has been booming in recent years. The transmission system of electric cars is different from that of ordinary cars which depend on diesel or gasoline engines; thus, electric cars do not need to have expensive engines or other related equipment. Due to restrictions in the transmission system, most ordinary cars can only turn front wheels, and their turning radius is also limited. In contrast, electric cars have a considerable advantage in the design of their structure based on the technology of in-wheel motors. Hence, by using the in-wheel motor, a four-wheel independent driving and four-wheel independent steering (4WIS4WID) structure can easily be implemented. 4WIS4WID means that all the wheels steer and drive independently and their restrictions are small by mechanical linkage, so this structure is very convenient for drivers. First, their turning radius is very small, so much so that they can achieve a zero-turning radius as shown in Fig. 1 (a) . Second, because these cars' restrictions are limited due to the mechanical linkage being very small, they can perform lateral movement as shown in Fig. 1 (b) . And due to the convenience of the 4WIS4WID structure, some cars with a similar concept have been revealed, such as Fine-T and PIVO 3, and many researchers have also proposed similar vehicles [1] , [2] or wheeled mobile robots [3] - [5] .
In the future, the autonomous driving system (ADS) will be a selling point in the automobile market. Many researchers and companies have been developing ADS for many years. Currently, the technologies for ADS are being developed for ordinary cars which can only be steered by the front wheels. But if we adopt these technologies for driving the 4WIS4WID car, its ability will be limited. For example, lateral movement cannot be implemented. There are many methods to detect the road and obstacles which use many kinds of sensors such as the LIDAR sensor [6] - [8] , infra-red sensor [9] , and ultrasonic sensor [10] for cars or wheel mobile robots. These sensors can detect the distance of objects; the LIDAR sensor, in particular, can measure precisely and quickly. Using these distance detected sensors can indeed make cars or wheeled mobile robots avoid collisions and move successfully. However, the camera is almost a necessary sensor for the ADS since many things can only be detected by a camera such as traffic signs or lines on the road or on the roadside [5] , [8] , [11] - [13] . Hence, in order to develop a lane following application using vision to detect the surroundings of the 4WIS4WID vehicle, this paper installs four webcams on a 4WIS4WID vehicle which has a ratio of length to width similar to that of an ordinary car. In addition to proposing the lane following, reverse parking and parallel parking for the 4WIS4WID vehicle are also proposed. All of these functions are mainly developed by machine vision and fuzzy control.
Automatic parking technology is a very useful function for drivers, and many companies have developed their own parking technology. Many methods consider the automatic parking task as a trajectory tracking issue [14] - [17] . First, they confirm the positions of the parking space, obstacles, and vehicle; second, they create a trajectory taking into account the obtained positions and parameters of the vehicle; and third, they allow the vehicle to move along with the trajectory. Using trajectory tracking control methods to implement automatic parking is definitely safe and efficient, but a world coordinate system needs to be built. In [15] , a camera is installed above the experimental field and placed over the experimental field to measure the position of the car-like mobile robot. It then demonstrates the method. Although this method can easily measure the positions of the robot and parking space, the camera cannot be installed everywhere. Another method is to use the highly precise RTK GPS [14] , but it is too expensive and can only be implemented outdoors. Besides, obstacles and parking spaces still need to use sonar sensors mounted on a car for detection. Some research recommends only equipping ultrasonic sensors [10] or cameras [18] on a vehicle to detect a parking space. Using these methods can also implement parking even though parking spaces cannot be detected fully, and the automatic parking system can only start when a parking space is detected. In [18] , path planning is only obtained by a camera installed on the rear of the car. This method is cheaper, but the derived problem is locating the planned path precisely as the camera moves with the car. Hence, we use four webcams equipped on our 4WIS4WID vehicle in such a way as to achieve automatic parking experiments without a camera equipped above the experimental field. Different from the method of planning of a trajectory, our approach only depends on the errors between the boundary of the parking space and the posture of the vehicle.
Fuzzy logic and neural network have been widely adopted to resolve path tracking [19] , [20] , wall following [9] , [10] , road following [11] , and parking [10] , [16] , [21] , and [22] problems of mobile robots or vehicles. In addition to robot applications, they can be also applied to examine the networkbased industrial processes [23] , [24] , and time delayed nonlinear system [25] . In this paper, we use fuzzy control to realize the lane following, reverse parking, and parallel parking applications for 4WIS4WID vehicle, where three fuzzy controllers are designed to calculate the desired velocities in longitudinal, lateral, and rotational directions, respectively, and the 4th one adjusts the center of the vehicle.
The traditional manual driving system (MDS) of an ordinary car does not have the advantages of the 4WIS4WID vehicle such as the lateral movement and the zero-turning radius. Therefore, the MDS of a 4WIS4WID vehicle has to be designed and it has to be easy to adapt and use. An MDS has been proposed in [26] in which a steering wheel is installed on a sliding mechanism so that the steering wheel can slide to the left or to the right to implement the lateral movement. However, this mechanism has some problems. For example, since the lateral movement has to slide the steering wheel to the left or the right, it might be restricted and stick in the narrow driver's seat. The driver must have a good sense of direction to know what degree to slide so that the moving direction of the vehicle is what the driver desires. Therefore, in order to design an MDS that can be easy for drivers to operate, particularly for drivers who are used to driving ordinary cars, the MDS is based on the traditional MDS instead of a brand-new MDS. Except for keeping the traditional parts of the MDS, our MDS creates a steering stick for implementing the advantages of the 4WIS4WID vehicle. This paper is organized as follows. Section II introduces the kinematic model and the structure of the 4WIS4WID vehicle used in our experiment. The control methods for lane following, reverse parking, and parallel parking are described in Section III. Section IV presents the MDS of the 4WIS4WID vehicle. Section V demonstrates the experimental results of these three applications of the ADS and the operation of the MDS. Finally, the conclusions are drawn in Section V. Fig. 2 displays the exterior of the 4WIS4WID vehicle where (a), (b), and (c) are respectively the right view, front view, and side view. Its length, width, and height are 910 mm, 410 mm, and 510 mm, respectively. The distances between the front and rear wheels and between the left and right wheels are, respectively, 520 mm and 295 mm. Besides, in order to simulate ordinary cars as much as possible, the ratio of length to width is according to that of real cars. The vehicle is driven by four DC servo motors called DC driving motors, and the angles of all the wheels are steered by four servo motors called steering motors. The setup of one wheel is shown in Fig. 3 . The steering motor is connected with the driving motor by an L-shaped component, and the driving motor is connected with the wheel. A 3D model of the 4WIS4WID vehicle without the case is shown in Fig. 4 where a notebook and a battery are placed inside. The configuration of the 4WIS4WID vehicle is represented in Fig. 5 . The x r and y r are the longitudinal axis and the lateral axis in the robot frame, respectively. w i represents the wheel i where i = 1, 2, . . . , 4. a 1 and a 2 are the distances from the center of the vehicle to the front wheels, the rear wheels are in the x r -axis, and b is the distance from the center of the vehicle to all the wheels in the y r -axis. The center of the vehicle is given at (0, 0), and the coordinates of the four wheels are ( ω and ω i represent the angular velocities of the center of the vehicle and w i , respectively. The kinematic equation of the 4WIS4WID vehicle [27] is represented as
II. 4WIS4WID VEHICLE
where v i and δ i are the velocity and steering angle of w i , respectively. This section is divided into three subsections: lane following, reverse parking, and parallel parking. In order to implement these functions, four webcams are installed around the body of the vehicle as shown in Fig. 2 , and their postures are displayed in Fig. 6 . All of the webcams are installed at a high place on the vehicle. To increase the field of view, the left and right webcams are placed at the rear of both sides of the vehicle and tilt 45 degrees. Fig. 7 shows the views captured from these four webcams. The red line represents the edge of the lane in the experiment in this paper. Also, the resolution of the captured images is 320x240, and the color space to analyze the images is in the YUV color space. 
A. LANE FOLLOWING
The lane following function uses the front, left, and right webcams to capture the ground. Through analyzing these images captured from the webcams that obtain reliable information and by integrating this information to calculate all of the desired steering angles and wheel velocities, the 4WIS4WID vehicle can follow the lane in real-time. Since these three webcams have been installed at different places and angles and the captured images are not in the same place, it is difficult and time consuming to integrate the three images into a large image. Therefore, the algorithm for image analysis is to recognize the edge of the lane from these images directly without any image calibration to ensure that this lane following can function in real-time. The following will discuss the information that is obtained from these images.
1) DETECTION TO EDGE OF LANE
Here we take Fig. 7 (a) to explain the image analysis of the image from the front webcam, and the diagram is shown in Fig. 7 . The image is cut into three sections, Left area, Middle area, and Right area, by two blue dotted lines and a translucent blue rectangle. In the Middle area, the method for searching the edge of the lane is from bottom to top and left to right, which is represented as yellow arrows and a green arrow in Fig. 7 , respectively. Once the edge is detected, the search direction from bottom to top will be stopped and recorded and then will keep searching the edge along the path of the green arrow. In order to prevent the influence of noise, a 3x3 pixel area is analyzed at once. When seven or more pixels are determined to be red, then this area will be defined as an edge or vice versa. Likewise, the Left area and Right area use the same method to detect edges, and the search directions are shown in Fig. 8 . Besides, in the search process, once an edge is detected in the Left area, Middle area, or Right area, the algorithm will use Boolean value to record as true (T) as the Left area has an edge F l = T, the Middle area has an edge F m = T, or the Right area has an edge F r = T. The Boolean value is recorded as false (F) when no edge can be detected. These flags will be used to merge for convenience with the obtained information from the left and right webcams.
The edge search method of the left and right webcams is similar to that of the front webcam. Left and right searching areas are shown in Fig. 9 and Fig. 10 , respectively. In Fig. 9 , there is an edge at the top right. According to the search method, this edge is not detected and considered as an interference. Moreover, once an edge is detected in the left rear (front) area, the algorithm will assign a Boolean value to record the flag, that is, L r = T (L f = T). Similarly, in Fig. 10 , suppose an edge is detected in the right rear (front) area, the algorithm will give R r = T (R f = T).
2) OBTAIN RELIABLE DATA FROM DETECTED EDGES
After accomplishing the edge detection, the desired motion of the 4WIS4WID vehicle will be calculated based on the information obtained from the former subsection. First, the desired rotation angle θ f is determined, and the method is shown in Appendix A. This algorithm checks any flag of F f , F m , and F r for whether an edge in line 1 exists at first. Lines 2 to 5 are to give θ f the value θ fl if R f is true AND L f is false or the value θ fr if R f is true AND L f is false. There is other information which can be obtained from the left and right images. Fig. 12 is the virtual left image. The red lines are the detected edges. Both θ lr and θ lf are the included angles in the areas of the Rear of the left and the Front of the left, respectively, between the horizontal dotted line and the edge. However, the included angle can only be defined directly when the edge is straight enough or else the included angle is difficult to define directly. A simple way is to sample two endpoints of an edge and then to obtain a straight line by both endpoints. By using this method, one can obtain an included angle, but the obtained result is incorrect if the radian of the edge has larger changes. Therefore, a method is proposed and explained by Fig. 13 to obtain a better included angle and it is still fast. A blue curved line represents the detected edge in Fig. 13 . First, the algorithm samples some pixel areas of the edge which are marked by a red circle and then connects every red circle with its adjacent red circle, which are marked by green lines. Second, the algorithm marks all the centers of the green lines with blown circles and then connects every blown circle in the same way as in the first step. By using this method, the algorithm can finally obtain two points and a straight line which is used to obtain the included angle. Similarly, both included angles θ rf and θ rr which are obtained, respectively, from the areas of the Front of the right and the Rear of the right in the right image adopt the same method. Moreover, the center of the final obtained two points will be used as a reference point to define the desired motion of the vehicle. One can obtain four reference data at most from the areas of the Front of the left, the Rear of the left, the Front of the right, and the Rear of the right, which are represented as (x lf , y lf , θ lf ), (x lr , y lr , θ lr ), (x rf , y rf , θ rf ), and (x rr , y rr , θ rr ), respectively. Note that sometimes the algorithm can only obtain three or less data when no edge can be detected as the vehicle is located in some places. Besides, y lf and y lr are always positive, and y rf and y rr are always negative.
3) CALCULATION TO DESIRED MOTION OF VEHICLE
In subsection 1), by combining with the obtained flags L f , R f , L r , and R r , there are 16 cases illustrated in Appendix B which are used to calculate feedback errors. Case 1 has the enough information so that the vehicle can calculate better reference signals. Both Appendices C and E are used to determine the front angular error θ ferr , and the occasions for using Appendix E instead of Appendix C are when L f = F and R f = T such as in Case 9 to Case 12. An exception is Case 3 because the information from the right image is more than from the left image. Besides, the reason that Case 15 does not use Appendix E is L r == F and R f == F; the θ ferr is equal to θ f whether Appendix C or E is used. The 'constant' which is used from Cases 2 to 15 is a positive constant. Due to the information being unclear in these cases, we need to add a positive constant as a reference distance between the vehicle and the left or right edges so that the vehicle can follow the lane along the edge.
Through Appendix B, the vehicle can obtain three errors y err , θ ferr , and θ rerr and then calculate the desired velocity u 1 in the x r -axis, the desired velocity u 2 in the y r -axis, and the desired angular velocity u 3 via three fuzzy controllers which are, respectively, f x (err x1 , err x2 ), f y (err y1 , err y2 ), and f ω (err ω1 , err ω2 ) where err x1 = k x1 y err , err x2 = k x2 θ ferr , k y1 y err , err y2 = k y2ẏerr , err ω1 = k ω1 θ ferr , and err ω2 = k ω2θferr with the positive constants k x1 , k x2 , k y1 , k y2 , k ω1 , and k ω2 . Another fuzzy controller f r (err r1 , err r2 ) where err r1 = k r1 θ rerr and err r2 = k r2θrerr with the positive constants k r1 and k r2 is used to change the center of the vehicle, that is to say, to change the length of a 1 and a 2 . All of the k i in these fuzzy controllers are scaling factors. The fuzzy membership function and rule table of controllers f x , f y , f ω , and f r are represented as Fig. 14 to Fig. 17 and Table 1 to Table 4 , respectively. Furthermore, the definitions of these four fuzzy controllers are in brief IF err x1 is µ y AND err x2 is µẏ, then u 1 is µ 1
IF err y1 is µ y AND err y2 is µẏ, then u 2 is µ 2
IF err ω1 is µ θ f AND err ω2 is µθ
IF err r1 is µ θr AND err r2 is µθ r , then u 4 is µ 4 .
The output u 1 of f x is calculated according to the k x1 y err and k x2 θ ferr . When the absolute value of both inputs is large, then u 1 will become small so that the vehicle will decrease its moving velocity and vice versa.
With the calculation of four fuzzy controllers done, we need to further obtain the reference signals of the steering angle and the velocity of the four wheels. First, we use u 3 and u 4 to change the center of the vehicle by using the following equation where a is the adjustable range, and the new a 1 and a 2 are obtained asâ
The desired steering angle and velocity [28] of wheel w i are calculated as
where R 1 and R 2 are defined as
where δ i is the current angle of wheel w i and v xdi and v ydi are
which are based on the relationship of the rigid body and it is assumed that the vehicle does not slip. Obviously, one can find that R 1 and R 2 must be determined according to
. To solve this conflict, one can give (R 1 , R 2 ) = (1, 0) previously to obtain δ i and then take δ i into (11) to determine R 1 and R 2 . Later, the control signals v di and δ di can be calculated by (9) and (10) . Furthermore, the main purpose of changing the center of the vehicle is to make the vehicle run through the curved path smoother. A flowchart of the lane following is illustrated in Fig. 18 . Note that the outputs of fuzzy controllers, u i , i = 1, 2, 3, 4, are exploited to obtain the control signals of motors by (9) and (10). 
B. AUTOMATIC REVERSE PARKING
The advantage of the 4WIS4WID vehicle is that its turning radius can be very small, so parking in a cramped space is much easier. However, this is still difficult in manual driving when a driver is unfamiliar with the properties of the 4WIS4WID car. We use four webcams to find the parking space and the Hough line transform [29] function from the OpenCV library to detect the straight lines. Finally, the algorithm executes the correct order to the vehicle by the location of the parking space relative to the vehicle. An image of the parking space which is detected is displayed in Fig. 19 , which is captured by the right webcam. In an experimental environment, the parking space is marked by a yellow line. The pixels which are detected as part of the parking space will be recorded to detect the straight lines. As shown in Fig. 19 , the blue lines are the detected straight lines and the purple pixels are parts of the parking space. Fig. 20 (a) shows the schematic drawing of the parking space and lane. The vehicle has to back up to the parking space from the entrance. As shown in Fig. 20 (a) , due to the lane not being wide enough, the vehicle must move to a proper position to back up. The automatic backing up is divided into two steps. The first step is to make the vehicle move to a position where it can back up, and the second step is to reverse park. Supposing that a vehicle runs in the lane from right to left in Fig. 20 (a) , then the vehicle will slow down to execute the first step as the front webcam detects a parking space. Because the view of the webcam is limited, the vehicle has to keep a distance to ensure that the front webcam can see the parking space. At this time, only the front webcam can capture the parking space, so the vehicle has to depend on the information from the front webcam to be close to the parking space until the right webcam can detect the parking space. A schematic drawing of the front image is shown in Fig. 21 . Both the red and blue lines represent the entrance and the yellow line at the right side in Fig. 20 (a) , respectively. Due to the front webcam being tilted, the red line is still not parallel with the y r -axis even though the entrance is parallel with the vehicle. Therefore, θ err is defined by the included angle between the blue line and the x r -axis:
If θ err equals 0, then the entrance is parallel with the vehicle. And the error y err in they r -axis is defined by
The obtained values θ err and y err will be taken into fuzzy controllers f ω , f y , and f x . After the vehicle has moved away, the right webcam will also see the parking space. There is still a distance that the vehicle has to move to execute step 2, and the parking space will move to the right gradually and then disappear from the right webcam. Obviously, we can see that the vehicle is not parallel with the entrance if the right image is like Fig. 19 , then the vehicle would need to adjust its posture to be parallel with the entrance. Therefore, in order to let the vehicle be parallel with the entrance of the parking space, the left straight line in Fig. 19 has to be parallel with the vertical axis of the right image. The angular error θ err is defined by the slope of the left straight line:
where (x r 1 , y r 1 ) and (x r 2 , y r 2 ) are the coordinates of both end points of the left straight line. Besides, except for keeping parallel with the entrance, the vehicle also has to maintain a distance from the entrance in the y r -axis. A proper constant y r ref is given to obtain the error y err in the y r -axis:
Both obtained values θ err and y err will be taken into fuzzy controllers f ω , f y , and f x . Due to the related data about the rear wheels not being easy to obtain at this application, the center of the vehicle will not be changed. Besides, the Hough line transform is time-consuming so the vehicle has to slow down; that is to say, the output of the controllers has to be restricted. If the end point of the blue line is located on the yellow area and the absolute value of θ err is smaller than a constantθ err such as 2 • , the vehicle can start backing up. In the first step, the left line of the parking space has to be parallel with the vertical axis of the right image, but in the second step, it has to be parallel with the horizontal axis of the right image. In the second step, the angular error θ err can be calculated by 
as shown in Fig. 23 . Also, the θ y can still be calculated by (17) . When backing up, the fuzzy controllers f x , f y , and f ω can still be used, but the outputs of f x and f ω need to multiply by −1. By using the automatic backing up algorithm, the vehicle can back up to the parking space. Finally, when the four webcams detect the parking space, the vehicle can stop. 
C. AUTOMATIC PARALLEL PARKING
This application is the most convenient and most practical for the 4WIS4WID car, no matter whether it is using manual or automatic driving. Fig. 20 (b) shows the schematic drawing of the parallel parking. Also, the vehicle can only drive into the parking space from the entrance and assuming the vehicle is moving from the right hand side. When the front webcam detects the parking space, the vehicle will slow down and use (14) , (15) , and fuzzy controllers f ω , f y , and f x to track the parking space until the right webcam detects the parking space. We can use (15), (16) , f ω , f y , and f x to make the vehicle drive next to the entrance when the right webcam detects the parking space, but the line which is used to detect the space is the right side yellow line in Fig. 20 (b) or the blue line in Fig. 24 . The blue line will disappear before the vehicle moves next to the entrance so we have to obtain the information from the front webcam. The front image at this time is possible as shown in Fig. 25 . The blue line is on the left side in Fig. 20 (b) and the errors θ err and y err are defined by (14) and (15), respectively. Besides, an error x err in the x r -axis is defined by (19) where x f ref is a positive constant. The fuzzy controllers f ω and f y can also be used here, and a proportional controller is added to replace f x to control the position in the x r -axis: where k f p is a positive constant. Once the blue line is located in the yellow area in Fig. 25 , the vehicle can start parallel parking. In the process of the parallel parking step, (14) , (15), (19) , and (20) at the previous step are still being used, but y f ref has to be large so that output u 2 can make the vehicle move into the parking space. Another method to make the vehicle move into the parking space is to give u 2 a value. Note that u 2 has to be limited to prevent the vehicle from moving too fast. Furthermore, if the blue line disappears in the front image, we can use the rear webcam to obtain the line of the right side as in Fig. 20 (b) and as shown in Fig. 26 . The θ err , y err , and x err are defined as (23) and a proportional controller is added to control the position in the x r -axis: (24) where k b p is a positive constant. When the four webcams detect the parking space, the vehicle can stop moving and the automatic parallel parking is accomplished. The flowchart of the reverse parking and parallel parking is illustrated in Fig. 27 . 
III. MANUAL DRIVING OF THE 4WIS4WID VEHICLE A. MANUAL DRIVING EQUIPMENT
As shown in Fig. 28 , the manual driving system of the 4WIS4WID vehicle is divided into three parts: steering wheel, steering stick, and foot pedal. The direction of the wheels is controlled by the integration of the steering wheel and the steering stick, while the vehicle velocity is controlled by the accelerator and brakes. The ordinary car only needs to control the steering wheel, accelerator, and brakes, but the 4WIS4WID vehicle can implement a lateral movement in which only using a steering wheel is difficult to implement. Therefore, a piece of equipment, a steering stick, which is mainly combined with a servo motor, is designed to perform more motions of the 4WIS4WID vehicle. Also, the steering stick and the reversing button on the steering wheel are used to start the steering stick and to change from a forward direction to a backward direction, respectively. 
B. MANUAL DRIVING DESIGN
The schematic diagram of the steering wheel and the steering stick are shown in Fig. 29. In Fig. 29 The manual driving system is developed based on [28] . This paper transfers the kinematic control from the Cartesian coordinates into the spherical coordinates to prevent a discontinuous condition. This discontinuous condition is also encountered in the manual driving system of [26] , so they divide the manual driving system into three conditions to deal with it. In [28] , their method is to obtain the desired velocities v xd , v yd , and ω d first, then transfer the desired velocities into spherical coordinates. In order to design a method that can be integrated properly into the manual driving system, our manual driving system generates three parameters, ρ, φ, and θ in the spherical coordinates using the manual driving equipment, directly. In the manual driving system, ρ, φ, and θ are produced by the driver to operate the accelerator or brakes, steering wheel, and steering stick, respectively. The v xd , v yd , and ω d can be obtained from the transformation
The range of ρ is defined from 0 to 1 when forward moving and from 0 to −1 when reverse moving. The accelerator is used to increase the value of ρ and the brakes are used to decrease the value of ρ. When the driver steps to the end of the accelerator or brakes, the increasing or decreasing value is the maximum. After obtaining the v xd , v yd , and ω d , the desired velocity of the wheels in the x r -axis and y r -axis can be calculated as
and both the desired steering angle and the velocity of the wheel w i are calculated by (9), (10), and (11). Throughout the above method, one can easily drive a 4WIS4WID vehicle, but there is a problem when ρ is equal to 0. Under this condition, v xd , v yd , and ω d will be equal to 0 and then both v xdi and v ydi will also be equal to 0. This will result in (9), which cannot be defined. And if both v xdi and v ydi exist in small unknown values, the δ di will obtain an uncertain angle. Despite this problem, the vehicle does not move for no reason, and the angle of the wheel is difficult to control. In order to deal with this problem, a virtual parameterρ = 1 is defined and the ρ in (25) to (27) (28) and (29) . And finally both theṽ xdi andṽ ydi in (9) are replaced withṽ xdi andṽ ydi to obtain δ di , which can control the 4WIS4WID vehicle. The above mentioned problem can be dealt with and the virtual parameterρ does not influence the actual vehicle velocity. Therefore, in the aspect of controlling the angle of the wheels, theρ is used to integrate the θ and φ, which are controlled from the steering wheel and the steering stick to obtain the δ di , and theρ can be used continuously even though ρ is not equal to 0. There are two buttons on the steering wheel to switch the reversing function (top right) and the steering stick function (top left). In order to prevent danger due to the inadvertent press and to close the method of switching to the reversing gear of an ordinary car, the brakes have to step first and then both the buttons can function. The purpose of designing the switch of the steering stick is so that the 4WIS4WID vehicle can usually be driven only by using the steering wheel, and the function of the steering stick can usually be used for parallel parking or when the vehicle is in a narrow environment where it is not easy to move. When the function of operating the steering stick is off, the steering stick will return to 0 • and φ = 0.
In addition, the MDS is designed for the general public that people sometimes confuses the moving way of the vehicle when both the steering wheel and the steering stick are operated in the meantime. A knack of operating the MDS is just to remember that the steering wheel is to decide turning left or right and the steering stick is to decide the forward/backward direction.
IV. EXPERIMENTAL RESULTS
In the experiment, we use a notebook with Intel Core i7 and 4 G memory to execute all the algorithms. The webcams are directly connected to the notebook via a USB hub and all the server motors are connected to a notebook via an RS485 to a USB converter. Besides, in the aspect of a manual driving demonstration, a pair of radio frequency transceivers is used to transmit signals from the manual driving system to the 4WIS4WID vehicle. 
A. AUTONOMOUS DRIVING SYSTEM
The experimental place is shown in Fig. 30 
B. MANUAL DRIVING SYSTEM
The whole flowchart of the manual driving experiment is shown in Fig. 32 . The manual driving system is driven by a person (driver), and then transmits signals to the vehicle. The following demonstrates the dynamic of the 4WIS4WID vehicle, which is driven using the different angles of the steering wheel and steering stick. From Fig. 33 to Fig. 36 , the top left image is the manual driving system, and the right side images are the moving results, where the sequence is from left to right and from top to bottom. The angles of (the steering wheel and the steering stick) in Fig. 33 to A demonstration of making the vehicle moving in obstacles only using the steering stick is shown in Fig. 37 . We treat three chairs as obstacles and then drive the vehicle passing through chairs only using the steering stick. The results in Fig. 37 show the 4WIS4WID vehicle can easily move in some complex environments such as parking garage or warehouse by using the lateral movement function. In order to show the feasibility of the traditional driving behavior and the new driving behavior can coexist, we use the MDS to drive the 4WIS4WID vehicle on the experimental curved lane and parking spaces as shown in Fig. 38 . In this figure, numbers 1 to 4 are the process of passing through the curved lane; numbers 5 to 7 are the process of reverse parking; numbers 9 to 12 are the process of parallel parking. In the process from numbers 1 to 10 in Fig. 38 , we only use the steering wheel to drive the vehicle; and in the process from numbers 11 to 12, we only use the steering stick to implement the parallel parking. The results illustrate the 4WIS4WID vehicle can be driven by the proposed MDS. Traditional driving behavior and the new driving behavior can exist simultaneously. 
C. DISCUSSION
The ADS experimental results reveal that the 4WIS4WID vehicle has ability to pass through a large curved lane, achieve the parallel-parking and garage-parking functions, and finetune its posture by the proposed control schemes. However, in driving an ordinary car, one needs some driving skills to move the car forwards and backwards to park the car, and so do the autonomous controllers [10] , [21] , [22] . Because each wheel can be steered and driven independently, the established 4 webcams and their corresponding algorithms can correctly sense the environment and the presented fuzzy controllers can successfully accomplish the driving missions.
The MDS experimental results demonstrate the implemented vehicle is highly flexible by maneuvering the steering wheel and steering stick so that the obstacle avoidance and parking tasks can be easily finished. Operating the steering stick to change control the forward and backward direction is much easier than that in [26] . Though the 4WIS4WID vehicle we designed and implemented is a laboratory prototype version, the MDS is really useful, novel and unobvious.
In the future, some works can be further examined. For autonomous driving system, many sensors such as GPS, LIDAR [6] - [8] , radar [30] , stereo camera [31] , etc. can be setup on the 4WIS4WID vehicle to sense the environments and provide sufficient information to the control center of the car. Suppose the vehicle is going to drive on the road, all the self-driving schemes of the Google car [32] can be adopted in the ADS. For manual driving system, a force feedback function may be added to the MDS to help driver perceive the road surface condition and increase the driving safety. An automotive gear mechanism should be included such that the 4WIS4WID vehicle can drive uphill and downhill.
The developed 4WIS4WID vehicle is assumed as a delayfree driving system. Suppose the car is networked driven, the time or state delay issues will affect its stability and feasibility. The Markovian jump phenomenon and its related control approaches [33] - [37] should be considered to improve the performance of the driving system. Moreover, the cooperation with automobile manufacturers will make our laboratory prototype vehicle become a real 4WIS4WID car.
V. CONCLUSION
This paper has proposed a driving system for the 4WIS4WID vehicle, including the autonomous vehicle and the manual vehicle. The ADS is implemented through the four webcams which are installed on the vehicle to detect the ground. Through related algorithms and a control method, this driving system now includes three functions: 1) Lane following: This can detect the line of the lane and follow the lane. Even if there is a big curved path, the 4WIS4WID vehicle can also pass through via the related algorithms and fuzzy control. By using the proposed fuzzy controllers, the vehicle can tune its moving velocity properly. The speed in x r -axis is tuned based on the errors in y r -axis and orientation to make sure that this car can decrease its forward speed immediately as the errors increase. Furthermore, the center of the vehicle is also adjusted by the fuzzy logic so that the steering angle and speed of wheels of the vehicle can be further modified once the center is changed. 2) Reverse parking: This application is mainly for when the 4WIS4WID vehicle is located in a narrow environment in which it not easy to reverse park even if the vehicle can move laterally. By using this function, the vehicle can also drive into a parking space easily. 3) Parallel parking: Different from the parallel parking of an ordinary car, the 4WIS4WID vehicle can exert its advantage, which is lateral movement, to drive into a parking space. The MDS has three characteristics: 1) Its structure has the traditional MDS parts, including the steering wheel, accelerator, and brakes. Drivers can operate the 4WIS4WID vehicle using these traditional driving interfaces. Even people who are used to driving ordinary cars can adapt to the 4WIS4WID MDS quickly. 2) A new operator interface for the MDS has been designed, called the steering stick. It is also easy to use and drivers can rotate the stick in any direction to make the 4WIS4WID vehicle implement the skew or lateral movements. This design provides drivers with a convenient way to parallel park.
3) The steering wheel and steering stick can be operated together to achieve more motions. In the experiment, a small 4WIS4WID vehicle has been designed to verify these applications. In the ADS experiment, the three applications have succeeded by being integrated with the computer vision and fuzzy controllers. And in the MDS experiment, we have also demonstrated the functions of MDS. Through MDS, the maneuverability and flexibility of the 4WIS4WID vehicle have been shown. if ( θ fl < θ fr ), 8) θ f = θ fl 9) else 10) θ f = θ fr 11) end 12) end 13) else 14) θ f = 0 15) end 
