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Abstract— Retrieval of family members in the wild aims at
finding family members of the given subject in the dataset,
which is useful in finding the lost children and analyzing the
kinship. However, due to the diversity in age, gender, pose
and illumination of the collected data, this task is always
challenging. To solve this problem, we propose our solution
with deep Siamese neural network. Our solution can be divided
into two parts: similarity computation and ranking. In training
procedure, the Siamese network firstly takes two candidate
images as input and produces two feature vectors. And then,
the similarity between the two vectors is computed with several
fully connected layers. While in inference procedure, we try
another similarity computing method by dropping the followed
several fully connected layers and directly computing the
cosine similarity of the two feature vectors. After similarity
computation, we use the ranking algorithm to merge the
similarity scores with the same identity and output the ordered
list according to their similarities. To gain further improvement,
we try different combinations of backbones, training methods
and similarity computing methods. Finally, we submit the best
combination as our solution and our team(ustc-nelslip) obtains
favorable result in the track3 of the RFIW2020 challenge with
the first runner-up, which verifies the effectiveness of our
method. Our code is available at: https://github.com/
gniknoil/FG2020-kinship
I. INTRODUCTION
Retrieval of family members means finding family mem-
bers of the given subject, which is a subtask of content based
image retrieval(CBIR) task. Different from other subtasks,
retrieval of family members takes face images as input to
output the similarity order sequence. As faces are similar in
general structure but with delicate differences in illumination,
pose and age, this task is always challenging. Recently, many
researches[1], [2], [3] have been made in this field and gain
much progress. However, the results now are not so satisfying
for the inner complexity of the task.
To tackle this issue, we propose our solution. Our solution
is composed of two parts: similarity computation and rank-
ing. In similarity computation procedure, we adopt Siamese
neural network to compute similarity between two input
images. More specifically, two input images are firstly fed
into models to produce feature vectors and then the fully
connected layers take combinations of features as input to
produce a scalar ranging from 0 to 1. In training procedure,
the output scalar is viewed as similarity of the image pair
and used to compute loss to guide the training. While in
general CBIR task, it is typical to use cosine similarity of
features as similarity of the image pair. Considering that
the two methods are both widely used in many tasks, we
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Fig. 1: Diversity of the dataset. Each panel indicates the same
subject but with different attributes.
compute both for further selection in ranking procedure. In
the following chapter, we will refer these two similarities
as FC similarity and cosine similarity. In ranking proce-
dure, the main purpose is merging similarity scores of the
same identity pair and output the ordered sequence. To
achieve this goal, we firstly average all the similarities of
the same identity pair and then sort them by similarities.
In this challenge, we train multiple models with different
backbones and loss functions. And for each model, similarity
is computed in two ways: cosine similarity or FC similarity.
We conduct experiments on the test set and find the best
combinations as our solution. Finally, we obtain the first
runner-up in the track3 of challenge RFIW2020, which
verifies the effectiveness of our method.
To summarize, the main contributions are as follows.
• We analyze the inner complexity of the task and com-
position of provided dataset. As the input images are
similar in appearance, we propose our solution based
on the Siamese neural network, and achieve favorable
results. Different from other methods[4], [5], Siamese
network are more capable of modeling delicate and
complex relations of image pairs, and thus features
extracted with it are more effective and useful.
• We try multiple models and training methods for op-
timizing our solution. Moreover, we build an image
retrieval system to find family members of the given
subjects, and thus obtaining the first runner-up in the
track 3 of the RFIW2020 challenge.
II. RELATED WORK
A. Deep Learning Based Content Based Image Retrieval
In recent years, deep learning has been applied to image
retrieval to greatly improve results. Oquab et al.[6] propose
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Fig. 2: An overview of our solution. Our solution consists of two parts: similarity computation and ranking. In similarity
computation procedure, we feed images in the probe and gallery set into the Siamese network(G1 and G2) to produce
feature vectors(fp and fg) and then compute similarity(Sim1,· · · ,SimN) of inputs with two methods: cosine similarity or
FC similarity. Considering each identity typically contains more than one images in probe set(we take Idi as an example
here), we merge all the similarities of the same identity and sort it in the second procedure to output the ordered sequence
of retrieval(red box indicates the target image).
to use the activations of the fully connected layers as image
descriptors. Babenko et al.[7] use sum-pooling to extract
features of the last convolutional layer and thus propose
SPoC method. Similarly, Razavian et al.[8] replace sum-
pooling with max-pooling and proposed MAC method. Most
methods above extract features globally and neglect local
features. To tackle this problem, Tolias et al. proposed
RMAC[9] to integrate both global and local features and thus
win great success. All of these methods achieve appealing
results in general CBIR tasks. However, as family member
retrieval is a special task, in which all the candidates are
extremely similar, these methods can’t be directly used.
B. Kinship Analysis
In recent years, kinship analysis has attracted much at-
tention. Roughly, research in this field can be mainly cat-
egorized into two classes: kinship verification and family
classification. In kinship verification task[10], Fang et al.[11]
firstly try to solve kinship verification task with some hand-
crafted features. Following this, Xia et al.[12] find that the
great appearance gap will disturb verification. So based on
the observation that children’s faces look like their parents’
at younger ages, subspace transfer learning methods are
introduced to bridge the gap between the older faces of
parents and younger ones of children. Recently, as deep
learning develops quickly and some large datasets such
as RFIW[13] are made public, many deep learning based
methods are proposed. Dahan et al.[14] extract face features
with two VGG-Face[15] models, and then concatenate and
feed them to a fully connected network for metric learning.
Duan et al.[16] integrated multiple deep face models for
kinship verification.
Simultaneously, Family classification also gains much
progress as the time elapses. Family classification aims at
classifying each subject to one family class. Compared with
kinship verification, family classification is more challenging
for the large number of family members and great variance.
Traditional kinship classification methods[17], [18] adopt
local feature descriptors(i.e., SIFT[19] and HOG[20]) and
focus on capturing the parent-children relationship with
complete parents and children data. However, in real-world
applications, The data of children is always missing. To
tackle this issue, Wu et al.[2] view the children and adults
as two separate modalities and thus employ an auxiliary
database to transfer knowledge from one modality to the
other. In recent years, as deep learning emerges, more and
more deeplearning based models(i.e., VGG[15], Resnet[21]
and CenterFace[22]) are applied to family classification tasks
and have shown their capacity in this task. However, there
is still much room for improvement.
III. METHODS
A. Dataset Description
In this challenge, the dataset provided is divided by fami-
lies and identities. Images of the same identity are contained
in one folder and all the identities in the same family are
included in one previous folder. In the provided dataset, each
family has at least two identities and for each identity, there
is typically more than one corresponding images. Generally
speaking, two major difficulties are introduced with this
dataset. The first is that images of the same family vary in
pose, image format, age and many other aspects. The visual
variance within one family may lead to great difference in
feature vectors and do harm to the kinship analysis. Even
for images of the same identity, visual difference can also
be large(see Fig.1), which further increases the difficulty
of this task. Another difficulty is that the dataset contains
too many images with the same attributes but of different
families. Sometimes, attributes may contribute more to the
similarity of two images. Moreover, as some images of the
Fig. 3: Architecture of the Siamese neural network. Two
images are fed into the Siamese neural network to extract
features. In training procedure, the features are firstly pro-
cessed with element-wise operations and then concatenated
to form a combined feature. Afterwards, the similarity(simfc)
is computed with several fully connected layers and com-
pared with labels to guide the training procedure. And in
inference procedure, cosine similarity is also adopted by
directly compute cosine distance with two feature vectors.
The two similarities are both tried for more selection for
ranking.
same family are taken under different conditions, the model
is likely to assign large similarity scores for non-family pairs
with similar attributes while assigning small ones for family
pairs with less common attributes.
Both difficulties may disturb similarity procedure. Thus,
we take up building our solution to model the similarity in a
more delicate way, and designing ranking method to utilize
all the similarity information.
B. Kinship Similarity Computation
To better model similarities of family members, we adopt
a Siamese neural network. As is shown in Fig.3, the Siamese
neural network is compose of two branches(G1 and G2) with
shared weights(W ). After preprocessing, an image pair(X1
and X2) is fed into the two branches and then get their
corresponding feature maps. And then, feature vectors are
obtained by applying average pooling to feature maps. In
training procedure, the pairs are sampled previously, while
in inference procedure, X1 and X2 are sampled from probe
set and gallery set separately. The process can be written as
follows:
f1 = G1(X1), f2 = G2(X2) (1)
where f1 and f2 are extracted features. A typical siamese
neural network computes similarity directly with offline
operations of two features. However, this method just models
similarity roughly and don’t use information of features
fully. So, alternatively we adopt network with multiple
fully connected layers to model similarity. Moreover, we
don’t feed the two features into the fully connected layers
directly as input but try different combinations of features,
i.e., concatenation(⊕), addition(+), etc(see Fig.3). The final
output of the whole model is in the scale ranging from 0 to
1. The larger values indicate closer kinship. This process can
be expressed as follows.
Simfc = fc(comb(f1, f2)) (2)
where fc means the network used to compute similarities and
comb represents all types of feature combination methods.
Detailed information about feature combinations is described
in the section of experiments. We use two kinds of loss to
guide training procedure: BCE loss and focal loss[23]. BCE
loss views this problem as a binary classification problem
and the output of our model is considered as confidence that
they belong to the same family. BCE loss can be written as,
LossBCE = −label log(Simfc)
−(1− label) log(1− Simfc)
(3)
where label is a binary variable indicating whether the pair
of image belongs to one family or not.
Focal loss is widely used in face identification and verifi-
cation tasks, which can be expressed as,
Lossfl =
{
−(1− Simfc)γ log(Simfc) label=1
−Simγfc log(1− Simfc) label=0
(4)
where γ is a hyperparameter that can be set manually. In our
retrieval process, we firstly extract features of all the images
and then compute similarity with cosine distance or via fully
connected layers. Cosine similarity is computed as,
Simcos =
f1 · f2
‖f1‖‖f2‖ (5)
The two similarities are all evaluated to find the best choice.
Detailed analysis is presented in the section of experiments.
C. Ranking Method
In gallery set, almost all the identities have more than one
image. So, for each identity, similarity of multiple images
can be utilized to gain better results. In our experiments, we
simply average all the similarity scores of the same identity
pairs and then sort the similarity sequence to obtain the
ordered sequence.
IV. EXPERIMENTS
A. Implementation Details
In our experiments, resnet-50[21] and SENet-50[24] are
adopted as backbones and each is trained with BCE loss and
focal loss separately. Thus, we have four types of models
in total. For each type of model, we try two different kinds
of feature combinations, which is revealed in Table1. Our
model is implemented with the Keras[25] framework using
Tensorflow backend. A workstation with Intel i7-7700K 4.2G
CPU, 64G memory and NVIDIA GTX2080 8G GPU is used
for the experiments. Moreover, The model is trained with
SGD[26] optimizer for 120 epoches and the learning rate is
set to 1e-2. Considering the training is conducted with paired
data, we randomly select 5000 pairs of family members as
positive samples, and then 5000 pairs without any kinship
are also selected as negative ones.
The challenge adopts two widely used criterions: mAP
and RANK@K. mAP evaluates retrieval performance across
TABLE I: Experiment results with FC similarities
Loss Model Name FC similarity11 FC similarity22
Focal Loss
Resnet50 0.19 0.20
SEnet50 0.17 0.20
BCE Loss
Resnet50 0.20 0.21
SEnet50 0.18 0.20
TABLE II: Experiment results with cosine similarities
Loss Model Name cosine similarity13 cosine similarity24
Focal Loss
Resnet50 0.19 0.21
SENet50 0.18 0.21
BCE Loss
Resnet50 0.23 0.21
SENet50 0.21 0.20
recall levels, and RANK@K focuses on if there is any
relative images in top-k candidates. The final rank is based
on the average value of RANK@K and mAP(see Table3).
And all the scores in our experiments are also calculated in
this way. For more detailed description about criterions, we
refer you to the website5 of this challenge.
B. Results and Analysis
In our solution, as similarity computation and ranking are
processed in sequence, we can reasonably assume that good
retrieval results are more likely originated from accurate
models in kinship verification. Thus, based on the obser-
vations of the first track of the competition RFIW2020, we
choose Resnet50 and SENet50 as our backbones. And both
models are trained with focal loss or BCE loss. In our ex-
periments, we adopt two similarity computation method(FC
similarity and cosine similarity) and conduct multiple groups
of experiments on the provided test set.
The experiments results are shown in Table1 and Table2.
In Table1, FC similarity1 and FC similarity2 differ in feature
combination method, in which ⊕ means concatenation and
all the operations(i.e., +, -, ·) are element-wise operations. In
Table2, two feature vectors used in similarity computation
are extracted from the output of the last convolutional layer
but with different pooling method.
According to the observations, we can find that images of
models trained with BCE loss are more effective compared
with focal loss. Focal loss is firstly proposed to solve data
imbalance problem in training. In our task, the data pairs for
training belong to either the same family or different families,
which is labeled as positive pairs(1) or negative pairs(0). The
organizers provide family labels and identity labels for the
whole dataset, and we build our training set by sampling
1(x2 − y2)⊕ (x− y)2
2(x2 − y2)⊕ (x− y)2 ⊕ (x · y)
3Extracting features with max pooling
4Extracting features with average pooling
5https://competitions.codalab.org/competitions/
22152#learn_the_details-evaluation
TABLE III: Comparison of retrieval methods on test set of
RFIW2020
Team mAP Rank@k Average
vuvko 0.18 0.60 0.39(1)
ustc-nelslip 0.08 0.38 0.23(2)
Early 0.08 0.38 0.23(2)
DeepBlueAI 0.06 0.32 0.19(4)
huunghia160799 0.06 0.29 0.18(5)
danbo3004 0.07 0.28 0.17(6)
positive pairs and negative pairs from the whole dataset.
We sample 5000 pairs for each. Thus, the data imbalance
problem is eliminated. In such a condition, we can reasonably
think the BCE loss is more suitable compared with focal loss.
Another useful observation is that though the model are
trained with FC similarity, but cosine similarity performs bet-
ter than FC similarity in inference procedure. We review the
training and inference procedure and find some reasons. The
training set and test set all contain several different kinship
relations, and typically, distributions of these relations are
not the same. The FC similarities in training set are close
to 0 or 1 and can predict labels of data pairs well. But in
test set, we find the FC similarities are all small and it is
difficult to make any judgement based on these similarities,
which means that the several connected layers trained for
similarity computation is not so good in generalization and
vulnerable to distribution changes. Compared with the FC
similarity, cosine similarity directly takes feature vectors for
computation and performs more robustly.
Among all the combinations, the cosine similarity1 of
Resnet50 trained with BCE loss outperforms all others and
is submitted as our final solution. Table3 shows some results
of competitors. Thanks to the capacity of the Siamese neural
network and our reasonable choices, our solution obtains the
first runner-up of the track3 with a score of 0.23. Among all
the competitors, our result is just lower than one competitor.
And compared with the competitors ranked from the 4th to
the 6th. Our solution leads them by a large margin. All of
these comparisons verify the effectiveness of our solution.
V. CONCLUSION
In this paper, we carefully analyze the requirements and
difficulties of track3 in the challenge RFIW2020, and then
propose our solution. As human faces are similar in structure
and vary in age, pose etc, we adopt the architecture of
Siamese neural network to model the delicate difference of
human faces. After training, we extract feature vectors with
the Siamese network and then compute similarity for rank-
ing. In typical retrieval tasks, there are many different feature
extraction methods and similarity computing methods. Thus,
we conduct multiple experiments to find the best choice.
Finally, our solution obtains the first runner-up in track3 of
RFIW2020, which validates effectiveness of our solution.
REFERENCES
[1] J. P. Robinson, M. Shao, Y. Wu, H. Liu, T. Gillis, and Y. Fu, “Visual
kinship recognition of families in the wild,” IEEE Transactions on
pattern analysis and machine intelligence, vol. 40, no. 11, pp. 2624–
2637, 2018.
[2] Y. Wu, Z. Ding, H. Liu, J. Robinson, and Y. Fu, “Kinship classification
through latent adaptive subspace,” in 2018 13th IEEE International
Conference on Automatic Face & Gesture Recognition (FG 2018).
IEEE, 2018, pp. 143–149.
[3] J. P. Robinson, M. Shao, H. Zhao, Y. Wu, T. Gillis, and Y. Fu,
“Recognizing families in the wild (rfiw) data challenge workshop in
conjunction with acm mm 2017,” in Proceedings of the 2017 Workshop
on Recognizing Families in the Wild, 2017, pp. 5–12.
[4] J. Lu, J. Hu, X. Zhou, J. Zhou, M. Castrillo´n-Santana, J. Lorenzo-
Navarro, L. Kou, Y. Shang, A. Bottino, and T. F. Vieira, “Kinship
verification in the wild: The first kinship verification competition,” in
IEEE International Joint Conference on Biometrics. IEEE, 2014, pp.
1–6.
[5] H. Yan, “Kinship verification using neighborhood repulsed correlation
metric learning,” Image and Vision Computing, vol. 60, pp. 91–97,
2017.
[6] M. Oquab, L. Bottou, I. Laptev, and J. Sivic, “Learning and trans-
ferring mid-level image representations using convolutional neural
networks,” in Proceedings of the IEEE conference on computer vision
and pattern recognition, 2014, pp. 1717–1724.
[7] A. Babenko and V. Lempitsky, “Aggregating local deep features for
image retrieval,” in Proceedings of the IEEE international conference
on computer vision, 2015, pp. 1269–1277.
[8] A. Sharif Razavian, H. Azizpour, J. Sullivan, and S. Carlsson, “Cnn
features off-the-shelf: an astounding baseline for recognition,” in
Proceedings of the IEEE conference on computer vision and pattern
recognition workshops, 2014, pp. 806–813.
[9] G. Tolias, R. Sicre, and H. Je´gou, “Particular object retrieval
with integral max-pooling of cnn activations,” arXiv preprint
arXiv:1511.05879, 2015.
[10] S. Wang, J. P. Robinson, and Y. Fu, “Kinship verification on families
in the wild with marginalized denoising metric learning,” in 2017
12th IEEE International Conference on Automatic Face & Gesture
Recognition (FG 2017). IEEE, 2017, pp. 216–221.
[11] R. Fang, K. D. Tang, N. Snavely, and T. Chen, “Towards computational
models of kinship verification,” in 2010 IEEE International conference
on image processing. IEEE, 2010, pp. 1577–1580.
[12] S. Xia, M. Shao, and Y. Fu, “Kinship verification through transfer
learning,” in Twenty-Second International Joint Conference on Artifi-
cial Intelligence, 2011.
[13] J. P. Robinson, M. Shao, Y. Wu, and Y. Fu, “Families in the wild (fiw)
large-scale kinship image database and benchmarks,” in Proceedings
of the 24th ACM international conference on Multimedia, 2016, pp.
242–246.
[14] E. Dahan, Y. Keller, and S. Mahpod, “Kin-verification model on fiw
dataset using multi-set learning and local features,” in Proceedings of
the 2017 Workshop on Recognizing Families In the Wild, 2017, pp.
31–35.
[15] O. M. Parkhi, A. Vedaldi, and A. Zisserman, “Deep face recognition,”
2015.
[16] Q. Duan and L. Zhang, “Advnet: Adversarial contrastive residual
net for 1 million kinship recognition,” in Proceedings of the 2017
Workshop on Recognizing Families In the Wild, 2017, pp. 21–29.
[17] J. Dong, X. Ao, S. Su, and S. Li, “Kinship classification based on
discriminative facial patches,” in 2014 IEEE Visual Communications
and Image Processing Conference. IEEE, 2014, pp. 157–160.
[18] R. Fang, A. C. Gallagher, T. Chen, and A. Loui, “Kinship classification
by modeling facial feature heredity,” in 2013 IEEE International
Conference on Image Processing. IEEE, 2013, pp. 2983–2987.
[19] D. G. Lowe, “Distinctive image features from scale-invariant key-
points,” International journal of computer vision, vol. 60, no. 2, pp.
91–110, 2004.
[20] N. Dalal and B. Triggs, “Histograms of oriented gradients for human
detection,” in 2005 IEEE computer society conference on computer
vision and pattern recognition (CVPR’05), vol. 1. IEEE, 2005, pp.
886–893.
[21] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proceedings of the IEEE conference on computer
vision and pattern recognition, 2016, pp. 770–778.
[22] Y. Wen, K. Zhang, Z. Li, and Y. Qiao, “A discriminative feature
learning approach for deep face recognition,” in European conference
on computer vision. Springer, 2016, pp. 499–515.
[23] T.-Y. Lin, P. Goyal, R. Girshick, K. He, and P. Dolla´r, “Focal loss
for dense object detection,” in Proceedings of the IEEE international
conference on computer vision, 2017, pp. 2980–2988.
[24] J. Hu, L. Shen, and G. Sun, “Squeeze-and-excitation networks,” in
Proceedings of the IEEE conference on computer vision and pattern
recognition, 2018, pp. 7132–7141.
[25] A. Gulli and S. Pal, Deep learning with Keras. Packt Publishing Ltd,
2017.
[26] L. Bottou, “Large-scale machine learning with stochastic gradient
descent,” in Proceedings of COMPSTAT’2010. Springer, 2010, pp.
177–186.
