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ABSTRACT 
MECHANICAL, ELECTRONIC AND OPTICAL PROPERTIES OF 
MULTI-TERNARY SEMICONDUCTOR ALLOYS 
by 
Dongguo Chen 
The ability to obtain tunable properties with composition makes multi-ternary alloys 
extremely useful for a variety of applications in semiconductor devices and is of 
significant interest in experimental and theoretical research. This dissertation investigates 
the mechanical, electronic and optical properties of multi-ternary, i.e., binary, ternary and 
quaternary, semiconductor alloys using analytical methods and first-principles 
calculations. 
For the calculations of mechanical properties, existing models on the average 
shear modulus of III-V & II-VI binary semiconductors are revised. New expressions are 
developed for the average Young’s modulus as well as the shear modulus and Young’s 
modulus on (111) plane for these compounds. It is found that the proposed models 
provide a simple and accurate means for predicting the elastic constants of ternary 
semiconductors.  
The crystal structures, formation enthalpies and electronic properties of alloys,  
GaPxSb1-x, InPxSb1-x and CdSxTe1-x, are then investigated using first-principles 
calculations. These alloys are studied for various structures and compositions. 
Comparisons between GaPxSb1-x and InPxSb1-x are made. In the study of CdSxTe1-x 
system, negative bowing parameter of spin-orbit splitting is found in the ordered structure 
while positive value is found in disordered structure. 
 
  
This work also gives a recipe to calculate the properties of Y2 alloys in any 
degree of crystal ordering. For the partially ordered samples, the trends of the Y2 
ordering induced changes in the crystal field splitting and band gap narrowing are 
explored and explained in terms of the lattice mismatch and band offset between the 
binary constituents. The Y2 ordering induced change in the spin-orbit splitting is found to 
be positive and small.  
Additionally, a model for the pressure dependence of the energy gap of group III-
V & II-VI ternary semiconductor alloys is proposed. The trends in the pressure 
coefficients with respect to nearest neighbor distance and ionicity are discussed. 
Finally, the electronic and optical properties of Cu2ZnGeS4, Cu2ZnGeSe4 and 
Cu2ZnGeTe4 in KS and ST structures are studied. Band structure and optical spectra 
including the dielectric function, refractive index, absorption coefficient and reflectivity 
are determined. The critical points in the optical spectra are assigned to the interband 
transitions in accord with the calculated band structures. The trends of these properties 
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CHAPTER 1  
INTRODUCTION 
1.1 Semiconductors and Their Alloys 
A semiconductor is defined as a material with electrical conductivity in the range of 10-9 – 
102 S/m. Alternatively, it can be defined as a material with energy gap between 0 to 6 
electron volts (eV). For example, Si and Ge have small energy gaps as 1.12 and 0.67 eV, 
respectively, while ZnS and Diamond have large band gaps as 3.60 and 5.50 eV [1]. 
Materials with zero band gaps are metals or semimetals and those with band gap large than 
6 eV are considered as insulators. According to the types of band structures, materials can 
also be characterized as direct or indirect band gap semiconductors. 
In the development of semiconductor technologies, semiconductor alloys have 
attracted much attention because of their ability to tailor the optoelectronic properties, such 
as, the band gap with the alloy compositions. For example, the band gap of AlxGa1-xN 
varies from 3.42 to 6.20 eV when the Al composition x increases from 0 to 1. The most 
basic alloys are formed by two group IV elements, such as SixGe1-x and GexSn1-x. Ternary 
alloys (ABxC1-x) are formed by substituting some atoms B in binary compound AB by C 
atoms which are usually in the same column with B in the periodic table, such as, the 
common-cation alloy CdSxTe1-x and the common-anion alloy GaxIn1-xP. Similarly, 
quaternary alloys, such as, AlxGa1-xNyAs1-y, have been synthesized in experiment [2]. For 
some quaternary alloys, the atom can be replaced by other atoms from the neighbor 
columns in the periodic table. For example, Cu2ZnGeS4 can be formed by replacing Ga 





inherit the structures of their parent alloys and short or long range of sub-ordering can be 
formed depending on the growth conditions. 
1.1.1 Growth Techniques 
The recent developments in crystal growth techniques have greatly fastened the 
experimental and theoretical studies on semiconductor alloys. Techniques such as 
Metal-Organic Chemical Vapor Deposition (MOCVD) and Molecular Beam Epitaxy 
(MBE) allow crystals to be deposited on substrates at fixed compositions within very small 
deviations. These techniques have made it possible to synthesize semiconductor devices 
with complicated structures, such as, MOS transistors and CIGS solar cells. Some growth 
techniques are briefly introduced here. 
1.1.1.1 Growth of Bulk Crystals. Czochralski (CZ) method [3] is the most important 
and common method in the growth of semiconductor bulk crystals because it is capable of 
producing large diameter crystals. In this technique, the raw material is melted in a crucible. 
A small single-crystal seed is then lowered into the melt. The melt will be gradually pulled 
out and solidified onto the seed. The crystal orientation of the seed will determine the 
orientation of the resulting pulled crystals. 
During the CZ crystal growth, the seed and crucible are normally rotated in the 
opposite directions to promote more uniform growth. However, the opposite rotations 
increase the corrosion of the crucible by the melt. The main unexpected impurities of the 
CZ technique are from the crucible material and gas surrounding the melt. For example, in 
the growth of bulk crystal Si, carbon evaporation from the graphite susceptor of quartz 
crucible and melt source results in the carbon incorporation in the crystal, typically at 





Another bulk crystal growth technique is the Bridgman Method, which is similar as 
the CZ method. The differences are the following: (I) A temperature gradient is 
implemented along the crucible for a better solidification; (II) The crucible can be 
positioned either vertically or horizontally to control convention flow. The Bridgman 
method is a popular way of producing certain crystals, such as, GaAs, for which the CZ 
technique is more difficult. 
1.1.1.2 Growth of Thin Films. Epitaxial films are usually grown by Chemical 
Vapor Deposition (CVD) method. In CVD, gases containing the required chemical 
elements are introduced into the deposition chamber to react and form the desired film on 
the surface of the substrate. The semiconductors formed during the gas reaction are 
deposited as a thin film on a substrate inside the reactor.  
 
 
Figure 1.1 Schematic drawing of Aix-200 II-VI MOCVD reactor for HgCdTe epitaxial 






Figure 1.1 shows the growth of ternary semiconductor HgCdTe alloys (MCT) 
using Metal-Organic Chemical Vapor Deposition (MOCVD) [5]. In this reactor, two 
separated gas inlet channels are provided to prevent premature gas reactions and dust 
formation. The precursors, dimethylcadmium (DMCd) and diethylzinc (DEZn), and the 
donor doping source Ethyl iodine (EI), together with the carrier gas H2 are delivered into 
the reactor through the upper channel. The precursor, diisopropyltelluride (DIPTe), and the 
acceptor doping source, arsine AsH3, together with the carrier gas H2 are delivered into the 
reactor through the lower channel. The mercury source is held in the quartz container 
inside the reactor with temperature maintained at 200-220 ̊C. The MCT epilayer is formed 
onto the substrate at around 360-410 ̊C. 
A typical disadvantage with the CVD technique is that the reactor may contains a 
high concentration of contaminants in the form of residual gases. This problem can be 
avoided in the Molecular Beam Epitaxy (MBE) method (Figure 1.2) [6]. The principle 
underlying MBE growth is relatively simple: a molecular beam is created in an effusion 
cell with a very small orifice by heating a source material until vaporization. The molecular 
beams from effusion cells at different angles then migrate in an UHV environment and 
impinge on a hot substrate surface, where the molecules can diffuse and eventually 
incorporate into the growing film. Despite the conceptual simplicity, it is difficult to 
control the crystal stoichiometry in MBE growth. However, it is possible to monitor the 
surface quality and epilayer growth conditions using some electron or ion based techniques, 
such as, Auger Electron Spectroscopy (AES) and Reflection High-Energy Electron 






Figure 1.2 Top cross-view of a MBE system [6]. 
Some other techniques are also employed to grow semiconductor alloys. For 
example, the Liquid Phase Epitaxy (LPE) growth technique is extensively used in the 
growth of GaAs samples and devices [7]. The Ga metal is utilized as a solvent for As. 
When the solvent is cooled in contact with a GaAs substrate, it becomes supersaturated 
with As and the nucleation of GaAs starts on the substrate. The advantage of this method is 
that the equipment is inexpensive and easy to setup. However, it is difficult to control the 
growth conditions. 
1.1.2 Wide Band Gap Alloys and Their Applications 
Wide band gap (larger than 2.5 eV) semiconductors are experiencing extensive 
developments because of their thermal conductivities, breakdown electric fields, thermal 





materials have been investigated as wide band gap semiconductors, most notably 6H-SiC, 
III-V nitrides and ZnS based II-VI alloys. 
The wide band gap energy and low intrinsic carrier concentration of SiC [9] will 
allow SiC semiconductor device to function at much higher temperatures . For example, 
600 ̊C SiC device operation has been experimentally demonstrated on a variety of SiC 
devices [9]. Moreover, the high breakdown field and high thermal conductivity of SiC 
coupled with high operational junction temperature theoretically permit extremely 
high-power densities and efficiencies to be realized in SiC devices. For example, the high 
breakdown field of SiC relative to silicon enables the blocking voltage region of a power 
device to be roughly 10× thinner and 10× heavier doped, permitting a roughly 100-fold 
beneficial decrease in the blocking region resistance at the same voltage rating [10]. 
Finally, while SiC’s smaller on-resistance and faster switching helps minimize energy loss 
and heat generation, SiC’s higher thermal conductivity enables more efficient removal of 
waste heat energy from the active device. 
The wide band gap III-V nitrides have been the subjects of great interest because of 
their applications in blue light emitting diodes and lasers as well as solar-blind UV 
photodetectors. Recently, much effort has been directed toward a p-i-n photodiode 
involving solely high Al content AlxGa1-xN layers [11]. The choice of the p-i-n photodiode 
designed for solar-blind UV detectors is driven by its intrinsic advantages: (I) a very low 
dark current due to large potential barrier; (II) a high speed of operation; (III) a direct 
control of the quantum efficiency and speed through controlling the thickness of the 
intrinsic layer, and (IV) the device can operate under low to no bias. One of the greatest 





impurities (such as, Mg and Zn) results in a low concentration of free holes at room 
temperature. 
The II-VI ZnS wide band gap semiconductor alloys have wide applications in 
fabricating technologically important solid state devices. The ZnSxSe1-x and ZnSxTe1-x 
semiconductor alloys are used to fabricate optoelectronic devices in blue-green spectral 
region since they have direct band gaps in the range of 2.75 – 3.66 eV and 2.10 – 3.66 eV 
[14]. These II-VI semiconductors can be grown lattice-matched on substrates such as Si, 
GaAs and GaP, making them potential candidates for high efficiency multi-junction solar 
cells and other applications in silicon technology. Due to the fact that 80% of the band 
offset between the corresponding binary constituents of the ternary alloy is in the 
conduction band when quantum wells are formed, ZnxCdyMg1-x-yS-based quantum 
structures have recently found important applications in inter-subband devices, such as, 
quantum cascade lasers and quantum well photodetectors [15].  
1.1.3 Narrow Band Gap Alloys and Their Applications 
The narrow band gap alloy refers to the material with a band gap that is comparatively 
smaller than that of silicon. These band gaps are typically in the infrared region, i. e. near 
infrared with wavelength in the range of 0.78-3 μm, mid infrared with wavelength in the 
range of 3-50 μm and far infrared with wavelength in the range of 50-1000 μm. The narrow 
band gap alloys, such as, GaAsSb and HgCdTe can be used for infrared detectors and 
thermoelectrics. 
One particular important narrow band gap semiconductor is the GaAsSb system, 
which allows Heterojunction Bipolar Transistors to operator in the terahertz (THz) range 





junction not only eliminates the electron blocking problem but also allows electrons to be 
launched from the base to the collector at very high initial energies [16]. Moreover, 
GaAsSb grown at low temperature can also be used as a substitute for those traditional 
materials in THz applications. 
The field of narrow band gap II-VI semiconductors is almost dominated by 
HgCdTe (MCT), although many potential alternatives, such as, InAsSb, PhSnSe and 
HgMnTe, have been suggested and discussed [17, 18]. The reasons that MCT is still the 
main infrared material are the following: (I) The band gap of MCT can be made to cover all 
infrared regions by varying the composition; (II) The lattice constant of MCT almost 
undergoes no change during the variation of the composition; (III) The material has direct 
band gap transitions and large absorption coefficient which allow the quantum efficiency 
to be 100%; (IV) Long minority carrier lifetimes result in low thermal noise allowing 
high-performance detectors to be made at the highest operating temperatures reported for 
infrared detectors of comparable wavelengths. All these advantages originate from the 
energy band structures of the material and they apply to all the situations whatever device 
architectures are used. 
1.1.4 Solar Cell Materials 
Solar cell is one very important application of semiconductors and their alloys. A brief 
overview on materials for solar cell production is given in Figure 1.3 [19]. Silicon is the 
leading material in solar cell production due to its abundance, maturity of technology and 
high conversion efficiency. However, due to its limitations as an indirect band gap 







Figure 1.3 Chart of PV solar cell materials [19]. 
Silicon is the second easiest raw material that can be found on earth and has been 
widely used in developing solar cells. Monocrystalline silicon based solar cells have been 
reported to have the highest efficiency of more than 20%. In order to reduce the cost of 
monocrystalline silicon, polycrystalline silicon cell is developed which has minor flaws in 
the metal contamination and crystal structure and therefore the efficiency of 
polycrystalline silicon cell is relatively lower. In thin film technology, amorphous silicon is 
very more popular than other materials, such as, CdTe and CIGS, due to its higher 
efficiency. Amorphous silicon is a non-crystalline allotropic form of silicon and has 40 
times higher rate of light absorption than monocrystalline silicon. The advantage of its 
disordered structure is the high band gap of about 1.7 eV [19]. 
GaAs is another solar cell material which has high efficiency, lower thickness and 
ideal band gap of 1.43 eV. Efficiency of GaAs solar cell can be improved by alloying it 
with certain materials, such as, Al, In, P and Sb. GaAs is lighter and has higher heat 
resistance compared to polycrystalline and monocrystalline silicon. However, GaAs 
material and manufacturing can be costly and therefore it is normally used for space 






CdTe has an ideal band gap of 1.45 eV and high absorption coefficient and has thus 
produced high efficiency of 15% [21]. It is also known for its stability for a long duration. 
However, this technology faces some problems that are related to the environment as well 
as the lack of Tellurium (Te). As an n-type semiconductor [22]It has been shown by 
experiments that doping of copper (Cu) into CdS layer will improve the photoconductivity. 
Moreover, the CdSTe interlayer formed between n-CdS and p-CdTe is believed to benefit 
the solar cell performance including its efficiency. 
CIGS solar cell is still in its developing phase and is set to compete with silicon 
solar cells in performance. An efficiency of 20% for CIGS solar cell has been recorded [23]. 
Its band gap can be tuned to be close to ideal value by adjusting the composition of In or Ga 
atoms. For example, the band gap for ternary compounds CuInSe2, CuGaSe2 and CuInS2 
are 1.05, 1.68 and 1.65 eV, respectively. The absorption coefficient of CuInSe2 is greater 
than 105 cm-1 [19]. One disadvantage with CIGS solar cell is that it contains expensive 
element, In, and its window layer, CdS, contains toxic element Cd. Recently, new 
quaternary semiconductor alloys, such as, Cu2ZnSn(S,Se)4 and Cu2ZnGe(S,Se)4, have 
been proposed for the substitution of CIGS since they have similar ideal band gaps and 
high absorption coefficient, but contain only inexpensive elements [24, 25]. However, 
many fundamental properties of these quaternary semiconductor alloys are not yet known. 
1.2 Theory of First-Principles Calculations 
1.2.1 Theoretical Background 
The basic ideas of the First-principles calculations are based on the Born-Oppenheimer 





1.2.1.1 Born-Oppenheimer Approximation. The Hamiltonian of a many-body 
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 are the positions of Ith and 
Jth ions. IZ , JZ  are the atomic numbers of Ith and Jth ions. ip
  and IP

 are the momentum 
of ith electron and Ith ion. m , IM  are the masses of electron and Ith ion. e  is the electron 
charge. In Equation (1.1), the first and second terms are the kinetic energy of ions and 
electrons. Third, fourth and last terms are the Coulomb interactions between electron and 
electron, ions and ion, electron and ion. To solve this many-body Hamiltonian, the 
Born-Oppenheimer Approximation [3] states that: (I) The electronic wavefunction 
depends on the nuclear positions IR

 but not on their velocities, that is, the nuclear motion 
is so much slower than the electron motion that nuclear can be treated as fixed; (II) The 
nuclear motion sees a smeared out potential from the speedy electrons. From this 
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1.2.1.2 Hartree Fock Theoy. To solve the simplified many-body Hamiltonian, 
Hatree Fock theory [26] assumes that the wavefunction is given by a single Slater 
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where the variable x is the coordinates of the electrons. φ  is the normalized electron 
wavefunction. Note that Ψ  is antisymmetric with respect to an interchange of any two 
electron locations. Insert this wavelength into Equation (1.2) and minimize the 
Hamiltonian using Lagrange multiplier ε  with respect to φ  will yield: 










Further simplification of the equation yields a set of one-electron equations as 
follows: 
( ) ( ) ( ) ( ) ( ) ( )1 Δφ φ φ ε φ
2 i ion i i i i
r V r r U r r r− + + =     
 
(1.5) 
where ionV  is the local ionic potential and ( )U r
  is a non-local potential. The full Hartree 
Fock Equations are given by: 
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The left hand side of the equations consists of four terms. The third and fourth 





is simply the electrostatic potential originating from the charge distribution of N electrons. 
The second term is the exchange term. The equation set (1.6) converts the many-body 
Hamiltonian into a number of one electron Hamiltonians and neglects the correlation 
between electrons. The Hartree Fock Equations, in general, yield too wide band gaps and 
too small band widths in semiconductor band structure calculations. 
1.2.2 Density Functional Theory 
The fundamental principle underlying the density functional theory is that the ground state 
energy of a many electron system can be represented by a functional of its electron density 
and is obtained by minimizing the energy with respect to the density. 
1.2.2.1 Hohenberg-Kohn Theorem.  The core of Hohenberg-Kohn theorem [27] is 
that the many electron system can be determined by the particle density ( )n r . The original 
frame of density functional theory was proposed by Thomas and Fermi in 1927, known as 
Thomas Fermi model [27]. Hohenberg and Kohn greatly improved the DFT theory by the 
following two theorems: (I) The ground state energy of a many-body system is a unique 
functional of the particle density ( )0E E n r =  
 ; (II) The functional ( )E n r  
  has its 
minimum relative to variations of the particle density ( )δn r  at the equilibrium condition 
( )0n r
 . 
Compare to Hartree Fock Equations, the Hohenberg-Kohn theorem considers the 
correlation between electrons. Its mathematical form can be written as follows: 
( ) ( ) ( ) ( )extE n r F n r n r V r dr   = +    ∫






1.2.2.2 Kohn-Sham Equation. In order to find the solution of Equation (1.7), Kohn 
and Sham [27] separated ( )F n r  
  into three distinct parts as follows: 
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where ( )sT n r  
  is the kinetic energy of a non-interacting electron gas with density ( )n r . 
( )XCE n r  
  is the exchange-correlation energy function. Using Lagrange multiplier and 
the normalization constraint on the electron density, ( )n r dr N=∫
  , the energy function 
( )E n r  
  can be rewritten as: 
( ) ( ) ( )
δ μ 0
δ
E n r n r dr
n r





  Combining Equation (1.8) with Equation (1.9) , one can obtain: 
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With the above Equations (1.8)-(1.11), in order to find the ground state energy, 0E , 
and the ground state particle density, 0n , of a many-body system, it is only needed to solve 
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 Kohn-Sham Equations provide a theoretically exact solution for finding the ground 
state energy of an interacting many-body system. The only remaining question here is that 
the form of the exchange-correlation functional ( )XCE n r  
  is unknown. 
1.2.3 Exchange-Correlation Functional 
Currently the exchange-correlation functional ( )XCE n r  
  is most commonly 
approximated with the Local Density Approximation (LDA) [28] and 
Generalized-Gradient Approximation (GGA) [29]. 
In LDA, the exchange-correlation functional is given by 
( ) ( ) ( )( )εLDA homoXC XCE n r n r n r dr  =  ∫
   
 (1.13) 
where ( )( )εhomoXC n r  is the exchange-correlation energy of a homogeneous electron gas with 
density ( )n r  and can be calculated from Quantum Monte Carlo methods. The LDA often 
works surprisingly well in more homogeneous systems and over-binds molecules and 
solids. However, it is very inaccurate in strongly correlated system where an independent 
particle picture breaks down. 
To better simulate the charge density distribution, GGA improves the 
exchange-correlation functional of LDA by including the charge density gradient, 
( ) ( ) ( )( ) ( ) ( )εGGA homoXC XCE n r n r n r dr f n r , n r dr   = + ∇   ∫ ∫






where f  is the correction chosen to satify one or several known limits for XCE . There are 
two strategies for determining f : (I) Adjust f  such that it satisfies most known properties 
of the exchange-correlation hole and energy; (II) Fit f  to a large data-set with exactly 
known binding energies of atoms and molecules. Strategy (I) is to be preferred. Since GGA 
involves the charge density gradient, it predicts better results than LDA for the strongly 
correlated systems. 
1.2.4 Pseudopotentials 
The electron wavefunctions have rapid oscillations at the region near to the nuclei and 
consequently very large cut-off energy and basis set which will make the computation 
prohibitive. Fortunately, studies show that only the valence electrons participate in the 
correlations between atoms and core electrons can be assumed to be fixed. Based on this 
assumption, a pseudopotential can be constructed with two parts as shown in Figure 1.4. In 
the region near the nuclei, a pseudowavefunction with no rapid oscillation is used to 
replace the real electron wavefunction and in the valence electron region, it maintains the 






Figure 1.4 A schematic illustration of all-electron potentials (solid lines) and 
pseudopotentials (dashed lines) and their corresponding wavefunctions. The all electron 
potentials and pseudopotentials match at the region cr r>  [30]. 
There are three commonly used pseudopotentials: norm-conserving 
pseudopotentials [31], ultrasoft pseudopotentials [32] and Projected Augmented Wave 
(PAW) method [33]. The norm-conversing pseudopotentials are constructed such that they 
match the true potentials in the valence electron region and yield the same charge densities. 
In addition, the integral of the squared amplitudes of the real and pseudopotential in the 
core region must be identical. This type of pseudopotentials usually requires high cut-off 
energies. The ultrasoft pseudopotentials are constructed such that they match the true 
pseudopotentials at the valence electron region. However, in the core region, instead of 
norm conservation, a generalized orthonormality condition is introduced to make the 
pseudowavefunctions as soft as possible. Therefore, the cut-off energies using ultrasoft 
pseudopotentials are dramatically reduced. The PAW method is a combination of 
pseudopotential and linear augmented plane wave method. It treats the shallow core 





pseudopotential and PAW method are used to predict the electronic and optical properties 
of ternary and quaternary semiconductor alloys. 
1.3 Dissertation Framework 
As has been outlined, semiconductor multi-ternary (binary, ternary and quaternary) alloys 
have been extensively used in electronic and optoelectronic devices, such as solar cells. 
The quality and efficiency of devices are determined by the properties of these alloys. This 
dissertation studies the crystal structures, mechanical, electronic and optical properties of 
some multi-ternary alloys. This dissertation is organized as follows: 
In Chapter 2, the existing model, in the literature, that relates the average shear 
modulus with the bond length and Phillips’ ionicity has been extended to derive new 
models for the average Young’s modulus, shear modulus and Young’s modulus on (111) 
plane for diamond and zincblende crystals. The models are also used to predict the elastic 
constants of ternary semiconductors. 
Chapter 3 investigates the properties of GaPxSb1–x and InPxSb1–x for various 
structures and compositions using first-principles method. The structure relaxation and 
band structure parameters, such as, crystal field splitting and band gap, are calculated and 
compared with experimental values. 
In Chapter 4, studies of the properties of the CdSxTe1-x interlayer in CdS/CdTe 
solar cells, using first-principles calculations, are presented. The properties, including 
crystal field splitting, spin-orbit splitting, density of states and bowing parameters, are 
calculated and compared between different ordered and disordered structures. 
Chapter 5 presents the effects of spontaneous Y2 ordering on the optical 





fingerprints are qualitatively explored. The results presented in this chapter can be used to 
predict the degree of ordering for ternary semiconductor alloys. 
In Chapter 6, a general expression for the pressure dependent energy gap of a 
number of III-V and II-VI ternary semiconductor alloys are derived based on the previous 
work by Phillips and Van Vectchen. The trends of the pressure coefficient are analyzed 
with respect to the bond length and ionicity.  
In Chapter 7, the electronic and optical properties of quaternary semiconductor 
alloys Cu2ZnGeS4, Cu2ZnGeSe4 and Cu2ZnGeTe4 are calculated. These materials are 
believed to be new substitutes for CIGS solar cells. This is the first work to systematically 
explore the basic properties, such as, crystal structures, electronic band structures and 
optical spectra, of these compounds 
The last chapter is designated to be the conclusions of the dissertation and the 





CHAPTER 2  
MECHANICAL PROPERTIES OF BINARY AND TERNARY 
SEMICONDUCTORS 
2.1 Overview 
As one of the most fundamental properties of materials, the research on elastic modulus, 
i.e., bulk modulus, shear modulus and Young’s modulus is critical in order to understand 
the physical structures and mechanical behavior of materials. In fact, the ongoing research 
for superhard materials makes the study of elastic modulus more attractive because it is 
generally believed that harder materials should also have larger elastic modulus as in the 
case of diamond. It is also suggested that the ratio of bulk modulus to shear modulus is a 
critical parameter to address the fragility and brittle-ductile transition properties of 
materials [34]. Similarly, Young’s modulus plays a significant role in the assessment of the 
fracture mechanics of materials. As semiconductor research advances from three 
dimensions (bulk) to two dimensions (thin films) and to one dimension (nanowire), shear 
modulus and Young’s modulus become more important.  
Inter dependencies of these elastic moduli are through elastic constants which are 
the fundamentals of almost all properties of materials. In experiments, these elastic 
constants are usually extrapolated from the experimental results of elastic modulus. In 
theoretical calculations, only first-principles calculations are generally used to evaluate 
these elastic constants. Due to the computational complexities and the associated cost of 
first principle calculations, researchers are always interested in developing simple 
analytical models for the elastic modulus. 
In this chapter, the existing models on the bulk and average shear modulus are 





crystal (111) plane as well as the average Young’s modulus for diamond and zincblende 
crystals. The proposed models are used to predict the elastic constants of III-V & II-VI 
ternary semiconductor alloys. This study on the elastic properties is one of the important 
prerequisites for the discussion of electronic properties and the derivation of the pressure 
coefficient of energy gaps in later chapters. 
2.2 Existing Models on Bulk and Shear Modulus 
One semi-empirical approach to determine the bulk modulus, B, of diamond and 
zincblende semiconductors was proposed by Cohen [35, 36] as the following: 
3.5(1972 220 )B I d −= −  (2.1) 
where, d  (in Å) is the bond length between two nearest neighbor atoms. I  is an empirical 
ionicity factor defined by Cohen to account for the reduction in bulk modulus arising from 
increased charge transfer. The values of I  are 0, 1 and 2, respectively, for group IV, III-V 
and II-VI semiconductors. Results of the calculation, based on Equation (2.1), yield a 
surprisingly good agreement with the experimental data [35, 36].  
Recently, Kamran et al. [37] replaced the empirical ionicity factor I  with a more 
physics-based Phillips’ ionicity [38] and obtained a similar expression as in Equation (2.1). 
























where 1κ , 2κ  and 1λ , 2λ  are constants. In recent calculations of average shear modulus, 
Kamran et al. [37] proposed that diamond and zincblende group IV, III-V and II-VI 
covalent crystals can be split into two groups (group a and b) with different fitting 
coefficients. In their work, diamond and grey tin are placed in group a while Si and Ge 
belong to group b. AlN and ZnS are put into group a while GaN, InN, ZnSe and ZnTe are 
put into group b. 
2.3  Development of New Expressions 
Following the ideas of the existing models on bulk and shear modulus, new expressions 
can be derived for shear modulus and Young’s modulus on (111) plane as well as the 
average Young’s modulus for diamond and zincblende crystals. 
Young’s modulus ( E ) can be experimentally determined from the slope of a 
stress-strain curve obtained from tensile tests performed on a material. The stress is the 
derivative of the elastic potential energy of the internal forces with respect to the strain. In 
elastic deformation, the potential energy is the same as the internal energy. Therefore, 
Young’s modulus at the equilibrium state can be expressed in terms of the second 








where, U  is the internal energy and γ  is the strain. Similar expression for shear modulus 





In general, the elastic deformation generated during the tensile tests will change the 
bond strengths of both core and valence electrons and, consequently, the internal energy 
levels. However, the bond strength in the core regime is so tightly bonded that the effect of 
the small elastic deformation on the inner core bond strength is negligible compared to that 
on the bond strength of valence electrons. Phillips [38] proposed a bonding-antibonding 
average energy gap gE  to describe the bond strength of valence electrons. This energy gap 
is separated into two parts: the homopolar energy gap hE  which characterizes the strength 
of pure covalent bond and the heteroploar energy gap C  which characterizes the strength 
of pure ionic bond. Hence, the average energy gap is given by: 
2 2 2
g hE E C= +  (2.5) 
Thus, g hE E=  for group IV covalent crystals/elements such as diamond and Si. 
Generally speaking, the ionic bonding arises from the long-range electrostatic force which 
undergoes no variation under small elastic deformation [38]. Cohen [35, 36] showed the 
independence of ionic energy gap C on lattice constant as well as the elastic modulus. 
Therefore, the internal energy in Equation (2.4), as stated above, characterized by valence 








where, d  is the bond length in Å. hE  is in units of eV. The strain, γ , in Equation (2.4), is 





depends linearly on lattice constant and bond length. Based on the above argument, the 
following relation can be obtained for the Young’s modulus: 
4.5E d −∝  (2.7) 
Noting that the Cohen’s ionicity factor is empirical, it is convenient to adopt 
Phillips’ ionicity [38] which is shown to have a decreasing linear trend with elastic 









where, α  and β  are constants, and if  is Phillips’ ionicity, defined by the terms in 
Equation (2.5) as 2 2/i gf C E= . Similar derivation was applied to bulk modulus and 
average shear modulus by Cohen [35]  and Kamran et al. [37] respectively. This theory on 
homopolar energy gap and ionicity for covalent crystals has also been adopted to develop 
relations for other mechanical properties such as hardness [41] and significant success has 
been demonstrated. However, it is found that Kamran et al. [37] used the experimental data 
of many crystals with hexagonal structure or the data along typical crystal directions to 
derive the coefficients in Equation (2.3). Therefore, the work in this chapter revised their 
results and extracted coefficients that are more reliable for materials. 
The procedure to obtain the general expressions for elastic modulus is the 
following: firstly, the constants in Equations (2.3) and (2.8) are interpolated using some 
experimental data of covalent crystals with diamond and zincblende structures. The 





available experimental or theoretical data. Good accord with experiment indicates that the 
interpolated equations do reflect the correlations between bond length, ionicity and elastic 
modulus. The resulting expression for average Young’s modulus and shear modulus are 
given as follows: 
4.5 4.5

















It is worthwhile to mention that these two average elastic moduli in Equations (2.9a) 
and (2.9b) are typically for polycrystals since, in a polycrystal material, the anisotropy of 
single crystals is averaged out to yield an isotropic material. Significant attention has been 
paid to the isotropy of materials because it is believed that superhard materials should be 
homogenous and have an isotropic lattice with small bond length. In reality, all diamond 
and zincblende covalent crystals are anisotropic. However, the three-fold symmetry on 
(111) plane in these crystals leads to the assumption of fairly isotropic properties on this 
plane and, therefore, provides a path to study the isotropic properties of these crystals. It 
has been verified that the Young’s modulus and shear modulus are isotropic on silicon (111) 
plane [42]. Recent work also shows that the elastic properties on the (111) plane are planar 
isotropic [43]. These factors enable the application of Equations (2.3) and (2.8) to 
determine the Young’s modulus and shear modulus of diamond and zincblende covalent 





















The units for elastic modulus are in GPa and bond lengths are in Å. The correlations 
between elastic modulus, bond length and ionicity are plotted in Figures 2.1 and 2.2. The 
comparisons between the values from the modeled equations and other experimental and 
calculated data based on first-principles are listed in Table 2.1. 
 
Figure 2.1 Correlations between 5.5Gd  and ionicty if . Triangle and square points are 





Table 2.1 Calculated Elastic Moduli and Comparison with Experimental Results 








VG (cal) 111G ( exp) 
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AlN 1.90 0.449 7.30  172.32 144.33[47] 144.50  322.74 302[48] 
345 
314.16 
AlP 2.37 0.307 3.14 56.18[47] 59.11 48.5[47] 50.50 138.7[47] 138.32 138 140.24 
AlAs 2.45 0.274 2.67  49.94  42.81  121.20 117.9 123.86 
AlSb 2.66 0.25 2.07 31.1 32.83 28.89 28.22 79.4 86.37 84.7 88.73 
GaN 1.96 0.5 7.64 140.2[47] 137.64 123.67[47] 121.12 267[49] 265.53 267 265.76 
GaP 2.36 0.327 3.30 58 58.80 49.71 50.12 142.9 137.21 144 138.43 
GaAs 2.45 0.31 2.90 48.8 48.86 41.57 41.73 120.4 118.30 121.3 119.86 
GaSb 2.64 0.261 2.10 35.4 33.70 30.43 28.93 88 88.06 89.1 90.25 
InN 2.16 0.578 6.78  73.85  60.53  156.60  144.76 
InP 2.54 0.421 3.34 36.5 35.80 30.2 30.14 93.8 89.75 91.7 88.17 
InAs 2.62 0.357 2.74 31.4 31.99 25.92 27.17 80.4 82.91 79.3 82.98 
InSb 2.81 0.321 2.10 24.2 22.85 20.23 19.49 61.9 63.39 62.1 64.05 





Table 2.1 Calculated Elastic Moduli and Comparison with Experimental Results (Continued) 
In this table, 111G values are calculated from elastic constants.  Also listed is the heteropolar energy gap C in Equation (2.5). Elastic modulus is in units of GPa, 
Bond length is expressed in Å. 
 
 
Table 2.2 Calculations of Elastic Constants of Some Ternary Semiconductors for Composition 0.5 and Comparison with Available 
Experimental Data 






B  11C (exp) 11C (cal) 12C (exp) 12C (cal) 44C (exp) 44C (cal) 
GaInP[53] 2.456 0.378 3.333 81.95[54] 124 121.34 62 62.26 59 55.40 
GaInAs[53] 2.534 0.395 3.198 67.42[54] 95 99.83 48 51.21 45 45.99 
GaInSb[55] 2.725 0.235 1.827 46.4 74.6 72.88 32.2 33.16 34.5 34.96 
CdZnTe[56] 2.725 0.604 4.086 45 60 60.53 38 37.23 23.8 25.47 








VG (cal) 111G ( exp) 
[44] 
111G (cal) VE ( exp) 
[44] 
VE (cal) 111E (exp) 
[1] 
111E (cal) 
ZnS 2.34 0.623 6.20 35.5 44.73 28.47 36.31 92.6 102.71 86.4 92.80 
ZnSe 2.45 0.63 5.60 32.9 34.29 25.4 27.79 83.3 82.48 78.6 74.23 
ZnTe 2.60 0.609 4.48 24.8 25.55 20.57 20.81 64 65.20 63.2 59.35 
CdS 2.52 0.685 5.90 25.98[50] 27.51 22.9[50] 21.98 67.99[50] 67.81 50.9 59.02 
CdSe 2.63 0.699 5.50 23.34[50] 21.38 20.63[50] 17.02 61.2[50] 54.96 46.5 47.37 
CdTe 2.81 0.675 4.90 15.3 15.50 12.21 12.42 41 42.54 40 37.27 
HgS 2.53 0.79 7.30  22.99  17.75  56.61 50.4 45.22 
HgSe 2.63 0.68 5.00  21.81  17.45  56.16 42.2 49.04 





2.4 Comparison with Experimental Data 
In general, the calculated values of the elastic properties from Equations (2.9a), (2.9b), 
(2.10a) and (2.10b) show good accord with experimental data and other calculated results 
for zincblende group III-V & II-VI crystals. However, for group IV materials, a large 
discrepancy is observed. This is because of the fact that the Phillips’ expression for hE  in 
Equations (2.5) and (2.6) is the optimized result for all the available cubic, hexagonal 
covalent materials and it is generalized to characterize the average optical gap of the 
material [38]. This optimization is not required for originally pure covalent group IV 
materials, such as diamond, Si and Ge, since 0C =  in Equation (2.5). Here, based on the 
power relations between elastic moduli and bond length as derived in Equations (2.9a), 
(2.9b), (2.10a) and (2.10b), new expressions can be proposed for all the four elastic moduli 
for group IV crystals. For average shear modulus: 5.57799.55VG d
−= , for shear modulus 
on (111) plane: 5.5111 6823.33G d
−= , while for average Young’s modulus: 4.57897VE d
−= , 
and for Young’s modulus on (111) plane: 4.5111 7921.51E d
−= . The coefficients of these 
four expressions for elastic modulus can be retrieved from the homopolar energy gap 
values determined from dielectric functions and lattice constants [35].  The calculated 
results are listed in parentheses in Table 2.1. For Si and Ge, the differences between 
experimental and calculated values are all within 3%. For diamond, the Young’s modulus 
differs from experiment by 2.6% while the shear modulus differs by up to 35%. One 
possible reason is that the small bond length of diamond makes it incomparable to other 
heavier crystals in the periodic table [37, 40] or the s-p3 hybridization and the high isotropy 
of diamond introduces certain different angular properties in diamond than in other 




to characterize the elastic modulus of various covalent crystals. One solution [57, 58] is to 
correlate the elastic modulus with the internal ionization energy because, in general, elastic 
deformation requires the bound electrons to cross the energy gap to contribute to excited 
states resulting in a reduction in the local bonding strength of valence electrons and, 
consequently, increase the polarizability and decrease the elastic modulus. 
One interesting material is 3C-SiC which, in accordance with the composition of 
elements, belongs to group IV in the periodic table. According to the theory of ionicity and 
covalency, 3C-SiC is closer to group III-V partial covalent crystals. Experimental 
determination of the elastic constants of 3C-SiC is not even complete in the literature. This 
is due to the unavailability of single crystals of 3C-SiC material of the required size [46]. 
First-principles calculations of the elastic modulus of 3C-SiC are extremely scattered as 
listed in Table 2.1. In order to verify the properties of 3C-SiC, the elastic moduli of 3C-SiC 
have been calculated using Equations (2.9a), (2.9b), (2.10a) and (2.10b). The results are 
listed in Table 2.1. The equations for group IV crystals as proposed above are also used to 
calculate the elastic moduli of 3C-SiC. The results are as follows: 236.76VG = GPa, 
111 207.13G = GPa, 452.54VE = GPa and 111 453.95E = GPa. Comparison of these two sets 
of calculated results with other available data is prone to show that 3C-SiC is much more 
similar to group III-V & II-VI partial covalent crystals than pure covalent group IV 
materials. 
Since Phillips’ homopolar energy gap hE  in Equation (2.5) is generalized to 
include broader range of crystals, the results of the calculations of group III-V and II-VI 
crystals, as shown in Table 2.1, are in excellent agreement with the available experimental 




observed from the calculated results. For common-cation system, ionicity decreases with 
increasing bond length. On the contrary, for common-anion system, ionicity increases with 
increasing bond length. These have also been investigated in the earlier work on group 
III-V and II-VI ternary semiconductors [52]. Despite different trends of the ionicity with 
bond length in various systems, elastic modulus always decreases with increasing bond 
length due to the large exponent in Equations (2.9a), (2.9b), (2.10a) and (2.10b). Therefore, 
elastic modulus is predominated by bond length and ionicity only plays an auxiliary 
influence. It is noteworthy that ZnS is an exception to the trend of the variation of ionicity 
with bond length in common-cation system. According to the trend, ZnS should have 
larger ionicity than ZnSe and ZnTe while its ionicity is much smaller. This is the reason for 
the calculated results of elastic modulus for ZnS to be always larger than the experimental 
values even within tolerable range. 
2.5 Elastic Constants of Ternary Semiconductors 
The proposed models for elastic modulus can be utilized to study the elastic properties of 
more complex materials with tetrahedral bonding. One good example is the ternary 
semiconductor alloys. They have attracted significant interest in recent years because of 
their applications in optoelectronics, including, photovoltaics. For example, CdZnTe has 
been studied extensively for use as an X-ray and Gamma ray detector due to its high photon 
attenuation coefficient and good charge transport properties. It is generally accepted that 





11 121/ 3( 2 )B C C= +  (2.11a) 
11 12 441/ 5( 3 )VG C C C= − +  (2.11b) 
111 11 12 441/ 3( )G C C C= − +  (2.11c) 
where 11C , 12C  and 44C  are the independent second order elastic constants of cubic 
crystals. Based on Equations (2.11a), (2.11b) and (2.11c), these elastic constants can be 
resolved in terms of bulk modulus B , average shear modulus VG  and shear modulus on 
(111) plane 111G  as follows: 
11 1111/ 3(3 9 5 )VC B G G= + −  (2.12a) 
12 1111/ 6(6 9 5 )VC B G G= − +  (2.12b) 
44 1111/ 2(5 3 )VC G G= −  (2.12c) 
Equations (2.9b), (2.10b), (2.12a), (2.12b) and (2.12c) are used to extrapolate the 
elastic constants for group III-V & II-VI ternary semiconductor alloys. Bulk modulus can 
be calculated either from Equation (2.2) or taken from the available experimental data. 
Results of the calculations of elastic properties and comparison with experimental data are 
listed in Table 2.2. Good accord with the experimental data indicates that this approach can 
be applied to provide a theoretical prediction of elastic properties of other semiconductor 
alloys or more complex diamond or zincblende structure materials whose experimental 





Figure 2.2 Correlations between 4.5Ed  and ionicity if . Triangle and square points are 
experimental data. Solid lines are plotted using Equations (2.9a) and (2.10a). 
2.6 Summary 
In this chapter, the existing work on average shear modulus has been corrected. New 
expressions are developed for average Young’s modulus as well as shear modulus and 
Young’s modulus on (111) plane for diamond and zincblende structure group IV, III-V & 
II-VI semiconductors. Analyses of the results of the new expressions show that the bond 
length dominates the elastic modulus while ionicity only plays an auxiliary role. The 
material 3C-SiC is shown to have elastic properties similar to that of partial covalent 
crystals other than pure covalent crystals. The corrected and newly proposed models on 




CHAPTER 3  
PROPERTIES OF III-V TERNARY ALLOYS 
When two zincblende binary compounds AB and AC are mixed to form the alloy ABxC1-x, 
the parent zincblende structure is generally inherited. However, the arrangement of atoms 
B and C can form periodic orderings. The types of orderings depend on the experimental 
growth temperature, growth rates, substrate orientation and so forth. One might expect 
important variations in the properties due to the different orderings. 
In the previous chapter, models of the mechanical properties of ternary alloys, 
regardless of the crystal structures, were presented. In this chapter, the crystal ordered 
III-V ternary alloys, GaPxSb1-x and InPxSb1-x, are studied at composition 0.25, 0.5 and 0.75. 
A number of properties are addressed, including the following: (I) Qualitative relationship 
between structural relaxation and lattice mismatch; (II) Formation enthalpies;  
(III) Ordering-induced crystal field splitting; (IV) Alloy band gap and bowing coefficient. 
3.1 Theoretical Background 
Group III-V ternary semiconductor alloys have been studied for decades due to their 
technological applications such as optoelectronic devices and high-speed, low-power logic 
applications. For example, the adjustable band gap of GaPxSb1-x with composition makes it 
a potentially useful material in fiber optic communication systems [52]. The expected 
resonance enhancement of the hole impact ionization rate makes GaPxSb1-x a useful 
material for low-noise avalanche photodiodes utilizing hole injection [59]. InPxSb1-x is an 
interesting material for optical devices in the mid-infrared. The first mid-infrared lasers, 





The III-V & II-VI ternary alloys can be divided into two categories: conventional 
alloys and unconventional alloys. The conventional alloys have small lattice mismatch 
between the binary constituents. For example, the lattice mismatch between AlAs and 
GaAs in compound AlxGa1-xAs is 0.14%. On the contrary, the unconventional alloys have 
large lattice mismatch between the binary constituents. For example, the lattice mismatch 
for GaPxSb1-x is 11.2%. The unconventional alloys are expected to have some anomalous 
properties [62-64], such as follows: (I) Structural anomaly at the percolation composition 
threshold; (II) Large and composition-dependent bowing parameter; and (III) Composition 
dependent interband transition intensities. 
The research in the literature has focused on the properties of conventional alloys 
for various structures and properties of unconventional alloys for random structures. As 
unconventional ternary alloys, the crystal ordering structures have been observed in both 
GaPxSb1-x and InPxSb1-x. Therefore, this chapter investigates the properties of these two 
alloys for all possible ordered structures. 
3.2 Ordered Structures of Ternary Alloys 
The Landau-Lifshitz theory [65] on phase transitions provides rules to select a number of 
ordered structures which can interconvert, under well-defined constraints, into disordered 
phases of the same composition. The selection rules are follows: (I) The space group of the 
ordered structure must be a sub-group of that of the disordered alloy, and (II) The ordered 
structure must be associated with an ordering vector located at a special k point of the 
parent space group. For a ternary semiconductor alloy, ABxC1-x, there are five generally 
observed ordered structures derived from zincblende structure of the binary constituents 





115) structure, layered trigonal CuPt (CP, 3R m , No. 160) structure and chalcopyrite (CH, 
42I d , No. 122) structure while for composition 0.25-0.75 and 0.75-0.25, Famatinite (FM, 
42I m , No. 121) structure and Luzonite like (LZ, 43P m , No. 215) structure. Details of 
these structures can be found in References [66] and [67]. Figure 3.1 shows the crystal 


















   
(a) CA (b) CH (c) CP 
  
(d) FM (e) LZ 
Figure 3.1 Crystal structures of ordered ternary semiconductor alloys AxB1-xC at 






The sets of structures in Figure 3.1 can be organized into three groups according to 
the ordering vectors: (I) For the (0, 0, 1) ordering vector, there is CA structure at 
composition 0.5 and LZ structure at composition 0.25 and 0.75; (II) For the (2, 0, 1) 
ordering vector, there is CH structure at composition 0.5 and FM structure at composition 
0.25 and 0.75; (III) For the (1, 1, 1) ordering vector there is CP structure at composition 
0.5. 
3.3 Structural Properties 
The first-principles total energy minimization approach is applied to obtain the structural 
parameters of each ordered structure. The calculated lattice constants of the alloys, in 
accord with experimental data [68, 69], follow a linear function with the alloy 
compositions. Results are given in Tables 3.1 and 3.2. Some interesting features can be 
found in these calculations: 
3.3.1 Lattice Relaxation 
The standard zincblende structure has ideal tetragonal distortion parameter η 1=  and cell 
internal relaxation parameter μ 0 25.= , corresponding to fully relaxed structure. The 
deviations of these two parameters from their ideal values reflect how well the alloy is 
structurally relaxed. The calculated results, in Tables 3.1 and 3.2, show that the deviations 
of these two parameters from their ideal values in GaPSb compounds are larger than those 
in InPSb compounds. This is due to the fact that the lattice mismatch between the binary 
constituents in GaPSb (11.2%) is larger than that in InPSb (9.8%). This indicates that 





3.3.2 Bimodal Behavior 
It is observed that the bond length in ordered conventional alloys such as GaAsSb and 
AlGaAs is not uniformly distributed. But, instead, it exhibits a bimodal behavior [70]. In 
this work, the bond lengths in GaPSb and InPSb compounds have been calculated. The 
results of bond lengths in In alloys are listed below (units: Å): 
ZB: R(In-P)=2.525 R(In-Sb)=2.795 
CA: R(In-P)=2.576 R(In-Sb)=2.754 
CH: R(In-P)=2.539 R(In-Sb)=2.773 
CP: R(In-P)=2.500 R(In-Sb)=2.728 (×3) 
 R(In-P)=2.611 (×3) R(In-Sb)=2.820 
Instead of average, the bond lengths exhibit a bimodal distribution. The short bonds 
in CA and CH structures are, in general, smaller while the long bonds are greater than those 
in the corresponding zincblende binary constituents. This local structure property indicates 
the importance of distortion and internal relaxation parameters in releasing the cell internal 
strain energy. Four different bonds (singlet and triplet) are observed in CP structure 
because there are more degrees of freedom to vary in that crystal relaxation. Similarly, 
singlet and doublet bonds are found in FM structure for composition 0.25 and 0.75. 
3.4 Formation Enthalpies 
The formation enthalpy ΔH  of alloy ABxC1-x is defined in terms of the fully relaxed total 





( ) ( ) ( ) ( ) ( )1Δ 1x xH x E AB C xE AB x E AC−= − − −  (3.1) 
The calculated results of ΔH  are presented in Tables 3.1 and 3.2. The following 
features can be found: 
3.4.1 Structure Dependence 
The calculated formation enthalpies show the trend ΔH (CP)> ΔH (CA)> ΔH (CH) for 
composition x=0.5, suggesting that the alloys favor CH structure as their stable ground 
state structure rather than CA and CP structures. In experiment, the Transmission Electron 
Diffraction (TED) pattern [71] shows a CA ordering mixed with disordered structure in 
GaPSb alloy. To check this partial ordering structure, the formation enthalpy of disordered 
GaP0.5Sb0.5 alloy has been calculated using Special Quasirandom Structures (SQS8) model 
[72]. It is found that ΔH (CA)> ΔH (SQS8)> ΔH (CH), indicating, as in experiment, a 
high possibility of finding a CA and random mixed structure. Similarly, 
ΔH (LZ)> ΔH (FM) suggests that FM structure is more stable than LZ structure. For a 
given ordering, such as CA and LZ along (100) direction, the dependence of formation 
enthalpy on composition is also observed. 
3.4.2 Trend from Ga to In Cation 
For a given structure, The calculated values show that the formation enthalpy decreases 
from GaPSb to InPSb compounds. This is due to the smaller lattice mismatch and smaller 
bulk modulus [42] in InPSb compounds. This smaller lattice mismatch leads to smaller 
strain energy and thus smaller formation enthalpy. This trend is consistent with the 
conclusion of lattice relaxation in Section 3.3.1 that alloys with larger lattice mismatch will 





Table 3.1 LDA Calculated Properties of GaPxSb1-x 
Alloys Structure a  
(Å) 










GaP0.75Sb0.25 FM 5.554 0.998 0.268 0.039 0.042 0.832 1.56 3.306 
GaP0.75Sb0.25 LZ 5.561 1.000 0.263 0.060 0 0.327 1.06 5.996 
GaP0.5Sb0.5 CA 5.725 1.004 0.224 0.071 0.265 0.156 0.80 3.377 
GaP0.5Sb0.5 CH 5.711 0.994 0.213 0.029 -0.082 0.891 1.52 0.438 
GaP0.5Sb0.5 CP 5.735 1.002 0.234 0.084 0.523 -0.731 -0.10 6.923 
GaP0.25Sb0.75 FM 5.882 0.998 0.231 0.027 0.012 0.365 0.90 0.98 
GaP0.25Sb0.75 LZ 5.889 1.000 0.236 0.048 0 0.147 0.68 2.143 
LDA+C refers to the LDA corrected band gap. 
 
 
Table 3.2 LDA Calculated Properties of InPxSb1-x  
Alloys Structure a  
(Å) 










InP0.75Sb0.25 FM 5.981 0.998 0.268 0.026 0.017 0.203 0.81 0.884 
InP0.75Sb0.25 LZ 5.987 1.000 0.262 0.041 0 0.048 0.65 1.711 
InP0.5Sb0.5 CA 6.142 1.003 0.225 0.049 0.195 -0.290 0.25 1.738 
InP0.5Sb0.5 CH 6.132 0.995 0.217 0.020 -0.082 0.067 0.60 0.313 
InP0.5Sb0.5 CP 6.147 1.002 0.234 0.059 0.517 -0.841 -0.31 3.946 
InP0.25Sb0.75 FM 6.292 0.998 0.233 0.019 -0.001 -0.161 0.29 0.438 
InP0.25Sb0.75 LZ 6.297 1.000 0.237 0.033 0 -0.291 0.16 1.129 





3.4.3 Alloy Mixture 
The calculated results in Tables 3.1 and 3.2 show that the formation enthalpy does not 
monotonically decrease from GaP to GaSb. Instead, ΔH  is smaller in GaP0.25Sb0.75 and 
GaP0.75Sb0.25 and larger in GaP0.5Sb0.5. The same phenomenon is also found in In 
compounds. This is because the equal amount mixture of binary constituents induces more 
strain energy in the ternary systems and therefore larger formation enthalpy. This also 
explains the observation of large-range miscibility gap in experiments.  
3.5 Electronic Properties and Bowing Parameter 
Tables 3.1 and 3.2 also show the LDA calculated electronic properties (i.e., crystal field 
splitting, band gap) and bowing parameters. Together listed are the LDA corrected [73] 
band gaps in order to compare with experimental values since LDA underestimates the 
band gap. The bowing parameters are calculated using the uncorrected band gaps. 
3.5.1 Crystal Field Splitting 
According to the perturbation theory, for a given structure, an alloy with larger valence 
band offset between its binary components will have larger crystal field splitting. For a 
given alloy, the crystal field splitting induced by structure effect can be described by 
( ) ( ) ( )2 1 2Δ ε εm nV / k k −   [70]. Here, ΔV  is the coupling matrix determined by the 
binary constituents’ potential difference and bond length mismatch. The energy 
denominator refers to the energy difference between the binary components’ unperturbed 
states before folding. The details of the folding relation can be found in Reference [70]. 





different structures, the following relation holds: ΔCF (CP)> ΔCF (CA)> ΔCF (CH). This is 
because the energy difference ( ) ( )1 2ε εm nk k−  of these structures follows an opposite 
sequence. For example, the energy difference ( 15 3Γ 0 925v vL .− = eV) of CP structure of 
alloy GaP0.5Sb0.5 is much smaller than the energy difference ( 15 5Γ 2 56v vX .− = eV) of its 
CA structure. The available experimental energy levels [1] have been listed in Table 3.3; 
(II) For a given structure, there always is ΔCF (GaPSb)> ΔCF (InPSb) due to the same trend 
in band offset: GaPSb (1.04 eV) > InPSb (0.92 eV); (III) The negative crystal field splitting 
in CH structure is because the stronger ( 15 3Γ v vW− ) coupling than ( 15 5Γ v vX− ) coupling 
makes the 4Γ v  above 5Γ v  state [74]. 
Table 3.3 Experimental Valence Band Energy Levels (in eV) of Binary Constituents, GaP, 
GaSb, InP and InSb 
 GaP GaSb InP InSb 
15Γ v  -0.08 -0.75 -0.11 -0.80 
3vL  -1.13 -1.55 -1.00 -1.40 
5vX  -2.85 -3.10 -2.00 -2.40 
1Γ c  2.90 0.81 1.43 0.24 
1cL  2.64 1.10 2.04 1.00 
1cX  2.35 1.72 2.30 1.70 
3.5.2 Band Gap 
The calculated values of direct Γ  point band gaps for all the calculated alloy compounds 
have the following trend: gE (CH)> gE (CA)> gE (CP) and gE (FM)> gE (LZ). This 





theory used for crystal field splitting. However, the denominator energy difference will be 
mainly contributed by the conduction energy levels (Table 3.3) [1]. The energy difference 
in CP structure ( 1 1Γ 0 015c cL .− = eV) in GaP0.5Sb0.5 is smaller than the energy difference in 
CA structure ( 1 1Γ 0 18c cX .− = eV), resulting in a greater band gap narrowing and hence a 
smaller band gap in CP phase. Similarly, the largest band gap in CH structure is due to the 
greatest ( 1 1Γ c cW− ) difference compared to CA and CP structure. The same mechanism can 
also explain the band gap comparison between FM and LZ structures. Comparison 
between Table 3.1 and Table 3.2 also shows that the band gaps of GaPSb compound are 
always larger than those of InPSb compounds.  
3.5.3 Bowing Parameter 
The band gap ( )gE x  of a random ABxC1-x alloy is described by a bowing function as 
follows: 
( ) ( ) ( ) ( ) ( )1 1g g gE x xE AB x E AC bx x= + − − −  (3.2) 
where, b  is the bowing parameter. ( )gE AB  and ( )gE AC  are the band gaps of binary 
constituents AB and AC, respectively. Results in Tables 3.1 and 3.2 show that the bowing 
parameters for these two systems depend strongly on the structures, that is, 
b (CP)>b (CA)> b (CH) and b (LZ)> b (FM). This is due to the different identities of the 
repelling states and the different symmetry properties. The calculations of GaPSb 
compound ordering along (001) plane shows that the bowing parameter increases by 58% 
from GaP0.25Sb0.75 to GaP0.5Sb0.5, and 78% from GaP0.5Sb0.5 to GaP0.75Sb0.25. For InPSb 





reason for this large and composition-dependent bowing parameter is attributed to the large 
differences between the two constituents in their lattice constants and energy levels. 
3.6 Comparison with Experiments and Other Calculations 
For the formation enthalpy, Fedders et al. [75] derived a model in terms of bond distortions 
and macroscopic elastic properties which predicts results that are in good accord with 
experiments. The model finds the formation enthalpies of GaP0.5Sb0.5 to be 0.053 eV and 
InP0.5Sb0.5 as 0.056 eV, in good agreement with the calculated values of CA structure. This 
comparison of formation enthalpy may suggest that the CA structure can serve as the 
representative structure other than CH and CP structures. 
For GaPSb compounds, Stringfellow group reported [69] a low temperature 
photoluminescence peak at 1.394 eV for sample GaP0.73Sb0.27, and a fitted bowing 
parameter of 3.8 eV. Absorption spectra measurements [76] from the same group observed 
single-line peaks at 1.14 eV for GaP0.53Sb0.47 and 1.625 eV for GaP0.76Sb0.24 with bowing 
parameter 3.11 eV. In the calculation of this work, the CA and LZ structures of GaPSb 
compounds suggest that GaP0.5Sb0.5 and GaP0.75Sb0.25 should have band gaps of 0.8 and 
1.06 eV and bowing parameter of 3.377 eV. The reason that their reported band gaps are 
larger than the predicted values is due to the fact that the structures of their samples are CA 
and disorder mixture and the band gap of random structure is larger than that of CA 
structure [74]. Room temperature photoluminescence and optical transmission 
measurements [77] observed a peak at energy 0.845 eV which is identified as band gap 





For InPSb compound, Jou et al. [78] found, via low temperature 
photoluminescence measurements, a direct band gap transition at an energy of 0.62 eV for 
GaP0.69Sb0.31 compared with the predicted value of 0.65 eV for composition 0.75-0.25. 
Their fitting to all the experimental data yields a band gap 0.35 eV for compound 
InP0.5Sb0.5 and bowing parameter 1.83 eV, in accord with the predicted value of 0.25 eV for 
band gap and 1.738 eV for bowing parameter. Similarly, photoluminescence and 
absorption spectra measurements, by Reihlen et al. [79], suggest a band gap of 0.445 eV 
for InP0.577Sb0.423 with bowing parameter of 1.52 eV. It is to be noted here that neglecting 
the spin-orbital interaction makes the calculated band gap to deviate from the experimental 
values. 
3.7 Summary 
In this chapter, the crystal relaxations, formation enthalpies and electronic properties of 
GaPxSb1-x and InPxSb1-x are discussed for various structures and compositions. GaPxSb1-x 
is found to be less relaxed than InPxSb1-x compounds. The formation enthalpy is found to 
be maximum at composition x=0.5. The crystal field splitting and band gap are larger in 
GaPxSb1-x than in InPxSb1-x. This has been explained in terms of the energy repulsion rules. 
All the properties are found to be strongly structure and composition dependent. Good 





CHAPTER 4  
PROPERTIES OF II-VI TERNARY ALLOYS 
Two ordered III-V ternary alloys (GaPxSb1-x and InPxSb1-x) have been studied in Chapter 3. 
Properties that are investigated include: structure, formation enthalpy, crystal field 
splitting, energy gap and optical bowing parameters. In this chapter, the study is extended 
to the II-VI ternary alloys. The alloy CdSxTe1-x is used as the example. Different from the 
two alloys studied in last chapter CdSxTe1-x contains heavy atoms Cd and Te. Therefore, 
the Spin-Orbit (SO) splitting and its bowing parameter will be considered in this chapter. 
Moreover, a new Y2 ordered structure is included in the calculation. All the properties of 
the ordered structures are compared with those of the disordered structure. 
4.1 Theoretical Background 
Thin film CdS/CdTe solar cells have ideal band gap and high absorption coefficient. High 
energy conversion efficiencies up to 16% [80] have been achieved. The inter-diffusion 
between the CdS window layer and CdTe absorber layer leads to the formation of a mixed 
CdSxTe1-x interfacial layer. This layer is generally believed to be beneficial to the solar cell 
performance. Through interfacial layer formation, (I) the large strain energy due to the 
lattice mismatch (10.7%) between CdS and CdTe can be largely relieved; (II) the degree of 
inter-diffusion will certainly shifts the electrical junction away from the metallurgical 
interface and reduce the defect density at the interface [81]; (III) the adjustable band gap 





Voc and thus the efficiency of the solar cells. Unfortunately, despite the significant benefits 
from CdSxTe1-x alloy, many fundamental properties of this system are not yet understood. 
These fundamental properties include the following:  
(I) The possible sublattice crystal orderings and their effects on the properties of 
alloys. A short-range ordering in CdSxTe1-x has been observed recently by a room 
temperature Raman spectroscopy measurement [82]. However, theoretical studies have 
only discussed the properties of this alloy for random structure. Therefore, it is worthwhile 
to address the possible crystal orderings and their effects on the properties of this system. 
(II) The sign of the SO splitting ( ΔSO ) bowing parameter ( )ΔSOb . The composition 
variation of the spin-orbit splitting can be fitted to the form: 
( ) ( ) ( ) ( )Δ Δ 1 Δ= − −SOSO SOx x x x b  (4.1) 
where, ΔSO  is the concentration-weighted average SO splitting. Controversy has existed 
for long time on the sign of ( )ΔSOb . Most of the early experimental studies [70] reported 
positive values, e. g. GaPAs (0.175 eV), InPAs (0.357 eV), GaInP (0.101 eV) and GaInAs 
(0.144 eV). Later on [83, 84], some negative values have been reported, e. g. ZnSeTe 
(-0.59 eV) and GaInP (-0.05 eV). Therefore, it is interesting to find out the SO splitting and 
its bowing parameter of CdSxTe1-x alloys.  
(III) Dependence of band gap and its bowing parameter b  on the alloy 
composition. For most semiconductor alloys, the bowing parameter is nearly independent 
of composition x . However, for alloys with large size and chemical disparity between its 





Therefore, it is interesting to see whether the bowing parameter varies with composition in 
CdSxTe1-x compounds. 
In order to answer these questions, this chapter studies systematically the electronic 
structures of CdSxTe1-x compounds. Calculation involves the properties including the 
following: (I) The crystal orderings and alloy formation energy; (II) Crystal field (CF) 
splitting ΔCF  and SO splitting ΔSO ; (III) The alloy band gaps and bowing parameters; (IV) 
Density of states.  
4.2 Special Quasirandom Structures 
Structural models, such as, Monte Carlo approach and large scale pseudopotential method 
used in the calculations of properties of random alloys have to involve either rather large 
number of configurations or large cell sizes to mimic the randomness. These models 
attempt to approach the random correlation functions between atoms by statistical means. 
However, these techniques are impractical for first-principles calculations. 
In the Special Quasirandom Structures (SQS) theory [72], the first step is to specify 
a set of correlation functions that mimics the random alloy in a hierarchical manner, and 
then find the structures corresponding to that set of correlation functions. This theory, 
therefore, can mimic the random alloys using periodic structures with small number of 
atoms. Based on the level of randomness, the SQS method generated cells can be 
characterized as SQSN, where N is the number of atoms in the primitive cells. Specifically, 
SQS2 refers to zincblende structure; SQS4 refers to Y2 ordered structure (Figure 4.1a). 
Amongst the generated SQSN structures, SQS8 (Figure 4.1b) is accurate enough to mimic 





composition 0.5, i. e., CA, CH, CP and Y2, are compared with the properties of random 
SQS8 structure. The properties of LZ structure are compared with those of SQS8 structure 















(a) Y2(SQS4) (b) SQS8 
Figure 4.1 The crystal structures of alloy AxB1-xC at composition 0.5: (a) Y2 ordered 
structure and (b) SQS8 random structure. 
4.3 Ground State Structure 
The calculated properties of ordered and disordered CdS0.5Te0.5 are listed in Table 4.1. It is 
found that the formation energy, defined as, ( ) ( )ΔE E x E x= − , follows the trend: 
ΔE (CP)> ΔE (CA)> ΔE (SQS8)> ΔE (Y2)> ΔE (CH), indicating that CH is the ground 
state structure and contains lower strain energy and Madelung energy. It is noteworthy that 
the difference of formation energies between Y2 ordering and disordered SQS8 structures 





structure. Indeed, recent Raman Spectroscopy measurements [82] have reported a 
short-range ordering in random CdSxTe1-x system. 
4.4 Crystal Field Splitting 
It is known that the CF splitting ΔCF  and SO splitting ΔSO  separate the triply degenerate 
valance band maximum states into a singly and a doubly degenerate states. ΔCF  and ΔSO  
of all the ordered and disordered structures have been extracted, as given in Table 4.1, 
using the Hopfield quasicubic model [86].  ΔCF  is defined to be positive if the doubly 
degenerate states are above the nondegenerate state. According to the perturbation theory 
and the folding relations,  ΔCF  is inversely proportional to the difference of the 
unperturbed energy levels of the end-point binary constituents before folding into new 
states of the ordered ternary compounds [70]. Based on this theory, the crystal ordering 
effects on the CF splitting can be explained in terms of the energy levels of the binary 
constituents, as listed in Table 4.2 [87]. From Table 4.1, one can find that: (I) For the 
ordered structures, the following relation holds: ΔCF (CP)> ΔCF (CA)> ΔCF (CH)> 
ΔCF (Y2). This is because the energy difference follows the opposite trend. For example, 
the energy difference in CH ( 15 3Γ 2v vW− = eV)  is larger than 15 5Γ 1 68v vX .− = eV in CA 
and 15 3Γ 0 67v vL .− = eV in CP ordering; (II) The CF splitting in CH ordering is small and 
negative due to the fact that the stronger ( 15 3Γ v vW− ) coupling than ( 15 5Γ v vX− ) coupling 
makes the 4Γ v  above 5Γ v  state; (III) Different from CA, CP, and CH, the doubly 
degenerate state in Y2 ordering is further split by a small amount into two nondegenerate 





Table 4.1 Calculated Properties of CdS0.5Te0.5 at Various Structures 
Listed properties include: lattice constant, tetragonal distortion parameter, formation energy, CF splitting, SO 
splitting and its bowing parameter, band gap and optical bowing parameter. The HSE06 corrected band gaps 
are given in parenthesis. 
 
 
Table 4.2 LDA Calculated Valence Band Energy Levels of CdS and CdTe, Relative to 
Valence Band Maximum 
 15Γ v  3vW  5vX  3vL  
CdS 0.00 -1.95 -1.66 -0.65 




Table 4.3 Calculated Properties of CdSxTe1-x at Various Compositions Along (100) 
Ordering 
Composition a  Ω  ( )ΔSOb  b  
x=0.25 6.2589 0.140 -0.265 1.291 
x=0.5 6.0961 0.152 -0.437 1.843 
x=0.75 5.9352 0.163 -0.466 1.819 
The calculated properties include: lattice constant, interaction parameter, bowing parameter of SO splitting 






Structure a  
(Å) 












CA 6.0961 0.996 0.038 0.230 0.566 -0.437 0.189(1.37) 1.843 
CH 6.0893 0.997 0.019 -0.124 0.497 -0.161 0.524(1.70) 0.506 
CP 6.1002 1.002 0.051 0.720 0.678 -0.885 -0.471(0.71) 4.485 
Y2 6.0889 0.995 0.027 -0.422 0.551 -0.377 0.202(1.38) 1.792 






Figure 4.2 The effects of crystal ordering and composition on the spin-orbit splitting and 
band gap of CdSxTe1-x. Experimental values are plotted to compare with the calculated 
results. 
4.5 Spin-Orbit Splitting and Band Gap 
Earlier perturbation theory [88] treats the SO splitting ΔSO  as a disorder-induced effect 
and relates its bowing ( )ΔSOb   to the difference in s-p interaction of the alloy constituents. 
This theory predicts positive ( )ΔSOb . In order to explain some experimental observed 
negative bowing values [83, 84], Wei et al. [89] propose that interband p-p coupling 
enhances ΔSO  and dominates the value of ( )ΔSOb . From the calculated values in Table 4.1 
for CdSxTe1-x, one can find the following: (I) The SO splitting shows strong ordering 





coupling; (II) Ordering structures yield negative ( )ΔSOb  and disordered structure yield a 
positive value. The ordering induced negative ( )ΔSOb  are consistent with the results of 
Wei et al. [89] and can be attributed to the intraband p-p coupling. The positive ( )ΔSOb  for 
disordered structure is due to the fact that the disorder effect mixes d state at the top of 
valence band with p states and this p-d hybridization reduces ΔSO ; (III) Largest ( )ΔSOb  is 
found in CP ordering and smallest is found in SQS8 structure. This suggests that the p-d 
coupling is strongest in SQS8 and weakest in CP ordering. 
The calculated results also show that CP ordering has the smallest band gap (0.71 
eV). This is due to the fact that the smallest ( 15 3Γ v vL− ) energy difference causes strongest 
repulsion in its energy levels. This repulsion lowers 1Γ c  and raises 15Γ v  states and thus 
results in smallest band gap. Similarly, CH ordering has the largest band gap relative to 
other structures. In principle, an ideal solar cell material should have a direct band gap 
around 1.3-1.5 eV. Therefore, experimental conditions should be controlled to avoid the 
formation of CP ordering.  
4.6 Dependence on Alloy Composition 
The composition effects can be studied by calculating the properties of CdSxTe1-x for 
composition 0.25, 0.5 and 0.75. The calculated lattice constants follow a simple linear 
function of composition x . The interaction parameter, ( )Ω Δ 1E / x x= − , increases with 
the increasing Te concentration. The SO splitting increases monotonically when the anion 
atomic number increases from S to Te. This is because the valence band has large anion p 





number [90]. The change in ΔSO , however, is not linear function of the composition. Its 
bowing parameter ( )ΔSOb , as listed in Table 4.3, shows significant composition 
dependence. The calculations of band gap gE  show that initially, adding S into CdTe will 
actually reduce the band gap. Further increase in S concentration will eventually increase 
the band gap. This is due to the fact that at low S concentration, the bowing parameter b  is 
larger than the band gap difference between CdS and CdTe. Results show that b  and 
( )ΔSOb  are both strongly composition dependent. However, b  increases as ( )ΔSOb  
decreases, unlike the scaling assumption used in the s-p model [88, 91]. 
The compositions and crystal orderings also have effects on the variations of the 
partial and total density of states (DOS) of CdSxTe1-x. As in Figure 4.3, for pristine CdS 
and CdTe, the top of the valence band is dominated by S 3p and Te 5p states, respectively, 
and the bottom of the conduction band is mainly derived from Cd 5s state. The DOS of 
ternary CdSxTe1-x can be seen as the combination of CdS and CdTe. With increasing Te 
concentration, the magnitude of Te states increases while the magnitude of S states 
decreases. It can also be found that: (I) The main Cd 4d peak red shifts from CdS to CdTe, 
implying that p-d coupling becomes weaker which explains the increase in SO splitting and 
the deduction of band gap; (II) The valence bandwidth increases with the mixing of CdS 
and CdTe and it reaches maximum at CdS0.5Te0.5, indicating the formation of CdSxTe1-x 
increases the mobility of holes generated by light irradiation and hence improves the solar 
cell performance. Calculation of DOS for various orderings (not graphed) for composition 
0.5 shows that the CP ordering has widest valence bandwidth, followed by Y2 and 
disordered phases. Shifts of Cd 4d state shows that the p-d coupling is strongest in CH and 






Figure 4.3 The calculated partial and total density of states of CdSxTe1-x at various 
compositions. 
4.7 Comparison with Experiments 
The calculated SO splitting and band gaps are compared with experimental data in Figure 
4.2. Good agreement is found throughout the whole composition range. The only available 
data [92] on SO splitting was measured by room temperature ellipsometry. Fitting the 
experimental values to Equation (4.1) will yield a negative ( )ΔSOb  of -0.408 eV. 
Therefore, it is expected that the experimental samples are at least partially ordered. In 
order to have a direct comparison of the calculated band gaps with experiments [52, 93, 
94], the LDA calculated results are corrected according to the Heyd-Scuseria-Ernzerhof 





band gaps. Comparison shows the following: (I) Amongst the ordered structures, (100) 
ordering (CA and LZ) is the best representation of the random alloy; (II) A small amount of 
Te in CdS can drastically reduce its band gap. This is because the impurity limit of Te 
substitution on S site leads to a localized isovalent impurity level [97]. The experimentally 
reported optical bowing parameters are around 1.7-1.88 eV [52, 94], well consistent with 
the calculated disordered and representative (100) ordering results. 
4.8 Summary 
In this chapter, the properties of CdSxTe1-x alloys have been investigated for various crystal 
orderings and compositions. Good agreement is seen between the calculated results and 
experimental data. The follow results are found: (I) CH is the ground state structure. Y2 
ordering may occur in disordered structure due to small energy difference; (II) Ordering 
can significantly affect the SO splitting and energy gap; (III) Negative bowing parameter 
of spin-orbit splitting is found in ordered structure while positive value is found in 
disordered structure; (IV) The bowing parameters of energy gap and SO splitting are both 
strongly ordering and composition dependent. However, the bowing parameter of energy 





CHAPTER 5  
FINGERPRINTS OF Y2 ORDERING IN III-V TERNARY ALLOYS 
The properties of fully ordered and fully disordered III-V & II-VI ternary semiconductor 
alloys have been studied in the previous two chapters. However, due to the experimental 
conditions, alloys are usually synthesized at a partially ordered structure. In this chapter, a 
method is provided to determine the properties of an alloy at any degree of ordering. Five 
ternary alloys with partial Y2 ordering are discussed, i. e. AlxGa1-xAs, GaxIn1-xAs, 
GaxIn1-xP, GaAsxSb1-x and InPxSb1-x. Reported here are the fingerprints, including valence 
band splittings and band gap narrowing (the ordering induced band gap reduction relative 
to the random alloy), ( ) ( ) ( )Δ 0g g gE η E η E= − , of these five Y2 ordered compounds at 
partial and full degree of ordering. The physical factors that affect the fingerprints will be 
pointed out and the trends will be graphed. To generalize the research in Chapter 4, the 
properties of materials in Y2 ordering will also be compared with properties of these 
materials in other observed orderings in a brief manner. The calculated data in this chapter 
can be useful in analyzing experimental observations and deriving the ordering parameters 
of partially ordered samples. 
5.1 Spontaneous Y2 Ordering 
Spontaneous Y2 ordering of isovalent AxB1-xC semiconductor alloys has been observed in 
vapor phase growth of several III-V systems [98-103]. However, the fundamental 
properties of this ordering have not been systematically studied. The ordered phase 





along the [110] direction, where 0 1η≤ ≤  is the long range order parameter. 1η=  
corresponds to the fully ordered phase (Figure 5.1a) and 0η =  corresponds to the fully 
disordered phase. The degree of ordering depends on the experimental conditions, such as, 
the growth temperature and pressure, growth rates and substrate orientation etc. 
When a zincblende disordered alloy forms the long-range ordered Y2 phase, the 
unit cell is increased and the Brillouin zone is reduced. The point group symmetry is 
changed from dT  to 2vC . These lead to a series of experimental observable changes in 
materials properties, including new photoluminescence and electroreflectance peak [100, 
101], new x-ray diffraction spots at (1/2, 1/2, 0) [98, 99], new pressure deformation 
potential [104] and the shift in absorption edge [98]. In this work, the study focuses on the 
changes of optical properties near the absorption edge. These changes are due to the fact 
that, in the ordered phase, the Γ , X and Σ  points in the zincblende binary constituents all 
fold into the Γ  point at the Y2 Brillouin zone (Figure 5.1b). These folding relations couple 
the states that have the same symmetry and this coupling splits the degenerate states in the 
random alloys.  
5.2 Hopefield Quasicubic Model 
In the absence of spin-orbit (SO) splitting, the valence band maximum (VBM) of the 
random alloy is a triply degenerate state with 15Γ v  symmetry (Figure 5.2a). In Y2 ordering, 
this state splits into a single state 1Γ v  and a doubly degenerate state. The doubly degenerate 
state splits further into two single states 2Γ v  and 3Γ v  due to the yet lower symmetry (Figure 






Figure 5.1 (a) The crystal structure of ternary alloy AxB1-xC in Y2 ordering; (b) The 
Brillouin zone of the Y2 ordered superlattice. 
The valence band splittings can be expressed, in terms of the energies of the top 
three valence band states, ( )1 1Γ vE , ( )2 2Γ vE  and ( )3 3Γ vE , as follows: 
( ) ( ) ( )12 1 1 2 2Δ Γ Γv vE η E E= −  
(5.1) 
( ) ( ) ( )13 1 1 3 3Δ Γ Γv vE η E E= −  
The Hopfield quasicubic model [86] states that ( )12ΔE η  and ( )13ΔE η  can be 
expressed by 
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E η η η η η η η    = + + + −     
 (5.2b) 
where ( )ΔSO η  is the SO splitting and ( )ΔCF η  is the ordering-induced Crystal-Field (CF) 
splitting in the absence of SO splitting. ( )ΔCF η  is defined to be negative if the doubly 
degenerate state is below the single state. 
5.3 Fingerprints of Y2 Ordering 
For a spontaneously formed partially ordered semiconductor alloy with 1η ≤ , the physical 
properties ( )P x,η , such as, the CF splitting ( )ΔCF η , the SO splitting ( )ΔSO η and the 
band gap ( )gE η , at composition x  can be described by [105, 106] 
( ) ( ) ( ) ( )20 1 0σ σP x,η P x, η P X , P X , = + −   (5.3) 
This equation shows that the property ( )P x,η  of a semiconductor alloy AxB1-xC 
can be calculated by (I) the corresponding properties ( )0P x,  of the random structure at the 
same composition x , (II) the degree of ordering η , and (III) the difference of the property, 
( ) ( )1 0σ σP X , P X ,− , between the fully ordered structure and random structure at 
composition 0 5σX .= .  
According to Equations (5.1)-(5.3), if valence band splitting, ( )12ΔE η , ( )13ΔE η , 
and band gap, ( )gE η , are known independently, for example, from electroreflectance or 
photoluminescence spectra, the SO splitting ( )ΔSO x,η  and CF splitting ( )ΔCF x,η  can be 





splitting, ( ) ( )Δ 1 Δ 0SO SO −  , CF splitting, ( ) ( )Δ 1 Δ 0CF CF −  , and the band gap 
narrowing, ( )Δ gE η , can be used to derive the ordering parameter η  using Equation (5.3). 
On the other hand, if η  is available independently from experiment, such as x-ray 
diffraction, one can assess the valence band splitting, ( )12ΔE η , ( )13ΔE η , and band gap 
narrowing ( )Δ gE η . 
The results of the GGA calculations are shown in Table 5.1. The following results 
can be found: 
(I) Ordering induces a decrease in band gap and CF splitting, but an increase in SO 
splitting in all the five alloy systems. 
(II) ( ) ( )Δ 1 Δ 0SO SO −   is always positive. This is due to the fact that the VBM 
wave function of the ordered compounds, relative to the random alloy, is more localized on 
the cation atom with larger atomic number [90]. For common-anion systems, the two 
binary constituents have similar ΔSO . Therefore, the ordering induced difference 
( ) ( )Δ 1 Δ 0SO SO −   is rather small. However, the common-cation systems (e.g., 
GaAs0.5Sb0.5 and InP0.5Sb0.5) have relatively larger ( ) ( )Δ 1 Δ 0SO SO −  , because they have 
larger anion atom Sb. The SO splitting increases monotonically when anion atomic number 
increases [90]. 
(III) As shown in Figure 5.3a, the CF splitting ( ) ( )Δ 1 Δ 0CF CF −   increases in the 
following sequence: Ga0.5In0.5As→  Ga0.5In0.5P→  GaAs0.5Sb0.5→  InP0.5Sb0.5. According 
to the perturbation theory, ΔCF  is proportional to the valence band offset and inversely 





[70]. The band offset of a semiconductor alloy ABxC1-x refers to the relative alignment of 
the valence band maxima of the corresponding constituents AB and AC. This can explain 
the trend in CF splitting. For example, the band offset [107] between GaAs and GaSb for 
GaAs0.5Sb0.5 (0.57 eV) is much larger than that between GaAs and InAs for Ga0.5In0.5As 
(0.06 eV). Therefore, the perturbation and CF splitting in the valence bands are larger in 
GaAs0.5Sb0.5 than in Ga0.5In0.5As. Note that the band offset between AlAs and GaAs for 
Al0.5Ga0.5As is rather large (0.51 eV). However, it has the smallest ( ) ( )Δ 1 Δ 0CF CF −   at 
Γ point of its Brillouin zone, as shown in Table 5.1 and Figure 5.3a. This is because 
Al0.5Ga0.5As compound has an indirect band in this ordering. 
(IV) The band gap narrowing ( )Δ gE η  increases with the increasing of the alloy 
lattice mismatch between the binary constituents, as shown in Figure 5.3b. For example, 
the lattice mismatch between the binary constituents for Al0.5Ga0.5As and Ga0.5In0.5As are 
0.14% and 6.92%, respectively, smaller than that of 9.88% between InP and InSb for 
InP0.5Sb0.5 compound. During the formation of the lattice mismatch alloys, the structure 
relaxation tends to shift the charge from the long bond to the short bond and thus reduce the 
repulsion between the symmetric energy levels. This repulsion lowers the 1Γ c  state and 
raises the VBMΓ  state, resulting in a band gap narrowing. In alloys with larger lattice 
mismatch between the constituents, more charge is transferred and therefore the band gap 
narrowing is larger. 
5.4 Comparison with Other Orderings 
Numerous studies [108-111] on the ordering of the alloy Ga0.5In0.5P have reported the CuPt 





Table 5.1 GGA Calculated Optical Fingerprints of Five III-V Alloys 
Alloys Al0.5Ga0.5As Ga0.5In0.5As Ga0.5In0.5P GaAs0.5Sb0.5 InP0.5Sb0.5 
( )12Δ 1E  0.009 0.129 0.091 0.188 0.357 
( )13Δ 1E  0.318 0.385 0.169 0.643 0.701 
( ) ( )Δ 1 Δ 0SO SO−  0.001 0.005 0.013 0.021 0.052 
( ) ( )Δ 1 Δ 0CF CF−  -0.004 -0.094 -0.102 -0.213 -0.385 
( )Δ 1gE  -0.034 -0.093 -0.202 -0.274 -0.423 
The calculated properties include: valence band splitting, ( )12Δ 1E  and ( )13Δ 1E , changes in spin-orbit 
splitting ( ) ( )Δ 1 Δ 0SO SO −  , crystal field splitting ( ) ( )Δ 1 Δ 0CF CF −   and band gap ( )Δ 1gE . 
Values are given in units of eV. 
 
Table 5.2 Calculated Properties of Five Fully Y2 Ordered Compounds 
Results of CA, CH and CP orderings of GaInP and GaAsSb are also listed for comparison. The units are Å for 
lattice constant a and eV for crystal field splitting ΔCF , spin-orbit splitting ΔSO  and its bowing parameter 
( )ΔSOb . 
Alloys Structure a ΔCF  ΔSO  ( )ΔSOb  
Ga0.5In0.5P Y2 5.6599 -0.102 0.104 -0.053 
Ga0.5In0.5P CA 5.6599 0.199 0.097 -0.023 
Ga0.5In0.5P CH 5.6599 -0.015 0.093 -0.008 
Ga0.5In0.5P CP 5.6599 0.232 0.103 -0.047 
GaAs0.5Sb0.5 Y2 5.8746 -0.213 0.539 -0.084 
GaAs0.5Sb0.5 CA 5.8927 0.085 0.549 -0.10 
GaAs0.5Sb0.5 CH 5.8922 -0.013 0.521 -0.01 
GaAs0.5Sb0.5 CP 2.8974 0.230 0.605 -0.33 
Al0.5Ga0.5As Y2 5.5659 -0.004 0.316 -0.005 
Ga0.5In0.5As Y2 5.8558 -0.094 0.343 -0.019 





and Y2 orderings. They are built from the same (001) plane and differ only in the stacking 
of the subsequent planes. In fact, some reports [112, 113] have mistakenly attributed the 
extra features in the spectra originating from Y2 ordering into CuPt ordering. Moreover, 
the small difference between the formation enthalpies of CA and Y2 ordering in some 
alloys may also cause the co-existence of CA and Y2 orderings [99]. In view of these facts, 
here the optical fingerprints of Y2 ordering are compared here with those of CA, CP and 
CH structures. Results are listed in Table 5.2. The followings are found: 
 
Figure 5.2 The band structures for the (a) random and (b) Y2 ordered Ga0.5In0.5P alloy are 
plotted along the high symmetry lines in the Brillouin zone. The arrow A denotes the 






(I) Relative to other orderings, Y2 ordering has large and negative CF splitting ΔCF . 
As it has been highlighted before, the ordering separates the triply degenerate states in 
random alloy into a single state and a doubly degenerate state. In CA and CP orderings, the 
doubly degenerate state is above the single state, resulting in a positive CF splitting. 
However, in CH and Y2 ordering, the doubly degenerate state is below the single state, 
resulting in a negative CF splitting. In Y2 ordering, the doubly degenerate state split further 
into two single states. Due to the smaller difference in the symmetric energy levels of the 
binary constituents in Y2 ordering than in CH ordering, the CF splitting is larger in Y2 
ordering. 
(II) The bowing parameter of SO splitting is negative in Y2 ordering. SO splitting 
reflects the way that bonding in solids redistributes the charge around the atomic cores of 
the constituents [38]. The sign of the SO splitting bowing parameter reflects the alloy 
environment and acts to enhance or diminish the magnitude of SO splitting beyond the 
linear average of the constituents. The calculation shows that the formation of Y2 ordering 
enhances the magnitude of ΔSO  and yields a negative SO splitting bowing parameter 
( )ΔSOb . This is consistent with the result of CdSxTe1-x in the previous chapter and the 
upward concave bowing is attributed to the intraband p-p coupling.  
5.5 Comparison with Experiments 
Using electroreflectance spectroscopy method, Kurtz [100] found an anomalous peak at 
about 2.2 eV in spontaneously ordered Ga0.5In0.5P alloy. This peak is attributed to the X 
point folding to Γ  point in the first Brillouin zone due to the Y2 ordering. According to the 





5.2b) from the second and third VBM states to the second conduction band minimum 
(CBM) state. The calculated value for transition A is 2.27 eV, in good agreement with the 
experimental result of 2.2 eV. The band diagram, produced by Kurtz [100], using virtual 
crystal approximation method, suggests that Y2 ordering in Ga0.5In0.5P shall result in a 
band gap narrowing of 0.17 eV. This value is close to the GGA calculated data of 0.202 eV. 
Using transmission electron microscopy and photoluminescence methods, Gomyo et al. 
[98] reported a band gap narrowing of 0.05 eV for Ga0.5In0.5P due to the partial Y2 ordering. 
According to the calculations, the sample should have ordering η  around 0.5. 
The calculated values of valence band splittings, ( )12Δ 1E =0.091 eV and 
( )13Δ 1E =0.169 eV, for fully Y2 ordered Ga0.5In0.5P are consistent with the results, 0.10 eV 
and 0.15 eV, reported by Lee et al. [114]. The calculated values of CF splitting and SO 
splitting are also in good accord with the available experimental results. For example, the 
reported [115] SO splitting for Ga0.5In0.5As are 0.345 eV and 0.33 eV while the 
calculations obtained 0.343 eV. The calculated bowing parameter of SO splitting for 
Ga0.5In0.5P is -0.053 eV. This value is very close to the measured result of -0.05 eV using 
the electroreflectance and wavelength modulation methods [84].   
Recently, Wu et al. [102] reported the observation of Y2 ordering in InP0.52Sb0.48. 
Using reciprocal space mapping and extended x-ray absorption fine structure method, they 
found the structure parameter c/a=1.009. This is considerably larger than the predicted 
value of 0.997 (not listed) for InP0.5Sb0.5. However, they find that the strong distorted In-P 
and In-Sb bonds prevent the crystal lattice from complete relaxation. This may explain the 







Figure 5.3 (a) Variation of the crystal field splitting ( ) ( )Δ 1 Δ 0CF CF −   with the band 
offset between alloys’ binary constituents. (b) Variation of the band gap narrowing 
( )Δ 1gE  with the alloys lattice mismatch. 
5.6 Summary 
The chapter has calculated the Y2 ordering induced changes in the optical fingerprints, 
including crystal field splitting, spin-orbit splitting, band gap and valence band splittings, 
for AlxGa1-xAs, GaxIn1-xAs, GaxIn1-xP, GaAsxSb1-x and InPxSb1-x using first-principles 
calculations. These values for the five materials are provided as a function of the degree of 
long range order η . For the partially ordered samples, the trends of the changes in the 
crystal field splitting and band gap narrowing are explained. The change of spin-orbit 





compared with other orderings. It is found that Y2 has a large and negative crystal field 
splitting and negative spin-orbit bowing parameter. The calculated data in this chapter can 
be useful in analyzing experimental results and deriving the ordering parameters of 





CHAPTER 6  
PRESSURE DEPENDENCE OF ENERGY GAP OF III-V & II-VI TERNARY 
SEMICONDUCTORS 
6.1 Theoretical Background 
Previous chapters have been dedicated to the studies of all fundamental (i.e., mechanical, 
electronic and optical) properties of III-V & II-VI binary and ternary semiconductors. 
During the fabrication of semiconductor devices and the industrial applications of sensors, 
the pressure dependence of the energy gaps of ternary alloys is always of great interest. In 
general, there has been very little data on the pressure dependence of the energy gap of 
ternary semiconductors and even within the limited available experimental data, there is a 
significant variation. For example, the pressure coefficient of the band gap of Ga0.5In0.5P, 
reported by Hakki and coworkers [116] is 13 meV/kbar, in contrast with the 8.4 meV/kbar 
obtained by Chen et al. [117]. Thus a theoretical approach is required to analyze the 
problem. 
Except the first-principles calculations, empirical approaches have been developed 
to address some of these problems. The transition from binary compound semiconductors 
to ternary compound semiconductors requires the understanding of the bowing parameter 
[118]. As given in Chapter 3, the expression for the bowing parameter, ABCc , of ternary 
compound ABxC1-x can be rewritten as:  
( ) ( ) ( )1 1AB ACg g g ABCE x xE x E c x x= + − − −  (6.1) 
where, ABgE  and 
AC
gE  are the energy gaps of binary compounds AB and AC, respectively. 
















   = − −   
  
 (6.2) 
in which, B CZ Z Z= =  is the valence number of ions B and C, Br  and Cr  are the covalent 
radii of B and C, BC B Cr r r= +  and 0 25s .=  is a screening constant. Differentiating 




ABC ABC C B
AB AB AC AC
B C B C
dc c r ra a
dP r r r r
 
= − −  
 (6.3) 
where, ABa , ACa  and χ AB , χ AC  are lattice constants and compressibilities of compounds 
AB and AC, respectively. Based on this model, Hill and Pitt [119] calculated the pressure 
coefficients of the bowing parameters for a number of ternary semiconductors. However, 
in order to calculate the pressure dependent energy gap of ternary semiconductor ABxC1-x 
using this model, one has to use the experimental data for band gap pressure coefficients of 
binary compounds AB and AC, because, according to Equation (6.1): 
( ) ( ) ( )1 1
AB AC
g g g ABCdE x dE dE dcx x x x
dP dP dP dP
= + − − −  (6.4) 
Van Vechten [120, 121] proposed a dielectric theory for tetrahedral compounds 
based on Phillips’ spectroscopic theory of electronegativity difference [38]. The theory 





including, band structures, alloy bowing parameters, elastic constants and so forth. 
Camphausen et al. [122] used this model to calculate the pressure coefficients of band gaps 
of nineteen binary semiconductors and appeared to yield good agreement between 
theoretical expectations and experimental results. 
In this chapter, the Van Vechten’s theory is modified to calculate the pressure 
dependence of energy gap of a number of group III-V and II-VI zincblende ternary 
semiconductors. The calculated results are compared with available data in the literature. 
The trends in the variations of the band gap and its pressure dependence will be discussed. 
6.2 Modeling Pressure Dependent Band Gap of Ternary Alloys 
In Van Vechten’s dielectric theory [120, 121], the energy gap between the minimum 
conduction band and the maximum valence band, if the effect of d-state core is involved, is 
expressed as: 
( ) ( )
1
2 21 Δ 1'g g ,h av g g ,hE E D E C / E  = − − +    
 (6.5) 
In this expression, 'gE  is used to differentiate from the energy gap in Equation (6.1). 
g ,hE  is the homopolar gap for transition corresponding to particular energy gap and is 
assumed to be a power function of the nearest neighbor distance r  given by 1sg ,hE r∝ , 
where 1 2 75s .= − . avD  is the factor that describes the lowering of s-like conduction band 
states caused by the effect of d states and the value is the skewed average of avD  values of 
the crystals containing the constituent atoms and the atom from the same row in the 





reduces to Phillips’ pseudopotential theory [38]. Δ gE  is the correction related factor given 
by 2Δ sgE r∝ , where 2 5 07s .= − . C  is the heteropolar gap produced by the 
anti-symmetric potential in the corresponding binary compounds. For binary compound 
AB, C  is given by [120]: 
( )2 A Bp s
A B
Z ZC b e exp k r
r r
 
= − − 
 
 (6.6) 
For a ternary compound ABxC1-x, it can be generalized as follows: 
( ) ( )2 1 CA Bp s
A B C
ZZ ZC b e x x exp k r
r r r
 
= − − − − 
 
 (6.7) 
where, the pre-factor pb  is constant around 1.5, sk  is the radius-dependent Thomas-Fermi 
screening wave number, ( )1A B Cr r xr x r= + + −  is the nearest neighbor distance.  
From Equations (6.5) – (6.7), the pressure coefficients of the energy gap can be 
given by: 
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 (6.8) 
This Equation (6.8) is the same as the one derived by Camphausen et al. [122] and 
is applicable to both binary and ternary compounds. Camphausen et al. have proved that, 
even in non-ionic materials, dC
dP





negligible while compared with the other terms in the expression. They further pointed out 
the expression for the correction term to be ( )1 1 zyav iD r f− ∝ − , in which, if  is the 
Phillips’ ionicity [38] as introduced in Chapter 2. hE  is the average homopolar energy gap 
given as 3shE r∝ , where 3 2 48s .= − . 1s , 2s  and 3s are constants determined from 
experimental values of two group IV elements [121]. Camphausen et al. [122] found that 
13y =  and 2 4z .=  by fitting the pressure coefficient of the energy gap of Ge. 
In their later study, Van Vechten and Bergstresser [123] pointed out that the 
bowing parameter ABCc  of ternary compound ABxC1-x comprises of two parts. The first 
part, intrinsic bowing parameter ic , originates from the variation of the average crystal 
potential under virtual crystal approximation which assumes periodic potential in the 
crystal. If one calculates the energy difference using Equation (6.5), the result, ' ABCgE , will 
be different from the compositionally weighted average energy of the corresponding two 
binary compounds. This difference is the intrinsic bowing parameter. Another part, ec , the 
extrinsic bowing parameter, arises from the real short range aperiodicity, and is the small 
deviation of the real potential from virtual periodic potential. In terms of this theory, the 
real energy gap in Equation (6.5) becomes the following: 
( ) ( )1' ABCgg eEE x c x x= − −  (6.9) 
where, the intrinsic bowing parameter is included in the first term; the extrinsic bowing 










=  (6.10) 
( )2 CBBC p s
B C
ZZC b e exp k r
r r
= − −  (6.11) 
In the above Equation (6.10), the bandwidth parameter A  is a constant for all 
compounds and found to be 0.98eV by fitting the extrinsic bowing parameter with BCC  for 
the ZnSTe system. BCC  is the fluctuation of the actual potential in the virtual crystal 
approximation which is different from C  in Equation (6.7). 
By summarizing the aforementioned equations, the following expression can be 
obtained for the pressure dependent band gap of ternary semiconductor ABxC1-x: 
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       = + − − + +      +   
 − − − − −  +  
 (6.12) 
In this expression, the first two terms on the right hand side stem from the pressure 
dependence of the band gap in virtual crystal approximation. The last term is the pressure 






Table 6.1 Calculated Properties of III-V & II-VI Ternary Semiconductors at Composition 0.5 

































GaPAs 2.404 1.183 3.090 0.186 0.399 0.175-0.21 
0.54 
0.319 2.217 2.048 
2.15[126] 
0.523 0.4 9.005  
GaPSb 2.508 1.223 2.327 1.647 2.768 2.7 0.247 1.244 0.845[77] 
1.06 
3.486 2.5 9.736  
GaAsSb 2.552 1.266 2.159 0.802 1.093 1.0-1.2 
1.42-1.44 
0.235 1.031 0.81[127] 
0.763 
2.726 2.5 11.400 12.25[128] 
 
InPAs 2.586 1.308 3.445 0.119 0.174 0.09-0.38 0.455 1.039 0.819 -0.620 0.3 10.623  
InPSb 2.678 1.345 2.725 1.294 1.814 1.2-2.0 0.384 0.478 0.48[129] 
0.36 
3.423 1.2 11.277  
InAsSb 2.712 1.388 2.758 0.774 0.89 0.58-0.7 0.405 0.319 0.12 4.505 -1.0 12.271  
GaInP 2.456 1.203 3.333 0.315 0.737 0.39-0.76 0.378 2.026 1.98[126] 
1.9 
2.19[130] 
-2.026 0.3 8.939 8.4[117] 
8.8[131] 
13[116] 
GaInAs 2.534 1.288 3.198 0.307 0.527 0.32-0.6 0.395 1.056 0.813[132] 
0.75 
1.165 0.3 10.880 10.95[133] 
GaInSb 2.730 1.366 1.827 0.177 0.283 0.36-0.43 0.235 0.587 0.34 
0.43[134] 
1.649 -0.6 13.894 16[135] 
AlGaN 1.964 1.070 10.624 0.097 4.051 0.25-1.78 0.670 8.358 4.48[136] 
3.12[137] 
-1.131  3.607 3.24[137] 
4[136] 
AlGaP 2.361 1.070 3.215 0.009 -0.031 0, 0.49 0.317 4.051 3.34 
2.38[138] 
-0.339  5.608  
AlGaAs 2.441 1.173 2.795 0.014 0.0126 -0.127-1.183 0.293 2.337 2.94 
2.158[139] 
0.654  8.887 9.15[140] 
10.85[141] 
ZnSSe 2.398 1.153 5.885 0.349 0.506 0.456-0.68 0.627 3.743 3.08 3.118 0.8 6.180  
ZnSTe 2.493 1.169 4.905 2.476 3.144 2.4-3[142] 
3.75[125] 
0.586 2.626 2.36[143] 
2.061 






Table 6.1 Calculated Properties of III-V & II-VI Ternary Semiconductors at Composition 0.5 (Continued) 


































ZnSeTe 2.549 1.191 4.623 1.041 1.189 1.23-1.7[142] 0.584 2.606 2.3[144] 
2.12 
4.658 1.6 6.920 7.6[145] 
CdSSe 2.590 1.247 6.416 0.291 0.399 0.53[142] 0.745 2.670 2.25[146] 
1.95 
-0.997 1.6 5.576 4-6[147] 
CdSTe 2.674 1.265 5.511 2.345 2.696 1.73-1.84[142] 0.716 1.810 1.58 6.212 2.3 4.751 6.2[148] 
CdSeTe 2.722 1.287 5.159 1.001 1.04 0.755[142] 
0.87[142] 
0.708 1.864 1.047 
1.48[149] 
2.453 0.3 6.221  
CdZnS 2.442 1.179 6.524 0.170 0.491 0.3,0.6[142] 
0.83[125] 
0.693 3.611 2.89 -0.809  5.792 5.3[150] 
CdZnSe 2.546 1.223 5.801 0.136 0.36 0.3,0.35[142] 
0.387[125] 
0.687 2.775 2.1 0.584  6.579  
CdZnTe 2.725 1.255 4.086 0.090 0.197 0.153-0.463[142] 0.604 2.113 1.85[151] 
1.7 
-0.646  8.356  
r  is the nearest neighbor distance. avD  is the d-state effect parameter. C  is the heteroplar energy gap. ec  is the external bowing parameter. if  is the ionicity. 
ABCc  and ABC
dc
dP
 is the bowing paremeter and its pressure coefficient. gE  and 
gdE
dP





Table 6.2 Comparison between Calculated Pressure Coefficients of Band Gap for Some 









CdxZn1-xSe 0 7.564 7.2-7.5, 7.0[153] 
1 5.886 5.8, 5.5[140] 
0.73 6.586 3.54[154] 
ZnSxTe1-x 0 8.606 10.5[155], 11.5 
1 6.355 5.8, 6.4[153],6.7[156] 
0.3 5.732 6.2[157] 
GaAsxSb1-x 0 13.552 14.0 
1 10.61 8.5-12.6 
0.88 11.516 9.5[158] 
AlxGa1-xN 0 5.224 3.6[140],4.0[159] 
1 1.423 4.7[140] 
0.5 3.607 3.24[137], 4[136] 
AlxGa1-xP 0 7.662 9.7 
1 3.385 11.1[140] 
0.5 5.608  
AlxGa1-xAs 0 10.61 8.5-12.6 
1 7.49 10.2 
0.5 8.887 9.15[140], 10.85[141] 
 
6.3 Results and Discussion 
The bowing parameter, energy gap and their pressure coefficients of III-V and II-VI 
ternary semiconductors, calculated from the above theory, are listed in Table 6.1 together 
with other parameters that are relevant for the present calculations.  
6.3.1 Dependence of Pre-factor pb  on Pressure 
In Van Vechten’s dielectric theory [120], the pre-factor, pb , is introduced to balance the 
overestimate of the Thomas-Fermi effect on dielectric screening at short distances. The 








2.0-2.5 for materials with ionicity larger than 0.93, while for partial covalent materials 
( 0 93if .< ), this dependence is much weaker. Since for all the ternary compounds 




=  is assumed throughout the 
entire calculations. 
6.3.2 Bulk Modulus of Ternary Alloys 
As has been studied in Chapter 2, the bulk modulus of binary and ternary semiconductors 
can be expressed as: 
3 48.B kr−=  (6.13) 
In order to obtain the bulk modulus of ternary semiconductors, Equation (6.13) is 
fitted to all the available experimental data of binary compounds in the same group as those 
of the ternaries. For group III-V ternary semiconductors, it is found that the constant 
coefficient 1726k =  while for group II-VI, 1491k = .  From the above equation, it is seen 
that the bulk modulus is inversely proportional to the nearest neighbor distance. 
6.3.3 Trends in Pressure Coefficients of Energy Gap 
For the common cation system, for example, GaInP, GaInAs, GaInSb (Ga:In::0.5:0.5), the 
pressure coefficient of the band gap increases with increasing nearest neighbor distance 
(Columns 13 and 2, respectively, in Table 6.1). In Equation (6.12), the pressure coefficient 
of the band gap is inversely proportional to the bulk modulus which according to Equation 
(6.13), is inversely proportional to the nearest neighbor distance. Therefore, the pressure 
coefficient of the band gap will increase with increasing nearest neighbor distance due to 




will lead to changes in its potential energy resulting in overlap of the energy levels which 
will subsequently lead to change in the energy gap. However, for the common-anion 
system, this trend is not so significant. For instance, the pressure coefficient increases in 
group III-V in the following order of common group V elements: (GaPAs, InPAs), (GaPSb, 
InPSb), (GaAsSb,InAsSb) while it decreases in group II-VI in the following order of 
common group VI elements: (ZnSSe, CdSSe), (ZnSTe, CdSTe), (ZnSeTe,CdSeTe). As 
discussed earlier, the decrease in bulk modulus will result in an increase in the pressure 
coefficient of the energy gap. In the studies on the predicted pressure coefficient of the 
energy gap, Wei and Zunger [140] have found that the s-s and p-p coupling will enhance 
while p-d coupling will reduce the pressure coefficients of the energy gap. Thus, it may be 
concluded that the trend in group III-V common-anion system is because the effect of s-s, 
p-p coupling and bulk modulus is stronger than the effect of p-d coupling, and vice versa 
for group II-VI common-anion system. 
Another trend is that the pressure coefficient of the band gap decreases with 
increasing ionicity (Columns 13 and 8, respectively, in Table 6.1). In order to verify this 
correlation, comparison is made amongst compounds with similar bulk modulus due to 
similar nearest neighbor distance (Column 2 in Table 6.1), for example, GaPAs (2.404Å) 
with ZnSSe (2.398Å). For GaPAs and ZnSSe, the corresponding ionicities are 0.319 and 
0.586 and pressure coefficients are 9.005 and 6.18 meV/kbar, respectively. Similar trends 
are also found in other comparisons. Combining these results with the above analysis, this 
trend also indicates that coupling effects could be reflected from ionicity.  
Exceptions to the trend in the variation of the pressure coefficient of energy gap 




common anion systems. This is due to the large bowing parameter (Column 6 in Table 6.1) 
and its pressure coefficient (Column 11 in Table 6.1) of ZnSTe and CdSTe. The bowing 
parameter pressure coefficient is 7.387 meV/kbar in ZnSTe compared with 3.118 
meV/kbar and 4.658 meV/kbar in ZnSSe and ZnSeTe systems respectively. Similarly, the 
bowing parameter pressure coefficient for CdSTe is 6.212 meV/kbar compared with -0.997 
meV/kbar for CdSSe and 2.453 meV/kbar for CdSeTe. These exceptions reflect the 
importance of bowing parameters in determining the electronic properties of ternary 
compounds and the invalidity of the well accepted linear interpolation rule which can be 
used to obtain the physical properties of ternary compounds from the linear interpolation of 
two binary compounds. 
6.4 Comparison with Experiments 
The agreement between the calculated results and the experimental data are generally good. 
All the calculations, presented in this chapter, have been performed for composition 
0 5x .= . However, some experimental values are only available for other compositions. 
These experimental values are listed and compared with the calculated results for the 
corresponding compositions in Table 6.2. For example, Zhao et al. [154] found that the 
pressure coefficient of band gap for Cd0.73Zn0.27Se is 3.54 meV/kbar and the calculated 
value at this composition is about 6.586 meV/kbar. This difference may arise from the 
wurtzite structure of their experimental sample while all the calculations assume 
zincblende structures. The mechanism of the real difference of structure in determining the 
pressure coefficients is not yet theoretically well understood. However, the available data 
show that the pressure coefficient of wurtzite structure is generally less than that of 




wurtzite ZnSe is around 4.5 meV/kbar [160] while for zincblende ZnSe, the available data 
is 7.0-7.5 meV/kbar [152, 153] and the calculated result is 7.564 meV/kbar. The pressure 
coefficient of wurtzite CdSe is around 4.3 meV/kbar [161] and for zincblende structure is 
around 5.8 meV/kbar [140, 152] and the calculation shows 5.886 meV/kbar. Based on this 
analysis, the accuracy of the experiment by Zhao et al. is doubtable for their band gap 
pressure coefficient of wurtzite CdSe is 2.84±0.6 meV/kbar, much smaller than the 
generally accepted results. From the perspective of the above analyzed trends with respect 
to nearest neighbor distance and ionicity in the order: CdZnS, CdZnSe, CdZnTe, the result 
is also more reasonable. For ternary compound ZnS0.3Te0.7, Fang et al. [157] found the 
band gap pressure coefficient is about 6.2 meV/kbar. From their graphs, the pressure 
coefficient is almost invariable with respect to composition. This study calculates the 
system at 0 3x .=  and finds that the value is 5.732 meV/kbar which is very close to their 
data within experimental uncertainty. Moreover, the band gap pressure coefficient for 
GaAs0.88Sb0.12 is reported by Prins et al. [158] as 9.5 meV/kbar and the calculated result 
shows value of 11.516 meV/kbar, close to GaAs. 
In Table 6.2, the calculated AlGaN pressure coefficient 3.607 meV/kbar is very 
close to the reported experimental value 3.24 meV/kbar and 4 meV/kbar. However, the 
calculated binary AlN coefficient 1.423 meV/kbar, is much smaller than Wei’s [140] 
first-principles calculations 4.7 meV/kbar. Similarly, the value for AlP is 3.385 meV/kbar 
compared with their 11.1 meV/kbar and for AlAs, this calculation yields 7.49 meV/kbar 
while the available experiment [152] value is 10.2 meV/kbar. The reason for this 




A close investigation on the calculated energy gaps (Column 10 in Table 6.1) will 
find that they are in general larger than the experimental values and this discrepancy is 
even larger for Group II-VI than Group III-V. One possible origin for this result is the 
expressions of g ,hE  and Δ gE  in Equation (6.5) are obtained by fitting to the experimental 
data of non-ionic group IV materials. Similar as in the trend of the pressure coefficients, 
the data show that energy gap, in general, increases with decreasing nearest neighbor 
distance and increasing ionicity. Since the ionicity increases from group IV to III-V to 
II-VI, the calculated band gap values of these III-V and II-VI ternary semiconductors will 
be enhanced and larger than experimental values. The ionicity of group III-V ternary 
compounds is in the range 0.23-0.45, and the difference between the calculated results and 
experimental data is approximately in the range of 0-0.25 eV. The ionicity of group II-VI 
ternary compounds is around 0.58-0.72, and correspondingly, the energy gap discrepancy 
is about 0.3-0.8 eV.  
The model proposed by Hill and coworkers has been discussed in the first section. 
Their calculated results for bowing parameter pressure coefficients are listed in Table 6.1 
(Column 12) and comparisons show that their results are generally much smaller than those 
in the present work. This may be because they take the screening wave number in Equation 
(6.2) as a constant 0.25 which may not affect the accuracy of calculating the bowing 
parameter but will certainly affect the accuracy of the pressure coefficient of bowing 
parameter. It is also noted that they take a set of approximations in their calculations which 
may also result in the difference. The reason that they could fit their results to GaInP 




in Equation (6.4) is much smaller than its binary band gap coefficients which the authors 
took from experiments. 
6.5 Temperature Coefficients of Ternary Alloys 
Methods that are similar to this theory cannot be applied to temperature coefficients of 
ternary compounds by relating them to thermal expansion coefficients. This is because the 
temperature coefficient could be expressed as two terms: the effect of volume expansion 
which could be similarly derived from this theory and explicit temperature coefficient at 
constant volume which has to be calculated by other means. Yu and Cardona [162] have 
shown that the first term only contributes less than 20% of the total temperature 
coefficients.  
6.6 Summary 
The pressure dependence of the energy gap of a series of group III-V & II-VI ternary 
semiconductor compounds have been calculated in terms of a generalized expression of 
Van Vechten’s dielectric theory. Good agreement is obtained between the calculated 
values with the available experimental data and other calculated results. The calculation 
shows the following: (I) The pressure coefficient of the energy gap increases with 
increasing nearest neighbor distance in common cation systems; (II) The pressure 
coefficient of the energy gap decreases with increasing ionicity; (III) The energy gap 
increases with decreasing nearest neighbor distance and increasing ionicity; (IV) The 




CHAPTER 7  
ELECTRONIC AND OPTICAL PROPERTIES OF I2-II-IV-VI4 QUATERNARY 
SEMICONDUCTORS 
7.1 Theoretical Background 
One of the most important applications of multi-ternary semiconductor alloys is the solar 
cell. The history of solar cell development is the history of searching for materials that can 
be used to produce better solar cells. These materials include Si, GaAs, CdTe and 
CuIn1-xGaxSe2 (CIGS). CIGS is thought to be the only substitute for Si solar cell due to its 
high efficiency. However, CIGS contains expensive element Indium (In) and also its 
window layer CdS contains toxic element Cadmium (Cd). 
Recently, the I2-II-IV-VI4 series of quaternary chalcogenide semiconductors are of 
broad interest for their potential applications as photovoltaic absorbers [163-167], 
optoelectronic and thermoelectric materials [168-170]. For instance, Cu2ZnSnS4 based thin 
film solar cells have reached a conversion efficiency of over 6.7% [164]. Recently, a 
non-vacuum, slurry-based coating method and particle-based deposition, enabled the 
fabrication of Cu2ZnSn(S, Se)4 devices with over 9.6% efficiency [170]. Compared to the 
conventional CIGS absorbers, Cu2ZnSnS4 and Cu2ZnSnSe4 compounds only contain 
abundant, inexpensive and nontoxic elements and their band gaps are close to 1.5 eV, 
which is ideal for solar cell applications. 
The wide applications increase the interest of studying many other members in the 
I2-II-IV-VI4 family, such as, the Ge-compounds: Cu2ZnGeS4, Cu2ZnGeSe4 and 
Cu2ZnGeTe4. In experiments, the physical properties [24, 171-174], such as, crystal 
orderings and lattice constants, of these compounds have been studied using x-ray 





to study the band gaps. Recently, the optical constants of Cu2ZnGeS4 have been reported 
by ellipsometry measurements [177]. In theoretical work, the structural and electronic 
properties of some compounds have been studied using first-principles calculations [178, 
179]. However, the optical properties of these compounds have not yet been systematically 
addressed. 
In this chapter, the electronic and optical properties of Cu2ZnGeX4 (X=S, Se and Te) 
quaternary compounds will be investigated through first-principles calculations. The 
electronic structures and density of states will be firstly calculated because it is known that 
the structures in the optical spectra are directly related to the band structure of the material 
itself. Then, the optical properties will be presented, including the dielectric function, 
refractive index, optical reflectivity and absorption spectra. The trends in the variation of 
the electronic and optical properties with the crystal structure and the group VI anion 
atomic number are explored qualitatively. 
7.2 Crystal Structures 
In Figure 7.1, the kesterite (KS) and stannite (ST) structures [180] are presented for 
Cu2ZnGeX4. KS structure ( 4I , No. 82, Figure 7.1a) has its conventional unit cell four Cu 
atoms on the Wyckoff position 2a  and 2c , two Zn atoms on position 2d , two Ge atoms 
on position 2b , and eight X atoms on the 8g  position. The cation positions have all 4S  
point group symmetry, and X has 1C  symmetry. ST structure ( 42I m , No. 121, Figure 7.1b) 
has fthe equivalent Cu atoms on Wyckoff 4d  position, two Zn atoms on 2a , two Ge 





symmetry. The Zn and Ge atoms have 2dD  point group symmetry. Eight X atoms have sC  















(a) Kesterite (KS) (b) Stannite (ST) 
Figure 7.1 The crystal Structures of (a) kesterite (KS) and (b) stannite (ST) Cu2ZnGeX4. 
 
It is to be noted that many of the experimental reports [24, 171-174] on these 
compounds claim that the synthesized samples have ST structure. For example, Parasyuk 
and co-workers [173, 174] synthesized Cu2ZnGeS4, Cu2ZnGeSe4 and Cu2ZnGeTe4 
samples from high-purity elements and determined their crystal constants by X-ray 
diffraction. They claim that all the three samples crystallize in the ST structure. It is found 
that the calculated c parameters (Table 7.1) are in general larger than their reported values.  
This discrepancy between the experiments and the calculations is caused by the fact that 
the similarity of Cu and Zn atoms leads to the cation disorder in their experimental 
structures. Because the atomic numbers of Cu, Zn and Ge are close in the periodic table, 





the partial cation disorder has been observed in Cu2ZnSnS4 sample instead by a recent 
neutron-diffraction measurement [166]. 
7.3 Electronic Properties 
The calculated properties of Cu2ZnGeS4, Cu2ZnGeSe4 and Cu2ZnGeTe4 of KS and ST 
structures are listed in Table 7.1. Together listed are the available experimental values for 
comparison.  
 
Figure 7.2 Calculated band structures along the high-symmetry lines in the first Brillouin 
zone: T(Z): 2π a (0, 0, 0.5) → Γ : 2π a (0, 0, 0) → N(A): 2π a (0.5, 0.5, 0.5), for 







Table 7.1 Calculated Properties of Cu2ZnGeX4 (X=S, Se and Te) 
 
Cu2ZnGeS4 Cu2ZnGeSe4 Cu2ZnGeTe4 
KS ST EXP. KS ST EXP. KS ST EXP. 
a (Å) 5.264 5.328 5.270, 5.342 5.602 5.583 5.606, 5.610 
6.102 6.094 5.954, 
5.999 
c (Å) 10.843 10.741 10.509,10.516, 10.540 




2.27 2.06 2.15, 2.28, 2.04 1.50 1.32 1.52, 
1.29 
0.81 0.55 — 
1AE  
(eV) 
2.832 2.588 2.85, 2.87, 2.88 2.258 1.838 — 1.139 0.659 — 
1BE  
(eV) 
3.946 3.751 4.03, 4.28, 4.34 3.483 3.171 — 2.214 1.793 — 
0n  
2.61 2.63 — 2.90 3.00 — 3.73 4.23 — 
0ε  
6.84 6.89 — 8.41 9.01 — 13.89 17.93 — 
ε∞  
0.49 0.50 0.47, 0.49, 0.76 0.52 0.53 — 0.50 0.54 — 
Calculated lattice constant a and c, band gap gE  and critical point threshold energy 1AE  and 1BE , static 
optical constants. Experimental data (EXP) are listed for comparison, whereas “—“ means no experimental 
data are currently available. 
7.3.1 Band Structures 
The band structures for the three compounds in KS structure are shown along the 
( ) ( )Τ Ζ Γ Ν Α→ →  lines in Figure 7.2. All the band gap values are given in Table 7.1. It 
is found that the band structures of all the compounds are rather comparable. The lowest 
conduction band (CB) is a sole band at about 1-3 eV. This is very characteristic for 
I2-II-IV-VI4 family and it is also different from that of chalcopyrite CIGS and CIGSe 
compounds which have overlapping conduction bands [180]. The calculations indicate that 
the band gap decreases with the increasing anion atomic numbers [52]. For example, the 
band gap is 2.27 eV for KS-Cu2ZnGeS4 compared to 1.50 eV for KS-Cu2ZnGeSe4 and 0.81 





of hybridized Cu 3d and group VI p states. The shallower atomic level of heavy anion atom 
results in higher VBM states, and therefore smaller band gaps. Comparison of the band 
structures between KS and ST structures shows that band gaps of the KS structure are in 
general larger than those of ST structure. This is due to the fact that the KS structure has 
larger anion displacements. For example, the anion displacement in Cu2ZnGeSe4 system is 
0.2542 for KS structure compared to 0.2479 for ST structure [179]. The band gaps of these 
compounds range from 0.55 to 2.27 eV, covering a wide range of solar spectra. In 
particular, Cu2ZnSnSe4, with band gap values of 1.5 eV for KS and 1.32 eV for ST 
structure, is a potential candidate for photovoltaic applications. 
7.3.2 Density of States 
The density of states (DOS) of Cu2ZnGeS4 in KS and ST structures, Cu2ZnGeSe4 and 
Cu2ZnGeTe4 in KS structure are shown in Figure 7.3. From the calculated DOS, it can be 
clearly seen that the DOS of the KS and ST structures are quite similar. The upper VB DOS 
contains mainly the hybridization between p states from the anion atoms and 3d state from 
Cu atoms while the lower CB DOS consists mainly of the hybridization between cation s 
states and anion p states. Comparing the DOS between different structures and compounds, 
It is found that: (I) The valence band width of KS structure is slightly narrower than that of 
the ST counterpart. This is because the KS structure has longer Cu-VI (VI=S, Se and Te) 
bonds and hence larger anion displacement than the corresponding ST structure. Therefore, 
the hybridization between Cu 3d state and anion p state is weaker in the KS structure, 
leading to a narrower band width; (II) Analyzing the band structure in Figure 7.2 together 
with the DOS in Figure 7.3 shows that the lowest solo conduction band is derived from the 





atomic number increases from S to Te; (III) In the valence band region, from -6 eV to -2.5 
eV, there are bonding states consisting of anion p states hybridized with Cu 3d state. From 
-2.5 eV to 0 eV, there are anti-bonding states consisting of anion p states hybridized with 
Cu 3d state. The overlapping (at around -2.5 eV) between the p-d bonding and 
anti-bonding states increases when the group VI anion atomic number increases from S to 
Te. 
 
Figure 7.3 The partial and total DOS of Cu2ZnGeS4 in KS and ST structures, Cu2ZnGeSe4 







7.4 Optical Properties 
7.4.1 Dielectric Functions and Interband Transitions 
Figure 7.4 gives the dielectric function ( ) ( ) ( )1 2ε ω ε ω ε ω= +i  of all the three compounds in 
KS and ST structures. Overall, the three compounds show similar dielectric functions over 
a broad range of energy. The main difference is that the spectrum shifts to lower energy 
region when the anion atomic number increases. In the lower energy region, the spectrum 
of Cu2ZnGeTe4 compound is above the other two materials while the spectrum of 
Cu2ZnGeS4 compound is above the others in the higher energy region. The spectra exhibit 
some critical point (CP) structures 1AE , 1BE  labeled in Figure 7.4 and listed in Table 7.1. 
The 1AE  and 1BE  energy thresholds can be attributed to transitions at the high CPs N(A) 
and T(Z) of the first Brillouin zone. According to the band structures in Figure 7.2, it is 
found that 1AE  and 1BE  are 2.83 and 3.95 eV respectively for KS-Cu2ZnGeS4 while a 
recent ellipsometry measurement [177] shows 2.85-2.88 eV for 1AE  and 4.03-4.34 eV for 
1BE , as listed in Table 7.1. The calculated results are in good agreement with the 
experimental values. It is also interesting to analyze the shift in the spectra as a function of 
the anion atomic number in the three compounds. As it has been stated, the conduction 
band is derived from the hybridization of the Ge 4s and anion p states. When the anion 
atomic number increases (e. g. S→Se→Te), the Ge-VI hybridization becomes higher 









Figure 7.4 The dielectric function ( ) ( ) ( )1 2ε ω ε ω ε ω= +i  of Cu2ZnGeS4, Cu2ZnGeSe4 and 
Cu2ZnGeTe4 in KS and ST structures.  The left panels represent the real part ( )1ε ω  and the right 
panels represent the imaginary part ( )2ε ω . The optical transitions 1AE  and 1BE  are labeled in the 
( )2ε ω  spectra. 
7.4.2 Refractive Index 
The optical complex refractive index n n ik= +  that are of interest for the design of 
optoelectronic devices can be computed from dielectric functions [181]. Figure 7.5 
presents the energy dependent n and k values of all the three compounds in KS and ST 
phases. In experiment, n and k of Cu2ZnGeS4 in the energy range from 1.4 to 4.7 eV are 
reported [177]. The calculated results are in good accord with the experimental values. For 





from experiment. The peak values from experiment at energy range of 2.4 -2.9 eV is 3.02 
compared to the calculated 3.05-3.10 in Figure 7.5. It is found that the static refractive 
index ( 0n  in Table 7.1) increases from sulfide to telluride compound and increases from 
KS to ST structure. 
 
Figure 7.5 The complex refractive index of Cu2ZnGeS4, Cu2ZnGeSe4 and Cu2ZnGeTe4 in KS and ST structures. The left panels represent the refractive index n and the right panels 
represent the extinction coefficient k. 
7.4.3 Absorption and Reflectivity 
In Figure 7.6, the presented are the calculated results of the absorption coefficient α  and 
normal incident reflectivity R for all the cases, which represent the linear optical response 






Figure 7.6 The normal incident reflectivity and absorption coefficient of Cu2ZnGeS4, 
Cu2ZnGeSe4 and Cu2ZnGeTe4 in KS and ST structures. The left panels represent the 
reflectivity R and the right panels represent the absorption coefficient α (cm-1). The 
absorption coefficient is plotted in logarithm scale. 
 
obtained from the dielectric function [181], all the compounds in this study have similar 
absorption spectra, although with different energy for the onset to absorption (i.e., the band 
gap energy). It is found that the Cu2ZnGeS4 compound has large band-edge absorption 
coefficient (about 5×104 cm-1). At a given photon energy, the Cu2ZnGeTe4 compound has 
the largest absorption coefficient while the Cu2ZnGeS4 compound has the smallest value. 
Comparison with the calculated spectra of other materials [180, 182] shows that the 





has the largest absorption coefficient. This might indicates that the compounds with 
heavier group IV elements should have higher light transformation efficiency. It is noticed 
that, in the energy range of 1.5 – 4.0 eV, the reflectivity and absorption coefficient 
decreases for all the compounds. This energy region corresponds to the gap between the 
lowest solo CB and the upper CBs of the band structures in Figure 7.2, since the upper CBs 
do not contribute to the optical absorption in the low energy regime. This conduction band 
gap is a disadvantage for the band-edge absorption efficiency in KS and ST structures. 
7.5 Summary 
In this chapter, the electronic and optical properties of Cu2ZnGeS4, Cu2ZnGeSe4 and 
Cu2ZnGeTe4 in KS and ST structures are studied. Band structures and optical spectra such 
as the dielectric function, refractive index, absorption coefficient and reflectivity have been 
determined. It is found that the conduction band shifts downward and the overlapping 
between p-d bonding and anti-bonding states in the valence band increases when the 
system changes from Cu2ZnGeS4 to Cu2ZnGeSe4 and then Cu2ZnGeTe4. Some critical 
points in the optical spectra are assigned to the interband transitions according to the 
calculated band structures. The electronic structures and optical spectra are rather similar 
in shape for all the compounds. When anion atomic number increases from S to Te, the 
optical spectra shift to the low energy regime. A good agreement between the calculated 




CHAPTER 8  
CONCLUSIONS AND FUTURE WORK 
8.1 Conclusions 
As one of the most fundamental properties, the elastic modulus and elastic constants of 
binary and ternary III-V & II-VI are modeled in this work based on the existing models for 
bulk modus and average shear modulus. New expressions are developed for the average 
Young’s modulus as well as the shear modulus and Young’s modulus on (111) plane for 
diamond and zincblende semiconductors. The proposed models provide a simple and 
accurate meaning to predict the elastic properties of new materials. It is found that the bond 
length between two nearest neighbor atoms dominates the elastic modulus while ionicity 
only plays a secondary role. 
In Chapters 3 and 4, the crystal structures, formation enthalpies and electronic 
properties of alloys GaPxSb1-x, InPxSb1-x and CdSxTe1-x are studied using first-principles 
calculations. These alloys are studied for various structures (ordered: CA, CH, CP, Y2, FM, 
LZ; disordered: SQS8) and compositions (0, 0.25, 0.5, 0.75, 1). Comparison between 
GaPxSb1-x and InPxSb1-x shows that: (I) The formation enthalpy has maximum value at 
composition x=0.5; (II) The crystal field splitting and band gap are larger in GaPxSb1-x than 
in InPxSb1-x. In the study of CdSxTe1-x system, it is found that (I) CH is the ground state 
structure. Y2 ordering can occur in disordered structure due to small energy difference; (II) 
Ordering can significantly affect the SO splitting and energy gap; (III) Negative bowing 
parameter of spin-orbit splitting is found in ordered structure while positive value is found 





strongly ordering and composition dependent. However, the bowing parameter of energy 
gap increases with the decreasing of the bowing parameter of SO splitting. 
It is realized that the work in Chapter 2 does not include the effects of detailed 
crystal structures and the work in Chapters 3 and 4 consider only the fully ordered and fully 
disordered structures. However, the experimental samples in general only contain 
spontaneous ordering to a certain degree. In Chapter 5, a recipe is given to calculate the 
properties of alloys for any degree of order. Five Y2 ordered III-V ternary alloys are used 
as examples. For the partially ordered samples, the trends in the Y2 ordering induced 
changes in the crystal field splitting and band gap narrowing are explored and explained in 
terms of the lattice mismatch and band offset between the binary constituents. The Y2 
ordering induced change in the spin-orbit splitting is found to be positive and small. The 
calculated results in this chapter can be useful in analyzing experimental valence band 
structure results and deriving the ordering parameters for partially ordered samples. 
Regarding the pressure effects during the fabrication of semiconductor alloys as 
well as their applications in high or low pressure conditions, Chapter 6 models the pressure 
dependence of the energy gap of a number of group III-V & II-VI ternary semiconductor 
alloys. In addition to the good agreement between the predicted results and the available 
experimental values, the pressure coefficient model also shows the following: (I) The 
pressure coefficient of the energy gap increases with increasing nearest neighbor distance 
in common cation system; (II) The pressure coefficient of the energy gap decreases with 
increasing ionicity; (III) The energy gap increases with decreasing nearest neighbor 





In the development of solar cell materials, the I2-II-IV-VI4 quaternary 
semiconductors have recently attracted much more attentions because they only contain 
abundant, nontoxic and inexpensive elements. However, the most fundamental properties, 
such as, the crystal and electronic structures, optical constants are still unknown. In 
Chapter 7, the electronic and optical properties of Cu2ZnGeS4, Cu2ZnGeSe4 and 
Cu2ZnGeTe4 in KS and ST structures are studied. Band structures and optical spectra such 
as the dielectric function, refractive index, absorption coefficient and reflectivity are 
determined. The critical points in the optical spectra are assigned to the interband 
transitions according to the calculated band structures. Moreover, it is found that: (I) The 
conduction band shifts downward and the overlapping between p-d bonding and 
anti-bonding states in the valence band increases when the system changes from 
Cu2ZnGeS4 to Cu2ZnGeSe4 and then Cu2ZnGeTe4; (II) The electronic structures and 
optical spectra are rather similar in shape for all the compounds; (III) When anion atomic 
number increases from S to Te, the optical spectra shift to the low energy regime. 
8.2 Future Work 
For the ternary semiconductor alloys, the study in Chapter 6 does not consider the detailed 
crystal orderings. In order to improve the work, the pressure dependence of the band gap 
and other properties at different crystal structures should be studied in the future. The study 
should also take into account the possible phase transitions induced when applying the 
pressure. As another important physical parameter in semiconductor manufacturing and 
applications, the temperature effects on the alloy properties, especially, band gap and 





As has been stated before, the research in the I2-II-IV-VI4 quaternary 
semiconductors is still at the very early stage. The structural, electronic and optical 
properties of other members in the I2-II-IV-VI4 family should be further studied in order to 
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