Abstract. In this paper, we study nonlinear embeddings between Banach spaces. More specifically, the goal of this paper is to study weaker versions of coarse and uniform embeddability, and to provide suggestive evidences that those weaker embeddings may be stronger than one would think. We do such by proving that many known results regarding coarse and uniform embeddability remain valid for those weaker notions of embeddability.
Introduction.
The study of Banach spaces as metric spaces has recently increased significantly, and much has been done regarding the uniform and coarse theory of Banach spaces in the past two decades. In particular, the study of coarse and uniform embeddings has been receiving a considerable amount of attention (e.g., [Br] , [K] , [K4] , [MeN2] , [No2] ). These notes are dedicated to the study of several different notions of nonlinear embeddings between Banach spaces, and our main goal is to provide the reader with evidences that those kinds of embeddings may not be as different as one would think.
Let (M, d) and (N, ∂) be metric spaces, and consider a map f : (M, d) → (N, ∂). For each t ≥ 0, we define the expansion modulus of f as ω f (t) = sup{∂(f (x), f (y)) | d(x, y) ≤ t}, and the compression modulus of f as ρ f (t) = inf{∂(f (x), f (y)) | d(x, y) ≥ t}. , y) ), for all x, y ∈ M . The map f is uniformly continuous if and only if lim t→0+ ω f (t) = 0, and f −1 exists and it is uniformly continuous if and only if ρ f (t) > 0, for all t > 0. If both f and its inverse f −1 are uniformly continuous, f is called a uniform embedding. The map f is called coarse if ω f (t) < ∞, for all t ≥ 0, and expanding if lim t→∞ ρ f (t) = ∞. If f is both expanding and coarse, f is called a coarse embedding. A map which is both a uniform and a coarse embedding is called a strong embedding.
Those notions of embeddings are fundamentally very different, as coarse embeddings deal with the large scale geometry of the metric spaces concerned, and uniform embeddings only deal with their local (uniform) structure. Although those notions are fundamentally different, it is still not known whether the existence of those expanding (resp. solvent). Examples of uncollapsed maps which are not uniformly continuous are easy to be constructed, as you only need to make sure the map is not injective. At last, Proposition 2.5 below provides an example of a map which is solvent but collapsed (i.e., not uncollapsed), which covers the remaining arrows.
In [Ro] , Theorem 2, Rosendal showed that if there exists a uniformly continuous uncollapsed map X → Y between Banach spaces X and Y , then X strongly embeds into ℓ p (Y ), for any p ∈ [1, ∞). Rosendal also showed that there exists no map c 0 → E which is both coarse and solvent (resp. uniformly continuous and almost uncollapsed), where E is any reflexive Banach space (see [Ro] , Proposition 63 and Theorem 64). This result is a strengthening of a result of Kalton that says that c 0 does not coarsely embed (resp. uniformly embed) into any reflexive space (see [K] , Theorem 3.6).
Those results naturally raise the following question.
Problem 1.2.
Let X and Y be Banach space. Are the statements in Problem 1.1 equivalent to the following weaker statements?
(iv) X maps into Y by a map which is coarse and solvent.
(v) X maps into Y by a map which is uniformly continuous and almost uncollapsed.
In these notes, we will not directly deal with Problem 1.1 and Problem 1.2 for an arbitrary Y , but instead, we intend to provide the reader with many suggestive evidences that those problems either have a positive answer or that any possible differences between the aforementioned embeddings are often negligible.
We now describe the organization and the main results of this paper. In Section 2, we give all the remaining notation and background necessary for these notes. Also, in Subsection 2.3 we give an example of a map R → ℓ 2 (C) which is Lipschitz, solvent and collapsed (Proposition 2.5).
For a Banach space X, let q X = inf{q ∈ [2, ∞) | X has cotype q} (see Subsection 2.2 for definitions regarding type and cotype). In [MeN2] , M. Mendel and A. Naor proved that if a Banach space X either coarsely or uniformly embeds into a Banach space Y with nontrivial type, then q X ≤ q Y (see Theorem 1.9 and Theorem 1.11 of [MeN2] ). In Section 3, we prove the following strengthening of this result. 
While the unit balls of the ℓ p 's are all uniformly homeomorphic to each other (see [OS] , Theorem 2.1), Corollary 1.4 says that those uniform homeomorphisms cannot be extended in any reasonable way.
In Section 4, we look at Kalton's Property Q, which was introduced in [K] , Section 4. We prove that Property Q is stable under those weaker kinds of embeddings (see Theorem 4.1). Although the stability of Property Q under coarse and uniform embeddings is implicit in [K] , to the best of our knowledge, this is not explicitly written in the literature.
Theorem 4.1 allows us to obtain the following result (see Theorem 4.2 below for a stronger result). (resp. super-reflexive) or X has a spreading model equivalent to the ℓ 1 -basis (resp. trivial type). Theorem 1.5 was proven in [K] , Theorem 5.1, for uniform and coarse embeddings into super-reflexive spaces. Although the result above for uniform and coarse embeddings into reflexive spaces is implicit in [K] , we could not find this result explicitly written anywhere in the literature.
It is worth noticing that Theorem 1.5 cannot be improved for embeddings of X into super-reflexive spaces in order to guarantee that X either is super-reflexive or has a spreading model equivalent to the ℓ 1 -basis (see Remark 4.3).
As mentioned above, Problem 1.1 has a positive answer for Y = ℓ p , for all p ∈ [1, 2] (see [No2] , Theorem 5, and [R] , page 1315). In Section 5, we show that Problem 1.2 also has a positive answer in the same settings. Precisely, we show the following. At last, in Section 6, we give a positive answer to Problem 1.2 for Y = ℓ ∞ . This is a strengthening of Theorem 5.3 of [K3] , where Kalton shows that Problem 1.1 has a positive answer for Y = ℓ ∞ . Moreover, Kalton showed that uniform (resp. coarse) embeddability into ℓ ∞ is equivalent to Lipschitz embeddability. Even though we do not give a positive answer to Problem 1.1 and Problem 1.2, we believe that the aforementioned results provide considerable suggestive evidences that all the five different kinds of embeddings X ֒→ Y above preserve the geometric properties of X in a similar manner.
Preliminaries.
In these notes, all the Banach spaces are assumed to be over the reals, unless otherwise stated. If X is a Banach space, we denote by B X its closed unit ball. Let (X n , · n ) ∞ n=1 be a sequence of Banach spaces. Let E = (e n ) ∞ n=1 be a 1-unconditional basic sequence in a Banach space E with norm · E . We define the sum (⊕ n X n ) E to be the space of sequences (x n ) ∞ n=1 , where x n ∈ X n , for all n ∈ N, such that
The space (⊕ n X n ) E endowed with the norm · defined above is a Banach space. If the X n 's are all the same, say X n = X, for all n ∈ N, we write (⊕X) E .
2.1. Nonlinear embeddings. Let X be a Banach space and M be a metric space. Then, a uniformly continuous map f : X → M is automatically coarse. Moreover, if f is coarse, then there exists L > 0 such that ω f (t) ≤ Lt + L, for all t ≥ 0 (see [K2] , Lemma 1.4). In particular, f is Lipschitz for large distances. Indeed, if
The following proposition, proved in [Ro] , Lemma 60, gives us a useful equivalent definition of solvent maps. Although the statement of the next proposition is different from Proposition 63 of [Ro] , its proof is the same. However, as its proof is very simple and as this result will play an important role in our notes, for the convenience of the reader, we include its proof here. Proof. Let ϕ : X → Y be a uniformly continuous almost uncollapsed map. As ϕ is almost uncollapsed, pick t > 0 such that ρ ϕ (t) > 0. As ϕ is uniformly continuous, pick a sequence of positive reals (ε n ) n such that
For each n ∈ N, let Φ n (x) = n · ϕ εn n x , for all x ∈ X. Then, for n 0 ∈ N, and x, y ∈ X, with x − y ≤ n 0 , we have that
By the above, Φ is well-define and it is uniformly continuous. Now notice that, if
So, as ρ ϕ (t) > 0, we have that lim n ρ Φ (tn/ε n ) = ∞. By Proposition 2.1, Φ is solvent.
2.2. Type and cotype. Let X be a Banach space and p ∈ (1, 2] (resp. q ∈ [2, ∞)).
We say that X has type p (resp. cotype q) if there exists
where the expectation above is taken with respect to a uniform choice of signs ε = (ε j ) j ∈ {−1, 1} n . The smallest T (resp. C) for which this holds is denoted T p (X) (resp. C q (X)). We say that X has nontrivial type (resp. nontrivial cotype) if X has type p, for some p ∈ (1, 2] (resp. if X has cotype q, for some q ∈ [2, ∞)). 
Cocycles. By the Mazur-Ulam Theorem (see [MaU]), any surjective isometry
As α is an action by isometries, we have that
Remark 2.3. If (X, · ) is a Banach space, we look at (X, +) as an additive group with a metric given by the norm · . So, we can work with affine isometric actions α : X Y of the additive group (X, +) on a Banach space Y .
Let α : G Y be an action by affine isometries. Its cocycle b is called a
Clearly, b is a coboundary if and only if α has a fixed point. Also, if Y is reflexive, then Im(b) is bounded if and only if b is a coboundary. Indeed, if b is a coboundary, it is clear that Im(b) is bounded. Say Im(b) is bounded and let O be an orbit of the action α. Then the closed convex hull conv(O) must be bounded, hence weakly compact (as Y is reflexive). Therefore, by Ryll-Nardzewski fixed-point theorem (see [R-N] 
The discussion above is well-known, and we isolate it in the proposition below. As we are interested in studying the relations between maps which are expanding, solvent, uncollapsed, and almost uncollapsed, it is important to know that those are actually different classes of maps. The next proposition shows that there are maps which are both solvent and collapsed (see [E] , Theorem 2.1, for a similar example).
In particular, such maps are not expanding.
Proposition 2.5. There exists an affine isometric action R ℓ 2 (C) whose cocycle is Lipschitz, solvent, and collapsed.
Proof. Define an action U : R C N by letting
, for all t ∈ R, and all x ∈ C N . So,
N , and all m ∈ N. As |1−exp(θi)| ≤ |θ|, for all θ ∈ R, it follows that (1 − exp(2πit/2 2 n )) n ∈ ℓ 2 (C), for all t ∈ R. Hence, α t (x) ∈ ℓ 2 (C), for all t ∈ R, and all x ∈ ℓ 2 (C). So, α restricts to an action α :
for all t ∈ R. So, b is Lipschitz. For t = 0, 0 ∈ C R is the only fixed point of U t . Hence, w is the only fixed point of α t . So, as w ∈ ℓ 2 (C), α : R ℓ 2 (C) has no fixed points. Therefore, b is unbounded (see Proposition 2.4). By Proposition 2.1, b is solvent.
Pick
Problem 2.6. Is there a map X → Y which is collapsed, almost uncollapsed and bounded (in particular not solvent), for some Banach spaces X and Y ?
3. Preservation of cotype.
Mendel and Naor solved in [MeN2] the long standing problem in Banach space theory of giving a completely metric definition for the cotype of a Banach space. As a subproduct of this, they have shown that if a Banach space X coarsely (resp. uniformly) embeds into a Banach space Y with nontrivial type, then q X ≤ q Y (see [MeN2] , Theorem 1.9 and Theorem 1.11). In this section we prove Theorem 1.3, which shows that the hypothesis on the embedding X ֒→ Y can be weakened.
For every m ∈ N, we denote by Z m the set of integers modulo m. For every n, m ∈ N, we denote the normalized counting measure on Z 
The infimum of the constants Γ for which (M, d) has metric cotype q with constant Γ is denoted by Γ q (M ). Given n ∈ N and Γ > 0, we define m q (M, n, Γ) as the smallest even integer m such that Inequality 3.1 holds, for all f :
The following is the main theorem of [MeN2] . Although we will not use this result in these notes, we believe it is worth mentioning. 
where C q (X) is the q-cotype constant of X.
We start by proving a simple property of solvent maps. If [a n , b n ] n is a sequence of intervals of the real line such that lim n a n = ∞, b n − a n < S and a n+1 − a n < S, for all n ∈ N, then, we must have
Proof. Let k > 0. Pick N ∈ N so that N ≥ {a 1 + S, k, 2S}, and let
As k was chosen arbitrarily, we are done.
The following lemma is a version of Lemma 7.1 of [MeN2] in the context of the modulus ρ instead of ρ. It's proof is analogous to the proof of Lemma 7.1 of 
(if r = ∞, we use the notation 1/r = 0).
Proof. In order to simplify notation, let m = m q (M, n, Γ) and assume r < ∞ (if r = ∞, the same proof holds with the ℓ r -norm substituted by the max-norm below). Let e 1 , . . . , e n be the standard basis of ℓ
for all x = (x j ) j ∈ Z n m , and define g :
for all ε = (ε j ) j ∈ {−1, 0, 1} n and all x = (x j ) j ∈ Z n m , we must have
Also, as h(x + m 2 e j ) − h(x) = 2s, for all x ∈ Z n m , and all j ∈ {1, . . . , n}, we have that d(g(x + m 2 e j ), g(x)) ≥ ρ f (2s), for all x ∈ Z n m , and all j ∈ {1, . . . , n}. Hence,
Therefore, by the definition of m q (M, n, Γ), we conclude that
Raising both sides to the (1/q)-th power, we are done.
We can now prove the main result of this section. If q Y = ∞ we are done, so assume q Y < ∞. Suppose q X > q Y . Pick q ∈ (q Y , q X ) such that 1/q − 1/q X < 1, and let α = 1/q − 1/q X (if q X = ∞, we use the notation 1/q X = 0).
Let (ε n ) n be a sequence in (0, 1) such that (1 + ε n )n α ≤ n α + 1, for all n ∈ N. By Maurey-Pisier Theorem (see [MP] ), ℓ qX is finitely representable in X. Considering ℓ p (C) as a real Banach space, we have that ℓ p (C) is finitely representable in ℓ p , so ℓ p (C) is finitely representable in X. Therefore, looking at ℓ n p (C) as real Banach spaces, we can pick a (real) isomorphic embedding f n : ℓ
for all n ∈ N, and all t ∈ [0, ∞). Also, as ε n ∈ (0, 1), we have that ω gn (t) ≤ ω ϕ (2t), for all n ∈ N, and all t ∈ [0, ∞).
As Y has nontrivial type and as q > q Y , Theorem 4.1 of [MeN2] gives us that, for some Γ > 0, m q (Y, n, Γ) = O(n 1/q ). Therefore, there exists A > 0 and n 0 ∈ N such that m q (Y, n, Γ) ≤ An 1/q , for all n > n 0 . On the other hand, by Lemma 2.3 of [MeN2] , m q (Y, n, Γ) ≥ n 1/q /Γ, for all n ∈ N. Hence, applying Lemma 3.4 with s = n α and r = q X , we get that, for all n > n 0 ,
As α < 1, we have that sup n |(n + 1) α − n α | < ∞. Therefore, by Proposition 3.3, the supremum over n of the left hand side above is infinite. As ϕ is coarse, this gives us a contradiction.
Proof of Corollary 1.4. If p > 1, this follows straight from Theorem 1.3, the fact that q ℓp = max{2, p} and that ℓ p has nontrivial type. If p = 1, let g : ℓ 1 → ℓ 2 be a uniform embedding (see [No2] , Theorem 5). Then the conclusion of the corollary must hold for the map g • f : ℓ q → ℓ 2 , which implies that it holds for f as well.
Property Q.
For each k ∈ N, let P k (N) denote the set of all subset of N with exactly k elements. Ifn ∈ P k (N), we always writen = {n 1 , . . . , n k } in increasing order, i.e., n 1 < . . . < n k . We make P k (N) into a graph by saying that two distinct elements n = {n 1 , . . . , n k },m = {m 1 , . . . , m k } ∈ P k (N) are connected if they interlace, i.e., if either
We writen <m if n k < m 1 . We endow P k (N) with the shortest path metric. So, the diameter of P k (N) equals k.
Kalton introduced the following property for metric spaces in [K] , Section 4. For ε, δ > 0, a metric space (M, d) is said to have Property Q(ε, δ) if for all k ∈ N, and all f :
For each ε > 0, we define ∆ M (ε) as the supremum of all δ > 0 so that (M, d) has Property Q(ε, δ). For a Banach space X, it is clear that there exists Q X ≥ 0 such that ∆ X (ε) = Q X ε, for all ε > 0. The Banach space X is said to have Property Q if Q X > 0. 
for all x, y ∈ X. Assume that X does not have Property Q. So, ∆ X (R) = 0, and there exists k ∈ N, and f : P k (N) → X with ω f (1) ≤ 1, such that, for all infinite M ⊂ N, there existsn <m ∈ P k (M) such that f (n) − f (m) > R. By standard Ramsey theory (see [T] , Theorem 1.3), we can assume that f (n) − f (m) > R, for alln <m ∈ P k (M).
Pick a positive θ < j. As ω f (1) ≤ 1, we have that f (n) − f (m) ∈ [R, k] , for alln <m ∈ P k (M). Therefore, applying Ramsey theory again, we can get an infinite subset M ′ ⊂ M, and a ∈ [R, k] 
Let Q Y > 0 be the constant given by the fact that Y has Property Q. Let g = (R/a)f . As R/a ≤ 1, we have that
for alln <m ∈ P k (M ′′ ). As j was chosen arbitrarily, (4.1), (4.2) and (4.3) above gives us that j < 2ω ϕ (1)Q −1 Y , for all j ∈ N. As ϕ is coarse, this gives us a contradiction.
(ii) Assume ϕ : B X → Y is a uniformly continuous map, and let t ∈ (0, 1) be such that ρ ϕ (t) > 0. As ϕ is uniformly continuous, we can pick ρ ∈ (t, 1), s, r ∈ (0, ρ) with s < t < r, and γ > 0, such that
for all x, y ∈ ρB X . Assume that X does not have Property Q. So, ∆ X (s) = 0. Fix j ∈ N. Then, there exists k ∈ N, and f :
Without loss of generality, we can assume that f (n) − f (m) > s, for alln <m ∈ P k (M).
Pick a positive θ < (r − s).
, we can use Ramsey theory once again to pick an infinite
Letm 0 be the first k elements of M ′ , and
for alln <m ∈ P k (M ′′′ ). As j was chosen arbitrarily, (4.4), (4.5) and (4.6) gives us that γ < 2ω
Y , for all j ∈ N. As ϕ is uniformly continuous, this gives us a contradiction.
We can now prove the following generalization of Theorem 5.1 of [K] .
Theorem 4.2. Let X and Y be Banach spaces, and assume that Y is reflexive (resp. super-reflexive). If either (i) there exists a coarse solvent map X → Y , or
(ii) there exists a uniformly continuous map ϕ : B X → Y such that ρ ϕ (t) > 0, for some t ∈ (0, 1), then, X is either reflexive (resp. super-reflexive) or X has a spreading model equivalent to the ℓ 1 -basis (resp. trivial type).
Proof. By Corollary 4.3 of [K] , any reflexive Banach space has Property Q. By Theorem 4.5 of [K] , a Banach space with Property Q must be either reflexive or have a spreading model equivalent to the ℓ 1 -basis (in particular, have nontrivial type). Therefore, if Y is reflexive, the result now follows from Theorem 4.1.
For an index set I and an ultrafilter U on I, denote by X I /U the ultrapower of X with respect to U. Say Y is super-reflexive. In particular, by Corollary 4.3 of [K] , every ultrapower of Y has Property Q. If X maps into Y by a coarse and solvent map, then X I /U maps into Y I /U by a coarse and solvent map. Therefore, it follows from Theorem 4.1 that every ultrapower of X has Property Q. Suppose X has nontrivial type. Then, all ultrapowers of X have nontrivial type. Therefore, by Theorem 4.5 of [K] , we conclude that all ultrapowers of X are reflexive. Hence, item (i) follows.
Similarly, if there exists ϕ : B X → Y as in item (ii), then the unit balls of ultrapowers of X are mapped into ultrapowers of Y by maps with the same properties as ϕ, and item (ii) follows.
Proof of Theorem 1.5. Item (ii) of Theorem 1.5 follows directly from item (ii) of Theorem 4.2.
Remark 4.3. The statement in Theorem 1.5 cannot be improved so that if X embeds into a super-reflexive space, then X is either super-reflexive or it has an ℓ 1 -spreading model. Indeed, it was proven in Proposition 3.1 of [NS] that ℓ 2 (ℓ 1 ) strongly embeds into L p , for all p ≥ 4. As (⊕ n ℓ n 1 ) ℓ2 ⊂ ℓ 2 (ℓ 1 ), it follows that (⊕ n ℓ n 1 ) ℓ2 strongly embeds into L 4 . However (⊕ n ℓ n 1 ) ℓ2 is neither super-reflexive nor contains an ℓ 1 -spreading model.
Embeddings into Hilbert spaces.
In [R] , Randrianarivony showed that a Banach space X coarsely embeds into a Hilbert space if and only if it uniformly embeds into a Hilbert space. This result together with Theorem 5 of [No2] , gives a positive answer to Problem 1.1 for Y = ℓ p , for p ∈ [1, 2]. In this section, we show that Problem 1.2 also has a positive answer if Y is ℓ p , for any p ∈ [1, 2].
First, let us prove a simple lemma. For δ > 0, a subset S of a metric space Proof. Let n ∈ N. As f |S is solvent and ω f (δ) < ∞, we can pick R > 0 such that
Let ρ(t) = (ρ f (t)) 2 , for all t ≥ 0. As X 1dµ = 1, Inequality 5.1 gives us that items (i) and (ii) are satisfied. As f is solvent, we also have that lim sup t→∞ ρ(t) = ∞. The proof that g is a negative definite kernel is contained in Step 2 of [JR] and the proof that g is continuous is contained in Step 3 of [JR] . As both proofs are simple computations, we omit them here.
We can now prove the main theorem of this section. For that, given a probability space (Ω, A, µ), we denote by L 0 (µ) the space of all measurable functions Ω → C with metric determined by convergence in probability. Proof. We only need to show that (iv) implies (vi). Indeed, the equivalence between (i), (ii), and (vi) were established in [R] , Theorem 1 (see the paragraph preceeding Theorem 1 of [R] as well). By [Ro] , Theorem 2, if X uniformly embeds into a Hilbert space H then X strongly embeds into ℓ 2 (H). Hence, (ii) and (iii) are also equivalent. Using Proposition 2.2 with E being the standard basis of ℓ 2 , we get that (v) implies (iv). Hence, once we show that (iv) implies (vi), all the equivalences will be established. Let H be a Hilbert space and f : X → H be a coarse solvent map. Let α > 0, ρ and g : X → R be given by Lemma 5.2. Define F (x) = e −g(x) , for all x ∈ X. So, F is a positive definite function (see [No1] , Theorem 2.2). As F is also continuous, by Lemma 4.2 of [AMMi] applied to F , there exist a probability space (Ω, A, µ) and a continuous linear operator U : X → L 0 (µ) such that
itU(x)(w) dµ(w), for all t ∈ R, and all x ∈ X.
As U is continuous, we only need to show that U is injective and its inverse is continuous. Suppose false. Then there exists a sequence (x n ) n in the unit sphere of X such that lim n U (x n ) = 0. By the definition of convergence in L 0 (µ), this gives us that lim n F (tx n ) = 1, for all t ∈ R. As lim sup t→∞ ρ(t) = ∞, we can pick t 0 > 0 such that e −ρ(t0) < 1/2. Hence, we have that
As lim n F (t 0 x n ) = 1, this gives us a contradiction.
Proof of Theorem 1.6. This is a trivial consequence of Theorem 5.3 and the equivalence between coarse and uniform embeddability into ℓ p , for p ∈ [1, 2] (see [No2] , Theorem 5).
6. Embeddings into ℓ ∞ .
Kalton proved in [K3] , Theorem 5.3, that uniform embeddability into ℓ ∞ , coarse embeddability into ℓ ∞ and Lipschitz embeddability into ℓ ∞ are all equivalent. In this section, we show that Problem 1.2 also has a positive answer if Y = ℓ ∞ .
The following lemma is Lemma 5.2 of [K3] . Although in [K3] the hypothesis on the map are stronger, this is not used in their proof.
Lemma 6.1. Let X be a Banach space and assume that there exists a Lipschitz map X → ℓ ∞ that is also almost uncollapsed. Then X Lipschitz embeds into ℓ ∞ .
So, F is also Lipschitz. Now notice that, as f is continuous, we have that
Hence, if x = y, by letting q = t x − y −1 , we obtain that
So, F is a Lipschitz embedding.
Proof of Theorem 1.7. By Theorem 5.3 of [K3] , items (i), (ii) and (iii) of Problem 1.1 are all equivalent. Using Proposition 2.2 with E being the standard basis of c 0 , we have that item (v) of Problem 1.2 implies item (iv) of Problem 1.2. Hence, we only need to show that item (iv) of Problem 1.2 implies that X Lipschitz embeds into ℓ ∞ . For that, let f : X → ℓ ∞ be a coarse solvent map. Without loss of generality, we may assume that f (x) − f (y) ≤ x − y , for all x, y ∈ X, with x − y ≥ 1. Let N ⊂ X be a 1-net. Then f |N is 1-Lipschitz and solvent. Recall that ℓ ∞ is a 1-absolute Lipschitz retract, i.e., every Lipschitz map g : A → ℓ ∞ , where M is a metric space and A ⊂ M , has a Lip(g)-Lipschitz extension (see [K2] , Subsection 3.3). Let F be a Lipschitz extension of f |N . By Lemma 5.1, F is solvent. Hence, by Lemma 6.1, it follows that X Lipschitz embeds into ℓ ∞ .
Open questions.
Besides Problem 1.1 and Problem 1.2, there are many other interesting questions regarding those weaker kinds of embeddings. We mention a couple of them in this section.
Raynaud proved in [R] (see the corollary in page 34 of [R] ) that if a Banach space X uniformly embeds into a superstable space (see [R] for definitions), then X must contain an ℓ p , for some p ∈ [1, ∞). Hence, in the context of those weaker embeddings, it is natural to ask the following.
Problem 7.1. Say an infinite dimensional Banach space X maps into a superstable space by a map which is both uniformly continuous and almost uncollapsed. Does it follow that X must contain ℓ p , for some p ∈ [1, ∞).
Similarly, if was proved in [BrSw] that if a Banach space X coarsely embeds into a superstable space, then X must contain an ℓ p -spreading model, for some p ∈ [1, ∞). We ask the following. Problem 7.2. Say an infinite dimensional Banach space X maps into a superstable space by a map which is both coarse and solvent. Does it follow that X must contain an ℓ p -spreading model, for some p ∈ [1, ∞).
The properties of a map being solvent (resp. almost uncollapsed) are not necessarily stable under Lipschitz isomorphisms. Hence, the following question seems to be really important for the theory of solvent (resp. almost uncollapsed) maps between Banach spaces. Problem 7.3. Assume that there is no coarse solvent (resp. uniformly continuous almost uncollapsed) map X → Y . Is this also true for any renorming of X?
At last, we would like to notice that we have no results for maps X → Y which are coarse and almost uncollapsed. Hence, we ask the following.
Problem 7.4. What can we say if X maps into Y by a map which is coarse and almost uncollapsed map? Is this enough to obtain any restriction in the geometries of X and Y ?
