This paper establishes an innovative and efficient multiresolution adaptive approach combined with high-resolution methods, for the numerical solution of a single or a system of partial differential equations. The proposed methodology is unconditionally bounded (even for hyperbolic equations) and dynamically adapts the grid so that higher spatial resolution is automatically allocated to domain regions where strong gradients are observed, thus possessing the two desired properties of a numerical approach: stability and accuracy.
Introduction
The numerical solution of partial differential equations (PDEs) that present steep moving fronts, in one or multiple dimensions, is an important subject of research in different areas. In this work we consider a class of non-linear advection-diffusion-reaction equations of the generic form with initial values uðt ¼ 0; xÞ ¼ u 0 ðxÞ . The main focus will be, however, in the particular but more difficult hyperbolic equation case that occurs when Eq. (1) is dominated by advection (i.e. diffusivity, t ! 0). It is well known that non-linear hyperbolic equations may develop singularities even for smooth initial conditions, and conventional higher-order discretization schemes applied to the advective term may not be adequate, leading to the appearance of non-physical oscillations. The upwind differencing scheme (UDS1) proposed by Courant et al. [3] is unconditionally stable, but due to its first-order accuracy is not recommended.
To overcome these difficulties an extensive amount of research in computational fluid dynamics has been directed towards the development of accurate and bounded non-linear convective schemes. Several discretization schemes were proposed on the total variation diminishing framework (TVD) [10, 27] , and more recently on the normalized variable formulation (NVF) [20] and its extension, the normalized variable and space formulation (NVSF) of Darwish and Moukalled [4] , to be described below.
In order to improve the computational efficiency, in this work we propose the use of high-resolution schemes combined with an adaptive mesh technique inspired on wavelet theory. In this approach, higherorder accuracy is combined with a multiresolution mesh refinement technique in order to achieve a nearly constant discretization error throughout the computational domain, and thus reducing the memory and CPU requirements, while keeping the same level of accuracy with respect to the equivalent uniform mesh approach.
The basic idea of multiresolution analysis was formalized in a rigorous way by Mallat [22] in the context of orthonormal wavelets. More recently, Harten [12] proposed a general framework for mutiresolution representation of data in order to reduce the number of flux computations with expensive methods such as ENO schemes [11] . In Harten's approach the ENO scheme is used near singularities, while on the smooth regions the numerical fluxes are evaluated with inexpensive interpolations from surrounding grid points. This methodology may produce moderate CPU reductions, but is rather limited since for each time step the solution is still represented on the finest grid. In the approach adopted in this work, the multiresolution representation of data is used to adequately adapt the mesh. In regions of strong gradients a higher number of grid points is allocated while on the smooth regions only the low grid resolution levels are used, without loss of any relevant information. The rejected grid points can easily be reconstructed from lower grid resolution levels, if necessary. This fully adaptive multiresolution approach is similar to the wavelet-based grid generation method proposed by Jameson [15] for orthogonal Daubechies wavelets and the formulation of Bertoluzza [1] and Holmstr€ o om [14] for interpolating wavelets.
The main advantage of the dynamical adaptation of the mesh based on the multiresolution approach lies in the fact that, frequently, only very small parts of the domain exhibit sharp gradients. In these situations, it is a much better alternative to store only the significant information and perform the time integration in this reduced set of grid points. There is, however, the need to dynamically adapt the mesh as the solution evolves but, as will be demonstrated, this overhead is not significant and globally there are significant memory and CPU time savings as compared to the corresponding fixed grid approach. This paper is organized as follows: the SMART high-resolution scheme is presented in the context of the NVSF. Then, the multiresolution adaptive strategy is explained and applied to the solution of five test cases which include hyperbolic PDEs with very strong gradients and the classical shock-tube problem of gas dynamics. The paper ends with a summary of the main conclusions.
High-resolution schemes
Discretization of the convection term in Eq. (1) deserves special treatment, as described in Section 1. For the implementation of high-resolution schemes we follow the NVSF of Darwish and Moukalled [4] , which is an extension to non-uniform grids of the NVF of Leonard [20, 21] . In the NVSF approach, the convection flux F and the co-ordinate x are normalized as
where the subscripts U and D refer to the upstream and downstream points to node P which is, itself, upstream of the face f under consideration, as shown in Fig. 1 . Note that the labeling of the grid points depends on the local velocity, a, calculated at face f by linear interpolation from surrounding nodes:
with a i ðdF =duÞ i . In general, a differencing scheme (of order 3 or less) is used to evaluate the face flux F f as function of the neighbouring cell values (U, P and D), which can be written in the form
Using the NVSF, Eq. (5) can be rewritten as
where
The appearance of unphysical oscillations in the computed solution can be avoided if the face flux F f lies within the bounds of its surrounding values, F P and F D . Gaskell and Lau [8] formulated the convective boundedness criterion (CBC), which is an elegant and rigorous framework for the development of highresolution schemes. The CBC states that the functional relationship of an interpolation scheme applied to a generic face f, F high-resolution scheme must revert to the first-order upwind (UDS1) in order to preserve boundedness, i.e.
The CBC is easily illustrated on a normalized variable diagram (NVD), as shown in Fig. 2 by the shadowed area together with the line of unitary slope. The straight lines shown in this figure are for the firstorder upwind (UDS1) and downwind differencing schemes (DDS), the second-order upwind (UDS2) [24] and central differences schemes (CDS2) and for the third-order quadratic upwind scheme (QUICK or UDS3) of Leonard [19] . The only linear differencing scheme that fully satisfies the CBC is the first-order UDS1. Indeed, in a important paper, Godunov [9] showed that all monotone linear schemes achieve, at most, first-order accuracy. Hence, the only way to circumvent this limitation is by introducing non-linear composite schemes, and the CBC together with the NVD provide an easy framework to create high-resolution schemes.
A number of high-resolution schemes were formulated in the context of the NVSF methodology. In this work we selected the popular MINMOD [10] and SMART [8] schemes, which are expressed in the NVSF as [4] : and are illustrated in Fig. 3 in the NVD. It should be noted that both high-resolution schemes cross the point ðx
f Þ which is a requirement for second-order accuracy [4] . The non-linear Eqs. (11) and (12) can be written in compact form as
which are better suitable for implementation in a numerical code. Calculation of a face flux is a straightforward task, and takes the following four steps:
ii(i) calculate the face velocity using Eq. (4) and identify the P, U and D grid points (as illustrated in (7), (9) and (10); (iii) choose a high-resolution scheme and compute the normalized face flux F _ f using Eq. (13) or (14); (iv) revert the face flux back to dimensional form:
Multiresolution representation of data
Consider a set of dyadic grids on the form
where j identifies the resolution level and k the spatial location, as illustrated in Fig. 4 . Assume that the solution is known on grid V j , and we want to extend it to the finer grid V jþ1 . Values on the even-numbered grid points are known from the corresponding values on the lower resolution grid: Values on the odd-numbered grid points in V jþ1 are computed by adequate interpolation from the known even-numbered grid points (present in V j ). A common practice in wavelet-based methods is to utilize symmetric interpolating polynomials [14, 28] , but, to be consistent with the discretization used for the problematic convection term, we propose the use of the high-resolution interpolating schemes. The normalized difference between the interpolated value, I j ðu jþ1 2kþ1 Þ, and the real one, u jþ1 2kþ1 , is called interpolative error coefficient, d j k , and is expressed as
where u ref is a reference value of the dependent variable. We suggest the use of either
j Þ or a known maximum value of the dependent variable. The interpolative error coefficients are thus a measure of the local ''irregular'' behaviour of the function. If the value of d j k is below a given (small) threshold e, then the grid point x jþ1 2kþ1 can be rejected without loss of significant information (for small e) since it can be reconstructed from the preserved information obtained from the coarser grid V j . A function that varies abruptly only in a narrow area of the domain will have most of the d j k coefficients close to zero and so the information can be compressed with great efficiency without loss of accuracy. This multiresolution approach has been also extensively studied in the context of image compression, and the interested reader is referred to the work of Zhou [29] .
Finally, it should be noted that the multiresolution approach must select the relevant grid points in a tree-like structure, as illustrated in Fig. 5 ). The maximum level of resolution is specified by the user so that grid coalescence is avoided in problematic regions (typically in this work we used J max ¼ 12). The user also supplies the minimum level of resolution, and all the grid points pertaining to this level of resolution are always conserved throughout the computations (typically in this work we set J min ¼ 4). 
Adaptation strategy
During the time integration of the PDE the grid should be continuously adapted, so that it can automatically adjust to reflect the transient behaviour of the solution. The grid adaptation strategy can be summarized in the following steps: 
in order to avoid that the sharp front leaves the maximum resolution level leading to a loss of precision. 
Temporal integration
Time integration was done with the public domain first-order ordinary differential equation (ODE) solver LSODA [23] . This flexible routine solves the initial boundary problem for stiff or non-stiff systems of first-order ODEs by dynamically switching the integration methods in accordance to the stiffness of the problem. For non-stiff systems it uses Adams method with variable step size and order (up to 12th order), while for stiff systems it uses Gear (or BDF) method with variable step size and order (up to fifth order). The admissible error used in the time integration was always small enough in order to assure that the differences between the exact and computed values are mainly due to inaccuracies in the space discretization.
The complete algorithm, including grid adaptation strategy and temporal integration, is summarized in Fig. 6 .
Results
In this section we present the results obtained in five test cases to assess the accuracy and robustness of the proposed strategy under different situations. We begin by solving the classical linear advection equation. Then we solve Burgers' non-linear equation with a smooth initial condition, to show the ability of the method to capture a self-sharpening front. The inclusion of a strong source term is illustrated in the third example and then we proceed to the solution of a simple system of two hyperbolic PDEs which are linked by source terms. In the final example we solve the more complex system of Euler equations for gas dynamics.
All the calculations were performed in a 700 MHz Intel Pentium III â personal computer with 128 MB DRAM.
Linear advection equation
The linear advection equation, is used to assess the robustness and accuracy of the discretization schemes. For convenience, a ¼ 1 was used. The initial and boundary conditions used were the classical benchmark advection of a step profile, given by uðx; 0Þ ¼ 1; uð0; tÞ ¼ 0:
The numerical results obtained in two uniform meshes with 2 8 þ 1 and 2 10 þ 1 grid points are presented in Fig. 7 to illustrate convergence with mesh refinement for this difficult problem. As expected, the unbounded schemes show severe unphysical oscillations, which decrease in magnitude and increase in frequency with mesh refinement. On the other hand, the first-order upwind and the high-resolution schemes do not suffer from this problem due to their inherent boundedness property. However, due to the low order of accuracy, the first-order upwind scheme is not recommended, since it induces large diffusive errors in the computed solution. Indeed, it is nowadays common policy for most archival journals that first-order schemes should be avoided [7] . The SMART scheme was found to be highly robust and clearly the most accurate, thus making it the chosen scheme to the treatment of the convection term in the following examples, unless otherwise stated.
The present test case, with an exact solution given by a moving step with velocity a ¼ 1, offers a convenient means of assessing the performance of the proposed adaptation strategy. Guided by the previous results, the convection term was discretized with the SMART high-resolution scheme in the adapted nonuniform grid. Furthermore, it should be clear that there is no need to reconstruct any values from lower levels of resolution (a very time-consuming process), except during the grid adaptation stage of the algorithm.
The number of grid points used by the adaptation algorithm for two threshold values (e ¼ 10 À3 and 10 À5 ) is presented in Fig. 8 . The minimum and maximum levels of resolution adopted were J min ¼ 4 and J max ¼ 12, respectively, and the parameters used in the adaptation algorithm were
The computed solution with the SMART scheme is presented in Fig. 9 (a) at t ¼ 0:5. As can be seen, the adaptation algorithm is performing well and the step is predicted with high accuracy. The distribution of the grid points is represented in Fig. 9 (b) in terms of position and resolution level. The smooth regions of the solution are resolved by the coarse resolution levels while the higher levels are only required near the step location, thus illustrating the efficient data compression of the adaptive strategy.
The same problem was solved on equivalent uniform meshes having 2 Jmax þ 1 grid points, with the aim of calculating the speed-up factors, defined as the ratio of CPU times for the uniform mesh and the adaptive calculations. The accuracy of the computed solutions is equivalent for both approaches for each J max but, as seen in Table 1 , the speed-up factors are high, thus proving the efficiency of the proposed multiresolution approach. In addition, the speed-up factor is seen to increase significantly with mesh refinement (almost at the optimum rate of 2), and can be as high as we want, which contrasts with the multiresolution approach of Harten [12] where the attained speed-up factors are only of order 2-5.
Burgers' equation
This example considers the numerical solution of the classical inviscid Burgers' equation [6] :
where u, x and t are the dimensionless dependent and independent variables which can be seen as velocity (or other advected property), space co-ordinate and time, respectively. Burgers' equation is similar in form to the linear advection equation, except that the convective term is non-linear thus allowing discontinuous solutions to develop. The initial and boundary conditions considered for this standard test were the same as in [2] : uðx; 0Þ ¼ sin 2px ð Þþsin px ð Þ=2; uð0; tÞ ¼ uð1; tÞ ¼ 0:
This smooth initial condition is very convenient to test the ability of the adaptation method for adequately capturing the strong shock that is formed at t ffi 0:158, and then propagates to the right. The computed results and the exact solution are presented in Fig. 10 for various elapsed times, showing a perfect agreement and tight shock resolution. The parameters used in the adaptation algorithm were e ¼ 10 À3 , N R ¼ N L ¼ 2 and minimum and maximum resolution levels of 4 and 12, respectively. Fig. 10 also shows the location and the resolution levels of the grid points in the adaptive mesh at t ¼ 0, t ¼ 0:158 and t ¼ 1. At this last time, the grid points are clearly concentrated and distributed through the various resolution levels at the exact position of the shock. Fig. 11 shows the time evolution of the number of grid points used by the adaptation algorithm. It is interesting to note that the appearance of the discontinuity in the computed solution corresponds to a significant decrease in the number of grid points needed to compute the solution to the prescribed Fig. 11 . Time evolution of the number of grid points used by the adaptation algorithm for the solution of Burgers' equation. Adaptation parameters as in Fig. 10 . threshold. This result is very important since it demonstrates a virtue of the current strategy as compared to other approaches, such as the moving mesh method, where a constant number of grid points are used throughout the computations. The proposed strategy uses only the grid points that are actually necessary to attain a given precision, and so is more versatile and efficient. Table 2 compares the CPU times required by the constant grid and adaptive approaches. Once again the speed-up factors are notorious, which shows the good performance of the proposed adaptive strategy.
Glacier growth model
This example analyses a simple one-dimensional model for glacier growth [16] , which is useful to study the possible effect of source terms and non-linear fluxes. Consider a glacier, of height h x; t ð Þ, that rests upon a flat mountain. The laws for conservation of mass and momentum govern the flow of the glacier, assumed to be an incompressible viscoplastic fluid. It can be shown that the evolution of the glacier height is described by the following non-homogeneous parabolic convection-diffusion equation (for a detailed derivation consult [16] ):
Following [16, 17] we solved Eq. (22) with t ¼ 0:01, F ðhÞ ¼ ðh þ 3h 6 Þ=4 and GðhÞ ¼ 3h 6 , in the interval À0:5 6 x 6 2:5, subjected to the following initial and boundary conditions: which does not account for seasonal variations (i.e. the source term is independent of time). The solution for time evolution of the glacier height and the distribution of the grid points at t ¼ 1 are presented in Fig. 12 . The number of grid points used by the adaptation algorithm is shown in Fig. 13 , and it can be concluded that a steady-state solution is achieved approximately at t ¼ 3:1, when there is an exact balance between the effects of ablation and of the glacier forward movement.
As an interesting variation of the above problem, we consider now the growth of a newly formed glacier, that is h x; 0 ð Þ ¼ 0. Let the glacier be restricted to the interval ½À5; 5 and assume that the source term is [16] The computed solution representing the time evolution of the glacier growth is given in Fig. 14 , which shows profiles of the glacier height at three different times, together with the distribution of the grid points across the resolution levels at the middle time, when a solidification front is present.
The proposed adaptive multiresolution strategy is particularly adequate for this difficult problem because it can adequately capture and resolve the main discontinuity due to the solidification front, but it is also able to resolve other small details of the solution due to the variable source term. The small height oscillations observed on the glacier are originated by seasonal variations (note that the source term, when viewed on the x-t plane, tends to form an interference pattern due to the phase lag of the sine functions at different x-positions, which is the direct cause of the height oscillations).
It is instructive to compare the present solution with those of [16, 17] ; the resolution here is apparently better. In fact in [17] the authors did not believe that the oscillations were of ''physical'' nature; they ob- served that the oscillations remained with mesh refinement and so they argued that it was a failure of their SD2 scheme.
In Fig. 14(c) the glacier has attained a ''steady'' profile (except for the small seasonal variations which are always present), as can also be inferred from Fig. 15 , showing a small cyclic variation (with a one year period) of the required number of grid points at around 1000. 
Double pulse propagation
Now consider a simple model of double pulse propagation moving in opposite directions, which interact when they cross, according to
This simple example illustrates the applicability of the proposed strategy to solve hyperbolic systems of PDEs. The initial and boundary conditions considered were Fig. 16 . The corresponding number of grid points used by the adaptation algorithm is plotted in Fig. 17 ; during the propagation stages, before and after interaction, the number of grid points remains approximately constant (at around 200 and 225), and during the pulse interaction it actually drops. The minimum number of grid points occurs at the moment when the discontinuities of the two pulses coincide (there are only two fronts, instead of four).
Euler system of equations
In this final example the adaptive strategy is tested in the one-dimensional Euler conservation laws for gas dynamics,
where q, u and E are the gas density, velocity and total energy per unit volume, respectively. The pressure, p, is given by
where c is the ratio of specific heats, which takes the usual value of 1.4, a good approximation for air. We solved the benchmark Riemann problem proposed by Sod [25] , which consists of the initial data with a discontinuity in density and total energy at x ¼ 0:5. Several approaches can be found in the literature for the solution of Euler system of equations, either in the context of Riemann solvers [13] or pressure-based algorithms [5] .
In this work we selected the semi-discrete central scheme of Kurganov and Tadmor [17] , which is an extension to higher-order accuracy of the well-known Lax-Friedrichs scheme [18] . This semi-discrete central scheme requires the use of a TVD limiter. It is not difficult to modify the SMART scheme so that the resulting piecewise linear formulation in NVSF satisfies TVD constraints, and a recent proposal in that direction was put forth by Song et al. [26] , the WACEB high-resolution scheme. In this scheme a normalized face flux is calculated from the expression:
which is only different from the SMART formulation (14) for small positive F _ P values. Results for the gas density distribution and the corresponding location of grid points at times t ¼ 0:1 and 0.2 are presented in Fig. 18 . The number of grid points used by the adaptation algorithm is plotted in . Once again, the adaptation method proves to be efficient, since a data compression of about 95% is obtained.
Conclusions
The novel grid adaptation method presented here, based on the multiresolution approach combined with high-resolution schemes, proved to be very efficient and accurate for the solution of several types of PDEs, ranging from the linear advection equation to the hyperbolic system of Euler equations for gas dynamics. The examples presented demonstrated that a higher grid density is automatically allocated to the regions where the transient solution exhibits sharp gradients, while a coarser grid is used elsewhere, thus making this approach very efficient in terms of memory and CPU time. The adaptive strategy was found to conserve the accuracy of the high-resolution scheme applied to a fixed grid, while reducing the CPU time and memory requirements by more than an order of magnitude, in most cases.
The current simplicity of the method stems from the one-dimensional implementation. The extension to multiple dimensions is possible, and is currently under investigation. Its complexity will increase, but the gains in the performance are expected to be higher than in the one-dimensional case.
