Moreover, local L 2 superconvergence for the velocity along the Gauss lines and for the pressure at the Gauss points is derived for the mixed finite element method via the Ritz-Volterra projection, and global L 2 superconvergence for the velocity and the pressure is also investigated by virtue of an interpolation postprocessing technique. On the basis of the superconvergence estimates, some useful a posteriori error estimators are presented for this mixed finite element method.
1. Introduction. As mentioned in [18, 19] , the non-Fickian flow of fluid in porous media is complicated by the history effect which characterizes various mixing length growth of the flow and can be modeled by an integro-differential equation: Find u = u(x, t) such that where
is an open bounded domain with smooth boundary ∂Ω, J = (0, T ) with T > 0, A(t) = A(x, t) and B(t, s) = B(x, t, s) are two 2 × 2 or 3 × 3 matrices, and A is positive definite, and c, f , g, and u 0 are known smooth functions. This kind of model can arise, e.g., from the transport of contaminants in the subsurface, which is of great interest for engineers, physicists, and mathematicians involved in porous media flows modeling. The evolution of a reactive chemical within a velocity field exhibits excitement on many scales, typically represented by using the classical Fickian dispersion theory. For instance, the evolution in such a velocity field, when modeled with Fickian-type constitutive laws, leads to a dispersion tensor dependent upon the timescales of observation. Hence, to avoid this difficulty, nonlocal Fickian models have been recently proposed, in which the dispersion term arising from integration with respect to time makes the flow non-Fickian, since it is not a pure diffusion term. For example, Chen, Ewing, and Lazarov [4, 5] , Cushman [6] , Cushman, Hu, and Deng [7] , Cushman, Hu, and Ginn [8] , and Hu, Deng, and Cushman [23] have developed a nonlocal theory and some applications for the flow of fluid in porous media. Furtado et al. [21] , Glimm et al. [22] , Neuman and Zhang [29] , and Ewing [12, 13, 14] also studied the history effect of various mixing length growth for flow in heterogeneous porous media. In a recent laboratory experimental investigation of contaminant transport in heterogeneous porous media [32] , some nonlocal behavior of dispersion tensors have been observed.
There is now sizeable literature on the numerical approximations of the problem (1.1). In [31] , the method of backward Euler and Crank-Nicolson combined with a certain numerical quadrature rule is employed to deal with the time direction, which aims at reducing the computational cost and storage spaces due to the memory effect. Finite element methods have been also developed for the problem (1.1) during the past ten years [2, 3, 25, 26, 27, 28, 34] , in which optimal and superconvergence can be found for the corresponding finite element approximations in various norms, such as L p with 2 ≤ p ≤ ∞. In particular, the method of using the Ritz-Volterra projection, discovered by Cannon and Lin [2] , proved to be a powerful technique behind the analysis. In fact, in [28] the concept of Ritz-Volterra projection is proposed to unify much of the analysis of standard finite element methods for different types of problems, such as parabolic and hyperbolic integro-differential equations and Sobolevand viscoelasticity-type equations. See [16, 17] for recent developments on finite volume element approximations, where the Ritz-Volterra projection is also employed.
However, to the best of our knowledge, there are few results except [18, 19, 24] available concerning the mathematical formulation and analysis of the mixed finite element method for (1.1). Unlike the standard finite element method, the mixed finite element method can give the numerical approximations of the velocity field and the pressure field at the same time, and also maintains the physical conservation, so that it is more favorable. Certainly, its theoretical analysis is more complicated than that of the standard finite element method. In [18, 19] the authors dealt with the general setting of the problem. However, the formulation and analysis given in [24] are valid for only a special case; i.e., the operator B is proportional to the operator A. The reader is referred to [24] for this special case. The mathematical difficulty associated with the analysis of numerical approximations to the solution of (1.1) lies on the integral term added to standard parabolic equations [33, 34] . In order to overcome this difficulty, the so-called mixed Ritz-Volterra projection will be proposed in section 2.
In the present paper we are concerned with the approximate solutions of (1.1) by mixed finite element methods. Sharper L 2 -error estimates than those in [18, 19] are obtained by employing a mixed Ritz-Volterra projection rather than the Ritz projection used in [18, 19] . In addition, local L 2 superconvergence for the velocity along the Gauss lines and for the pressure at the Gauss points is derived, and with the aid of an interpolation postprocessing method global L 2 superconvergence is also considered for the velocity and the pressure.
The paper is organized in the following way. In section 2, we give some necessary preparations, introduce the mixed Ritz-Volterra projection, and analyze its approximation properties. In section 3, we derive a sharper error estimate for the mixed finite element approximations in the L 2 -norm. Sections 4 and 5 are devoted to the local and global superconvergence analysis of the mixed finite element method, respectively.
2. The mixed Ritz-Volterra-type projection. In this section, we give the mixed finite element approximate formula for the parabolic integro-differential equation (1.1) and the mixed Ritz-Volterra projection. For simplicity, the method will be presented on plane domains.
Let W := L 2 (Ω) be the standard L 2 space on Ω with norm · 0 . Denote by
the Hilbert space equipped with the following norm:
There are several ways to discretize the problem (1.1) based on the variables σ and u; each method corresponds to a particular variational form of (1.1) [18, 19] . Let T h be a finite element partition of Ω into triangles or quadrilaterals which is quasi-uniform. Let V h × W h denote a pair of finite element spaces satisfying the Brezzi-Babuska condition. For example, the elements of Raviart and Thomas [30] would be a good choice for V h and W h . Although our results are based on the use of Raviart-Thomas elements of any order k, their extension to other stable elements can be discussed without any difficulty.
Let us recall from [18] that the weak mixed formulation of (1.1) is given by finding (u, σ) ∈ W × V such that
where
, and R(t, s) is the resolvent of the matrix A −1 (t)B(t, s) and is given by
Here ·, · indicates the L 2 -inner product on ∂Ω. The corresponding semidiscrete version seeks a pair (u h , σ h ) ∈ W h ×V h such that
The discrete initial condition u h (0, x) = u 0,h , where u 0,h ∈ W h is some appropriately chosen approximation of the initial data u 0 (x), should be added to (2.2) for starting. The pair (u h , σ h ) is a semidiscrete approximation of the true solution of (1.1) in the finite element space W h × V h [1, 18, 19, 31] , where σ h (0, x) is chosen to satisfy (2.2) with t = 0; namely, it is related to u 0,h as follows:
where g 0 = g(0, x) is the initial value of the boundary data.
In [18] , utilizing the mixed Ritz projection we have obtained for the RaviartThomas element of the lowest order that
Also, we can extend easily the result to the case of any order k (≥ 1) to get
In fact, we can improve the error estimate by extending the idea from [2, 3] to introduce a new nonlocal projection incorporated with the memory effects, which allows us to obtain a sharper error estimate in regularity than that indicated in (2.4) . This new projection is a natural extension of the standard RitzVolterra projection in the standard finite element method to the case of the mixed finite element approximations with memory. We refer the readers to [2, 3] and [28] for the analysis and applications of the Ritz-Volterra projection for standard finite element approximations to parabolic and hyperbolic integro-differential equations.
Before the mixed Ritz-Volterra projection is given, we need the following RaviartThomas projection [30] :
which has the following properties:
The following approximation properties hold:
7)
where α = A −1 . The pair (ū h ,σ h ) is called the mixed Ritz-Volterra projection of (u, σ). 8) or, according to (2.5),
In order to analyze (ξ, η), let us recall from [10] the following results. Lemma 2.2. Let the index k of V h × W h be at least one and let
If z ∈ W h satisfies the relations
then there exists h 0 > 0 sufficiently small such that, for all 0 < h ≤ h 0 ,
Moreover, we also need the following lemma. Lemma 2.4. Assume that the matrix A(t) is positive definite. Then the norms ||σ|| We are now ready to state and prove our main result in this section. Theorem 2.5. For (u, σ) ∈ W × V its mixed Ritz-Volterra projection (ū h ,σ h ) defined by (2.7) exists and is unique. Moreover, there is a positive constant C > 0, independent of h > 0 small, such that the error (u −ū h , σ −σ h ) can be estimated by
Proof. We first prove the existence and uniqueness of the mixed Ritz-Volterra projection. If M = 0, then it follows from [1] that (ū h ,σ h ) exists uniquely. If M is nonzero, we see that (2.7) in fact can be written as a Volterra system for (ū h ,σ h ), i.e.,
where A h and B h are matrices with A h nonsingular and F h is a vector associated with the solution (u, σ). Hence, the theory of Volterra equations implies that (ū h ,σ h ) exists uniquely. Next we turn our attention to error estimates. It follows from (2.6) and (2.9) that
Now we apply either Lemma 2.2 with s = 0 or Lemma 2.3 with k = 0 to (2.9). Then, for h small and for Ω 2-regular we have for 0 ≤ r ≤ k + 1 that
11) where
Letting ϕ ∈ H 1 (Ω) 2 , then we derive from (2.5) and (2.8) that
which, together with (2.6), indicates that
that is,
This, together with Gronwall's lemma, implies that
Substitute (2.12) into (2.11) to obtain
Therefore, for 0 ≤ r ≤ k + 1 we have
and applying Gronwall's lemma leads to
Since, by (2.5), (∇ · ν, w h ) = (∇ · ξ, w h ) for w h ∈ W h , it follows from (2.8) and the
Also, according to (2.8) ν satisfies
Then we find from Lemma 2.4, (2.15), and the ǫ-type inequality that
which, together with Gronwall's lemma and (2.6), implies
If (2.16) and (2.18) are substituted into (2.14), then for 0 ≤ r ≤ k + 1, 0 ≤ q ≤ k + 1, and 1 ≤ m ≤ k + 1 it follows that
Thus, for small h we obtain via Gronwall's inequality that
Choose r = m + 1 = 2 + q − δ k0 to gain that
It then follows immediately that
Therefore, the proof of Theorem 2.5 is completed. Theorem 2.6. Let (ū h ,σ h ) be the mixed Ritz-Volterra projection of (u, σ) ∈ W × V defined by (2.7). Then there is a positive constant C > 0, independent of h > 0 small, such that the error (u −ū h , σ −σ h ) can be estimated for any positive integer m by
Proof. Differentiate (2.7), and then the result for m = 1 follows from the same arguments as those for Theorem 2.5.
The proof is completed by treating m ≥ 2 inductively, using the further differentiation of (2.7).
Corollary 2.7. Let (ū h ,σ h ) be the mixed Ritz-Volterra projection of (u, σ) ∈ W × V defined by (2.7). Then ||u −ū h || ∞ ≤ Ch r (||u|| r,∞ + |||u||| r+1 ) , k ≥ 1, and 1 ≤ r ≤ k.
Proof . We easily see from (2.13) and Theorem 2.5 that
and by the inverse inequality that
Thus, we have for k ≥ 1 and 1 ≤ r ≤ k that
Remark 2.1. For k = 0 we do not have any estimate for the quantity ||u −ū h || ∞ . However, using the superconvergence analysis to be presented in Corollary 5.4, we have for the rectangular Raviart-Thomas elements of the lowest order,
where (u, σ) and (u h , σ h ) are the solutions of (2.1) and (2.2), respectively. Theorem 2.8. Assume that (ū h ,σ h ) is the mixed Ritz-Volterra projection of (u, σ) ∈ W ×V defined by (2.7). Then there is a positive constant C m > 0, independent of h > 0 small, such that for m ≥ 0
F (v h ) and G(w h ) can be considered as linear functionals of v h and w h defined on V h and W h , respectively. Thus, we have from the stability result of [1] that
or, by Gronwall's inequality,
which demonstrates that (2.19) is true for m = 0. We can also prove (2.19) for m ≥ 1 by differentiating (2.7) with respect to time t and repeating the same arguments above with mathematical induction.
Remark 2.2. This stability result (2.19) is needed in the analysis of the backward Euler time-discretization scheme. See [19] for details.
Sharp L
2 -error estimates. In this section, we shall show a sharper L 2 -error estimate than the one indicated in (2.4) for the time-continuous approximation scheme (2.2), where the regularity requirement is one order lower than in (2.4), by means of the mixed Ritz-Volterra-type projection instead of the mixed Ritz projection used in [18] to obtain (2.4). Here, let us consider the Raviart-Thomas elements of higher order k ≥ 1 (see [18] for the lowest-order case).
Theorem 3.1. Assume that (u, σ) and (u h , σ h ) are the solutions of (2.1) and
Proof. Let (ū h ,σ h ) be the mixed Ritz-Volterra projection of (u, σ) defined by (2.7), and we rewrite the errors as
Then we know from Theorems 2.5 and 2.6 that ||ρ|| 0 ≤ Ch r |||u(t)||| r , k ≥ 1, and 2 ≤ r ≤ k + 1,
Thus, only ||ρ h || 0 and ||θ h || 0 need to be estimated.
It follows from (2.1)-(2.2) and (2.7) that (ρ h , θ h ) satisfies
Therefore, setting w h = ρ h and v h = θ h in (3.3) we obtain from their sum that
and by means of Lemma 2.4 that
Integrating from 0 to t leads to
which, together with Gronwall's lemma, implies
It follows from (2.6), Theorem 2.5, and our initial approximation assumption that
(3.5)
Combining (3.1) and (3.5) with (3.4) we gain
In order to get the estimate for θ h (t), we first differentiate (3.3) to obtain
and then by setting v h = θ h in the above equation and w h = ρ h,t in (3.3) we have that
Hence, (3.7) can be rewritten as
Thus, from the ǫ-inequality we derive that
and then via integrating from 0 to t, Lemma 2.4, and Gronwall's lemma that
If (3.1), (3.6), and (3.9) are substituted into (3.8), then we can obtain
Then the proofs of Theorem 3.1 are complete via the triangle inequality. Remark 3.1. The assumption in the above theorem P h u 0 − u h (0) 0 ≤ Ch r ||u 0 || r and ||Π h σ(0) − σ h (0)|| 0 ≤ Ch r ||u 0 || r+1 is available. In fact, from (2.1) and (2.3) we know that
When we choose u h (0) = P h u 0 , (3.10) becomes (2.5) . Thus, we have by virtue of (2.6) that
which, together with Lemma 2.4, indicates that
Remark 3.2. Compared with (2.4) the result presented in Theorem 3.1 is sharper, since the regularity requirement in Theorem 3.1 is one order lower for the pressure field than that in (2.4), which demonstrates that the mixed Ritz-Volterra projection is more favorable for the mixed finite element method of (2.1) than the mixed Ritz projection used to obtain (2.4).
Local L
2 superconvergence on rectangular elements. In the last decade considerable attention has been given to the analysis of superconvergence of mixed finite element approximations to elliptic [11, 15, 35, 36] and parabolic [4, 5] problems under various norms associated with the Gauss lines for the gradient and the Gauss points for the solution itself. In this section, we will extend these superconvergence results in mixed finite element approximations to our problem of parabolic integrodifferential equations.
Following [15] we assume that Ω ⊂ R 2 is a rectangle and define seminorms on V and W as follows. Letting e = [a, b] × [c, d] ∈ T h , we denote by (g 1 , g 2 , . . . , g k+1 ) the Gauss points in [a, b] and (ĝ 1 ,ĝ 2 , . . . ,ĝ k+1 ) the Gauss points in [c, d] , and define
where A j > 0, j = 1, 2, . . . , k + 1, are the coefficients of the Gauss quadrature rule in [−1, 1]. Thus, for v = (v 1 , v 2 ) ∈ V and w ∈ W , we define
Clearly, these two seminorms are equal to the L 2 -norm of functions from V h and W h , respectively [11, 15] , where V h × W h is the Raviart-Thomas finite element space of index k (≥ 0). Moreover, let u I represent the interpolation function of u of degree k with respect to x and y, respectively, on each element associated with the (k + 1)
2
Gauss points. First of all, we need the following lemmas.
Lemma 4.1. Assume that σ ∈ H k+2 (Ω) 2 ∩ V, u ∈ H k+2 (Ω), and u I is the interpolation function of u defined by (k + 1)
2 Gauss points. Then we have for some constant C > 0 that
Proof. The proof can be found in [11, 15] .
(Ω), c and β are two W 1,∞ (Ω) functions. Then we have for some constant C > 0 that
Proof. Letĉ := Ω c/|Ω|dx, where |Ω| is the measure of Ω. Then
which, together with the definition of the L 2 -projection operator P h , yields
Thus, we obtain the first estimate in Lemma 4.2.
The proof for the second estimate is referred to in [11] . Theorem 4.3. Let (ū h ,σ h ) be the mixed Ritz-Volterra projection of (u, σ) defined by (2.7). Then there exists a positive constant C > 0, independent of h, such that, for any 0 ≤ t ≤ T ,
Proof . We first observe by the equality of the norms ||| · ||| * and || · || 0 for the functions in the finite element spaces W h and V h that
Since u − u I = 0 at the (k + 1) 2 Gauss points in each element e, we have according to Lemma 4.1 that
In addition, from Lemma 4.1 we also know
Hence, it is sufficient to bound ||P h u −ū h || 0 and ||Π h σ −σ h || 0 to complete the proof of Theorem 4.3. Let ξ := Π h σ −σ h and τ := P h u −ū h . Then we see from (2.5) and (2.7) that
Since the terms F 0 , F 1 , and G 0 can be regarded as linear functionals of v h and w h defined on V h and W h , respectively, we then know from the stability result of [1] that for any fixed time 0 ≤ t ≤ T
Therefore, we find from (4.2) that
and by Gronwall's inequality that
Now we apply Lemma 4.2 to F 0 (t) and G 0 (t) to obtain
which, together with (4.3), indicates
Corollary 4.4. Let (ū h ,σ h ) be the mixed Ritz-Volterra projection of (u, σ). Then
Proof. Differentiating (4.1) with respect to time t, then we see that ξ t and τ t satisfy the same equations with the right-hand sides replaced by
Thus, Corollary 4.4 follows from the same argument above. In order to obtain superconvergence results for mixed finite element approximations for our parabolic integro-differential equations we choose our initial data approximation (u h (0), σ h (0)) ≈ (u 0 (x), A(0)∇u 0 (x)) as the mixed elliptic projection:
Theorem 4.5. Let (u, σ) and (u h , σ h ) be the solutions of (2.1) and (2.2), respectively, and (u h (0), σ h (0)) is chosen according to (4.4) . Then there exists a positive constant C > 0 such that, for any 0 ≤ t ≤ T ,
Proof. First, the errors are decomposed as
and then by Theorem 4.3 we have that
Moreover, from (2.7) and (4.4) we derive that
which, together with the uniqueness of the solution to (2.7), implies
Furthermore, from the proof for Corollary 4.4 we know that
which, together with the definition of the local L 2 -projection operator P h , demonstrates that
Noticing that |||ρ h ||| * = ||ρ h || 0 and |||θ h ||| * = ||θ h || 0 as well as (4.5), we can obtain the desired estimates for ρ h and θ h in L 2 -norm through the same procedure as that in Theorem 3.1 for ρ h and θ h .
Global L
2 superconvergence on quadrilaterals. In [20, 25] superconvergence has been obtained in mixed finite element methods on quadrilaterals for elliptic equations. Here we shall extend these results to our parabolic integro-differential equations. The strategy employed here is that we first examine the superclose accuracy between the interpolation function of the exact solution and the mixed finite element solution of (1.1) by means of integral identities, and then we use a suitable interpolation postprocessing method to obtain global superconvergence approximations [25, 26] . As by-products, these superconvergence results can be utilized to form a class of useful a posteriori error estimators to assess the accuracy of the mixed finite element solutions in applications.
LetV h (ê) ×Ŵ h (ê) be the standard local Raviart-Thomas rectangular space on the reference elementê :
where Q m,n (ê) indicates the space of polynomials of degree no more than m and n in x and y onê, respectively. On arbitrary convex quadrilateral element e ∈ T h , the local Raviart-Thomas space is defined by
whereF e is the affine map which takesê onto e and G := |det(M 0 )| −1 M 0 with M 0 being the Jacobian matrix (derivative) ofF e . Of course, V h (e) ⊂ (C ∞ (e)) 2 and W h (e) ⊂ C ∞ (e) are no longer of polynomials on e unless e is a parallelogram. The global Raviart-Thomas finite element space over the partition T h is defined in the standard way as follows:
Letσ andũ be two vector-valued and scalar-valued functions, respectively, on the reference elementê. Recall that the interpolation functions (or the Raviart-Thomas projection)Π hσ andP hũ overê are defined by the following linear systems:
, and
wherel i (i = 1, 2, 3, 4) is one of the four sides ofê, n is the outward normal vector tô e, and P r denotes the set of polynomials of total degree no more than r. If e ∈ T h is an arbitrary quadrilateral element, and σ and u are two vector-valued and scalarvalued functions defined on e, then their interpolation functions Π h σ and P h u on e are defined by
) and P h u :=P hû , respectively, (5.2) whereσ := σ •F e andû := u •F e . Then we have [20] 
The semidiscrete mixed finite element method for (1.1) is now defined as follows:
From (2.1) and (5.4) we derive the following error equation:
(5.5) From [20, 25] we recall the following lemmas. Lemma 5.1. If P h u is the interpolation function of u defined as in ( 5.2), and c ∈ W 1,∞ (Ω), then there exists a constant C such that
Lemma 5.2. If the finite element partition T h is h 2 -uniform [20] or a generalized rectangular mesh [25] , and Π h σ is the interpolation function of σ defined as in (5.2), then there exists a constant C such that for sufficiently smooth β
We are now ready to get our main theorem in this section. Theorem 5.3. Assume that the finite element partition T h is h 2 -uniform or generalized rectangular and (u h , σ h ) is the approximate solution of (1.1) defined in (5.4) by using quadrilateral elements of Raviart-Thomas of order k. If the exact solution u and σ satisfies u ∈ H k+1 (Ω), and σ, σ t ∈ (H k+2 (Ω)) 2 , then we have
Proof. Let ρ * h := u h − P h u and θ * h := σ h − Π h σ. Then it follows from (5.3) and (5.5) that
Thus, letting w h = ρ * h and v h = θ * h in (5.7) we obtain from Lemmas 2.4, 5.1, and 5.2 as well as the ǫ-type inequality that
Integrating from 0 to t and noticing ρ * h (0) = 0 yield according to Gronwall's lemma that As a by-product of (5.6), we immediately gain the following corollary from the inverse property of the finite element space and the approximation property of the local L 2 -projection operator P h . Corollary 5.4. Assume that T h is h 2 -uniform or a generalized rectangular mesh and the exact solution u and σ satisfies u ∈ W k+1,∞ (Ω) and σ ∈ (H k+2 (Ω)) 2 . Then we have for the mixed finite element solution u h defined by (5.4) that
In order to improve the accuracy of the finite element approximation to the exact solution on a global scale, a reasonable postprocessing method is proposed according to (5.1) and Theorem 5.3 [25, 26] . For this end, we need to define two postprocessing interpolation operators Π 2h and P 2h to satisfy
(5.10)
For easy exposition, we demonstrate our idea mainly for the case of k = 2. Thus, we assume that the standard rectangular partitionT h has been obtained from T 2h = {τ } with mesh size 2h by subdividing each element ofT 2h into four small congruent rectangles. Letτ := 4 i=1ê i withê i ∈T h . Thus, we can define two interpolation operatorsΠ 2h andP 2h associated withT 2h of degree at most 3 in x and y onτ , respectively, according to the following conditions: .
Proof . From one of the properties of the operator P 2h in (5.10) we find that P 2h u h − u = P 2h (u h − P h u) + (P 2h u − u). .
It is of great importance for a mixed finite element method to have a computable a posteriori error estimator by which we can assess the accuracy of the mixed finite element solution in applications. One way to construct error estimators is to employ certain superconvergence properties of the finite element solutions. In fact, we have the following theorem. Analogously, we can obtain (5.15) and (5.19). We know from (5.14) that the computable error quantity ||P 2h u h − u h || 0 is the principal part of the mixed finite element error ||u − u h || 0 and can be used as a reliable a posteriori error indicator to assess the accuracy of the mixed finite element solution under the condition (5.16). Also, (5.16) seems to be a reasonable assumption, since O(h k+1 ) is the optimal convergence rate of the mixed finite element solution in L 2 -norm. The same comments are also valid for (5.15) and (5.17).
