I. INTRODUCTION
T RANSFORM coding is an efficient compression technique to remove redundancy in image and video signals. Some well-known transforms developed in the past several decades include the Walsh-Hadamard transform (WHT), the discrete cosine transform (DCT), and the discrete sine transform (DST). The performance of these transforms is generally compared against that of the so-called Karhunen-Loève transform (KLT) which is known to be optimal in the sense of energy compaction. Among all block-based transforms with a fixed transformation matrix, DCT turns out to be the most popular one as it is proven to be the best substitute to KLT under first-order Markov conditions; these conditions are approximately met in many image and video signals [1] , [2] . Because of this, DCT has been adopted in almost all transform-based image and video coding standards, such as JPEG, H.261/263, MPEG-1/2/4, and H.264/AVC.
In practical image and video coding, 2-D DCT is always implemented separately through two 1-D transforms along the vertical and horizontal dimensions, respectively. This feature significantly decreases the computational complexity. However, it is clear that such a separable 2-D transform cannot yield the best energy compaction for any 2-D directional source in which the dominant directional information is along neither the horizontal nor vertical direction-a common scenario in many image/video blocks. In our earlier works [3] , [4] , a directional DCT framework has been developed to offer an improved coding performance for these directional blocks. Nevertheless, this directional 2-D DCT is still separable: the first 1-D transform is applied along the most dominating direction in each image/video block (a search is needed to determine this direction); the second 1-D transform is based on how the coefficients obtained after the first transform are placed-see [4] for details. Both theoretical analysis and experimental results have demonstrated that this directional DCT framework truly outperforms the traditional 2-D DCT for image blocks with dominating directional details along neither horizontal nor vertical direction. In the meantime, several other methods, such as the lifting-based directional DCT-like transform [5] , the direction-adaptive partitioned block transform (DA-PBT) [6] , and the singular value decomposition (SVD) based directional transform [7] , have also been proposed to improve the coding performance for image blocks with directional information. A highly interesting question arises here: what is the R-D performance upper bound for a 2-D directional source? 1 More specifically, what is the truly optimal transform to reach such an upper bound? Clearly, the R-D performance can be slightly improved by using KLT in each dimension (either in the traditional 2-D DCT or the directional 2-D DCT). However, can we further improve the R-D performance by considering some nonseparable transforms? In this letter, we present some preliminary results towards this question: we will develop the nonseparable KLT so as to reach the upper bound for a general 2-D directional source model and demonstrate that there exists a significant gap between this upper bound and the R-D performance that can be achieved by using the traditional 2-D DCT (which is separable).
II. TRADITIONAL 2-D DCT AND NONSEPARABLE 2-D KLT WITHOUT DIRECTIONAL INFORMATION
Let's use to denote an image block of size and the transform matrix of the -point 1-D DCT. We follow the commonly-used circular model to assume that the correlation between two samples is calculated as (1) where , and represent the coordinates of two pixels.
A. Variances of Transform Coefficients
Let's use to denote the DCT coefficients. After performing the traditional 2-D DCT, the variance of each DCT coefficient can be computed as (2) where , . Furthermore, an image block can be converted into a single column-vector through concatenating all columns, one after another. Then, we use (1) to compute the covariance matrix (of size ) for this column-vector. By the eigen-vector decomposition, we can finally determine the KLT matrix, denoted as of size . Clearly, the resulted KLT is nonseparable! Notice that the computation involved in determining the KLT matrix may be quite large, as is of size . Fortunately, such computations can be performed off-line and need to be done only once.
Applying this nonseparable KLT to the column-vector formed above, we know that the covariance matrix in the transform domain can be computed as follows:
According to KLT, all nonzero elements of are positioned along the diagonal line and these elements are the variances of the corresponding KLT coefficients.
B. Coding Gain
We can calculate the coding gain for any selected transform using the variances of all transform coefficients as follows: (4) Notice that we do not count the first coefficient, i.e., the DC component in (4) , because of the DC prediction or other prediction methods used to reduce the bit consumption in most image and video coding schemes.
The comparison between the traditional 2-D DCT and the nonseparable 2-D KLT is shown in Fig. 1 (left) . It can be seen that the nonseparable KLT consistently outperforms the traditional 2-D DCT, but the gap between these two transforms is very insignificant.
C. Energy Packing Efficiency
To evaluate the coding efficiency in the case when some quantization is carried out on transform coefficients, we can measure the energy packing efficiency (EPE) [8] . EPE is defined as the ratio of the energy contained in the first transform coefficients to the total energy (contained in all coefficients):
For the 8 8 block size, and we choose the first six transform coefficients with the largest variances, i.e., , in (5). The reason of choosing is because that there are usually only a few nonzero quantized coefficients in each coded 8 8 block at a moderate bit-raterepresents this scenario approximately. This choice of will also be used in the experimental results presented in the next section.
The comparison results in terms of EPE between the traditional 2-D DCT and the nonseparable 2-D KLT are shown in Fig. 1 (right) . It can be seen that the nonseparable KLT also outperforms the traditional DCT method consistently, but this margin still remains to be very insignificant.
The above comparison results of coding gain and EPE clearly demonstrate that DCT is truly a good approximation of the KLT when the directional information is not considered.
III. NONSEPARABLE 2-D KLT WITH CONSIDERATION OF DIRECTIONAL INFORMATION
When a particular directional orientation is assumed within an image block, we choose a rotated elliptical function to model the correlation between two pixels within the image block: (6) where represents the ratio of long and short radius of the elliptical function and (7) Compared with (1) that assumes a circular function, (6) selects an elliptical function rotated by an angle , as shown in Fig. 2 . It is clear that two models become identical if . Given and , the variances of transform coefficients can be obtained from (2) and (6) for the traditional 2-D DCT. Based on the covariance matrix that is now computed by using (6), we can derive the corresponding KLT matrix and thereafter compute the variances of KLT coefficients from (3). Finally, with all variances computed, we can measure the coding gain and EPE for the two transform methods. Clearly, both coding gain and EPE are symmetric around . Therefore, we only need to calculate both measurements with from 0 to . Some comparison results between these two methods are presented in Fig. 3 . It is clear that, when , the KLT-based method yields a significant gap (in terms of both coding gain and EPE) over the DCT-based method, especially when the rotation angle is away from 0 and 90 (corresponding to the horizontal and vertical directions). Naturally, the largest gap of both coding-gain and EPE measurements between these two methods is found to occur at .
In practical coding applications, one needs some overhead bits to signal the angle parameter for each block. To keep these overhead bits at minimum, we can only accommodate a small number of directions. Here, we select 8 angles according to Fig. 4 and others need to be quantized to the nearest one. The coding gain and EPE for the nonseparable 2-D KLT after such an angle quantization are also shown in Fig. 3 . It is seen that the nonseparable 2-D KLT with angle quantization still performs significantly better than the traditional 2-D DCT.
Furthermore, the corresponding results obtained with the directional 2-D DCT [3] , [4] are included in Fig. 3 for comparison purpose. It is clear that there still exists a quite noticeable gap between the directional 2-D DCT and the nonseparable 2-D KLT. Notice that only the diagonal mode (Mode-3/4) in the directional DCT yields a better performance than the traditional DCT.
Another important observation worthy of being mentioned is as follows: the first coefficients with the largest variances may not always be the first ones along the (zig-zag) scanning order in both traditional 2-D DCT and directional 2-D DCT, whereas this is always true in the nonseparable 2-D KLT. The implication is that extra bits are thus needed to indicate those coefficients (with the largest variances), thus further decreasing the coding efficiency.
Finally, notice that, strictly speaking, the truly optimal KLT depends on the involved signal, which thus allows the maximal energy compaction but also requires many overhead-bits for coding the KLT matrix. Alternately, people usually assume some correlation models, such as the ones given in (1) and (6) , to obtain nonadaptive KLT basis functions.
IV. EXPERIMENTAL RESULTS
In this section, we provide some simulation results with estimated , , and to verify our theoretical analysis. We apply Fig. 5(a)-(c) . The second group represents some 64 64 portions of the image "Barbara," as shown in Fig. 5(d)-(f) .
For the traditional DCT-based method, the simulation can be directly implemented based on the JPEG standard. However, for the nonseparable 2-D KLT method, since the transform is carried out simultaneously on two dimensions, i.e., on the concatenated column-vector, the energy distribution of the transform coefficients does not exactly follow the same ordering as used in the traditional 2-D DCT. Subsequently, we cannot follow the zig-zag scanning order in this case to do the run-length based variable length coding (VLC). In fact, there is a single column of transform coefficients in the nonseparable KLT case. Thus, we scan them along this column, from the beginning to the end. In the meantime, the quantization table of size 8 8 used in JPEG also needs to be modified in order to accommodate this single-column case. To this end, we need to zig-zag scan the 8 8 quantization matrix so as to convert it into a column-vector. Then, this column-vector will be used to perform the quantization on all KLT coefficients. It is worthy to be pointed out that the quantization table used in JPEG has been somehow optimized; whereas the corresponding table used in the KLT-based method has not been optimized in any sense. Even though, the results presented below demonstrate that the KLT-based method still offers a much better R-D performance in comparison to the DCT-based method.
In our simulations, we assume for all images, while the parameters and are selected by visually observing the given image data. In fact, one of our future works is how to select those parameters in a more proper way. We generate the corresponding nonseparable 2-D KLT matrix for the directional 2-D source model with given parameters and then apply it to the image. We did not perform the angle quantization on the first group of images, but did on the second group (according to the eight angles shown in Fig. 4 
V. CONCLUDING REMARKS
In this letter, we presented a theoretical study of the R-D performance of transform coding for a general 2-D directional source model. To this goal, we developed the nonseparable KLT so as to achieve the upper-bound for the R-D performance. We showed and then confirmed via experiments that there exists a significant gap between this upper-bound and the R-D performance that can be achieved by using the traditional 2-D DCT. Although the nonseparable 2-D KLT depends on the statistics of the image data and thus is not effective to be used in practical coding applications, the remarkable improvement demonstrated for directional 2-D sources indeed brings us with a broad imagination space as well as a strong attention: it could be highly possible to find some nonseparable transforms with fixed matrices that can approximate well the corresponding nonseparable KLTs for a given range of parameters , , and . This will be the central issue in our future works, and our approach is basically to try some functional fitting on the determined nonseparable KLT matrix for the given , , and .
