Abstract: This paper presents a simulation-based study of the effects of beamforming (BF) 
Introduction
For a few decades, high frequency ocean surface wave radar (HFSWR) operating from 3-30 MHz have been used to measure ocean surface currents within several tens of kilometres of the shore. Since vector current measurements are deduced from the radial components supplied by each of two radars, it is important to determine errors in these components. To obtain radial current measurements, radar signal processing involves the resolving of radar signal in range, azimuth, and Doppler domain. Angular resolution is typically addressed by either beam forming (BF) for phased arrays or direction finding (DF) techniques for radars with compact antenna systems.
Except for an early study by Laws et al. [1] in which Bartlett beamforming was compared with the MUltiple Signal Classification (MUSIC) algorithm, there is a dearth of literature on the evaluation of BF against DF methods for phased arrays. Issues addressed here that were not treated in [1] include the effect of overlapping percentage, the dependence on time series length, the order of azimuth and Doppler processing, and an investigation of the measurement capabilities of MUSIC when current profiles contain one, two, and three points of significant departure from the data trend, such points being herein referred to as "bursts". Such bursts may be cause by targets signals in the sea clutter. In such cases, the difference between results obtained using BF and DF techniques may be used to indicate the presence of the hard targets or to improve the continuity of the current field. Such an investigation forms an important part of this study. A second important aspect of the study involves seeking means to improve current measurements estimation by seeking to optimize the radar-associated parameters for DF and BF methods.
As pointed out by Graber et al. [2] , there are difficulties associated with comparing radial current measurements obtained from in situ measurements with those obtained from radar data because both sets of instrumentation contain measurement errors and they also provide information from different depths and spatial scales. For these reasons, it is useful to use simulated data, for which all parameters may be controlled and fine-tuned, to compare BF and DF techniques. In Section 2 of the paper, the two pointing algorithms are briefly described. Section 3 contains a simulation of the first-order sea clutter and stipulates the radar and environmental parameters that are relevant to the estimation of the radials. The performance of the pointing algorithms as applied to the simulated data is examined in Section 4. Conclusions appear in Section 5.
Pointing Algorithms
It is well known that, beam formation is accomplished in the Barlett BF method by the constructive summation of signals from certain directions and destructive summation of signals from other directions. That is, the phase-delayed signals from all elements are summed to achieve a maximum response in a particular direction θ.
MUSIC has been widely investigated [1, 3] in conjunction with antennas of compact size and complex configuration, although it can be used with any geometry of antenna. Here it is used in phased array applications. For radar data of reasonable signal to noise ratio, MUSIC has been sucessfully applied to the problem of the direction of arrival (DOA) of signals, the principles of which were introduced by Schimit [4] . This important aspect makes the MUSIC algorithm a good candidate for use in the determination of surface currents from HFSWR data.
Note that as the key parameter in pointing algorithms, the digital azimuthal increment which is set in the algorithm is limited by the radar aperture. In BF, the maximum azimuth of view is typically limited to ±60° of boresight due to increasing main lobe width as the beam is steered from broadside. In the MUSIC algorithm, the azimuthal view is usually set ±90°.
Simulation of Radar Return from the sea
It is well-known that the interaction of HFSWR signals from the ocean surface follows the Bragg scattering mechanism (Crombie [5] ), with the first-order scatter occurring from ocean waves having lengths half the radio wavelength, λ 0 . These waves propagate at a gravity-wave speed υ p 2 = gλ 0 / 4π and typically produce large signatures (the Bragg peaks) in the radar spectrum at Doppler frequencies of f B = ± gπ / λ 0 , g being the gravitational acceleration. Underlying ocean currents having radial velocity components toward (+υ c ) or away from (-υ c ) the radar will result in an additional Doppler shift of f c = ±2υ c /λ 0 . Furthermore, non-stationary surface currents cause spectral smearing.
This study starts with the simulation of the received voltages at each antenna due to radio echo from a patch of the sea. Complex time series s(t) representing voltages at each receive antenna and summed over the viewing angle θ may be written as
(1) For the ocean surface, the complex amplitudes A p and A n are taken to be zero-mean Gaussian random variables with variances proportional to the spectral energy of the resonant waves [1] . A simple cardioid model [6] is used to model the directionality of the wind wave field. Investigations are conducted for current profiles which are uniform, uniform with up to three added bursts (to represent the existence of hard target velocities) and Gaussian.
This study will assume that a time series of length N total is subdivided into K , n dop -point sequences for each of which a periodogram is obtained using the fast Fourier transform (FFT).
Successive sequences are overlapped by percentage p per . Current estimates in each simulation are compared with the simulated current profile to calculate the RMS error. To remove statistical fluctuations, results are averaged over 30 runs to obtain a mean RMS error which is used to evaluate the performance of both pointing algorithms. Operating frequency f r , signal to noise ratio (SNR), n dop , p per , and υ c are the parameters investigated. It may be noted that the radial current resolution is inversely proportional to the coherent integration time (CIT) and operating frequency.
Discussion
1) Overlapping of successive spectra is often used to reduce the variance of measurements in spectral analysis. The dependence of error on p per is examined first. To do so, n dop is first set to 1024, f r =13.385MHz, SNR=25 dB, and a Gaussian profile is assumed. The mean RMS errors with p per = 0%, 50%, 75% are 3.17, 3.60, 5.08 cm/s, respectively, for Barlett BF. As for MUSIC, mean RMS errors for 50%, 75%, and 95% overlapping are 13.9, 10.7, and 5.55 cm/s respectively. This trend agrees with the expectation that the projection of signal and noise space is more accurate when random components are removed from Bragg signals through averaging. Next, n dop is linearly increased to a maximum of 2048 for Barlett BF. Results confirm that 0% is the best choice for BF with the mean RMS error to gradually reducing to 2.34 cm/s. The same dependence is not seen for MUSIC.
2) The dependence of error on SNR (10-35 dB) and f r (7.5-28.8 MHz) for BF and DF methods for the uniform current profile are shown in Fig.1 . Error in the Barlett BF case seems fairly low and not obviously dependent on either SNR or radar frequency for SNR >10 dB. Compared with the corresponding error reported in [1] , the error here is lower (4 cm/s vs 13cm/s) because a larger n dop is used here, indicating that the larger n dop , the lower the error. This is obviously expected because the bias of the spectrum of a finite signal is reduced as the time series length increases. Also, a bigger n dop gives higher radial current resolution. For the Barlett BF 1024-samples case, there is a large difference in the errors associated with f r = 7.5 MHz as compared with the higher frequencies, indicating that a larger n dop is preferable to reduce errors when operating in the lower HF band. MUSIC error is higher than BF at the lowest SNR (10 dB), e.g. 20 cm/s vs 3.3 cm/s at 7.5 MHz. Above a 15 dB threshold, MUSIC errors showed slight dependence on SNR but stronger correlation to radar frequency. For a given SNR, higher errors are observed for smaller values of f r since radial current resolution drops accordingly. Although a larger n dop gives better performance for all frequencies in Barlett BF, there is no such clear dependence when using the MUSIC algorithm (see Fig.2 ). For MUSIC, larger n dop gives poorer performance at low SNR. This is due to the resulting insufficient number of spectra involved in the averaging. 3) Large MUSIC errors mainly result from the processing of frequency bins outside the Bragg region, which causes the algorithm to try to determine DOAs for frequencies that correspond to currents that are greater in magnitude than any present in the data. Laws [1] indicates that this is particularly significant for lower f r -i.e. for lower current resolution. This problem is also significant 1) for low SNR cases when it is difficult to discern the exact Bragg region from the noise and 2) for weak currents when the Bragg region consists of only a few frequency bins surrounding f B . To achieve a more robust and accurate determination of the Bragg region for the MUSIC algorithm, the maximum current velocity may be established through using a combined Barlett method (see discussion linked to Fig.4 (c) under item (5) below). Then for the predicted maximum Doppler shifts and a known working frequency, the Bragg region associated with the DOA determination can be located.
4) The dependence of RMS error on multiple bursts in the radial current profile for an azimuth width of 2° was examined. The burst magnitudes were initially set as 0.35and 0.65 m/s. While the BF methods failed to track the abrupt changes, they correctly predict the maximum radial current at 0.5m/s. Burst magnitudes of 0.35 and 0.65 m/s, respectively, were used to examine whether MUSIC could identify targets with velocities smaller than or greater than the maximum radial current velocity. For both cases, good success was achieved (see Fig.3 ).
Next, three targets with velocity magnitudes of 0.55, 0.6, and 0.65 m/s for radar look directions of -36º, -24º, and -8º were simulated to examine the performance of pointing algorithms, shown in Fig.3 . Laws [1] has shown that error is proportional to the sharpness of changes in the radial current profile. Thus, a high RMS error in the order of 10-50 cm/s would be expected with burst widths as narrow as those used this study. Mean RMS errors for the MUSIC algorithm results for one and three bursts in this study are 1.5 and 5.6 cm/s, respectively, clearly much less than suggested in [1] . 5) Using range-resolved time series, further processing involves Doppler resolving followed by azimuth resolving(termed pre-BF ('plus')) or vice versa ( post-BF ('star')) -see Fig.4(c) . The dependence of error on the processing order reveals that the resulting current radials don't generally overlap. This suggests that the results from both processing techniques may be combined to produce more current estimates without interpolation. Fig.4(c) shows the estimated current profile after the combination. It may be noted that, upon combination, (1) the number of current estimates is almost doubled, (2) the variance of the RMS error is statistically reduced, and (3) outliers of one method can be removed by using the other as a reference.
6) The dependence of errors on variations of radials for a Gaussian profile is examined for two scenarios. The first of these includes a weak current with maximum speed at 0.2m/s, lowest frequency at 7.5MHz, and a poor SNR for the Bragg signal of 10 dB. The radial currents have a resolution of 0.03m/s, varying from -0.1m/s to 0.2m/s. Ten (10) bins in the 1280-point FFT are taken as Bragg shifts for the application of the MUSIC algorithm. In the second scenario, a moderate current with a maximum speed of 0.65m/s, a radar frequency of 13.385 MHz, and a high SNR of 25 dB are used. Figs.4(a),(b) show the BF-and MUSIC-derived radial currents for the first 
Conclusion
In this simulation-based study, we have examined the effects which various radar and environmental parameters, used in BF and DF algorithms, have on the radials error. Analysis of errors related to the overlapping of time segments shows that averaging without overlapping is preferable for Barlett BF, while MUSIC requires intensive overlapping of the time segments, i.e. 0.95, for the Gaussian profile used. Examinations of error dependence on the number of samples in a CIT show that BF to requires 2048 samples, while MUSIC exhibits better performance for n dop >768, and a frequency-dependent preference for n dop . For n dop =2048 in this study, investigations show that Barlett BF performance bears no clear dependence on SNR and frequency. This differs from earlier investigations [1] which seemed to reveal a weaker dependence of error on SNR when n dop was chosen shorter. A decrease in error with increasing SNR from 10 dB to 25 dB is observed with MUSIC for all six frequencies and four values of n dop . Investigations into the dependence of error on the order in which Doppler-and azimuth-resolving procedures for Barlett BF were conducted showed that either order can give acceptable levels of error, particularly when the results are combined.
A modification of the MUSIC algorithm, which makes use of the predicted maximum current speed obtained from beamforming, has been presented for use in a phased array system. This technique was implemented to address the fact that a major source of error in results obtained using MUSIC algorithms arises from inaccurate determination of the Bragg region during low SNR operation. This problem will be even more severe in real data when the second order continuum is mixed with first order in low SNR conditions or high sea states. In this study, the second order Doppler continuum is not simulated.
Analysis of the errors associated with one and three bursts with a 2° azimuth width show the strong tracking ability of the MUSIC algorithm. Results show MUSIC to have a much better sensitivity to capture a target in sea clutter than does Barlett BF. An increase in error is observed when the number of targets increases.
Finally, investigations into radial current measurement errors when using MUSIC in conditions of weak currents, low frequency, and low SNR showed some improvement from earlier studies [1] . An obvious extension to the work presented here should involve further development of the simulations to include second order backscattering and the use of field data in the methods addressed.
