Abstract-One source of software project challenges and failures is the systematic errors introduced by human cognitive biases. Although extensively explored in cognitive psychology, investigations concerning cognitive biases have only recently gained popularity in software engineering (SE) research. This paper therefore systematically maps, aggregates and synthesizes the literature on cognitive biases in software engineering to generate a comprehensive body of knowledge, understand state of the art research and provide guidelines for future research and practise. Focusing on bias antecedents, effects and mitigation techniques, we identified 67 articles, which investigated 47 cognitive biases, published between 1990 and 2016. Despite strong and increasing interest, the results reveal a scarcity of research on mitigation techniques and poor theoretical foundations in understanding and interpreting cognitive biases. Although bias-related research has generated many new insights in the software engineering community, specific bias mitigation techniques are still needed for software professionals to overcome the deleterious effects of cognitive biases on their work.
INTRODUCTION
OST research on software engineering (SE) practices and methods focuses on better ways of developing software. That is, most studies present an ostensibly good way of doing something (e.g., a design pattern). Another way to improve software development is to identify common errors (e.g., antipatterns), their causes and how to avoid them. This is where the concept of cognitive biases is exceptionally useful.
A cognitive bias is a common, systematic error in human reasoning [1] . For example, confirmation bias is the tendency to pay undue attention to sources that confirm our existing beliefs while ignoring sources that challenge our beliefs [2] . Within software development context, cognitive biases may affect:
• Behavior, e.g., deciding to use a relational database because it seems like a default option.
• Belief, e.g., strongly believing that well-documented requirements are crucial for success without any good supporting evidence.
• Estimation, e.g., (over/under)-estimating the time and effort needed to develop a system.
• Memory, e.g., remembering previous projects as having gone better than they did.
• Perception, e.g., perceiving a unit test as designed to break the system when it is actually designed to confirm that the system works. Cognitive biases help to explain many common software engineering problems in diverse activities including design [3] , [4] , [5] , testing [6] , [7] , requirements engineering [8] , [9] and software project management [10] .
While there is no definitive index, over 200 cognitive biases have been identified, and few studies attempt to classify cognitive biases [11] . Some research in the information systems community (e.g. [2] , [12] , [13] ) notwithstanding, no previous comprehensive literature review of research on cognitive biases in SE exists. This hinders development of an actionable, cumulative body of knowledge. This literature review tries to systematically uncover all the cognitive biases investigated in SE research, not limited to any specific knowledge area of SE by explicitly focusing on the antecedents and effects of biases, and any debiasing techniques used to mitigate the effects of cognitive biases. The aim of this study is therefore to document the state of the art of human cognitive bias related research in SE, addressing the following research question.
Research question: What is the current state of research on cognitive biases in software engineering?
To address this question, we adopt a quasi-systematic literature review and systematic mapping approach. This combination facilitates classifying and aggregating findings into a comprehensive and structured body of knowledge. By presenting gaps in available research and discussing implications to research and practise, this study provides grounded avenues for future bias-informed investigations with a view to establishing foundational insights in application of cognitive psychology in SE.
This paper is organized as follows: the next section provides a brief primer on cognitive biases, focusing on their causes, effects and consequences. Section 3 describes our research approach. We then present the findings of our systematic mapping (Section 4) and literature review (Section 5). Section 6 discusses the implications and limitations of our findingsand offers avenues for future research. Section 7 summarizes the study's contributions.
COGNITIVE BIASES: A BRIEF PRIMER
Human behavior and cognition constitutes a critical research area in software engineering (SE) [14] , [15] , [16] , [17] . Although agile methodologies and empirical research highlight the importance of people and teams involved in software development, SE research and practice continue to focus more on technologies, techniques and processes than common patterns of human-related errors and their manifestation in project failures.
Moreover, many studies on human decision-making in software engineering adopt theories and concepts from psychology to address issues in, for example, decision support systems [2] , [18] , software project management [19] and software engineering and development paradigms [20] , [12] , [21] . Numerous systematic literature reviews have explored psychological and sociological aspects of SE including motivation [22] , personality [23] , organizational culture [24] and behavioral software engineering [25] . These studies collectively demonstrate the importance of human cognition and behavior for software engineering success.
Since Tversky and Kahneman [26] introduced the term in the early 1970s, a vast body of research has investigated cognitive biases in diverse disciplines including psychology [27] , medicine [28] and management [13] . Kahneman [29] went on to differentiate fast, "system one" thinking from slow, "system two" thinking. System one thinking is unconscious, effortless, intuitive, and leads to systematic errors (i.e. biases). System two thinking, contrastingly, is conscious, effortful, more insightful, more rational, more statistical and less prone to systematic errors [29] .
However, system-one thinking is not the only source of biased reasoning. More generally, cognitive biases can be caused by:
1. Heuristics, that is, simple and efficient, but not necessarily most accurate, rules for making decisions and other judgments [29] . 2. Illusions [30] -both perceptual and social-for example, the illusion of control [31] . 3. Group processes including groupthink -a psychological phenomenon that occurs within a group of people in which the desire for harmony or conformity in the group results in an irrational or dysfunctional decision-making outcome -by inhibiting critical thinking to avoid conflicts that may lead to excessive optimism [32] .
4. Psychological phenomena, for example, the Pollyanna Principle -an individual's "tendency to be overly positive in perception, memory and judgment" may reinforce optimism bias [12] . 5. Human cognitive limitations, for example, difficulty in quickly processing complex information [P24] . 6 . Motivational factors such as rewards and incentives, responsibility / empowerment, and stress, risk or lack of communication channels [22] . 7. Adaptation to natural environments [33] . While the causes of cognitive biases are of great interest in psychology, SE researchers focus more on their effects [21] . While Section 5.2 provides a more comprehensive list, some examples include:
• Confirmation bias (defined earlier) is implicated in the common antipattern where unit tests attempt to confirm that the code works rather than to break it [34] .
• Optimism bias, the tendency to produce unrealistically optimistic estimates [35] , contributes to the tendency for all kinds of projects (not only software projects) to exceed their schedules and budgets [36] .
• The framing effect can lower design performance.
The framing effect refers to the tendency to give different responses to problems that have surface dissimilarities but are formally identical [37] .
Framing desiderata more formally and definitively reduces design quality by impeding creativity [3] , [38] . SE researchers are also interested inhibiting cognitive biases or mitigating their deleterious effects [21] , that is, debiasing [39] , [40] . As Fischoff [39] , explains, debiasing interventions can be divided into four levels:
To eliminate an unwanted behavior, one might use an escalation design, with steps reflecting increasing pessimism about the ease of perfecting human performance: (A) warning about the possibility of bias without specifying its nature… (B) describing the direction (and perhaps extent) of the bias that is typically observed; (C) providing a dose of feedback, personalizing the implications of the warning; (D) offering an extended program of training with feedback, coaching, and whatever else it takes to afford the respondent cognitive mastery of the task. (p. 426)
The problem with this approach is that options A, B and C are ineffective [41] , [42] , and option D can be very expensive. Fischoff therefore offered a fifth option: redesign the person-task system to inhibit the bias. Planning Poker, the effort estimation technique used in many agile methods, illustrates option five-it redesigns the person-task system to prevent developers from anchoring on each others' effort estimates [43] .
RESEARCH METHODOLOGY
This study combines systematic mapping with a quasi-systematic literature review. A systematic mapping study (SMS) is a method that is conducted to get an overview of a particular research area. A systematic map provides a structure of the type of research reports rather than extracting specific details by categorizing the available details on a broad or poorly explored topic [44] , [45] .
Meanwhile, a systematic literature review (SLR) aggregates and evaluates an area of literature vis-à-vis specific research questions [46] . A quasi-SLR uses the same methodology with less extensive meta-analysis [47] ; i.e., statistically combining quantitative results from different studies of the same context. We employ a quasi-SLR because there are insufficient empirical studies with overlapping variables to facilitate statistically sound meta-analysis.
Combining an SLR and SMS is common-the SLR synthesizes the qualitative findings while the SMS provides bibliometric analysis and appropriate categorization of primary studies based on a priori elements [48] , [49] , [50] , [51] . Wherever possible, we followed the guidelines provided by Kitchenham and Charters [46] and Petersen et al. [45] .
Objectives
Following Goal-Question-Metric [52] 
Research questions
For clarity, we distinguish between mapping study research questions (MQs) and systematic review research questions (SQs). The research questions are defined using the population, intervention, comparison and context criteria, as proposed by Kitchenham and Charters [46] . The research questions for the mapping study are as follows:
MQ1. What cognitive biases are investigated in SE studies?
MQ2. How are the publication trends concerning cognitive biases in SE?
MQ3. Which SE researchers are most active in investigating cognitive biases?
MQ4. Which SE knowledge areas are most often addressed by research on cognitive biases?
MQ5. In which SE outlets is most cognitive bias research published?
MQ6. Which research methodologies are most frequently used to investigate cognitive biases in SE?
Meanwhile, the research questions for the systematic review are:
SQ1. What antecedents of cognitive biases are investigated in SE?
SQ2. What effects of cognitive biases are investigated in SE?
SQ3. What debiasing approaches are investigated in SE?
Systematic mapping / review protocol
To improve rigor and reproducibility of our review process, we developed and mutually agreed upon an initial review protocol [53] . The review protocol was improved by iterative assessment and periodic review. We summarize the major stages of our review protocol as follows. 1. Execute the search string "software AND cognitive bias" for all years up to and including 2016 in online databases (see Section 3.4.1). 2. Remove any duplicate entries using automated and then manual de-duplication (see Section 3.4.2). 3. Apply the inclusion and exclusion criteria described in Section 3.5.1. 4. Expand the sample through retrospective snowballing on reference lists to find additional studies; repeat steps 2 and 3 for additional studies identified in this stage. 5. Expand the sample by reviewing the publication lists of the most active authors for additional studies; repeat steps 2-4. 6. Assess the quality of the selected primary studies based on a priori guidelines (see Section 3.5). 7. Extract the required data from the primary studies based on the research questions. The remainder of this section provides further details on each of these steps.
Literature search

Database selection and search string formation
We searched five online databases recommended by Kitchenham and Charters [46] : IEEE Xplore, Scopus, Web of Science, the ACM Digital Library and Science Direct. These databases are frequently used to conduct SLRs on computer science and SE related topics; and in our experience, provide good coverage, filtering and exportability functions of the searched literature.
We defined the search string as "software AND cognitive bias". Where available, we used filters to avoid articles from domains other than SE. As a result, we reached an initial sample of 826 studies. Table 1 summarizes the search results per online database.
Citation management and de-duplication
We used RefWorks (www.refworks.com), to store and organize the retrieved articles, and to automatically remove duplicate articles. We then exported the bibliographic entries to a spreadsheet, where we tagged each entry with a unique three-digit identification number. We manually reviewed the articles for additional duplicates. This produced a sample of 518 articles.
Primary study selection
Primary study screening process
The purpose of screening is to remove articles that do not provide direct evidence concerning the study's objectives.
Inclusion and exclusion criteria were developed, then reviewed and agreed by the whole team. This resulted in three inclusion criteria and four exclusion criteria.
Articles were included if: 1. The context of the study is software engineering, where we define software engineering as "a systematic approach to the analysis, design, assessment, implementation, test, maintenance and reengineering of software, that is, the application of engineering to software" [54] . 2. The article explicitly involves at least one cognitive bias. 3. The article is published in a journal or in a conference, workshop or symposium proceedings.
[55] Articles were excluded if: 1. The article was not peer reviewed or was in a language other than English. 2. The article is a doctoral / master's dissertation or research plan, short paper or report thereof. 3. The article is a secondary or tertiary study. 4. The article's references to cognitive biases were tangential to its purpose or contributions.
Due to the large number of articles (518), we screened them first based on their titles, consulting the abstract or entire article only when necessary to reach a confident judgment.
To develop a common understanding of the topic of study and inclusion / exclusion criteria, two of us piloted the screening process on 20 randomly selected papers. This produced medium to high agreement (Cohen's Kappa = 0.77 [55] ). We then refined the protocol, and screened another 20 randomly selected papers which yielded a higher agreement (Cohen's Kappa = 0.9). Then, we completed the remainder of the screening. This produced 42 primary studies.
Retrospective snowballing
Next, we expanded the sample through retrospective snowballing. That is, we checked the references of all included studies (subject to the inclusion and exclusion criteria) for additional relevant studies. Each time we found a new study, we also checked its references, leading to four iterations ( Table 2 ). This resulted in including 16 additional primary studies. 
Quality assessment
To assess the quality of the primary studies, we synthesized multiple recommendations ( [56] , [57] , [58] ) into a single set of yes or no quality assessment criteria, to eliminate subjectivity to the best extent. We then divided the primary studies into two mutual exclusive groups-empirical (48) and non-empirical (19)-since some criteria only apply to empirical studies (Tables 3 and Table 4 ).
To improve rigor and reliability, we ran a pilot where two authors independently assessed the quality of 10 randomly selected primary studies, discussed disagreements, refined mutual understanding of the categories, and revised the quality assessment instrument. Then, each assessed half of the remaining studies.
We used the quality scores, based on the quality assessment criteria checklist, to better identify the relevance of all included articles and also to help us extract data for subsequent mapping and review in a better and more objective manner. In this study, we do not reject any article based on the quality assessment rubric, as each primary study satisfies at least 50% of the quality criteria. The mean quality score (percentage of quality criteria satisfied against overall quality criteria checklist) for empirical studies is 83.74% with a maximum value of 92% and minimum of 67%. Whereas, the mean quality score for non-empirical studies is 84.90% with a maximum value of 100% and a minimum of 50%. Moreover, for this study we conceptualized quality assessment process as an assessment of the reporting practices of an included article, rather than judging the actual quality of the research involved.
Data extraction
Next, we compiled a list of data elements to extract from the primary studies. Data extraction form is conceptualized to answer the research questions and Table 5 provides summarization of the specific data elements extracted from each primary study. We extracted the data using NVIVO (www.qsrinternational.com), which facilitates organizing and analyzing unstructured qualitative data. We recorded only explicit information as presented in the primary studies to avoid interpretation bias, and recorded a particular cognitive bias if and only if it formed the core topic of investigation or discussion in a paper. Some articles discussed more than one cognitive bias.
SYSTEMATIC MAPPING RESULTS
This section addresses each mapping question (MQ). We refer to primary studies with a 'P' (e.g. [P42] ) to distinguish them from citations to other references (e.g. [42] ).
Cognitive biases investigated in SE
Regarding MQ1 (What cognitive biases are investigated in SE studies?), the primary studies investigated 47 different cognitive biases (Fig.1) . Each bias is defined in Appendix A. The most investigated cognitive biases are anchoring bias (27) , confirmation bias (25) , and availability bias (17) .
Some articles use different names for the same bias (e.g. "optimism bias", "over-optimism bias"). We combined only obviously synonymous biases as indicated in Appendix A. We return to the issue of synonymous biases, which is more complex than it first appears, in Section 6.2. 
Number of studies
Most active authors
To investigate MQ3 (Which SE researchers are most active in investigating cognitive biases?), we ranked all 109 authors by number of publications in our sample. Of these, 97 authored just one or two publications. The top four authors published five or more publications (Table 6 ), while the rest of the authors had at the most 3 publications each, and hence they are not featured in Table 6 . Magne Jorgensen is clearly the most prolific author in this area. Some of the active authors are frequent collaborators; for instance, Calikli and Bener co-authored eight publications, while Jorgensen and Molokken collaborated on four. X Whether a description of used samples was provided? X Does the paper position itself in the current body of existing literature? X X Whether the data collection method(s) was reported? X Whether The data analysis method(s) was reported? X Whether the threats to validity were reported? X Whether there was any relevance (industry OR academia) reported? X X Whether the relationship between researchers and participants were mentioned? X Whether the findings / conclusion been reported or not? X X 
SE Knowledge areas investigated for cognitive biases
To answer MQ4 (Which SE knowledge areas are most often addressed by research on cognitive biases?), we categorized the primary studies using the knowledge areas specified in the Software Engineering Body Of Knowledge [59] , as shown in Table 7 . The most frequently investigated knowledge area is SE management (22) followed by software construction (13) . Many critical knowledge areas including requirements, design, testing and quality are under-represented. Table 7 does not include mathematical foundations, computing foundations, engineering foundations, SE economics, software configuration management or SE professionalism because no studies corresponded to these areas.
Preferred publication outlets
We summarize the findings concerning MQ5 (In which SE outlets is most cognitive bias research published?) in Table 8 . Articles are scattered across many outlets, with 58% in journals or academic magazines, and the rest in conferences, workshops or symposiums. The outlet with the most articles (5) is Journal of Systems and Software. Most of the empirical studies employed laboratory experiments. Correspondingly, predominately qualitative research approaches (e.g. case studies) are underrepresented. Nine empirical papers reported multiple studies, of which seven reported multiple experiments whereas, two utilized multimethodological approach.
Frequently utilized research methodology
Other approaches includes studies that used pre-existing data sets or did not report sufficient details about the research methodology employed.
SYSTEMATIC REVIEW RESULTS
This section reports the findings of the quasi-SLR. Following the three SLR research questions, it is divided into antecedents of biases, consequences of biases, and debiasing strategies.
Antecedents of cognitive biases
This section addresses SQ1 by reports the antecedents of cognitive biases investigated in the primary studies. Table  10 provides a summary of findings reported in this section.
Anchoring and adjustment bias
Anchoring and adjustment is a common heuristic in which one makes estimations by adjusting an initial value called an anchor. Anchoring bias is "the tendency, in forming perceptions or making quantitative judgments of some entity under conditions of uncertainty, to give excessive weight to the initial starting value (or anchor), based on the first received information or one's initial judgment, and not to modify this anchor sufficiently in light of later information" [60, p. 51] . In other words, anchoring bias is the tendency to stick too closely to the anchor [26] .
Suppose, for example, that two developers are discussing how long a task will take. The first developer guesses two days. Further suppose that, if not for the initial estimate (anchor), the second developer would have guessed one week. However, she estimates three days by adjusting the anchor.
Several primary studies suggest potential antecedents of anchoring bias, including (lack of) expertise. According to Jain et al. experts are less susceptible to anchor bias than novices [P17] . Meanwhile, uncertainty, lack of business knowledge and inflexible clients exacerbate anchoring during decision-making in project-based organizations [P65] . Other biases, including confirmation bias and availability bias, may also promote anchoring and adjustment [P18] .
Meanwhile, one primary study found that system designers anchor on preconceived ideas, reducing their exploration of problems and solutions [P35] . Similarly, developers tend to re-use existing queries rather than writing new ones, even when the existing queries do not work in the new situation [P2] . Two primary studies ( [P18] , [P19] ) investigated developers in adjusting systems due to change requests. They found that missing, weak, and neglect of traceability knowledge leads developers to anchor on their own understanding of the system, which causes poor adjustments (deficient modifications). Another study [P21] found that decision-makers struggle to adjust to the new or changed environments because they were anchored on their outdated understanding of a previous context.
The astute reader may have noticed something amiss here. Anchoring bias refers to insufficiently adjusting a numerical anchor to estimate a numerical property. "Anchoring" on pre-conceived ideas or outdated knowledge and "adjusting" queries and code is not anchoring and adjustment as understood in the cognitive biases literature. We 
Optimism bias
Optimism bias is the tendency to produce overly optimistic, estimates, judgments and predictions [61] . Most of the primary studies addressing optimism bias involve practitioners in the context of effort estimation. Several factors appear to aggravate optimism bias. Practitioners in technical roles (e.g. developers) appear more optimistic than those in non-technical roles (e.g., software managers), at least in estimating web development tasks [P52] . The implication here is surprising: knowing more about specific tasks leads to less accurate effort estimates.
Meanwhile, one primary study [P54] of students enrolled in software development course had several interesting findings:
• Estimates of larger tasks (e.g. whole projects) are more accurate than estimates of decomposed tasks (e.g. a single user story).
• Estimates for more difficult subtasks are more optimistic while estimates for easy subtasks are more pessimistic.
• Students are also optimistic about the accuracy of their estimates; that is, their confidence intervals are far too tight.
• Estimates are more accurate in hindsight; that is after a task is completed. Human perceptions and abilities also appear to affect optimism. For example, practitioners judge more concrete, near-future risks more accurately than more abstract, farfuture risks [P25] .
Contrastingly, optimism bias is related to the way some projects are initiated. For example, Winner's curse is a phenomenon in which the most competitive bid is selected [P61] . Rather than the most efficient or capable organization's bid, the most competitive bid is often the least realistic, or even least honest.
Availability bias
Availability bias is a tendency to allow information that is easier to recall unduly influence preconceptions or judgments [62] .
For example, availability bias manifests in two ways when searching software documentation [P14] : Professionals may use inappropriate keywords because they are familiar and easy to remember, or they may struggle to find answers in unfamiliar locations in the documentation. Nevertheless, prior-knowledge has positive overall effects on efficiency and effectiveness in documentation searches [P14] .
Availability bias can also manifest in project-based organizations, when decisions related to future estimates concerning project time, costs and other resources are made solely based on information concerning events that are either easy to recall, or due to lack of any available historical records or absence of lesson learnt from previously completed projects [P65] .
Confirmation bias
Confirmation bias is the tendency to pay undue attention to sources that confirm our existing beliefs while ignoring sources that challenge our beliefs [2] . For instance, the tendency of software testers to choose test cases that confirms the available hypothesis instead of selecting test cases that are inconsistent with the hypothesis.
One of the antecedents to confirmation bias is the presence of prior knowledge of software practitioners during knowledge retrieval from software documentation. Although, using prior-knowledge is time-effective, it might result in manifestation of confirmation bias in software practitioners as the search is then mainly focused on confirming the answers that they already know from their prior knowledge, i.e., practitioners tried to confirm their prior knowledge [P14] .
Recency of experience and training levels in logical reasoning and mathematical proof reading are reported to be other antecedents to confirmation bias. For example, participants (developers/testers) who were experienced but inactive as a developer/tester showed less confirmation bias than those who were both experienced and active in their roles [P5] . However, the study does not report the reasons for such an observation. Calikli and Bener also report that participants who had training in logical reasoning and mathematical proof reading manifested less confirmation bias in software testing [P5] . This is due to the fact that they were trained to approach the task at hand more logically rather than exercising the program in the required way only.
Fixation
Fixation is the tendency to focus disproportionately on one aspect of a situation, object or event-particularly self-imposed or imaginary barriers [12] . Only one primary study explicitly investigated fixation [P20] . It found that presenting desiderata as requirements leads to more fixation on those desiderata than presenting them as a less-structured list of ideas.
Overconfidence bias
Overconfidence bias is the tendency to overestimate one's skills and abilities [63] . The manifestation of (over)-confidence bias is attributed to 'planning-fallacy'-the tendency to underestimate project completion time [P47] . A very specific focus towards the completion of short-time tasks might lead project managers to neglect other useful information, leading to illusion of control and overconfidence in their abilities [P47] .The lack of one's ability to reflect on one's own past experiences and fundamental (primary) way of thinking and assessing a situation might also lead to overconfidence bias among software developers [P47] .
Pessimism bias
Pessimism bias is the tendency to report the status of any task in worse shape than the actual situation [19] . In SE, pessimism bias manifests, when a project manager reports a situation in far worse condition than it really is [P33] . One of the major reasons contributing towards such behavior is to acquire more resources (e.g., funds, developers etc.) to successfully complete the project. This might be stemming from the lack of confidence in one's abilities, or to safeguard one's own reputation or of the team's, to complete the project in stipulated time in the contract [P33].
Hindsight bias
When people know the actual outcome of a process, they tend to regard that outcome as having been fairly predictable all along -or at least more predictable than they would have judged before knowing the outcome [64] . In this regard, weak historical basis of lessons learned is an antecedent to hindsight bias in context of project based organizations [P65] . However, the study does not clearly establish any link or rationale, and lacks empirical evidence concerning the manifestation of hindsight bias and its antecedent.
Mere exposure effect
It is a tendency to develop a preference for things that people are familiar with [65] . This bias is expressed when a project participant prefers to retain its current responsibilities and role in the project as opposed to a different role. Project participants often disregard any change due to the fear of moving out of the comfort-zone or due to fear of accepting new responsibilities [P65] .
Parkinson's Law effect
It is a tendency to procrastinate the execution of activities until the agreed end date [66] . According to the only primary study focusing on Parkinson's Law effect, lack of motivation during tasks extending for longer than usual duration with poor monitoring of the progress, might be the reason for the manifestation of this bias especially in project guided organizations [P65] .
Halo effect
The halo effect is the tendency to use global evaluations to make judgments about specific traits [67] . For example, in a job interview, the interviewer might incorrectly infer that more charismatic candidates are more technically competent. This effect tends to occur when employees' performances are evaluated in the software organizations. In this respect, subjective evaluation criteria are an antecedent to halo effect because first impression promotes the judgements in making subjective evaluations. The first impression however, might be an effect of employee's personal problems or inter or intra team communication problems [P65] .
Sunk-cost fallacy
Sunk-cost fallacy is a logical error due to the tendency to invest more future resources in a situation, in which a prior investment has been made, as compared with a similar situation in which a prior investment has not been made [68] . Sunk-cost fallacy is manifested during software project decision making, where future decisions about the cost or time estimates are chosen based on only immediate benefits [P65] . In such scenarios, costs and time estimates are disregarded mainly due to inherent humane characteristics of being stubborn or of being in one's confort-zone for extended time period [P65] .
Effects of cognitive biases
This subsection addresses SQ2 by describing the effects of cognitive biases found in the primary studies. Table 11 summarizes these results.
Anchoring and adjustment bias
Anchoring and adjustment bias affects multiple aspects of software development including development, effort estimation, implementing change requests and prototyping.
For example, in the context of artifact and query re-use, developers who anchored on the existing solutions -using it as an initial or starting base, introduced unrequired functionality as part of the final solution. This tendency resulted in errors and previously omitted functionalities propogating to the final solution [P2] , [P44] .
Furthermore, productivity-estimates of software development teams were affected due to anchoring bias, as project managers anchored their effort, time and cost estimates to the initial lower estimates (conservative estimate figures) in comparison with actual project status report. Such behavior provided project managers an advantage of justifying their proposed time and resources for the project [P53] .
System analysts, after clearly understanding a system, tend to illogically anchor to their current understanding rather than reconsidering the system's initial and present situation. Similarly, it is possible that an analyst adjusts to the initially prepared prototype rather than preparing a new withconflicting information [P4] .
Research suggests multiple types of anchors besides point estimates when software developers deal with change requests, especially when traceability is missing [P19] . For example, rather than looking into the code-base that implemented the functionality (related to the change), they focus on (anchor) those parts of implementation that they worked on in the past and adjust the solution accordingly [P19] . The solution may suffer incorrect changes (adjustment) because traceability was missing or weak. Besides the industrial context, effects of anchoring and adjustment bias can also be observed among students in academic context. For example, information technology students anchored to the content of an earlier course while guessing initial architectural solutions of a problem, in the software architecture class [P66] .
Confirmation bias
The tendency of confirming prior beliefs rather than looking for counter evidence has affected many areas of SE. For example, this approach led practitioners to a false belief about the completeness and correctness of their queries during software documentation searching [P14] , and as a result, they searched only those parts of the documentation that confirmed the answers to their queries. Similarly, developers, while acquiring information to deal with a change-request tend to confirm their prior knowledge rather than exploring the implementation completely [P19] .
Technical people and business people interact with each other with certain notions. Each group has its own notion (confirmation bias) that the other group is not going to buy their idea or understand their point [P29] . This leads to constant conflicts between the two groups during joint work.
Moreover, tradeoff studies, where multiple alternatives to a solution are considered with multiple criteria, also suffer from confirmation bias. The analysts and decision makers, while analyzing the alternatives or criteria, tend to ignore the results that do not confirm their preconceived ideas [P39] . In one of the opinion studies, it is suggested that software practitioners such as testers and requirements analysts might fall prey to confirmation bias and desire the results they believe in during pilot-runs before the actual task, thus risking the entire project [P28] .
Confirmation bias in software testing context leads to an increased number of production defects. A high level of defect rate is therefore may be directly related to a high level of confirmation bias [P5] , [P7] . It is supposed that people are more likely to design/run test-cases that would confirm the expected execution of a program rather than those test-cases that could identify the failures in a program [P34] . Debugging activity is also prone to confirmation bias, therefore, developers should not remain under the impression that they have located the right cause of a bug [P34] .
Hyperbolic discounting
Hyperbolic discounting is the tendency to prefer smaller, rewards in the near future over larger rewards later on [69] . It is argued that software designers and managers, due to manifestation of this bias, usually settle for quick-fixes of problems and take resort to simple refactoring, over other alternatives that might require more effort and planning [P38] . Although, the advantage of quick-fixes requiring less effort is more immediate, the implemented solution might not be the best solution.
Availability bias
To mine essential information from software documentation, practitioners tend to search only those locations that are either easy to recall or are easily available. However, this strategy most often fails to search the correct / required information. Developers even portray a tendency to rely on their past experience which is easily recalled or available. However, this leads to systemic errors as past an individuals' experiences may not be consistent with the recent state of the system [P14] , [P18] .
Availability bias can lead to many problematic situations, some of which are as follows:
• Availability bias might cause over-representation of specific code because certain code-features will appear more frequently that are developed or maintained by specific developer or a team of developers, or are easily remembered by them [P34] .
• Developers sometimes might even end up overrating their individual contribution unrealistically due to manifestation availability bias [P34] .
• Availability bias might even contribute to certain controversies. For instance, due to prior experience, developers would choose languages that they are comfortable with inspite of better or more suitable languages available to choose from [P34].
Framing Effect
The framing effect is the tendency to react differently to situations that are fundamentally identical but presented (or framed) differently. One study [P20] found that the framing desiderata as requirements reduced creativity in software designs (compared to framing as "ideas").
Attentional bias
Attentional bias refers to how our recurring thoughts can bias our perceptions [70] . For example, suppose a project manager is conducting a performance review with a software developer. A developer with an anxiety disorder might pay more attention to criticism than praise. He might perceive the meeting as more negative and critical than a similar, healthy developer. In other words, the anxious person's recurring, self-critical thoughts negatively bias his perception of the review. One primary study ostensibly demonstrated one of the effects of attentional bias [P30] . Siau et al. investigated experts' interpretations of entity-relationship diagrams with conflicts between their relationships and their labels. For example, one diagram showed a parent having zero-tomany children, when a person obviously needs at least one child to be a parent. The experts failed to notice these contradictions because they only attended to the relationships. The study claims that this is "attentional bias"; however, it does not explain what recurring thoughts were involved, or how they led to ignoring the surface semantics. This is another example of confusion in the literature (see Section 6.2). The bias at hand is more likely fixation; the experts' analysis was biased by their fixation on one aspect of the models.
Representativeness
The representativeness heuristic is the tendency to make a judgment by fitting an object into a stereotype or model based on a small number of properties [26] . Due to representativeness heuristic, people tend to expect results they consider to be representative or typical to a default value without considering the actual size of the sample. Similar to availability bias, representativeness bias can lead to some code related features to appear more frequently than the others, which may be in contrast to the actual situation [P34] . Owing to representativeness, a software tester may choose to disregard a set of error producing test cases that could in turn result in increased defect density [P8] .
Miserly information processing, bandwagon effect and status-quo bias
Miserly information processing is the tendency to avoid deep or complex information processing [37] . Bandwagon effect is, "the propensity for large numbers of individuals, in social and sometimes political situations, to align themselves or their stated opinions with the majority opinion as they perceive it" [60, p. 101], and status-quo bias is manifested when one inclines to a status quo irrationally [71] . Miserly information processing may occur, when a team gathering requirements from the clients readily agrees with them without any requirements' reconsideration [P22] . Bandwagon's effect may take place when teammembers readily agree to the team-leader's decision without reconsidering other possible options [P22] . Later, if the chosen possibility leads to unwanted circumstances and into an overwhelming situation, then the team-members will defend their choices illogically -status quo bias effect [P22] . The results of these biased situations may lead to a less liked or a low-quality product because acceptance of the requirements and commending a team-leader for his decision is not done diligently.We should, however, caution the reader that these arguments are not backed by empirical observations and come from an opinion article.
Overconfidence bias
One primary study suggests that overconfidence may cause problems in eliciting information from users. Specifically, an overconfident analyst may cease data collection before all pertinent information has been found [P4].
Debiasing approaches
The primary studies propose debiasing techniques for only 10 of the 47 cognitive biases investigated. However, some of these techniques target a family of, similar, or interrelated biases. This section describes the proposed debiasing approaches for these biases. Table 12 further summarizes all our findings. Here we must emphasize caution-none of the primary studies provide strong empirical evidence for the effectiveness of a debiasing techniques. All of the proposed techniques are merely suggestions.
Availability bias
For the case where availability bias hindered searching software documentation, three techniques that may mitigate this problem are proposed: developing a "frequently asked questions" document, introducing spelling conventions, and ontology-based documentation [P14] . Ontologybased documentation refers to documents that formalize multiple relationships between discrete pieces of scattered information, to traversal and search [P14] . Another suggestion for mitigating availability bias is to maintain detailed records of software practitioners' gained experience during software project development lifetime [P55] .
Availability bias also affects software design. Projectspecific traceability -a "technique to describe and follow the life of any conceptual or physical software artifact throughout the various phases of software development" [P18, p. 111], may mitigate not only availability but also anchoring bias and confirmation bias [P17] , [P18] . Framing the context to highlight relevant information may also help [P34] .
Availability bias exacerbates failure rate in software project management. By explicitly uncovering and exploring new situations and possibilities of cost, time and effort estimation decisions via participatory decision-making, helps to promote retrospective reflection amongst project participants. This minimizes the possibility of decisions made solely on the most recent or available information [P67] , [P65] .
Confirmation bias
Despite being one of the most frequently investigated cognitive biases, few techniques for mitigating confirmation bias have been proposed. Explicitly asking for disconfirmatory evidence against routine guidelines is one approach [P34] . Similarly, asking designers to generate and simultaneously evaluate multiple alternative solutions should hinder premature convergence on early confirmatory evidence [P39] . As discussed in Section 5.3.1, traceability may also help [P17] .
Anchoring and adjustment bias
Anchoring bias is especially problematic during effort estimation, which is a special case of forecasting. Forecasting is an area of intense study in the operations research community; however, this review only covers SE research. Still, forecasting can be divided into expert-based (i.e., based on human judgement) and model-based (i.e., based on a mathematical model). Since anchoring-and-adjustment only occurs in expert-based forecasting, adopting modelbased forecasting can be considered a debiasing technique (with the catch that these models are subject to statistical bias and variance) [P55] , [P65] . However, model-based forecasting often requires information that is not available in software projects, so several suggestions for debiasing expert-based effort estimation have been proposed.
For example, planning poker [P40]-an estimation technique where participants independently estimate tasks and simultaneously reveal their estimates-is specifically designed to prevent anchoring bias. Because developers construct their estimates simultaneously, there is no anchor to adjust. The developers therefore cannot apply the anchoring and adjustment heuristic, and are therefore not susceptible to anchoring bias. Motivating practitioners to explore multiple solutions by simultaneously planning the design problem and problem solution (co-evoluation); and selecting the best solution option relaxes any dependencies (anchors) on any implicit constraints due to project-specific problems [P35] .
In addition, some have argued that anchoring on an initial estimate can be mitigated by explicitly questioning the software project managers via different facilitators (project members or stakeholders) in a company. In such scenarios, knowledge sharing facilitated by team members' technical competence helps project managers to avoid anchor their initial estimates based on prior experience or self-assessments [P67] , [P65] .
One study [P39] also suggested warning participants about initial estimations and raising awareness about potential bias. However, such weak interventions are unlikely to help [39] . Directed questions based approach is further suggested to mitigate the occurrence of anchoring bias; for instance: "What is your starting point for estimating (that) duration? Why did you start there?" [P4] .
Overconfidence and optimism bias
Overconfidence and optimism are two of the most investigated cognitive biases in the SE literature (see Fig. 1 ). Browne and Ramesh propose addressing numerous cognitive biases, including overconfidence, using directed questions; for instance: "Play the devil's advocate for a minute; can you think of any reasons why your solution may be wrong?" [P4] . "Directed questions attempt to elicit information through the use of schemes or checklists designed to cue information in the user's memory" [P4] .
Another primary study argues that Planning Poker helps practitioners mitigate optimism [P64] . However, planning poker does not explicitly encourage converging on more realistic (or pessimistic) estimates. It seems more plausible that the range of estimates would mitigate overconfidence.
Double-loop learning that involves encouraging individuals and organizations to engage in self-reflective learning by explicitly confronting the initial assumptions and developing more appropriate ones, is yet another approach suggested to mitigate overconfidence bias [P47] .
Meanwhile, one primary study found that the framing of estimation questions affects optimism. Specifically, asking "How much effort is required to complete X?" provided less optimistic estimates than asking, "How much can be completed in Y work hours?" [P49] . Focusing on tasks (rather than time periods) could therefore be considered a debiasing technique.
TABLE 11 EFFECTS OF COGNITIVE BIASES
Cognitive Bias Effects
Anchoring & Adjustment bias
Presence of non-required functionality and errors in the final query [P2] . Presence of non-required functionality and errors in the final solution [P44] . Depleting long term productivity for companies [P53] . Inaccurate adjustments to the system and prototype might sabotage the process of system's understanding [P4] . Ignorance of the actual change related implementation while accommodating change requests [P19] . Adjusting according to recently exposed knowledge or information [P66] .
Confirmation bias
False belief about the completeness and correctness of the answer/solution [P14] . Not exploring the system's implementation completely for dealing with a change request [P19] . Conflicts between technical and non-technical people [P29] .
Rejecting results and measurements that do not conform to the analysts beliefs [P39] . Higher defect rate [P5] .
Higher number of post-release defects [P7] . Running relatively less number of fault indicating test-cases; wrong impression of finding the right root-cause during debugging [P34] . Desire for a particular result in pilot-runs [P28] . Hyperbolic discounting Putting less effort into fixing and refactoring to have an immediate reward [P38] .
Availability bias
Ignoring the unfamiliar and less used keywords and locations while seeking for the information in the software documentation [P14] . Relying on easily accessible past experience that might be inconsistent with the current system's [P18] .
Misrepresentation of code features [P34]. Framing effects and Fixation
Lowering Creativity [P20] .
Attentional
Failure in considering alternative possibilities [P30] .
Representativeness
Misrepresentation of code features [P34] . Possibility of dropping error producing test-cases [P8] .
Miserly information processing
Readily agreeing to the client's requirements without a second thought [P22] .
Bandwagon effect Readily agreeing with team-leader's suggestion without a second thought [P22] . Status quo bias Illogical defense of the previously made choices [P22] . Overconfidence bias Effects analyst's behavior in requirements gathering and causes problems in software development phase [P4] .
Representativeness
Several techniques for mitigating the effects of representativeness are proposed, as follows:
• Using consistent user interfaces in decision support systems [P21] .
• Explicitly asking practitioners for alternative solutions (or ideas) [P55] .
• Encouraging retrospective analysis and assessment of practitioners' judgments [P55] .
• Warning practitioners about the bias as a priori (which, again, is unlikely to work) [P55] .
• Frequently training the participants to avoid representativeness [P55] .
Hindsight bias
Hindsight bias can be mitigated by distributing the responsibilities of a software project equally among all the involved project managers and not overwhelming any specific group of managers with critical decision-making responsibilities [P65] . Hindsight bias can also be mitigated by maintaining the sequence of software development process activities in a specific order [P65] .
Mere exposure effect
Some of the proposed (although not empirically evaluated) approaches for mitigating mere exposure effect are as follows [P65] :
• Trial and error through pilot tasks during software development processes.
• Explicitly focusing on the final goal or objective of a software project during development lifetime.
• Involving and considering judgments, opinions, views and concerns of the stakeholders based on their knowledge.
Planning fallacy
Planning fallacy is the tendency to underestimate taskcompletion time based on unrealistic estimates [89] . Few of the techniques for mitigating the effects of planning fallacy are proposed, as follows [P65] :
• Assessing the progress of all the planned, ongoing and completed tasks involved in a project on a daily basis.
• Early involvement of clients and various stakeholders involved in a project during planning, development and release phase.
• Considering stakeholders' and experts' judgments during time estimations based on the past knowledge and experience.
• Ascertaining flexibility in software project plans.
Halo effect
Some of the approaches proposed to mitigate the ill effects of halo effect are as follows [65] :
• Evaluating an artifact or the project participants on a checklist with the help of other professionals.
• By using objective metrics and introducing transparency in sharing the personal problems faced by all the employees in a company.
Sunk-cost fallacy
Sunk-cost fallacy can be mitigated by [65] :
• Introducing flexibility and accepting changes and alternatives in project plans.
• Involving stakeholders and experts during project planning and development phase.
• Explicitly uncovering the risks involved in various cost based estimations.
• Organizing team meetings and project demonstrations to update project participants about any updates on a daily basis can even mitigate the manifestation of sunk-cost fallacy.
DISCUSSION
Implications for Researchers
This results of this study suggest four ways of improving research on cognitive biases in SE: conducting more qualitative and multimethodological research; integrating results better across studies; investigating neglected areas; and addressing confusion. First, experiments are clearly the preferred method in our sample. This is appropriate insofar as most of the primary studies investigate causality, rather than establish facts or develop theories. However, it is crucial to better understand not only whether but also how and how much cognitive biases affect productivity, quality, and software engineering success [72] . Demonstrating a bias in a lab is not the same as establishing a significant effect on real projects. Some biases (e.g. fixation) may completely derail projects (e.g. through complete failure to innovate) while others may have measurable but practically insignificant effects. Measuring effects on key dependent variables of interest (e.g. project success) rather than bad proxies (e.g. profitability) is essential for differentiating high-impact biases from low-impact ones. Additionally, better understanding of the mechanisms, through which biases sabotage success, will help us create effective debiasing practices.
Qualitative and exploratory research is needed better to understand where and how cognitive biases manifest in SE practice, and how biases and debiasing techniques are perceived by practitioners. Multimethodological approaches may also help. For example, combining a randomized control trial with a protocol study may help to not only demonstrate a causal relationship (experiment) but also reveal the cognitive mechanism underlying the causal relationship (protocol study).
Second, most cognitive biases have not been investigated in a software engineering context at all. For instance, the Dunning-Kruger effect is the tendency for less skilled people to overestimate their abilities [73] . For example, suppose a programmer is reviewing a sophisticated code library. The more skilled the programmer, the more she can recognize all of the subtle features of the library: the clean code, modular architecture, informative comments, clever use of design patterns, recursion and code-reuse. An incompetent programmer, contrastingly, notices none of these features and simply thinks 'sure, I could have built this.' The Dunning-Kruger effect may help to explain conflicts between more and less skilled developers, or between technical and non-technical actors. Collaborative practices including pair programming, peer code review and participative design may ameliorate these conflicts. Of course this is speculation, but the point is that there are many more biases, which might help explain important SE phenomena, that SE research has not yet investigated.
Along the same lines, many biases have been investigated by only one or two studies. Similarly, several SE knowledge areas are not represented in the sample; that is, no studies investigate cognitive biases in knowledge areas such as configuration management. Since cognitive biases are universal human phenomena, some biases likely interfere with virtually every aspect of software engineering. Furthermore, most studies simply demonstrate biases; few develop and empirically evaluate debiasing techniques. As discussed in Section 3, simply warning participants about biases does not work, which makes debiasing techniques crucial for practical impact.
Third, research on cognitive biases in SE suffers from the same problems as research on cognitive biases in psychology: most studies are disconnected from each other. This is called the archipelago problem [75] : Cognitive phenomena rarely act in isolation. Better integrating across studies, biases and knowledge areas may be necessary to understand complex cognitive explanations for routine SE problems. For example, design creativity is inhibited by the nexus of framing effects, fixation and requirements engineering practices [3] .
Most of these illusions have been studied in complete isolation without any reference to the other ones …. Experimental methods as well as theoretical explanations of cognitive illusions thus resemble an archipelago spread out in a vast ocean
Fourth, research on cognitive biases in SE (and to a lesser extent in cognitive psychology) suffers from widespread confusion, which we address in the next subsection.
Widespread Confusion
Analyzing many of the primary studies was hindered by at least four kinds of confusion. This does not mean that all, or even some, of the primary studies are bad. Rather, these studies attempt to apply concepts from a social science discipline to an applied science context, which is often quite different from the context in which those concepts originated. Communication across scientific communities can be difficult, and some miscommunication is normal [99] . That said, this subsection attempts to clear up some of the more common misunderstandings.
First, cognitive biases are often confused with related phenomena such as heuristics and fallacies.
Representativeness and anchoring-and-adjustment are heuristics; that is, simple but imperfect rules for judging and deciding. Heuristic reasoning is often correct, but can be biased in specific ways or under specific circumstances. For example, when estimating using anchoring-and-adjustment, we tend to adjust too conservatively. One heuristic can underlie many biases; for example, the representativeness heuristic is implicated in several common errors in probabilistic reasoning.
Meanwhile, fallacies are specific errors in logic. For example, the sunk cost fallacy is a logical error in which past (lost) investment is used to justify further (irrational) investment. A fallacy is therefore situated in a specific argument. In a contrast, we can think of a cognitive bias as a tendency for many people to repeat the same kind of fallacious argument in different contexts. For example, commitment bias is basically the tendency to make the sunk cost fallacy.
To summarize, a cognitive bias is a tendency for different people, in different contexts, to experience similar reasoning errors. Heuristics are one of several phenomena that cause cognitive biases. Fallacies are one way that some cognitive biases manifest in some situations. Cognitive biases can be caused by other phenomena, including cognitive illusions, and can produce other outcomes, including inaccurate estimates and irrational decisions.
Second, as we saw in Section 5, some primary studies conflate different biases. Specifically, several studies mischaracterized a situation in which an actor became unduly preoccupied with some artifact, which distorted their behavior. Research on cognitive biases is particularly susceptible to this kind of confusion because a host of biases concern paying too much attention to some aspects of a situation while ignoring others.
This brings us to the third area of confusion. We noted above that the problem of using different terms for the same bias (e.g. confidence and over-confidence) is more serious than it appears.
For example, when we get preoccupied with a number, it is called anchoring bias. But when we get preoccupied with a default option, it is called default bias. We call preoccupation with presentation the framing effect. Preoccupation with information that supports our beliefs is confirmation bias, while preoccupation with the typical use of an object is functional fixedness. Preoccupation with the first few items in a list is primacy, while preoccupation with current conditions is status quo bias.
This seems suspicious. All of these biases concern one aspect of a situation receiving too much attention and subsequently having too much influence on our reasoning. Perhaps they are simply different manifestations of the same underlying cognitive phenomenon-or perhaps not. Investigating the neurophysiological underpinnings of cognitive biases is obviously beyond the scope of SE research.
This raises the fourth kind of confusion. Since the cognitive mechanisms for many biases are not understood, both relationships and distinctions between biases are suspect. For instance, arguing that framing causes fixation is questionable because both the 'cause' and 'effect' may be the same phenomenon in different guises. One primary study addressed this by organizing similar biases into "biasplexes" [P23] to help reason about debiasing.
We have three practical suggestions for addressing these areas of confusion:
1. If an SE researcher wishes to use a theory from a reference discipline, more extensive reading is needed. Appling theories from reference disciplines to new contexts is difficult. Skimming a single paper or Wikipedia article is rarely sufficient preparation. 2. If possible, collaborating directly with a cognitive psychologist will solve many of these problems. A psychologist is likely not only to have more background in the underlying theory but also more training in empirical methods. (We discussed aspects of this paper with three different professors of psychology to make sure that our interpretations are reasonable and our nomenclature correct.) 3. Faced with a manuscript applying a theory from a reference discipline to SE, editors should consider inviting a review from a member of the reference discipline-in this case, a cognitive psychologist. Only seven of the primary studies involved a psychologist in the core research group. More could have consulted psychologists, but collecting that data would require a different kind of study.
Implications for Practice
The most important take-aways of this research for practitioners are as follows:
1. Cognitive biases are universal human phenomena. They affect everyone and likely have deleterious effects on all aspects of software development, regardless of industry, platform, programming language or project management philosophy. 2. Emails, meetings and otherwise creating awareness that our reasoning is biased has no effect on mitigating cognitive biases. 3. Individuals can be debiased, one subject at a time, through extensive (and expensive) training such as that received by meteorologists and actuaries. Most computer science and software engineering degrees likely do not provide this kind of training. 4. Alternatively, biases can be mitigated by redesigning the person-task system to inhibit the bias (e.g. what Planning Poker does for anchoring bias). Redesigning the person-task system is the most feasible option for addressing a cognitive bias in most organizations. Some (at least potentially) effective debiasing interventions include:
• Planning poker to prevent anchoring bias in effort estimation [P40] . • Using confirmation bias metrics to select less-biased testers [P7] .
• For security, employ independent penetration testing specialists to reduce confirmation bias [76] .
• Designate or encourage a devil's advocate in retrospective meetings to avoid groupthink [77] .
Implications for Education
As explained above, reasoning can be debiased through extensive training. What would constitute extensive training varies depending on the bias. For example, extensive training in effort estimation might consist of estimating several thousand user stories, with immediate, unambiguous feedback. This is probably impractical, especially considering the great variety of software projects and the domain knowledge necessary to estimate tasks accurately.
However, extensive training in design creativity might be more practical. For example, consider an assignment where students have to design a suitable architecture for a given teaching case using UML. Now suppose students are instead asked to design four alternative architectures, all of which should be reasonable and quite different from each other. Or, suppose students are asked to design just two architectures, one uncontroversial and one radical. If most design-related assignments throughout their degrees call for multiple alternatives, generating several design candidates will seem natural. Students are thus more likely to carry this practice into their professional work, much like the programming styles and testing practices taught today. Implement all of the alternatives is unnecessary.
Whether and how to teach the theory of cognitive biases or particular debiasing techniques is another matter. Rather than teaching it as a stand-alone topic, it may be more efficient to explain many cognitive biases in the context of common problems and practices.
For example, a usual topic in software project management course is effort estimation. The instructor bemoans poor effort estimation and explains how Scrum and Extreme Programming prescribe planning poker. The students might then do a planning poker exercise on their term project. This presents planning poker through a method lens.
In contrast, the instructor can present it through a theory lens. First, we explain the problem (which is readily understood), followed by the key causes of the problem: 1) anchoring bias; 2) optimism bias; 3) pressure from management and stakeholders to deliver faster. Then, specific debiasing techniques-planning poker for anchoring bias and reference class forecasting for optimism bias-can be described by the instructor and practiced by the students. This approach gives students a more nuanced, evidencebased conception of both the problem and potential solutions.
Limitations
The findings of this research should be considered in light of several limitations.
Despite utilizing a very broad search string to search relevant studies from major online databases, employing multi-level retrospective snowballing and authors' publication list analysis, our search might have missed certain studies concerning cognitive biases in SE; for instance, relevant studies in other domains including sociology, management science, psychology and investigating cognitive biases in the context of certain SE processes. It is also possible that some relevant studies were not indexed in the databases we used.
We excluded studies that did not explicitly focus on cognitive biases; for instance, studies that simply mention the term cognitive bias but not actually focus the central investigation(s) on cognitive biases. We also excluded studies that considered specific effects or errors caused by cognitive biases, as cognitive biases itself. For instance, studies that considered statistical estimation errors due to optimism biases, exclusively as 'statistical bias' and 'estimation bias'. Subjective decisions related to inclusion or exclusion of a study was mitigated by involving at least two researchers during each phase of analysis.
The areas of confusion discussed in Section 6.2 particularly hinder analysis by forcing extra interpretation.
Finally, our recommendations for debiasing SE professionals are primarily based on suggestions by, not empirical results of, the primary studies. We simply have insufficient empirical research on debiasing to attempt evidencebased guidelines at this stage.
Future research
Section 6.1 suggested four ways of improving research on cognitive biases in SE: conducting more qualitative and multimethodological research; integrating results better across studies; investigating neglected areas and; addressing confusions around names. We also highlight the benefits of collaborating with psychologists.
More generally though, this study explores the application of a broad psychological theory to software engineering. Developing an evidenced-based cumulative body of knowledge necessitates more such studies focusing on different theoretical foundations for SE [78] . 
APPENDIX A: DEFINITIONS OF COGNITIVE BIASES INVESTIGATED IN SE
P22, P23
Belief perseverance "The tendency to maintain a belief even after the information that originally gave rise to it has been refuted or otherwise shown to be inaccurate" [60, p. 112 ].
P23, P29
(Over-)confidence bias The tendency to overestimate one's own skill, accuracy and control over one's self and environment [63] .
P17, P21, P43, P4, P39, P47
Confirmation bias The tendency to search for, interpret, focus on and remember information in a way that confirms one's preconceptions [79] . The enhancement or reduction of a certain perception's stimuli when compared with a recently observed, contrasting object [80] .
P38
Default bias The tendency to choose preselected options over superior, unselected options [71] . P23 End-user bias End-user bias occurs when there is a mismatch between the developer and end-user's conceptualizations of the subject matter domain [81] .
P27
Endowment effect "The tendency to demand much more to give up an object than one is willing to pay to acquire it" [82] .
P26 Fixation
The tendency to disproportionately focus on one aspect of an event, object, or situation, especially self-imposed or imaginary obstacles [83] .
P20
Framing effect "The tendency to give different responses to problems that have surface dissimilarities but that are really formally identical" [37] P20, P21, P66
Halo effect The halo effect can be defined as the tendency to use global evaluations to make judgments about specific traits [67] .
P37, P65
Hindsight bias When people know the actual outcome of a process, they tend to regard that outcome as having been fairly predictable all along -or at least more predictable than they would have judged before knowing the outcome [64] .
P59, P62, P51, P65
Hyperbolic discounting The tendency of people to prefer options that offer smaller rewards with more immediate payoff to options with larger rewards promised for future [69] .
P38
IKEA effect / I-designed-itmyself effect
The IKEA effect depicts how object valuation increases when that object has been self-created [63] .
P26 Information bias
The strong tendency to ask for more additional information, especially in times of uncertainty [68] .
P11, P16, P27, P29, P38
Infrastructure bias The location and availability of preexisting infrastructure such as roads and telecommunication facilities influences future economic and social development [84] .
P39
Invincibility bias The tendency to over trust one's own abilities [84] .
P39 Knowledge engineer
As the knowledge-engineer (KE) becomes familiar with the problem domain, a mental framework takes shape resulting into a mismatch [85] .
P27
Mere exposure effect "Increased liking for a stimulus that follows repeated, unreinforced exposure to that stimulus" [86, p. 31 ].
P23, P65, P67
Miserly information processing
The tendency to avoid deep or complex information processing [37] . P22
Misleading information
The tendency to blindly follow the provided information without being able to self-evaluate [87] .
P22, P59, P51
Neglect of probability The tendency to discount any risks that people perceive as being less than certain [88] .
P38 Normalcy effects
Systematically "underestimating the probability or extent of expected disruption" during a disaster" [61] .
P23
(Over-)optimism bias The tendency to be over-optimistic, overestimating favorable and pleasing outcomes [88] . P48, P59, P47, P23, P25, P33, P60, P61, P56, P64, P63, P52, P53, P50, P54 Parkinson's Law effect Human tendency to procrastinate the execution of activities until the end date originally agreed [66] .
P65
Pessimism bias The tendency to report the status of any task in worse shape than the actual reality [19] .
P33, P59 Planning fallacy
The tendency to underestimate task-completion time [89] .
P47, P65 Popularity bias
The tendency to choose options that are socially or empirically more popular than other options [90] .
P3
Primacy and recency effects The tendency of people to remember the first and the last few items more than those in the middle [69] .
P38
Representativeness
The tendency in which a person reduces many inferential tasks to simple similarity judgements [26] .
P8, P31, P34, P62, P55, P45
Selective perception The tendency to perceive events differently by different people [80] .
P62 Semantic fallacy
The tendency to ignore the underlying semantics depicted by the information models and focus mainly on the structural constraints given, even for models that had obvious contradiction between the structural constraints and the underlying semantics [26] .
P42
Semmelweis reflex Unthinking rejection of new information that contradicts established beliefs or paradigms [91] . P23 Sequence impact Sequence impact is the tendency for people to overestimate the length or the intensity of future feeling states [92] .
P59, P51
Situation bias The human tendency to follow a previous course of action, only because it was used previously [2] .
P21
Status quo bias / System justification
The tendency to irrationally prefer, maintain and defend current conditions, operating procedures, status, or social order [93] .
P22, P23, P39
Subject-matter expert The tendency of a decision-maker to influence the final outcome of the decision process, typically at higher levels in management hierarchy [62] .
P27 Sunk cost fallacy
The sunk-cost fallacy is a decision-making bias that reflects the tendency to invest more future resources in a situation in which a prior investment has been made, as compared with a similar situation in which a prior investment has not been made [68] .
P65
Technical bias The bias caused by third party manipulation or popularity of certain individual factors such as personal judgments, organizational factors such as company policies and external factors such as advertiser requests [94] .
P3
Time based bias Time-based bias involves a reduction of attention via short-term thinking and hyperbolic discounting errors [95] .
P32, P38
Valence effect The tendency to give undue weight to the degree to which an outcome is considered as positive or negative when estimating the probability of its occurrence [96] .
P23
Validation bias
The tendency in which a person will consider a statement or another piece of information to be correct if it has any personal meaning or significance to them [97] .
P27
Validity effect "The validity effect occurs when the mere repetition of information affects the perceived truthfulness of that information the validity effect occurs similarly for statements of fact that are true and false in origin, as well as political or opinion statements" [98, p. 211 ].
P23
Wishful thinking The tendency to underestimate the likelihood of a negative outcome and vice versa [62] . P23, P51, P59
