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Abstract
In this paper, we compute the second homology groups of the automorphism group of a free group with coefficients in the
abelianization of the free group and its dual group except for the 2-torsion part, using combinatorial group theory.
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1. Introduction
Let Fn be a free group of rank n, and let Aut Fn denote the automorphism group of Fn . There are several remarkable
computations of the (co)homology groups of Aut Fn with trivial coefficients. For example, Gersten [1] showed that
H2(Aut Fn,Z) = Z/2Z for n ≥ 5, and Hatcher and Vogtmann [2] showed that Hq(Aut Fn,Q) = 0 for n ≥ 1 and
1 ≤ q ≤ 6, except for H4(Aut F4,Q) = Q. In this paper we consider twisted (co)homology groups of Aut Fn . Let H
be the abelianization of Fn and H∗ := HomZ(H,Z) the dual group of H . The group Aut Fn naturally acts on H and
H∗. The main interest of this paper is in computing the homology groups of Aut Fn with coefficients in H and H∗
using combinatorial group theory, in particular using a finite presentation for Aut Fn .
In our previous paper [4], we computed the first homology groups of Aut Fn with coefficients in H and H∗ for
n ≥ 2. In this paper, we show that the second homology groups H2(Aut Fn, H) and H2(Aut Fn, H∗) are trivial except
for the Z/2Z-part for n ≥ 6. Let L be the subring Z[ 12 ] of Q which is obtained from the ring Z by attaching 1/2. The
ring L is a principal ideal domain in which the element 2 is invertible. For any Z-module M , we denote by ML the
L-module M ⊗Z L . Then our main theorem is
Theorem 1.1. For n ≥ 6,
H2(Aut Fn, HL) = 0, H2(Aut Fn, H∗L) = 0.
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Recently, Hatcher and Wahl [3] showed that Hi (Aut Fn, H) = 0 for n ≥ 3i +9 using the stability of the homology
groups of the mapping class groups of certain 3-manifolds. If n ≥ 15, one of our results H2(Aut Fn, HL) = 0
immediately follows from their results. Our computation, however, is based on combinatorial group theory, and quite
different from theirs. Furthermore we remark that the computation of H2(Aut Fn, H∗L) = 0, to which we cannot apply
their method directly, is more complicated than that of H2(Aut Fn, HL) = 0.
Here we summarize the proof of Theorem 1.1. To begin with, we review the computation of H1(Aut Fn, H) = 0
and H1(Aut Fn, H∗) = Z for n ≥ 4 due to [4]. Let Aut+Fn be the index-2 subgroup of Aut Fn defined by the
kernel of the composition map of a natural map ρ : Aut Fn  Aut H = GL(n,Z) and the determinant map
det : GL(n,Z) −→ {±1}. To compute the first homology groups of Aut Fn , we computed those of Aut+Fn using a
finite presentation for it due to Gersten [1]. Observing the Lyndon–Hochschild–Serre spectral sequence of
1 → Aut+Fn → Aut Fn → {±1} → 1, (1)
we obtain the results for Aut Fn . We also computed the homology groups for n = 2 and 3, and showed that they have
non-trivial 2-torsions. For details, see [4].
Now, we show the outline of the computation of the second homology groups. First, we compute the second
homology groups of Aut+Fn , using a reduced finite presentation 〈X |R〉 for it introduced in Section 2, which is
obtained from Gersten’s presentation using Tietze transformations. Let F and R¯ be the free group on X and the
normal closure of R in F respectively. Then, for M = HL and H∗L , we have a five-term exact sequence
H2(F,M) → H2(Aut+Fn,M) → H1(R¯,M)Aut+Fn
ϕ→ H1(F,M) → H1(Aut+Fn,M) → 0
of L-modules. Since F is a free group, H2(F,M) = 0. Furthermore, we see that H1(F,M) = L⊕{2n(n2−n)−n}, and
we have obtained the rank rM of the free L-module H1(Aut+Fn,M) from the results of [4]. In Section 3, we show
that
H1(R¯,M)Aut+Fn = L⊕{2n(n
2−n)−n−rM }
by reducing generators of H1(R¯,M)Aut+Fn . This implies that the map ϕ is injective, and hence H2(Aut
+Fn,M) = 0.
Then, considering the homological Lyndon–Hochschild–Serre spectral sequence of (1), we obtain H2(Aut Fn,M) =
0.
From our results, for any n ≥ 6 and odd prime p, we see that the second homology groups H2(Aut Fn,M) for
M = H and H∗ do not have any p-torsions. However, it seems quite difficult to determine whether these homology
groups have non-trivial 2-torsions or not, using only combinatorial group theory. By the universal coefficients theorem,
we see that second cohomology groups H2(Aut Fn,M∗⊗Z Z/2Z) play an important role in studying 2-torsions in
H2(Aut Fn,M). In Section 4, we show using our former results that the H2(Aut Fn,M ⊗Z Z/2Z) have a non-trivial
2-torsion for n = 2 and 3. However these cohomology classes do not define a non-trivial 2-torsion in H2(Aut Fn,M).
In Section 2, we introduce some tools which we use in our computation in Section 3. In this paper, a calculation
similar to a certain one which we have already mentioned before is often omitted. (For details, see [5].)
2. Tools for the computation
In this section, we prepare some tools for computing the second homology groups. First, we introduce some
notation which we use throughout this paper. Then, we review a finite presentation for Aut+Fn due to Gersten [1]
and a reduced finite presentation 〈X | R〉 for Aut+Fn of Gersten’s presentation. Finally, we show some useful lemmas
and equations which are used in Section 3 to reduce the generators of H1(R¯,M)Aut+Fn where M = HL and H∗L , and
R¯ is the normal closure of R in the free group on the generating set X .
Let Fn be a free group of rank n with generators {x1, . . . , xn}. In this paper, the group Aut Fn acts on Fn on the
right. For any σ ∈ Aut Fn and x ∈ Fn , the action of σ on x is denoted by xσ . The elements x±1i ∈ Fn (1 ≤ i ≤ n) are
called letters of Fn . Let H be the abelianization of Fn and H∗ := HomZ(H,Z) the dual group of H . We remark that
although the group H∗ is isomorphic to H as a free abelian group, the two groups are not isomorphic as an Aut Fn-
module. For each generator xi ∈ Fn (1 ≤ i ≤ n), set ei := [xi ] ∈ H where [x] means the coset class of x modulo the
commutator subgroup of Fn . Then {e1, . . . , en} is a Z-basis of H . Let {e∗1, . . . , e∗n} denote the dual basis. In general,
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in group (co)homology theory, actions of groups on modules are understood to be left actions. So we consider the
modules H and H∗ as left Aut Fn-modules such that σ · x := xσ−1 for σ ∈ Aut Fn and x ∈ H or H∗.
Now, for any letters a and b such that a 6= b±1, let Eab be an automorphism of Fn defined by the rule
Eab :
{
a 7→ ab,
c 7→ c, c 6= a±1.
Clearly, we see that Eab−1 = Eab−1 . Automorphisms of Fn of Eab type are called Nielsen automorphisms. In this
paper, for simplicity, we write Ei±1 j±1 for Ex±1i x±1j
.
The actions of Ei±1 j on ek and e
∗
k are given by
Ei±1 j · ek := [x
Ei±1 j−1
k ] =
{
ei ∓ e j , k = i,
ek, k 6= i
and
Ei±1 j · e∗k =
{
e∗j ± e∗i , k = j,
e∗k , k 6= j
respectively. An automorphism wab := EbaEa−1bEb−1a−1 is called a monomial automorphism a 7→ b−1, b 7→ a. We
see that wab−1 = wab−1 , and write wi±1 j±1 for ww±1i x±1j .
Let ρ : Aut Fn  GL(n,Z) be a natural homomorphism induced from the action of Aut Fn on H , and
det : GL(n,Z) −→ {±1} be the determinant homomorphism. The kernel Aut+Fn of the composition map det ◦ ρ
is called the special automorphism group of a free group. Here we review a finite presentation for Aut+Fn due to
Gersten. He [1] showed
Theorem 2.1 (Gersten [1]). For n ≥ 3, the group Aut+Fn has a finite presentation whose generators are Eab subject
to the relators:
(R1): EabEab−1 ,
(R2): [Eab, Ecd ], for a 6= c, d±1 and b 6= c±1,
(R3): [Eab, Ebc]Eac−1 , for a 6= c±1,
(R4): wabwa−1b,
(R5): wab4.
Here [ , ] denotes the commutator bracket defined by [x, y] := xyx−1y−1. In this paper we often use fundamental
formulae of commutators
[x, yz] = [x, y][x, z][[z, x], y], [xy, z] = [x, [y, z]][y, z][x, z]. (2)
We call the relators above Gersten’s relators. In our paper [4], using Tietze transformations, we reduced Gersten’s
presentation to
Lemma 2.1. For n ≥ 3, the group Aut+Fn has a finite presentation whose generators are Ei±1 j subject to the
relators:
(R2-1): [Ei j , Ei−1 j ],
(R2-2): [Ei j , Ek j ],
(R2-3): [Ei−1 j , Ek j ],
(R2-4): [Ei−1 j , Ek−1 j ],
(R2-5): [Ei j , Ei−1k],
(R2-6): [Ei j , Ekl ],
(R2-7): [Ei−1 j , Ekl ],
(R2-8): [Ei−1 j , Ek−1l ],
(R3-1): [Eik, Ek j ]Ei j−1 ,
(R3-2): [Eik−1 , Ek−1 j ]Ei j−1 ,
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(R3-3): [Ei−1k, Ek j ]Ei−1 j−1 ,
(R3-4): [Ei−1k−1 , Ek−1 j ]Ei−1 j−1 ,
(R4-1): wi jwi−1 j ,
(R5-1): wi j 4
where i , j , k and l are distinct elements of {1, . . . , n}.
In Section 3, we use this reduced presentation to compute the twisted second homology groups. In the computation of
the second homology groups, let X and R be the sets of generators and relators of the reduced presentation for Aut+Fn
introduced in Lemma 2.1 respectively. In the following, we study relations among the relators of the presentation
〈X | R〉, which is often required in the computation of the second homology groups. Let F be the free group on X ,
and R¯ the normal closure of R in F . Here we define elements rac(b) and hab of F to be
rac(b) := [Eab, Ebc]Eac−1 for a 6= b±1, c±1 and b 6= c±1
and
hab := wabwa−1b for a 6= b±1
respectively. Since rac(b) and hab are among the relators of Gersten’s presentation, we see that these elements are in
R¯. In this paper, we write ri±1 j±1(k
±1) and hi± j±1 for rx±1i x±1j (x
±1
k ) and hx±i x±1j
respectively.
For letters a, b, c and d , we consider an element (wab−1Ecdwab)−1Ecσ dσ of R¯ where σ is the monomial map
defined by wab. More precisely, we study how the elements (wab−1Ecdwab)−1Ecσ dσ are rewritten with the relators
of Gersten’s presentation. First, we consider the case ]{a±1, b±1, c±1, d±1} = 6.
Lemma 2.2. For letters a, b, c, d, we have:
(i) If c = a−1,
(wab
−1Ea−1dwab)−1Ebd = Eb−1aEa−1b−1rbd−1(a−1)Ea−1bEb−1a−1
· Eb−1aEbd−1Ea−1b−1ra−1d(b)−1Ea−1bEbdEb−1a−1 · [Eb−1a, Ebd−1 ].
(ii) If c = b−1,
(wab
−1Eb−1dwab)−1Ea−1d = Eb−1aEa−1b−1 [Eba−1 , Eb−1d−1 ]Ea−1bEb−1a−1
· Eb−1ara−1d−1(b−1)Eb−1a−1 · Ea−1d−1Eb−1arb−1d(a−1)Eb−1a−1Ea−1d .
(iii) If d = a,
(wab
−1Ecawab)−1Ecb−1 = Eb−1aEa−1b−1 [Eba−1 , Eca−1 ]Ea−1bEb−1a−1
· Eb−1aEcbrcb−1(a−1)−1Ecb−1Eb−1a−1 · Eb−1aEcbrca−1(b−1)−1Ecb−1Eb−1a−1 .
(iv) If d = a−1,
(wab
−1Eca−1wab)−1Ecb = Eb−1aEa−1b−1 [Eba−1 , Eca]Ea−1bEb−1a−1
· Eb−1aEcarcb−1(a−1)−1Eca−1Eb−1a−1 · Eb−1aEcarca−1(b−1)−1Eca−1Eb−1a−1 .
(v) If d = b,
(wab
−1Ecbwab)−1Eca = Eb−1aEa−1b−1Ecb−1rca−1(b)EcbEa−1bEb−1a−1
· Eb−1aEa−1b−1Ecb−1rcb(a−1)EcbEa−1bEb−1a−1 · [Eb−1a, Eca−1 ].
(vi) If d = b−1,
(wab
−1Ecb−1wab)−1Eca−1 = Eb−1aEa−1b−1Ecarca−1(b)−1Eca−1Ea−1bEb−1a−1
· Eb−1aEcarcb−1(a−1)Eca−1Eb−1a−1
· Eb−1aEca[Ecb−1 , Ea−1b−1 ]Eca−1Eb−1a−1 · [Eb−1a, Eca].
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Since these equations follow from easy calculations, we omit the details. In the case where c = a or c = b,
observing
(wab
−1Ecdwab)−1Ecσ dσ = (wab−1Ecd−1habEcdwab) · (wab−1hab−1wab)
· (wa−1b−1−1Ecdwa−1b−1)−1Ecσ dσ , (3)
and Lemma 2.2 above, we see that (wab−1Ecdwab)−1Ecσ dσ can also be rewritten with the relators of Gersten’s
presentation. For the case ]{a±1, b±1, c±1, d±1} = 8, we have
Lemma 2.3.
(wab
−1Ecdwab)−1Ecd = Eb−1aEa−1b−1 [Eba−1 , Ecd−1 ]Ea−1bEb−1a−1
· Eb−1a[Ea−1b−1 , Ecd−1 ]Eb−1a−1 · [Eb−1a, Ecd−1 ].
Next, we consider how to rewrite the relators [Eab, Ecd ], rac(b) and hab of Gersten’s presentation with the relators
(R2-1), . . . , (R4-1) of the reduced presentation. First, by an easy calculation, we see that the (R2) type relator
[Eab, Ecd ] can be rewritten as a conjugate of one of the relators (R2-1), . . . , (R2-8). For example,
[Ei j−1 , Ek j−1 ] = Ei j−1Ek j−1 [Ei j , Ek j ]Ei j Ek j .
For the relators rac(b) and hab, we use
Lemma 2.4.
(i) rac−1(b) = (Ebc−1Eac−1rac(b)−1EacEbc) · [Ebc−1 , Eac−1 ],
(ii) ha−1b = wab−1habwab, hab−1 = wab−1hab−1wab.
Finally, we consider two kinds of equations induced from elements of R¯:
(wab
−1rcd(e)wab)−1rcσ dσ (eσ ) and (wab−1hcdwab)−1hcσ dσ
where σ is the monomial map defined by wab. Observe that
rcσ dσ (eσ ) = s−11 · (wab−1Ecewabs−12 wab−1Ece−1wab) · (wab−1rcd(e)wab)
· (wab−1EcdEedwabs1wab−1Eed−1Ecd−1wab) · (wab−1Ecdwabs2wab−1Ecd−1wab) · s3 (4)
where
s1 := (wab−1Ece−1wab)−1Ecσ eσ −1, s2 := (wab−1Eed−1wab)−1Eeσ dσ −1,
s3 := (wab−1Ecd−1wab)−1Ecσ dσ −1.
Considering Eq. (4) in R¯ab, and tensoring it with ep in R¯ab⊗Z HL , we obtain
rcσ dσ (eσ )⊗ ep = s−11 ⊗ ep + (wab−1Ecewabs−12 wab−1Ece−1wab)⊗ ep
+ (wab−1rcd(e)wab)⊗ ep + (wab−1EcdEedwabs1wab−1Eed−1Ecd−1wab)⊗ ep
+ (wab−1Ecdwabs2wab−1Ecd−1wab)⊗ ep + s3 ⊗ ep.
For convenience, we denote this equation by (a, b, c, d, e)⊗ ep. Similarly, we define (a, b, c, d, e)⊗ e∗p.
We also consider
hcσ dσ = t3 · (wab−1Edcwabt2wab−1Edc−1wab) · (wab−1EdcEc−1dwabt1wab−1Ec−1d−1Edc−1wab)
· (wab−1Ed−1c−1Ecd−1wabt4wab−1EcdEd−1cwab) · (wab−1Ed−1c−1wabt5wab−1Ed−1cwab) · t6 (5)
where
t1 := E(d−1)σ (c−1)σ (w−1ab Ed−1c−1wab)−1, t2 := E(c−1)σ dσ (w−1ab Ec−1dwab)−1,
t3 := Edσ cσ (w−1ab Edcwab)−1, t4 := (w−1ab Edc−1wab)−1Edσ (c−1)σ ,
t5 := (w−1ab Ecdwab)−1Ecσ dσ , t6 := (w−1ab Ed−1cwab)−1E(d−1)σ cσ .
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For convenience, we denote by {a, b, c, d} ⊗ e∗p the equations obtained by considering (5) in R¯ab, and tensoring it
with e∗p in R¯ab⊗Z H∗L . We often use these equations in Section 3 to reduce the generators of H1(R¯,M)Aut+Fn for
M = HL and H∗L .
3. The proof of the main theorem
First we consider H2(Aut+Fn, HL) for n ≥ 6. Let F , R and R¯ be as above. Then we have an exact sequence
1 → R¯ → F → Aut+Fn → 1.
This sequence induces a homological five-term exact sequence
H2(F, HL) → H2(Aut+Fn, HL) → H1(R¯, HL)Aut+Fn → H1(F, HL) → H1(Aut+Fn, HL) → 0
of Z-modules. Since a Z-equivariant homomorphism between L-modules is naturally considered as an L-equivariant
homomorphism, we see that this sequence is an L-equivariant exact sequence. Since F is a free group, H2(F, HL) =
0. Furthermore H1(Aut+Fn, HL) = 0 from our results from [4]. Hence we have an L-equivariant short exact sequence
0 → H2(Aut+Fn, HL) → H1(R¯, HL)Aut+Fn → H1(F, HL) → 0.
Since F is a free group of rank 2(n2− n), and since HL is a free L-module of rank n, we see that H1(F, HL) is a free
L-module of rank 2n(n2−n)−n. Hence, by the universal coefficients theorem, we have H1(F, HL) ' L⊕{2n(n2−n)−n}.
Since L is a principal ideal domain, we can apply the structure theorem to any finitely generated L-modules. Therefore
our required result H2(Aut+Fn, HL) = 0 follows from
Proposition 3.1. For n ≥ 6,
H1(R¯, HL)Aut+Fn ' L⊕{2n(n
2−n)−n}.
We prove this proposition in Section 3.1. Then, observing the homological Lyndon–Hochschild–Serre spectral
sequence of
1 → Aut+Fn → Aut Fn → {±1} → 1, (6)
we obtain H2(Aut Fn, HL) = 0 for n ≥ 6.
Next we consider H2(Aut+Fn, H∗L) for n ≥ 6. Similarly, we obtain a homological five-term exact sequence
H2(F, H∗L) → H2(Aut+Fn, H∗L) → H1(R¯, H∗L)Aut+Fn → H1(F, H∗L) → H1(Aut+Fn, H∗L) → 0,
of L-modules, and from the results of [4],
0 → H2(Aut+Fn, H∗L) → H1(R¯, H∗L)Aut+Fn → H1(F, H∗L) → L → 0.
Since we have H1(F, H∗L) ' L⊕{2n(n
2−n)−n}, our required result H2(Aut+Fn, H∗L) = 0 follows from
Proposition 3.2. For n ≥ 6,
H1(R¯, H∗L)Aut+Fn ' L⊕{2n(n
2−n)−n−1}.
We prove this proposition in Section 3.2. Then observing the homological Lyndon–Hochschild–Serre spectral
sequence of (6), we obtain H2(Aut Fn, H∗L) = 0 for n ≥ 6.
3.1. The proof of Proposition 3.1
In this subsection, we prove Proposition 3.1. Since the map H1(R¯, HL)Aut+Fn → H1(F, HL) = L⊕{2n(n
2−n)−n}
is surjective, H1(R¯, HL)Aut+Fn contains a free L-submodule whose rank is greater than or equal to 2n(n
2 − n) − n.
To show it is just 2n(n2 − n) − n, it suffices to show that H1(R¯, HL)Aut+Fn is generated by just 2n(n2 − n) − n
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elements. Let R¯ab be the abelianization of R¯. We also denote by r the coset class of r ∈ R¯. By definition, we have
H1(R¯, HL)Aut+Fn = R¯ab⊗Aut+Fn HL , and see that
E := {r ⊗ ep | r ∈ R, 1 ≤ p ≤ n}
is a generating set of R¯ab⊗Aut+Fn HL as an L-module. In the following, we reduce the elements of E. We use ≡ for
the equality in R¯ab⊗Aut+Fn HL .
Step 0. In the reduction of the generators of R¯ab⊗Aut+Fn HL , we often use the following lemmas.
Lemma 3.1. For n ≥ 3,
(Ei±1 jr Ei±1 j−1)⊗ ep ≡
{
r ⊗ ep, p 6= i,
r ⊗ ei ± r ⊗ e j , p = i,
(Ei±1 j−1r Ei±1 j )⊗ ep ≡
{
r ⊗ ep, p 6= i,
r ⊗ ei ∓ r ⊗ e j , p = i.
Proof of Lemma 3.1. For any σ ∈ Aut+Fn , r ∈ R¯ab and h ∈ H , we have r · σ ⊗ h ≡ r ⊗ σ · h. Then observing the
equation r · σ ⊗ h = σ−1rσ ⊗ h induced from the definition of the action of Aut+Fn on R¯ab, we obtain the required
results by substituting σ = Ei±1 j±1 and h = ep. 
Corollary 3.1. For n ≥ 3,
[Ei±1 j , r ] ⊗ ep ≡
{
0, p 6= i,
±r ⊗ e j , p = i,
[Ei±1 j−1 , r ] ⊗ ep ≡
{
0, p 6= i,
∓r ⊗ e j , p = i.
Proof of Corollary 3.1. Observing
[σ, r ] ⊗ ep = σrσ−1r−1 ⊗ ep = (σrσ−1)⊗ ep − r ⊗ ep
for σ ∈ F and r ∈ R¯ab, and Lemma 3.1, we immediately obtain the required results. 
Similarly, we have
Lemma 3.2. For n ≥ 3,
(wi±1 jrwi±1 j
−1)⊗ ep ≡
r ⊗ ep, p 6= i, j,∓r ⊗ e j , p = i,±r ⊗ ei , p = j,
(wi±1 j−1rwi±1 j )⊗ ep ≡
r ⊗ ep, p 6= i, j,±r ⊗ e j , p = i,∓r ⊗ ei , p = j.
Corollary 3.2. For n ≥ 3,
[wi±1 j , r ] ⊗ ep ≡
0, p 6= i, j,−r ⊗ ei ∓ r ⊗ e j , p = i,±r ⊗ ei − r ⊗ e j , p = j.
[wi±1 j−1, r ] ⊗ ep ≡
0, p 6= i, j,−r ⊗ ei ± r ⊗ e j , p = i,∓r ⊗ ei − r ⊗ e j , p = j.
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Considering that any relator (R2) of Gersten’s presentation is conjugate to one of the relators (R2-1), . . . , (R2-8),
or considering Lemma 2.4, for any relator r = (R2), (R3) and (R4), we can rewrite an element r ⊗ ep with the relators
(R2-1), . . . , (R4-1) using Lemmas 3.1 and 3.2. The computation is easiest explained with examples, so we give three
examples.
[Ei j−1 , Ek j−1 ] ⊗ ep = (Ei j−1Ek j−1 [Ei j , Ek j ] Ei j Ek j )⊗ ep,
≡
{[Ei j , Ek j ] ⊗ ep, p 6= i, k,
[Ei j , Ek j ] ⊗ ep − [Ei j , Ek j ] ⊗ e j , p = i, k.
ri j−1(k)⊗ ep = {(Ek j−1Ei j−1ri j (k)−1Ei j Ek j ) · [Ek j−1 , Ei j−1 ]} ⊗ ep,
≡
{−ri j (k)⊗ ep + [Ei j , Ek j ] ⊗ ep, p 6= i, k,
−ri j (k)⊗ (ep − e j )+ [Ei j , Ek j ] ⊗ (ep − e j ), p = i, k.
hi−1 j ⊗ ep = (wi j−1hi jwi j )⊗ ep ≡
hi j ⊗ ep, p 6= i, j,hi j ⊗ e j , p = i,−hi j ⊗ ei , p = j.
Step 1. First we consider the generators wi j 4 ⊗ ep. Observing Gersten’s computation in [1], we see that for any
a, b, c, and d , the element (wab−1Ecdwab)−1Ecσ dσ ∈ R¯ is in the normal closure of (R2-1), . . . , (R4-1) in F . Hence
wi j
8 = {(wi j 4w jk2wi j−4)−1w jk2} · {(w jk−2wi j−4w jk2)−1wi j 4}
is also in it, and we see that
wi j
4 ⊗ ep = 12 (2wi j
4 ⊗ ep) ≡ 12 (wi j
8 ⊗ ep)
can be rewritten as a sum of the generators r⊗ep for r = (R2-1), . . . , (R4-1). Therefore we can remove the generators
wi j
4 ⊗ ep from the generating set E.
Step 2. Here we show that the generator r ⊗ ep for r = (R2-1), . . . , (R2-8) is zero or equal to one of the generators
ri±1 j (k
±1)⊗ ep. We have
Lemma 3.3. For n ≥ 6 and distinct i, j, k, l and m,
(i) (R2-2):
[Ei j , Ek j ] ⊗ ep ≡
0, p 6= i, k,−rk j (l)⊗ e j , p = i,ri j (l)⊗ e j , p = k.
(ii) (R2-3), (R2-4):
[Ei−1 j , Ek±1 j ] ⊗ ep ≡

0, p 6= i, k,
rk±1 j (l)⊗ e j , p = i,
∓ri−1 j (l)⊗ e j , p = k.
(iii) (R2-1):
[Ei j , Ei−1 j ] ⊗ ep ≡
{
0, p 6= i,
−ri j (k)⊗ e j − ri−1 j (l)⊗ e j , p = i.
(iv) (R2-6):
[Ei j , Ekl ] ⊗ ep ≡
0, p 6= i, k,−rkl(m)⊗ e j , p = i,ri j (m)⊗ el , p = k.
(v) (R2-7), (R2-8):
[Ei−1 j , Ek±1l ] ⊗ ep ≡

0, p 6= i, k,
rk±1l(m)⊗ e j , p = i,
±ri−1 j (m)⊗ el , p = k.
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(vi) (R2-5):
[Ei j , Ei−1k] ⊗ ep ≡
{
0, p 6= i,
−ri j (l)⊗ ek − ri−1k(m)⊗ e j , p = i.
Proof of Lemma 3.3. Here we prove (i). First we consider the case p 6= i, k. Since n ≥ 5, we can choose a number
l ∈ {1, . . . , n} such that l 6= i, j, k, p. Set r := Ei j−1 [Eil , El j ] ∈ R¯. Since [r, Ek j ] is in R¯, and since p 6= i, k, we
have
[Ei j , [r, Ek j ]] ⊗ ep ≡ 0, [r, Ek j ] ⊗ ep ≡ 0
by Corollary 3.1. Then, using the formula (2) repeatedly, we see that
[Ei j , Ek j ] ⊗ ep ≡ ([Ei j , [r, Ek j ]][r, Ek j ][Ei j , Ek j ])⊗ ep,
= [[Eil , El j ], Ek j ] ⊗ ep,
= [EilEl j Eil−1El j−1, Ek j ] ⊗ ep,
= ([Eil , [El j Eil−1El j−1, Ek j ]][El j Eil−1El j−1, Ek j ][Eil , Ek j ])⊗ ep,
≡ ([El j Eil−1El j−1, Ek j ][Eil , Ek j ])⊗ ep,
≡ · · · · · · ,
≡ ([El j−1, Ek j ][Eil−1, Ek j ][El j , Ek j ][Eil , Ek j ])⊗ ep,
≡ [El j−1, Ek j ] ⊗ ep + [Eil−1, Ek j ] ⊗ ep + [El j , Ek j ] ⊗ ep + [Eil , Ek j ] ⊗ ep.
On the other hand, by (2) we have
1 = [El j El j−1, Ek j ] = [El j , [El j−1, Ek j ]][El j−1, Ek j ][El j , Ek j ].
Since p 6= l, we see that [El j , [El j−1, Ek j ]] ⊗ ep ≡ 0 by Corollary 3.1, and hence
[El j , Ek j ] ⊗ ep + [El j−1, Ek j ] ⊗ ep ≡ 0.
Similarly, since p 6= i ,
[Eil , Ek j ] ⊗ ep + [Eil−1, Ek j ] ⊗ ep ≡ 0.
Therefore we obtain [Ei j , Ek j ] ⊗ ep ≡ 0.
Next we consider the case p = i . Since [[Ek j , Ei j ], rk j (l)] = 0 in R¯ab, and since [Ei j , rk j (l)] ⊗ ei ≡ rk j (l)⊗ e j
by Corollary 3.1, we have
[Ei j , Ek j ] ⊗ ei + rk j (l)⊗ e j ≡ ([Ei j , rk j (l)][Ei j , Ek j ][[Ek j , Ei j ], rk j (l)])⊗ ei ,
= [Ei j , [Ekl , El j ]] ⊗ ei ,
= ([Ei j , Ekl ][Ei j , El j Ekl−1El j−1 ][[El j Ekl−1El j−1 , Ei j ], Ekl ])⊗ ei ,
≡ ([Ei j , Ekl ][Ei j , El j Ekl−1El j−1 ])⊗ ei ,
≡ · · · · · · ,
≡ ([Ei j , Ekl ][Ei j , Ekl−1 ][Ei j , El j ][Ei j , El j−1 ])⊗ ei
≡ ([Ei j , Ekl ] + [Ei j , Ekl−1 ])⊗ ei + ([Ei j , El j ] + [Ei j , El j−1 ])⊗ ei .
Since we have
1 = [Ei j , EklEkl−1 ] = [Ei j , Ekl ][Ei j , Ekl−1 ][[Ekl−1 , Ei j ], Ekl ],
and since [[Ekl−1 , Ei j ], Ekl ] ⊗ ei ≡ 0 by Corollary 3.1, we see that
([Ei j , Ekl ] + [Ei j , Ekl−1 ])⊗ ei ≡ 0.
Similarly,
([Ei j , El j ] + [Ei j , El j−1 ])⊗ ei ≡ 0.
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Hence we obtain [Ei j , Ek j ] ⊗ ei ≡ −rk j (l) ⊗ e j . Furthermore changing the roles of i and k in the equation
[Ek j , Ei j ] ⊗ ei ≡ rk j (l)⊗ e j , we also obtain [Ei j , Ek j ] ⊗ ek ≡ ri j (l)⊗ e j .
Similarly, we can show (ii), (iv) and (v). We remark that to show (iv) and (v), we need n ≥ 6 since we use six
distinct generators of the free group Fn . Then using these results, we obtain (iii) and (vi). Since the calculations are
similar to that above, we leave them to the reader as an exercise. (For details, see [5].) 
By the lemma above, we can remove the generators r ⊗ ep for r = (R2-1), . . . , (R2-8) from the generating set E.
Step 3. Here we consider the generators ri±1 j (k±1)⊗ ep for p 6= i .
(3-a) The case p 6= i, k.
First we consider the case p = j . Observing (i) of Lemma 3.3, we see that ri j (l) ⊗ e j does not depend on the
choice of a number l such that l 6= i, j, k. On the other hand, since n ≥ 5, there exists another number m such that
m 6= i, j, k, l. Similarly, we have [Ei j , Emj ] ⊗ em ≡ ri j (k) ⊗ e j ≡ ri j (l) ⊗ e j from (i) of Lemma 3.3. This shows
that ri j (l)⊗ e j does not depend on the choice of a number l such that l 6= i, j . Furthermore, using the relator rk j (l−1)
instead of rk j (l) in the proof of (i) of Lemma 3.3, we also obtain
[Ei j , Ek j ] ⊗ ep ≡

0, p 6= i, k,
−rk j (l−1)⊗ e j , p = i,
ri j (l−1)⊗ e j , p = k.
Hence we can set
ri j (·)⊗ e j :≡ ri j (k)⊗ e j ≡ ri j (k−1)⊗ e j
for distinct i and j . Similarly, observing (ii) of Lemma 3.3, we can set
ri−1 j (·)⊗ e j :≡ ri−1 j (k)⊗ e j ≡ ri−1 j (k−1)⊗ e j
for distinct i and j .
For the case p 6= j , observing (iv) and (v) of Lemma 3.3, we can set
ri j (·)⊗ ep :≡ ri j (k)⊗ ep ≡ ri j (k−1)⊗ ep,
ri−1 j (·)⊗ ep :≡ ri−1 j (k)⊗ ep ≡ ri−1 j (k−1)⊗ ep.
(3-b) The case p = k.
Set
Si jk := ri j (k)⊗ ek − ri j (·)⊗ ek − rik(·)⊗ e j .
We show that Si jk ≡ 0 in R¯ab⊗Aut+Fn HL . For distinct i, j, k and l, the equation (xl , x j , xi , x j , xk)⊗ ek is given by
ril(k)⊗ ek = s−11 ⊗ ek + (wl j−1Eikwl j s−12 wl j−1Eik−1wl j )⊗ ek + (wl j−1ri j (k)wl j )⊗ ek
+ (wl j−1Ei j Ek jwl j s1wl j−1Ek j−1Ei j−1wl j )⊗ ek
+ (wl j−1Ei jwl j s2wl j−1Ei j−1wl j )⊗ ek + s3 ⊗ ek (7)
where
s1 := (wl j−1Eik−1wl j )−1Eik−1, s2 := (wl j−1Ek j−1wl j )−1Ekl−1,
s3 := (wl j−1Ei j−1wl j )−1Eil−1.
Then using Lemmas 3.1 and 3.2 repeatedly, we obtain
ril(k)⊗ ek ≡ ri j (k)⊗ ek + s1 ⊗ el + s3 ⊗ ek . (8)
On the other hand, using Lemma 2.3, we see that
s1 = (wl j−1Eik−1wl j )−1Eik−1
= E j−1lEl−1 j−1 [E jl−1 , Eik]El−1 j E j−1l−1 · E j−1l [El−1 j−1 , Eik]E j−1l−1 · [E j−1l , Eik],
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and hence
s1 ⊗ el ≡ rik(·)⊗ el − rik(·)⊗ e j .
Furthermore, applying (vi) of Lemma 2.2 to s3, we have
s3 = (wl j−1Ei j−1wl j )−1Eil−1
= E j−1lEl−1 j−1Eilril−1( j)−1Eil−1El−1 j E j−1l−1 · E j−1lEilri j−1(l−1)Eil−1E j−1l−1
· E j−1lEil [Ei j−1 , El−1i−1 ]Eil−1E j−1l−1 · [E j−1l , Eil ],
and hence
s3 ⊗ ek ≡ ril(·)⊗ ek − ri j (·)⊗ ek .
Substituting these results into (8), we obtain Si jk ≡ Silk .
By the same argument, considering the equation (x−1l , x j , xi , x j , xk)⊗ ek , we obtain Si jk ≡ −Silk , and 2Si jk ≡ 0.
Then 2 is invertible in L; we obtain Si jk ≡ 0, i.e.,
ri j (k)⊗ ek ≡ ri j (·)⊗ ek + rik(·)⊗ e j .
Similarly, considering the equations (x−1k , xl , xi , x j , xl)⊗ ek and (x−1i , xl , xl , x j , x±1k )⊗ ek , we obtain
ri j (k−1)⊗ ek ≡ ri j (·)⊗ ek + rik(·)⊗ e j ,
ri−1 j (k
±1)⊗ ek ≡ ri−1 j (·)⊗ ek + ri−1k(·)⊗ e j
respectively. (For details, see [5].)
By the argument above, we can remove the generators ri±1 j (k
±1)⊗ ek from the generating set E.
Step 4. Here we consider the generators hi j ⊗ ep.
First we consider the case p 6= i, j . From Lemma 2.3, we have
[wi j−1, Elk] = (wi j−1Elk−1wi j )−1Elk−1 = E j−1i Ei−1 j−1 [E j i−1 , Elk]Ei−1 j E j−1i−1
· E j−1i [Ei−1 j−1 , Elk]E j−1i−1 · [E j−1i , Elk],
and hence
[wi j−1, Elk] ⊗ el ≡ −r j i (·)⊗ ek − ri−1 j (·)⊗ ek + r j−1i (·)⊗ ek . (9)
On the other hand, observing (3), we have
[wi j−1, Elk] = (wi j−1Elkhi j−1Elk−1wi j ) · (wi j−1hi jwi j ) · [wi−1 j , Elk].
Using Lemmas 3.1 and 3.2, we have
(wi j
−1hi jwi j )⊗ el ≡ hi j ⊗ el ,
(wi j
−1Elkhi j−1Elk−1wi j )⊗ el ≡ −hi j ⊗ el − hi j ⊗ ek .
Furthermore, computing [wi−1 j , Elk] ⊗ el in a similar way to (9), we have
[wi−1 j , Elk] ⊗ el ≡ r j−1i (·)⊗ ek + ri j (·)⊗ ek − r j i (·)⊗ ek .
Hence
[wi j−1, Elk] ⊗ el ≡ −hi j ⊗ ek + r j−1i (·)⊗ ek + ri j (·)⊗ ek − r j i (·)⊗ ek . (10)
Comparing (9) with (10), we obtain
hi j ⊗ ek ≡ −ri j (·)⊗ ek − ri−1 j (·)⊗ ek .
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Next we consider the case p = i . Applying (iv) of Lemma 2.2 to {(wi j−1Eki−1wi j )−1Ek j } ⊗ ek , we see that
(wi j
−1Eki−1wi j )−1Ek j = E j−1i Ei−1 j−1 [E j i−1 , Eki ]Ei−1 j E j−1i−1 · E j−1i Ekirk j−1(i−1)−1Eki−1E j−1i−1
· E j−1i Ekirki−1( j−1)−1Eki−1E j−1i−1 ,
and hence
{(wi j−1Eki−1wi j )−1Ek j } ⊗ ek ≡ −r j i (·)⊗ ei + rk j (i−1)⊗ ek + rk j (i−1)⊗ ei + rki ( j−1)⊗ ek + rki (·)⊗ ei .
(11)
On the other hand, using (3), we have
(wi j
−1Eki−1wi j )−1Ek j = (wi j−1Ekihi j Eki−1wi j ) · (wi j−1hi j−1wi j ) · (wi−1 j−1−1Eki−1wi−1 j−1)−1Ek j .
Tensoring both sides of the equation above with ek , we have
hi j ⊗ ei ≡ {(wi j−1Eki−1wi j )−1Ek j } ⊗ ek − {(wi−1 j−1−1Eki−1wi−1 j−1)−1Ek j } ⊗ ek . (12)
Applying (iii) of Lemma 2.2 to (wi−1 j−1
−1Eki−1wi−1 j−1)−1Ek j , we see that
(wi−1 j−1
−1Eki−1wi−1 j−1)−1Ek j = E j i−1Ei j [E j−1i , Eki ]Ei j−1E j i · E j i−1Ek j−1rk j (i)−1Ek j E j i
· E j i−1Ek j−1rki ( j)−1Ek j E j i
and
{(wi−1 j−1−1Eki−1wi−1 j−1)−1Ek j } ⊗ ek ≡ r j−1i (·)⊗ ei − rk j (i)⊗ ek + rk j (·)⊗ e j
− rki ( j)⊗ ek + rki ( j)⊗ e j . (13)
Substituting (11) and (13) into (12), we obtain
hi j ⊗ ei ≡ −r j−1i (·)⊗ ei − r j i (·)⊗ ei + rk j (i)⊗ ek + rk j (i−1)⊗ ek + rki ( j)⊗ ek
+ rki ( j−1)⊗ ek − rk j (·)⊗ e j + rki (·)⊗ ei − rki ( j)⊗ e j + rk j (i−1)⊗ ei .
Similarly, considering {(wi j Eki−1wi j−1)−1Ek j−1} ⊗ ek , we have
hi j ⊗ e j ≡ r j−1i (·)⊗ ei + r j i (·)⊗ ei + rk j (i−1)⊗ ek + rk j (i)⊗ ek − rki ( j)⊗ ek − rki ( j−1)⊗ ek
− rki (·)⊗ ei + rk j (·)⊗ e j + rk j (i−1)⊗ e j − rki ( j−1)⊗ e j .
By the argument above, we can remove the generators hi j ⊗ ep from the generating set E.
Step 5. Here we consider the generators ri±1 j (k±1)⊗ ei .
For convenience, we use the following notation. Let V be the quotient L-module of R¯ab⊗Aut+Fn HL , by the L-
submodule generated by the elements ri±1 j (·)⊗ ek for k 6= i . We use $ for the equality in V .
First we consider the equation (xl , xk, xi , x j , xk)⊗ ei for distinct i, j, k and l. It is given by
ri j (l)⊗ ei = s−11 ⊗ ei + (wlk−1Eikwlks−12 wlk−1Eik−1wlk)⊗ ei + (wlk−1ri j (k)wlk)⊗ ei
+ (wlk−1Ei j Ek jwlks1wlk−1E−1k j Ei j−1wlk)⊗ ei
+ (wlk−1Ei jwlks2wlk−1Ei j−1wlk)⊗ ei + s3 ⊗ ei
where
s1 := (wlk−1Eik−1wlk)−1Eil−1, s2 := (wlk−1Ek j−1wlk)−1El j−1,
s3 := (wlk−1Ei j−1wlk)−1Ei j−1.
Then using Lemmas 3.1 and 3.2, we obtain
ri j (l)⊗ ei ≡ ri j (k)⊗ ei + s1 ⊗ e j + s2 ⊗ e j − s2 ⊗ el + s3 ⊗ ei . (14)
T. Satoh / Journal of Pure and Applied Algebra 211 (2007) 547–565 559
By an argument similar to that in (3-b), we can compute
s1 ⊗ e j ≡ ril(·)⊗ e j − rik(·)⊗ e j $ 0
and
s3 ⊗ ei ≡ −rkl(·)⊗ e j − rl−1k(·)⊗ e j + rk−1l(·)⊗ e j $ 0.
On the other hand, using (3), we have
s2 = (wlk−1Ek jhlkEk j−1wlk) · (wlk−1hlk−1wlk) · (wl−1k−1−1Ek j−1wl−1k−1)−1El j−1 ,
and hence
s2 ⊗ e j ≡ {(wl−1k−1−1Ek j−1wl−1k−1)−1El j−1} ⊗ e j ,
s2 ⊗ el ≡ {(wl−1k−1−1Ek j−1wl−1k−1)−1El j−1} ⊗ el + hlk ⊗ e j ,
≡ {(wl−1k−1−1Ek j−1wl−1k−1)−1El j−1} ⊗ el − rlk(·)⊗ e j − rl−1k(·)⊗ e j .
Then, applying (ii) of Lemma 2.2 to (wl−1k−1
−1Ek j−1wl−1k−1)−1El j−1 , we see that
(wl−1k−1
−1Ek j−1wl−1k−1)−1El j−1 = Ekl−1Elk[Ek−1l , Ek j ]Elk−1Ekl
· Ekl−1rl j (k)Ekl · El j Ekl−1rk j−1(l)EklEl j−1 ,
and hence
s2 ⊗ e j ≡ rl j (·)⊗ e j − rk j (·)⊗ e j $ 0,
s2 ⊗ el ≡ rk j (·)⊗ el + rk−1l(·)⊗ e j + rl j (k)⊗ el − rk j (l)⊗ el − rk j (·)⊗ e j − rlk(·)⊗ e j − rl−1k(·)⊗ e j ,
≡ rk j (·)⊗ el + rk−1l(·)⊗ e j + rl j (k)⊗ el − rk j (·)⊗ el − rkl(·)⊗ e j − rk j (·)⊗ e j − rlk(·)⊗ e j
− rl−1k(·)⊗ e j ,
$ rl j (k)⊗ el .
Substituting these results into (14), we obtain
ri j (l)⊗ ei $ ri j (k)⊗ ei − rl j (k)⊗ el . (15)
Similarly, considering the equations (x−1l , xi , xi , x j , xk) ⊗ el , (xk, xl , xi , x j , x−1k ) ⊗ ei and (x−1l , xk, x−1i ,
x j , x−1k )⊗ ei , we obtain
ri j (k)⊗ ei $ rl−1 j (i)⊗ el − rl−1 j (k)⊗ el , (16)
ri j (k−1)⊗ ei $ ri j (l)⊗ ei − rk−1 j (l)⊗ ek,
ri−1 j (k
−1)⊗ ei $ ri−1 j (l)⊗ ei − rl j (k−1)⊗ el .
From the equations above, we see that V is generated by ri±1 j (k)⊗ ei . We reduce these generators of V more. In
Eq. (15), exchanging the roles of k and l, we obtain
ri j (k)⊗ ei $ ri j (l)⊗ ei − rk j (l)⊗ ek,
and hence
rk j (l)⊗ ek $ −rl j (k)⊗ el .
For any j ∈ {1, . . . , n}, choose a number µ j ∈ {1, . . . , n} such that µ j 6= j and fix it. Then we have
rµ j j (k)⊗ eµ j $ −rk j (µ j )⊗ ek, ri j (k)⊗ ei $ ri j (µ j )⊗ ei − rk j (µ j )⊗ ek .
Furthermore, from (16), we have
ri−1 j (k)⊗ ei $ rk j (µ j )⊗ ek + ri−1 j (µ j )⊗ ei .
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This shows that the L-module V is generated by
rα j (µ j )⊗ eα, (1 ≤ α ≤ n, α 6= j, µ j )
and
rβ−1 j (µ j )⊗ eβ , (1 ≤ β ≤ n, β 6= j).
Therefore we conclude that the generating set E of R¯ab⊗Aut+Fn HL is reduced to
{ri±1 j (·)⊗ ep | p 6= i} ∪ {rα j (µ j )⊗ eα | 1 ≤ j ≤ n} ∪ {rβ−1 j (µ j )⊗β | 1 ≤ β ≤ n}.
The number of the generators above is just 2n(n2 − n)− n. This completes the proof of Proposition 3.1. 
3.2. The proof of Proposition 3.2
In this subsection, we prove Proposition 3.2. The outline of the proof is similar to that of Proposition 3.1. Since the
image of the map H1(R¯, H∗L)Aut+Fn → H1(F, H∗L) is isomorphic to the free L-module of rank 2n(n2 − n) − n − 1,
H1(R¯, H∗L)Aut+Fn contains a free L-submodule whose rank is greater than or equal to 2n(n
2 − n)− n − 1. To show it
is just 2n(n2− n)− n− 1, it suffices to show that H1(R¯, HL)Aut+Fn is generated by just 2n(n2− n)− n− 1 elements.
We have H1(R¯, H∗L)Aut+Fn = R¯ab⊗Aut+Fn H∗L , and see that
E∗ := {r ⊗ e∗p | r ∈ R, 1 ≤ p ≤ n}
is a generating set of R¯ab⊗Aut+Fn H∗L . In the following, we reduce the elements of E∗. We also use ≡ for the equality
in R¯ab⊗Aut+Fn H∗L .
Step 0. By an argument similar to that of Step 0 in Section 3.1, we have
Lemma 3.4. For n ≥ 3,
(Ei±1 jr Ei±1 j−1)⊗ e∗p ≡
{
r ⊗ e∗p, p 6= j,
r ⊗ e∗j ∓ r ⊗ e∗i , p = j,
(Ei±1 j−1r Ei±1 j )⊗ e∗p ≡
{
r ⊗ e∗p, p 6= j,
r ⊗ e∗j ± r ⊗ e∗i , p = j.
Corollary 3.3. For n ≥ 3,
[Ei±1 j , r ] ⊗ e∗p ≡
{
0, p 6= j,
∓r ⊗ e∗i , p = j,
[Ei±1 j−1 , r ] ⊗ e∗p ≡
{
0, p 6= j,
±r ⊗ e∗i , p = j.
Lemma 3.5. For n ≥ 3,
(wi±1 jrwi±1 j
−1)⊗ e∗p ≡

r ⊗ e∗p, p 6= i, j,
∓r ⊗ e∗j , p = i,
±r ⊗ e∗i , p = j,
(wi±1 j
−1rwi±1 j )⊗ e∗p ≡

r ⊗ e∗p, p 6= i, j,
±r ⊗ e∗j , p = i,
∓r ⊗ e∗i , p = j.
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Corollary 3.4. For n ≥ 3,
[wi±1 j , r ] ⊗ e∗p ≡

0, p 6= i, j,
−r ⊗ e∗i ∓ r ⊗ e∗j , p = i,
±r ⊗ e∗i − r ⊗ e∗j , p = j,
[wi±1 j−1 , r ] ⊗ e∗p ≡

0, p 6= i, j,
−r ⊗ e∗i ± r ⊗ e∗j , p = i,
∓r ⊗ e∗i − r ⊗ e∗j , p = j.
Considering that any relator (R2) of Gersten’s presentation is conjugate to one of the relators (R2-1), . . . , (R2-8),
or considering Lemma 2.4, for any relator r = (R2), (R3) and (R4), we can rewrite a element r ⊗ e∗p with the relators
(R2-1), . . . , (R4-1) using Lemmas 3.1 and 3.2.
Step 1. First we consider the generators wi j 4 ⊗ e∗p. By the same argument as that of Step 1 in Section 3.1, we see
that
wi j
4 ⊗ e∗p =
1
2
2wi j 4 ⊗ e∗p ≡
1
2
wi j
8 ⊗ e∗p
can be rewritten as a sum of the generators r⊗e∗p for r = (R2-1), . . . , (R4-1). Therefore we can remove the generators
wi j
4 ⊗ e∗p from the generating set E∗.
Step 2. Here we show that the generator r ⊗ e∗p for r = (R2-1), . . . , (R2-8) is zero or equal to one of the generators
ri±1 j (k
±1)⊗ e∗p. We have
Lemma 3.6. For n ≥ 6 and distinct i, j, k, l and m, we have
(i) (R2-6):
[Ei j , Ekl ] ⊗ e∗p ≡
0, p 6= j, l,rkl(m)⊗ e∗i , p = j,−ri j (m)⊗ e∗k , p = l.
(ii) (R2-7), (R2-8):
[Ei−1 j , Ek±1l ] ⊗ e∗p ≡

0, p 6= j, l
−rk±1l(m)⊗ e∗i , p = j,∓ri−1 j (m)⊗ e∗k , p = l.
(iii) (R2-5):
[Ei j , Ei−1k] ⊗ e∗p ≡
0, p 6= j, k,ri−1k(l)⊗ e∗i , p = j,ri j (l)⊗ ei , p = k.
(iv) (R2-1):
[Ei j , Ei−1 j ] ⊗ e∗p ≡
{
0, p 6= j,
ri j (k)⊗ e∗i − ri−1 j (l)⊗ ei , p = j.
(v) (R2-2):
[Ei j , Ek j ] ⊗ e∗p ≡
{
0, p 6= j,
rk j (l)⊗ e∗i − ri j (m)⊗ e∗k , p = j.
(vi) (R2-3), (R2-4):
[Ei−1 j , Ek±1 j ] ⊗ e∗p ≡
{
0, p 6= j,
−rk±1 j (l)⊗ e∗i ∓ ri−1 j (m)⊗ e∗k , p = j.
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Since this lemma is proved by an argument similar to that in Lemma 3.3, we omit the details. (For details, see [5].)
By the lemma above, we can remove the generators r ⊗ e∗p for r = (R2-1), . . . , (R2-8) from the generating set E∗.
Step 3. Here we consider the generators ri±1 j (k±1)⊗ e∗p for p 6= j .
(3-a) The case p 6= j, k.
First we consider the case p 6= k. By an argument similar to that of (3-a) in Section 3.1, observing the results of
Lemma 3.6, we can set
ri j (·)⊗ e∗p :≡ ri j (k±1)⊗ e∗p,
ri−1 j (·)⊗ e∗p :≡ ri−1 j (k±1)⊗ e∗p
for p 6= j, k.
(3-b) The case p = k.
For the case p = k, set
S∗i jk := ri j (k)⊗ e∗k − ri j (·)⊗ e∗k − rk j (·)⊗ e∗i .
By the same argument as that of (3-b) in Section 3.1, observing the equations (x±1l , x j , xi , x j , xk) ⊗ e∗k , we obtain
S∗i jk ≡ 0. Furthermore, observing (x−1k , xl , xi , x j , xl)⊗ e∗k and (x−1i , xl , xl , x j , x±1k )⊗ e∗k , we obtain
ri j (k−1)⊗ e∗k ≡ ri j (·)⊗ e∗k − rk−1 j (·)⊗ e∗i ,
ri−1 j (k
±1)⊗ e∗k ≡ ri−1 j (·)⊗ e∗k ∓ rk±1 j (·)⊗ e∗i .
By the argument above, we can remove the generators ri±1 j (k
±1)⊗ e∗k from the generating set E∗.
Step 4. Here we consider the generators hi j ⊗ e∗p for p 6= i, j . By an argument similar to that of Step 4 in
Section 3.1, considering the elements [wi j−1, Ekl ] ⊗ e∗l , we obtain
hi j ⊗ e∗k ≡ ri j (·)⊗ e∗k + ri−1 j (·)⊗ e∗k .
The cases where p = i or j are mentioned in Step 6 later.
Step 5. Let V be the quotient L-module of R¯ab⊗Aut+Fn H∗L , by the L-submodule generated by the elements
ri±1 j (·)⊗ e∗k for k 6= j . Then from the argument above, the elements ri±1 j (k±1)⊗ e∗j , hi j ⊗ e∗i and hi j ⊗ e∗j generate
V . Here we reduce these generators of V . We use $ for the equality in V .
First, considering the equation (xl , xk, xi , x j , xk)⊗ e∗j in a way similar to that of Step 5 in Section 3.1, we have
rik(l−1)⊗ e∗k $ −ri j (k)⊗ e∗j + ri j (l)⊗ e∗j . (17)
Similarly, considering (x−1l , x j , xi , xk, x j )⊗ e∗k , (xl , xk, x−1i , x j , xk)⊗ e∗j and (x−1l , x j , x−1i , xk, x j )⊗ e∗k , we obtain
rik(l−1)⊗ e∗k $ rik( j)⊗ e∗k + ri j (l)⊗ e∗j , (18)
ri−1k(l
−1)⊗ e∗k $ −ri−1 j (k)⊗ e∗j + ri−1 j (l)⊗ e∗j , (19)
ri−1k(l
−1)⊗ e∗k $ ri−1k( j)⊗ e∗k + ri−1 j (l)⊗ e∗j (20)
respectively. Hence we see that the L-module V is generated by ri±1 j (k)⊗ e∗j , hi j ⊗ e∗i and hi j ⊗ e∗j .
Substituting (18) into (17), and substituting (20) into (19), we obtain
ri±1k( j)⊗ e∗k $ −ri±1 j (k)⊗ e∗j . (21)
On the other hand, considering the equation (xl , xk, xi , x j , x−1k )⊗ e∗j , we obtain
ri j (l−1)⊗ e∗j $ ri j (k−1)⊗ e∗j + rik(l−1)⊗ e∗k .
Hence, rewriting each term of the equation above as a sum of rαβ(γ )⊗ e∗β , (1 ≥ α, β, γ ≥ n), using (17), and using
(21), we have 2(ri j (k)⊗ e∗j + rik(l)⊗ e∗k − ri j (l)⊗ e∗j ) $ 0. Since 2 is invertible in V , we obtain
ri j (k)⊗ e∗j + rik(l)⊗ e∗k − ri j (l)⊗ e∗j $ 0. (22)
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Similarly, considering (xi , x−1l , xl , x j , xk)⊗ e∗j , we have
ri−1 j (k)⊗ e∗j $ rl j (k)⊗ e∗j − ri−1k(l)⊗ e∗k + rlk(i−1)⊗ e∗k + ri−1 j (l)⊗ e∗j − rl j (i−1)⊗ e∗j .
Using (17) and (22), we can reduce the equation above to
ri−1 j (k)⊗ e∗j + ri−1k(l)⊗ e∗k + ri−1l( j)⊗ e∗l $ 0.
Now, using the equations above, we show that each generator ri±1 j (k) ⊗ e∗j can be rewritten as a sum of the
generators of type ri±1 j (1)⊗e∗j and r1±1 j (2)⊗e∗j . For distinct i, j, k 6= 1, we have ri j (k)⊗e∗j $ −rik(1)⊗e∗k+ri j (1)⊗
e∗j . If j = 1, we have ri1(k)⊗e∗1 $ −rik(1)⊗e∗k . If i = 1 and j, k 6= 2, then r1 j (k)⊗e∗j $ −r1k(2)⊗e∗k +ri j (2)⊗e∗j .
Finally, if i = 1 and j = 2, we have r12(k) ⊗ e∗2 $ −r1k(2) ⊗ e∗k . Hence any generator ri j (k) ⊗ e∗j is rewritten as
a sum of the generators ri j (1) ⊗ e∗j and r1 j (2) ⊗ e∗j . Similarly we see that ri−1 j (k) ⊗ e∗j is rewritten as a sum of the
generators ri−1 j (1)⊗ e∗j and r1−1 j (2)⊗ e∗j .
From the argument above, we see that V is generated by ri±1 j (1)⊗ e∗j , r1±1 j (2)⊗ e∗j , hi j ⊗ e∗i and hi j ⊗ e∗j , and
hence R¯ab⊗Aut+Fn H∗L is generated by these elements and ri±1 j (·)⊗ e∗k .
Step 6. Finally we consider the generators hi j ⊗ e∗p for p = i, j . Let V ′ be the quotient L-module of
R¯ab⊗Aut+Fn H∗L by the L-submodule generated, by the elements ri±1 j (·) ⊗ e∗k , ri±1 j (1) ⊗ e∗j and r1±1 j (2) ⊗ e∗j .
We use .= for the equality in V ′.
For distinct i, j and k, the equation {xk, x−1i , xi , x j } ⊗ e∗j is given by
hk−1 j ⊗ e∗j = t3 ⊗ e∗j + (wki−1−1E j iwki−1 t2wki−1−1E j i−1wki−1)⊗ e∗j
+ (wki−1−1E j i Ei−1 jwki−1 t1wki−1−1Ei−1 j−1E j i−1wki−1)⊗ e∗j + (wki−1−1hi jwki−1)⊗ e∗j
+ (wki−1−1E j−1i−1Ei j−1wki−1 t4wki−1−1Ei j E j−1iwki−1)⊗ e∗j
+ (wki−1−1E j−1i−1wki−1 t5wki−1−1E j−1iwki−1)⊗ e∗j + t6 ⊗ e∗j
where
t1 := E j−1k(w−1ki−1E j−1i−1wki−1)−1, t2 := Ek j (w−1ki−1Ei−1 jwki−1)−1,
t3 := E jk−1(w−1ki−1E j iwki−1)−1, t4 := (w−1ki−1E j i−1wki−1)−1E jk,
t5 := (w−1ki−1Ei jwki−1)−1Ek−1 j , t6 := (w−1ki−1E j−1iwki−1)−1E j−1k−1 .
Observing Lemma 2.2, we see that all tm (1 ≤ m ≤ 6) except for t2 belong to the normal closure of the relators (R2-1),
. . . , (R3-4). Hence, using Lemmas 3.4 and 3.5, we obtain
hk−1 j ⊗ e∗j .= t2 ⊗ e∗j + hi j ⊗ e∗j . (23)
From (3), we have
t−12 = (wki−1−1Ei−1 j−1wki−1)−1Ek j−1
= (wki−1−1Ei−1 jhki−1Ei−1 j−1wki−1) · (wki−1−1hki−1−1wki−1)
· (wk−1i−1Ei−1 j−1wk−1i )−1Ek j−1 ,
and hence
t−12 ⊗ e∗j ≡ {(wk−1i−1Ei−1 j−1wk−1i )−1Ek j−1} ⊗ e∗j − hki−1 ⊗ e∗i .
On the other hand, from Lemma 2.4, we have
hk−1 j ⊗ e∗j ≡ (wk j−1hk j−1wk j )⊗ e∗j ≡ −hk j ⊗ e∗k ,
hki−1 ⊗ e∗i ≡ (wki−1hki−1wki )⊗ e∗i ≡ −hki ⊗ e∗k ,
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and see that the element {(wk−1i−1Ei−1 j−1wk−1i )−1Ek j−1} ∈ R¯ belongs to the normal closure of the relators (R2-1),
. . . , (R3-4) by Lemma 2.2. Therefore we obtain
t2 ⊗ e∗j .= −hki ⊗ e∗k .
Substituting these results into (23), we obtain
hi j ⊗ e∗j .= hki ⊗ e∗k − hk j ⊗ e∗k . (24)
Similarly, considering {xk, xi , xi , x j } ⊗ e∗j and {xk, x∓1i , xi , x j } ⊗ e∗k , we obtain
hi j ⊗ e∗j .= hk j ⊗ e∗j − hki ⊗ e∗i , (25)
hi j ⊗ e∗i .= −hki ⊗ e∗k − hk j ⊗ e∗j , (26)
hi j ⊗ e∗i .= hk j ⊗ e∗k + hki ⊗ e∗i . (27)
Now we show that all hi j ⊗ e∗j and hi j ⊗ e∗i can be rewritten as a sum of h1 j ⊗ e∗j . First, from (24), we see that
hi j ⊗ e∗j .= −h j i ⊗ e∗i . Exchanging the roles of i and j in (26), we have h j i ⊗ e∗j .= −hk j ⊗ e∗k − hki ⊗ e∗i . Then
substituting it into (27), we obtain hi j ⊗ e∗i .= −h j i ⊗ e∗j . Set h(i, j) := hi j ⊗ e∗j + hi j ⊗ e∗i . From (24) and (27),
h(i, j) .= h(k, i). Similarly h(i, j) .= −h(k, i) from (25) and (26). Since 2 is invertible in V ′, h(i, j) .= 0 and hence
hi j ⊗ e∗j .= −hi j ⊗ e∗i . For distinct i, j 6= 1, we have hi j ⊗ e∗j .= h1 j ⊗ e∗j − h1i ⊗ e∗i from (25). Furthermore, if j = 1,
hi1 ⊗ e∗1 .= h1i ⊗ e∗i . So we see that hi j ⊗ e∗i and hi j ⊗ e∗j can be rewritten as a sum of the elements h1i ⊗ e∗i in V ′.
From the argument above, we conclude that the generating set E∗ of R¯ab⊗Aut+Fn H∗L is reduced to
{ri±1 j (·)⊗ ep | p 6= j} ∪ {ri±1 j (1)⊗ e∗j | i, j 6= 1}
∪ {r1±1 j (2)⊗ e∗j | j 6= 1, 2} ∪ {h1 j ⊗ e∗j | j 6= 1}.
The number of the generators above is just 2n(n2 − n) − n − 1. Hence it is a basis of R¯ab⊗Aut+Fn H∗L as a free
L-module. This completes the proof of Proposition 3.2. 
4. Some problems with 2-torsions
From our results above, for any n ≥ 6 and odd prime p, we see that the second homology groups H2(Aut Fn,M)
for M = H and H∗ do not have any p-torsions. However we still have
Problem 4.1. Determine all non-trivial 2-torsions in the second homology groups H2(Aut Fn,M).
Using only combinatorial group theory, this seems quite a difficult problem. By the universal coefficients theorem,
we have a splitting exact sequence
0 → Ext1Z(H1(Aut Fn,M),Z/2Z) → H2(Aut Fn,M∗⊗Z Z/2Z)
→ HomZ(H2(Aut Fn,M),Z/2Z) → 0
where M∗ = HomZ(M,Z). Hence the second cohomology groups H2(Aut Fn,M∗⊗Z Z/2Z) play an important role
in studying 2-torsions in H2(Aut Fn,M). In [4], we computed the first homology groups H1(Aut Fn,M) for any n.
Using these results, we see that
Ext1Z(H1(Aut Fn, H),Z/2Z) =
0 if n ≥ 4,Z/2Z if n = 3,Z/2Z⊕ Z/2Z if n = 2,
Ext1Z(H1(Aut Fn, H
∗),Z/2Z) =
{
0 if n ≥ 4,
Z/2Z if n = 2, 3.
Therefore, we also have
Problem 4.2. Determine whether the second cohomology groups H2(Aut Fn,M∗⊗Z Z/2Z) have any other 2-
torsions or not.
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