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Quite recently, the scientific community was shaken up by a new discovery. In the field of high-T c superconductivity, where cuprates had overwhelmingly predominated for the previous two decades, a new player -iron-based materials -has appeared 1 . Although the superconducting transition temperature (T c ) in iron-based compounds has not exceeded the liquid-nitrogen temperature, already in late 2008, i.e., less than a year after the discovery of this new class of superconducting materials, this temperature reached 56K. To date, the record among single crystals has belonged to SmFeAsO 1−x F x (T c = 57.5K) 2 ; great hopes have been laid upon the discovery of superconductivity with T c ∼ 60K in single-layer FeSe films 3, 4 .
In general, superconducting iron materials can be grouped in two classes: pnictides, and chalcogenides. The basic element in these compounds is a square lattice of iron atoms, which in the majority of weakly doped compounds is subjected to orthorhombic distortions at temperatures comparable with the temperature of the transition to the antiferromagnetic (AFM) phase, T SDW . In compounds of the first class, iron resides in a tetrahedral * Published in The structure and physical properties of iron compounds have been discussed in detail in many reviews (see, e.g. Refs. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] .
A characteristic feature of iron compounds as opposed to, for instance, cuprates, consists in a qualitative, or sometimes even quantitative, agreement of their Fermi surface (measured by the angle-resolved photoemission spectroscopy (ARPES) and by the quantum oscillations)
with the Fermi surface calculated from the first principles. This peculiarity, together with the small magnitude of the magnetic moment of iron atoms (∼ 0.3µ B ) in the pnictides and the absence of the dielectric state in the undoped case, make it possible to speak of a small or moderate level of electron correlations. Therefore, the natural starting point for their description is the model of itinerant electrons rather than the Mott-Hubbard limit and
Soon after the discovery of superconductivity in pnictides, estimates were made of the possibility of pairing due to the electron-phonon interaction. The coupling constant appears to be even smaller than that for aluminum 17 , although T c c in iron compounds is significantly higher. This led to the conclusion that it is unlikely that the pairing caused by electronphonon interaction could play a leading role in the emergence of superconductivity, although a more thorough analysis is probably required to take into account some specific features of the electron band structure 18 . Such a situation immediately led to searching for alternative theories of superconducting pairing. The interactions that are analyzed in the theories vary from spin and orbital fluctuations to strongly correlated Hubbard and Hund's exchanges.
It is unrealistic to describe or even simply mention all these theories in the present paper; therefore, we focus on one of the most promising theories, namely, the spin-fluctuation theory of the superconducting pairing.
The spin-fluctuation theory of superconductivity is promising for a number of reasons: (1) this theory is based on the model of itinerant electrons, which serves as a good starting point for the description of iron compounds; (2) the superconducting phase arises directly after the AFM phase or coexists with it; in this case, the character of the spin-lattice relaxation rate 1/T 1 T gradually changes from the Curie-Weiss to Pauli behaviors with an increase of doping and decreasing T c 19 , which indicates a decrease in the role of spin fluctuations; (3) the description of various experimentally observed properties of the pnictides and chalcogenides does not require the introduction of additional parameters in to the theory; rather, only some specific features of the band structure and of the interactions in different classes of the iron compounds should be taken into account 16 .
Iron-based superconductors represent quasi-two-dimensional substances in which the square lattice of iron atoms serves as the conducting plane. As was shown by the early calculations in the density functional theory (DFT) [20] [21] [22] Hubbard interaction Hamiltonian H = f U n f ↑ n f ↓ , where U is the single-site Coulomb (Hubbard) repulsion, and n f σ is the operator of the number of particles on the site f with a spin σ. The superconducting interaction in the singlet channel is determined by the Cooper vertex Γ ↑↓ , which, in the spirit of the Berk-Schrieffer theory [27] [28] [29] , is given by a diagrammatic series in the random-phase approximation (RPA) shown in Fig. 2 . The basic element in this case is an electron-hole bubble, i.e., the 'bare' susceptibility where f (ε p ) is the Fermi distribution function for the electron dispersion ε p and ω n is the Matsubara frequency. The sum of bubbles and ladders yields
where χ s and χ c are the spin and charge susceptibilities, respectively:
A magnetic instability develops in the system if the Stoner criterion is fulfilled: 1 = U χ 0 (q, ω = 0). The ferromagnetic instability corresponds to q = 0; the AFM instability, which we are interested in, appears at the antiferromagnetic wave vector q = Q. If we avoid the development of the instability, for example, via doping, then no long-range order will appear, but the product U χ 0 (q, ω = 0) will be close to unity, thus leading to a large magnitude of the spin susceptibility χ s and, correspondingly, to its very large contribution to the Cooper vertex Γ ↑↓ . However, unlike the electron-phonon attractive interaction in the Bardeen-Cooper-Schrieffer (BCS) theory, Γ ↑↓ results in the effective repulsive interaction V (k, k ). If we write the Hamiltonian of the system in terms of the mean-field theory, explicitly separating the superconducting interaction
whereσ = −σ and a † kσ is the creation operator of an electron with a momentum k and spin σ, then the gap equation will take the form
where
In the case of electron-phonon interaction with a coupling constant g e−ph in the BCS theory, we have V (k − k ) = −g 2 e−ph and equation (6) has the solution ∆ k = ∆ 0 (T ), which corresponds to the s-type of the superconducting order parameter. In iron compounds, the orbital fluctuations enhanced by electron-phonon interaction can lead to a sign-constant solution, which in the multiband case is called the s ++ state 30, 31 . On the other hand, for the spin-fluctuation interaction we have V (k − k ) > 0 and the s-type of solution does not satisfy equation (6) . In the case of spin fluctuations, V (k − k ) has a maximum at the wave vector Q, and if we use a very rough approximation,
then equation (6) will take the form
It is obvious that the last equation has a solution if ∆ k and ∆ k+Q have different signs. In the simplest case of ∆ k = −∆ k+Q the equation acquires the form
The solution defines a gap, which reverses sign at the vector Q. If this vector connects different bands of the quasiparticles (Fermi surfaces belonging to different bands), which is realized, in particular, in iron-based materials, then the solution of this type with an A 1g symmetry is called the s ± state 22 . The competing states will be those with a B 1g and a B 2g
symmetries, namely, those that have the d xy and d x 2 −y 2 types of the order parameter.
In the multiorbital case, the central subject of the spin-fluctuation theory -the dynamic spin susceptibility -is a tensor with respect to the orbital indices l, l , m, and m :
Here, Ω is the Matsubara frequency, S s ll (q, τ ) is the sth component of the vector of the spin operator with the Matsubara time τ :
where σ is a vector composed of Pauli matricesσ, and a † plα is the operator of creation of an electron with the orbital index l, momentum p, and spin α. To obtain a zero's order approximation, we decouple expression (9) via Wick's theorem, introduce normal and anomalous Green's functions
transform to the Matsubara frequencies ω n and find the expression for the +− component of the susceptibility in the absence of spin-orbit interaction:
The physical (observed) susceptibility is obtained at the coincident orbital indices of the two Green's functions entering into the vertex, i.e., at l = l and m = m: χ +− (q, iΩ) = 
Below, we will rely on the model of the band structure H 0 from Ref. 23 , which is based on DFT calculations 24 for a single-layer LaFeAsO pnictide. As the interaction, we will use the two-particle Hamiltonian with a single-site interaction of the general form 23,32-34 :
where n f m = n f m↑ + n f m↓ , f is the site index, U and U are the intra-and interorbital
Hubbard repulsions, J is Hund's exchange, and J is the pair hopping. The parameters usually obey the spin-rotational invariance (SRI), which leads to a decrease in the number of free parameters of the theory because of the relationships U = U − 2J and J = J.
Based on the interaction in Hamiltonian (13) we can formulate the RPA for the spin susceptibility χ +− (q, iΩ) 23 . To obtain the solution, we transform from tensors to matrices with the indices ı = l + l n O and  = m + m n O , where n O is the number of orbitals. Then, in the matrix form, the spin susceptibility in the RPA is written down aŝ
whereÛ +− is the interaction matrix in the +− channel.
The Cooper vertex in the multiorbital case is similar to that in the single-band case (2),
whereχ s,c = 1 ∓χ 0Ûs,c
−1χ
0 is the spin (s) and charge (c) susceptibilities,Û s,c are the interaction matrices in the spin and charge channels, and l 1 to l 4 are the orbital indices.
The necessity of constructing the theory in orbital representation stems from the fact that just in this representation the Hubbard interaction (13), remains local. The superconducting pairs, however, are formed at the level of bands rather than orbitals; therefore, we should transform the Cooper vertex into a band basis via matrix elements ϕ µ km ,
Calculations show that Γ µν rapidly decreases with increasing frequency in the range of frequencies that are much lower than the band width. Although the equation for the superconducting gap depends, generally speaking, on ImΓ µν , the momenta k and k making the main contribution to the pairing should correspond to the small frequencies at which these momenta lie near the Fermi surface. Similarly to the case where the coupling constant for the electron-phonon interaction is determined by the integral of the Eliashberg function α 2 F (ω) taken with respect to frequency, here, using the Kramers-Kronig relationship, we
Thus, the problem of the calculation of the effective pairing interaction reduces to finding the real part of Γ µν at the zero frequency, which substantially simplifies calculations.
If we represent the order parameter ∆ k in the form of a product of the amplitude ∆ 0 by the angular part g k , we can determine the dimensionless coupling parameter λ as a result of the solution to the problem for the eigenvalues (λ) and eigenvectors (g k ) 23 :
where v F k is the Fermi velocity, the contour integral is taken over k || , belonging to the νth Fermi surface, and the band µ is unambiguously determined by the fact which of the quite complicated numerical methods. But since, in the case of pairing, it is the amplitude of scattering in the particle-particle channel on the Fermi surface that is important, the angular dependence of this amplitude can be expanded in terms of the same harmonics as the ∆ k is expanded. Such a method, which is called LAHA (lowest angular harmonics approximation), makes it possible to describe pairing in iron compounds both in the case of low doping and upon very strong doping with electrons or holes, using a limited set of parameters and without doing complex calculations [41] [42] [43] . The main assumption of the LAHA is the fact that the Cooper vertexΓ µν (k, k ) can be factorized in momenta k and k as follows:
where index η corresponds to the symmetry group of the order parameter, C One of the advantages of the LAHA is the possibility of varying the effective interaction parameters U ij andŨ ij , determining thereby to which extent this or that concrete solution for the gap is stable. In this fermiological picture, one can clearly distinguish which of the interactions leads to pairing. competition can arise between the gaps of the s ± and d types. However, it is the s ± state that always wins in the presence of both electron and hole pockets. The dominant interactions U ij andŨ ij that were obtained from the analysis of the LAHA results are shown by arrows connecting the particles on the Fermi surfaces. Thus, the strongest interaction U α i β in the case of low doping is between the electron and hole pockets, and the dominating state has the s ± -symmetry. Upon electron doping, the repulsion U ββ inside the electron pocket is large, and it is best for the system to form a sign-changing gap on the electron pockets in order to reduce this contribution. In this case, the s ± state has nodal lines at electron Fermi For the hole doping, on the contrary, the appearance of a new hole pocket γ near the point (π, π) leads to the stabilization of the s ± state without nodes on the Fermi surface.
This picture is affected by the orbital character of the bands. Since the pocket γ is mainly formed by the d xy orbital, as are the small regions on the electron pockets (see Fig. 1 ), the new channel of scattering of this pocket by the electron pockets leads to the 'isotropization' of the gap on electron pockets. With a further doping by holes, when the electron pockets disappear, as in KFe 2 As 2 , the strong interaction inside the hole pocket α 2 forces the system to form a sign-changing gap with nodes on this pocket. The symmetry of the gap refers, as before, to the A 1g representation and corresponds to the s ± state with added higher angular harmonics 43 .
As to the experimental observation of the s ± state the first results were obtained via inelastic neutron scattering. Since χ 0 (q, ω) describes the particle-hole excitations and since all excitations at frequencies less than about 2∆ 0 (at T = 0) are absent in the superconducting state, the imaginary part Imχ 0 (q, ω) becomes finite only above this frequency value. The anomalous Green's functions entering Eq. (11) give rise to terms proportional to
. These are the so-called anomalous coherence factors. At the Fermi level, one
If ∆ k and ∆ k+q have the same sign, the coherence factors will be equal to zero, which will lead to a gradual increase in the spin susceptibility with increasing frequency in the range ω > Ω c with Ω c = min (|∆ k | + |∆ k+q |), whereas at frequencies lower than Ω c we have Imχ 0 (q, ω) = 0. This can be seen from Fig. 1 Thus, the existence of a spin resonance refers to an exclusive property of the s ± state .
For iron compounds, the spin resonance was predicted theoretically 48, 49 , and then revealed experimentally in the 1111, 122, and 11 families of pnictides and chalcogenides [50] [51] [52] [53] [54] [55] [56] [57] [58] .
By introducing an additional damping of quasiparticles and by adjusting parameters, we can attain the appearance of a peak in the magnetic susceptibility in the s ++ state at frequencies above Ω c 59,60 . From the experimental view-point, it is important to distinguish the situation with appearing a resonance peak for Ω res ≤ Ω c from that with the enhanced susceptibility for ω > Ω c . The first case refers to the s ± state and indirectly confirms the spin-fluctuation mechanism of the superconductivity; the second case corresponds to the s ++ state and to the theory of superconductivity due to orbital fluctuations or electron-phonon interaction. No exact answer exists so far as to which of them is correct, but the present body of experimental data on both the spin resonance and on the quasiparticle interference scattering, penetration depth, heat capacity, and many other observed characteristics indicates in favor of the sign-changing s ± state 16 .
Summarizing, we conclude that, in spite of the variety of the materials, the multiorbital spin-fluctuation theory of pairing can explain many observed features of iron-based superconductors, in particular, the different variants of the experimentally examined behaviors of the superconducting gap. The anisotropic s ± state and its nodal structure on Fermi surfaces are quite sensitive to some details of the electronic structure, such as the orbital character of the bands, spin-orbit interaction, and changes in the band structure due to the doping.
