Introduction
Consider a three-dimensional surface in R 6 S = {(ξ 1 , ξ 2 , ξ 3 , Φ 1 (ξ 1 , ξ 2 , ξ 3 ), Φ 2 (ξ 1 , ξ 2 , ξ 3 ), Φ 3 (ξ 1 , ξ 2 , ξ 3 )) : (ξ 1 , ξ 2 , ξ 3 ) ∈ [0, 1] 3 }.
We assume that the functions Φ 1 , Φ 2 , Φ 3 are homogeneous polynomials of degree two. In addition to this, we assume that the Jacobian of (Φ 1 , Φ 2 , Φ 3 ) : R 3 → R 3 is not identically zero: We call this class of surfaces three-dimensional nondegenerate surfaces in R 6 . For simplicity, we use the notation ξ = (ξ 1 , ξ 2 , ξ 3 ) ∈ R 3 and e(x) = e 2πix for x ∈ R, and we define a function Φ : [0, 1] 3 → R 3 by Φ(ξ) = (Φ 1 (ξ), Φ 2 (ξ), Φ 3 (ξ)).
Given a function g : [0, 1] 3 → C and a rectangular box θ ⊂ [0, 1] 3 , we define the extension operator E θ associated with the surface S by E θ g(x) = θ g(ξ)e(x 1 ξ 1 + x 2 ξ 2 + x 3 ξ 3 + (x 4 , x 5 , x 6 ) · Φ(ξ)) dξ 1 dξ 2 dξ 3 . N 1/2 Z 3 . Given N ≥ 1, p ≥ 2 and a nondegenerate surface S, let D S (N, p) be the smallest constant satisfying the following inequality
The l p decoupling problem for S is to find a sharp upper bound of D S (N, p). Our main result is as follows. Theorem 1.1. Let S be a three-dimensional nondegenerate surface in R 6 . Theorem 1.1 is sharp up to N losses. For the sharpness, we refer to the discussion in Section 9 of the paper [DGS16] . For a d-dimensional surface in R 2d , one can follow the same arguments used in the proof of Theorem 1.1, but this does not give a sharp decoupling because of a lack of lower dimensional decouplings.
The decoupling problem was introduced by Wolff [Wol00] in connection with the BochnerRiesz type problem. After that, some progress in the l p decoupling for hypersurfaces has been made in [ LW02, LP06, GSS08, GS09, GS10, Bou13, Dem14] . Recently, Bourgain and Demeter [BD15b] proved the decoupling conjectures for the paraboloid and the cone. Based on their results, the l p decouplings for surfaces of codimension larger than one have been studied in [BD16a, BD16b, BDG16, BDG17] . Moreover, it is known that their results are closely related to number theory, in particular, the estimates on the Riemann zeta function on the critical line and Parsell-Vinogradov systems. Our result can also be used to obtain the upper bound of the number of the system of Diophantine equations associated with the surface S; see [BD16b, BDG16] .
Our proof basically follows the Bourgain and Demeter's framework [BD15b] . First, we show that the sharp multilinear version of a decoupling implies the sharp linear decoupling; then we obtain the multilinear version of a decoupling. The main problem happens in the first step, in which we must deal with the decouplings clustered near 3-variety. Bourgain and Demeter solved this problem for other surfaces. Decouplings for the paraboloid require decouplings clustered near 1-variety instead of 3-variety. Because 1-variety is a hyperplane, Bourgain and Demeter could simply use a lower dimensional decoupling to solve the problem, and for the decouplings for two-dimensional surfaces, Bourgain and Demeter solved the problem just by applying trivial decouplings; neither approach applied directly to our problem. The novelty of our proof is to present a general way to apply lower dimensional decouplings to deal with the decouplings clustered near arbitrary variety.
My ideas are as follows. The first step is to show that we can essentially assume that the 3-variety is a zero set of "non-singular" polynomial, i.e., a manifold. This proof makes use of a decomposition of the 3-variety and an iteration with different scales. The next step is a variation of the iteration argument in [PS07] (See also [GO16] and Section 8 in [BD15b] ). We first approximated the manifold to tangent planes at some scale. Because a tangent plane is 1-variety, we can directly apply a lower dimensional decoupling as Bourgain and Demeter did for the paraboloid. Repeating this argument with rescaling completes the proof.
It is likely to have to handle a decoupling clustered near a variety to apply the framework of Bourgain and Demeter to surfaces of codimension larger than one. Our argument for the decouplings clustered near arbitrary variety for a three-dimensional surface in R 6 does not rely on any property of this surface. Hence, our argument can be used to obtain the decouplings clustered near arbitrary variety for other surfaces of codimension larger than one.
Throughout the paper we assume that the numbers −1 and N 2 −m for some large integer m are dyadic numbers to avoid technical problems. We write A B if A ≤ cB and A ∼ B if c −1 A ≤ B ≤ cA. The constant c will in general depend on fixed parameter p and sometimes on the variable parameter but not N . If R is a rectangular box and c is a positive real number, then we denote by cR the box obtained by dilating R by a number c about its center. Throughout the paper, our surface S is always a three-dimensional surface in R 6 . 1.1. Outline of the paper. In Section 2, we define a transversality and obtain the multilinear Kakeya inequality. In Section 3, we give some definitions and get some lemmas. In Section 4, we obtain a weak form of a decoupling clustered near a variety, which contains the novelty of this paper. In Section 5, we study relations between the linear l p decoupling and the multilinear l p decoupling. In Section 6, we give well-known equivalent formulations of the decoupling problem. In Section 7, we review a standard wave packet decomposition. In Section 8, we complete the proof of Theorem 1.1.
Transversality
In this section, we will study a transversality condition. More precisely, we will define some concepts related to the transversality condition, and then we will obtain the multilinear Kakeya inequality. Since our surface S is a submanifold of half the ambient dimension, the multilinear Kakeya inequality is the same as the bilinear Kakeya inequality.
2.1. Definitions. We can take three linearly independent normal vectors to S at (p, Φ(p)):
Fix ν > 0. We say that two points p 1 , p 2 in R 3 are ν-transverse if
. This symmetry will make our proof easier. We say that two sets E 1 , E 2 ⊂ R 3 are ν-transverse if any two points p 1 ∈ E 1 and p 2 ∈ E 2 are ν-transverse.
2.2.
The bilinear Kakeya inequality.
Lemma 2.1 (The bilinear restriction theorem). Let ν > 0. Let R 1 , R 2 be ν-transverse cubes in [0, 1] 3 . Then for each g i : R i → C, we have
Proof. We use the change of variables
Note that the Jacobian of this mapping is given by J(ξ 1 , ξ 2 , ξ 3 , η 1 , η 2 , η 3 ). Since this transformation is defined in terms of homogeneous polynomials and J(ξ, η) = 0 for ξ ∈ R 1 and η ∈ R 2 , it follows from Bezout's theorem that it has a uniformly bounded multiplicity. Hence
where F = g 1 g 2 and |J −1 (u)| < ν −1 . By using Plancherel's identity, we have
This completes the proof of Lemma 2.1.
Let P be a collection of all cubes P p on a three-dimensional affine subspaces in R 6 with a point p ∈ [0, 1] 3 satisfying the following: the side lengths of each P p are equal to N 1 2 and the axes of P p span a subspace spanned by three vectors m 1 (p), m 2 (p), m 3 (p). We will say that P p is associated with p.
Definition 2.2. Let ν > 0. We say that two families P i are ν-transverse if there exist two cubes α 1 , α 2 ⊂ R 3 , which are ν-transverse, such that each P p ∈ P i is associated with a point p ∈ α i . Suppose P j,a are elements of P j , where 1 ≤ a ≤ N j and j = 1, 2. We denote byP j,a the 1-neighborhood of P j,a in R 6 , and denote by T j,a the characteristic function ofP j,a . Proposition 2.3 (The bilinear Kakeya-type inequality). Let ν > 0. Assume that two families P j = {P j,a : 1 ≤ a ≤ N j }, j = 1, 2, are ν-transverse. Then we have
There is a well known argument proving that the restriction inequality implies the Kakeya inequality. To prove Proposition 2.3, we follow the same argument.
Proof. Fix an element P i,a ∈ P i and a point v i,a ∈ R 6 . Let P i,a be associated with some point 
Hence, we get
for any transverse sets w 1,a and w 2,b , for any points v 1,a , v 2,b ∈ R 6 and for any x ∈ R 6 . By the bilinear restriction theorem, we get
Next, we use the change of variables y = cN By interpolating two points p = 4 and p = ∞ via Hölder's inequality, we obtain
for any 4 ≤ p < ∞. Moreover, a standard argument gives Corollary 2.4. Let ν > 0. Assume that two families P j = {P j,a : 1 ≤ a ≤ N j }, j = 1, 2, are ν-transverse. Then for any 4 ≤ p < ∞, we have
for all nonnegative functions g i,a ∈ L 1 (R 6 ).
Proof. First, observe that
for all non-negative real numbers u a ,v b . Let c i,a be the center ofP i,a . Next, we take a finitely overlapping cover of R 6 by translating a fixed tubeP i,a , and call this cover G. Then
whereT i,a,P is a characteristic function of 100P + c i,a . Combining this with (2.1) gives the desired results.
Some definitions and lemmas
Let S be a three-dimensional nondegenerate surface in R 6 . Recall that for given p ≥ 2 and
For ν > 0, p ≥ 2 and N ≥ 1, we denote by D bil (N, p, ν) the smallest constant such that the bilinear decoupling holds;
for any functions g 1 , g 2 : [0, 1] 3 → C and any ν-transverse dyadic cubes
We will use the following lemma frequently. This lemma is identical to Lemma 7.1 in [BDG16] . 
for each cube B with side length R. The implicit constant is independent of R, B and depends on the implicit constant from (1).
One of the key propositions is the parabolic rescaling. The proof of Proposition 3.2 is identical to that of Proposition 7.1 in [BD16b] . 
Proof. By lemma 3.1, it suffices to show that
We write a = (a 1 , a 2 , a 3 ) and define an affine transformation associated with τ by
. Through routine calculations, we can see
where A τ is some 3 by 3 matrix. We define the linear transformation M : x →x to be σ
Hence, by using a change of variables and changing back to the original variables, we have
This completes the proof of Proposition 3.2.
We note an easy lemma. This lemma follows by interpolating L 2 and L ∞ estimates.
Note that Hölder's inequality gives
Let γ lin (p) be the unique number such that
Similarly, let γ bil (p) be the unique number such that
A decoupling clustered a variety
Let S be a three-dimensional nondegenerate surface in R 6 . In this section, we always assume that there does not exist a hyperplane L satisfying Φ(L) = 0. Let Z be a 3-variety, i.e.,
for some polynomial F of degree three. For a set V ⊂ R 3 and N ≥ 1, we denote C N (V ) a collection of all cubes in P N −2 intersecting the set V . The goal of this section is to prove the following proposition.
Proposition 4.1 (A weak form of decoupling clustered a variety). For every p ≥ 2 and > 0, there exist sufficiently large numbers K, K 1 and K 2 depending on p and with 1
Moreover, the constant C p, is stable under any slight translations of the variety Z.
The constants K, K 1 and K 2 will be explicitly determined in Section 5. Proposition 4.1 itself does not give a decoupling clustered the variety Z, but this inequality is sufficient for obtaining Theorem 1.1.
A key idea to prove Proposition 4.1 is to approximate the zero set Z by tangent planes. However, this set does not have to be a manifold. Thus, we divide the set Z into two subsets: a manifold part and a singular part. The l p decoupling associated with the manifold can be dealt with by the above approximation idea. To handle the singular part, we make the singular part into a manifold by deleting a much singular subset. In other words, we again divide the singular part into two sets: the manifold part and the much singular part. As before, the l p decoupling associated with the manifold can be dealt with by the tangent plane approximation argument. From the fact that Z is a zero set of a polynomial of degree three, the much singular part becomes a hyperplane. By using this observation, we can handle the much singular part. This is an outline of the proof of Proposition 4.1.
We first need the uniform decoupling clustered arbitrary 1-variety. 
Here, the constant C p, is independent of a choice of L.
Proof. We claim that there exists an 1 > 0 such that
where the infimum runs over all hyperplanes containing the origin. Suppose that such 1 does not exist. Since the Grassmannian is sequentially compact, we can take a hyperplane H such that Φ(H) = 0, which is a contradiction. Hence, (4.1) holds true for some 1 > 0. We can assume that L intersects with [0, 1] 3 . By translation and rotation, we can further assume that L is a xy-plane. By (4.1) and a change of variables, we can write
By using the dimension reduction in [BDG17] and [DGS16] , and applying Lemma 2.4 in [BD15a] , we get the desired result.
We need a rescaled version of Lemma 4.2. The proof of Lemma 4.3 is identical to that of Proposition 3.2. 
Proof. Due to translation invariance, we can assume that B K 2 = [0, K 2 ] 6 . By using a translation and a change of variables, we can assume that R is contained in [−2K
Then there exists a hyperplane P such that the support of
Now Lemma 3.1 gives the desired results.
The next lemma is a decoupling clustered a manifold. The proof makes use of Lemma 4.3 and a tangent plane approximation argument. 
Here, c(M ) is a constant depending on the principal curvatures of the manifold M .
Proof. We will use the following claim repeatedly. Claim. Fix any number K 1 with K −1
We first prove the claim. Let a be a point with a ∈ M ∩ β. Take a tangent plane T of M at the point a. Then the intersection of C K 1/2 (M ) and β is contained in a rectangular box with dimensions C(M )(K We are now ready to prove Lemma 4.4. By Hölder's inequality
By applying Claim with K 1 = K 2 and summing over cubes B K 4 ⊂ B K 8 , the above term is bounded by
We again apply Claim with K 1 = K 4 and sum over cubes
We repeat this process until the side length of cubes becomes K. Then the above term is bounded by
We take c(M ) = C(M ) 10 log −1 . The exponent of K in the above term is less than C + Proof of Proposition 4.1. Let Z + b 0 be the translation of Z for some b 0 ∈ R 3 . Fix sufficiently large K 2 . Constants K and K 1 will be determined later. Let Z be the zero set of a polynomial F of degree three. Since F is a nonzero function, one of the three functions
is not identically zero. We call this function F (1) . Note that the function F (1) is a polynomial of degree two. Define
Q.
Since F (1) is a nonzero function, one of the three functions
is not identically zero. We call this function F (2) , and define a set U (2) by
Observe that U (2) is contained in the 30K
2 -neighborhood of some hyperplane in R 3 because the function F (2) is a nonzero polynomial of degree one. We will deal with the decoupling associated with the set U (2) by using Lemma 4.2. Now we start the proof of Proposition 4.1. By the triangle inequality,
By applying Lemma 4.2 to the first term on the right hand side and using the triangle inequality, the bound terms are bounded by
By the triangle inequality, the above terms are bounded by
We take K and K 1 large enough so that K ,
. It suffices now to show the following two inequalities.
Claim. If K and K 1 are sufficiently large, then
Proof of Claim. First, we prove the first inequality. By the construction of the sets U (i) and the implicit function theorem, the set U (1) \ U (2) is contained in a finite union of the O(K 
We fix K 1 satisfying c(K 2 ) ≤ K 1 . Lemma 3.1 now completes the proof. We now prove the second inequality. Because
) is a manifold, we can follow the same argument. By Lemma 4.4, we have
We fix K satisfying c(K 1 , K 2 ) ≤ K . Lemma 3.1 now completes the proof.
Linear versus bilinear decoupling for surfaces
The goal of this section is to prove Theorem 5.1, which means that the bilinear l p decoupling implies the linear l p decoupling. Since the bilinear l p decoupling is much easier than the linear l p decoupling, the theorem is useful. Since our surface is a submanifold of half the ambient dimension, the multilinear l p decoupling is the same as the bilinear decoupling.
Let S be a three-dimensional nondegenerate surface in R 6 . Let Z = {ξ ∈ R 3 : J(ξ, 0) = 0}.
Theorem 5.1. Let p ≥ 2 and > 0.
(1) If there is some two-dimensional plane L in R 3 satisfying Φ(L) = 0, then there exists ν such that for every N ≥ 1
(2) If such L does not exist, then there exists ν such that for every N ≥ 1
The proof of (1) in Theorem 5.1 does not require any novelty. We first note that if there exists a hyperplane L in R 3 satisfying Φ(L) = 0, then we can assume that
by using a change of variables. Thus, we have J(p 1 , p 2 ) = 8|ξ 1 − η 1 | 3 for any p 1 = (ξ 1 , ξ 2 , ξ 3 ) and p 2 = (η 1 , η 2 , η 3 ). Since the set Z is a hyperplane, we can easily prove (1) of Theorem 5.1 just by following Bourgain and Demeter's argument in [BD15b] .
Note that the exponent of ( N M ) in (2) of Theorem 5.1 is identical to the exponents of K, K 1 , K 2 in Proposition 4.1. This is because this term comes from a decoupling clustered near a variety.
To prove Theorem 5.1, we will first prove Proposition 5.2.
Proposition 5.2. Let p ≥ 2 and > 0.
(1) If there is some two-dimensional plane L in R 3 satisfying Φ(L) = 0, then there exist sufficiently large number K and some number C K such that for any f : [0, 1] 3 → C and
(2) If such L does not exist, then there exist sufficiently large numbers K, K 1 and K 2 with 1 K 2 K 1 K and some number C K such that for any f :
The constants K, K 1 and K 2 will be determined in the proof of Theorem 5.1. The proof of Proposition 5.2 is very similar to that of Proposition 5.2 in [BD15b] .
Proof of Proposition 5.2. We first prove (2) of Proposition 5.2. Due to translation invariance, we can assume that B N = [0, N ] 6 . We will follow the standard formalism in [BG11] . Fix a cube B K (a) in B N . We take a Schwartz function η on R 6 , withη(x) = 1 on [−2, 2] 6 andη(x) = 0 outside [−4, 4] 6 . We also take the function ζ B K (a) (x) = K −6 w 100
By an application of Young's inequality
Hence, we have
Note that for any x ∈ B K (a)
Let α (1) ∈ P K −2 be a cube maximizing the value c α (B K (a)). There are two possibilities.
(Case 1: a transverse case) consider the case that there is some cube α (2) ∈ P K −2 such that α (2) ∩ (C K 1/2 (Z) + b α (1) ) = φ and c α (2) (B K (a)) ≥ K −3 c α (1) (B K (a)). Note that α (1) and α (2) are C K -transverse. For any x ∈ B K (a) we have
and we also have
Raising to the p power, integrating on the cube B K (a) and Hölder's inequality give
(Case 2: a non-transverse case) Suppose that Case 1 does not occur. If a cube α ∈ P K −2 satisfies α ∩ (C K 1/2 (Z) + b α (1) ) = φ, then c α (B K (a)) ≤ K −3 c α (1) (B K (a)). Thus, for any x ∈ B K (a) we have
By raising to the power p and integrating on the cube B K (a), we have
The second term can be easily handled; by Hölder's inequality
To handle the first term, we need the following inequality.
where g(ξ) =
ξ). This inequality immediately follows from
Proposition 4.1. Since we are dealing with the second scenario,
To summarize, in either case, we have
It suffices now to sum over B K ⊂ B N and use the definition of D bil (N, p, ν) and Fubini's theorem.
The proof of (1) of Proposition 5.2 is identical to that of (2) of Proposition 5.2 except that instead of (5.1) we use the following inequality.
This inequality follows from Lemma 3.1 and the fact that the number of the cubes β with side length K 
(2) If such L does not exist, then there exist sufficiently large numbers K, K 1 and K 2 with 1 K 2 K 1 K and some number C K such that for any f : [0, 1] 3 → C, any numbers N and t with N ≥ K 2 ,
Proof. We will prove only (2) because the proof of (1) and the proof of (2) are identical. We define the affine transformation associated with α, which was defined in (3.1). Let C N be the cylinder and take
2p as before. We apply Proposition 5.2;
It suffices now to return to the original variables and use Lemma 3.1.
Proof of Theorem 5.1. We will prove only (2) because the proof of (1) and the proof of (2) 
Take K 2 large enough so that log Cp, log K 2 ≤ . This completes the proof of Theorem 5.1
The equivalent formulations
The remaining sections contain no novelty. We will simply follow Bourgain and Demeter's argument. For a streamlined proof, we refer to [BD17] .
In this section, we study well-known equivalent formulations. Let S be a three-dimensional surface in R 6 . For N > 1 and Q ⊂ [0, 1] 3 , we define the N −1 -neighborhood of S above Q to be
be the standard projection map. For ν > 0, we say that two sets E, F ⊂ N N −1 ([0, 1] 3 ) are ν-transverse if π(E) and π(F ) are ν-transverse. For a function f and a measurable set E ⊂ R 6 , we denote by f E = (f 1 E ) ∨ the Fourier restriction to the set E. Here, the notation ∨ is the Fourier inverse transform. Fix ν > 0. For any 2 ≤ p < ∞ and any number N ≥ 1, we denote byD S (N, p) the smallest constant such that the following decoupling holds;
. Similarly, we denote byD bil (N, p, ν) the smallest constant such that the following decoupling holds;
for any f i : R 6 → C with Fourier support in N N −1 (Q i ), where Q 1 , Q 2 ⊂ [0, 1] 3 are any ν-transverse dyadic cubes.
Proposition 6.1. Let ν > 0 and p ≥ 2. For any N ≥ 1 νDbil (N, p, ν) .
The proof of Proposition 6.1 is identical to that of Theorem 5.1 in [BD17] .
Proof. We may assume that the cube B N in the definition of D S (N, p) is [0, N ] 6 . Let g : R 3 → C be a function. Define a function f to bê
and
Now, we will show thatD S (N, p) D S (N, p). By a change of variables,
We will deal with the term e(τ · (x 4 , x 5 , x 6 )) by using the Taylor expansion
By putting this, for x ∈ B N we have
where
From the definition of D S (N, p), we have
. By Lemma 3.1, the inequality
which is uniform over j 1 , j 2 , j 3 , implies the desired results, and this follows from
We take a Schwartz function M j (t) which agrees with t j on [−
Here, m j 1 ,j 2 ,jm is defined by
and H(ξ i ) is a Schwartz function equal to 1 on [0, 1] and 0 on (−∞, −1] ∪ [2, ∞). The above equality immediately follows from a change of variables. Now, we will estimate (m j 1 ,j 2 ,j 3 ) ∨ (y). A change of variables gives
By integration by parts and the construction of the function
. Now, we are ready to obtain (6.1). By (6.2), Young's inequality and the above inequality
This completes the proof of Proposition 6.1.
Take a collection of non-negative smooth functions {χ( · + k)} k∈N such that χ(ξ) = 1 if
We denote by D
(1)
S (N, p) the smallest constants such that the following decoupling holds; N N −1 ([0, 1] 3 ) .
By using the fact that { Ξ Q } forms a partition of unity on N N −1 ([0, 1] 3 ) and has a finitely overlapping property, one can prove the following proposition.
The same observation applies to the family of constants related toD bil (N, p, ν) . We need parabolic rescaling for the equivalent formulations. The proof of Proposition 6.3 is identical to that of Proposition 3.2. Hence, we will omit the detail. 
The wave packet decomposition
In this section, we will obtain the wave packet decomposition, which will be used to prove Proposition 8.3. The proof of the wave packet decomposition is well known. We will follow the proof in [GSS08, GS09] .
For each rectangle R, we denote by a R an affine map taking [0, 1] 6 to the rectangle R. We take a Schwartz function φ such that the function is strictly positive in B 2 (0), the Fourier support is in B C (0) and n∈Z 6 φ(· + n) 2 = 1 for some C > 0. Let
2) the short directions are parallel to the subspace spanned by m 1 (c), m 2 (c), m 3 (c) for some constant C independent of N and the choice of θ. We denote the dual set of R θ by R * θ , and we write R * θ θ if the above conditions are satisfied. Lemma 7.2 (The wave packet decomposition). Let N ≥ 1 and > 0. Let Q be a cube with a side length of 2N in R 6 . Let f be a function with suppf ⊂ N N −1 ([0, 1] 3 ). Assume that
for some number A. Then we can decompose f into
such that f [j,m] and g satisfy the following:
(1) The function g is an essentially error function. More precisely,
(2) For every 2 ≤ p < ∞, j and m, we have
By using the above inequality, we can recover the original function f from the packets.
Proof. We decompose f by dividing a frequency space; f = θ∈P N −1 f * Ξ θ . Next, we decompose each f * Ξ θ by splitting a physical space; f * Ξ θ = π∈L:π θ (f * Ξ θ )φ 2 π , where L = {π} is a tiling of R 6 . We define L θ,Q = {π ∈ L : π θ, π ∩ 2N Q = φ}. Note that |L θ,Q | N 3 . Now, we exclude error terms. Define the error function g to be
To show the first property in Lemma 7.2, we use a Schwartz tail of the function φ π ;
Hence, the first property follows.
The main term can be written as
For each cube θ ∈ P N −1 and m ∈ Z, we define
We can also see that 2 j ≤ CN 3 for some C > 0 if the E j,m is non-empty, so the set E j,m is non-empty only for j log N . Now, we define the functions associated with (j, m) by
We write L j,m = ∪ θ∈E j,m L m θ,Q . Note that the equality (7.1) holds and |L j,m | = |E j,m ||L m θ,Q |. We will show the inequality (7.2). Observe that
These inequalities follow from an orthogonality property. The second property in Lemma 7.2 follows from
Note that |L m θ 1 ,Q | ∼ |L m θ 2 ,Q | ∼ 2 j for any θ 1 and θ 2 in E j,m and |L j,m | 2 j |E j,m |. This implies that for any θ ∈ E j,m
by Bernstein's inequality and π |φ π | p 1. Raising to the power 2 p and summing over all θ ∈ E j,m lead to the desired inequality.
8. Proof of Theorem 1.1
We will follow the multiscale argument in [Gut14] . The only difference between our proof and the proof in [Gut14] is that we obtain the l p decoupling instead of the l 2 decoupling, but this will not make any trouble.
For simplicity, we write
for any N ≥ 1 and 1 ≤ p < ∞. By Theorem 5.1, we can assume that γ lin ≤ γ bil . Moreover, Theorem 1.1 follows from Theorem 8.1. For s ≥ 6, we have
We first prove the following inequality. The proof of this is very similar to that of Proposition 2.1 in [BCT06] , that of Proposition 4.7 in [Ben14] and that of Lemma 4.4 in [VVT98] . 
Proof. Let η be the function defined at the beginning of the proof of Proposition 5.2. Since the collection { (f i * Ξ θ ) * η B N 1/2 (x) } θ∈P N −1 is finitely overlapping, we have
Hence, it suffices to prove that
Moreover, by a Schwartz tail of η, it suffices to show that for any c 1 , c 2 ∈ R 6
for some sufficiently small c > 0. For each θ ∈ P N −1 , we take a rectangular box θ * 0 so that θ * 0 θ and N 5N −1 (5θ) ⊂ θ 0 . Note that η θ 0 = 1 on θ 0 and
for all x, y with y ∈ [0, cN
. By CauchySchwartz's inequality and the above inequality, we have
for any y ∈ [0, cN 1 2 ] 6 and x ∈ R 6 . Integrating this in y variable, we conclude
To apply Corollary 2.4, we use the change of variables:
Then the above term is bounded by
.
The last inequality follows from Plancherel's theorem and the pointwise comparability of |(f i,θ ) ∨ | and | f i * Ξ θ |.
Since we are interested in the decoupling, we have to change L 2 norm on the right hand side in Proposition 8.2 into L p,N norm. However, for p ≥ 6, the exponent of N is too large to obtain the desired results if we simply apply Hölder's inequality to L 2,N norm to obtain L p,N norm. As a compromise, we use a half and half mix of L 2 norm and L p,N norm. 
for some point a i,N depending on a choice of f i but not a center of B N .
Proof. Take p = 2+s 2 ≥ 4. We will prove an unweighted inequality first;
We apply Lemma 7.2 with Q = B 2N to the functions f i . Since the error functions g i are much tiny compared to f i , we can ignore these functions. For convenience, we reorder indices [j, m] in Lemma 7.2 so that we can write
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The second term on the right hand side is harmless. By using Plancherel's theorem and a finitely overlapping property, the first term on the right hand side is bounded by
We apply Proposition 8.2 and recover the original function f i from f i,l i by using the inequality (7.2). Then we can bound the above term by .
The last inequality follows from Hölder's inequality. By direct computation, we can see that the exponent of N is 4 . Hence, we obtain the unweighted inequality. Next, by putting f i η B 2N instead of f i and using a finitely overlapping property, we have for some a i ∈ R 6 . The second inequality follows from Hölder's inequality. We first consider the L s,r 2 norm. By Fubini's theorem, .
By Proposition 6.3, we obtain
By using these two inequalities, we get .
Repeating this process again on the first term gives . By repeating this process M − 2 times more, recalling that r = N 2 −M and using Hölder's inequality, we obtain . By using a standard localization argument and summing over cubes B N and raising to the power .
