Let K denote a field, and let V denote a vector space over K with finite positive dimension. By a Leonard pair on V we mean an ordered pair of linear transformations A : V → V and A * : V → V that satisfy the following two conditions: (i) There exists a basis for V with respect to which the matrix representing A is irreducible tridiagonal and the matrix representing A * is diagonal.
Introduction
Let K denote a field, and let V denote a vector space over K with finite positive dimension. We consider an ordered pair of linear transformations A : V → V and A * : V → V that satisfy the following two conditions: (i) There exists a basis for V with respect to which the matrix representing A is irreducible tridiagonal and the matrix representing A * is diagonal.
(ii) There exists a basis for V with respect to which the matrix representing A * is irreducible tridiagonal and the matrix representing A is diagonal.
Such a pair is called a Leonard pair on V . This notion was introduced by the second author [2] .
Throughout this paper, we fix the following notation. Let A, A * denote a Leonard pair on V . We set d = dim V − 1. Let v * 0 , v * 1 , . . . , v * d denote a basis for V that satisfies the condition (i), and let v 0 , v 1 , . . . , v d denote a basis for V that satisfies (ii). For 0 ≤ i ≤ d, let a i denote the coefficient of v * i , when we write Av * i as a linear combination of v * 0 , v * 1 , . . . , v * d , and let a * i denote the coefficient of v i , when we write A * v i as a linear combination of v 0 , v 1 , . . . , v d .
In this paper we prove the following results. For 0 ≤ i ≤ d, let θ i (respectively θ * i ) denote the eigenvalue for A associated with the eigenvector v i (respectively v * i ). Let ϕ 1 , ϕ 2 , . . . , ϕ d (respectively φ 1 , φ 2 , . . . , φ d ) denote the first split sequence (respectively the second split sequence) with respect to the ordering (θ 0 , θ 1 , . . . , θ d ; θ * 0 , θ * 1 , . . . , θ * d ). The definition of the split sequences will be given in Section 2.
A Leonard pair is said to be bipartite whenever a i = 0 for 0 ≤ i ≤ d. We consider a slightly more general situation.
Theorem 1.5
The following are equivalent.
Suppose (i), (ii) hold. Then the common value of
We say the Leonard pair A, A * is essentially bipartite whenever the equivalent conditions (i), (ii) hold in Theorem 1.5. Observe that if A, A * is essentially bipartite, then the Leonard pair A − ξI, A * is bipartite, where ξ denotes the common value of a 0 , a 1 , . . . , a d .
A Leonard pair is said to be dual bipartite whenever a * i = 0 for 0 ≤ i ≤ d. We consider a slightly more general situation.
Theorem 1.6
The following are equivalent. Our paper is organized as follows. In Section 2 we give some background information. In Section 3 we give the proof of Theorem 1.1. In Section 4 we describe the cases that we will use in our proof of Theorems 1.2, 1.5-1.7. In Sections 5-10 we give the proofs of these theorems.
Some background information
In this section we summarize some results that we will use in our proof. A :
The sequence ϕ 1 , ϕ 2 , . . . , ϕ d is called the first split sequence with respect to the ordering
. . , φ d denote the first split sequence with respect to the ordering (
is called a parameter array of the Leonard pair.
In the classification of Leonard pairs, the following theorem plays a key role. 
are equal and independent of i for
The scalars a i , a * i can be expressed in terms of the parameter array as follows.
where we set
3 Proof of Theorem 1.1
In this section we prove Theorem 1.1.
Proof. The equations (6) and (8) follow from (4). From Theorem 2.4 (iii), (iv),
From (1) at i = 1,
Evaluating the equation on the left in (4) using (10) and (11) we find (7). The proof of (9) is similar.
Proof. Follows from Lemma 3.1.
Proof. Using (12) and (13), the left side of (14) becomes
and the right side of (14) becomes
These expressions coincide by (1).
Proof of Theorem 1.1. Assume d ≥ 1; otherwise the result is vacuously true. Now the result follows from Lemma 3.3.
Description of the cases
Let K denote the algebraic closure of K. In our proof of Theorems 1.2, 1.5, 1.6 and 1.7, we break the argument into the following cases.
For d ≥ 3 let q denote a nonzero scalar in K such that q + q −1 + 1 is equal to the common value of (3).
Definition 4.1 For d ≥ 1 we let H denote the value of (14);
We note that H = 0 if and only if a 0 = a d if and only if a * 0 = a * d .
Case 0: d ≤ 2
In this section we prove Theorems 1.2, 1.5-1.7 for d ≤ 2. We first note that Theorem 1.2 follows from Theorem 1.1 for these values of d. We consider Theorems 1.5-1.7.
First assume d = 0. Then Theorems 1.5, 1.6 and 1.7 are vacuously true.
Next assume d = 1. From (6) and the equation on the left in (5) for i = 1,
Thus a 0 = a 1 if and only if ϕ 1 + φ 1 = 0. From (6) and (7), we find a 0 + a 1 = θ 0 + θ 1 . So that 2a 0 = θ 0 + θ 1 when a 0 = a 1 . These imply Theorem 1.5. The proof of Theorem 1.6 is similar. Theorem 1.7 follows from Theorem 1.1.
For the rest of this section, we assume d = 2.
The following hold.
Proof. Setting d = 2 in (12) we find (15). The other equations follow from (15) using Theorem 2.4 (iii), (iv).
Proof. Obtained by evaluating the equation on the left in (4) for i = 0, 1 using (15) and (16).
Proof of Theorem 1.5. (i)⇒(ii): By assumption a 0 = a 2 so H = 0. Using H = 0 and a 0 = a 1 we find θ 0 + θ 2 = 2θ 1 by Lemma 5.2. Evaluating the data in Lemma 5.1 using these equations we find ϕ 1 = −φ 1 and ϕ 2 = −φ 2 .
(ii)⇒(i): Observe Char(K) = 2; otherwise the equation θ 0 + θ 2 = 2θ 1 becomes θ 0 = θ 2 for a contradiction. Comparing (15), (17) we find 2H = 0 so H = 0. By this and Definition 4.1 we find a 0 = a 2 . Evaluating Lemma 5.2 using H = 0 and θ 0 + θ 2 = 2θ 1 we find a 0 = a 1 . Now a 0 = a 1 = a 2 as desired.
Suppose (i), (ii) hold. Evaluating (6) using (15) we find a 0 = θ 1 , so that the common value of θ i + θ d−i is 2a 0 .
Proof of Theorem 1.6. Similar to the proof of Theorem 1.5.
Proof of Theorem 1.7. Follows from Theorem 1.2.
We finish this section by giving an example that shows Theorem 1.7 (iii) is false for d = 2.
. We define scalars
Observe that the sequence
satisfies the conditions (i)-(v) in Theorem 2.4, so that there exists a Leonard pair having the parameter array (19). Using (4), we get
. Observe a 0 = a 2 and a * 0 = a * 2 , so that the Leonard pair is balanced. On the other hand, it is essentially bipartite if and only if θ 1 = θ 0 − θ 1 + θ 2 , and it is essentially dual bipartite if and only if θ
Therefore it is not essentially bipartite, and is not essentially dual biparitite for 2θ 1 = θ 0 + θ 2 and 2θ
6 Case I: d ≥ 3, q = 1, q = −1
In this section we assume d ≥ 3, q = 1, q = −1.
and for
Proof. These are (27), (28), (31), (32) in [4] after a change of variables.
Remark 6.2 For 1 ≤ i ≤ d we have q i = 1; otherwise ϕ i = 0 by (22).
Proof. It is routine to verify this equation using (4), (20), (21) and (22). 
Proof.
a contradiction, so we must have q d−1 + 1 = 0 and (24) follows.
Lemma 6.5 Assume H = 0. Then the following coincide.
Proof.
It is routine to verify the coincidence using (4), (20), (21), (22) and (24). Lemma 6.6 Assume H = 0. Then the following are equivalent.
Proof. Follows from Lemma 6.5 and (24).
Theorem 6.7 Assume d ≥ 3, q = 1, q = −1. Then the following are equivalent.
Proof. The conditions (i), (ii), (iv) are equivalent by Lemmas 6.3 and 6.6. Clearly (iii) implies (i). We show (iv) implies (iii). Observe that we have h = −µ or h * = −µ * . For the case h = −µ, it is routine to verify a d−i − a i = 0 and a * d−i − a * i = 0 using (4), (20), (21) and (22) with τ = 0 and h = −µ. The case h * = −µ * is similar.
Proof. It is routine to verify these equations using (20) and (21).
Proof. It is routine to verify these equations using (22) and (23).
Lemma 6.10 The following hold.
(i) Assume τ = 0 and h * + µ * = 0. Then
.
(ii) Assume τ = 0 and h + µ = 0 then
Proof. It is routine to verify these equations using (4), (20), (21), (22), (23). (ii) a i is independent of i for 0 ≤ i ≤ d.
Suppose (i)-(iii) hold. Then the common value of a i is η, and the common value of
Proof. (i)⇒(ii): Evaluating (20), (22) using τ = 0 and h = −µ we find
Evaluating the equation on the left in (4) using (21), (25), (26) (i) τ = 0 and h * + µ * = 0.
Suppose (i)-(iii) hold. Then the common value of a * i is η * , and the common value of
Proof. Similar to the proof of Thoerem 6.11.
In this section we assume d ≥ 3, q = 1, Char(K) = 2.
Proof. These are (35), (36), (38), (39) in [4] after a change of variables. Proof. It is routine to verify this equation using (4), (27), (28) and (29).
Proof. Follows from Lemma 7.3.
Lemma 7.5 Assume H = 0. Then the following coincide.
Proof.
It is routine to verify the coincidence using (4), (27), (28), (29) and (31). Lemma 7.6 Assume H = 0. Then the following are equivalent.
Proof. Follows from Lemma 7.5 and Remark 7.2.
Theorem 7.7 Assume d ≥ 3, q = 1, Char(K) = 2. Then the following are equivalent.
(iv) hh * = 0 and τ = 0.
Proof. The conditions (i), (ii), (iv) are equivalent by Lemmas 7.3 and 7.6. Clearly (iii) implies (i). We show (iv) implies (iii). It is routine to verify a i − a d−i = 0 and a * i − a * d−i = 0 for each case of h = 0, h * = 0 by using (4), (27), (28), (29) with τ = 0.
Proof. It is routine to verify these equations using (27) and (28).
Proof. It is routine to verify these equations using (29) and (30).
Lemma 7.10 The following hold.
(i) Assume τ = 0 and h * = 0. Then
(ii) Assume τ = 0 and h = 0. Then
Proof. It is routine to verify these equations using (4), (27), (28), (29). (i) h = 0 and τ = 0.
(ii) a i is independent of i for 0 ≤ i ≤ d.
Suppose (i)-(iii) hold. Then the common value of a i is η, and the common value of
Proof. (i)⇒(ii): Evaluating (27), (29) using h = 0 and τ = 0 we find
Evaluating the equation on the left in (4) using (28), (32), (33) (i) h * = 0 and τ = 0.
Suppose (i)-(iii) hold. Then the common value of a *
i is η * , and the common value of
Proof. Similar to the proof of Theorem 7.11.
In this section we assume d ≥ 3, q = −1, Char(K) = 2, and d is even. 
and for 
Proof. It is routine to verify these equations using (34) and (35).
Proof. It is routine to verify these equations using (36) and (37). 
(ii) Assume τ = 0 and s = 0. Then each of d − 1, d − 3 is nonzero in K and
is nonzero. Now we routinely find the equation for a 0 − a 1 using (4), (34), (35) and (36). The proof of (ii) is similar. (ii) a i is independent of i for 0 ≤ i ≤ d.
Suppose (i)-(iii) hold. Then the common value of a i is η, and the common value of
Proof. (i)⇒(ii): Evaluating (34), (36) using s = 0 and τ = 0 we find
Evaluating the equation on the left in (4) using (39), (40) we routinely find a i = η for 0 ≤ i ≤ d. 
These equations imply τ = 0 and s = 0. (ii) a * i is independent of i for
Suppose (i)-(iii) hold. Then the common value of a *
Proof. Similar to the proof of Theorem 8.11.
In this section we assume d ≥ 3, q = −1, Char(K) = 2, and d is odd. 
Proof. Follows from Lemma 9.3. Lemma 9.5 Assume H = 0. Then the following coincide.
Proof.
It is routine to verify the coincidence using (4), (41), (42), (43) and (45). 
, θ 2 = θ 0 + h, θ 3 = θ 0 + hs, θ * 1 = θ * 0 + h * (s * + 1), θ * 2 = θ * 0 + h * , θ * 3 = θ * 0 + h * s * , ϕ 1 = hh * r, ϕ 2 = hh * , ϕ 3 = hh * (r + s + s * ), φ 1 = hh * (r + s(1 + s * )), φ 2 = hh * , φ 3 = hh * (r + s * (1 + s)).
Remark 10.2 Each of h, h * , s, s * is nonzero, and each of s, s * is not equal to 1.
Lemma 10.3
Proof. Obtained by a routine computation. We remark that 2 = 0 and 1 = −1 since Char(K) = 2. Proof. Immediate from Lemma 10.3 and since none of h, h * , s, s * , 1 + s, 1 + s * is zero.
