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Abstract
Holm introducedm-free ℓ-arrangements as a generalization of free arrange-
ments, while he asked whether all ℓ-arrangements are m-free for m large
enough. Recently Abe and the author verified that the Holm’s question is
false when ℓ ≥ 4. In this paper we verify that the Holm’s question is true
when ℓ = 3. Meanwhile we compute m-exponents, using the intersection
lattice.
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1 Introduction
Let K be a field of characteristic zero and let V be an ℓ-dimensional vector space
over K. A (central hyperplane) arrangement A , or (A , V ), is a finite set of
hyperplanes in V which contain the origin. We call A an ℓ-arrangement when we
emphasize the dimension of V .
For a k-dimensional vector space Ω and for a K-basis {ω1, . . . , ωk} for Ω, a K-
basis {ω∗1, . . . , ω
∗
k} for Ω
∗ := HomK(Ω,K) is said to be the dual basis for {ω1, . . . , ωk}
if ω∗i (ωj) =
{
1 (i = j),
0 (i 6= j).
Let S = Sym(V ∗) be the symmetric algebra of V ∗, let
{x1, . . . , xℓ} be aK-basis for V
∗ and let {∂1, . . . , ∂ℓ} be the dual basis for {x1, . . . , xℓ}.
We may consider S as the polynomial ring K[x1, . . . , xℓ] in variables x1, . . . , xℓ and
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∂1 = ∂/∂x1, . . . , ∂ℓ = ∂/∂xℓ as partial derivatives. For any hyperplane H ∈ A ,
there exist a linear form αH in the dual space V
∗ such that {αH = 0} = H . We call
Q := Q(A ) :=
∏
H∈A αH a defining polynomial of A . The cardinality n = |A | of
the arrangement A equals the degree of Q.
Let N = {0, 1, 2, . . . } be the set of nonnegative integers and let m ∈ N. For
a = (a1, . . . , aℓ) ∈ N
ℓ, we denote that
|a| = a1 + · · ·+ aℓ, a! = a1! · · · aℓ!, x
a = xa11 · · ·x
aℓ
ℓ and ∂
a = ∂a11 · · ·∂
aℓ
ℓ . (1.1)
Let D(m)(S) :=
∑
|a|=m S∂
a be the S-module generated by m-th partial derivatives.
An S-submodule D(m)(A , V ) of D(m)(S) is defined by
D(m)(A , V ) :=
{
θ ∈ D(m)(S) | θ(QS) ⊆ QS
}
, (1.2)
which is called the module of m-th order A -differential operators. Let
sm(ℓ) :=
(
m+ ℓ− 1
m
)
. (1.3)
We say that an arrangement A is m-free if D(m)(A , V ) has linearly independent
generators θ1, . . . , θsm(ℓ) over S, and the set {θ1, . . . , θsm(ℓ)} of such generators is
called a free basis. Let Si be the vector space consisting of homogeneous polynomials
of degree i in S. For θ =
∑
|a|=m fa∂
a ∈ D(m)(S), we write deg(θ) = i if fa ∈ Si for
each a. A multi-set expm(A , V ) of m-exponents of an m-free arrangement A is
defined by
expm(A , V ) := {deg(θ1), . . . , deg(θsm(ℓ))} = {e
i1
1 , e
i2
2 , . . . }, (1.4)
where ei ∈ expm(A , V ) means that the integer e occurs i times in the multi-set
expm(A , V ). We usually call 1-free arrangements free arrangements. Free arrange-
ments have been studied, relating with combinatorics of hyperplane arrangements.
Especially the addition-deletion theorems [9] and Terao’s factorization theorem [10]
describe relations of a free arrangement and the intersection lattice
L(A ) := {
⋂
H∈B
H | B ⊆ A } (1.5)
(see also [7]).
For m ≥ 2, the m-free arrangements are introduced by Holm [2, 3] for studying
the ring of differential operators on A , which is a quotient ring of the Weyl algebra
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(see [4]). Especially Holm [2] proved that 2-arrangements are m-free for all m ≥ 0
by constructing free bases, and these bases are used in [5] to prove that the ring of
differential operators on a 2-arrangement is a left and right Noetherian ring. It is
also an interesting problem to observe the behavior of m-freeness. Holm [2] asked
whether all arrangements are m-free for m large enough. It is shown that generic ℓ-
arrangements (i.e., every ℓ hyperplanes of A intersect only at the origin) are m-free
if and only if m ≥ n− ℓ+ 1 [2, 6]. This means that the Holm’s question is true for
generic arrangements. However for any ℓ ≥ 4, there exist an ℓ-arrangement A such
that A is not m-free for all m ≥ 0 (shown by Abe and the author [1]). This means
that the Holm’s question is false for ℓ ≥ 4. In this paper we verify that the Holm’s
question is true for 3-arrangements by proving that all 3-arrangements are m-free
for all m ≥ n − 2. After that we compute the m-exponents of 3-arrangements for
all m ≥ n− 2, depending only on L(A ).
The paper is structured as follows. In Section 2 we argue a change of variables
of S and we define submodules of D(m)(A , V ) for X ∈ L(A ) with dimK(X) = 1.
In Section 3 we prove that 3-arrangements are m-free for all m ≥ n − 2. For this
purpose we prove that D(m)(A , V ) is a direct sum of the free modules, using the
submodules defined in Section 2. Finally in Section 4 we compute the m-exponents.
2 Change of variables
For any arrangement A , let
L(A )1 := {X ∈ L(A ) | dimK(X) = 1} (2.1)
be the set of 1-dimensional elements in L(A ). Let X ∈ L(A )1 and let vX be a
nonzero vector in X . Then X = KvX . We define a derivation δX ∈
∑ℓ
i=1K∂i by
δX :=
ℓ∑
i=1
xi(vX)∂i. (2.2)
For X ∈ L(A ), a localization AX of A at X is defined by
AX := {H ∈ A |X ⊆ H} . (2.3)
Proposition 2.1. For H ∈ A , δX(αH) = 0 if and only if H ∈ AX . Moreover
KδX =
{
δ ∈
ℓ∑
i=1
K∂i
∣∣∣∣∣ δ (αH) = 0 for H ∈ AX
}
. (2.4)
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Proof. For H ∈ A , we have αH =
∑ℓ
i=1 ∂i(αH)xi and
δX(αH) =
ℓ∑
i=1
xi(vX)∂i(αH) =
ℓ∑
i=1
∂i(αH)xi(vX) = αH(vX).
Therefore H ∈ AX ⇔ X ⊆ H ⇔ αH(vX) = 0 ⇔ δX(αH) = 0. This means that
δX is in the right hand side of (2.4).
It remains to prove that the dimension of the right hand side of (2.4) equals
one. Let {e1, . . . , eℓ} be a basis for V for which {x1, . . . , xℓ} is the dual basis. Since∑ℓ
i=0 αH(ei)xi = αH =
∑ℓ
i=0 ∂i(αH)xi, we have αH(ei) = ∂i(αH) for 1 ≤ i ≤ ℓ.
Hence the assertion follows from{
(v1, . . . , vℓ) ∈ K
ℓ
∣∣∣∣∣
ℓ∑
i=1
vi∂i (αH) = 0 for H ∈ AX
}
=
{
(v1, . . . , vℓ) ∈ K
ℓ
∣∣∣∣∣αH
(
ℓ∑
i=1
viei
)
= 0 for H ∈ AX
}
≃ X. 
The linear map δX : V
∗ → K is defined by α 7→ δX(α) for α ∈ V
∗. By Proposition
2.1, the map δX is not zero. Then the image Im(δX : V
∗ → K) is K. We have a
split exact sequence
0 −−−→ Ker(δX : V
∗ → K) −−−→ V ∗
δX−−−→ K −−−→ 0
and there exists a section ιX : K → V
∗ such that δX ◦ ιX = idK, where idK is the
identity map of K. We define
yX := ιX(1). (2.5)
Let
V ∗X := Ker(δX : V
∗ → K) (2.6)
and let {y1, . . . , yℓ−1} be a K-basis for V
∗
X . We note that δX(yX) = 1 and δX(yi) =
0 for any 1 ≤ i ≤ ℓ − 1. Let {δ1, . . . , δℓ−1, δℓ} be the dual basis for the basis
{y1, . . . , yℓ−1, yX} for V
∗ = V ∗X ⊕ ιX(K). Then
δX =
ℓ−1∑
i=1
δX(yi)δi + δX(yX)δℓ = δX(yX)δℓ = δℓ.
Hence we may consider {y1, . . . , yℓ−1, yX} as variables of S with the partial deriva-
tives {δ1, . . . , δℓ−1, δX}.
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Figure 1: The 3-arrangement defined by Q = x1x2x3(x1 − x2)
Example 2.2. Let ℓ = 3. Let us consider the 3-arrangement A consisting of four
hyperplanes H1 := {x1 = 0}, H2 := {x2 = 0}, H3 := {x3 = 0}, H4 := {x1 − x2 = 0}
(see Figure 1). The elements of L(A )1 are
X1 := {x1 = 0, x2 = 0}, X2 := {x1 = 0, x3 = 0},
X3 := {x2 = 0, x3 = 0}, X4 := {x1 = x2, x3 = 0},
and
AX1 = {H1, H2, H4}, AX2 = {H1, H3}, AX3 = {H2, H3}, AX4 = {H3, H4}.
By Proposition 2.1, we may consider as follows:
δX1 = ∂3, δX2 = ∂2, δX3 = ∂1, δX4 = ∂1 + ∂2,
yX1 = x3, yX2 = x2, yX3 = x1, yX4 =
1
2
(x1 + x2). 
Let SX := Sym(V
∗
X) = K[y1, . . . , yℓ−1] be the symmetric algebra of V
∗
X . Then
S = SX ⊗K K[yX ]. We note that αH ∈ SX if H ∈ AX and αH 6∈ SX if H ∈ A \AX .
We write
QX := Q(AX). (2.7)
Let VX := V/X . Then V
∗
X is considered as the dual space of VX . Moreover, for an
integer j ≥ 0, the module
D(j)(AX , VX) =
{
θ ∈ D(j)(SX)
∣∣ θ(QXSX) ⊆ QXSX}
is considered as a submodule of D(j)(A , V ).
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3 Freeness when ℓ = 3 and m ≥ |A | − 2
In this section we prove that any 3-arrangement A is m-free when m ≥ n − 2.
An arrangement A is said to be essential if
⋂
H∈A H = {0}. We first consider
a nonessential arrangement, which is a direct product of a 2-arrangement and the
empty 1-arrangement. Holm proved the following.
Proposition 3.1 (Proposition III. 5.2 in [2]). Let (A , V ) be a 2-arrangement. Then
for any m ≥ 0, (A , V ) is m-free with
expm(A , V ) =
{
{m, (|A | − 1)m} (0 ≤ m ≤ |A | − 1),
{(|A | − 1)|A |, |A |m−|A |+1} (m ≥ |A |),
where ei ∈ expm(A , V ) means that the integer e occurs i times. 
In addition Abe and the author characterised the m-freeness of product arrange-
ments as follows.
Theorem 3.2 (Theorem 2.1 in [1]). Let (A1, V1) and (A2, V2) be arrangements with
dim(V1) > 0 and dim(V2) > 0. Then the product arrangement (A1×A2, V1⊕V2) ism-
free if and only if both (A1, V1) and (A2, V2) are i-free for all 1 ≤ i ≤ m. Moreover,
if (A1, V1) and (A2, V2) are m-free, then expm(A1×A2, V1⊕ V2) =
⋃m
i=0{d+ e | d ∈
expi(A1, V1), e ∈ expm−i(A2, V2)}. 
Proposition 3.1 and Theorem 3.2 imply that a nonessential 3-arrangement is
m-free for all m ≥ 0. If a nonessential 3-arrangement (A , V ) is a product of
a 2-arrangement (A ′, V ′) and the empty 1-arrangement, then expm(A , V ) equals⋃m
j=0 expj(A
′, V ′).
We next consider essential 3-arrangements. In the rest of this section, we assume
that A is an essential arrangement. Then L(A )1 is not empty. We also assume
that ℓ = 3 and m ≥ n − 2. Let Hn+1, . . . , Hm+2 be distinct hyperplanes in V with
Hi 6∈ A for n + 1 ≤ i ≤ m+ 2 if m > n− 2. We define an arrangement A˜ by
A˜ :=
{
A if m = n− 2,
A ∪ {Hn+1, . . . , Hm+2} if m > n− 2.
(3.1)
Then A˜ is also an essential arrangement and L(A˜ )1 is not empty. We write
n˜ := |A˜ | and then m = n˜ − 2. Let X ∈ L(A˜ )1. We use the variables y1, y2, yX
and the derivatives δ1, δ2, δX defined in Section 2. Let
iX := |A˜X | − 2 and P˜X :=
∏
H∈A˜ \A˜X
αH =
Q(A˜ )
Q(A˜X)
. (3.2)
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Figure 2: A˜ in Example 3.3 (2)
Since dim(X) = 1, |A˜X | ≥ 2. Then iX is a nonnegative integer. We note that
deg(P˜X) = n˜ − |A˜X | = n˜ − 2 − |A˜X | + 2 = m − iX . For any 0 ≤ j ≤ iX , we set a
K-basis B(X, j) for the vector space (SX)j of homogeneous polynomials of degree j
in SX . Then we define a set B by
B :=
⋃
X∈L(A˜ )1
iX⋃
j=0
{
P˜X u y
iX−j
X
∣∣∣ u ∈ B(X, j)} ⊆ Sm. (3.3)
For any 0 ≤ j ≤ iX , let {∂u | u ∈ B(X, j)} be the dual basis for B(X, j), that is,
for u, v ∈ B(X, j), ∂u(v) =
{
1 if u = v,
0 if u 6= v.
We recall that δX(yX) = 1. Since
δm−jX (P˜Xy
iX−j
X ) = (m − j)!
∏
H∈A˜ \A˜X
δX(αH) 6= 0 by Proposition 2.1, we can define
a set B∗ by
B∗ :=
⋃
X∈L(A˜ )1
iX⋃
j=0
{
1
δm−jX (P˜Xy
iX−j
X )
∂uδ
m−j
X
∣∣∣∣∣ u ∈ B(X, j)
}
⊆
∑
|a|=m
K∂a. (3.4)
Example 3.3. We consider the same 3-arrangementA as Example 2.2, i.e., Q(A ) =
x1x2x3(x1 − x2).
(1) Let m = 2 = |A | − 2. In this case A˜ = A . We recall that L(A )1 = {X1 =
{x1 = 0, x2 = 0}, X2 = {x1 = 0, x3 = 0}, X3 = {x2 = 0, x3 = 0}, X4 = {x1 =
x2, x3 = 0}}. Then δX , yX , SX , iX and P˜X (X ∈ L(A )1) are given by the following
table.
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L(A )1 X1 X2 X3 X4
δX ∂3 ∂2 ∂1 ∂1 + ∂2
yX x3 x2 x1
x1+x2
2
SX K[x1, x2] K[x1, x3] K[x2, x3] K
[
x1−x2
2
, x3
]
iX 1 0 0 0
P˜X x3 x2(x1 − x2) x1(x1 − x2) x1x2
We can take B(X1, 0) = {1}, B(X1, 1) = {x1, x2}, B(X2, 0) = {1}, B(X3, 0) = {1}
and B(X4, 0) = {1}. Therefore
B = {x23, x3x1, x3x2, x2(x1 − x2), x1(x1 − x2), x1x2},
B∗ =
{
1
2
∂23 , ∂1∂3, ∂2∂3, −
1
2
∂22 ,
1
2
∂21 ,
1
2
(∂1 + ∂2)
2
}
.
(2) Letm = 3. We take a hyperplane H5 := {x1+x2 = 0} and set A˜ = A ∪{H5}.
The elements of L(A˜ )1 are X1 := {x1 = 0, x2 = 0}, X2 := {x1 = 0, x3 = 0},
X3 := {x2 = 0, x3 = 0}, X4 := {x1 = x2, x3 = 0} and X5 := {x1 = −x2, x3 = 0}.
Then δX , yX , SX , iX and P˜X (X ∈ L(A )1) are given by the following table.
L(A )1 X1 X2 X3 X4 X5
δX ∂3 ∂2 ∂1 ∂1 + ∂2 ∂1 − ∂2
yX x3 x2 x1
x1+x2
2
x1−x2
2
iX 2 0 0 0 0
SX K[x1, x2] K[x1, x3] K[x2, x3] K
[
x1−x2
2
, x3
]
K
[
x1+x2
2
, x3
]
P˜X x3 x2(x
2
1 − x
2
2) x1(x
2
1 − x
2
2) x1x2(x1 + x2) x1x2(x1 − x2)
We can take B(X1, 0) = {1}, B(X1, 1) = {x1, x2}, B(X1, 2) = {x
2
1, x1x2, x
2
2},
B(X2, 0) = {1}, B(X3, 0) = {1}, B(X4, 0) = {1} and B(X5, 0) = {1}. 
We prepare Lemma 3.4 and Proposition 3.5 to prove that B is a K-basis for the
vector space Sm and that B
∗ is the dual basis for B.
Lemma 3.4. Let ℓ = 3 and let X, Y ∈ L(A˜ )1. If X 6= Y , then δ
m−iX
X (P˜Y f) = 0
for any f ∈ S with deg(f) = iY .
Proof. We suppose that |A˜X ∩ A˜Y | ≥ 2. We can take hyperplanes H,H
′ ∈ A˜X ∩ A˜Y
with H 6= H ′ and then dim(H ∩ H ′) = 3 − 2 = 1. Since X, Y ⊆ H ∩ H ′ and
dim(X) = dim(Y ) = 1, we have X = H ∩H ′ = Y . By taking the contraposition, if
X 6= Y then |A˜X ∩ A˜Y | < 2.
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By Proposition 2.1, for any f ∈ S with deg(f) = iY ,
δm−iXX (PY f) = δ
m−iX
X
 ∏
H∈A˜ \A˜Y
αHf

=
∏
H∈A˜X\(A˜X∩A˜Y )
αH · δ
m−iX
X
 ∏
H∈A˜ \(A˜X∪A˜Y )
αHf
 .
Here if X 6= Y , then
deg
 ∏
H∈A˜ \(A˜X∪A˜Y )
αHf
 = |A˜ | − |A˜X ∪ A˜Y |+ iY
= |A˜ | −
(
|A˜X |+ |A˜Y | − |A˜X ∩ A˜Y |
)
+
(
|A˜Y | − 2
)
= |A˜ | − |A˜X |+ |A˜X ∩ A˜Y | − 2
< |A˜ | − |A˜X | = m− iX .
Hence if X 6= Y , then δm−iXX (PY f) = 0. 
Proposition 3.5. Let A be an essential 3-arrangement.
(1) We have the following set equation{
B ⊆ A˜
∣∣∣ |B| = 2} = ⊔
X∈L(A˜ )1
{
B ⊆ A˜X
∣∣∣ |B| = 2} , (3.5)
where the right hand side is a disjoint union.
(2)
sm(3) =
∑
X∈L(A˜ )1
siX (3).
Proof. (1) It is obvious that
{
B ⊆ A˜X
∣∣∣ |B| = 2} ⊆ {B ⊆ A˜ ∣∣∣ |B| = 2} for any
X ∈ L(A˜ )1. Conversely let B = {H,H
′} ⊆ A˜ . We set X := H ∩ H ′ ∈ L(A˜ )1
and then B ⊆ AX . Therefore B belongs to the right hand side of (3.5).
9
Next we prove that if X, Y ∈ L(A˜ )1 with X 6= Y then, Ω := {B ⊆ A˜X | |B| =
2}∩{B ⊆ A˜Y | |B| = 2} is the empty set. We suppose that Ω is not empty and let
B = {H,H ′} ∈ Ω. Since dim(H ∩H ′) = 1 and X ⊆ H ∩H ′, we have X = H ∩H ′.
Similarly Y = H ∩H ′ and hence X = Y . The argument above imply that the right
hand side of (3.5) is a disjoint union.
(2) We have
sm(3) =
(
m+ 2
2
)
=
(
n˜
2
)
=
∑
X∈L(A˜ )1
(
|A˜X |
2
)
=
∑
X∈L(A˜ )1
(
iX + 2
2
)
=
∑
X∈L(A˜ )1
siX (3)
by the equation (3.5). 
Proposition 3.6. Let ℓ = 3. The set B is a K-basis for Sm and B
∗ is the dual
basis for B.
Proof. Let X ∈ L(A )1, let 1 ≤ j ≤ iX and let u ∈ B(X, j). Let Y ∈ L(A )1,
let 1 ≤ k ≤ iY and let v ∈ B(Y, k). If X 6= Y , then δ
m−j
X
(
P˜Y v y
iY −k
Y
)
=
δiX−jX δ
m−iX
X
(
P˜Y v y
iY −k
Y
)
= 0 by Lemma 3.4. If X = Y , then
∂uδ
m−j
X
(
P˜Y vy
iY−k
Y
)
= ∂u(v)δ
m−j
X
(
P˜Xy
iX−k
X
)
=
{
δm−jX (P˜Xy
iX−j
X ) if (j, u) = (k, v),
0 if (j, u) 6= (k, v).
Therefore we have
∂uδ
m−j
X
(
P˜Y v y
iY −k
Y
)
δm−jX (P˜Xy
iX−j
X )
=
{
1 if (X, j, u) = (Y, k, v),
0 if (X, j, u) 6= (Y, k, v).
(3.6)
It remains to prove that |B| equals the dimension of Sm. By counting the
numbers of monomials of degree i in ℓ variables in two ways, we have si(ℓ) =∑i
j=0 sj(ℓ − 1) for any i ≥ 0 and ℓ ≥ 2. The equation (3.6) implies that the right
hand side of the equation (3.3) is a disjoint union. Then by Proposition 3.5 (2),
dim (Sm) = sm(3) =
∑
X∈L(A )1
siX (3) =
∑
X∈L(A )1
iX∑
j=0
sj(2) =
∑
X∈L(A )1
iX∑
j=0
|B(X, j)| = |B|.
Therefore B is a K-basis for Sm and B
∗ is the dual basis for B. 
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Let
PX :=
∏
H∈A \AX
αH =
Q
QX
. (3.7)
Then we have
P˜X =
Q(A˜ )
Q(A˜X)
=
Q
∏
H∈A˜ \A αH
QX
∏
H∈A˜X\AX
αH
= PX
∏
H∈A˜ \(A ∪A˜X)
αH .
Proposition 3.7 (Holm [2, 3]). Let (A , V ) be an ℓ-arrangement. Then
D(m)(A , V ) =
⋂
H∈A
{
θ ∈ D(m)(S)
∣∣ θ(αHf) ∈ αHS for all f ∈ Sm−1} . 
We use Proposition 3.7 (see also [1, Corollary 2.5]) in order to prove Theorem
3.8. In addition Theorem 3.8 is the key to the proof of our main theorem.
Theorem 3.8. Let A be an essential 3-arrangement and let m ≥ n− 2. Then
D(m)(A , V ) =
⊕
X∈L(A˜ )1
iX⊕
j=0
SPXD
(j)(AX , VX)δ
m−j
X (3.8)
as S-modules.
Proof. Let X ∈ L(A˜ )1, let 0 ≤ j ≤ iX and let θ ∈ D
(j)(AX , VX). We recall that
δX(QX) = 0 by Proposition 2.1. For any f ∈ S,
PXθδ
m−j
X (Qf) = PXθδ
m−j
X (QXPXf) = PXθ(QXδ
m−j
X (PXf)) ∈ PXQXS = QS.
This means that PXθδ
m−j
X ∈ D
(m)(A , V ).
Conversely let θ ∈ D(m)(A , V ). By Proposition 3.6,
θ =
∑
X∈L(A˜ )1
iX∑
j=0
∑
u∈B(X,j)
θ(P˜X u y
iX−j
X )
δm−jX (P˜Xy
iX−j
X )
∂uδ
m−j
X .
Here we fix X ∈ L(A˜ )1 and 0 ≤ j ≤ iX . Since P˜X is divided by PX , θ(P˜X u y
iX−j
X ) ∈
PXS for any u ∈ B(X, j). For any H ∈ AX and for any f ∈ (SX)j−1, since
11
αHf ∈ (SX)j ,
∑
u∈B(X,j)
θ(P˜X u y
iX−j
X )∂u(αHf) =θ
P˜XyiX−jX ∑
u∈B(X,j)
u∂u(αHf)

=θ(P˜Xy
iX−j
X αHf) ∈ αHS.
This implies that
∑
u∈B(X,j) θ(P˜X u y
iX−j
X )∂u ∈ SPXD
(j)(AX , VX) by Proposition 3.7.
Therefore
θ ∈
∑
X∈L(A˜ )1
iX∑
j=0
SPXD
(j)(AX , VX)δ
m−j
X .
It follows from Proposition 2.1 that the right hand side of (3.8) is a direct sum. 
Corollary 3.9. An essential 3-arrangement A is m-free when m ≥ n− 2.
Proof. By Proposition 3.1, D(j)(AX , VX) is a free SX-module for any X ∈ L(A˜ )1
and for any 0 ≤ j ≤ iX . Since S = SX ⊗K K[yX ], SPXD
(j)(AX , VX) is a free S-
module. Therefore by Theorem 3.8, D(m)(A , V ) is a free S-module. 
In the next examples, we use the following criterion for D(m)(A , V ), which is
first given by Saito [8] for D(1)(A , V ) and which is generalized by Holm [2] for
D(m)(A , V ) (see also Theorem 3.1 in [1]).
Theorem 3.10 (Saito’s criterion). Let A be an ℓ-arrangement and let θ1, . . . , θsm(ℓ) ∈
D(m)(A , V ). Then detMm(θ1, . . . , θsm(ℓ)) = cQ
t for some c ∈ K \ {0} if and only if
the set {θ1, . . . , θsm(ℓ)} is a free basis for D
(m)(A ). 
Example 3.11. We consider the same 3-arrangement A as Example 2.2 and Ex-
ample 3.3, i.e., Q(A ) = x1x2x3(x1 − x2).
(1) Let m = 2. Then A˜ = A and P˜X = PX for any X ∈ L(A˜ )1. By Saito’s
criterion, D(1)(AX1 , VX1) = SX1(x1∂1+x2∂2)⊕SX1x2(x1−x2)∂2. Hence by Theorem
3.8,
D(2)(A , V )
=SPX1D
(0)(AX1 , VX1)δ
2
X1
⊕ SPX1D
(1)(AX1 , VX1)δ
1
X1
⊕ SPX2D
(0)(AX2, VX2)δ
2
X2
⊕ SPX3D
(0)(AX3 , VX3)δ
2
X3
⊕ SPX4D
(0)(AX4 , VX4)δ
2
X4
=Sx3∂
2
3 ⊕ Sx3(x1∂1 + x2∂2)∂3 ⊕ Sx3x2(x1 − x2)∂2∂3 ⊕ Sx2(x1 − x2)∂
2
2
⊕ Sx1(x1 − x2)∂
2
1 ⊕ Sx1x2(∂1 + ∂2)
2
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and exp2(A , V ) = {1, 2, 3, 2, 2, 2}.
(2) Let m = 3, let H5 = {x1 + x2 = 0} and let A˜ = A ∪ {H5}. Then PX
(X ∈ L(A˜ ))1 are given by
PX1 = x3, PX2 = x2(x1 − x2), PX3 = x1(x1 − x2), PX4 = x1x2, PX5 = x1x2(x1 − x2).
By Saito’s criterion and Theorem 3.8, we have
D(3)(A , V ) =Sx3∂
3
3 ⊕ Sx3(x1∂1 + x2∂2)∂
2
3 ⊕ Sx3x2(x1 − x2)∂2∂
2
3 ⊕ Sx3x1(x1 − x2)∂
2
1∂3
⊕ Sx3x2(x1 − x2)∂
2
2∂3 ⊕ Sx3x1x2(∂1 + ∂2)
2∂3 ⊕ Sx2(x1 − x2)∂
3
2
⊕ Sx1(x1 − x2)∂
3
1 ⊕ Sx1x2(∂1 + ∂2)
3 ⊕ Sx1x2(x1 − x2)(∂1 − ∂2)
3
and exp3(A , V ) = {1, 2, 3, 3, 3, 3, 2, 2, 2, 3}. 
By Saito’s criterion, the sum of m-exponents of A equals n
(
m+1
2
)
if ℓ = 3 and
A is m-free. We give another proof of this assertion without using Saito’s criterion
when ℓ = 3, m ≥ n− 2 and A is essential.
Proposition 3.12. (n˜− 1)n =
∑
X∈L(A˜X )1
(|A˜X | − 1)|AX |.
Proof. It is enough to prove that
{(H,H ′) | H ∈ A , H ′ ∈ A˜ \ {H}} =
⊔
X∈L(A˜ )1
{(H,H ′) | H ∈ AX , H
′ ∈ A˜X \ {H}},
(3.9)
where the right hand side is a disjoint union. It is obvious that the right hand side
is included in the left hand side. Conversely let H ∈ A and let H ′ ∈ A˜ \ {H}.
Since H 6= H ′, the dimension of X := H ∩ H ′ equals one. We have that H ∈ AX
and H ′ ∈ A˜X \ {H}. Let X, Y ∈ L(A˜ )1. If there exist H ∈ AX ∩ AY and
H ′ ∈ A˜X ∩ A˜Y \ {H}, then X = H ∩H
′ = Y . This means that the right hand side
of (3.9) is a disjoint union. 
In the rest of this paper, for a multi-set Ψ and integers e and i, ei ∈ Ψ means
that the integer e occurs i times in Ψ. Let X ∈ L(A˜ )1 and let 0 ≤ j ≤ iX . If
{θ1, . . . , θs} is a free SX-basis for D
(j)(AX , VX) then {PXθ1, . . . , PXθs} is a free S-
basis for SPXD
(j)(AX , VX). We recall that deg(PX) = n−|AX |. Then the multi-set
of degrees of a free S-basis for SPXD
(j)(AX , VX) is{
{j + n− |AX |, (n− 1)
j} if 0 ≤ j ≤ |AX | − 1,
{(n− 1)|AX |, nj−|AX |+1} if j ≥ |AX |
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by Proposition 3.1. Here the sum of degrees of a free S-basis for SPXD
(j)(AX , VX)
is {
j + n− |AX |+ j(n− 1) = nj + n− |AX | if 0 ≤ j ≤ |AX | − 1,
(n− 1)|AX|+ n(j − |AX |+ 1) = nj + n− |AX | if j ≥ |AX |.
The sum of degrees of a free S-basis for
⊕iX
j=0 SPXD
(j)(AX , VX) is
iX∑
j=0
(nj + n− |AX |) = n
iX(iX + 1)
2
+ (n− |AX |)(iX + 1)
= n
(iX + 1)(iX + 2)
2
− (iX + 1)|AX |
= n
(
|A˜X |
2
)
− (|A˜X | − 1)|AX |.
Therefore by Proposition 3.5 and Proposition 3.12, the sum of the m-exponents of
A is∑
X∈L(A˜ )1
(
n
(
|A˜X |
2
)
+ (|A˜X | − 1)|AX |
)
= n
(
n˜
2
)
− (n˜− 1)n = n
(
n˜
2
)
− n
(
n˜− 1
1
)
= n
(
n˜− 1
2
)
= n
(
m+ 1
2
)
.
We remark that the argument above proceeds even though we take another hyper-
planes Hn+1, . . . , Hm+2.
Example 3.13. We consider the same 3-arrangement A as Example 2.2, i.e.,
Q(A ) = x1x2x3(x1 − x2). Let m = 3. In Example 3.11 we have already con-
structed a free S-basis for D(3)(A , V ). In this example we construct another S-
basis for D(3)(A , V ) by taking a hyperplane H ′5 := {x1 + x2 − x3 = 0}. We set
A˜ ′ = A ∪ {H ′5}. Then the elements of L(A˜
′ )1 are X1 := {x1 = 0, x2 = 0},
X2 := {x1 = 0, x3 = 0}, X3 := {x2 = 0, x3 = 0}, X4 := {x1 = x2, x3 = 0},
X5 := {x1 = −x2, x3 = 0}, X6 := {x1 = x3, x2 = 0}, X7 := {x1 = x2 =
1
2
x3} and
X8 := {x2 = x3, x1 = 0}. Meanwhile δX , iX , and PX are given by the following
table.
L(A )1 X1 X2 X3 X4 X5
δX ∂3 ∂2 ∂1 ∂1 + ∂2 ∂1 − ∂2
iX 1 0 0 0 0
PX x3 x2(x1 − x2) x1(x1 − x2) x1x2 x1x2(x1 − x2)
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Figure 3: A˜ in Example 3.13
L(A )1 X6 X7 X8
δX ∂1 + ∂3 ∂1 + ∂2 + 2∂3 ∂2 + ∂3
iX 0 0 0
PX x1x3(x1 − x2) x1x2x3 x2x3(x1 − x2)
By Theorem 3.8 and Saito’s criterion, we have
D(3)(A , V ) =SPX1δ
3
X1
⊕ SPX1(x1∂1 + x2∂2)δ
2
X1
⊕ SPX1x2(x1 − x2)∂2δ
2
X1
⊕
8⊕
j=2
SPXjδ
3
Xj
and exp3(A , V ) = {1, 2, 3, 2, 2, 2, 3, 3, 3, 3}. The multi-set of m-exponents coincides
with that of Example 3.11. 
4 Exponents
In this section we determine the m-exponents of a 3-arrangement A for m ≥ n− 2,
which depend only on L(A ). The following lemma holds for any ℓ ≥ 3.
Lemma 4.1. Let A be an essential arrangement. There exist a hyperplane H0 ⊆ V
with H0 6∈ A such that for any X ∈ L(A )1, H0 ∩X = {0}.
Proof. Let H0 = {a1x1+ · · ·+ aℓxℓ = 0} be a hyperplane in V . Let X ∈ L(A )1 and
let 0 6= vX ∈ V . Then X = KvX . We note that vX = (x1(vX), . . . , xℓ(vX)). Here
H0 ∩X = {0} ⇔ vX 6∈ H0 ⇔ a1x1(vX) + · · ·+ aℓxℓ(vX) 6= 0.
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Therefore H0∩X = {0} for allX ∈ L(A )1 ⇔ (a1, . . . , aℓ) belongs to the complement
of
⋃
X∈L(A )1
{(x1, . . . , xℓ) | x1(vX)x1+· · ·+xℓ(vX)xℓ = 0}. Since K is an infinite field,
we can take (a1, . . . , aℓ) in the complement of
⋃
X∈L(A )1
{(x1, . . . , xℓ) | x1(vX)x1 +
· · ·+xℓ(vX)xℓ = 0}. Then H0 = {a1x1 + · · ·+ aℓxℓ = 0} is a desired hyperplane. 
Let ℓ = 3, let m ≥ n − 2 and let A be essential. The argument in Section
3 does not depend on a choice of hyperplanes Hn+1, . . . , Hm+2. By Lemma 4.1, if
m > n − 2 then there exist hyperplanes H ′n+1, . . . , H
′
m+2 in V which satisfy the
following condition:
(A) For any n + 1 ≤ i ≤ m + 2 and for any X ∈ L(A ∪ {H ′n+1, . . . , H
′
i−1})1,
H ′i ∩X = {0}, where {H
′
n+1, . . . , H
′
i−1} = ∅ if i = n+ 1.
We define G := A if m = n− 2 and G := A ∪ {H ′n+1, . . . , H
′
m+2} if m > n− 2.
Lemma 4.2. L(G )1 = L(A )1 ⊔ {H ∩H
′ | H ∈ G , H ′ ∈ G \A }.
Proof. Let X ∈ L(G )1. If GX = AX then X =
⋂
H∈GX
H =
⋂
H∈AX
H ∈ L(A )1.
Let GX 6= AX . We suppose that |GX| ≥ 3. Then there exist i ≥ n + 1 and
X ′ ∈ L(A ∪ {H ′n+1, . . . , H
′
i−1})1 such that X = X
′ ∩ Hi. By the condition (A),
we have X = {0}. This is a contradiction. Therefore |GX | = 2 and there exist
H,H ′ ∈ G such that X = H ∩H ′. If H,H ′ ∈ A then GX = AX . So either H or H
′
does not belong to A . 
Theorem 4.3. Let ℓ = 3, let m ≥ n−2 and let (A , V ) be an essential arrangement.
Then (A , V ) is m-free with
expm(A , V ) ={j + n− |AX | | X ∈ L(A )1, 0 ≤ j ≤ |AX | − 2}
∪ {(n− 1)(m+2)n−n
2+(n2)−
∑
X∈L(A )1
(|AX |−1), n(
m+2−n
2 )}.
Proof. By Corollary 3.9, (A , V ) is m-free when ℓ = 3 and m ≥ n− 2.
By Lemma 4.2,
L(G )1 = L(A )1 ⊔ {H ∩H
′ | H,H ′ ∈ G \A } ⊔ {H ∩H ′ | H ∈ A , H ′ ∈ G \A }.
Let X ∈ L(A )1. If GX 6= AX then X 6∈ L(A )1. Hence GX = AX and iX =
|GX | − 2 = |AX | − 2 ≤ |AX | − 1. By Proposition 3.1, the multi-set of degrees of the
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free S-basis for
⊕
X∈L(A )1
⊕iX
j=0 SPXD
(j)(AX , VX)δ
m−j
X is
⋃
X∈L(A )1
iX⋃
j=0
{j + n− |AX |, (n− 1)
j}
=
⋃
X∈L(A )1
(
{j + n− |AX | | 0 ≤ j ≤ |AX | − 2} ∪ {(n− 1)
∑|AX |−2
j=0 j}
)
={j + n− |AX | | X ∈ L(A )1, 0 ≤ j ≤ |AX | − 2} ∪ {(n− 1)
∑
X∈L(A )1
(|AX |−12 )}
={j + n− |AX | | X ∈ L(A )1, 0 ≤ j ≤ |AX | − 2} ∪ {(n− 1)
∑
X∈L(A )1
((|AX |2 )−(|AX |−1))}
={j + n− |AX | | X ∈ L(A )1, 0 ≤ j ≤ |AX | − 2} ∪ {(n− 1)
(n2)−
∑
X∈L(A )1
(|AX |−1)}.
Let H,H ′ ∈ G \ A and X := H ∩ H ′. By the condition (A), GX = {H,H
′},
iX = 0 and PX = Q. Therefore⊕
X∈{H∩H′|H,H′∈G \A }
iX⊕
j=0
SPXD
(j)(AX , VX)δ
m−j
X =
⊕
H,H′∈G \A
SQδmH∩H′ .
The multi-set of degrees of the free S-basis is {n(
n˜−n
2 )} = {n(
m+2−n
2 )}.
Let H ∈ A , H ′ ∈ G \ A and X := H ∩ H ′. Then by the condition (A),
GX = {H,H
′}, iX = 0 and PX = Q/αH . Therefore⊕
X∈{H∩H′|H∈A ,H′∈G \A }
iX⊕
j=0
PXSD
(j)(AX , VX)δ
m−j
X =
⊕
H∈A ,H′∈G \A
S(Q/αH)δ
m
H∩H′ .
The multi-set of degrees of the free S-basis is {(n− 1)(n˜−n)n} = {(n− 1)(m+2)n−n
2
}.
By Theorem 3.8,
D(m)(A , V ) =
⊕
X∈L(A )1
iX⊕
j=0
SPXD
(j)(AX , VX)δ
m−j
X
⊕
⊕
H,H′∈G \A
SQδmH∩H′ ⊕
⊕
H∈A ,H′∈G \A
S(Q/αH)δ
m
H∩H′ .
Therefore
expm(A , V ) ={j + n− |AX | | X ∈ L(A )1, 0 ≤ j ≤ |AX | − 2}
∪ {(n− 1)(m+2)n−n
2+(n2)−
∑
X∈L(A )1
(|AX |−1), n(
m+2−n
2 )}
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as required. 
Remark. Let A be a generic ℓ-arrangement. Then A is m-free if and only if
m ≥ n − ℓ + 1 [6]. The “if” part of this result coincides with Theorem 4.3 when
ℓ = 3. In addition if ℓ = 3 and n = 4, then A is not 1-free. This is an example such
that a 3-arrangement is not m-free when m = n− 3.
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