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Abstract
Two graphs G and H with the same vertex set V are P4-isomorphic if there exists a per-
mutation  on V such that, for all subsets S ⊆ V; S induces a chordless path on four vertices
(denoted by P4) in G if and only if (S) induces a P4 in H . This paper gives a characterization
of all graphs P4-isomorphic to a bipartite graph, which we call bipartite-perfect graphs. The
characterization is based on graphs P4-isomorphic to a tree previously described by A. Brandst3adt
and the author, and implies a linear time recognition algorithm for bipartite-perfect graphs.
? 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
A graph G is called perfect if, for each induced subgraph H of G, the chromatic
number of H equals the maximum number of pairwise adjacent vertices in H . Perfect
graphs are interesting from an algorithmic point of view: basic algorithmic problems
such as Minimum Colouring, Maximum Clique and Maximum Stable Set, which are
hard in general, can be solved e;ciently for perfect graphs (for more information
on perfect graphs, see [4,10,15]). Unfortunately, no e;cient recognition algorithm for
perfect graphs is known.
Two graphs G and H with the same vertex set V are P4-isomorphic if there exists
a permutation  on V such that, for all subsets S ⊆ V; S induces a chordless path on
four vertices (denoted by P4) in G if and only if (S) induces a P4 in H . See Fig. 1
for an example of P4-isomorphic graphs.
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Fig. 1. Three labeled dominos P4-isomorphic to the C6.
ChvEatal [11] conjectured and Reed [20] proved that two P4-isomorphic graphs are
both perfect or both imperfect. Thus, to recognize perfect graphs it is enough to rec-
ognize the P4-structure of perfect graphs: Given a 4-uniform hypergraph H = (V;E),
is there a perfect graph G = (V; E) such that S ∈E if and only if S induces a P4
in G? This was done for the case when the perfect graph G is a tree [8,9,14], a
block graph [6], the line graph of a bipartite graph [21], a split graph [16], a bipartite
graph [3], or a claw-free graph [3]. See [10] for a survey on these and related graph
classes.
Another question arising from Reed’s theorem is the following: Which (perfect)
graphs are P4-isomorphic to a member of a given class of perfect graphs? Let C be a
class of perfect graphs. Graphs P4-isomorphic to a member in C are called C-perfect
graphs. By Reed’s theorem, C-perfect graphs are perfect. Moreover, they form a class
of graphs which is closed under complementation and contains C as a subclass. Thus,
it is interesting to characterize C-perfect graphs for classical perfect graph classes C
such as triangulated graphs, bipartite graphs and comparability graphs. In [5], tree-
and forest-perfect graphs have been characterized; the given classiKcation implies a
linear time recognition algorithm for tree- and forest-perfect graphs. This paper will
give a description of bipartite-perfect graphs, based on tree-perfect graphs. Recently,
split-perfect graphs have been described in [7].
Note that a graph with n vertices has O(n4) P4’s, so the result in [2] implies that
bipartite-perfect graphs can be recognized e;ciently. Our classiKcation of bipartite-
perfect graphs will give a more direct and linear time recognition algorithm.
Our notions are quite standard. The neighborhood of the vertex v in a graph G is
denoted by NG(v); if the context is clear, we simply write N (v). The path (respec-
tively, cycle) on m vertices v1; v2; : : : ; vm with edges vivi+1 (respectively, vivi+1 and
v1vm) (16 i¡m) is denoted by Pm = v1v2 · · · vm (respectively, Cm = v1v2 · · · vmv1).
The vertices v1 and vm are the endpoints of the path Pm. For convenience, we often
identify sets of vertices of a graph G and the subgraphs induced by these sets in G.
Thus, for S ⊆ V (G); S denotes also the subgraph G[S] induced by S. A proper subset
S of the vertex set of a graph G is called homogeneous, if S has at least two vertices
and every vertex outside S is adjacent to all vertices in S or to no vertex in S. A ho-
mogeneous set M is maximal if no other homogeneous set properly contains M . It is
well known (and easy to see) that in a connected graph G with connected complement
NG, every two diOerent maximal homogeneous sets are disjoint. In this case, the graph
G∗ obtained from G by contracting every maximal homogeneous set to one single
vertex is called the characteristic graph of G. Clearly, G∗ is connected and has no
Van Bang Le /Discrete Applied Mathematics 127 (2003) 581–599 583
homogeneous set. Let G and G′ be two graphs with the same vertex set. An induced
P4 in G is bad if its vertices do not induce a P4 in G′ (thus, P4-isomorphic graphs do
not have bad P4’s.) Finally, graphs containing no induced subgraphs isomorphic to a
given graph H are called H -free graphs. P4-free graphs are also called cographs.
2. Preliminaries
We shall use the following fact in later discussions; it follows by a result of
ChvEatal [12] saying that large cycles have unique P4-structure. We shall write D(x1x2x3
x4; x3x4x5x6) for the domino with vertices x1; : : : ; x6 consisting of the C4’s x1x2x3x4x1
and x3x4x5x6x3.
Lemma 2.1. Let G be P4-isomorphic to the cycle C = v1v2 · · · vkv1 (k¿ 6). Then
G or NG is the same cycle C; or k = 6 and G or NG is one of the three dominos
D(v1v4v5v2; v5v2v3v6); D(v6v3v4v1; v4v1v2v5) and D(v5v2v3v6; v3v6v1v4) shown in Fig. 1.
Proposition 2.2. Let C be a graph class closed under taking induced subgraphs and
replacing vertices by edgeless graphs (or by complete graphs); and let G be a graph
such that both G and NG are connected and every homogeneous set in G induces a
P4-free subgraph. Then G is C-perfect if and only if G∗ is C-perfect.
Proof. The necessity is clear; because G∗ is (isomorphic to an) induced subgraph of
G; and C is closed under taking induced subgraphs. For the su;ciency; let X ∈C be
a graph P4-isomorphic to G∗; and let Vi be the maximal homogeneous sets in G. Let
H be the graph obtained from X by replacing the vertices by the corresponding vertex
sets Vi (or by the complete graphs on vertex sets Vi). Since G[Vi] has no P4; G and
H are P4-isomorphic. As H ∈C; G is C-perfect.
Before giving further properties of C-perfect graphs which will be used later, we
need the concept of P4-connectedness introduced by Jamison and Olariu [18]. A graph
is called P4-connected (or p-connected) if, for every partition of its vertex set into
two nonempty disjoint parts, there exists a P4 containing vertices from both parts. It is
easy to see that every graph has a unique partition into maximal induced p-connected
subgraphs (called p-connected components) and vertices belonging to no P4.
Proposition 2.3. Let C be a graph class closed under taking induced subgraphs and
disjoint unions. Then a graph is C-perfect if and only if each of its p-connected
components is C-perfect.
Proof. Let G be C-perfect and let H ∈C be a graph P4-isomorphic to G; with a
P4-isomorphism  :G → H . Then clearly; every p-connected component A of G is
P4-isomorphic to the subgraph of H induced by (A). Since C is closed under taking
induced subgraphs; A is C-perfect. Conversely; assume that all p-connected components
Ai of a graph G are P4-isomorphic to a graph Hi ∈C. Then G is P4-isomorphic to the
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disjoint union of the Hi’s and the vertices in G not belonging to any P4 in G. Since
C is closed under taking disjoint unions; G is C-perfect.
Examples of graph class C in the above propositions are bipartite graphs, chordal
graphs and weakly chordal graphs. Dividing a graph into p-connected components
can be done in linear time (see [1]), hence Proposition 2.3 allows us to consider
p-connected bipartite-perfect graphs only.
Lemma 2.4. Let G be a bipartite-perfect graph; and B be an arbitrary connected
bipartite graph P4-isomorphic to G. Then the following properties hold.
(i) G is P4-free or p-connected.
(ii) If P;Q are two P4s in G with |P∩Q|=3; then the two vertices in (P∪Q)−(P∩Q)
are non-adjacent in B.
(iii) Every homogeneous set in G induces a P4-free subgraph of G.
Proof. (i) Assume G contains an induced P4 P = tuvw; and consider an arbitrary
partition V (G)=X ∪Y . We shall show that there is a P4 crossing X; Y . If P is such a
P4; we are done. Assume P ⊆ X . Let B= (X1 ∪ Y1)∪ (X2 ∪ Y2) be the bipartition of B
with X =X1 ∪X2; Y =Y1 ∪Y2; and X1 ∪Y1; X2 ∪Y2 are independent sets. Without loss
of generality; let t; v∈X1; u; w∈X2; and let Y1 be nonempty. Consider a vertex z ∈Y1.
Now; as B is connected; there is an induced path Q in B connecting z and u. If Q is
of length ¿ 3; then Q clearly contains a P4Q′ in B with vertices in both X and Y . If
Q is of length 1; i.e.; z is adjacent to u; then Q′ = zuvw (if zw 	∈ E(B)) or Q′ = tuzw
(if zw∈E(B)) is a P4 in B with vertices in both X and Y . By the P4-isomorphism;
V (Q′) induces a P4 in G; crossing X; Y .
(ii) Let P ∩ Q = {a; b; c}; x∈P − {a; b; c}; y∈Q − {a; b; c}. As B[P] and B[Q]
are P4’s in B; B[a; b; c] is a P3 or a P3. Now, if x and y are adjacent in B, then
B[a; b; c; x; y] would contain a C5 or a K3.
(iii) Let S be a homogeneous set in G. Suppose that S contains an induced P4=tuvw.
By (i) G is p-connected. Considering the partition S and V (G)−S of V (G) there is a
P4P with vertices in both parts. Hence, as S is a homogeneous set, exactly one vertex
of P belongs to S. Thus (P − S) ∪ {x} (x∈{t; u; v; w}) are P4’s in G. By (ii), t is
nonadjacent to u; v; w in B. But then {t; u; v; w} cannot induce a P4 in B, a contradiction.
3. The extreme case
Let G be P4-isomorphic to a bipartite graph B. By deKnition, G and B have the
same vertex set but, in general, not every edge of B is also an edge of G. The extreme
case in which all edges of B are edges of G will be characterized in this section. The
key observation is the following lemma which will also be used later.
Lemma 3.1. Let G be P4-isomorphic to a connected bipartite subgraph B of G. Then
every component in G − E(B) is a homogeneous set in B and in G as well.
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Proof. We Krst prove the following:
Claim. Every edge xy of G outside B belongs to a neighborhood in B: there is a
vertex v such that vx; vy∈E(B).
Proof. Among all counterexamples xy∈E(G)− E(B); consider an edge xy such that
a path in B connecting x and y is as short as possible. Such a path P exists because
B is connected. Let P = xx1x2 · · · xky (k¿ 2). Recall that every edge in B is also an
edge in G.
Case 1: k¿ 3. If yx1 ∈E(G), then, by the choice of xy; yx1 	∈ E(B) and there exists
a vertex z such that zy; zx1 ∈E(B). Note that xz 	∈ E(B) because B has no triangle. But
then xx1zy is a bad induced P4 in B.
Thus yx1 	∈ E(G). By symmetry, xxk 	∈ E(G). Next, assume that x1xk ∈E(G). By
the choice of P; x1xk 	∈ E(B), and by the choice of xy, there is a vertex z such that
zx1; zxk ∈E(B) (z = x2 in case k = 3 is possible). But then xx1zxk is a bad P4 in B.
Thus x1xk 	∈ E(G). Hence, x1xyxk is a bad P4 in G. This contradiction proves the
claim for Case 1.
Case 2: k = 2. As xy is chosen, xx2; yx1 	∈ E(B). But then xx1x2y is a bad P4 in B.
This contradiction settles Case 2; the claim follows.
Now, let H be a component in G−E(B) with |H |¿ 2. Then V (H) 	=V (G). Other-
wise, consider xy∈E(H) ⊆ E(G) − E(B). By the claim, there exists a vertex v such
that vx; vy∈E(B). Since v∈V (G) = V (H), there exists a path in H connecting v and
{x; y}. Let v0v1v2 · · · vkx (k¿ 1) be a shortest path in H connecting v0 = v and x,
say. Let i be maximum such that xvi ∈E(B). Note that i exists (because xv0 ∈E(B))
and i¡ k (because xvk ∈E(H)), and yvi ∈E(B) (otherwise, i¿ 0 and yv0xvi would
be a bad P4 in B). By the claim, there exists a vertex w such that wvi and wvi+1 are
edges in B (w 	= x, but w = y is possible). But then xviwvi+1 is a bad P4 in B. This
contradiction shows that V (H) 	=V (G).
Finally, assume that V (H) is not homogeneous in B. Then there is a vertex v∈G−H
and an edge xy∈E(H) such that vx∈E(B); vy 	∈ E(B). By the claim, there is a vertex
w (possibly in H) such that wx and wy are edges in B. But then vxwy is a bad P4 in
B. Thus, V (H) is a homogeneous set in B.
Since every edge in G is an edge in B or belongs to some component of G−E(B),
every homogeneous set in B is also a homogeneous set in G.
Theorem 3.2. Let G be p-connected. Then G is P4-isomorphic to one of its spanning
bipartite subgraphs if and only if every homogeneous set in G induces a P4-free
subgraph and G∗ is bipartite.
Proof. Assume that G∗ is bipartite and let Vi be the maximal homogeneous sets in
G. Then the bipartite graph B obtained from G∗ by replacing every vertex by the
corresponding set Vi is a spanning subgraph of G; and P4-isomorphic to G (take the
identity as a P4-isomorphism and note that there is no P4 in G[Vi]). For the “if part”;
suppose that there is a spanning bipartite subgraph B of G which is P4-isomorphic to
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G. By Lemma 2.4(iii); every homogeneous set in G induces a P4-free subgraph. As
G is p-connected; B is connected. We are going to show that G∗ is bipartite.
Let H1; H2; : : : ; Hm be the components of G − E(B). By Lemma 3.1, the Hi’s are
pairwise vertex-disjoint homogeneous sets in B and in G as well. Let V (B) = B1 ∪ B2
be the bipartition of B into independent sets B1 and B2. As B is connected and Hi is
homogeneous in B, no Hi contains vertices in both parts B1; B2. Consider a maximal
homogeneous set M in G. For x∈M let Hx be the component in G−E(B) containing
x. Since Hx is homogeneous in G and the maximal homogeneous sets in G are disjoint,
Hx must be a subset of M . Thus, M =
⋃
x∈M Hx. Assume that there exist x; y∈M such
that Hx ⊆ B1 and Hy ⊆ B2. Then some vertex v∈G−M is adjacent to vertices in both
Hx and Hy. In particular, vx and vy are edges in G. As B is bipartite, and Hx and Hy
are homogeneous in B; vx; vy∈G−E(B). This contradicts the fact that Hx and Hy are
distinct components in G − E(B).
The previous arguments show that every maximal homogeneous set in G consists
of some Hi’s and is a subset of B1 or of B2. By deKnition of the Hi’s, no edge in
G connects two maximal homogeneous sets in the same part B1 or B2. Thus, G∗ is
bipartite.
If G is P4-isomorphic to a connected bipartite graph B such that no edge of B is
an edge of G, then B is a spanning bipartite subgraph of NG and P4-isomorphic to
NG. Hence this case of bipartite-perfect graphs is also characterized in Theorem 3.2 by
taking the complement graph.
Since Knding maximal homogeneous sets and recognizing cographs can be done in
linear time (see [13,19], respectively, [12]), there is a linear time recognition algorithm
for the special case of bipartite-perfect graphs described in Theorem 3.2.
4. The main result
The p-connected bipartite-perfect graphs can be characterized as follows.
Theorem 4.1. Let G be p-connected. Then G is bipartite-perfect if and only if
(i) every homogeneous set in G induces a P4-free subgraph; and
(ii) G∗ is tree-perfect; or G∗ or NG
∗
is bipartite or one of the graphs H1; H1−8; H2
(see Fig. 2).
In other words, a p-connected graph G is bipartite-perfect if and only if G or NG
is obtained from a bipartite graph, or a tree-perfect graph, or the graph H1, or the
graph H2 by replacing the vertices by cographs. Since Knding maximal homogeneous
sets, recognizing cographs and tree-perfect graphs can be done in linear time (see
[13,19], respectively, [12], respectively [5]), Theorem 4.1 implies that (p-connected)
bipartite-perfect graphs can be recognized in linear time.
The su;ciency stated in Theorem 4.1 is clear: (ii) implies that G∗ is bipartite-perfect,
hence, by Proposition 2.2, G is bipartite-perfect. For the necessity let G be a
p-connected bipartite-perfect graph. By Lemma 2.4, we get (i).
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Fig. 2. The graphs Hi P4-isomorphic to the bipartite graphs Bi (i = 1; 2).
To prove (ii) we shall proceed by induction on the number of vertices. Assume
that G has a maximal homogeneous set M with at least two vertices, and let v∈M .
Since G− v is p-connected and bipartite-perfect, it follows by induction that (G− v)∗
satisKes (ii). Now, as M − v is a maximal homogeneous set in G − v, too, we have
G∗ = (G − v)∗, and are done.
The Knal case is where G has no homogeneous set. The proof in this case splits
into several subcases which we shall give as lemmas below. In all these lemmas, G is
p-connected and P4-isomorphic to the bipartite graph B, and G has no homogeneous
set, that is, G∗ = G. Note that B may have a homogeneous set (see B2 in Fig. 2).
Let A be the graph obtained from a domino by deleting an edge between two degree-2
vertices in that domino. The following theorem was shown in [17].
Theorem 4.2 (Hougardy [17, Theorem 5]). Every graph containing an induced A and
no homogeneous set is P4-isomorphic only to itself or its complement.
In particular, A and NA are the only graphs P4-isomorphic to A.
Lemma 4.3. If B contains an induced A; then G or NG is the bipartite graph B.
Proof. If B contains an induced A; then; as remarked after Theorem 4.2; G or NG must
contain an induced A. Since G (and NG) has no homogeneous set; Lemma 4.3 follows
from Theorem 4.2.
Lemma 4.4. If B contains an induced cycle with at least six vertices; then G or NG is
bipartite or the graph H1 or the graph H1 − 8.
Bipartite graphs without chordless cycle on at least six vertices are called chordal
bipartite.
Lemma 4.5. If B is chordal bipartite and contains no induced A but an induced
domino; then G or NG is a C6 or a domino.
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Lemma 4.6. If B is chordal bipartite and contains no induced domino and no induced
A; then G is tree-perfect; or G or NG is the graph H2.
The proofs of Lemmas 4.4–4.6 are given in the next sections. Sometimes, we
shall write A(v1v2v3v4; v5; v6) for the graph A with vertices v1; : : : ; v6 consisting of
the C4 = v1v2v3v4v1 and edges v4v5; v3v6. See Section 2 for a notion of labeled
dominos.
5. Proof of Lemma 4.4
We Krst note the following simple facts.
Observation 5.1. Let G1 be P4-isomorphic to G2; and let P (respectively; C) be an
induced path of length ¿ 4 (respectively; cycle of length ¿ 5) in G2.
(i) If P (respectively; C) is a subgraph of G1; P (respectively; C) is an induced
subgraph of G1.
(ii) Assume that P= v1v2 · · · vk with k¿ 7 and P− vk is a subgraph of G1. Then P
is an induced subgraph of G1.
Proof. (i) Write P = v1v2 · · · vk for some k¿ 4; and assume that P is not induced in
G1. Consider a chord vivj of P in G with i¡ j and j − i is as small as possible. By
the P4-isomorphism; j− i¿ 4. But then vjvivi+1vi+2 is a bad P4 in G1; a contradiction.
The case of the cycle C is similar.
(ii) By (i), P − vk is an induced path in G1. Assume vk−1vk 	∈ E(G1). Then
vkvk−3vk−2vk−1 is an induced P4 in G1 (else vk−3vk−2vk−1vk would be a bad P4 in
G2), and for all 16 i6 k − 5; vi and vk are nonadjacent in G1 (else vivkvk−3vk−2
would be a bad P4 in G1). But then vk−5vk−4vk−3vk (if vk and vk−4 are nonadjacent
in G1) or vk−6vk−5vk−4vk (otherwise) is a bad P4 in G1. Thus vk−1vk must be an edge
in E(G1), and (ii) follows from (i).
By Lemma 4.3, we are done if B has an induced A. Thus, we only need to consider
the case when B is A-free.
Observation 5.2. If B contains an induced cycle C with at least six vertices such that
every edge of C is also an edge of G; then B is a spanning subgraph of G.
Proof. By Observation 5.1; C is also an induced cycle in G. Write C = v1v2 · · ·
vkv1(k¿ 6).
Claim 1. For all u∈V (C) and all v 	∈ V (C); if vu∈E(B) then vu∈E(G).
Proof. By symmetry we only need to discuss the edge vv1 ∈E(B). Assume that vv1 	∈
E(G). Then v is nonadjacent in B to v3 and vk−1; otherwise v1vv3v4 (or v1vvk−1vk−2)
would be a bad P4 in B. Hence vv1v2v3 and vv1vkvk−1 are induced P4’s in B; and
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thus v is adjacent in G to v3 and vk−1; and nonadjacent in G to v2 and vk . But then
v2v3vvk−1 is a bad P4 in G. Thus; vv1 must be an edge in G; and Claim 1 follows.
Now, let xy be an edge in B with x; y 	∈ V (C). We shall prove by induction on the
distance in B between {x; y} and V (C) that xy is also an edge in G. By symmetry,
we may assume that there is an integer m¿ 0 such that
P = v1x1x2 · · · xmx
is a shortest path in B connecting {x; y} and C, where y 	= xi. Since all edges of P
have smaller distance to C, the induction hypothesis yields that
all edges of P are also edges of G:
We distinguish two cases.
Case 1: m¿ 1. Write xm+1 = x and xm+2 = y. As P is a shortest path in B between
C and {x; y},
xi; 26 i6m+ 2; is nonadjacent in B to all vertics in C:
Furthermore,
x1 is nonadjacent in B to v3;
because if x1v3 ∈E(B), then B would contain an induced A = A(v2v1x1v3; v4; x2), a
contradiction. As B has no C5,
x1 is also nonadjacent in B to v4:
Thus, Q = v4v3v2v1x1x2 · · · xmxy is an induced path in B with m+ 6¿ 7 vertices, and
such that Q − y is a subgraph of G. By Observation 5.1, xy must be an edge of G.
Case 1 is settled.
Case 2: m= 0. Suppose the contrary that xy∈E(B)− E(G).
Claim 2. yv2 and yvk are edges in E(B).
Proof. Assume that yv2 	∈ E(B). Then yxv1v2 is an induced P4 in B; hence yv2v1x must
be an induced P4 in G. Thus; yvk must be an edge in E(G)−E(B) (If yvk ∈E(B) then;
by Claim 1; yvk ∈E(G) and yvkv1v2 would be a bad P4 in B; if yvk 	∈ E(G) ∪ E(B)
then yv2v1vk would be a bad P4 in G); and yv3 must be an edge in E(G) − E(B)
(otherwise v3v2yvk would be a bad P4 in G). But then v3yvkv1 is a bad P4 in G. This
contradiction shows that yv2 must belong to E(B). By symmetry; yvk ∈E(B).
Thus, by Claim 1, yv2 and yvk are also edges in G.
Claim 3. xv3 is an edge in E(B).
Proof. If xv3 	∈ E(B)∪ E(G) then xyv2v3 is a bad P4 in B. If xv3 ∈E(G)− E(B) then
xv1v2v3 is a bad P4 in B.
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Thus, by Claim 1, xv3 is also an edge in G. Now, v3xyvk is an induced P4 in B
with edges v3x; yvk in G. Since v3vk ; xy 	∈ E(G); xvk or yv3 must be an edge in G.
By symmetry, xvk ∈E(G), say. But then vkv1xv3 is a bad P4 in B. This contradiction
shows that xy must be an edge of G, and Case 2 is settled. The observation follows.
Proof of Lemma 4.4. Let C be an induced cycle in B with at least six vertices. If C is
a subgraph of G or of NG then; by Observation 5.2; B is a spanning subgraph of G or
of NG. Hence G=B or NG=B because a nontrivial component in G−E(B); respectively;
in NG − E(B) would be a homogeneous set in G (see Lemma 2.1).
Now, assume that C is neither a subgraph of G nor a subgraph of NG. By Lemma
2.1, C has exactly six vertices, say
C = v1v2 · · · v6v1;
and G or NG contains one of the labeled dominos Di=D(vivi+3vi+4vi+1; vi+4vi+1vi+2vi+5);
(16 i6 3; indices are taken modulo 6), shown in Fig. 1. Without loss of generality,
let G contain such a domino Di. We now are going to show that G is the graph H1, or
the graph H1−8, or bipartite. We use the following notation: For a set S ⊂ {1; : : : ; 6},
a vertex v∈B − C is a S- vertex if the neighbors in B of v on C are exactly the
vj’s with j∈ S. All possible S-vertices in B with their properties are listed below; the
proofs are straightforward by considering the P4-isomorphisms.
(s1) There is no {j}-vertex for j 	∈ {i + 1; i + 4}.
(s2) For j∈{i+1; i+4}, every {j}-vertex is adjacent in G to vk ; k 	= j and nonadjacent
to vj.
(s3) An {i+1}-vertex and an {i+4}-vertex are nonadjacent in B and are adjacent in
G.
(s4) Every {i; i+2; i+4}-vertex is adjacent in G to vi; vi+2 and nonadjacent to vk ; k 	∈
{i; i + 2}.
(s5) Every {i + 1; i + 3; i + 5}-vertex is adjacent in G to vi+3; vi+5 and nonadjacent to
vk ; k 	∈ {i + 3; i + 5}.
(s6) An {i; i + 2; i + 4}-vertex and an {i + 1; i + 3; i + 5}-vertex are nonadjacent in B
and are adjacent in G.
(s7) If there is an {i+1}- or an {i+4}-vertex then there is no {i; i+2; i+4}- and no
{i+1; i+3; i+5}-vertex. If there is an {i; i+2; i+4}- or an {i+1; i+3; i+5}-vertex
then there is no {i + 1}- and no {i + 4}-vertex.
(s8) For 16 j6 6, every {j; j+2}-vertex has the same neighbors in Di as vj+1 (indices
are taken modulo 6).
Suppose there is an {i+ 1}-vertex u and an {i+ 4}-vertex v as well. We are going
to show that G is the graph H1. Let H = B[v1; : : : ; v6; u; v]. Thus, H consists of the
C6 = v1v2 · · · v6v1 and edges uvi+1; vvi+4.
Claim 3. B∗ = H .
Proof. Let B′ be a maximal induced subgraph of B such that H ⊆ B′; and the charac-
teristic graph of B′ is (isomorphic to) H . Label the maximal homogeneous sets of B′
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by S1; : : : ; S6; Su; and Sv such that vk ∈ Sk ; u∈ Su; and v∈ Sv. If B = B′; we are done.
Otherwise, there must be a vertex x∈B−B′ adjacent to a vertex in B′. By symmetry;
we only need to consider the cases when x is adjacent to a vertex in Si; Si+1; Si+2; or
Su. In any case; we will get a contradiction.
Case 1: x is adjacent to a vertex x′ ∈ Si.
As B is bipartite,
x is nonadjacent to all vertices in Si+1; Si+3; Si+5; Sv:
By (s8), for every xj ∈ Sj, the xj’s (j = i; : : : ; i + 5) induce in G the domino
D(xixi+3xi+4xi+1; xi+4xi+1xi+2xi+5). Hence, by (s1) and (s7),
x is adjacent in B to all vertices in Si+2; or to all vertices in Si+4; but not both:
Furthermore,
if x is adjacent to a vertex in Si+2; then x is adjacent to all vertices in Si:
For, if x is nonadjacent to x′′ ∈ Si, then B would contain an induced A=A(xx′vi+1vi+2;
vi+3; x′′). Similarly,
if x is adjacent to Si+4; then x is adjacent to all vertices in Si:
Finally,
if x is adjacent to a vertex in Su; then x is adjacent to all vertices in Su
and all vertices in Si+2:
For, if x is adjacent to y∈ Su but nonadjacent to y′ ∈ Su ∪ Si+2, then B would contain
an induced A = A(xyvi+1vi; vi+5; y′). Now, the facts above imply Si+1 ∪ {x} (if x is
adjacent to a vertex in Su or in Si+2), or Si+5 ∪ {x} (if x is adjacent to a vertex in
Si+4) is a homogeneous set in B′ + x, contradicting the maximality of B′. Case 1 is
settled.
Similarly, we can show that
Case 2: x is adjacent to a vertex in Si+1, or in Si+2, cannot occur.
Case 3: x is adjacent to a vertex in Su.
Then x is nonadjacent to all vertices in Si+1, and in view of Cases 1 and 2, x is
nonadjacent to all vertices in Si; Si+2. Now, consider a neighbor x′ of x in Su. Then
vivi+1x′x is an induced P4 in B. Since x′ is an {i+1}-vertex, x is nonadjacent in B to
vi+4 by (s3). In particular,
B[x; x′; vi+1; vi+4] is not a P4:
By (s2), x′ is adjacent in G to vk ; k 	= i+1, and nonadjacent in G to vi+1. In particular
x′vivi+1 is an induced P3 in G. By the P4-isomorphism, P= xx′vivi+1 or Q= x′vivi+1x
must be an induced P4 in G. Since B[x; x′; vi+1; vi+4] is not a P4; x must be adjacent
in G to vi+4, otherwise xx′vi+4vi+1 or x′vi+4vi+1x would be a bad P4 in G. But then
xvi+4vi+1vi (if P is a P4 in G) or xvi+4x′vi (if Q is a P4 in G) is a bad P4 in G. Case
3 is settled, and Claim 3 follows.
Claim 3, and (s2), (s3), (s8) show that Sk ’s, Su, and Sv are homogeneous sets in G.
Since G has only trivial homogeneous sets, G is therefore the graph H1.
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If there is an {i + 1}-vertex but no {i + 4}-vertex (or vice versa), then the same
proof shows that G is the graph H1 − 8.
The Knal case is where there is no {j}-vertex for any j. In this case, one can
show without di;culty, similar to the above arguments, that G is a bipartite graph,
consisting of the domino Di and possibly of one {i; i + 2; i + 4}-vertex, and possibly
one {i + 1; i + 3; i + 5}-vertex, with edges deKned by (s4), (s5) and (s6).
6. Proof of Lemma 4.5
Observation 6.1. Let B be a p-connected (K3; C5; C6; A)-free graph. If B has an in-
duced domino; then B∗ is a domino.
Proof. Let D = D(v1v2v3v4; v3v4v5v6) be an induced domino in B (see Sections 2 and
4 for the notion of labeled dominos; respectively; labeled A). Consider a maximal
induced subgraph B′ of B such that D ⊆ B′; and the characteristic graph of B′ is
(isomorphic to) D. Label the maximal homogeneous sets of B′ by S1; : : : ; S6 such that
vi ∈ Si (16 i6 6).
If B′ = B, we are done. Otherwise there must be a vertex v∈B − B′ adjacent to a
vertex in B′. We will distinguish two cases; in each case we will give a contradiction.
Case 1: v is adjacent to a vertex in Si for some i∈{1; 2; 5; 6}.
By symmetry, we only need to consider the case i=1. Suppose vx∈E(B) for some
vertex x∈ S1. As B is (K3; C5)-free,
v is nonadjacent to all vertices in S2; S4 and S6:
As B is A-free,
v is adjacent to all vertices in S3 or to all vertices in S5:
For, if ' is nonadjacent to y∈ S3 and z ∈ S5 then A(v2yv4x; v; z) is an induced A in B,
a contradiction. Furthermore
if ' is adjacent to a vertex in5; then v is adjacent to all vertices in
S3 and S5:
For, if v is adjacent to a vertex y∈ S5 and nonadjacent to a vertex z ∈ S3 then vxv2zv6yv
is an induced C6 in B, a contradiction. Next, if v is nonadjacent to a vertex y′ ∈ S5
then A(vyv4x; v2; y′) is an induced A in B, a contradiction.
Now, it follows from the previous facts that there must be a vertex x′ ∈ S1 nonadja-
cent to v. Otherwise, S2 ∪ {v} (if v is nonadjacent to S5), or S4 ∪ {v} (if v is adjacent
to S5) would be homogeneous in B′ + v, contradicting the maximality of B′. But then
A(xvv3v4; x′; v6) is an induced A in B. This contradiction settles Case 1.
Case 2: v is adjacent to a vertex in S3 or S4.
By symmetry, we only need to consider the case that v is adjacent to a vertex x∈ S3.
As B is K3-free,
v is nonadjacent to all vertices in S2; S4 and S6:
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In view of Case 1, we may assume that
v is nonadjacent to all vertices in S1 and S5:
But then A(v1v2xv4; v5; v) is an induced A in B. This contradiction settles Case 2, and
the proof of Observation 6.1 is complete.
Proof of Lemma 4.5. Let B contain the domino D = D(v1v2v3v4; v3v4v5v6) as an in-
duced subgraph. By Observation 6.1; the vertices of B can be partitioned into max-
imal homogeneous sets S1; : : : ; S6 such that vi ∈ Si (16 i6 6). By Lemma 2.1; the
vi’s induce in G a C6; a C6; a domino; or the complement of a domino. By consid-
ering NG if necessary; let us assume that G[v1; : : : ; v6] is a C6 or a domino. That is;
G[v1; : : : ; v6] is the C6=v1v4v5v2v3v6v1; or one of the dominos D; D(v1v2v5v6; v5v6v3v4);
or D(v4v3v2v1; v2v1v6v5).
If G[v1; : : : ; v6] is the C6 = v1v4v5v2v3v6v1, then by the P4-isomorphism, for every
xi ∈ Si; G[x1; : : : ; x6] is the C6 = x1x4x5x2x3x6x1, implying Si (16 i6 6) is a homoge-
neous set in G. Thus, Si={vi} for all i, hence, G is the C6 =v1v4v5v2v3v6v1. Similarly,
If G[v1; : : : ; v6] is a domino, then G is this domino.
7. Proof of Lemma 4.6
If B has no C4 then B is a tree, hence G is tree-perfect and we are done. Let
us assume that there is a C4 in B. Then B has a homogeneous set. We need the
following observation, which trivially follows from the P4-isomorphism (and holds for
all P4-isomorphic graphs G and B).
Observation 7.1. Let M be a homogeneous set in B and let x; y∈M . If P is an
induced P4 in G containing x then V (P)− x + y induces also a P4 in G.
It should be noted that a homogeneous set M in B need not be a homogeneous set in
G (and vice versa). The observation, however, means that M is “almost” homogeneous
in G: no induced P4 in G contains more than one vertex in M (see also the proof
of Lemma 2.4(iii).) For convenience, we say that the induced P4P in G is M -bad if
there exist x; y∈M such that x∈P but G[P− x+ y] is not a P4. By Observation 7.1,
no M -bad P4 exists in G.
Since B is p-connected, we may assume further that B has a C4 = v1v2v3v4v1 and
a vertex v5 adjacent to v3 and nonadjacent to v1; v2 and v4. Then, considering the
P4-isomorphism, the vertices v1; v3; v5 induce a P3 in G or in NG. Say, G[v1; v3; v5] is
the P3 = vivjvk with a suitable choice {i; j; k}= {1; 3; 5}. Since B has no domino and
no A, every subset M ⊆ NB(v1) ∩ NB(v3) is a homogeneous set in B.
Claim. Let x; y∈NB(v1)∩NB(v3) be two distinct vertices. If xvivjvk is an induced P4
in G then vivjvky is an induced P4 in G; and vice versa.
Proof. Suppose the contrary; and let; without loss of generality; v2vivjvk and v4vivjvk
both be P4’s in G. Consider the set M of all vertices in NB(v1) ∩ NB(v3) which are
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adjacent to vi in G. Then |M |¿ 2 (because v2; v4 ∈M); and for every v∈M; vvivjvk
is an induced P4 in G (see Observation 7.1). We are going to get the contradiction
that M must be a homogeneous set in G; proving the claim (recall that G has no
homogeneous set; see the discussion after Theorem 4.1).
Assume that M is not homogeneous in G and consider a vertex x 	∈ M which is
adjacent to a vertex v∈M but nonadjacent to a vertex u∈M . If xvi 	∈ E(G) then
xvj ∈E(G) else P= xvvivj is an M -bad P4 in G (P− v+u does not induce a P4 in G),
contradicting Observation 7.1. But then P=uvivjx is an M -bad P4 in G (P−u+v does
not induce a P4 in G). This contradiction shows that xvi must be an edge in G. Then
xvk 	∈ E(G) (otherwise vkxviu is an M -bad P4 in G), and xvj ∈E(G) (otherwise xvivjvk
is an induced P4 in G, hence B[x; vi; vj; vk ] = B[x; v1; v3; v5] is a P4, implying x∈M , a
contradiction). But then vxvjvk is an M -bad P4 in G. This contradiction shows that M
must be homogeneous in G, and the claim is proved.
The claim implies that
NB(v1) ∩ NB(v3) = {v2; v4}; (*)
and we may assume that v2vivjvk and vivjvkv4 are induced P4’s in G. Recall that
M = {v2; v4} is a homogeneous set in B.
If B does not have further vertices then G is the bipartite graph P5 = v2vivjvkv4,
and we are done. If B has further vertices, we will see that G is the graph H2. The
discussion makes use of the following facts in which all neighborhoods are considered
in G.
(n1) N (vi) ⊆ N (vj) ∪ N (vk) ∪ {v2} and N (vk) ⊆ N (vi) ∪ N (vj) ∪ {v4}.
Proof. If x∈N (vi) − v2 is nonadjacent to both vj and vk then xvivjvk is an induced
P4 in G; hence B[x; v1; v3; v5] is a P4; implying x∈NB(v1) ∩ NB(v3); contradicting (∗).
Thus; the Krst inclusion holds. The second inclusion follows by symmetry.
(n2) N (v2) ⊆ N (vj) and N (v4) ⊆ N (vj).
Proof. Let x∈N (v2) − N (vj). If x is nonadjacent in G to vi; then P = xv2vivj is an
M -bad P4 in G (P − v2 + v4 does not induce a P4 in G). Thus; xvi ∈E(G). By (n1);
x∈N (vk). Then v2xvkvj is an M -bad P4 in G. This shows that N (v2)−N (vj) = ∅; and
symmetrically; N (v4)− N (vj) = ∅.
(n3) N (vi)−N (vk) ⊆ (N (v2)−N (v4))∪{v2} and N (vk)−N (vi) ⊆ (N (v4)−N (v2))∪{v4}.
Proof. Let x∈N (vi)−N (vk)−v2. By (n1); x∈N (vj). If x is adjacent to v4 then vixv4vk
is an M -bad P4 in G. If x is nonadjacent to v2 then xvjvkv4 is an M -bad P4 in G.
Thus; the Krst inclusion holds. The second inclusion follows by symmetry.
Let U be the set of all vertices which are adjacent in G to all v1; : : : ; v5.
(n4) N (v2) ∩ N (v4) = U .
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Proof. Let x∈N (v2) ∩ N (v4). By (n2); x∈N (vj). Now; x must be adjacent to vi
(otherwise v4xvjvi is an M -bad P4 in G); and also adjacent to vk (otherwise v2xvjvk is
an M -bad P4 in G). Thus x∈U . The inclusion U ⊆ N (v2) ∩ N (v4) is clear.
(n5) N (vi) ∩ N (vk) ⊆ U ∪ {vj}.
Proof. Write S = (N (vi)∩N (vk))−U − vj; and assume that S 	= ∅. By (n4); no vertex
in S is adjacent in G to both v2 and v4. If x∈ S is adjacent to v2 then v2xvkv4 would
be an M -bad P4 in G. By symmetry we have
No vertex in S is adjacent in G to v2 or v4:
We are going to show that S ∪ {vj} is a homogeneous set in G (this proves (n5)).
Assume that S ∪{vj} is not homogeneous in G. Then there is a vertex outside S ∪{vj}
adjacent in G to some vertex and nonadjacent to some vertex in S∪{vj}. We distinguish
two cases.
Case 1: There is v 	∈ S∪{vj} nonadjacent in G to vj but adjacent to a vertex x∈ S.
By (n2), v is nonadjacent in G to v2 and v4. By (n3), v is nonadjacent to vi and vk .
But then v2vixv is an M -bad P4 in G. Case 1 is settled.
Case 2: There is v 	∈ S∪{vj} adjacent in G to vj but nonadjacent to a vertex x∈ S.
We Krst note that v 	∈ U (otherwise v2vvkx would be an M -bad P4 in G). Hence, by
(n4),
v is nonadjacent in G to v2 or to v4:
As v 	∈ S; v is nonadjacent in G to vi or to vk ; say
vvk 	∈ E(G):
Then
vv4 	∈ E(G);
otherwise xvkv4v would be an M -bad P4 in G. It follows that,
vv2 ∈E(G);
otherwise vvjvkv4 would be an M -bad P4 in G, and
vvi ∈E(G);
otherwise xviv2v would be an M -bad P4 in G. We now distinguish three subcases.
Subcase 2.1: i=3. In this case, v2vvjvk is an induced P4 in G. Hence, B[v2; v; vj; vk ]=
B[v1; v2; v5; v] = v1v2vv5 is a P4 in B (because B has no 3- and 5-cycle), implying
v2vv5v3v2 is a C4 in B. Thus, M ′ = {v; v3} is a homogeneous set in B (recall that B
has no A and no domino). But then v2v3xvk is an M ′-bad P4 in G. This contradiction
settles Subcase 2.1.
Subcase 2.2: j = 3. In this case, v2vixvk is an induced P4 in G. As in Subcase 2.1,
v1v2xv5 must be a P4 in B, implying M ′= {x; v3} is a homogeneous set in B. But then
v2vv3vk is an M ′-bad P4 in G. Subcase 2.2 is settled.
Subcase 2.3: k = 3. If i = 1 then B[v; v2; v3; v5] is a P4, hence vv3 	∈ E(B) and
vv1 	∈ E(B) (because B has no 3- and 5-cycle). But then vv1xv3 is a bad P4 in G. If
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i=5 then B[x; v2; v3; v5] is a P4, hence as above, xv3 	∈ E(B) and xv1 	∈ E(B). Therefore
xv1 ∈E(G) (otherwise vv1v3x would be a bad P4 in G). But then v2vv1x is an M -bad
P4 in G. This contradiction settles Subcase 2.3.
We have shown that S∪{vj} is a homogeneous set in G assuming S 	= ∅. This proves
(n5).
(n6) N (vj) = N (v2) ∪ N (v4).
Proof. Let x∈N (vj) − (N (v2) ∪ N (v4)). By (n5); x is nonadjacent to vi or to vk ;
xvi 	∈ E(G); say. Then v2vivjx is an M -bad P4 in G. Thus; N (vj) ⊆ N (v2)∪N (v4); and
(n6) follows from (n2).
By (n2)–(n6), the neighborhood of {v1; : : : ; v5} consists of disjoint sets U; X :=N (v2)−
U−vi(=(N (v2)∩N (vj))−U−vi), and Y :=N (v4)−U−vk(=(N (v4)∩N (vj))−U−vk).
(n7) No vertex a∈X is adjacent to a vertex b∈Y .
Proof. Otherwise v2abv4 would be a bad P4 in G.
(n8) Every vertex u∈U is adjacent to every vertex a∈X and to every vertex b∈Y .
Proof. Otherwise av2uv4 or bv4uv2 would be a bad P4 in G.
Let H = {v1; : : : ; v5} ∪ X ∪ Y . As remarked after (n6), N (H) = (N (X ) ∪ N (Y ))− H .
(n9) N (N (H)− U ) = ∅.
Proof. Assume that there exists s∈N (N (H) − U ). Let t ∈N (H) − U be a neighbor
of s; and let; without loss of generality; t be adjacent to a vertex a∈X . Then v2ats is
an M -bad P4 in G. Thus; N (N (H)− U ) must be empty.
(n10) U = ∅.
Proof. First; note that every vertex x∈N (H)−U=(N (X )∪N (Y ))−U−{v1; : : : ; v5} is
adjacent to every vertex u∈U . Otherwise; say a∈X is a neighbor of x; xauv4 would
be an M -bad P4 in G. Now; by (n8) and (n9); if U is not empty; then (H ∪N (H))−U
would be a homogeneous set in G.
(n11) N (v2) = X ∪ {vi}; N (v4) = Y ∪ {vk}; N (vj) = X ∪ Y ∪ {vi; vk},
N (vi) ⊆ X ∪ {v2; vj}, and N (vk) ⊆ Y ∪ {v4; vj}.
Proof. The Krst two equations hold by (n10) and deKnitions of X and Y . The third
equation then follows from (n6); and the two inclusions follow from (n3); (n5) and
(n10).
(n12) For every vertex b 	∈ X ∪ {v2; vi; vj}, if b is adjacent in G to a vertex a∈X
then i = 1; av1 ∈E(G) and av5; ab∈E(B).
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Proof. By (n7); b 	∈ Y and by (n11); b is nonadjacent to vi. In particular; b is nonad-
jacent to v1; : : : ; v5. Now;
a and vi must be adjacent in G:
Otherwise bav2vi would be an M -bad P4 in G. Now; consider the P4v2avjvk in G. If
i=3 then B[v2; a; vj; vk ]=B[a; v1; v2; v5] must be a P4; implying v2v3v5av2 is a C4 in B.
Thus; M ′ = {a; v3} is a homogeneous set in B. But then bavjvk is an M ′-bad P4 in G.
Therefore i 	=3. If i=5 then B[v2; a; vj; vk ]=B[a; v1; v2; v3] must be a P4; implying a is
adjacent in B to exactly one of v1; v3. Moreover; B[b; a; vj; vk ] = B[b; a; v1; v3] is also a
P4; implying b is adjacent in B to both v1 and v3 (because B has no 3- and 5-cycle).
This contradicts (∗). Thus;
i = 1:
Assume that the P4 B[v2; a; vj; vk ] is av2v3v5. Then B[a; b; vj; vk ] is the P4 = abv3v5. But
then v1v2ab is a bad P4 in B; or b must be a common neighbor in B of v1 and v3;
contradicting (∗). Thus
av5 ∈E(B):
Finally; consider the P4 B[b; a; vj; vk ]=B[a; b; v2; v3]. If b and v3 are adjacent in B; then
v1v2v3b is a bad P4 in B; or again; b must be a common neighbor in B of v1 and v3;
contradicting (∗). Thus
ab∈E(B):
The proof of (n12) is completed.
(n13) For every vertex d 	∈ Y ∪ {v4; vj; vk}, if d is adjacent in G to a vertex c∈Y
then k = 1; cv1 ∈E(G) and cv5; cd∈E(B).
Proof. The proof is exactly the same as for (n12) when replacing a by c and b by d.
(n14) For every vertex v 	∈ X∪{v2; vi; vj} adjacent in G to some vertex a∈X; NG(v)=
X and v1 is adjacent to all vertices in X .
Proof. By (n12); i=1 and av5; av∈E(B); and we know that v 	∈ X ∪ Y ∪ {v1; : : : ; v5}.
Thus; by (n13); v cannot have a neighbor in Y . Then; by (n9) and (n11); NG(v) ⊆ X .
Write X1 = NG(v) and X2 = X − X1. By (n12);
v1 is adjacent to every vertex in X1:
Furthermore;
every vertex x1 ∈X1 is adjacent to every vertex x2 ∈X2;
otherwise vx1v2x2 would be an M -bad P4 in G. As X2∪{v1} is not a homogeneous set
in G; there exists s 	∈ X2 ∪{v1} such that s is adjacent to some vertex and nonadjacent
to some vertex in X2 ∪ {v1}. By the facts above; s 	∈ X . Therefore; by (n11); s cannot
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be adjacent to vi = v1. Thus; let s be adjacent to a vertex t ∈X2 and nonadjacent to
v1. By (n12); tv5 and st are edges in B. But then stv5a is a P4 in B; or sa∈E(B). In
the Krst case; stv5a is a bad P4 in B. In the second case; sav5ts is a C4 in B; hence
M ′ = {a; t} is a homogeneous set in B. But then vavjvk is an M ′-bad P4 in G. Thus;
X2 = ∅ as claimed. Hence X = NG(v). Now; by (n12); v1 is adjacent to all vertices in
X .
(n15) For every vertex v 	∈ Y∪{v4; vj; vk} adjacent in G to some vertex a∈Y; NG(v)=
Y and v1 is adjacent to all vertices in Y .
Proof. The same as for (n14).
We Knally are going to complete the proof of Lemma 4.6. Assuming G is not the
P5=v2vivjvkv4; X or Y is not empty, X 	= ∅, say. As X ∪{vi} is not a homogeneous set
in G, there exists a vertex b 	∈ X∪{vi} adjacent to some vertex and nonadjacent to some
vertex in X ∪{vi}. By (n11), b must be adjacent to a vertex a∈X and nonadjacent to
vi. By (n12), i= 1, hence, by (n13), no vertex outside Y ∪ {v4; vj; vk} is adjacent to a
vertex in Y . Therefore Y must be empty otherwise Y ∪{vk} would be a homogeneous
set in G. Moreover, X = {a} (otherwise, by (n14), X would be a homogeneous set in
G), and N (a) − {v1; v2; vj} = {b} (otherwise, by (n9), N (a) − {v1; v2; vj} would be a
homogeneous set in G). Thus, G is the graph H2 (and B is the graph B2) shown in
Fig. 2.
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