This article reviews the nature of the neural code in non-human primate cortex and assesses the potential for neurons to carry two or more signals simultaneously. Neurophysiological recordings from visual and motor systems indicate that the evidence for a role for precisely timed spikes relative to other spike times (ca. 1-10 ms resolution) is inconclusive. This indicates that the visual system does not carry a signal that identi es whether the responses were elicited when the stimulus was attended or not. Simulations show that the absence of such a signal reduces, but does not eliminate, the increased discrimination between stimuli that are attended compared with when the stimuli are unattended. The increased accuracy asymptotes with increased gain control, indicating limited bene t from increasing attention. The absence of a signal identifying the attentional state under which stimuli were viewed can produce the greatest discrimination between attended and unattended stimuli. Furthermore, the greatest reduction in discrimination errors occurs for a limited range of gain control, again indicating that attention effects are limited. By contrast to precisely timed patterns of spikes where the timing is relative to other spikes, response latency provides a ne temporal resolution signal (ca. 10 ms resolution) that carries information that is unavailable from coarse temporal response measures. Changes in response latency and changes in response magnitude can give rise to different predictions for the patterns of reaction times. The predictions are veri ed, and it is shown that the standard method for distinguishing executive and slave processes is only valid if the representations of interest, as evidenced by the neural code, are known. Overall, the data indicate that the signalling evident in neural signals is restricted to the spike count and the precise times of spikes relative to stimulus onset (response latency). These coding issues have implications for our understanding of cognitive models of attention and the roles of executive and slave systems.
INTRODUCTION
Understanding brain function requires a precise knowledge of the information present at each stage of processing, how this information is encoded (the neural code) and how different signals associated with different processing stages are combined (integration of neural codes). While the general processing of many cortical and subcortical brain areas in both human and non-human primates is known, the way in which neurons encode inputs and process information to generate output signals is still the subject of intense debate. The neural code underlies the way in which the brain operates and therefore helps constrain the ways in which we think the brain can function by de ning the mechanisms by which the brain transmits information. The processing power of the brain is restricted by the capacity of the neural responses to transmit information. If the information capacity of a single channel (neural code) is limited, then additional neural codes (signals) would increase the total informationprocessing potential of the brain without requiring an increase in the number of neurons.
If neural responses carry different types of information (e.g. stimulus colour and stimulus shape) using different forms of encoding (e.g. spike count and response latency), then these types of information can be processed together ('is a red square present?') or processed separately ('is there a square present?' and 'is a red object present?'). Of current interest is the hypothesis that dynamic links between different neural populations are used to signal particular associations (Singer & Gray 1995) . For example, imagine four neural populations, one of which signals the presence of the colour red, another the presence of blue, while the third and fourth populations signal squares and triangles, respectively. Simultaneous presentation of a red square and a blue triangle would activate all four neural populations. However, the decoding is not simple: does the 'red object' belong with the 'square' or the 'triangle'? If an additional code were available that linked these responses in an appropriate way, then the system would be capable of distinguishing 'red square' and 'blue triangle' from 'red triangle' and 'blue square'. Such linking or binding of features (see Singer & Gray 1995; von der Malsburg 1995 ; for a review) requires that there are separate codes for the attributes (red, blue, square, triangle) and the links (red square, blue triangle etc.).
The traditional method for investigating a signal that is carried by a neural response has been to count the number of spikes elicited within a relatively long time window (the ). Thus, the spike count discriminates between input stimulus B and the other stimuli (i.e. carries stimulus-related information). (c) Medium temporal resolution signals. The spike-density function ( ring rate as a function of time) for each of the stimuli (temporal resolution of 5 ms). The shape of the spike-density function of the responses to stimulus C is different from those of the responses to stimuli A, B and D (after adjusting for the changing spike count in the case of stimulus B). Therefore, the intermediate temporal resolution code can carry information unavailable from the spike count. (d ) Fine temporal resolution signals (distributions of precisely timed triplets). The ne temporal measure of the probability or relative frequency of observing different numbers of triplet k 10,25l in the response to each presentation of stimuli A-D. Triplet k 10,25l is a triplet of spikes with intervals of 10 and 25 ms. The differences in the distributions of triplet k 10,25l in the responses to stimuli A, B and C can be attributed to changes in the spike-count distributions (A versus B, B versus D) or the spike-density function (A versus C, C versus D). The distributions of triplet k 10,25l differ for the responses to stimuli A and D and this difference is not a re ection of differences in either the spike count or spike-density function. Therefore, the ne (1-20 ms) temporal resolution code can carry information unavailable from either the coarse or intermediate resolution code (the spike count and spike-density function shape, respectively). Substantial evidence indicates that the mid-range temporal measures of neural responses carry information that is unavailable for coarse temporal measures. Recently it has been speculated that the ne temporal measures of responses (lower right) may carry yet more information. spike count), typically measured in hundreds of milliseconds. As the spikes from a neuron are indistinguishable from each other, the spike-count measure captures all of the available information in the neural activity using this coarse temporal resolution measure. For the neural activity to carry more information, therefore, the encoding must utilize a different temporal resolution. difference re ects the difference in the coarse temporal measure of spike count (i.e. one is a scaled version of the other). The spike-density function elicited by stimulus C, however, has a different shape from that of the responses to stimuli A, B and D. Thus, the intermediate temporal resolution neural signals can carry stimulus-related information (distinguishing stimulus C from the others) that is unavailable from the coarse temporal measure of spike count. Differences in the probability or frequency distributions of the number of triplets of spikes de ned by intervals of 10 and 25 ms exist in the responses elicited by each stimulus. However, only the differences between the distributions of the triplets in the responses elicited to stimulus D and the responses to the other stimuli cannot be attributed to differences in spike-count distributions or spike-density function shape. Thus, ne temporal resolution response measures have the potential to carry information unavailable from either the coarse or intermediate temporal resolution signals.
A stimulus-elicited response could convey information using the three different temporal resolutions as depicted in gure 1. Information about the overall stimulus class could be carried by spike count (measured over hundreds of milliseconds; stimulus A versus stimulus B in gure 1). Details of the particular stimulus could be determined from intermediate temporal resolution signals (the 'shape' of the spike-density function, stimulus A versus stimulus C in gure 1, with a temporal resolution of 20-50 Hz bandwidth; . Finally, a third type of information related to, for example, whether the stimulus was attended or not, could be encoded by the ne temporal resolution signals (stimulus A versus stimulus D in gure 1; Lestienne & Strehler 1987; Abeles et al. 1993; Lestienne & Tuckwell 1998; Prut et al. 1998) . We review in this article the evidence for such coding schemes and discuss the implications of the ndings both for our understanding of neurophysiological encoding of information and for higher-level cognitive processes.
In visual-system neural responses, both spike count and intermediate resolution temporal variation in ring rate (20-50 ms precision) carry information that allow stimuli to be differentiated Tovee et al. 1993) . Importantly, the temporal variation in ring rate carries information that is not available from spike count McClurkin et al. 1991a-c; Eskandar et al. 1992a,b; Heller et al. 1995) . Thus, different neural codes exist at coarse and intermediate temporal resolutions. It is also natural to wonder whether ne temporal characteristics (ca. 1-10 ms precision) carry information unavailable from either the coarse or intermediate temporal resolution signals (for reviews, see von der Malsburg & Schneider 1986; Abeles 1991; Engel et al. 1992; Softky & Koch 1993; Singer & Gray 1995; von der Malsburg 1995; Shadlen & Newsome 1998) .
The potential for multiple neural coding to increase the processing capacity of a brain with a xed number of neurons compared with a unitary coding scheme gives rise to the following questions.
(i) What criteria must be met to establish whether or not neural encoding utilizes more than one code? In the present article we review current experimental results that shed light on these issues.
PRECISELY TIMED SPIKE PATTERNS RELATIVE TO OTHER SPIKES
Precisely timed spike patterns relative to other spikes within and between neural responses have been postulated to play an important role in functions such as selection and coordination of motor output (Abeles 1991; Riehle et al. 1997; Villa & Bajo 1997; Prut et al. 1998 ) and linking or binding of different attributes of visual stimuli (von der Malsburg & Schneider 1986; Singer & Gray 1995; von der Malsburg 1995) . Central to the proposal for a special or unique role of precisely timed spike patterns (ca. 1 ms precision) in brain functioning is the requirement that such patterns carry information that is unavailable from the coarse and intermediate temporal response measures. For example, if the number of synchronous spikes between the neural responses can be controlled independently of the spike count, then the number of synchronous spikes could provide information that is unavailable from the spike count. Other precisely timed spike patterns that have been investigated include oscillatory activity between pairs of neurons (for reviews, see Engel et al. 1992; Singer & Gray 1995) and more complex patterns of precisely timed spikes such as triplets of spikes with precisely timed intervals (the 'syn re chains' of Abeles (1991) , see gure 1; Lestienne & Strehler 1987; Abeles et al. 1993; Prut et al. 1998; Lestienne & Tuckwell 1998; Oram et al. 1999a,b) .
Precisely timed spike patterns can only carry information unavailable from spike count and slow variations in ring rate (coarse and intermediate temporal codes, respectively) if the precise spike patterns are controlled rather than occurring by chance. Complex relationships exist between the different temporal measures of neural responses, requiring the use of statistical models to determine the potential signi cance of precisely timed spikes (Dayhoff & Gerstein 1983a,b; Lestienne & Strehler 1987; Abeles & Gerstein 1988; Aertsen et al. 1989; Abeles 1991; Abeles et al. 1993; Vaadia et al. 1995; Lestienne & Tuckwell 1998) . Several studies have indicated that the observed numbers of precisely timed spike patterns in a variety of neural systems occur more frequently than predicted from stochastic models (Lestienne & Strehler 1987; Palm et al. 1988; Abeles 1991; Singer & Gray 1995; Prut et al. 1998; Oram et al. 2001) . However, the assumptions underlying the analysis have pronounced effects on the number and type of precisely timed spike patterns expected by chance ( gure 2, and see Brody 1999a-c; Oram et al. 1999a Oram et al. ,b, 2001 Prut et al. 1998; Treves et al. 1999; Baker & Lemon 2000) .
The major determinants of the number of precisely timed spike patterns expected by chance are the coarse The light shaded area indicates the number of precisely timed spike patterns expected in the responses to a stimulus with the indicated assumed spike-count distribution. If the observed spike-count distribution is larger, the total shaded area (light and dark) represents the number of precisely timed spike patterns expected by chance. Thus, if the assumed distribution of spikes is smaller than the observed distribution, the chosen model will underestimate the number of precisely timed spike patterns expected by chance. (b) Assuming a Poisson spike-count distribution will underestimate the number of precisely timed spike patterns expected by chance (V1 data versus Poisson) as spike-count distributions of cortical neurons are super-Poisson. Correcting the coarse temporal response measure (the spike count) but ignoring the mid-range temporal measures (PSTH envelope) also underestimates the number of precisely timed spike patterns expected by chance (shuf ed ISI versus V1 data). Correcting for the mid-range temporal measures but not the coarse measures also underestimates the number of precisely timed spike patterns (PSTH-based Poisson versus V1 data). When the coarse temporal response measures (spike-count distribution) and the mid-range temporal measures (PSTH envelope) are matched, the number of precisely timed spike patterns is expected by chance (SCM versus V1 data) (adapted from Oram et al. 1999b ).
Phil. Trans. R. Soc. Lond. B (2002) and intermediate temporal resolution aspects of the response (spike-count frequency distribution and the PSTH shape, respectively). Precisely timed patterns of spikes re ect temporal relationships or correlation within and between responses. At a suf ciently ne temporal resolution, neural responses can be described as binary events (spike or not) with a low probability of a spike occurring. Very short time bins will have a spike-count Poisson distribution. Assuming independent bins over an extended period, the distribution of spike counts of responses will also be Poisson. Whenever the observed spike-count frequency distribution over repeated trials deviates from a Poisson distribution there must be covariation between different periods of the response. The misestimation of the correlation between periods within a response (as measured by precisely timed spike patterns) due to assuming any response property is increased with measures obtained from techniques that measure the summed activity across many neurons (e.g. local eld potentials and more global techniques such as electroencephalogram, functional magnetic resonance imaging and magnetoencephalogram). The accurate assessment of the statistical signi cance of precisely timed spike patterns is therefore restricted to data collected from multiple single neurons.
Stochastic models that assume that the spike counts follow a Poisson distribution predict fewer precisely timed spike patterns than seen in neural data (Lestienne & Strehler 1987; Abeles & Gerstein 1988; Aertsen et al. 1989; Abeles et al. 1993; Lestienne & Tuckwell 1998) . As non-Poisson distributions of spike count have been reported in responses of neurons in the retina, lateral geniculate nucleus, V1, TE, parietal and frontal lobes (Tolhurst et al. 1983; Levine & Troy 1986; Bradley et al. 1987; Vogels et al. 1989; Snowden et al. 1992; Britten et al. 1993; Victor & Purpura 1996; Berry et al. 1997; Reich et al. 1997; Baddeley et al. 1997; Berry & Meister 1998; Gershon et al. 1998; Buracas et al. 1998; Lee et al. 1998; Oram et al. 1999a Oram et al. ,b, 2001 ), we introduced a new stochastic model (the SCM model; Oram et al. 1999a Oram et al. ,b, 2001 ). The SCM model extended earlier models based on nonhomogenous Poisson processes by replacing the assumed Poisson distribution of spike counts with the observed frequency distribution of spike counts. Other models match the frequency distribution of spike counts but disrupt other measures that are known to in uence the numbers of precisely timed spike patterns that are expected by chance. For example, randomly reordering the interspike intervals within a train maintains the interval distribution but not the PSTH; exchanging spikes between trains maintains the PSTH but not the interval distribution. Jittering the times of spikes in trains retains both the PSTH response and the interval distribution approximately but not exactly. All these model types underestimate the number of precisely timed spike patterns randomly expected . When models incorporate the observed spike-count distribution, PSTH shape and interspike intervals, the numbers and types of precisely timed patterns seen in neural data from visual and motor system responses are almost exactly predicted (Oram et al. 1999b Richmond et al. 1999; Baker & Lemon 2000) .
A further dif culty in assessing the potential for precisely timed spikes to carry information that is unavailable from coarse temporal response measures arises from the correlation structure of the coarse temporal response measures. The information content of populations of neural responses is dependent on the correlation between the responses of the constituent neurons Zhang et al. 1998; Abbott & Dayan 1999; Panzeri et al. 1999; Treves et al. 1999) . Additionally, the correlation of spike counts assessed over seconds between neurons has a substantial in uence on the ne temporal structures (ca. 1-5 ms precision) between responses of different neurons (Brody 1999a-c; Oram et al. 2001) . For example, synchronous spikes between responses of different motor cortical neurons carry information about the timing and direction of limb movement that is unavailable from spike count if one assumes statistical independence between the engaged neurons (Abeles 1991; Vaadia et al. 1995; Reich et al. 1997; Hatsopoulos et al. 1998; Maynard et al. 1999) . When the observed statistical relationships of spike counts are incorporated into the analysis, the information carried by synchronous spikes is found to be only a small fraction of that available from the coarse temporal response measures and does not therefore form a neural code that carries information that is unavailable from the spike count (Baker & Lemon 2000; Baker et al. 2001; Oram et al. 2001) . Similarly, the incorporation of all the observed coarse and intermediate temporal resolution response properties reveals that the stimulus-related information carried by the precise times of spikes relative to the times of other spikes in the neural responses of the lateral geniculate nucleus and primary and inferotemporal cortices to static visual stimuli is available from the spike count assessed over hundreds of milliseconds (Oram et al. 1999a,b; Richmond et al. 1999) .
Observing that a particular precisely timed spike pattern occurs more frequently than randomly expected does not imply that the precisely timed code conveys information that is unavailable from any other temporal measures of the neural response. For example, the mean number of synchronous spikes predicted from the SCM model underestimates the observed mean number of synchronous spikes between the responses of pairs of motor cortical neurons. Thus, there is an excess of synchrony despite the SCM model incorporating all the observed coarse and intermediate temporal characteristics both within and between the responses of the constituent neurons. Furthermore, the amount by which the observed mean number of synchronous spikes exceeded the predicted mean varied with the arm-movement direction ( gure 3 and Oram et al. 2001 ; see also Baker et al. 2001) . However, when the predicted and observed mean numbers of synchronous spikes are plotted against each other, the observed mean numbers of synchronous spikes are linearly related to the numbers randomly expected . For example, if a mean of two synchronous spikes per trial was randomly expected, a mean of three was observed; whereas if a mean of six synchronous spikes was expected, a mean of nine synchronous spikes was observed. In other words, knowing the number of synchronous spikes found in the responses associated with one arm-movement direction enables the accurate prediction of the number of synchronous spikes from the spike count and the PSTH for all other conditions. Given this predictability, it is not surprising that the number of synchronous spikes carries information only available from the spike counts and the correlation of the spike counts .
(a) Interim summary: spike times relative to the times of other spikes Precisely timed spikes have been postulated to form a neural code at ne temporal resolution that carries information that is unavailable from the coarse and intermediate temporal resolution codes. All the coarse and intermediate temporal response characteristics of the individual neurons, including the observed spike-count distribution, and the correlation between the spike count of different neurons in uence the predicted relationship between the coarse and ne temporal codes. Even if the number of precisely timed spike patterns exceeds the number randomly expected, it is possible that the observed number of precisely timed spike patterns can be related to the predicted number by scale factor. When all of these criteria have been taken into account, precisely timed spike patterns can be related to and therefore predicted from the coarse and intermediate temporal resolution signals. Both this predictability and direct information measures in the data to date indicate that precisely timed spike patterns carry information that is also available from coarse temporal neural codes (Oram et al. 1999a ).
EFFECTS OF ATTENTION ON THE NEURAL CODE AND THEIR IMPLICATIONS
Human psychophysical studies have shown that visual images such as shape or colour combinations are not always perceived correctly. When subjects are instructed to attend to speci c feature combinations, a reduction in the number of errors (false conjunctions) is observed (Treisman 1996) . As solutions to the binding problem have been explicitly linked with precisely timed spikes (von der Malsburg & Schneider 1986; Singer & Gray 1995; von der Malsburg 1995) and because behavioural modulation of stimulus signi cance has been shown to in uence perceptual binding (Treisman & Kanwisher 1998) , it is important to assess how the behavioural signi cance of stimuli in uences the information that is carried by the neural responses.
The effects of behavioural signi cance on the coarse temporal response measures (spike count over hundreds of milliseconds) in the non-human primate indicate that attention enhances responses to effective stimuli (for review, see Desimone & Duncan 1995) . The DMS task manipulates the attention given to a stimulus depending on whether the stimulus is presented as a sample (attended), a non-match (ignored) or a match (attended and target). It is found that the mean number of spikes elicited in response to stimuli in an attended condition is slightly higher than when ignored (e.g. Moran & Desimone 1985; Richmond & Sato 1987; Sato 1988; Fuster 1990; Desimone & Duncan 1995; Treue & Maunsell 1996; Reynolds et al. 2000) . The information carried by precisely timed spikes within and between the responses of simultaneously recorded TE neurons of the macaque monkey during a DMS task has also been examined (Oram et al. 1999a) . Concurrently with the changes in the coarse temporal measures, the numbers and types of precisely timed triplets of spikes (both within the responses of individual neurons and between responses of different neurons) changed with DMS phase. However, both the number and type of precisely timed spike patterns were predictable from the changes in the coarse and intermediate temporal response measures (spike count, spike-count variability and temporal variations in the PSTH). Furthermore, the information available from the precisely timed spike patterns was redundant with the information available from the spike count (Oram et al. 1999a,b) . Thus, the in uence of behavioural signi cance on stimulus-elicited neural responses in the non-human primate indicates that attention acts as a 'gain control', scaling the responses to each stimulus by a constant (Motter 1994; Desimone & Duncan 1995; Treue & Maunsell 1996) but otherwise leaving the neural code unchanged (Oram et al. 1999a,b; Wiener et al. (2001) .
The information that can be carried by a given neural code is determined by the range of possible responses and the variability of those responses. There is a strong relationship between the mean spike count elicited when viewing a single stimulus and the variance of the spike counts on individual trials elicited by that stimulus (e.g. Tolhurst et al. 1983; Vogels et al. 1989; Wiener et al. 2001) . The probability of stimulus s being present given the response r, p(s|r), is given by the frequency distribution of responses to stimulus s. Due to the fact that the variance is determined by the mean-variance relationship, the spike-count distribution to each stimulus is fully described by the mean response. Thus, p(s|r) can be determined on a trial by trial basis for each stimulus (or more strictly the probability of each possible mean Phil. Trans. R. Soc. Lond. B (2002) response given the response r) and hence a single rule, governed by the mean-variance relationship, can be used to decode the neural responses Gershon et al. 1998; Wiener et al. 2001) . As the mean-variance relationship remains constant across the different conditions in a DMS task, a single rule can be used to decode the neural responses regardless of the particular DMS condition (Wiener et al. 2001) .
As behavioural modulation of neural responses affects the mean spike count but not the mean-variance relationship or the ne temporal measures, there is an ambiguity in the signal from inferotemporal neurons during a DMS task. Imagine the responses to two stimuli, A and B. Under passive viewing conditions the mean spike count elicited by stimulus A could be higher than that elicited by stimulus B. With no signal to indicate the behavioural condition, a high spike count could be due to stimulus A being viewed under passive conditions or stimulus B being viewed when attended. This ambiguity could be addressed by the presence of a signal from a second source indicating whether the responses should be decoded using the mean responses associated with the attended or unattended state. The available data indicate that is unlikely to be the case. If changes in decoding are given by a concurrent signal, then the effects of attention on neural responses should be evident from the response onset. For example, responses elicited by different stimuli in the inferotemporal cortex deviate within the rst few milliseconds of the response onset (Oram & Perrett 1992 , 1994 , 1996 Tovee et al. 1993) . The responses to attended and unattended stimuli, however, begin to deviate from each other after a period of some 150-200 ms (e.g. Chelazzi et al. 1993; Lueschow et al. 1994) . The delay from response onset to the differentiation of the neural responses due to attention modulation is consistent with top-down competitive models of attention rather than a change in the decoding of input signals (e.g. Usher & Niebur 1996; Reynolds et al. 1999 Reynolds et al. , 2000 .
The ambiguity inherent in signals modulated by behavioural context with no 'context-speci c' signal can be overcome by examining the outputs from several neurons at a time-a population code. Figure 4a shows the mean spike counts of simulated neurons to different exemplars or instances of a stimulus class (e.g. 'Is this an apple or a pear?') when attended (thick lines) and when ignored (thin lines). We use the maximum-likelihood method to estimate which stimulus instance was presented. The error of the decoded estimate is taken as the difference between the estimated and actual instance averaged over 10 000 simulated trials. Under an ideal observer scheme (Foldiak 1993; Oram et al. 1998) , the decoding of the population response utilizes the mean and variability to each stimulus-behavioural-condition combination. With the ideal observer, the accuracy of the population response to unattended stimuli remains constant across all gain-control levels (white circles in gure 4b) while the accuracy to attended stimuli increases as the gain control increases (black circles).
If no signal is present for the behavioural condition, as with inferior temporal neural signals, decoding could occur in three ways. First, decoding may occur using a strategy that assumes the spike count on a given trial (2) Constant decoding where the observer always assumes spike-count distributions associated with unattended stimuli (triangles). (3) Constant decoding where the observer assumes the spike-count distributions associated with attended stimuli (triangles). (4) Decoding assuming that the response distribution for each stimulus could have come from either the attended or unattended state (diamonds) (see § 3 for details). The method assumes an equal probability of each stimulus instance, p(s 1 ) = p(s 2 )…p(s n ); the probability of each of the possible 100 instances of the stimulus was assessed for each simulated trial for each neuron using p(s|r) = p(r|s)/S 100 i = 1 p(r|s i ) where p(s|r) is the probability of stimulus s being present given the trial response of r spikes, p(r|s) is the probability of observing r spikes given that stimulus s was present and S 100 i = 1 p(r|s i ) is the sum of the p(r|s)) over all n stimulus instances (for review, see Oram et al. 1998 comes from the means and variances of each stimulus when the stimuli are ignored (thin lines, gure 4a). This gives optimal decoding of unattended stimuli (white triangles, gure 4b) but a decreased accuracy of decoding attended stimuli compared with ideal observer decoding (black triangles). With this decoding system the bene t of increased attention becomes negligible at a gain control above ca. 1.3-1.4. In addition, decoding could occur assuming that the incoming signal is always derived from attended stimuli (thick lines, gure 4a). This gives rise to the optimal decoding of stimuli that are attended (black squares, gure 4b) but decreased accuracy in determining which stimulus was present when the stimuli are unattended compared with ideal observer decoding (white squares). Finally, decoding could occur using a frequency distribution of spike counts given by a combination of the distribution associated with the unattended responses and the distribution associated with the responses from the attended state. This can be thought of as representing a decoding strategy that is learnt from repeated exposures to the stimuli in both the attended and unattended conditions. The effects of this decoding system lie between the schemes described above (unattended, white diamonds; attended, black diamonds; total distribution, 50% attended, 50% unattended; gure 4b). Thus, attentionmodulated gain control enhances the ability of a population of neurons to transmit information about which particular exemplar of the attended stimulus class is present, even when no context-speci c signal is available. However, in the absence of a context-speci c signal, the decrease in the size of the error with increasing attention gain control is smaller than in the presence of a contextspeci c signal. This indicates that there is a limited bene t in the attention-driven gain control's increasing (more than 1.3-1.4). Restriction of the attention gain-control magnitude also reduces the potential decrement in discrimination between members of a stimulus group when the group is not being attended.
Attention not only increases the discrimination between attended stimuli but can also act as a selective lter (e.g. 'Tell me when you see a fruit' rather than 'Is the fruit an apple or pear?'). Figure 5 shows the effects of attentionmodulated gain control on the discrimination between attended (fruit) and unattended stimuli (non-fruits). The thin lines in gure 5a show the simulated mean spike counts of different neurons when stimuli of different classes are presented in the unattended state. The thick line shows the changes in mean responses during selective attention (e.g. attending stimulus class 50-fruit-selectively enhances the responses of neurons tuned to class 50 but not neurons maximally responsive to other classes). The errors of decoding such a population under different schemes (details as for gure 4) are plotted in gure 5b as a function of different levels of attention gain control.
Decoding of the population response using the mean and variability to each stimulus class-behaviouralcondition combination indicates that there is only a small variance (Foldiak 1993; Oram et al. 1998; Gershon et al. 1998) . Assuming independence, the probability of stimulus instance s being present is given by the product of the p(s|r) from all neurons (for details, see Oram et al. 1998 ). decrease in the error when the stimulus class is attended compared with when the stimulus class is ignored (black versus white circles). If the responses are decoded assuming all responses are derived from attended stimuli, the error for unattended stimuli rises rapidly (white squares). Decoding assuming that all responses are elicited by unattended stimuli produces a surprising result.
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For gain-control values from ca. 1.2 to 2.0, this decoding strategy shows mean errors in decoding attended stimuli that are below the error rates for all other decoding strategies. This is because the 'ampli ed' responses to an attended stimulus (in relation to the unattended mean and variance) are unequivocally decoded as being the attended stimulus. When the gain control becomes too large, however, stimuli that share features with the attended stimulus (i.e. are close in response space) also become so large that they are (incorrectly) decoded as being the attended stimulus.
(a) Interim summary: implications of neural coding for attention mechanisms The effects of changing the amount of attention given to visual stimuli on neural responses are well described as a multiplicative gain control (Desimone & Duncan 1995) . Changes in the ne temporal structure of the responses of individual neurons and between the responses of different neurons are predictable from the coarse and intermediate temporal resolution signals and carry only a small proportion of the information available from the spike count (Oram et al. 1999a,b) . While both the mean and the variance of the spike count change with changes in attention, the mean-variance relationship remains constant, allowing for a decoding mechanism that is constant across different attentional states (Wiener et al. 2001) . The effects of attention on neural responses are not seen for some 150-200 ms; this is consistent with a competitive mechanism of attention operating between different neurons within a given brain area (Usher & Neiber 1996; Reynolds et al. 1999 Reynolds et al. , 2000 and inconsistent with a change in the decoding of the input signals. The absence of evidence for changes in the decoding of inputs with changes in attention and a multiplicative gain control of spike count gives rise to possible ambiguities in neural signals. Simulations of population decoding show that even without a signal of the attention state, decoding the neural spike counts elicited by attended stimuli can still give rise to improved discrimination between those stimuli compared with when the stimuli are unattended ( gure 4). The absence of a signal about the attentional state can provide better discrimination between attended and unattended stimuli than when the attentional state during stimuli presentation is known ( gure 5).
IMPLICATIONS OF PRECISELY TIMED SPIKE PATTERNS RELATIVE TO EXTERNAL EVENTS
The precise times of spikes relative to stimulus onset (response latency) are another mechanism by which neurons could signal different stimulus attributes within a single response. Recordings from the macaque visual system show that response latency, but not response strength, is heavily in uenced by stimulus contrast (Gawne et al. 1996; Opara and Worgotter 1996; Oram et al. 1997; Reich et al. 1997; Oram et al. 2002; Xiao et al. 2001) . The temporal precision of response latency, estimated as the 'noise' required to reduce the information transmitted by latency by 50%, is ca. 10 ms (Reich et al. 1997) . Conversely response strength, but not response latency, is in uenced by stimulus orientation, change in perspective view, object part visibility, size or direction of motion The rastergrams of responses to a stimulus of 100%, 75%, 50%, 25%, 12.5% and 6.25% internal contrast (contrast
, where L max is the maximum luminance and L min is the minimum luminance within the image). (b) The spike-density functions (the sum of the individual rastergrams smoothed with a Gaussian of standard deviation of 5 ms). Black squares, 100%; white squares, 75%; black triangles, 50%; white triangles, 25%; black circles, 12.5%; white circles, 6.25%. (c,d ) Normalized population responses across neurons. The response latency and response magnitude change with changes in the stimulus contrast (c); however, the response latency changes very little when the effectiveness of the stimulus is varied despite large changes in the response magnitude (d ). Black circles, 100%; white circles, 75%; black triangles, 50%; white triangles, 25%; black squares, 12.5%; white squares, 6.25%. (Adapted from Oram & Perrett (1992) and Xiao et al. (2001) .) (Oram & Perrett 1992; Oram et al. 1993 Oram et al. , 2002 Oram & Perrett 1994 , 1996 Gawne et al. 1996; Opara & Worgotter 1996; Oram et al. 1997; Xiao et al. 2001) .
We have recently examined the responses of single neurons in the inferior temporal cortex and the superior temporal sulcus of the macaque monkey to stimuli of constant average luminance that varied in internal contrast (Xiao et al. 2001) . The increase in response latency with decreasing stimulus contrast was seen for all neurons and could not be attributed to the observed changes in response magnitude ( gure 6). Decreasing the stimulus contrast from 100% to 6% produced an average latency increase of over 150 ms (Xiao et al. 2001) , some three to four times the magnitude of the effect reported in the striate cortex (Gawne et al. 1996) . Thus, changes in stimulus contrast, but not other visual transformations, cause changes in response latency, and this relationship between stimulus contrast and response latency seems to increase as one moves through the visual system.
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Changes in stimulus contrast elicit changes in response latency with little or no dependency on response magnitude, allowing for the simultaneous transmission of two neural signals. This has led to the suggestion that response latency could act as a potential signal that facilitates the binding or linking of the responses of different neurons (Gawne et al. 1996) . For example, the stripes of a zebra close to the observer will be seen as highly contrasting. The stripes of the zebra viewed across the plain become blurred because, from the observer's point of view, the spatial frequency of a zebra's stripes increases with viewing distance. The blurring reduces the effective contrast and so will give rise to visual responses with longer response latency than the visual responses elicited by a zebra seen at close quarters. The changes in response latency, therefore, provide a cue of 'belonging-ness'. Neurons whose response onsets are close together are likely to be signalling information in their spike counts about the same object (Gawne et al. 1996) . Computational models of object recognition that use a winner-take-all form of com-petition based on precise arrival times of spikes have been proposed that could utilize contrast-related signals in exactly this way (e.g. Thorpe 1990; Van Rullen et al. 1998) .
Changes in response latency and changes in response magnitude have implications for cognitive models of brain function. We assume that behavioural decisions are only made when the relevant information has exceeded some threshold (Loftus & Ruthruff 1994; Bussey & Loftus 1994) . As the neural code about stimulus identity can be summarized by spike count and response latency (see previous paragraph), we use the time for the cumulative spike count to reach a given threshold to give the predicted pattern of recognition RTs (Hanes & Schall 1996; . Figure 7a shows the responses from a population of inferotemporal neurons to stimuli of different contrast (data from Xiao et al. 2001) . (The responses have been normalized so that the average background activity is 0 and the peak response is 1.) Figure 7b shows the cumulative response from stimulus onset (time = 0) and the cumulative response if the accumulation of the neural signal starts 200 ms after stimulus onset. Figure 7c shows the time at which the cumulative response reaches 10 spikes. The time to threshold decreases with increasing contrast when the cumulative spike count starts at stimulus onset (no delay). There is an increase in time to threshold when the cumulative count starts after 200 ms and there is no longer a dependency of time to threshold on the stimulus contrast. Figure 7d -f shows the predicted activity of temporal cortical neurons to stimuli of different orientations and the times to threshold. Figure 7d shows the spike-density functions of temporal cortical neurons to stimuli that elicited three different response strengths (data from Oram & Perrett 1992 , and see gure 6). As the responses of temporal cortical neurons are reduced when stimuli are rotated about 60°from upright (Ashbridge et al. 2000) , these responses correspond to the responses to upright images, images rotated 60°from upright and inverted images (see also Perrett et al. 1988) . The middle right panel shows the cumulative response from stimulus onset (time = 0) and the cumulative response if the accumulation of the neural signal starts 200 ms after stimulus onset. Figure 7f shows the time for the cumulative responses to reach a threshold of 10 spikes above background activity. The time to threshold depends on the stimulus orientation and, as with changes in stimulus contrast, the time to reach the threshold changes when there is a delay before the cumulative spike count starts. Critically, the response elicited by an ineffectual (inverted) stimulus takes longer to reach the threshold than the response to an effective (upright) stimulus regardless of the delay in monitoring the neural responses.
As a preliminary investigation into the validity of these predictions, we used human subjects in a dual-task experiment. The principle underlying dual tasks is that the decision-making processes (occurring in the 'central executive' of the working memory; Baddeley 1986) do not start on a second task until the ongoing processes associated with the rst task have been completed. If one taska counting task, for example-is being performed then no executive processing related to a second task-visual discrimination and recognition-can occur. Under this Phil. Trans. R. Soc. Lond. B (2002) scheme, a counting task followed immediately by a visual discrimination task would involve a delay (while the rst task was performed) before executive processes could monitor and process incoming visual system signals. Conversely, a long interval between the rst and second tasks should result in no delay in monitoring incoming visual signals associated with the second task. We therefore predicted that recognition RTs would depend on stimulus contrast when there was no delay in monitoring but would be independent of stimulus contrast if subjects were still making decisions about another task ( gure 7c). Furthermore, we expected that recognition RTs would depend on stimulus orientation at both long and short intervals between a counting task and the presentation of the visual stimulus.
The preliminary results indicate that the human observers follow the pattern of results predicted in gure 7. Subjects were presented with a sequence of one to four auditory 'pips' followed by the presentation of a letter (R or G) in either its normal or mirror form (re ected about the vertical). The letter (normal or mirror) was presented in different orientations (0°, ± 45°, ± 90°, ± 135°or 180°f rom upright) and at two contrasts (100% and 6%). The interval between the last pip and the onset of the visual stimulus was either 0 or 1000 ms. The subjects' task was rst to indicate whether the letter was normal (press the Y key) or mirror (press the N key), then to indicate whether the number of pips was odd (Y) or even (N). Subjects were instructed to make their responses as fast and as accurately as they could. Recognition RTs were taken as the lag between the onset of the visual stimulus and the key press. Figure 8 plots the mean recognition RTs from 11 subjects in such a task as a function of stimulus orientation. The mean RTs were longer when the interval between the last pip and the onset of the visual stimulus was 0 compared with 1000 ms. The mean RTs taken to indicate whether the letter was normal or its mirror image were longer when there was no interval between the last pip and stimulus presentation than when there was a long interval. This indicates that performing the counting task delayed the processing of the visual task (for a review, see Pashler & Johnston 1998) . High-contrast images were recognized faster than low-contrast images when the interval between the two tasks was long (compare the black and white triangles in gure 8). The effect of contrast on the RTs was attenuated when the visual stimulus was presented immediately after the nal pip ( p , 0.005, compare the black and white circles). The RT increased with increasing rotation from vertical across the conditions in a statistically indistinguishable way ( p . 0.3), importantly being independent of the interval between the two tasks (compare the triangles and circles in gure 8).
(a) Interim summary: latency as a precisely timed neural code Response latency in visual-system responses forms a neural code of relatively high temporal precision (ca. 10 ms; Reich et al. 2001) where the timing is de ned relative to an external event (stimulus onset). Response latency conveys information that is unavailable from the spike counts and their correlation (Gawne et al. 1996; Reich et al. 2001 ) and therefore seems unlike other precisely timed neural codes where the spike times are de ned relative to the times of other spikes. The latency of visual-system responses is in uenced by changes in stimulus contrast but not other image changes such as changes in stimulus size, shape, lighting or direction of motion. Preliminary studies with human subjects indicate that changes in response latency with changes in stimulus contrast are relevant to behaviour; in particular how cognitive processes interact ( gures 7 and 8). 
DISCUSSION
The potential for neural responses to convey information using multiple codes is appealing in terms of increasing the information processing capacity without needing to increase the number of processing elements. However, we are only beginning to understand the highly complex relationship between the ne and coarse temporal codes inherent in neural activity. Even slight errors Figure 8 . Mean recognition RTs (± s.e.m.) for discriminating a mirror image of a letter from a normal letter. Only data from trials where the responses to both the auditory and the visual task were correct have been included. The slope relating RT to stimulus rotation was highly signi cant and statistically equivalent across the four experimental conditions. The effect of decreasing the stimulus contrast was to increase the recognition RT. When there was a 1000 ms interval between the end of the counting task and the presentation of the visual stimulus an effect of stimulus contrast was seen. As predicted, the effect of stimulus contrast on the recognition RT was reduced when the visual stimulus was presented immediately after the counting task. See § 4 for details. in the assumptions underlying analysis can lead to very different conclusions about the statistical signi cance of observed numbers of precisely timed spike patterns where the timing is de ned relative to other spikes (Brody 1999a-c; Oram et al. 1999a,b; Oram et al. (2001) . Furthermore, the presence of a precisely timed spike pattern, such as synchronous spikes, above chance levels does not imply that the observed spike pattern carries information unavailable from coarse temporal response measures and their correlation. This is true even if the observed number of precisely timed spike patterns exceeds the number expected by chance in responses to some experimental condition and not others . Overall, the evidence that precisely timed neural codes (where the timing is relative to other spikes) convey information unavailable from coarse temporal measures of neural activity is still inconclusive (see also Shadlen & Newsome 1994 , 1998 Treves et al. 1999) . Additionally, precisely timed spike patterns only re ect a small proportion of the information available from the spike counts (e.g. Oram et al. 1999a patterns do not form a code that is separable from coarser temporal neural codes in the sense of carrying information that is different from the information carried by coarse temporal neural codes (see Richmond et al. 1999) . Given that behavioural modulation of stimulus signicance in uences perceptual binding (Treisman 1996 (Treisman , 1998 and there is little evidence that behavioural modulation of neural responses in uences the ne temporal structure, it seems unlikely that precisely timed spike patterns, such as synchrony (Singer & Gray 1995) or syn re chains (Abeles 1991) , are necessarily involved in overcoming the binding problem. An alternative mechanism to precisely timed spikes to overcome the binding problem has been in the literature for many years (Wicklegren 1969; Rumelhart et al. 1986 ). This scheme differs from the precisely timed spike hypothesis in that one response parameter (e.g. spike count) codes multiple stimulus attributes (e.g. colour and form, or form and motion), with each neuron being sensitive to multiple features (Oram & Perrett 1994; Mel & Fiser 2000) . Neural networks using a simple learning rule can generate output nodes that show sensitivity to combinations of stimulus attributes (Oram & Foldiak 1996; Wallis & Rolls 1997) . Importantly, the feared combinatorial explosion in the number of feature conjunctions requiring coding (von der Malsburg 1995) need not arise, even when approximately two billion feature conjunctions are possible (Ullman & Soloviev 1999; Mel & Fiser 2000) .
The absence of a separate neural code indicating attention modulation has implications for the processing of attention. Maximizing the discrimination between attended stimuli involves the presence of a context-speci c signal ( gure 4). Alternatively, if the mechanisms underlying attention (the gain control) are constrained to give the maximum bene t (error reduction) in discriminating attended from unattended stimuli, then there should be no signal indicating whether or not a stimulus is attended. A context-speci c signal indicating the state of attention is not evident in the neural codes of inferotemporal cortical neurons. Furthermore, the time delay from response onset to the effects of attention indicates that it is unlikely that such a signal is input to inferotemporal cortical neurons. Thus, the neural codes present in the ventral stream of the primate visual cortex indicate that the mechanisms of attention maximize the discrimination of attended from unattended stimuli.
Changes in response latency and response magnitude are associated with changes in stimulus contrast and changes in stimulus shape, orientation or size, respectively. These two types of coding give rise to different predictions if the evidence or information accumulation is delayed. Assuming the executive processes are simply monitoring the 'slave' visual system, the dual task paradigm achieves just this delay. The effect of changes in stimulus contrast on RTs are predicted, and shown, to decrease if subjects are actively engaged in another task when the stimuli are presented. The effects on RTs of image manipulations that change in the strength of activation of a neural representation (e.g. changes in stimulus orientation) are predicted and shown to be independent of ongoing tasks. The traditional interpretation of differences in dependency on stimulus-onset asynchrony (the delay in the onset of monitoring) has been to assume fun-damentally different cognitive processes (executive and slave). The observation that the interpretation of the results from psychological experiments requires an understanding of the nature of the representations and how the underlying neural code changes with changes in the access of those representations presents a new challenge to both psychologists and cognitive neuroscientists.
