The iterative ensemble Kalman filter (IEnKF) in a deterministic framework was introduced in Sakov et al. (2012) to extend the ensemble Kalman filter (EnKF) and improve its performance in mildly up to strongly nonlinear cases. However, the IEnKF assumes that the model is perfect. This assumption simplified the update of the system at a time different from the observation time, which made it natural to apply the IEnKF for smoothing. In this study, we generalise the IEnKF to the case of imperfect model with additive model error.
Introduction
The analysis step in the Kalman filter (KF, Kalman 1960) can be seen as a single iteration of the Gauss-Newton minimisation of a nonlinear cost function (Bell 1994) . It yields an exact solution in the linear case and works well in weakly nonlinear cases, but becomes increasingly suboptimal as the system's nonlinearity increases. The same limitation applies to the ensemble Kalman filter (EnKF, Evensen 1994) , which represents a state space formulation of the KF suitable for large-scale applications.
To handle cases of stronger nonlinearity, a number of iterative EnKF schemes have been developed. Gu and Oliver (2007) introduced the ensemble randomized maximum likelihood filter (EnRML) method, which represents a stochastic (MonteCarlo) Gauss-Newton solver. Sakov et al. (2012) developed its deterministic analogue called the iterative EnKF (IEnKF) and tested its performance in a number of significantly nonlinear situations with low-order models. Both the EnRML and IEnKF do essentially rely on the assumption that the model is perfect. This assumption allows one to apply ensemble transforms calculated in the course of data assimilation (DA) to the ensemble at the time of the previous analysis, as in the ensemble Kalman smoother (EnKS, Evensen and van Leeuwen 2000) , and then reapply the forward model. Transferring the ensemble transforms back in time improves the initial estimates of the state and state error covariance, which in turn reduces the nonlinearity of the system and improves the forecast (the background) and forecast covariance (the background covariance) used in calculating the analysis at the next iteration. Despite processing the same observations multiple times, the IEnKF maintains the balance between the background and observation terms in the cost function: each next iteration represents a correction to the previous one rather than a new assimilation of the same observations. It is different in this respect from the Running in Place scheme (RIP, Kalnay and Yang 2010; Yang et al. 2012) , which adopts the latter approach. The RIP also has a stochastic implementation (Lorentzen and Naevdal 2011) . A Bayesian derivation of the IEnKF, which suggests its optimality for nonlinear chaotic models, has been given in section 2 of Bocquet and Sakov (2014) 
The perfect model framework makes it possible to extend the IEnKF for assimilating future observations, or smoothing.
The corresponding method is known as the iterative ensemble Kalman smoother (IEnKS, Bocquet and Sakov 2014, 2013) . The IEnKF can also be enhanced to accommodate the inflation-less EnKF (IEnKF-N, Bocquet and Sakov 2012) , and the ensemble space formulation of the IEnKF algorithm makes it possible to localise it (Bocquet 2016) with the localisation method known as the local analysis (Evensen 2003) . Moreover, it is possible to base the iterative EnKF on minimisation methods other than the Gauss-Newton, e.g., on the Levenberg-Marquardt method (Bocquet and Sakov 2012; Chen and Oliver 2013) .
Along with the listed above single-cycle iterative schemes, there are also a variety of multi-cycle iterative EnKF methods, emerging mostly from applications with static or quasi-static model state, such as oil reservoir modelling (e.g., Li and Reynolds 2009) . Such methods involve re-propagation of the system from the initial time using the last estimation of the static parameters of the model. They are less suitable for applications with chaotic (e.g., with atmospheric or oceanic) models, when the divergence at any single cycle can be typically considered as a crash of the system.
The additive model error can be straightforwardly included into Monte-Carlo, or stochastic formulations of either iterative or non-iterative EnKF schemes. While it has not been formally considered in the original EnRML (Gu and Oliver 2007) , it was a part of the iterative ensemble smoother by Mandel et al. (2016) .
Despite the intensive developments of the deterministic iterative EnKF schemes, so far they have not rigorously included the model error. One reason for that is the simplicity of the asynchronous DA in the perfect model framework (Evensen and van Leeuwen 2000; Hunt et al. 2004; Sakov et al. 2010) . The other reason is that the model error increases the dimension of the minimisation problem: if in the perfect model case the optimal model state at any particular time defines the whole optimal model trajectory, with a non-perfect model the global in time optimal solution represents a set of optimal model states at each DA cycle. This complicates the problem even in the simplest case of sequential DA considered in this study. This study develops an iterative method called IEnKF-Q based on the Gauss-Newton minimisation in the case of a system with additive model error. In the following, the non-Gaussianity of
Here we have dropped the absolute time indices and use relative indices 1 and 2, which refer to analysis times t 1 and t 2 ; x The main difference between the KF and the EnKF is their representation of the state of the DA system (SDAS). In the KF, the SDAS is carried by the state estimate x and state error covariance P. In the EnKF, the SDAS is carried by an ensemble of model states E. These two representations are related as follows:
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where A a 1 is defined as the matrix of the centred anomalies resulting from a previous analysis at t 1 , and
We seek solution in (u, v) rather than in (x 1 , x 2 ) space. Note that for convenience we use a different normalisation of the ensemble anomalies in (5b) than in (3b). After substituting (5,6) into (2) the problem takes the form
or, concatenating u and v,
where according to (5), (6) and (8a)
mq is the size of the model noise ensemble A q 2 , and wn 1:n2 denotes a subvector of w formed by elements from n 1 to n 2 .
Condition of zero gradient of the cost function (8c) yields
where
Equation (10) can be solved iteratively by the Newton method:
where D i is the inverse Hessian of the cost function (8c), and hereafter index i denotes the value of the corresponding variable at the ith iteration. We ignore the second-order derivatives in calculating the Hessian, which corresponds to employing the Gauss-Newton minimisation, so that
and (14) becomes To find the analysed ensemble anomalies at t 2 , we first define the perturbed states at t 1 and t 2 :
in terms of the perturbed δu and δv. We note that in the linear case,
where Equations (16), (20) and (22) Re-writing (16) as
and using the identity
where R is positive definite, we get
or, decomposing w i and
Focusing on the increments of the iterates, we equivalently obtain
It is straightforward to verify that D Equations (30) and (31) represent an alternative form of equation (16) that makes it easy to see the decoupling of u and v in the case of linear H. In this case H i = H = Const and
so that (30) becomes
It follows from (35) that in the case of linear observations, u can be found by the IEnKF algorithm (i.e, assuming perfect model) with modified observation error (28):
that, v can be found from (31):
which can further be simplified using
obtained from (35), finally yielding the non-iterative estimator
Computationally, the decoupling reduces the size of
involves the inversion of a p × p matrix R i u , where p is the number of observations, which in large-scale geophysical systems can be expected to be much larger than the ensemble sizes m and mq.
The decoupling of u and v can be analysed in terms of probability distributions. This allows one to understand it at a more fundamental level and to connect the IEnKF-Q to the particle filter with optimal proposal importance sampling (Doucet et al. 2000) , which is an elegant particle filter solution of our original problem with applications to the data assimilation in geosciences (Bocquet et al. 2010; Snyder et al. 2015; Slivinski and Snyder 2016 ).
The posterior probability density function (PDF) of the analysis
In all generality, the posterior PDF can be decomposed into
It turns out that when H is linear both factors of this product have an analytic expression. This simplification is leveraged over when defining a particle filter with an optimal importance sampling (Doucet et al. 2000) . For our problem, one can show after some elementary but tedious matrix algebra that
and
The base algorithm
In this section, we put up an IEnKF-Q algorithm based on equations (16), (20) and (22). We refer to it as the base algorithm, because there are many possible variations of the algorithm based on different representations of these equations, including using decoupling of u and v in the case of linear observations described in section 3. Further, we do not include localisation, which is a necessary attribute of large-scale systems. The localisation of the IEnKF and IEnKS has been explored in Bocquet (2016) . In this paper, an implementation based on the local analysis method (Evensen 2003; Sakov and Bertino 2011) has been proposed and may require the use of a surrogate model, typically advection by the fluid, to propagate a dynamically covariant localisation over long data assimilation windows. Such an implementation is actually rather straightforward for the IEnKF-Q since it is already formulated in ensemble space. Even though this is not the focus of this study, we will make preliminary tests of a local variant of the IEnKF-Q at the end of section 5 and provide its algorithm in Appendix A.
While the EnKF is a derivative-less method, it is possible to vary the type of approximations of Jacobians M and H with the ensemble used in the algorithm. In various types of the EnKF, it is common to use approximations of various products of H and M using ensemble of finite spread set based on statistical estimation (3b) for sample covariance:
However, as pointed in Sakov et al. (2012) , it is also possible to use finite difference approximations:
where ε ≪ 1. Using these approximations results in methods of derivative-less state-space extended Kalman filter (EKF) type.
The difference in employing approximations (44) and (45) is somewhat similar to the difference between secant and Newton methods. It is also possible to mix these two approaches by choosing an intermediate value of parameter ε in (45), e.g., ε = 0.5. (44) and (45) were compared in a number of numerical experiments in Sakov et al. (2012) . It was found that generally using finite spread approximations (44) results in more robust and better performing schemes.
Approximations of EnKF and EKF types
It was found later (Bocquet and Sakov 2012 ) that performance of schemes based on finite difference approximations can be improved by conducting a final propagation with a finite spread ensemble. The corresponding schemes were referred to as "bundle" variants, while the schemes using finite spread approximations -as "transform" variants. The algorithm 1 is a transform variant of the IEnKF-Q method.
Algorithm 1 A "transform" variant of the IEnKF-Q. The pieces of pseudo-code highlighted in red show changes relative to the IEnKF algorithm in absence of model error. "SR(A, m)" denotes ensemble size reduction from m + mq to m.
repeat 6:
8:
E 2 = M(E 1 ) 10:
13: until ∆w < ε 19: 
The implementation of this joint transform is less simple than that offered by the one in line 7, which merely amounts to using the smoothing anomalies marginalised at t However, we expect that the optimal joint transform mentioned above could make a difference in the presence of a significantly nonlinear observation operator (not tested).
Because the IEnKF-Q uses augmented ensemble anomalies by this procedure can be quite non-uniform, similar to that of the SVD spectrum of the ensemble. This can have a detrimental effect on performance in a nonlinear system; therefore, one may need to apply random mean-preserving rotations to the ensemble to render the ensemble distribution more Gaussian. * The augmentation of the propagated state error anomalies and model error anomalies has also been used in the reduced rank square root filter by Verlaan and Heemink (1997, eq . (28)).
This reduction, based on the SVD, actually represents a marginalisation, in a probabilistic sense, over all the remaining degrees of freedom. Assuming Gaussian statistics of the perturbations, the marginalisation can be rigorously performed this way as the excluded modes are orthogonal to the posterior ensemble subspace. In the limit of the Gaussian approximation, this guarantees that the reduction to the posterior ensemble space accounts for all information available in this ensemble space.
In the IEnKF-Q algorithm, the computational cost induced by mq is due to the cost of the observation operator to be applied to the mq additional members of the ensemble in the analysis, as seen in (10), (11) and (12). In contrast, the cost associated to the m members of the ensemble is due to the application of both the evolution model and observation operators, which is potentially much greater, as seen in (10), (11), (12) 
Numerical tests
This section describes a number of numerical tests of the IEnKF-Q with the Lorenz-96 model (Lorenz and Emanuel 1998) to verify its performance against the IEnKF and EnKF.
The model is based on 40 coupled ordinary differential equations in a periodic domain:
Following Lorenz and Emanuel (1998), this system is integrated with the fourth order Runge-Kutta scheme, using a fixed time step of δt = 0.05, which is considered to be one model step.
The model noise is added after integrating equations (47) In the following experiments, we choose mq = 41 for the IEnKF-Q so that A q 2 can span the whole range of Q whatever its actual form, which ensures that (6b) is exactly satisfied. This should highlight the full potential of the IEnKF-Q.
As justified in section 4, random mean-preserving rotations of the ensemble anomalies are sometimes applied to the IEnKF-Q, typically in the very weak model error regime.
The performance of the IEnKF-Q is compared to that of the EnKF using the ensemble transform Kalman filter scheme (ETKF, Bishop et al. 2001) modified to accommodate the additive model error. The additive model error needs to be accounted for after the propagation step, so as to have P The stochastic approach is
where Ξ is an n × m matrix whose columns are independently sampled from N (0, I). With these anomalies, one has 
Hence, the anomalies that satisfy (50) are (Raanes et al. 2015 )
When applying this approach to the EnKF, we refer to it as EnKFDet.
Those two simple ways to add model noise to the analysis of the EnKF can also be applied to the standard IEnKF. At each iteration, Further, it can be shown that the heuristic IEnKF-Rand yields
whereas the rigorous IEnKF-Q yields
These posterior error covariance matrices (52) and (53) Finally, let us mention that the IEnKF could also use one of the advanced model error perturbation schemes introduced by Raanes et al. (2015) , with the goal to form other IEnKF-based approximate schemes of the IEnKF-Q. Yet, we do not expect these alternative schemes to fundamentally change the conclusions to be drawn from the rest of this study.
Test 1: nonlinearity
This test investigates the performance of the schemes depending on the time interval between observations, covering DA regimes from weakly nonlinear to significantly nonlinear. The ensemble size is m = 20, chosen so that it is greater than the dimension of the unstable-neutral subspace (which is here 14 and to which we the increase in the model error results in a more pronounced advantage of the IEnKF-Q over the other methods. The relative performance of the non-iterative schemes is better than in Figure 1 because of the increased ensemble size.
Test 2: model noise magnitude
This test investigates the relative performance of the schemes 
Test 3: ensemble size
This test investigates the performance of the methods depending on the ensemble size both in a weakly nonlinear (T = 1, Figure 5 ) In line with the results of Test 2, we observe that the non-iterative schemes do not perform well in the significantly nonlinear case. The IEnKF-Q outperforms the other schemes when using smaller ensembles, but yields a performance similar to that of the IEnKF-Det with a full-rank (or nearly full-rank)
ensemble. This is mainly due to its search for the optimal analysis state over a large subspace. Likewise, the performance of the IEnKF-Q degrades when restricting the model error directions to that of the ensemble space (yielding mq = m), and yet remains slightly better than the IEnKF-Det (not shown).
Test 4: localisation
A couple of numerical experiments are carried out to check that the IEnKF-Q can be made local. However, a detailed discussion of the results is out of scope, since our primary concern is only to confirm the feasibility of a local IEnKF-Q. To this end, we have merged the local analysis as described in Bocquet (2016) Both tests show that a local IEnKF-Q is not only feasible but also yields very accurate results, with a local 10-member implementation outperforming a global 20-member implementation.
Discussion
The presence of model error in a DA system causes lossy transmission of information in time. The remote in time observations have less impact on the model state estimates compared to the perfect-model case; and conversely, the current observations have relatively more impact. The latter follows from the KF solution, for long assimilation windows (e.g., Blayo et al. 2014, p. 451) .
Therefore, there may be potential for empirical use of the additive model error in the EnKF to improve numerics. It indeed can often be perfectly feasible to specify some sort of additive model error as a tuneable parameter of a suboptimal system, similarly to the common use of inflation. In fact, a number of studies found that using empirical additive model error in EnKF systems, alone or in combination with inflation, can yield better performance than using inflation only (e.g., Whitaker et al. 2008) . Another example of employing model error in a suboptimal system is using (so far without marked success) the hybrid covariance factorised by ensemble anomalies augmenting a small (rank deficient) dynamic ensemble and a large static ensemble (Counillon et al. 2009 ).
In this study, we have assumed that model error statistics are known. In some simple situations, these could be estimated online with techniques such as those developed by Todling (2015) . Nonetheless, using these empirical Bayesian estimation techniques here would have obscured the methodological introduction to the IEnKF-Q.
Summary
This Algorithm 2 corresponds to a local analysis variant of the global IEnKF-Q. It stems from merging Algorithm 1 with the local scheme described in Table 2 of Bocquet (2016) . The local analyses are looped over the space grid points i = 1, . . . , n. Each local analysis uses a local observation error covariance matrix R i whose inverse has been tapered with the Gaspari-Cohn piecewise rational function (equation (4.10) in Gaspari and Cohn 1999) , where the localisation length is defined to be their c parameter.
