Abstract. For a transcendental entire function f of finite order in the Eremenko-Lyubich class B, we give conditions under which the Lebesgue measure of the escaping set I(f ) of f is zero. This complements the recent work of Aspenberg and Bergweiler, in which they give conditions on entire functions in the same class with escaping sets of positive Lebesgue measure. We will construct an entire function in the Eremenko-Lyubich class to show that the condition given by Aspenberg and Bergweiler is essentially sharp. Furthermore, we adapt our idea of proof to certain infinite-order entire functions. Under some restrictions to the growth of these entire functions, we show that the escaping sets have zero Lebesgue measure. This generalizes a result of Eremenko and Lyubich.
Introduction and main results
The escaping set I(f ) of a transcendental entire function f is defined as the set of all points in C where the iterates f n of f tend to ∞ as n → ∞. Even though the investigation of the Julia set and Fatou set of a transcendental entire function started from Fatou [Fat26] , a thorough study of the escaping set was not undertaken until Eremenko [Ere89] . Various structures of escaping sets have been investigated, from either topological, geometrical or measure-and-dimensiontheoretical points of view. Our aim here is to study escaping sets of transcendental entire functions in view of their two-dimensional Lebesgue measure.
Recall that the set S(f ) of singular values of f is the closure of the set of all critical and asymptotic values of f in C. An entire function f belongs to the Eremenko-Lyubich class B if S(f ) is bounded. Dynamics of entire functions in class B have attracted a lot of interests in recent years, see, for instance, [EL92, RRRS11, BFRG15, RGS17] . Functions in this class include, for instance, λe z and sin(αz + β), where λ ∈ C \{0}, α, β ∈ C, α = 0.
McMullen showed that I(sin(αz + β)) has positive measure [McM87] . This result was substantially generalized by Aspenberg and Bergweiler [AB12] to functions in class B with some control on the growth of the functions. To formulate their conditions, consider the function E β (z) = e βz for β ∈ (0, 1/e). This is a real entire function with one fixed point ξ which is repelling and has multiplier λ = βξ > 1. Around this repelling fixed point, Schröder's functional equation (1.1)
Φ (E β (z)) = λΦ(z) has a unique local holomorphic solution Φ normalized by Φ(ξ) = 0 and Φ (ξ) = 1.
The function Φ has a continuation to the positive real axis such that (1.1) still holds for z ∈ [ξ, ∞). Note that Φ is increasing on the real axis and lim x→∞ Φ(x) = ∞. Moreover, the function Φ tends to ∞ slower than any iterate of the logarithm, in other words, for all m ∈ N we have (1.2) lim x→∞ Φ(x) log m x = 0.
Here log m denotes the m-th iterate of the logarithm. Now the result of Aspenberg and Bergweiler can be stated as follows. Let f be an entire function for which {z : |f (z)| > R} has N components for some R > 0, and suppose that log r.
Our result shows that this is not the case for δ = 0.
In our proof we will show that ρ(r) := 1/2 + 1/ log Φ(r) is a proximate order; see Section 2 for the definition of proximate orders. In particular, we show that ε(r) := 1/ log Φ(r) satisfies (1.9) lim r→∞ ε (r)r log r = 0.
Our proof of Theorem 1.1 also yields the following result.
Theorem 1.2. Suppose that ε(r) satisfies (1.9) and (1.10)
Then there exists an entire function f ∈ B with
for which the escaping set has Lebesgue measure zero.
As explained above, the method of Aspenberg and Bergweiler shows that (1.10) is sharp. Theorem 1.1 and Theorem 1.2 will follow from Theorem 1.3 below which may be of independent interest. We first recall some definitions.
A transcendental entire function is said to be hyperbolic, if f ∈ B and every element of S(f ) belongs to the basin of some attracting periodic cycles of f . If f is hyperbolic and F(f ) is connected, then f is of disjoint type; see Section 2 for more details. The order of growth of an entire function f is defined as
Here, M (r, f ) is the maximum modulus of f , defined by
Given an entire function f ∈ B with S(f ) ⊂ D(0, r 0 ), put (1.13) θ(r) := meas t ∈ [0, 2π] : |f (re it )| < r 0 .
Here meas denotes the one-dimensional Lebesgue measure. Now our result can be stated as follows.
Theorem 1.3. Let f ∈ B be of finite order. Let θ be as above. Suppose that θ(r) ≥ θ 0 (r) for large r > 0, where θ 0 (r) is decreasing and satisfies (1.14)
Then area I(f ) = 0. If, in addition, f is of disjoint type, then area J (f ) = 0.
Some additional hypothesis such as disjoint type is necessary to conclude that area J (f ) = 0 in Theorem 1.3. In fact, it was shown by McMullen [McM87] and also follows from Theorem 1.3 that area I(e z ) = 0. However, J (e z ) = C by a result of Misiurewicz [Mis81] .
Note that for any entire function f ∈ B, the function
is also in class B for any λ ∈ C \{0}. If we choose λ to be sufficiently small, then f λ is of disjoint type. We first prove Theorem 1.3 for disjoint type functions. In this case we have the conclusion that the area of the Julia set is zero. To transfer to entire functions without being disjoint type, we apply a result of Rempe [Rem09, Theorem 1.1]. In this situation we see that the area of escaping set is zero. Now we sketch the construction of the entire function in Theorem 1.1. The main idea is to consider a function f which is a canonical product with zeros distributed along the positive real axis and then control the asymptotic behavior of f outside of a small curvilinear sector containing the positive real axis. By applying the Denjoy-Carleman-Ahlfors theorem, we show that the function is in fact bounded in this sector. We will see that all the critical points of f are contained in the above sector and hence the set of all critical values is bounded. For this function the only possible asymptotic value is 0, so it is in the Eremenko-Lyubich class B. Theorem 1.3 then implies that the escaping set of such a function has measure zero.
In 1992, Eremenko and Lyubich [EL92] also gave a condition under which the escaping set of an entire function in class B has zero Lebesgue measure. Their condition was formulated in terms of θ(r) defined by (1.13). More precisely, they considered transcendental entire functions satisfying
They show that escaping sets of transcendental entire functions in class B satisfying (1.15) have zero Lebesgue measure. We call condition (1.15) the EremenkoLyubich condition. This condition implies that for a transcendental entire function f ∈ B, if f is bounded in a sector, then the area of the escaping set is zero (in case of finite order, this also follows from Theorem 1.3). An explicit example that illustrates the power of the Eremenko-Lyubich condition is the above-mentioned Mittag-Leffler function. Eremenko and Lyubich show that (1.15) is satisfied if f is an entire function of finite order for which the inverse f −1 has a logarithmic singularity; see Section 2 for the classification of singularities. Thus if, in addition, f belongs to class B, then the escaping set of f has measure zero. We show that this also holds for certain functions of infinite order. Theorem 1.4. Let f ∈ B be a transcendental entire function and r > 0. Suppose that the inverse of f has a direct singularity a ∈ C. Suppose furthermore that f satisfies (1.16) log log M (r, f ) ≤ A(r) log r for r ≥ r , for some continuous and increasing function A : [r , ∞) → R satisfying A(r) < log r for large r and
Then area I(f ) = 0.
The condition (1.17) implies that A(r) < log r is only a mild restriction.
Compare the theorem with the result of Eremenko-Lyubich we mentioned above. If the function A(r) is bounded above by some constant, that is, f is of finite order then the condition (1.17) is automatically satisfied. Then the statement of Theorem 1.4 is yields that of Eremenko and Lyubich. In this sense, we can view this theorem as a generalization of Eremenko and Lyubich's result mentioned above. Theorem 1.4 will follow from the following result. Theorem 1.5. Let f ∈ B be a transcendental entire function and r > 0. Suppose that f satisfies (1.16) and
for a constant c with 63/65 ≤ c < 1, and for some continuous and increasing function A : [r , ∞) → R satisfying A(r) < log r for large r and (1.17). Then area I(f ) = 0.
We will prove this theorem for disjoint type entire functions satisfying the conditions in Theorem 1.5, and then apply the result of Rempe already quoted to obtain the result for all functions satisfying the hypotheses of the theorem.
Structure of the article. In section 2 we will give some preliminaries that are required for the proof of the above theorems. Section 3 is devoted to the proof of Theorem 1.3. Then we construct an entire function in Section 4 which on the one hand satisfies the conditions in Theorem 1.3 and on the other hand shows the essential sharpness of the Aspenberg-Bergweiler condition. Finally, section 5 extends our methods in Theorem 1.3 to the case of infinite-order entire functions in class B, which generalizes the result of Eremenko and Lyubich as claimed.
Preliminaries
In this section, we give some definitions, notations and some basic dynamic properties of entire functions in class B. Throughout we only consider transcendental entire functions. When we write f we always mean such function.
2.1. Some definitions and notations. For a transcendental entire function f , the Julia set J (f ) of f is defined to be the set of all points in C where the iterates f n do not form a normal family in the sense of Montel. The complement F(f ) of J (f ) is called the Fatou set. See [Ber93] and [Sch10] for an introduction to transcendental dynamics.
A point a ∈ C is called a critical point of f if f (a) = 0, and f (a) is called a critical value of f . We say that b ∈ C ∪{∞} is an asymptotic value of f , if there exists a curve γ tending to ∞ such that f (γ) tends to b. A point z is called a singularity of f −1 , if it is an asymptotic value or a critical value of f . The set S(f ) of singular values, as mentioned before, is the closure of the set of all critical and asymptotic values of f in C.
Moreover, a singularity z of f −1 is called a direct singularity if there exists a disk D χ (z, r) with respect to the spherical metric such that f omits the value z in a component V r of f −1 (D χ (z, r)) for some r > 0. In particular, a direct singularity is called logarithmic if the restriction f : V r → D χ (z, r)\{z} is a universal covering for some r > 0. The domain V r is called a direct tract or logarithmic tract over z, respectively. We say that an entire function f is in the Eremenko-Lyubich class
Definition 2.1 (Hyperbolicity and disjoint-type). A transcendental entire function f is said to be hyperbolic, if f ∈ B and every element of S(f ) belongs to the basin of some attracting periodic cycles of f . If f is hyperbolic and F(f ) is connected, then f is of disjoint type.
For the above definitions, we refer to [BFRG15, Definition 1.1] and [RG16, Definition 1.1]. A discussion of the notion of hyperbolicity in the transcendental setting is given in [RGS17] . We remark that, since every Fatou component of a hyperbolic entire function is simply connected [EL92, Proposition 3], it follows that the Fatou set of a disjoint type entire function is simply connected.
Let A, B ⊂ C be measurable. Then the density of A in B is defined to be
2.2. Logarithmic change of variables. If f ∈ B, then by definition we can find a constant, say r 0 > 0, such that all the singularities of f lie in {z : |z| ≤ r 0 }. This implies that all components of f −1 ({z : |z| > r 0 }) are logarithmic tracts over ∞. Without loss of generality, by choosing a suitable large constant r 0 we may assume that |f (0)| ≤ r 0 . For such functions, we can apply the logarithmic change of variable, which was first introduced into transcendental dynamics by Eremenko and Lyubich [EL92] . To describe this, we define (2.1) 
Moreover, F maps every component of W biholomorphically onto H. We say that F is obtained from f by a logarithmic change of variables.
In the following we shall use the estimate of the modulus of the derivative of F , which is given by Eremenko and Lyubich in [EL92, Lemma 1].
Lemma 2.1 (Expanding property). Suppose F is obtained through the logarithmic change of variable from f as above, then
A direct consequence of the expanding property is that
2.3. Quasiconformal equivalence near infinity. As we mentioned in the introduction, Theorem 1.3 will be proved first for disjoint type functions. Then we use a result of Rempe [Rem09, Theorem 1.1] to transfer the result to entire functions not necessarily being of disjoint type. To formulate his result we need the notion of quasiconformal equivalence near infinity. We refer the reader to [Ahl06] for some basic background on quasiconformal mappings. Following [Rem09] , we say that two entire functions f, g ∈ B are quasiconformally equivalent near ∞ if there exist quasiconformal mappings ϕ, ψ : C → C such that
whenever |f (z)| or |g(ϕ(z))| is large enough. The following result of Rempe roughly says that quasiconformal equivalence near ∞ implies quasiconformal conjugacy on some subset of the plane. More precisely, he shows Theorem 2.1. Let f, g ∈ B be quasiconformally equivalent near infinity. Then there exist R > 0 and a quasiconformal map θ : C → C such that
Futhermore, θ has zero dilatation on {z ∈ J R (f ) : |f n (z)| → ∞}.
Proof of Theorem 1.3
To prove Theorem 1.3, we shall first prove the following technical version. Recall the notations in (2.1) and (1.13).
Theorem 3.1. Let f ∈ B be of finite order. Suppose that there exists R 1 with R 1 > max{2 log r 0 , log r 0 + 64π} such that
Suppose that θ(r) ≥ θ 0 (r) for large r > 0, where θ 0 (r) is decreasing and satisfies (1.14). Then area J (f ) = 0.
We will use the notations in (2.1) given in the introduction when applying a logarithmic change of variables. For simplicity, we let r 0 = e R and hence H = {z ∈ C : Re z > R}. Let F be the function obtained from f by using a logarithmic change of variables.
We shall consider the following set
Here N 0 is the set of all non-negative integers. For disjoint type entire functions, the Fatou set of f consists of a single immediate attracting basin, and
Moreover, the assumption that f ∈ B implies that I(f ) ⊂ J (f ). And since exponential maps preserve sets of zero Lebesgue measure, to show that area J (f ) = 0 (and hence area I(f ) = 0) it suffices to show that area T = 0. In the following discussion, we will mainly concentrate on this set and prove that the Lebesgue measure of T is zero. Define
By definition of T and T n , we have
For z 0 ∈ C and r > 0, we use the notation D(z 0 , r) = {z ∈ C : |z − z 0 | < r} and in case of the unit disk we use D.
The following is a Vitali type covering lemma which can be found in [Fal03, Lemma 4.8]. It holds for any bounded set in R n , but we only use it for sets in the complex plane C.
Lemma 3.1. Let Q ⊂ C be a bounded set and r : Q → (0, R] be a real positive function. Then there exists an at most countable subset L of Q such that
The Koebe distortion theorem and the Koebe one quarter theorem are wellknown, see [Pom92, Section 1.3]. We shall use the following version, which can be obtained by an easy argument from that given in [Pom92] .
Lemma 3.2 (Koebe's theorem). Let f be a univalent function in D(z 0 , r) and let 0 < λ < 1. Then
Proof of Theorem 3.1. First we put
where τ > 0 is some small constant to be determined later. For a point w ∈ W , we consider a sequence of squares centred at w as follows:
We write P n instead of P n (w) for simplicity. For z ∈ T n , we define
We show that there exists a countable subset L n ⊂ T n ∩P n satisfying the following conditions:
(iv) for each z ∈ L n , the disk D(z, τ r n (z)) contains a compact subset A n (z) such that F n maps A n (z) bijectively onto a square Q(z n ) centred at z n := F n (z) with sidelength Re z n /32, that is,
The existence of L n satisfying (i) and (ii) follows from Lemma 3.1. To see that the conclusion (iii) holds, note that z ∈ T n and hence F k (z) ∈ W for 0 ≤ k ≤ n, which in particular means that Re F n (z) > R 1 . Moreover, it follows from (2.2) and (3.3) that
Therefore, for z ∈ T n we have
This implies (iii)
. Essentially (iv) follows from the above Lemma 3.2. Since z ∈ L n ⊂ T n , by definition of T n we have Re z k > R 1 for 0 ≤ k ≤ n. Now since 63 64
Re z n > 63 64
we obtain that Q(z n ) is contained in H. If φ is the inverse branch of F which maps z n to z n−1 , then φ(Q(z n )) is contained in W and hence the preimage of Q(z n ) under the pullback of the inverse branch of F k which maps z n to z n−k is contained in W for each k = 1, . . . , n. If we denote by φ n the branch of the inverse of F n which maps z n to z, then φ n extends to a univalent map on D(z n ,
Re z n > 1 2 R 1 > R. By using Lemma 3.2 and by taking σ = 1/256 and τ = 1/16 we have
The conclusion (iv) follows if we take
The last conclusion (v) follows if we consider the following square centred at z n
Similar arguments as above show that
Therefore, D(z, τ r n (z)) ⊂ T n−1 for z ∈ L n . The conclusion (v) follows.
Now we split our proof into two steps. First we estimate the area of T n−1 \ T n in D(z, τ r n (z)) for z ∈ T n , which we call local estimate. Then we spread the local estimate to a global estimate, which is the area of T n−1 \ T n in P n (w), by using the above (i), (ii) and (iii).
First we note that
Together with (v) above we have
Recall our definition of S in (3.2) and θ(r) in (1.13). We define
Then ϕ(x) = θ(e x ). Since θ(x) ≥ θ 0 (x) for large x, we see that ϕ(x) ≥ ϕ 0 (x) for large x. Now we can give a lower bound for the area of S in the square Q(z n ) given in (3.6). For simplicity we put Q = Q(z n ). We use the fact that θ 0 is a continuous and decreasing function. Since the square Q contains at least [
Re zn 64π
] horizontal strips of width 2π and Re z n > R 1 > 64π, we obtain (3.9) 
=: ϕ 1 (Re z n ) .
As we mentioned above, φ n , which is the inverse branch of F n which maps z n to z, extends to a univalent map on D(z n ,
2
Re z n ). Thus by Koebe's theorem, there exist positive constants K 1 and K 2 such that
for n ∈ N. Then by using (3.7) and (3.10) we have
So by (3.8), for z ∈ T n we have, with
Since f is of finite order, there exists some constant ρ < ∞ such that log log M (r, f ) ≤ ρ log r. Now, we see that for any point z with large real part,
and hence (3.13)
Now we can deduce our global estimate from the conclusions (i), (ii), (iii), (3.11) and (3.13) as follows:
we obtain
We have
Re w · area (T 1 ∩ P 1 ) , which means that
Re w · area (T 1 ∩ P 1 ) .
where α =
by condition (1.14) we see that
This implies that
which, together with (3.15), finishes the proof:
Since the point w ∈ W is chosen arbitrarily, we have in particular that area T = 0.
By the discussion at the beginning of this section we finally have area J (f ) = 0 and in particular area I(f ) = 0.
Proof of Theorem 1.3. Let f ∈ B be as in Theorem 1.3. Now we consider
By choosing λ to be sufficiently small, the function f λ will satisfy all conditions in Theorem 3.1. Therefore, we see that area J (f λ ) = 0. By definition, f and f λ are equivalent near infinity. By Theorem 2.1, there exists R > 0 and a quasiconformal mapping θ : C → C such that
Then area I R (f λ ) = 0. So we see that there exists a constant R > 0 such that
Recall that
Therefore, it is clear that area I(f ) = 0.
Remark 3.1. The hypothesis that f has finite order was used only in (3.12) to conclude that Re F (z) ≤ E 2 (Re z) if Re z is large enough. The proof goes through with only minor modifications if instead we only have Re F (z) ≤ E N (Re z) for some N ∈ N and Re z sufficiently large. This implies that the condition in Theorem 1.3 and Theorem 3.1 that f has finite order can be replaced by the condition that log N M (r, f ) ≤ r for some N ∈ N and large r.
Construction of an entire function: proof of Theorem 1.1
The aim of this section is to construct an entire function which satisfies our conditions in Theorem 1.1 and hence shows the sharpness of the Aspenberg-Bergweiler condition (1.3). Recall that in the introduction we consider E β (z) = e βz , where β ∈ (0, 1/e). We obtain a local holomorphic solution Φ of the corresponding Schröder's functional equation around the repelling fixed point ξ. Now we define a function ε : (ξ, ∞) → (0, ∞) by
.
Then this function tends to zero slower than any of the functions 1/ log m where m ∈ N. Recall that log j denote the j-the iterate of the logarithm. The following estimate will be useful.
Lemma 4.1. For ε(x) defined above and for N ∈ N 0 , we have the following estimate:
for large x.
Proof. We recall how the function Φ in (1.1) is constructed; see, for instance,
Since λ is greater than one, 0 is an attracting fixed point of L. Schröder's functional equation has a unique local holomorphic solution Ψ(z) normalised by Ψ(0) = 0 and Ψ (0) = 1, such that
then Ψ(x) = lim n→∞ Ψ n (x). We can now compute explicitly the first derivative of Ψ n :
Now we see that, for any N ∈ N 0 ,
For any fixed finite integer N (to our following applications, N ≤ 5 is enough), the definition of L(x) in (4.3) can be put into the above equality. An easy computation shows that
for sufficiently large x. If we define (4.6)
, then η(x) = lim n→∞ η n (x) and also η (x) = lim n→∞ η n (x). Then, by applying (4.5) and the definition of η n (x) in (4.6) we have
Now we see that
for large x. Recall the definition of ε(x) and Φ(x). We thus have η(x) = ε(x + ξ).
For large x ∈ (ξ, ∞), we see that
This finishes our proof.
A function ρ(r) defined on [r 0 , ∞), where r 0 > 0, is called a proximate order if it satisfies the following conditions:
(1) ρ(r) ≥ 0; (2) lim r→∞ ρ(r) = ρ; (3) ρ(r) is continuously differentiable on [r 0 , ∞); (4) lim r→∞ rρ (r) log r = 0. See [GO08] for a complete discussion of proximate orders. Recall that ε(r) is defined in (4.1). Put (4.7) ρ(r) = 1 2 + ε(r).
Now we prove the following lemma.
Lemma 4.2. ρ(r) is a proximate order.
Proof. To show the statement is true we only need to check whether rρ (r) log r → 0 as r → ∞. This follows easily from the above lemma. Taking N = 1 in (4.2), we see that |rρ (r) log r| = |ε (r)r log r| ≤ A[ε(r)] 3 → 0 as r → ∞.
The other conditions are easy to verify. We omit it here.
We begin our construction of an entire function. Let ε(r), ρ(r) be as above. Let {a n } n≥0 be a positive real sequence tending to infinity which is chosen such that 1 ≤ a 0 ≤ a 1 ≤ . . . , and (4.8)
where n(r) counts the number of elements a n which satisfies a n ≤ r. Recall that the exponent of convergence of the sequence {a n } n≥1 is defined by λ := inf µ > 0 :
Moreover, it is well known that λ = lim sup r→∞ log n(r) log r .
Then it is easy to see that λ = 1/2. Therefore, the infinite product
1 − z a n converges locally uniformly and hence it is an entire function. Note that ε(r) 3 r ρ(r) → ∞ as r → ∞. Instead of (4.8) it suffices to assume that (4.10) n(r) = r ρ(r) + O ε(r) 3 r ρ(r) , and the infinite product defined in above way is still an entire function. Now we consider the asymptotic behaviour of f outside a small unbounded domain containing the positive real axis. We prove the following important property for the above function f . For a related result, we refer to [BC16, Theorem 1.5].
Lemma 4.3 (Asymptotic representation). For f , ε and ρ defined above, we have
as r → ∞.
Proof. Following the standard argument using Riemann-Stieltjes integral (see [GO08, Chapter 2, Section 5]), we have
sin(πρ(r)) z ρ(r)−1 , defined for 0 < arg z < 2π. Here n(t, 0) denotes the number of zeros of f in the disk {|z| < t} and is equivalent to (4.8). For z = re iθ , (4.14)
By (4.10), (4.13) and (4.14) we have (4.15)
To estimate the integral on the right-hand side of (4.15), we consider
= exp ε(r) 3 log log r .
We claim two properties of a(r) and b(r). First, b(r) → ∞ as r → ∞. This follows easily from (4.1) and (1.2), from which we see that Φ(r) ≤ log k (r) for large r and for any k ∈ N. Hence, ε(r) ≥ 1/log k (r) for any k ≥ 1. Now the first claim follows. The second one is that, for any positive constant δ < 1,
In fact it can easily be seen that, this is true if the following holds:
But this follows since 1/ log ε(r) ≤ −ε(r) for large r and ε(r) 4 log log r → ∞ as r → ∞ since ε(r) tends to 0 slower than 1/ log m r for every m ∈ N.
Now following the argument in the proof of Theorem 2.2 in [GO08, Chapter 2, Section 2], for every k ∈ [a(r), b(r)] there exists k * ∈ [a(r), b(r)] such that (4.18)
By Lemma 4.2, ρ(r) is a proximate order. The definition of proximate orders and Lemma 4.1 then imply that
for large r. Recall that a(r) and b(r) are defined in (4.16). Since k ≤ b(r) and k * ≥ a(r), we see that
3 log log r log r − ε(r) 3 log log r , which, by a simple computation, (4.18) and (4.19), yields
log r as r → ∞.
Therefore we see that, for all such k,
Take δ = 1/4, then δ < min{ρ(t), 1 − ρ(t)} for large t since ρ(t) → 1/2 by definition. Moreover, note that for such δ, we have the estimate (4.17). Now we separate the integral on the right-hand side of (4.15) into three parts as follows:
For the first integral, by using standard properties of the proximate order, (4.17), (4.21), and the fact that for t ∈ [0, a(r)r], we have |t − z| ≥ r(1 − a(r)) ≥ r/2, we find that there exists a constant C such that
For the second integral, |t − z| ≥ t/2 for t ≥ b(r)r and the same argument as above result in the following estimates:
For t ∈ [a(r)r, b(r)r] and z = re iθ , we have |t − z| ≥ (t + r) sin
. Combining this with (4.10) and (4.21), we can obtain an estimate of the last integral as follows:
Putting all the estimates (4.15), (4.22), (4.23) and (4.24) together, we see that for z = re iθ with θ satisfying (4.12), log |f (z)| has the following asymptotic representation:
In the following, for some r 0 > 0 we define
and
A consequence of the above lemma is the following fact.
Lemma 4.4. The function f is bounded on γ + and γ − .
Proof. This follows from the asymptotic representation of f given in Lemma 4.3.
For sufficiently large r,
So we have
Since ε(r) 2 = o (ε(r)), it follows from the asymptotic representation of log |f | in Lemma 4.3 that log f (re iθ ) < 0, for |θ| = ε(r) and for r sufficiently large.
Lemma 4.5. f (z) is bounded in G(γ).
Proof. By Denjoy-Carleman-Ahlfors-Theorem, if g is entire then the number of components of {z ∈ C : |g(z)| > R} for R > 0 is less than or equal to max {1, 2ρ(g)}, where ρ(g) is the order of g. Therefore, our function f , which is constructed in (4.9) and has order of growth 1/2, has at most one tract. However, the asymptotic formula (4.11) for f in Lemma 4.3 implies that f (z) is unbounded when z goes to infinity along the negative real axis. So this means that f has a tract containing the negative real axis. By Lemma 4.4 f is bounded on γ + and γ − . Therefore, the only tract of f should be contained in C \ G(γ), which means that f is bounded in G(γ).
Lemma 4.6. The function f constructed in (4.9) is in the Eremenko-Lyubich class B.
Proof. We have
where
Thus also P n → f . To show the entire function f we constructed in (4.9) is in the Eremenko-Lyubich class B, we need to prove that the set of all critical values and asymptotic values of f is bounded. Since all the polynomials P n have only real positive zeros, Hurwitz's theorem implies that all zeros of f are also real and positive. So f has only real positive critical points. As [r 0 , ∞) lies in the unbounded domain G(γ) defined above, Lemma 4.5 means that the set of critical values of f is bounded. Moreover, f has at most one asymptotic value by the Denjoy-Carleman-Ahlfors theorem. Therefore, f belongs to the EremenkoLyubich class B.
Remark 4.1. The Laguerre-Pólya class LP consists of entire functions which are locally uniform limits of real polynomials with real zeros. Since the P n have real zeros, f ∈ LP. The argument used in the proof of Lemma 4.6 shows that whenever f ∈ LP, then f has only real zeros. In fact, if f ∈ LP, then f ∈ LP.
To show that the escaping set of the function we constructed above has zero Lebesgue measure, we need to apply Theorem 3.1. To do this, we need the following lemma.
Lemma 4.7. For ε(x) = 1/(log Φ(x)) and x > 0, we have
Proof. Recall that E β (x) = e βx , E(x) = e x . We shall show first that, for any given x 1 there exists x 2 > x 1 such that for any k ∈ N,
To see this we first consider the following real function defined as
In particular, F 1 (x) = E(x). An easy computation shows that F β (βx) = βE β (x). Let c > log(2/β) and e x > c. We have
Since for any k ∈ N, E k (x) > c, by induction we have
If we take x 1 = x and x 2 = (x + c)/β, then
Together with (4.25) we see that
Our assertion now follows. So for x > 0 there exists
Proof of Theorem 1.1. We consider the transcendental entire function f constructed in (4.9) which satisfies (4.10). Lemma 4.5 and Lemma 4.6 together imply that f belongs to the class B and is bounded in G(γ). Since
to show that the Lebesgue measure of I(f ) of f is zero, we shall apply our Theorem 3.1, in which we have θ 0 (r) = 2ε(r). Therefore,
Now Lemma 4.7 implies that (4.26) is valid. Now, we need to check that the condition (1.11) is satisfied. This follows from our Lemma 4.3, which yields
Thus, we obtain that
By considering λf (z) for a sufficiently small positive constant λ if necessary, the conditions in Theorem 3.1 are satisfied, which means that area J (f ) = 0 and in particular area I(f ) = 0 .
Remark 4.2. The function we constructed above shows the sharpness of the Aspenberg-Bergweiler condition (1.3) in the case of only one logarithmic tract over infinity. To obtain an entire function with any finite number, say N , logarithmic tracts over infinity, we let f be as in Theorem 1.1 and let g(z) = f (z) N and h(z) = f (z N ). Then h is in class B and has N logarithmic tracts over infinity. Moreover, the function h satisfies that
Now we need to show that for such function h we have area I(h) = 0. This follows since z ∈ I(h) if and only if z N ∈ I(g). Thus area I(h) = 0 if and only if area I(g) = 0. Now area I(g) = 0 by the same argument that gives area I(f ) = 0. Hence area I(h) = 0.
Proof of Theorem 1.2. The construction of an entire function in class B satisfying conditions in the theorem follows the line of proof of Theorem 1.1. The key ingredient is to check that f satisfies the asymptotic representation in (4.11) with ρ(r) as in (4.7). This in fact follows from the properties of ε(r) given in the theorem. We omit the details here.
Adaption to infinite-order entire functions
We shall use some definitions and some basic facts from value distribution theory of meromorphic functions. See, for example, [GO08] and [Hay64] for an introduction to the theory. We denote by T (r, f ) the Nevanlinna characteristic of a meromorphic function f , and by m(r, f ) the proximity function of f . The order of growth of a meromorphic function f is defined as follows:
Compare (1.12) and (5.1). When f is an entire function, T (r, f ) can be replaced by the term log M (r, f ). A more precise relation between T (r, f ) and log M (r, f ) when f is entire is given by the following result. Moreover, we also need a fundamental result due to Nevanlinna. Note that the results below can be found in [GO08, Chapter 1].
Lemma 5.1. Let f (z) be an entire function, and let 0 < r < R. Then We note that the second inequality in (5.2) is even true when M (r, f ) is replaced by M G (r, f ) for a meromorphic function f with a logarithmic tract G over ∞. Here M G (r, f ) = max z∈G,|z|=r |f (z)|. For convenience we state it as follows and refer to [Nev70, Chapter XI, Section 4.3] for a proof.
Lemma 5.3. Let f be a meromorphic function with a logarithmic tract G over infinity and let 0 < r < R. Then The dynamics of meromorphic functions with direct or logarithmic singularities share many properties with those of entire functions. We refer to [BRS08] for detailed discussions of dynamics of these functions.
We recall the following result due to Tsuji [Tsu75] , which is connected to the proof of Denjoy-Carleman-Ahlfors theorem. See, for instance, [GO08, Chapter 5].
To formulate it precisely, we need some notations. For an unbounded domain G with boundary Γ and r > 0 such that {z : |z| = r} ∩ Γ = ∅, denote by β(r) = meas θ ∈ [0, 2π] : re iθ ∈ G .
If {z : |z| = r} ∩ Γ = ∅ then we define β(r) = ∞.
Lemma 5.4. Let G be an unbounded domain and Γ its boundary. Let f be continuous in G ∪ Γ and holomorphic in G. Suppose that f is bounded on Γ but unbounded in G. Then where r 1 > 0 and 0 < α < 1 do not depend on r.
In our case, we can take the unbounded domain G to be a logarithmic tract over ∞ and β(r) the corresponding measure in this tract. Furthermore, by choosing r 1 > 0 large enough such that {z : |z| = r} ∩ Γ = ∅ we have β(r) > 0 for r ≥ r 1 . As mentioned in the introduction, the proof of Theorem 1.5 is only a slightly modified version of that of Theorem 3.1 if we require our entire function f to be of disjoint type, satisfying conditions in Theorem 3.1. To transfer to entire functions not being of disjoint type, we use a result of Rempe [Rem09, Theorem 1.1] as in the proof of Theorem 1.3.
where C 1 is some positive constant.
To spread this to the global estimate, we need the fact that A(r) < log r for large r. So in this way we have an estimate for Re G(z):
Re G(z) ≤ log M (e Re z , g) ≤ exp A(e Re z ) · Re z ≤ exp 2 (Re z),
which implies that
Re z n = Re G n (z) ≤ exp 2n (Re z) = E 2n (Re z).
Now by using (5.6) the global estimate, which is similar to (3.14), is given as follows:
area ((T n−1 \ T n ) ∩ P n−1 ) ≥ z∈Ln area ((T n−1 \ T n ) ∩ D(z, τ r n (z)))
· area D(z, τ r n (z))
Re w z∈Ln area D(z, τ r n (z)) ≥ 1 16
Re w · area (T n ∩ P n ) . Since the function A(r) is increasing, we can use similar argument as (3.16) to deduce from condition (1.17) that The rest is the same as before and we omit details here. Therefore, we see that area J (g) = 0 for the disjoint type function g. We still need to transfer this result to our original function f . This is done as in the proof of Theorem 1.3, using Theorem 3.1. We omit details here. Therefore, we have the conclusion that area I(f ) = 0.
Proof of Theorem 1.4. We define g(z) = 1 f (z) − a .
