Abstract: This paper uses Legendre polynomial functions to reconstruct the bias, which make the entropy of the recovered image be smallest. In order to calculate the parameters of the basis functions, a new particle swarm technique is proposed that incorporates initial location information and use mutate operation make the particles away from local maxima. The experiments show that the new method can get accurate result robustly.
Introduction
Accurate segmentation of magnetic resonance (MR) images of the brain is of interest in the study of many brain disorders. The segmentation experiments presented by Jungke et al [1] illustrate that the major problem was not noise but rather inhomogeneity. The observed MRI signal Y is the produce of the true signal X generated by the underlying anatomy and spatially varying field factor B , and an additive noise N . At the pixel i :
（1）
Given the observed signal Y , the problem is to estimate the true image X . The solution is not trivial since the bias field is also unknown. To separate the underlying "true" image X , from the bias field B , assumptions can be made on X and/or on B . A key observation is that the bias field is smooth compared to a typical MR image and most, if not all, methods rely on this fact. The smoothness of B can be constrained in the frequency domain assuming that its spectrum contains low frequencies that do not significantly overlap with the relatively "high frequency" image spectrum [2] . These methods are very attractive since no other assumption X or B is necessary and well-known low-pass filtering schemes can be implemented. But these methods may lose the edge information and make the results inaccurate.
Classifications schemes can then be used that embed a model for B . Wells [3] extended the framework of maximum likelihood classification to find a bias field, and this innovation led to many refinements [4] .
In this paper we use the Legendre polynomials as the basis functions to construct the bias field and get the restorated image. To research the best bias it needs to find many parameters of the Legendre polynomials. In this paper we use adapted Particle swarm optimization (PSO) to compute the parameters.
Methods

Bias field model
A two-dimensional (2-D) polynomial function of order l is used to provide an initial estimate of the bias field:
（1）
The polynomial function is fitted in a least square sense to the tissue pixels using a classic regression technique. To improve upon the description of the bias field, we use Legendre polynomial functions, for they are orthogonal polynomial functions. Where 
Entropy optimization
The Legendre polynomial functions estimate of the bias field is optimized so as to minimize the entropy of the image using the piecewise, optimize and merge algorithm described previously. Entropy is given below where
is the probability density function of image X , which is approximated by the histogram of the voxels in the area being optimized, divided by the number of voxels:
Sled J et al [5] proved that the best bias field can make the entropy of the corrected image be minimum.
Algorithm parameters
Different parameter can get different bias field. PSO method is one of the wide used methods, but when the order of the polynomial is high it need to compute a lot of parameter and easy to trapped into local maxima.
Algorithm parameters based on PSO
PSO [6] is one of the evolutionary optimization techniques proposed by Kennedy and Eberhart. The basic idea of PSO was inspired by natural flocking and swarm behavior of birds and insects. Analogous to GA, PSO is also a population-based iterative algorithm, and starts with a population of randomly generated solutions called particles, which evolve over generations in approaching the optimum solution by the following rules:
Each particle is treated as a point in a D-dimension space, and the ith particle is represented as
. Each particle has a fitness measure i f , which is the performance measure of the function or system being optimized, and the velocity i V and position in the hyperspace of a particle are tracked. Each particle's best position that corresponds with the minimum fitness measure achieved so far in the search process is denoted as (3) and (4) prior to starting the next iteration. Step5 repeat Step2 to Step4 until achieve the stop requirement.
Traditional PSO method easily traps into local best, in order to prevent the method trapped into local best, we introduce the initial information to the model:
When particle i X is near to gbest , i X will be pull back by the initial position information, with this information the particle can search more areas so the model can break out from local position easier.
In order to let the method break out from local best, we add a mutation operation. After step4 we choose 5% particles, whose fitness is worst, and mutate them with these rules: Suppose i X is a particle to be mutated, if 
T is a constant, it is obvious that
Applications
We have implemented the genetic algorithms，particle swarm optimization method and adapted PSO method using Matlab language. We have run programs on a PC platform. Fig 1. a is a true brain MR image with the size 190*254, the image has strong bias field and noise, Fig 1. b is the brain tissues, in the image we can find the non-brain tissues and background have been skull stripped. Fig 1.c is Because the bias field is strong so the gradient descent method trapped into local best and can not break out from local best. PSO method trapped into local best, but it is much better than gradient descent method. Adapted PSO method use the initial location information and mutate worst particles after every iteration, so the method can get global results exactly. 
Conclusion and discussion
A new adaptation of particle swarm optimization specifically designed for brain MR image de bias was proposed in this paper. An additional term containing the initial orientation information to the velocity update equation draws the search away from local optima far from the correct result and a mutate operation make the particles away from local optima too. Experimental results for adapted PSO method compare with PSO method and gradient descent method show that the adapted PSO method is more accuracy and efficiency.
