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Abstract
Zirconia (ZrO2) exists in a monoclinic phase at ambient temperature and pressure.
Increasing the temperature of zirconia brings about a transition from the monoclinic
to a tetragonal phase, with further temperature increase initiating the formation of
a cubic phase. Yttria (Y2O3) can be added to zirconia in order to stabilise the high
temperature phases, resulting in forms of tetragonal and cubic zirconia that are sta-
ble at ambient temperature. These materials are ceramics and are known collectively
as yttria-stabilised zirconia (YSZ). In recent years experimental work and theoret-
ical work based on ab initio calculations have discovered a number of potentially
promising YSZ structures with both significant current and potential technological
applications. Some of these structures occur at ambient temperature and others at
the higher temperatures at which cubic zirconia is found. The primary aim of this
thesis is to investigate the structural, electronic, vibrational and mechanical proper-
ties of zirconia in its three ambient pressure polymorphs, i.e. monoclinic, tetragonal
and cubic together with YSZ for a range of yttria concentrations. Structural mod-
elling is achieved by comparing results of first-principles density-functional theory
(DFT) calculations with results from x-ray photoemission spectroscopy (XPS) and
inelastic neutron scattering experiments. DFT is used to calculate electronic and
vibrational properties of predicted structures, as well as their hardness/strength.
Firstly, short-range order is investigated by medium energy x-ray photoemission
spectroscopy for a YSZ sample with 8-9 mol % Y2O3, in combination with DFT
calculations for two YSZ structural models with 10.35 mol % Y2O3. This study
compares the chemical environment of elements within YSZ structures by analy-
sis of peaks from the L2 absorption edge of zirconium and yttrium resonant x-ray
photoemission spectra. DFT calculations show that both structural models have
short-range order that agrees with results from XPS experiments. Secondly, long-
range order is analysed by comparing results of neutron scattering experiments for
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crystals of the same yttria concentration, with the same two YSZ models. For these
measurements the phonon dispersion curves are obtained and bands contributing
to high vibrational density of states are identified. Comparison with calculated vi-
brational density of states for the two structural models indicates the occurrence of
long-range order for one of the structures in agreement with the experimental result.
Thirdly, these calculations are extended to a full study of the electronic partial den-
sity of states and vibrational density of states for ZrO2, and for YSZ models with
10.35, 14, 17, 20 and 40 mol % Y2O3.
Lastly, mechanical properties are investigated through first-principles calcula-
tions and compared to existing available experimental results. In particular, the
bulk modulus, shear modulus, Young’s modulus and Poisson’s ratio for the three
ambient-pressure phases of ZrO2 are calculated, as well as the ideal strength of cubic
ZrO2 for strains in the [100], [110] and [111] directions. To gain an understanding of
the strength/hardness of YSZ, the ideal strength is calculated with concentrations
of 6.67 mol % and 14.29 mol % Y2O3 for strains in both the [100] and [110] direc-
tions. The ideal strength is also calculated for YSZ with concentration of 6.67 mol %
Y2O3 co-doped with titanium, manganese, calcium or nickel. These investigations
help characterise and predict the physical and chemical properties of this techno-
logically important material, and give insight into the mechanisms responsible for
observed behaviour.
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Chapter 1
Introduction
Ceramics possess an important place in the current development of materials. Ap-
plications using ceramics include high temperature superconductors [1], solid oxide
fuel cells [2] and as membranes within catalysts [3]. The study of ceramics includes
determining the short and long-range structural order of the material. Discovering
the atomic structure of a ceramic leads to models that predict the electronic prop-
erties, vibrational properties and the strength of these materials. This knowledge
enables the means for enhancing the performance of existing ceramics by, for exam-
ple, doping them in novel ways.
Typically, ceramics are rather complex materials that often consist of multiple
phases, which can be affected by temperature, pressure, dopant content and sam-
ple preparation [4, 5]. If the elements within a ceramic can be discriminated, then
the position and mobility of these elements are determinable by experiment [6].
However, the possibility also exists that when the identity and location of elements
within the structure are difficult to determine using experimental techniques, then
first principles calculations can be used with modern computing methods [7] to pro-
vide insight into the atomic and material properties. These so called “ab initio”
calculations are a cost effective way of studying materials, because samples do not
have to be manufactured and costly experimental facilities are not required, in or-
der to obtain an understanding of the structure. Because of this, the researcher is
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often encouraged to perform many ab initio calculations with subtle differences in
structure, and/or with dopant used, from which (e.g.) the electronic and vibrational
properties, as well as the strength, can be obtained. The solution of larger systems
typically requires density functional theory (DFT), located at modern supercom-
puting facilities, which allow a new dimension of state-of-the-art computation for
understanding structure. These calculated results can be used in conjunction with
experimental measurements, in techniques that look at the properties of structural
models and how these correspond to the properties of ceramic samples obtained
from experiment.
Yttria-stabilised zirconia (YSZ) [8, 9] is a ceramic with a number of important
technological applications, including solid oxide fuel cells (SOFCs), in heterogeneous
catalysts and as a heat resistant coating on gas turbines that operate at high tem-
perature [10, 11]. YSZ is also resistant to radiation damage [12] and is a candidate
for use in the fuel matrix of nuclear reactors [13]. Zirconia (ZrO2) has been used
as a model structure to understand the effects of radiation [14] and in studies has
already been implanted, for example, with helium ions [15] and cesium ions [16].
The study of YSZ provides important information about the materials properties
of proposed fuel matrices within future reactors, in particular Fourth Generation
Nuclear Reactors. Within such inert fuel matrices zirconia is in contact with the
nuclear fuel, including molybdenum which is a final product of the nuclear fuel cycle.
Molybdenum (with an atomic number of 42) is a transition metal which is located
close to yttrium (atomic number 39) in the periodic table. Accordingly if one of the
protons within a zirconium (atomic number 40) nucleus emits a beta particle and
becomes a neutron, this atom would then have the same atomic number as yttrium.
In view of this, a novel application for YSZ is to study what occurs when zirconia
comes in contact with molybdenum, while irradiated within a nuclear fuel matrix.
An adequate structural model can be used to predict electronic and vibrational
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properties and strength of YSZ and doped-YSZ. Experimental studies of YSZ are,
however, limited by zirconium and yttrium being in adjacent positions within the
periodic table; i.e. the scattering amplitude for zirconium and yttrium are similar
for both x-rays and neutrons, and thus it is difficult to discriminate between them
by experiment alone. The modelling used in this thesis is supported by several
previous important studies into understanding the structure of YSZ [17–19]. For in-
stance they include a set of definitive constraints for δ-YSZ, obtained from x-ray and
neutron experiments [17, 19] and by conducting ab initio calculations [18]. These
constraints are applied to structures of lower concentration than that of the δ-form
of YSZ, which has a yttria (Y2O3) concentration ≥ 40 mol %.
Initially short-range order of YSZ is investigated by combining an analysis of the
calculated electronic properties with results from x-ray photoemission spectroscopy
(XPS) experiments [20] on 8-9 mol % Y2O3 samples. This is done by creating two
models of YSZ with 10.35 mol % Y2O3 and comparing their electronic properties
with XPS spectra obtained in a resonance condition, for samples with similar Y2O3
content. The photoemission or Auger [21] spectral peak is then assigned to a particu-
lar atom and orbital. These peaks are deconvoluted and assigned to specific chemical
environments, by comparing their binding energy values with the binding energies
of atomic and orbital-specific electrons, obtained from DFT calculated structural
models. The binding energies are grouped according to the chemical environments
of the atoms within the structural models: i.e. the types of nearest neighbour (NN)
and next-nearest neighbours (NNN). Further analysis is conducted by considering
Auger peaks and near-edge x-ray absorption fine structure (NEXAFS) [22] spectra,
and comparing these with partial density of states (pDOS) obtained by calculations
using the proposed structural models. By these methods the local order within two
proposed models, with 10.35 mol % Y2O3, is compared with local order in the ex-
perimental sample, with 8-9 mol % Y2O3.
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Long-range order is examined by comparing results for the two proposed mod-
els with results from inelastic neutron scattering experiments [23]. Phonons are
measured using a Triple-axis spectrometer [24] and a phonon dispersion curve is
created. The “flat” regions within the phonon dispersion diagram, found in partic-
ular at the Brillouin zone boundaries, indicate frequencies at which there are higher
numbers of vibrational density of states (vDOS) [25, 26]. These flat regions are
compared to vDOS obtained using calculations for the two proposed models. These
calculated results, obtained for vDOS over the entire Brillouin zone, are assigned to
yttrium, zirconium and oxygen, which are then used to determine the bands within
the phonon dispersion curve as being due to one or more of these elements. After
this assignment has been performed, the phonon dispersion bands are inspected for
evidence of the effects of yttrium dopants and oxygen vacancies within the YSZ
sample. The calculated vDOS is compared for the two YSZ models with different
long-range order, to look for correlation with the YSZ sample results.
Following the corroboration of the short and long-range order of the two pro-
posed models, the pDOS and vDOS are also calculated for other YSZ structures.
The calculations are extended across a range of Y2O3 concentrations and compared
with those of previously published structures [17, 27, 28]. Trends are obtained for
the electronic and vibrational properties of YSZ as the concentration of Y2O3 is
increased. These results are also carried out for ZrO2, in the three ambient pressure
phases (i.e. cubic, tetragonal, and monoclinic-ZrO2). This gives important informa-
tion for how the material will act electronically and vibrationally across the Y2O3
range.
Hardness indicates the ability of a material to resist elastic and plastic deforma-
tions [29] with different hardness scales being available [30]. Common measures of
hardness, such as shear modulus, bulk modulus and Young’s modulus, characterise
the small strain response of a material, and are obtained using the elastic stiffnesses
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(cij) [31]. The cij are calculated for cubic, tetragonal and monoclinic-ZrO2, using
DFT with the local density approximation (LDA) and the generalised gradient ap-
proximation (GGA). The cij, together with the elastic compliances sij derived from
them by matrix inversion, are used to obtain the bulk modulus, shear modulus,
Young’s modulus and Poisson’s ratio, which are then compared with results already
published for ZrO2. For cases where the elastic properties are unreliable because of
the complex mix of plastic and elastic deformations at high strain [32–34], the hard-
ness is estimated by calculating the ideal strength of the material [35–40]. Structural
constraints used successfully for previous models [17, 41], are used to create struc-
tures that represent YSZ with 6.67 and 14.29 mol % Y2O3. YSZ with 6.67 % Y2O3
is also codoped with other elements to see the effect of these dopants on the ideal
strength. Hardness measurements for these codoped materials are compared with
those already published, to see whether these values agree.
In summary, this thesis uses published constraints [17, 41] obtained from first
principles calculations to obtain two structural models of YSZ with 10.35 mol %
Y2O3. The short and long-range order of these models is compared with the analysed
results of x-ray photoemission spectroscopy and neutron scattering experiments, re-
spectively, for YSZ samples with 8-9 mol % Y2O3. Following the agreement between
these YSZ models and experimental measurements, the electronic and vibrational
density of states are then used in a wider study of YSZ across a range of Y2O3 val-
ues, using already published structures. Further to this, the small strain response
is used to obtain the shear modulus, bulk modulus and Young’s modulus for cu-
bic, tetragonal and monoclinic-ZrO2. YSZ models for structures with 6.67 mol %
and 14.29 mol % Y2O3, then enable ideal strength calculations to be performed.
The ideal strength for YSZ is obtained also for 6.67 mol % Y2O3 codoped with Ti,
Ca, Mn and Ni, and compared with published values. This furthers a discussion of
the mechanisms by which these structures maintain or lose strength, due to atomic
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bonding. The intention of this thesis is to present a comprehensive study of the
properties of YSZ across a range of Y2O3 concentrations. This research can be used
to model the effects, within the inert fuel matrix of future nuclear reactors, when
zirconia is infiltrated with different amounts of molybdenum.
6
Chapter 2
Experimental Background
2.1 Introduction
This chapter introduces and explains two experimental techniques that are used in
the present thesis to study the yttria-stabilised zirconia (YSZ) materials, namely, x-
ray photoemission spectroscopy (XPS) and inelastic neutron scattering. In Chapter
5, two x-ray photoemission techniques are used to investigate ∼9 mol % YSZ, i.e.
XPS [42] and near-edge x-ray absorption fine structure (NEXAFS) spectroscopy [22,
43]. The results are compared to theoretical calculations, using density-functional
theory (DFT), for two possible structural models (described in Chapter 4). In
Chapter 6 inelastic neutron scattering experiments [23] are used to study the corre-
sponding vibrational properties, i.e. the phonon dispersion curves.
2.2 X-ray photoemission experiments
Local chemical structure can be studied by using x-ray photoemission techniques.
XPS measures the emission of photoelectrons and Auger electrons, and other emis-
sion processes, from a material and can be used to observe shifts in electron core-
levels, the analysis of which assists in the determination of local chemical struc-
ture [44]. NEXAFS measurements are very sensitive to the local bonding environ-
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ment, because they probe the density of states (DOS) of partially filled or completely
unfilled electronic states, and can be used to examine local bonding environments
of transition metal compounds [22]. NEXAFS is a technique that is element spe-
cific because the excited electrons come from atomic core-levels of a particular el-
ement. The x-rays used in the experiments described in Chapter 5 were from a
synchrotron source. A synchrotron provides highly collimated synchrotron radi-
ation, which can be focused to provide an extremely bright irradiated area on a
target material (see [45], p.231), when compared with traditional lab-based x-ray
sources.
2.2.1 Synchrotron x-ray radiation
The XPS experiments discussed in this thesis were performed at the soft x-ray beam-
line at the National Synchrotron Radiation Research Centre (NSRRC) facility in
Hsinchu, Taiwan. The NSRRC facility is a 1.5 GeV synchrotron. Synchrotron radi-
ation has a broad and continuous spectrum that includes infrared, visible, UV and
x-ray radiation (see [42], p.34). Synchrotron radiation is produced when a beam
of charged particles travelling close to the speed of light are accelerated radially.
Synchrotrons use electrons or positrons as their charged particles. These charged
particles are accelerated radially when they pass through a magnetic field provided
by a bending magnet, or insertion device (a wiggler or undulator) located within
the storage ring of the synchrotron ([42], p.35). Wigglers ([45], pp.206-212) and
undulators ([45], pp.213-230) are constructed from magnets arranged with opposite
polarities and produce more radiation than a bending magnet ([42], p.35).
A synchrotron provides a highly stable source of polarised electromagnetic radia-
tion ([45], pp.107-113) that is high in intensity, highly luminous, collimated and has
temporal resolution in the order of picoseconds (10−12 sec) ([42], p.235). The photon
beams, created from a small size source, have a generally small divergence and when
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created by an undulator are spatially coherent to within a coherence length ([45],
pp.234-235). The radiation frequency can be selected precisely, using a monochro-
mator with an energy resolution of 0.20 eV or better for soft x-ray synchrotron
experiments.
Soft x-rays are easily dissipated in air and so they are transported under vacuum
from the monochromator to the sample. The sample is mounted and aligned using
a sample manipulator that may also have heating and cooling within the vacuum
chamber. On the sample, the conditioned beam size is less than 1 mm2 [46].
2.2.2 X-ray photoemission spectroscopy
X-ray photoemission spectroscopy (XPS) is one of the most powerful and straight-
forward techniques available for providing 1) qualitative analysis of elements, with
the exception of hydrogen and helium (in most cases), 2) quantitative analysis of
composition, and 3) determination of the chemical states pertaining to binding and
oxidation. XPS is a surface-sensitive technique, with a sampling depth (typically)
of ∼1-10 nanometers, which can provide important information about the surface
chemistry of samples that are either conductive or insulating. XPS can be used for
mapping the chemical state, elemental or valence band, for depth profiling that is
destructive or non-destructive, for acquisition of spin-resolved spectra, for studying
diffraction and for the determination of the thicknesses of thin films, with resolution
of less than a nanometer. The detailed information provided by XPS is derived
from the progress in technical development by manufacturers of spectrometers, as
well as new methodologies, operation standards and procedures for quantification
made by researchers over the last decades [47]. XPS is also used as a means of chem-
ical analysis by examining the chemical shifts of inner electronic levels (core-level
orbitals) [48].
For the XPS experiments reported in this thesis, medium-energy (soft) x-rays
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from a synchrotron source are used. The energies of the emitted electrons (i.e. pho-
toelectrons or Auger electrons) for a given constant energy x-ray beam are recorded
over a specific energy range, resulting in a photoemission spectrum. Siegbahn and
Edvarson [49] developed a high resolution β-ray spectrometer capable of resolving
distinct peaks. These peaks can then be related to electronic energy-levels. XPS is
constantly being developed and improved. For example, recent developments include
an analyser that uses high-pressure cells that are retractable and exchangeable [50]
and a laboratory-based x-ray photoelectron spectroscopy system with an electronic
lens, that is capable of acquiring spectra at pressures up to 0.4 Torr [47]
The photoelectric effect is fundamental to understanding XPS. Following Planck,
the energy of a photon is given by:
E = ~ω , (2.1)
where E is the energy of the photon, ~ is Planck’s constant divided by 2pi, and ω
is the (angular) frequency of the photon (see [45], p.14). Einstein used quanta of
electromagnetic radiation (later called photons) to explain the photoelectric effect
([51], p.2). For XPS, energy is conserved when an incident x-ray (photon) causes
an electron in an electron-level to be excited. If enough energy is imparted then an
electron escapes from the solid into the vacuum (i.e. the electron is photoemitted)
([51], pp.50-51). When photoemission takes place, the following energy conservation
rule holds:
Ekin = ~ω − φ− |EB| , (2.2)
where Ekin is the kinetic energy of the photoelectron, ~ω is the photon energy,
and φ is the work function of the material with respect to the Fermi level (before
ionisation) ([51], p.4). EB = Etotal(N − 1) − Etotal(N) is the binding energy of the
electron, with Etotal(N − 1) and Etotal(N) being the total energy of the final state
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Figure 2.1: A photon (x-ray) is incident upon a material. The horizontal lines
indicate core-energy levels within a potential well. The magnitude of the core-level
energies increases for states deeper in the potential well. In the diagram an incident
photon is absorbed, and an electron is emitted from the 2p L2 level, which leaves a
positively charged hole.
and initial (ground) state of the atom respectively, and N is the number of electrons
in the atom ([51], pp.71-72). When ~ω ≤ |EB| + φ, not enough energy is imparted
to an electron for it to leave the surface. If ~ω > |EB| + φ then there is enough
energy for a photoelectron to escape the surface and move into the vacuum, and
spectrometer, where its kinetic energy can then be measured ([51], pp.14-15). The
photoemission process is illustrated in Fig. 2.1, where an x-ray is absorbed by a
material and subsequently an electron is photoemitted from the 2p (L2) electronic
level. The photoelectric effect is central to several techniques that probe the region
at, or just below, the surface of a material.
A semiclassical approach is useful for describing photoemission, in which the
electromagnetic field is treated classically and matter is described using a quantum-
mechanical description. From classical mechanics the Hamiltonian of a non-relativistic
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mass point with electronic charge e is given by:
H =
1
2m
(
p− eA
c
)2
+ eA0 , (2.3)
where m is the mass of the electron, p is its momentum, e is the elementary charge,
c is the speed of light in a vacuum, and Aµ = (A, iA0) introduces the electrostatic
potential and is used to simplify the equation ([52], p.15). For the quantum me-
chanical treatment p is replaced by the operator pˆ = −i~∇, which leads to the
time-independent Schro¨dinger equation:
Hψ =
1
2m
(
−i~∇− eA
c
)2
ψ + Vψ = Eψ , (2.4)
where A is the vector potential operator of the electromagnetic field, V = eA0 is
the operator for the unperturbed potential of the solid (accents not shown), ψ is
the electron wave function, and E is the energy value (eigenvalue for ψ) ([52], p.16).
The expression in brackets is simplified by considering the commutation relation
A · ∇ + ∇ ·A = 2A · ∇ + i~(∇ ·A) (cf. [51], p.41). In the long wavelength limit
translational invariance in the solid ensures that ∇·A = 0 and the term in brackets
in Eqn. 2.4 becomes:
(
−i~∇− eA
c
)2
= −~2∇2 + 2i~e
c
A · ∇+
(e
c
)2
A ·A . (2.5)
The Hamiltonian divides naturally into two parts:
H0 = − ~
2
2m
∇2 + V (2.6)
H1 =
i~e
mc
A · ∇+ e
2
2mc2
A ·A , (2.7)
and H = H0 + H1 where H0 includes the pure radiation and matter terms and H1
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includes the interaction terms, (cf. [53], p.560). The A ·A term represents a two
photon process and can be ignored ([51], p.41). The interaction Hamiltonian which
describes the effects of the electromagnetic field is thus:
H1 =
i~e
mc
A · ∇ . (2.8)
In time-dependent perturbation theory for harmonic perturbations, the transition
rate between the initial state and the final state is expressed by Fermi’s golden rule
([51], p.41):
ω ∝ 2pi
~
|〈ψf |H1|ψi〉|2 δ (Ef − Ei − ~ω) , (2.9)
where ω is the transition probability per unit time between N-electron states ψi
(initial) and ψf (final). H1 is a small perturbation, Ei and Ef are the eigenvalues
of the unperturbed Hamiltonian in the initial and final state, respectively, and ~ω
is the photon energy. The Dirac delta function δ (Ef − Ei − ~ω) is an expression of
the conservation of energy ([51], p.357). Fermi’s Golden rule can be applied if the
perturbation acts on the system for an infinite time. For core-level excitation the
interaction has a finite duration, and so the delta function in Eqn. 2.9 is replaced
by the energy density of final states, ρf (E) ([43], p.8):
ω =
2pi
~
|〈ψf |H1|ψi〉|2 ρf (E) . (2.10)
The amplitude of the transition matrix 〈ψf |H1|ψi〉 is dependent not only on
the initial state ψi of the bound electron, but also the final state of the system ψf
([51], p.42). The inclusion of ρf (E) indicates a dependence also on the availability
of final states for the electron to be excited into. For XPS the measured binding
energy incorporates both initial and final-state effects and so the ground state core-
electron binding energy cannot be directly probed. The final state is complicated by
the electron interaction with the hole left by the photoemission process ([51], p.61).
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This state is further complicated by the holes created in any subsequent Auger decay
process.
For XPS spectra, the linewidth of peaks is broadened by a Lorentzian due to
the finite lifetime of the core hole ([42], p.228). The core-hole lifetime leads to an
uncertainty in energy in accordance with Heisenberg’s uncertainty principle. The
system is in an excited state after a photoemission event and the core-ionised state
decays via fluorescence, where an electron from a higher energy-level annihilates the
hole, or by electron Auger decay ([42], p.12). The photoemission peaks are also
affected by Gaussian broadening, which is due to instrument resolution ([51], p.28),
and is attributed mainly to the monochromator and electron spectrometer.
2.2.3 Auger processes
In an Auger process an electron from a higher energy level annihilates a hole that has
been created when a lower-energy-orbital electron is photoemitted from the material
(see Fig. 2.2) ([42], p.12). In Fig. 2.2 the energy lost by the electron that annihilates
the hole is transferred to the so-called “Auger electron”, which can then be emitted
from the material and measured by a detector.
The lifetime of a core-hole is of the order of a femtosecond (10−15 sec) ([42],
p.12). The Heisenberg uncertainty relation is used to associate this lifetime (τ) with
the uncertainty in energy of the core-hole (Γ) using:
Γτ ∼= ~ ' 10−16eV sec , (2.11)
where a lifetime of 1 femtosecond would imply a lifetime broadening of 0.1 eV.
There is an increase in the probability of Auger electron production as the difference
between the energy states of the shells decreases. Light elements are more likely
to support the formation of Auger electrons by multiple ionisations, while heavier
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Figure 2.2: An Auger decay process. An electron from the 3s M1 shell annihilates
a hole created by the photoemission of a 2p L2 electron. This results in a quanta of
energy 3s− 2p being transferred to a 3p M2 Auger electron, which is then emitted.
This chain of events is denoted as a 3s2p3p Auger process. Auger processes are
usually described in the Barkla notation, which is L2M1M2 in this instance ([42],
p.12). In the diagram the M2 and M3 energy levels are shown as being degenerate,
as are the energy levels M4 and M5.
elements have a higher proportion of emitted radiation at characteristic wavelengths
([42], p.12).
The x-ray flourescence or Auger decay processes lead to other core holes. The
cascade of fluorescence and Auger transitions, in the subsequent decay process, is
only complete when all electron levels are once again filled ([42], p.13). In Fig. 2.2
the process shown ends with two holes, one at the M1 and the other at the M2 level.
These holes are filled in further Auger processes, and a subsequent cascade follows
in which holes are annihilated and created with electrons moving from higher to
lower energy levels. By this process the energy of a single absorbed x-ray photon
is distributed over the photoelectron (kinetic energy), the fluorescence of a photon,
and the three Auger electrons (kinetic energy) ([42], pp.13-14).
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2.2.4 Resonant photoemission effects (RPE and MARPE)
Resonant photoemission (RPE) is observed when a photoelectron, excited by a pho-
ton with energy tuned to a strong core-level absorption resonance (e.g. Y-3p),
interferes constructively with a second photoelectron from a higher energy-level
within the same atom (e.g. Y-3d) [54]. This interference, which is mediated by
autoionisation decay [55–59], causes the higher-level intensity to increase or decrease
substantially, depending on the relative amplitudes and phases of the two photo-
electrons [54] (see Fig. 2.3). RPE is a well established resonance effect observed
experimentally [60] and by calculation [61] and is useful in vacuum ultraviolet (vuv)
and soft x-ray studies. The occurrence of a particular manifestation of RPE is de-
pendent on the Fano profile, with several line-shapes possible [55]. In Chapter 5
RPE is invoked in the analysis of photoemission peaks, to help in determining the
chemical environments of cations within YSZ.
Multi-atom resonant photoemission (MARPE) is an effect between core levels
of neighbouring atoms located within a material [59]. MARPE can be compared
with RPE (sometimes called “single-atom resonant photoemission” (SARPE) [59]),
and evidence of this inter-atomic resonant photoemission process is provided by
experiments [59, 62]. For MARPE, the energy levels included in the process are
those for neighbouring atoms. Figure 2.4 shows a process where an O-1s photoelec-
tron resonates with a Y-3d to Y-2p1/2 autoionisation, which is possible within YSZ.
Figure 2.4 shows that the photon energy must be sufficient to excite Y-2p1/2 elec-
trons into an unoccupied state that is essentially Y-3d in nature. The Y-3d electron
decays, via an autoionisation process, back to the Y-2p1/2 level and this resonant
process couples to the direct O-1s excitation. This decay simultaneously produces
an electron with the same energy as would occur if the photon had directly excited
the O-1s electron and a second coherent channel for the O-1s-to-photoelectron exci-
tation is thus provided by this resonant process (cf. discussion for MnO in [59]). In
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Figure 2.3: For RPE the resonance is associated within a single atoms (Y within
YSZ in this instance). The example shows that the photon energy must be suf-
ficient to excite the Y-3p electron into an unoccupied band state exhibiting the
fundamental character of Y-3d. In Fermi’s Golden rule (Eqn. 2.9) the first order
perturbation to the Hamiltonian given is the dipole approximation for the photo
processes 〈Y3d |ˆ · r˜|Y3p〉 and 〈Ep |ˆ · r˜|Y3d〉. The Y-3d photoemission (latter ex-
pression) is enhanced by the decay via an autoionisation transition from Y-3d to
Y-3p. This process produces an electron with the same characteristics as an elec-
tron excited directly (by a photon) from the Y-3d level. The coupling is given in
terms of the Coulomb interaction between the two states:
〈
Ep,Y3p
∣∣∣ 2r12 ∣∣∣Y3d,Y3d〉
(After Kay et al. [59]).
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Chapter 5 MARPE is used to study near-neighbour atoms, as well as subtle changes
in the types of bonding.
2.2.5 NEXAFS
X-ray absorption spectra (XAS) are usually characterised by a number of fine spec-
tral features close to the absorption edge. Near edge x-ray absorption fine structure
(NEXAFS), which is sometimes referred to as x-ray absorption near edge struc-
ture (XANES), usually represents the energy region from the absorption edge to
about 50 eV above the edge [43]. NEXAFS spectroscopy provides important in-
formation about the electronic and structural properties and is ideally suited for
studying adsorbed molecules [22]. The reasons for this are 1) x-ray absorption pre-
dominantly occurs from the excitation of core electrons, which makes this technique
elemental specific, 2) NEXAFS features are very sensitive to the local electronic
structure of adsorbates, which in turn provide information on the degree of interac-
tion between the surface and adsorbates, 3) NEXAFS excitations are governed by
the dipole selection rule, which allows the determination of molecular orientation
by varying the incidence angles of the polarised synchrotron beam, and 4) because
of the brightness of the synchrotron source, NEXAFS measurements can be read-
ily carried out for adsorbates at submonolayer coverages. NEXAFS uses so-called
electron yield measurements that are based on the measurement of photoexcited
electrons. As such, the NEXAFS spectrum reflects the electronic density of states
of the conduction band for the particular element within the material being studied.
The experimental and theoretical development of NEXAFS for the characterisation
of adsorbed molecules has been extensively reviewed by Sto¨hr [43], where details
about the advantages and disadvantages, and experimental setup for electron yield
measurements, are also examined. In Chapter 5, XPS measurements and NEXAFS
scans for YSZ are described and analysed. The results are compared to core-level
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Figure 2.4: For MARPE the resonance is associated with two neighbouring atoms
(for O and Y within YSZ in this instance). The example shows that the photon
energy must be sufficient to excite the Y-2p1/2 (L2) electron into an unoccupied band
state exhibiting the fundamental character of Y-3d. This transition is expressed by
Fermi’s Golden rule, Eqn. 2.9, with the first order perturbation of the Hamiltonian
given in terms of the dipole transition:
〈
Y3d |ˆ · r˜|Y2p1/2
〉
. The O-1s photoemission
〈Ep |ˆ · r˜|O1s〉 is enhanced by the autoionisation transition of Y-3d to Y-2p1/2. This
produces an electron with the same characteristics as an electron excited directly
(by a photon) from the O-1s level. This transition is expressed by Fermi’s Golden
rule, Eqn. 2.9, with the first order perturbation of the Hamiltonian given in terms of
the Coulomb interaction between the two states:
〈
Ep,Y2p1/2
∣∣∣ 2r12 ∣∣∣O1s,Y3d〉 (After
Kay et al. [59]).
19
energies obtained from first-principles calculations.
2.3 Neutron scattering experiments
A large amount of complementary information, which cannot be obtained by x-ray
scattering techniques, can be provided by neutron scattering. A typical thermal
neutron has a de Broglie wavelength of ∼1.8 A˚, which is comparable with e.g. the
wavelength of Cu-Kα x-rays (λ = 1.54 A˚), and these wavelengths are similar to
interatomic distances. Neutrons can penetrate much deeper than x-rays and as a
result of this have greater sensitivity to the bulk properties of materials. Neutron
scattering lengths appear to have no dependence on the inverse coordinate q and no
systematic dependence on the atomic number (Z), which results in many elements
having pronounced differences in the scattering power for x-rays and neutrons. The
excitation energy of a typical thermal neutron is of the same order of magnitude
as the excitation energies of solids, which means inelastic neutron scattering can be
used to study lattice excitation properties such as phonons and magnetic excitations
(magnons). Neutron scattering is an extremely useful probe for both static (elas-
tically and frequency-independent) and dynamic (inelastic, frequency-dependent)
properties of materials. Another advantage of neutron scattering is that this tech-
nique offers a sensitive probe for magnetism, and, further to this, neutrons can in-
teract with atomic electrons through electromagnetic dipole-dipole interactions [63].
Inelastic neutron scattering experiments can be performed with a triple-axis spec-
trometer, in order to investigate the lattice dynamics (phonon dispersion curves). In
Chapter 6 phonon dispersion curves for YSZ are determined experimentally and dis-
cussed together with phonon density of states obtained using first-principles calcula-
tions. The following section gives the required background to the neutron scattering
experiments described in Chapter 6.
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2.3.1 Neutron optics
Neutrons may be provided by a fission reactor and triple-axis spectrometers (TAS)
[64] are typically located close to the reactor core. The optics required include
neutron guides, collimators, monochromators and filters. For a TAS, the instrument
resolution depends on collimation settings, initial and final energies, together with
focusing conditions [65].
Neutron guides are typically used when there is some distance from the reactor
to the measurement instrument and are usually manufactured from highly reflective
(“supermirror”) boron glass plates (see [66], Sec. 3.2-8). Neutron tubes are another
form of guide and are used to transport slow neutrons away from the reactor without
losing intensity through the inverse square law. A guide that is slightly curved in
an arc filters out high-energy neutrons and gamma rays. A neutron guide tube
exploits the condition that the refractive index n for neutrons is less than unity for
most materials and total external reflection of neutrons can occur at the boundary
between a material and vacuum ([23], pp.71-75).
Crystal monochromators are used to select neutrons of specific wavelengths from
a white source ([23], p.89) and to measure neutron wavelengths ([23], p.84). For a
white neutron beam incident upon the planes of a single crystal at a glancing angle θ,
neutrons are Bragg reflected at the same glancing angle ([23], p.89, [66], Sec. 3.2-2).
A crystal monochromator that is configured to reflect neutrons of wavelength λ from
the (hkl) set of planes will, for the same crystal orientation, also reflect neutrons of
wavelengths λ/2, λ/3,.., from planes (2h,2k,2l), (3h,3k,3l),.., respectively. These are
known as second-order, third-order,..., reflections. The presence of multiple orders of
reflection is referred to as higher-order harmonic contamination ([23], p.90). Metallic
single crystals monochromators currently used include aluminium, copper, zinc and
lead. Pyrolytic graphite, which is a two-dimensional crystal with a layered structure,
is a highly effective monochromator of longer-wavelength neutrons, in the range from
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2 A˚ to 6 A˚ ([23], pp.90-91).
Neutron filters allow a high transmission rate of neutrons at a neutron energy
selected by the filter material ([23], p.81). Pyrolytic graphite, which is a typical
construction material, has orientational disorder within the planes making up its
layers ([23], p.82) and acts by removing higher order harmonics from the neutron
beam. For TAS, a filter located in the incident or scattered beams (dependent on
whether a constant-incident energy or constant-final energy is used, respectively)
can improve the signal-to-noise ratio of the measurement.
2.3.2 Cross-sections and nuclear scattering
Figure 2.5 is a schematic diagram of the geometry for a neutron scattering experi-
ment (see [23], pp.22-23). An incident neutron, which is in a state characterised by
the wave vector ki, is scattered to a new state specified by the wave vector kf . The
neutron is scattered by a nucleus, which is located at the origin, and the neutron
then moves to point r. The direction of scattering between the incident and scat-
tered beam is specified by the azimuthal angle ϕ and angle 2θ, and scattering is into
a cone of solid angle dΩ. For elastic scattering the magnitude of the wave vector
is unchanged; i.e. ki = kf . For inelastic scattering, energy is exchanged between
the neutron and the sample and the neutron either loses energy, ki > kf , or gains
energy, ki < kf . Measurement of the scattered neutrons can be used to determine
the neutron scattering cross-section, with several types of cross-section measurable
by different instruments.
The total cross section σtot is defined as:
σtot =
number of neutrons scattered in all directions per second
incident flux (I0)
, (2.12)
where the incident flux I0 is the number of neutrons striking a unit area of the
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Figure 2.5: An incident neutron ki, is scattered through azimuthal angle ϕ and
angle 2θ to a new state specified by the wave vector kf . The scattered neutron is
located within a cone of solid angle dΩ.
sample in unit time ([23], p.23), with the area measured being perpendicular to the
incident neutron beam:
I0 = neutron density × velocity . (2.13)
An incident plane wave of neutrons moving in the z-direction is described by the
wave function:
ψi = e
ikz , (2.14)
where k = 2pi/λ represents the wavenumber ([23], p.23). The nuclear radius is much
smaller than the wavelength of slow neutrons and consequently there isotropic s-
wave scattering can be assumed with no directional dependence. The wave scattered
by an isolated nucleus, as indicated in Fig. 2.5, can be given by:
ψf = −b e
ikr
r
, (2.15)
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where r is the distance from the scattering nucleus and b is the scattering length
of the nucleus ([23], p.24). The nucleus is assumed to be fixed, which results in
scattering that is elastic. The negative sign in Eqn. 2.15 ensures that most scatter-
ing lengths have a positive value. Scattering lengths are considered as parameters
that are determined by experiment for each distinct nucleus (represented as bl for
atom l) [67]. The units for cross-section are barns, where 1 barn = 10−28m2 and the
units for scattering length are in fermi, where 1 fermi = 10−15m.
The differential cross-section dσ/dΩ is defined as:
dσ
dΩ
=
number of neutrons scattered per second into a solid angle dΩ
I0 dΩ
, (2.16)
and is measured by a neutron diffractometer ([23], p.25). This instrument records
the scattered intensity as a function of the wave-vector transfer ki − kf , without
reference to changes in energy. Figure 2.5 shows how the detector subtends a solid
angle dΩ, indicated by the shaded area. The units for dσ/dΩ are barns/steradian
([23], p.25). The double differential cross-section is defined as:
number of neutrons scattered per second into
d2σ
dΩdEf
=
a solid angle dΩ with final energy between Ef and Ef + dEf
I0 dΩ dEf
,
(2.17)
where the dimensions are area per unit energy ([23], p.25). The double differential
cross-section is applicable to inelastic scattering experiments, where changes in neu-
tron energy are measured by a neutron spectrometer. The numerator in Eqn. 2.17
is proportional to the number of incident neutrons |ψi|2 and to the bandwidths of
dΩ and dEf . The incident flux I0 is given by |ψi|2 vi = |ψi|2 ~ki/mn ([23], p.25).
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2.3.3 Coherent inelastic scattering from single crystals
Inelastic neutron scattering is used to study atomic vibrations and other excitations.
Inelastic neutron scattering experiments involve the collision of a neutron with an
atomic nucleus and thus require measurement of the energy transferred between the
scattered neutron and the scattering system. Because there are no selection rules, all
vibrations are theoretically possible and observable ([68] [69], p.137). The frequency
spectrum of lattice vibrations can be measured by single crystal inelastic neutron
scattering experiments and the dependence of these frequencies on the wave vectors
of vibrations can be obtained ([23], p.251).
The normal modes of vibration of the crystal lattice have energy values that are
quantised and the associated quantum of energy is called a “phonon” ([23], p.252).
Neutron scattering by lattice vibrations, where a single quantum of vibrational en-
ergy is exchanged (between neutron and crystal) is known as one-phonon scattering
([23], p.255). The most important relations for one-phonon coherent scattering are:
Q ≡ ki − kf = H± q , (2.18)
and
~ω ≡ ~
2
2mn
(
k2i − k2f
)
= ±~ωj (q) , (2.19)
where Q is the scattering vector, ki and kf are the initial and final wave vectors of
the neutron (respectively), and H (which is often represented as G in many texts) is
the reciprocal lattice vector ([23], p.255). The phonon wave vector is q, and the H
± q term on the right-hand side of Eqn. 2.18 is justified because phonon dispersion
curves are periodic in reciprocal space. These vectors are represented in Fig. 2.6.
Equation 2.18 can be considered an expression for the conservation of momentum in
the scattering process and Eqn. 2.19 as expressing the conservation of energy ([23],
p.256). The positive sign on the right side of Eqn. 2.18 and Eqn. 2.19 is for a neutron
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Figure 2.6: The neutron beam ki is incident upon the sample and is scattered to a
new state kf . The vector Q = ki - kf , in inelastic scattering conditions, is such that
Q = H + q, where H is a reciprocal lattice vector and q is the vector representing
a phonon.
that loses energy (~ω > 0) and creates a phonon in the crystal (phonon emission).
The negative sign in these two equations indicates that a neutron has gained energy
(~ω < 0), and a phonon is annihilated in the process (phonon absorption). Neutrons
can be scattered by more than one phonon but this (multiphonon scattering) leads
to background scattering independent of Q. This n-phonon contribution is com-
monly encountered in thermal neutron scattering, where it appears as a relatively
small and smooth background beneath the one-phonon peaks. This is typically
a continuous function for both coherent and incoherent scattering, particularly at
high momentum transfers ([70], p.39), and is apparent for the experiments reported
in Chapter 6. Multiphonon scattering plays a more important role in experiments
that exploit inelastic incoherent scattering ([23], p.255). In inelastic molecular neu-
tron spectroscopy the double differential cross-section separates into coherent and
incoherent parts. At low temperature the incoherent one-phonon scattering part,
(d2σ/dΩdEf )incoh reduces such that neutrons are not allowed to gain energy by scat-
tering; these experiments only allow neutron energy loss ([23], p.284).
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Atoms are displaced away from their equilibrium positions which results in neu-
trons scattering in all directions in reciprocal space. For one-phonon processes this
inelastic scattering fulfills the conservation requirements of Eqn. 2.18 and Eqn. 2.19
and the dynamic structure factor Gj(q) represents the amplitude scattered by the
lattice wave (or normal mode). The expression for Gj(q,Q) is:
Gj (q,Q) =
∑
l
(
1
2mlωj (q)
)1/2
bl [Q · ej (q)]× exp (iQ · rl) exp [−Wl (Q)] ,
(2.20)
where rl is the position of the l
th atom in the unit cell, bl is the scattering am-
plitude and ml is the mass of atom l, ej(q) is the polarisation vector, ωj(q) is
the angular frequency, and exp[−Wl(Q)] is the Debye-Waller temperature factor of
the atom ([23], p.256). The double differential scattering cross-section for coherent
one-phonon scattering by the wave j(q) is given by the expression:
(
d2σ
dΩdEf
)
coh
=
kf
ki
· (2pi)
3
vc
∑
H
∑
jq
|Gj (q,Q)|2
×[nj (q) δ (ω + ωj (q)) δ (Q + q−H)
+ (nj (q) + 1) δ (ω − ωj (q)) δ (Q− q−H)] ,
(2.21)
where kf/ki represents the proportional change in the wavenumber of the scat-
tered neutron, vc is the volume of the unit cell and nj is the number of phonons
with energy ~ωj. The first sum is over all points H of the reciprocal lattice,
and the second sum is for all phonons q for phonon branches j. The expres-
sion nj (q) δ (ω + ωj (q)) δ (Q + q−H) is in reference to phonon absorption and
(nj (q) + 1) δ (ω − ωj (q)) δ (Q− q−H) refers to phonon emission ([23], p.257). The
conservation relations given in Eqn. 2.18 and Eqn. 2.19 are embodied within these
delta functions. Inelastic neutron scattering experiments measure the double differ-
ential cross-section (d2σ/dΩdEf )coh given in Eqn. 2.21, with energy transfer ~ω and
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Figure 2.7: Layout of TAIPAN TAS, from [71]: 1) monochromator shielding, 2)
ancillary shielding, 3) virtual source, 4) secondary beam shutter, 5) sapphire fil-
ter, 6) pre-monochromator collimators, 7) mobile wedges, 8) monochromator, 9)
collimators, 10) sample stage, 11) analyser stage, and 12) detector stage.
momentum transfer ~Q being the parameters of most interest ([23], p.259).
2.3.4 Triple-axis spectrometer
The triple-axis spectrometer (TAS) used for experiments conducted in this thesis is
the TAIPAN TAS at the OPAL reactor, located at the Australian Nuclear Science
and Technology Organisation (ANSTO), in Lucas Heights, Australia (see Fig. 2.7 for
layout and Fig. 2.8 for photograph). This spectrometer uses step-by-step procedures
in order to obtain information at a given point, or along a given direction, in (Q, ω)
space. Since its invention in the 1950s [24] the triple-axis spectrometer has been
used extensively for studying thermal excitations (phonons) and magnetic excita-
tions (magnons) in single crystals. The three axes of the spectrometer refer to the
monochromator, analyser and the sample stages, each of which can move through
angles independent of the other stages. Figure 2.9 is a schematic of a triple-axis
spectrometer with vectors that correspond to the wave vectors shown in Fig. 2.6.
The monochromator defines the wave vector ki of neutrons incident upon the sam-
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Figure 2.8: Photograph of TAIPAN TAS, from [65], with the monochromator shield-
ing, analyser, detector and sample stage labelled. The stages are suspended on
air-cushions that are able to move across a polished granite floor.
ple ([23], p.259). A channel in the heavy shielding of the monochromator permits
a neutron beam to pass through at a scattered angle 2θM and ki can be altered by
varying the Bragg angle θM . Neutrons scattered by the sample are then received by
the analyser. Scattered neutrons are then Bragg reflected through an angle 2θA by
the analyser and those neutrons with a specific wave vector kf are recorded by the
detector ([23], p.259).
Triple-axis spectrometers are instruments with demonstrated versatility for mea-
suring phonon dispersion curves and operate in either constant-Q or constant-energy
modes ([23], pp.259-262). The constant-Q method is employed extensively for
phonon measurements but for dispersion curves with high gradient, constant en-
ergy transfer ~ω are used. The excitations at a particular point Q in reciprocal
space (constant-Q scans) are measured by a somewhat complicated scanning pro-
cedure. If large single crystals are used then this method has an extremely good
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Figure 2.9: Schematic diagram of a triple-axis spectrometer. In the first stage the
monochromator selects an energy from the neutron source. The sample rotates
within the second stage and the analyser, which is located on the third stage, selects
the neutron wavelength to be detected. The geometry of the vectors in the diagram
matches the k vectors shown in Fig. 2.6.
signal-to-noise ratio. Another advantage of working with fixed kf is that the experi-
mental intensities can be compared directly with the quantity |Gj (q,Q)|2, expressed
in Eqn. 2.20 ([23], p.262).
2.3.5 Phonon dispersion curves
Lattice-dynamical models are used for interpreting many characteristics of a crys-
tal that cannot be explained by static models (see [23], p.251). Vibrations moving
through a three-dimensional crystal have a longitudinal component of vibration,
which brings about atomic displacements along the direction of propagation ([23],
p.254). When modelling this with a one-dimensional chain and wavelength of longi-
tudinal waves very large compared to the spacing a between the atoms, then prop-
agation of the wave (at the velocity of sound vs) is similar to that of compression
waves in a continuum ([23], pp.251-252). The energy of these waves can be quan-
tised and the associated quantum of energy is a phonon. A phonon dispersion curve
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Figure 2.10: Illustration depicting longitudinal acoustic (LA) and transverse acoustic
(TA) branches of a phonon dispersion curve. The two axes are the frequency (energy
transfer value) at which the phonon is measured and the position in q-space of the
phonon measurement.
shows the dependence of the angular frequency ω, for a specific mode of vibration,
at the wave number q (=2pi/λ).
In addition to atomic displacement of atoms along the direction of propagation
described by a longitudinal wave, the displacement perpendicular to the propagation
is represented by transverse waves ([23], p.253). Further patterns of vibration include
those for a diatomic chain, where atoms of different elements move against each other
(the optic modes) ([23], p.253). Figure 2.10 illustrates the form of a dispersion curve
including longitudinal acoustic (LA) and transverse acoustic (TA) phonon branches.
The slope dω/dq near the origin (see Fig. 2.10) gives the value for the macroscopic
sound velocity vs. For larger q values the dispersion relation is distinctly non-
linear and for acoustic waves the frequency has a maximum value at q = pi/a. The
dispersion relation range ±pi/a denotes the boundary of the first Brillouin zone, with
all possible frequencies included within this space.
Thermodynamic properties of solids, such as the lattice specific heat, can be
calculated after evaluating the frequency distribution, or phonon spectrum, of the
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solid ([25], p.376). The frequency distribution Z(ω) is defined such that Z (ω) ∆ω
is the fraction of vibrational frequencies in the interval between ω and ω + ∆ω.
Z (ω) =
1
3N
∑
j,q
δ [ω − ωj (q)] , (2.22)
where Z(ω) is also known as the one-phonon density of states ([25], p.28), N is
the number of primitive cells in the crystal, j denotes the branch of the phonon
dispersion curve ([25], pp.374, 377), q are the wave vectors determined by the crystal
geometry, and the frequency distribution is normalised. By considering q values that
are closely spaced:
Z (ω) =
V
3N (2pi)3
∑
j
∫
dS
|∇ωj (q)| , (2.23)
where V is the volume of the crystal ([25], p.375), dS is an element of the con-
stant frequency surface, corresponding to the frequency ω for the jth branch of the
dispersion curve. The frequency spectrum given by Eqn. 2.23 exhibits singularities
whenever ∇ωj (q) vanishes ([25], p.377). The “group velocity” is the velocity at
which the envelope of the wave propagates through space and is given by dω/dq.
The points at which the group velocity is zero, the so-called “Van Hove singular-
ities”, are typically located at Brillouin zone boundaries. If some components of
the gradient are discontinuous as they change sign while the remaining components
vanish, then this also leads to singularities in Z (ω). These singularities occur in
q-space at the so-called “critical points” and frequencies associated with these are
called “critical frequencies” ([25], p.377). The phonon density of states is expressed
as:
D (ω) =
V
(2pi)3
∫
dSω
vg
, (2.24)
where vg is the group velocity, and the integral is taken over the area of the surface
of constant ω in K space ([26], p.118). This result refers to a single branch of
32
the phonon dispersion relation. Van Hove singularities, given by “flat” regions of
phonon dispersion bands, can be compared with peaks in the vibrational density of
states. The phonon density of states can be measured directly in experiments by
using polycrystalline powders where this measurement is equivalent to integrating
the phonon dispersion curve over the entire Brillouin zone. In Chapter 6 results from
TAS measurements of a phonon dispersion curve for YSZ with 8-9 mol % Y2O3 are
discussed with reference to calculated phonon density of states for YSZ models with
a similar Y2O3 concentration.
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Chapter 3
Theory and Methodology
3.1 The many-body problem and the Schro¨dinger
equation
A fundamental postulate of Quantum Mechanics [72, 73] is that the state of a system
at any given time is completely described by its wavefunction, Ψ. The wavefunction
is obtained by solving the Schro¨dinger equation and thus all information about the
system is obtained from the solution. The Schro¨dinger equation is a wave equation
that can be obtained by substituting operators for their classical counterparts. Each
of these operators corresponds to an observable, or property, of the system. Solution
of the Schro¨dinger equation requires knowledge of the Hamiltonian, which is the
energy operator applied to the system’s wavefunction. For a system of Ne electrons
and Nn ions, the non-relativistic Hamiltonian can be written as:
H =
Ne∑
i
p2i
2m
+
Nn∑
I
P2I
2M
+ Vee (r) + Ven (r,R) + Vnn (R) , (3.1)
where r is the coordinate of an electron, R is the coordinate of an ion, and m and
M are the masses of an electron and ions respectively. The first term represents
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the kinetic energies of the electrons (also referred to as Te), and the second term is
the kinetic energy of the ions (Tn). The Coulomb interactions are represented for
electron-electron, electron-ion and ion-ion terms by Vee(r), Ven(r,R) and Vnn(R) re-
spectively. The electrons and nucleus are affected by each other due to their mutual
Coulomb attraction. Within this picture, the electrons and ions move relative to
each other while always under the influence of their mutual attraction. This renders
the form of the Schro¨dinger equation shown in Eqn. 3.1 as only being able to solve
the simplest, and thus smallest, of atomic systems.
A simplification to the Schro¨dinger equation can be made by considering that
electrons have far smaller mass than that of the nuclei (m  M). Consequently,
electrons move with much higher velocities than ions and, by considering small
enough time scales, the ions are regarded as being stationary. The ionic kinetic
energy term within the Schro¨dinger equation can thus be set to equal zero (i.e.
Tn = 0), which allows for decoupling of the equations of motion for the electrons
and nuclei. This is the Born-Oppenheimer approximation [74, 75] and within this
treatment the electrons are considered as moving in the Coulomb potential of sta-
tionary ions. The Schro¨dinger equation is now compartmentalised and is dependent
only on electron coordinates. A non-relativistic treatment of the wavefunction can
be calculated with the electronic Schro¨dinger equation, where a single electron of
mass m moves in a potential v(r) due to the ions and other electrons.
HeΨ(r) = [Te + Vee + Ven] Ψ(r) = εΨ(r)[
−~
2∇2
2m
+ v(r)
]
Ψ(r) = εΨ(r) ,
(3.2)
where ~ is the reduced Plank constant (= h/2pi), ∇ is the Laplacian operator, Ψ
is the eigenvector and ε the energy eigenvalue of the time-independent Schro¨dinger
(eigenstate) equation.
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For the many-body problem the Schro¨dinger equation becomes:
[
Ne∑
i
(
−~
2∇2i
2m
+ v(ri)
)
+
∑
i<j
U(ri, rj)
]
Ψ(r1, r2 . . . , rN) = EΨ(r1, r2 . . . , rN) ,
(3.3)
where Ne is the number of electrons, U(ri, rj) is the collective electron-electron inter-
action, and E is the eigenvalue solution of the many-body eigenstate, Ψ(r1, r2 . . . , rN).
A solution to this many-body Schro¨dinger equation is essentially impracticable, so
approximate solutions have to be obtained. A major demand placed on condensed
matter physics is to identify approximations that are both useful and workable.
These approximations must encompass the fundamental physics of a particular prob-
lem and provide the most accurate solutions possible for that problem.
The solution of the Schro¨dinger equation by a quantum mechanical approach can
be summarised by 1) a system dependent potential v(r) is specified and inserted into
the Schro¨dinger equation, 2) the equation is solved for the wavefunction Ψ, and 3)
observables are obtained by performing measurements on this wavefunction (i.e. ex-
pectation values are found by applying operators to this wavefunction) [76, 77]. An
observable that can be calculated by this methodology is the electron density of the
system:
n(r) = N
∫
d3r2
∫
d3r3 . . .
∫
d3rNΨ
∗(r, r2 . . . , rN)Ψ(r, r2 . . . , rN) . (3.4)
Over the past few decades persistent research has continued into developing
methods for solving the Schro¨dinger equation. Some implementations have been
successful, with an example from chemistry being that of configurational interaction
(CI) [72]. This particular method is built on the systematic expansion of Slater de-
terminants. These methods have the advantage that they are almost exact, but have
the disadvantage that they place considerable demands on computational resources.
When solving for condensed matter systems, which are generally large and complex
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in nature, achieving a solution by these methods is effectively unachievable.
A solution to this problem is provided by density functional theory (DFT) which
includes a simple and efficient approach for “solving” the many-body equation and
provides a methodical approach for projecting a many-body problem onto a single
body problem. For DFT the principal observable variable is the particle density
n(r); the calculation proceeds from the particle density and all other observables
are based on this n(r). A considerable amount of knowledge about materials, in-
cluding electronic, magnetic and structural properties, has been obtained by using
DFT calculations.
The key aspect of DFT is that knowledge of the particle density n(r) implies
knowledge of the wavefunction and the potential, and from these all other observ-
ables can be obtained [77]. In order to understand how an implementation of DFT
is obtained, one that can be used in practical electronic structure calculations, the
basis of the theory will be outlined. This foundation includes two complementary
seminal works, the Hohenberg-Kohn theorem and the Kohn-Sham theorem.
3.2 Initial formulation of DFT: Hohenberg-Kohn
theorem
Hohenberg and Kohn provided the essential justification for using electron density as
the fundamental variable for determining the ground state energy of a system [78].
The first Hohenberg-Kohn (HK) theorem states that for a system within an external
potential v(r), a non-degenerate ground state wavefunction Ψ0 is a unique functional
of the ground state density n0(r). There is a one to one mapping that exists between
the external potential v(r), the wavefunction Ψ0, and the ground state density n0(r).
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The total energy functional can be written as:
Ev [n] = min
Ψ→n
〈Ψ |Te + Uee|Ψ〉+
∫
n(r)v(r)d3r
= FHK [n] + Vext [n] ,
(3.5)
where the Hohenberg-Kohn functional FHK [n] = min
Ψ→n
〈Ψ |Te + Uee|Ψ〉 is indepen-
dent of the potential v(r) (located within the second term of Eqn. 3.5). The FHK
functional is determined only by the kinetic energy of the electrons Te and the
electron-electron interaction Uee. The second term of the total energy functional,
Vext[n], is defined as the (induced) total external potential due to v(r) and n(r).
The internal energy functional is universal and this allows the ground-state wave-
function Ψ0 to be defined as the antisymmetric N -particle function that leads to the
minimum of FHK [n] and reproduces the ground-state density n0.
The second Hohenberg-Kohn theorem states that, when influenced by an exter-
nal potential v(r), the ground state energy is given by:
Ev,0 = Ev [n0] = 〈Ψ [n0] |He|Ψ [n0]〉 , (3.6)
where He = Te + Uee + v(r). The ground state energy has the variational property:
Ev [n0] ≤ Ev [n′] , (3.7)
where n0 is the density of the ground state, n
′ is a non-ground state density and the
equation has similar properties to other variational principles found in quantum me-
chanics. In such variational calculations the expectation value for the Hamiltonian
acting upon a trial wavefunction Ψ′, which is not the wavefunction of the ground
state Ψ0, cannot have a lower energy value than that of the true ground-state energy.
Ev,0 = Ev [Ψ0] = 〈Ψ0 |He|Ψ0〉 ≤ 〈Ψ′ |He|Ψ′〉 = Ev [Ψ′] . (3.8)
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If an expression for FHK [n] in Eqn. 3.5 is known then the Schro¨dinger equation
could, in principle, be solved implicitly. However, HK theorems do not specify an
explicit expression for FHK [n] and a solution to this functional is still unknown. In
order to create a working solution to the Schro¨dinger equation, Kohn and Sham
proposed a single body orbital approach to deal with the variational problem found
in the HK theorem approach. This treatment brought into being the “Kohn-Sham
DFT” formalism.
3.3 A workable DFT formulation: Kohn-Sham
theorem
Kohn and Sham [79] transformed the many-body formulation into an exactly equiv-
alent set of self-consistent single-body equations. They achieve this by using an
ancillary non-interacting system which has an electron density equal to that of the
real system. The single-particle Schro¨dinger equation is expressed as:
[
−~
2∇2
2m
+ vs (r)
]
φi (r) = iφi (r) , (3.9)
where vs (r) is the local single-particle potential of the non-interacting particles and
φi (r) are the single particle orbitals of a fictitious non-interacting system. These
orbitals are used to obtain the ground state density n0 (r), which is identical to that
in the original system:
n0 (r) =
Ne∑
i
|φi (r)|2 . (3.10)
With this formalism the total energy functional is written as:
Ev [n] =
∫
vs (r)n (r) dr +
1
2
q2
4pi0
∫ ∫
n (r)n (r′)
|r− r′| drdr
′ + Γ [n] , (3.11)
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where q is the charge of an electron and Γ [n] ≡ Ts [n] + EXC [n]. EXC [n] is the
exchange-correlation energy functional of the interacting system with density n (r).
The effective single-particle potential vs (r) contains the external potential v (r), the
classical Coulomb potential and the exchange-correlation potential vXC (r):
vs (r) = v (r) +
∫
n (r′)
|r− r′|dr
′ + vXC (r) , (3.12)
where
vXC (r) =
δEXC [n (r)]
δn (r)
.
These four equations (i.e. Eqn. 3.9 to Eqn. 3.12) are known collectively as
the Kohn-Sham (KS) equations. Eqn. 3.12 demonstrates that the single-particle
potential vs (r) is dependent on the density. The KS equations thus have to be
solved self-consistently. For the calculation to proceed, an initial guess is made for
n (r) and, using this value, Eqn. 3.12 can then be used to determine vs (r). This value
for vs (r) is then used to solve φi, for the differential equation shown as Eqn. 3.9.
For these φi values, a new ground state density is then calculated using Eqn. 3.10.
This instance of the ground state density then becomes the starting point for the
next calculation. The process is repeated until the calculation converges: i.e. until
consecutive changes in total energy, charge density or another observable derived
from these, are found to be within a certain predefined tolerance. This iterative
process is called a “self-consistency cycle”. A variety of convergence-accelerating
algorithms can also be used, such as the mixing of old and new effective potentials.
Once convergence has been attained, n0 can then be used in Eqn. 3.11 to calculate
the total energy.
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3.4 Local and semi-local approximations, and
beyond
LDA and GGA
The formulation of DFT already stated is essentially exact. However, the exchange-
correlation (EXC term) is approximated because an exact form of this functional is
not currently available. This means that methods had to be developed in order to
estimate EXC. The approximations used are not part of the Kohn-Sham formulation
and are constructed by considering the physical properties of other systems. The
exchange-correlation functional can be analytically approximated within the exact-
exchange formalism. An analytical solution is obtained for the exchange part but
an approximation is required for the correlation part. Historically, the local-density
approximation (LDA) could be considered the most important approach for approxi-
mating the exchange-correlation functional. The LDA is the simplest approximation
and its implementation has been a remarkable success. In this approach EXC is ob-
tained by using the exchange-correlation energy of a homogeneous electron gas.
The exchange energy EX[n] is obtained by the following process: For a homoge-
neous electron gas the exchange energy (per volume) is expressed precisely as:
ehomX (n) = −
3q2
4
(
3
pi
) 1
3
n
4
3 , (3.13)
so that the LDA for EX is given by:
ELDAX [n] = −
3q2
4
(
3
pi
) 1
3
∫
d3r n (r)
4
3 . (3.14)
The approach for determining the correlation energy EC[n] is more complicated
because ehomC (n) is not known exactly. Further to this, evaluating the correlation
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energy of a homogeneous interacting system (i.e. an electron gas) is a complex
many-body problem in itself. Approximations for ehomc (n) are, however, obtainable
by using highly accurate Quantum Monte Carlo (QMC) calculations for a homoge-
neous electron gas, as developed by Ceperley and Alder [80]. Parameterisations of
their data are used to create current expressions for ehomc (n) [81, 82].
A formal expression of the LDA for EXC[n], which is independent of parameter-
isation, is given as:
EXC [n] ≈ ELDAXC [n] =
∫
ehomXC (n) |n→n(r)dr =
∫
ehomXC (n (r))n (r) dr , (3.15)
where ehomXC = e
hom
X + e
hom
C . The corresponding XC potential is given by the expres-
sion:
vLDAXC [n] (r) =
∂ehomXC (n)
∂n
∣∣∣∣
n→n(r)
. (3.16)
Historically, this has been a highly successful approach for approximating EXC[n].
This is the case even though the reference system for the LDA, formulated as it is by
considering a homogeneous electron gas, can be very different to that of the systems
it is applied to. Although LDA is used widely, this technique has the disadvantage
that some physical and chemical properties are not estimated accurately. This prob-
lem is observed for cohesion and binding energies which are typically over-bound;
they are usually larger than reported experimental values, with the consequence that
lattice constants and bondlengths are smaller than those obtained by experiment.
This local description can be extended, as is seen in the case of the generalised gra-
dient approximation (GGA).
The general form of a GGA functional is:
EGGAXC [n] =
∫
f(n(r),∇n(r))dr (3.17)
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≡
∫
n(r)homX FXC(n,∇n)dr ,
where FXC(n,∇n) is the enhancement factor and homX is the exchange energy of
the homogeneous electron gas. The difference in GGAs is dependent on the choice
of FXC(n,∇n). This choice leads to more pronounced differences between GGAs
than the differences found in LDAs due to parametrisation. Essentially there is
only one correct expression for homXC while the differences in the LDAs are due to
variations in the way the parametrisations are implemented. The GGA functional
used with calculations in the present work come from Perdew, Burke and Ernzerhof
(PBE) [83]. The enhancement factor FPBEXC for this functional is:
FPBEXC = 1 + κ
(
1− 1
1 + µs
2
κ
)
, (3.18)
where s is a dimensionless density gradient:
s =
|∇n|
2kF n
, (3.19)
where kF is the Fermi wavevector.
In GGA-PBE, µ = 0.21951 is the effective gradient coefficient for exchange. This
coefficient cancels the correlation value when the reduced density gradient s tends to
zero. The constant κ is arrived at empirically, and is taken to be 0.804 [83]. GGA-
PBE includes features from LDA that are correct, and combines these with the
most energetically important features of the gradient-corrected nonlocality. Results
obtained from calculations with this GGA functional are in agreement with those
obtained with the GGA-PW91 functional [84], with GGA-PBE having a simpler
functional form.
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Meta-GGA
The next-most-accurate approximation above GGA in the so-called “Jacob’s ladder”
of density functional approximations is meta-GGA [85]. These functionals include
information from n(r), ∇n(r) and ∇2n(r) (see [86], p.217). The kinetic energy
density for Kohn-Sham orbitals is given in practice by:
τ (r) =
1
2
∑
occupied states
|∇ϕi (r)|2 , (3.20)
where this contains similar physical information as when the Laplacian is applied
to the electron density. This quantity has a number of advantages, and so τ(r)
can be used in meta-GGA functionals in the place of ∇2n(r). An example of a
nonempirical meta-GGA functional is the Tao-Perdew-Staroverov-Scuseria (TPSS)
functional [87].
Hybrid functionals
Hybrid functionals are the most accurate formulation of the exchange-correlation
functional and include Hyper-GGA (see [86], pp.218-219). Hybrid functionals use
an exact exchange energy which can be derived, as for Hyper-GGA, from the ex-
change energy density. The exchange energy is nonlocal and cannot be evaluated
at one spatial location unless the electron density is known for all spatial locations,
which adds a level of complexity that is not present in local functional calculations.
One of the most widely used Hybrid functionals in the chemistry community is the
B3LYP, which includes the Becke exchange functional [88] and the Lee-Yang-Parr
correlation functional [89].
At the time of the development of hybrid functionals the large computational
effort required to evaluate the Hartree-Fock exchange under periodic boundary con-
ditions, HF/DFT hybrid schemes had rarely been applied to periodic systems. This
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situation has now changed and there are numerous publications reporting detailed
calculations of structural, thermochemical, and electronic properties of extended
systems using hybrid functionals. Indeed, for studies of certain systems (e.g. de-
fects and dopants in oxide-based semiconductors), use of hybrid functionals has be-
come almost mainstream, where the HSE (Heyd-Scuseria-Ernzerhof) [90] exchange-
correlation functional is typically the one of choice.
3.5 Bloch functions and the supercell method
Within DFT calculations, three dimensional ordered solids are composed of an in-
finite number of atoms. The positions of these atoms are related by certain sym-
metries that are intrinsic to crystal structures. Condensed matter systems may be
effectively described by utilising these symmetry properties, whereby the infinite
size of the bulk material or surface may be reduced to the basic unit cell by using
periodic boundary conditions (PBC). The Bloch theorem (see [26], p.167) can then
be applied, and in so doing translational symmetry is used in order to construct the
Hamiltonian and the wavefunctions. In the Bloch theorem the wavefunction of a
periodic system can be described as the product of a plane wave eik.r with a function
that describes the lattice periodicity uk(r):
φk (r) = e
ik.ruk (r) , (3.21)
uk (r) = uk (r + T) , (3.22)
where k is the wave vector that is located within the first Brillouin zone and T is a
vector that describes the Bravais lattice. The φk (r) are the fictitious one-electron
wavefunctions known as Bloch functions.
The total energy of a periodic system is obtained by summing the eigenvalues
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for all occupied states. This summation can be generalised to an integration over
the first Brillouin zone. By using the symmetry of the unit cell the integration over
the first Brillouin zone may be further diminished to being the integration over the
irreducible part of the Brillouin zone. This can be performed as a summation over
discrete points, called k-points, which are located within reciprocal space. A variety
of methods have been developed for the efficient generation of k-points. The most
commonly used is the scheme attributed to Monkhorst and Pack [91].
In many instances the unit cell is not large enough to describe important interac-
tions at dilute concentrations of the bulk material. These can include defect-defect,
dopant-dopant or, in the case of surface studies, adatom-adatom interactions. Imple-
menting these requires a lowering of certain symmetries within the crystal structure
and hence the unit cells are extended in three dimensions to form larger supercells.
Surfaces may also be studied, by using PBC, where an infinite number of slabs are
each separated by regions of vacuum. Typically the slabs are several atomic layers
thick and of infinite extent in the lateral directions. In the present work only bulk
materials are studied.
3.6 Basis set representation in the DMol3 code
The various DFT codes are all based on the same theoretical framework. However,
considerable differences can be found between the various implementations of DFT.
The three most accepted implementations of DFT are 1) augmented functions, 2)
plane waves, and 3) localised orbitals as, or within the scope of, a basis set construc-
tion.
Historically, solid state physicists used augmented functions and plane waves with
PBC. Common implementations of augmented functions include the full-potential
linearised augmented plane wave (FP-LAPW) method [92] and the full-potential
linearised muffin-tin orbital (FP-LMTO) method [93]. For the FP-LAPW method
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real-space is separated into two regions. Calculation of the region around the atoms
is achieved by using products of radial functions and spherical harmonics, the so-
called “muffin-tin” atomic spheres. Plane-waves are used for calculating the inter-
stitial region. The FP-LMTO method is similar to FP-LAPW in that real-space is
also separated into atomic-sphere regions (using atom-like functions) and interstitial
regions. For FP-LMTO the interstitial region is formed using localised functions ob-
tained from scattering theory (such as Hankel functions). FP-LAPW and FP-LMTO
use similar approaches and differ mainly in their treatment of the interstitial region.
Both methods, with their full-potential all-electron methodology and high nu-
merical accuracy, are considered the “golden” benchmark to which all other DFT
electronic structure calculations can be assessed. For these methods the basis set
implementation can be effectively improved by increasing cut-off values for maxi-
mum length of the reciprocal lattice vectors and the highest l-component within the
atomic spheres. Both characteristics are desirable because they enable more control
over these DFT calculations, which in turn can lead to results with higher accuracy.
However, problems can arise due to such calculations being over demanding on com-
puter resources. The size of cells used is typically small (i.e. ≤ 100 atoms per unit
cell) and the size of the required basis set is usually very large, which means that
these method are quite computationally intensive.
An alternative approach is to use a plane-wave basis set. This method is less
demanding computationally and utilises a simpler mathematical basis set than that
used for FP-LAPW or FP-LMTO. In this technique the valence electrons in the
outer regions of atoms are left unaltered (when compared with all-electron calcula-
tions) but the core-electrons are replaced by a pseudopotential. A replacement can
be made because core-electrons are not used to determine most chemical, electronic
and optical properties within DFT calculations. Calculation of electronic structure
can be made in a mathematically straightforward manner because core-electrons are
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not explicitly included in atomic configurations. Expanded plane-waves are used to
represent valence electron densities and the Coulomb potential. Hamiltonian ma-
trix elements are produced, somewhat conveniently, by evaluating the Fourier series
derived through expansion of these plane waves [94]. When plane waves are used in
conjunction with efficient iterative techniques, this method can then be applied to
larger systems (i.e. ≥ 100 atoms per unit cell).
The problems of foremost interest for the chemistry community are those related
to the properties of molecules, where PBC are not applied. In this instance localised
orbitals are utilised, and wavefunctions are expanded as atomic (or atomic-like) or-
bitals [95]. This method can be implemented as either a pseudopotential approach,
which emulates the influence of core-electrons, or as an all-electron treatment that
does not use the pseudopotential approximation. This approach is usually imple-
mented with Gaussian-type basis functions and, with the introduction of more ad-
vanced numerical techniques, numerical functions are also used. For some time now
DFT codes have been implemented that extend localised basis sets to include PBC.
These DFT codes can be used for calculations with either molecules or solids. An
example of one such computer implementation is DMol3, which is an all-electron
code that is used for all calculations in this doctoral thesis.
For standard DFT implementations where a basis set is comprised of localised
functions, the molecular orbitals φi(r) generally expand as linear combinations of N
atom-like basis functions χj(r), the values for which are retained during a calcula-
tion.
φi (r) = c1χ1 + c2χ2 + . . .+ cNχN (3.23)
=
N∑
j=1
cijχj (r) ,
where the coefficients cij provide the contribution weight of each N atom-like or-
bital to the molecular orbital. These cij are optimised during the calculation and
48
are known as the corresponding expansion coefficients for these Kohn-Sham orbitals.
Equation 3.23 is the master equation for all DFT codes and any difference (in these
codes) is solely due to the type of basis function used.
The DMol3 code [95, 96] can facilitate the calculation of solid-state properties
by using PBC. The basis functions used in DMol3 are highly efficient localised nu-
merical atomic orbitals. The efficiency and accuracy of the functions are difficult to
reproduce with alternative basis sets. The important properties of these functions
include a cusp at the atom nucleus, square integrability and exponential decay for
large distances from the nucleus.
For molecular calculations using DMol3, and in the limit of dissociating molecules,
the description of individual atoms by their atomic orbitals as basis functions is
almost exact. This has the clear advantage that basis set superposition error is
reduced significantly. This has been shown as a serious source of error in alterna-
tive localised basis sets, and has been observed in (the generally accepted) Gaussian
functions when the basis set is too small. The atomic orbitals used in DMol3 have
an additional advantage that they can be used to describe all types of compounds,
including atoms, molecules, clusters and solids. These calculations can proceed with
the inclusion or exclusion of PBC, where (usually) only a very small number of basis
functions are required in both cases. These particular atomic orbital functions can-
not, however, be integrated analytically and must be solved by numerical integration
methods. Further to this, improvement of the DMol3 basis set cannot proceed in
a systematically manner, whereas basis sets can be improved for the plane wave
method.
DMol3 starts its operation by predetermining the basis functions by using an
initial self-consistent DFT calculation. This initial calculation is performed for free
spherical atoms and is conducted for all elements present in the system. The atomic
orbitals are automatically modified according to the specific exchange-correlation
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functional (e.g. LDA or GGA) chosen. The basis functions are then calculated and
are fully characterised on a radial grid. The smallest basis set possible, the minimal,
consists of all orbitals occupied in the ground state of free atoms. Determination of
this basis set is made via a calculation involving only the neutral atom. The minimal
basis set can be initially extended, and in a natural way, by considering the atomic
orbitals of free positive ions. This extension is the way that DMol3 code proceeds.
Free ions are created by removing one or two electrons from a neutral atom. A
second set of orbitals, based on these free ions, can then be calculated and used to
extend the minimal basis set. The ensuing basis set is comprised of contributions
from both the minimal basis as well as the added ionic basis functions obtained for
valence electrons, and is called the double numeric (abbreviated to dn) basis. This
approach corresponds to double zeta basis functions that occur in quantum chem-
istry. The dn basis set can be further extended by adding the so-called polarisation
functions. These functions are the hydrogenic orbitals of higher angular momentum
and can be crucial for correctly describing chemical bonding. In this instance the
atom used has one electron, which is confined to a particular orbital, usually a d- or
f -orbital. Basis sets that include these additional polarised functions, called double
numeric d-functions (abbreviated dnd) and double numeric plus polarisation (dnp)
functions, are available within DMol3. These sets can be augmented by additional
polarised functions to form the all-electron basis set, which is the largest basis set
available in DMol3.
For solids, and thus when PBC are used, the natural choice for a DFT calcula-
tion with a wave basis set would be to use Bloch functions. These functions may
not, however, seem as obvious a choice for a localised atomic orbital basis set. For
localised orbitals, in order to fulfill the necessary constraints imposed by Bloch’s
theorem then 1) each basis function χα is centred at a nucleus, 2) the χα translate
to all positions of the nucleus α, and 3) all image unit cells at positions n are de-
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fined by the lattice vectors Tn. These basis functions are then considered the Bloch
functions ϕkα, and are dependent on the k-point, k.
ϕkα =
∞∑
n=−∞
eik.Tnχnα (r−Tn) . (3.24)
There are many advantages in using atomic orbitals as basis functions when con-
ducting studies of materials properties. The primary advantage is that the number
of basis functions is typically less than for FP-LAPW and APW+lo codes, without
compromising accuracy of the calculations. As a consequence of this the calcula-
tions run faster, providing higher efficiency whilst not compromising the accuracy
required. There is the added advantage that multi-dimensional heterogeneous sys-
tems, such as atoms, molecules, clusters, surfaces and solids can all be conducted
with the same type of basis functions. An example where this property would be
of particular importance is that of heterogeneous catalysts, where reactant gases
interface with low-dimensional active nanoparticles which, in turn, are embedded
on the surface of a support material.
3.7 Electronic density of states
Once a DFT calculation has run to completion there are a number of physical
quantities that can then be calculated. A calculation of great importance is the
electronic density of states (DOS) (see [86], pp.179-188). Electronic DOS is used
(e.g.) to classify the bulk material and to ascertain the existence and characteristics
of magnetic properties. The energy density of states D(ε) is useful when dealing
with sums over functions, such as F (εk), which depend on the k-states that act
through an energy function εk ([97], pp 139-141):
∑
kσ
F (εk) = ν
∫
dεD(ε)F (ε) , (3.25)
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where ν is the volume of the material and the Pauli exclusion principle allows two
electrons with opposite spins (σ) to be present for each k-point. To find D(ε), the
relationship between the summation and integration of density of states 2
ν
∑
k ≡∫
[dk] is used, giving:
∑
kσ
F (εk) = ν
∫
[dk]F (εk)
= ν
∫
dε
∫
[dk]δ(ε− εk)F (εk) ,
(3.26)
where integration of the δ function with respect to ε produces a value of unity. The
integration is performed initially with respect to k, and then Eqn. 3.25 is compared
with the second part of Eqn. 3.26, which leads to an expression for the density of
states D (ε).
D(ε) =
∫
[dk]δ(ε− εk) , (3.27)
where the units of density of states are often expressed as 1/(eV atom). The defini-
tion of electronic DOS is:
D(E)dE = number of electron states with energies in interval (E, E + dE) ,
(3.28)
and is calculated by summing the electronic states in interval dE, for a specified
energy range.
The electronic DOS is used to classify the bulk material by inspecting the
bandgap, which is located between the valence and conduction bands in insulators
and semiconductor materials. The presence and extent of the band-gap indicates
whether the bulk material is a metal, semiconductor or insulator. Where there is
no bandgap the material is a metal. A bandgap of less than 3 eV (a value which is
decided somewhat arbitrarily) indicates that the material is a semiconductor and a
bandgap larger than 3 eV indicates an insulator. The band-gap in DFT calculations
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can, typically, be underestimated [98, 99] and correction methods for this problem
have, in some instances, been achieved (see, e.g. [100]).
In order to interpret the structure of a material, a knowledge of states that are
important in the vicinity of specific atoms is useful. A standard way of finding this
is by calculating local density of states (LDOS). The LDOS is defined as the number
of electronic states at a specific energy that appear in a specified volume around the
nuclei. This calculation is performed within a sphere that bounds the extent of the
atom, the volume of which can be specified. LDOS can be split to specify the partial
density of states (pDOS) due to s-, p- and d-orbitals of an element.
In the studies presented in this thesis all-electron calculations are performed us-
ing the DMol3 code [95, 96]. This means the electron density of core-electrons are
obtained, as well as the corresponding core-level energies. In Chapter 5, core-level
energies for specific atomic orbitals are compared with binding energies measured
in XPS experiments.
3.8 Phonon density of states
Vibrational frequencies between atoms can be calculated for isolated molecules, as
well as for collections of atoms and molecules on surfaces (see [86], pp.113-128).
For bulk materials the characteristic vibrational states are phonons. A practical
technique for calculating phonon frequencies is by using classical lattice dynamics.
This method uses the construction of a matrix of force constants and uses these to
build a dynamical matrix for a specific wavevector k. The dynamical matrix is then
diagonalised to obtain the phonon frequencies and the phonon density of states g(ω)
[101]. For electronic structure calculations the concepts of interatomic potential and
the energy of the atom are not well defined. However, the force constants can be
determined and are equal to the second derivative of the total energy with respect
to ionic displacements from equilibrium ∂2U/∂ui,α∂uj,β, which can be calculated
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numerically or analytically.
Numerical calculation carries out a static lattice calculation for a system in which
one atom is displaced slightly from equilibrium and the restoring forces Fj,β are then
evaluated:
Φi,α,j,β =
∂2U
∂ui,α∂uj,β
=
Fjβ
ui,α
, (3.29)
where Φ is the matrix of force constants ui,α is the displacement of the i
th atom in
the α direction and uj,β is the displacement of the j
th atom in the β direction.
One of these calculations provides a single row of the matrix of force constants
Φ. The determination of other rows of this matrix can proceed by using symmetry
arguments. The force constant range is restricted to less than one half the size of the
cell used in the calculation and so large supercells are required in order to evaluate
long-range force constants. The matrix of force constants should be symmetric,
should reflect the symmetry of the crystal system and should satisfy Newton’s third
law:
∑
j
∂2U
∂ui,α∂uj,β
= 0 ∀ i, α, β . (3.30)
The dynamical matrix Di,α,j,β(q) can be constructed from the matrix of force
constants:
Di,α,j,β(q) =
∞∑
l=−∞
Φi,α,jl,β√
mimj
exp(iq · xl) , (3.31)
where i and j label the atoms of the primitive unit cell, mi and mj are their masses
(respectively), jl is the equivalent of the j
th atom in the lth supercell, where l runs
over all primitive unit cells in the crystal, and xl is the displacement of that particular
cell from the origin. The size of the dynamical matrix is three times the number of
atoms in the unit cell and the matrix of force constants Φ is, in principle, infinite in
size. The energies of modes at the arbitrary wavevector q are the eigenvalues of the
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dynamical matrix.
When the force constants are assumed to have finite range, then the dynamical
matrix can be constructed using Eqn. 3.31. When implementing these equations the
assumption of short range is implicit within supercell methods, because restoring
forces are only calculated over a finite number of atoms. The force constant from a
supercell calculation is:
Φ′i,α,j,β =
∑
l
∂2U
∂ui,α∂ujl,β
, (3.32)
where l labels the supercell images of atom j and Φ′ is equivalent to the dynamical
matrix for q = 0 for the supercell. A consequence of this is that the frequencies of
all phonons, with an extent in common with the supercell, are calculated exactly.
In the present work, using the DMol3 code, the harmonic vibration frequencies
at the Γ-point in reciprocal space are calculated by two-point numerical differentia-
tion of forces and symmetry is used to diminish the number of calculations [96] (in
particular, a finite difference procedure is used with a displacement of 0.01 Bohr).
The zero-point vibrational energy and the thermal correction in solids involve a
Brillouin zone integration for the phonons. This integration can be approximated
with higher accuracy by using sums for increasingly larger supercells, with modest
sized cells giving a sufficient level of precision. Further to this, distinctions between
longitudinal and transverse phonons disappear at the Γ-point, and frozen phonon
calculations give the transverse frequency for all phonon polarisations at Γ.
By using supercell symmetry, DMol3 code is quite efficient at doing basic vibra-
tional calculations for supercells. Using DMol3, partial phonon density of states (for
atoms of the same element) and total phonon density of states can be calculated.
Calculated total (and atom-resolved) phonon DOS are reported in Chapter 6 and
used to discuss measured phonon dispersion curves of YSZ, obtained from inelastic
neutron scattering experiments.
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Chapter 4
YSZ Structural Models
4.1 Introduction
Zirconia (ZrO2) is an important ceramic material due to its ability to retain strength
and stability at high temperatures [102], as well as its excellent dielectric proper-
ties [103]. Its wide range of uses includes applications in ceramic engineering and
as an oxygen sensor in fuel cells. Zirconia is an important component in catalytic
converters and chemically passivating surfaces [104]. It is one of the best corrosion-
resistant and refractive materials used in metallurgy and is utilised as a thermal
barrier coating in engines [105]. It has been considered as a possible replacement
for SiO2 as the gate-dielectric material in metal-oxide-semiconductor (MOS) de-
vices [102]. Zirconia is also one of the most radiation resistant ceramics currently
known and is of particular interest to the nuclear industry where it has been used
as a passivating medium for hydrogen ingress in pressure tubes [103].
At ambient pressure, zirconia is found in three temperature-dependent poly-
morphs. Monoclinic zirconia is found at temperatures below 1170◦C, tetragonal at
temperatures between 1170◦C and 2370◦C and cubic (fluorite) phase at tempera-
tures between 2370◦C and 2680◦C, see Fig. 4.1. Above 2680◦C zirconia forms a
melt [106]. By increasing pressure at ambient temperature the monoclinic phase
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(a) (b) (c)
Figure 4.1: Atomic structure of the monoclinic (a), tetragonal (b) and cubic (c)
phases of ZrO2. Small (green) and large (red) spheres represent Zr and O atoms,
respectively.
transforms through two distinct orthorhombic phases [107, 108].
The cubic structure has space group Fm3m, where the Zr atoms form a face-
centred-cubic lattice and oxygen atoms occupy tetrahedral sites, with one ZrO2
formula unit in the primitive unit cell. The tetragonal structure has space group
P42/nmc and is created by deforming the cubic unit cell along one direction and
displacing alternate oxygen atoms in the direction along the tetragonal axis, upward
and downward with a relative distortion, dz. The monoclinic phase is also called the
baddeleyite structure, has space group P21/c, and has four ZrO2 formula units in
the primitive cell. All four Zr sites are equivalent and seven-fold coordinated. There
are two nonequivalent oxygen sites which are threefold and fourfold coordinated.
Tetragonal and cubic phases of zirconia are unstable at room temperature but
can be stabilised at room temperature by the inclusion of oxides such as CaO, MgO
and Y2O3 (yttria) [105]. Adding yttria to zirconia results in the formation of a
ceramic material called yttria-stabilised zirconia (YSZ) [109]. Figure 4.2 (obtained
from Fe`vre et al. [110]) indicates the phases of YSZ present at temperatures be-
tween 0◦C and 3000◦C as function of yttria from 0 to 100 mol %. For YSZ, the
yttrium (3+) cations are aliovalent (i.e. have a different valence) to the zirconium
(4+) cations and this necessitates the inclusion of oxygen vacancies into the lattice,
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Figure 4.2: Phase diagram for Y2O3−ZrO2 obtained from Fe`vre et al. [110]. The
stable phase boundaries are either evaluated (indicated by bold lines) or uncertain
(bold dashed lines). The phases indicated are M (monoclinic), and T (tetragonal),
C (cubic) and δ (Zr3Y4O12) based structures, at ambient pressure. ZrO2 (zirconia),
δ (YSZ) and Y2O3 (yttria) further define the phase regions. A mixture of phases
is present in the region where a 10.35 mol % yttria structure would be located (i.e.
M−ZrO2, and δ−Zr3Y4O12 based structures, located between 0 and 40 mol % Y2O3
at ambient temperatures). This chapter describes models created with structural
constraints based on those of δ−Zr3Y4O12.
so that charge neutrality is maintained [111]. At ambient temperature and pressure
the amounts of yttria required to stabilise the tetragonal and cubic phases are from
2 to 9 mol % and from 4 to 40 mol %, respectively. Below 4 mol %, monoclinic
zirconia is found to be present [106] and above 40 mol % a rhombohedral, so-called
“δ phase”, is formed [17, 112]. These concentration ranges indicate that in parts
of the phase diagram two, and in some cases three, of these phases may be present
[110].
YSZ is used in the solution of a number of contemporary technological problems
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and is a material of growing importance to the condensed matter community. YSZ
has applications as an ion conductor in solid oxide fuel cells, oxygen sensors and
catalytic appliances [113]. YSZ been developed as a highly active and stable cata-
lyst because of its enhanced ionic conductivity and good thermal resistance [114].
It has been one of the most widely used solid electrolytes for applications requiring
high oxygen conductivity [115]. Thermal barrier coatings (TBCs) are widely used
to protect parts of aircraft and land-based turbines by reducing the temperature
of the metal substrates. The typical low-thermal-conductivity material for gas tur-
bines is YSZ and this use has been commercialised [116]. Cubic-stabilised-zirconia
(CSZ) is currently proposed as part of the inert fuel matrix in nuclear reactors. The
successful optimisation and exploitation in this application requires that its inher-
ent mechanical and chemical stability be retained [117]. CSZ is also a candidate
material for use in fourth generation (Gen IV) nuclear reactors. Such materials are
required to be structurally stable at the high temperatures at which such reactors
operate.
Determining the atomic structure of YSZ from experiment is difficult because
the atomic numbers of zirconium and yttrium differ only by unity, and because x-ray
and neutron scattering amplitudes are similar for zirconium and yttrium. However,
the displacement of the oxygen atoms has been extensively studied using x-ray and
neutron diffraction techniques [118–120]. Neutron diffraction has an advantage for
studying YSZ in that the relative scattering amplitude of oxygen to zirconium and of
oxygen to yttrium is greater for neutrons than for x-rays, and zirconium and yttrium
atoms are less prone to absorbing neutrons than they are to absorbing x-rays [121].
Electronic structure properties such as the band-gap and work-function of YSZ have
been measured, for example, using electron energy loss spectroscopy (EELS) [122].
It is important to determine the structure of a material because this can be used
to predict and examine its physical properties. Establishing a definitive structure
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for YSZ is, however, difficult for the following reasons: 1) Traditional techniques
for structure determination such as neutron and x-ray scattering cannot easily dis-
criminate between zirconium and yttrium, because their scattering cross sections
are so similar [67, 123]. 2) YSZ does not necessarily have a distinct structure at
a specific concentration of yttria because it is able to form in aggregates [19] and
domains of different phase [110] within the one crystal. 3) The structure of YSZ
exhibits a dependence on temperature [124], chemical history [125] and the method
by which the crystal is created ([126], p.461). The formation of structures can be
extremely sluggish in the creation process [127] and YSZ crystals can exhibit elastic
anisotropies [128].
In the following we will discuss structural information about YSZ by a process of
incorporating results from experiments into models to be tested in density-functional
theory (DFT) calculations. DFT is a relatively efficient means of calculating large
periodic structures when compared with other methods (see Chapter 3, Theory and
Methodology). DFT can be regarded an effective tool for determining structures
because it complements, and in some instances alleviates the need for, exhaustive
experimental testing [103, 106]. DFT is able to calculate results that would be in-
tractable or impracticable to obtain by experimental procedures alone [105, 129].
Within this thesis DFT calculations are performed to accurately represent a YSZ
material, which can then be used to calculate (e.g.) elastic, electronic and thermal
properties [116], and material strength [31]. The initial part of the process is to
find adequate models that simulate the physical structures of YSZ. In this thesis
modelling is performed for cubic YSZ at yttria concentrations between 6.67 mol %
and 40 mol % and thus covers a wide range of fluorite structures (see Fig. 4.2).
On the basis of extensive DFT investigations, Bogicevic et al. [17] established a
number of constraints related to the stable δ-form of YSZ, where it is assumed that
this is based on the fluorite structure. At the time of Bogicevic et al.’s publication
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the δ-form was the only ordered YSZ compound that had been experimentally iden-
tified [17, 127]. Bogicevic et al.’s work is primarily an extensive first-principles
DFT study but also includes results derived from neutron and x-ray scattering
experiments conducted by Goff et al. [17, 19]. Bogicevic et al. use a so-called
“(semi)empirical” method, which includes experimental results when formulating
structures for the DFT calculations. A large number of calculations are conducted
by Bogicevic et al. and the ensuing formation enthalpies correctly predict that the δ-
form is the energetically-favoured structure for YSZ with 40 mol % yttria [17]. DFT
typically describes systems in the ground state, i.e. for systems at T=0 K. In order
to assist convergence in relation to the Brillouin zone sampling it is often the case
that a “Fermi smearing” of electronic occupancy with a ficticious electronic temper-
ature of 0.2 eV or 0.1 eV (corresponding to an electronic entropy below 1 meV/ion)
is used, as in Ref [17].
Modelling of the atomic structure of YSZ has continued in recent years, with
progress being made in calculating structures on the basis of first-principles density-
functional theory, including models at 14, 17 and 20 mol % yttria by Predith et
al. [28]. Predith et al. used a directed ab initio search, employing a coupled cluster
expansion, to find stable ordered structures of the cubic fluorite lattice across the
composition range for ZrO2−Y2O3. DFT calculations were conducted for a num-
ber of generated ground state structures (at T= 0 K), and the resulting formation
energies were plotted against yttria concentration to form convex hulls, in order to
predict which arrangements could occur. Mun˜oz Ramo and Shluger [41] and Jin et
al. [116] used models in order to calculate physical properties of YSZ. These results
support the interpretation of experimental results, where the structure is dependent
on the percentage of yttria included [17, 18, 28, 105].
Various further structural aspects of YSZ have been proposed and discussed
in the literature, however differing experimental treatment (e.g. temperature) and
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dopant concentration makes quantitative comparison difficult. Drawing from Kaiser-
Bischoff et al. [130] a brief summary of relevant studies is as follows. Steele and
Fender, using results based on neutron diffraction experiments for YSZ containing
18, 22, and 26 mol % yttria, introduced a model that described oxygen vacancies as
being uncorrelated and statistically distributed throughout the crystal [118]. In this
proposed structure, the six oxygen atoms relax along the 〈100〉 directions and the
four cations along the 〈111〉 directions, with the structural relaxation assigned to re-
duction of the zirconium-oxygen distance. Osborn et al. [131] used diffuse maxima,
from neutron single-crystal diffraction for 9.4, 12, 15, 18 mol % yttria, to explain
maxima at forbidden positions by tetragonal distortions. Based on diffuse neutron
scattering data Goff et al. [19], for YSZ with 9.4, 12, 15, 18, 21, and 24 mol %
yttria, determined that tetragonal distortions exist in regions with few vacancies,
whilst microdomains are distributed in vacancy-rich regions. Welberry et al. [132],
using results from x-ray diffraction for Zr0.61Y0.39O1.805, concluded that the cations
are displaced in 〈110〉 directions, with the strain caused by the size of the cation
and relaxation from the ordering of vacancies across the cubes containing the oxygen
atoms. For 10 mol % yttria Argyriou [133] reported that anions are displaced in
〈100〉 directions and cations in 〈111〉 directions, while Horiuchi et al. [121] investi-
gating (ZrO2)0.84−(Y2O3)0.16 reports anion relaxations along 〈111〉.
For YSZ with concentrations above 40 mol % yttria, the interaction between
defects is thought to bring about complex ordering and aggregation of defects
[105, 112]. Material model structures of YSZ all have an electronic band gap indica-
tive of insulator-like properties [27, 105, 116, 134]. However, due to the presence of
oxygen vacancies they are also ionic conductors when at high temperatures, with a
dramatic variation of conductivity with dopant concentration [135]. The maximum
ionic conductivity for YSZ is found at a dopant concentration of 8 mol % yttria
[136, 137].
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Analysis of neutron and x-ray diffraction data for YSZ indicate that oxygen va-
cancies align along the 〈111〉 fluorite direction [19, 138] and preferentially arrange
in pairs separated by a zirconium atom (in vacancy-zirconium-vacancy divacancy
pairs). For yttria content greater than 9 mol % these vacancy pairs pack together,
in motifs along the 〈112〉 direction, to form aggregates [19]. Calculations by Bog-
icevic et al. also show that the preferred orientation of oxygen vacancies is along
the 〈111〉 crystal direction [18]. Electrostatic and elastic arguments indicate that
oxygen vacancies are third nearest neighbours to each other and are separated by a
cation [17, 18]. This modelling is also valid for YSZ with a dilute concentration of
yttria [17].
Once the positions of the oxygen vacancies are established, the position of zir-
conium and yttrium cations can be determined relative to these vacancies. Li et al.
consider indirect methods to determine these positions [139]. They argue that the
positions of cations can be established on the basis of the coordination numbers of
zirconium and yttrium cations. A cation with a coordination number of eight would
only be nearest neighbour (NN) to oxygen atoms. A coordination number of seven
or six would allow a cation to be NN to 1 or 2 oxygen vacancies, respectively. The
presence of oxygen vacancies reduces the average zirconium coordination from eight
in perfect fluorite (cubic-ZrO2) to a value closer to seven in YSZ [105].
Further to this, Li et al. found for YSZ with less than ∼10 mol % yttria, yt-
trium cations have a coordination number of eight, due in part to having a larger
ionic radius than zirconium cations [140]. Kawata et al. reported that the coor-
dination number of yttrium is also dependent on the concentration of yttria [141].
By using high-resolution nuclear magnetic resonance (NMR) experiments, Kawata
et al. found, for yttria concentrations greater than 10 mol %, that yttrium cations
have coordination numbers between six and eight [141]. Thus, at these higher yt-
tria concentrations, yttrium cations could feasably be nearest neighbour to oxygen
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vacancies. Their finding shows that coordination numbers for zirconium or yttrium
cations are not necessarily dependent on their relative sizes, when the yttria con-
centration is above 10 mol %.
Bogicevic et al., however, reported that relative size determines which cation is
nearest neighbour to an oxygen vacancy [17, 18]. Bogicevic et al. considered the
elastic interactions when either Y3+ or Sc3+ is introduced to ZrO2 [17] and found
that oxygen vacancies arrange as nearest neighbours (NN) to the cation with smaller
radius. Bogicevic and Wolverton established that when only Coulombic forces are
considered, the yttrium anions can be nearest neighbours (NN) to oxygen vacancies.
This is determined by considering the electrostatic attraction between the yttrium
ions and the oxygen vacancies [18]. However, Bogicevic and Wolverton demonstrated
that the stress within the structure must also be accounted for when determining
positions of the yttrium anions [18]. They found that for two cations of different ele-
ment the smaller is always closest to an oxygen vacancy [17]. Zirconium cations are
smaller than yttrium cations with their ionic radii being approximately 0.80 A˚ and
0.93 A˚, respectively [18], and accordingly they found zirconium cations are nearest
neighbours to oxygen vacancies and yttrium atoms are next nearest neighbours to
oxygen vacancies.
YSZ is a complex ceramic to analyse. An example of this complexity is that
the samples used for x-ray photoemission spectroscopy (Chapter 5) and inelastic
neutron scattering measurements (Chapter 6) were created by the skull method,
and are single crystals. A sample created by the another manufacturing process, or
one created by the skull method with lower yttria concentration than ours, would
likely have other phases present. Due to the samples, preparation and knowledge of
crystal structure and concentration, this study could only focus on one area of the
phase diagram. To study YSZ in its entirety, including dependencies for tempera-
ture, yttria concentration, and manufacturing process, would require many years of
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research.
This Chapter investigates cubic YSZ, with a concentration of 10.35 mol % yttria,
using two structural models based on the work of Bogicevic et al. [17, 18]. Their rules
for the δ-phase were applied in a general way to create structures with lower yttria
concentration than those previously reported. Figure 4.3 shows the first structure
(hereafter denoted as “Model 1”), which is an extension of the structure used by
Mun˜oz Ramo and Shluger [41], with a concentration of 6.25 mol % yttria. Figure 4.4
shows a second YSZ structure (hereafter denoted as “Model 2”). This includes the
constraints used in Model 1 with extra ones based on results of Goff et al. [19]. For
Model 2 the oxygen vacancies occur only as vacancy-zirconium-vacancy divacancy
pairs located along the 〈112〉 direction of the YSZ supercell [19]. These proposed
structures were optimised in the DFT calculations using DMol3 [95, 96]. For Model
1, several variations were considered using a 93-atom supercell to determine which
was the most energetically favourable. For Model 2, only one 186-atom structure
was considered, based on the favoured structure found for the 93-atom calculations,
and with the additional long-range order based on that proposed by Goff et al. (not
found in the 93-atom model). An initial objective of this Chapter is to corroborate
whether Bogicevic et al.’s set of rules [17] are applicable to YSZ with lower yttria
concentrations.
4.2 Method
4.2.1 Cubic ZrO2 structure
In this thesis YSZ structures are based on the cubic ZrO2 structure. Initial atomic co-
ordinates were obtained from the American Mineralogist Crystal Structure Database,
found by experiment and given in Wyckoff [142]. Cubic ZrO2 has a structure similar
to calcium fluoride (CaF2), known as fluorite, with Space Group Fm3¯m, No. 225.
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Figure 4.3: Atomic structure of “Model 1”. This is represented by a 93-atom su-
percell of YSZ (10.35 mol % yttria). The zirconium atoms are shown as small light
(green) spheres, the yttrium atoms as medium-sized dark (purple) spheres, oxygen
atoms as large dark (red) spheres, and the position of the oxygen vacancies as smaller
unbonded grey (orange) spheres (with equatorial lines). The oxygen vacancies are
located along the 〈111〉 direction, with zirconium atoms nearest neighbours to oxy-
gen vacancies indicated by dashed lines. The yttrium atoms are located at next
nearest neighbour cation positions relative to the oxygen vacancies.
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Figure 4.4: Atomic structure of “Model 2”. This employs a 186-atom supercell of
YSZ (10.35 mol % yttria). The zirconium atoms are shown as small light (green)
spheres, the yttrium atoms as medium-sized dark (purple) spheres, oxygen atoms
as large dark (red) spheres, and the position of the oxygen vacancies as smaller
unbonded grey (orange) spheres (with equatorial lines). The oxygen vacancies are
located along the 〈111〉 direction and form vacancy-zirconium-vacancy units that are
separated along the 〈112〉 direction. The zirconium nearest neighbours to oxygen
vacancies are indicated by dashed lines. The yttrium atoms are located at next
nearest neighbour cation positions relative to the oxygen vacancies.
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Figure 4.5: Atomic structure of cubic zirconia. It has the fluorite structure and
consists of a simple cubic lattice of oxygen anions enclosed within a face centred
cubic lattice of zirconium cations. The small grey (green) and large dark (red)
spheres represent zirconium and oxygen atoms, respectively.
It consists of a simple cubic (sc) sublattice of oxygen anions enclosed within a face
centred cubic (fcc) lattice of zirconium cations. The conventional unit cell of cubic
ZrO2 contains 4 zirconium cations and 8 oxygen anions (see Fig. 4.5).
The atomic structure was fully optimised for a conventional unit cell of cubic
ZrO2 using the DFT code DMol
3 [95, 96] using the generalised gradient approxi-
mation (GGA) for the exchange correlation functional, based on a Perdew-Burke-
Ernzerhof (PBE) [83]. A full electron calculation was used with double-numeric
localised basis sets of polarisation functions (DNP), with scalar relativistic effects
taken into account, but ignoring spin effects because ZrO2 was considered to be
non-magnetic. Charge mixing parameters were optimised to ensure convergence of
the calculation.
Before embarking on DFT calculations it is mandatory to test and select appro-
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Figure 4.6: Lattice constants for cubic ZrO2 for a range of cut-off values (given in
Bohr) and k-point grids ≥ 4×4×4 indicate convergence.
priate calculation parameters. This is achieved by carrying out convergence tests
to make sure there is adequate accuracy of the physical properties of interest and
importance. The convergence of the lattice constant and total crystal energy as a
function of k-point mesh are shown in Fig. 4.6 and Fig. 4.7, respectively. Tests for
convergence were made for calculations with cut off radii Rc of 6.0, 7.5, 9.0, 10.5 and
12.0 Bohr, and using 2×2×2, 4×4×4, 6×6×6 and 8×8×8 Monkhorst-Pack (MP)
meshes [91]. These figures indicate that a k-point grid of 4×4×4 and Rc of 9.0
Bohr provide adequate convergence. It is noted that it is not the absolute value
of the total energy that is relevant, but energy differences. The resulting lattice
parameter, a, of bulk ZrO2 is 5.14 A˚. This value compares very well with that of
5.16 A˚ calculated by Bogicevic et al. [17], using ultrasoft pseudopotentials, and with
the experimental value of 5.09 A˚, extrapolated to zero temperature using thermal
expansion data [143]. In Chapter 7 further results for calculated bulk properties of
the cubic, tetragonal, and monoclinic structures of ZrO2 are discussed.
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Figure 4.7: Total energy of cubic ZrO2 for a range of cut-off values (in Bohr) and
k-point sets. The results indicate that a k-point set of 4×4×4 is optimal for energy
calculations for cubic ZrO2.
4.2.2 The structure of YSZ
The structural constraints outlined by Bogicevic et al. for the δ-form (Zr3Y4O12) [17,
18] were used to construct YSZ supercells (from cubic ZrO2 cells). In Chapter 5
and Chapter 6 calculated results for these structures will be compared with exper-
imental results with 8-9 mol % yttria. Yttria is dilute for these concentrations,
and because the constraints require at least one vacancy-zirconium-vacancy unit, a
single unit cell of ZrO2 cannot describe the inclusion of 8-9 mol % yttria in YSZ.
Close-to-stoichiometric-units require a larger supercell in order to ensure the correct
stoichiometry for the relatively low yttria concentration used.
In the resulting cubic YSZ supercell, zirconium and yttrium cations were ar-
ranged on the fcc lattice with oxygen anions and oxygen vacancies on the simple
cubic (sc) sublattice (see Fig. 4.5). The YSZ stoichiometry was determined by sim-
ple charge conservation considerations. Replacement of one zirconium (Zr4+) cation
by one yttrium (Y3+) cation leads to a charge decrease of +1 within the structure.
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The charge difference of +2, introduced by the substitution of two yttrium cations,
was then compensated by the removal of one oxygen anion with charge decrease of
−2, resulting in an oxygen vacancy in the structure [111].
Mun˜oz Ramo and Shluger have performed classical calculations for several ar-
rangements of yttrium anions and oxygen vacancies, using Buckingham inter-atomic
potentials and the shell model, for YSZ with a yttria concentration of 6.25 mol % [41].
Whilst according to Bogicevic and Wolverton, yttrium atoms have no preferred po-
sition relative to each other [18], Mun˜oz Ramo and Shluger found a marginally lower
energy for structures where a yttrium pair is bonded to the same oxygen atom, with
other yttrium anions located far away [41]. Their supercells were created from a
cubic ZrO2 cell multiplied 2× 2× 2 times in the three cardinal directions, where the
12 × 2 × 2 × 2 = 96 atoms with removal of 2 oxygen anions resulted in a supercell
of 94 atoms.
In order to compare with experiments employing samples of YSZ, which have a
molar concentration of 8-9 mol %, three oxygen vacancies should be included (com-
pared with the two vacancies used by Mun˜oz Ramo and Shluger [41]), resulting in
the initial Model 1 supercell with 96−3 = 93 atoms. To determine the stoichiometry
of Model 1, the formula Zr1−xY2xO2+x [17], derived from (Y2O3)x(ZrO2)1−x, can be
used. The molar concentration of yttria for the supercell can be calculated, where
the total number of atoms n in the supercell is
n = q ({1− x}+ 2x+ {2 + x})
= q (2x+ 3)
= 93 ,
(4.1)
where q is an integral number of formula units. For 9 mol % yttria x = 0.09, then
q =
93
2x+ 3
= 29.25 . (4.2)
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But this is not an integer, so instead we chose q = 29. Therefore the value of x is
x =
93− 3q
2q
= 0.1035 . (4.3)
The molar concentration of yttria for the supercell is thus 10.35 mol %. The number
of yttrium atoms required is 2× 0.1035× 29 = 6 and the introduction of 6 yttrium
atoms into the supercell results in the removal of 3 oxygen anions to form 3 oxygen
vacancies. For simulating the structure of YSZ, yttrium atoms were placed at next
nearest neighbour (NNN) cation positions relative to oxygen vacancies [18, 41]. The
yttrium atoms were placed in groups of two that are bonded to a common oxygen
atom, a configuration that was determined by energy considerations [41].
Figure 4.3 shows the Model 1 structure for YSZ. It is based on the 12 atom fluorite
ZrO2 unit cell, doubled in each cardinal direction, with six yttrium atoms substi-
tuted for zirconium atoms and three oxygen atoms removed to model 10.35 mol %
yttria. The model structure is largely defined by the positions of atoms relative to
the oxygen vacancies. In particular, coherent diffuse neutron scattering experiments
have established that oxygen vacancies are found separated by a zirconium atom
along the 〈111〉 direction to form a vacancy-zirconium-vacancy unit [19]. Accord-
ingly in the present Model 1, the three vacancies are introduced as the vacancy-
zirconium-vacancy unit, together with a third oxygen vacancy along the same 〈111〉
direction [17, 18]. The yttrium atoms are then positioned at next-nearest neighbour
cation sites to the oxygen vacancies. This structure is an extension of Mun˜oz Ramo
and Shlugar’s YSZ structure with 6.25 mol % yttria [41] obtained by substituting
in an extra pair of yttrium cations for zirconium cations, and adding an extra oxy-
gen vacancy along the same 〈111〉 axis as the vacancy-zirconium-vacancy unit. The
atomic structure of Model 1 was found to be lower in energy than two other sim-
ilar structures. These alternative geometries also had the three oxygen vacancies
positioned along the 〈111〉 axis, and the differences in model structures were due
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to varying the positions of yttrium cations relative to these oxygen vacancies. A
difference to Mun˜oz Ramo and Shlugar’s modelling was that the positions chosen
for the yttrium pairs were not restricted to being far apart. It was found that an
oxygen atom bonded to no more than two yttrium atoms.
Figure 4.4 shows the second structure considered, Model 2, where the YSZ su-
percell was also based on the 12 atom fluorite ZrO2 unit cell doubled in the cardinal
directions, but was further doubled in one (y-)direction. This results in a supercell
of 192 atoms, in which 12 yttrium atoms were substituted for zirconium atoms and
6 oxygen atoms were removed. This model attempted to simulate the long range
order constraint reported in Goff et al. [19], where structural motifs pack along the
〈112〉 direction [19], by having vacancy-zirconium-vacancy units aligned along the
〈112〉 direction. It also included the same characteristics of Model 1, where oxy-
gen vacancies align along the 〈111〉 direction and yttrium atoms are at next-nearest
neighbour cation positions to oxygen vacancies.
For Model 1 and Model 2, the Zr atoms experience three different chemical
environments: (i) zirconium atoms with 8 oxygen nearest-neighbours (NNs), (ii)
zirconium atoms with 7 oxygen NNs and 1 oxygen vacancy (OV), and (iii) zirco-
nium atoms with 6 oxygen NN and 2 oxygen vacancies (OVs). The oxygen atoms
also experience three distinct environments: (i) oxygen atoms with 4 zirconium NNs,
(ii) oxygen atoms with 3 zirconium NNs and 1 yttrium NN, and (iii) oxygen atoms
with 2 zirconium NNs and 2 yttrium NNs. The yttrium atoms, on the other hand,
all have the same number and species of NN, namely 8 oxygen atoms. They can,
however, be distinguished from each other in the following sense: (i) those yttrium
atoms which have zirconium next nearest neighbours (NNN) that have 2 oxygen
vacancies as NNs, (ii) those yttrium atoms which have a zirconium NNN that has 1
oxygen vacancy as a NN, and (iii) yttrium atoms that are NNN to each other and
are between these two groups.
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4.2.3 YSZ calculation parameters
The DMol3 DFT calculations for cubic-YSZ were run with the parameters as de-
termined for bulk ZrO2. The Model 1 (93-atom) supercell has a lattice parameter
twice the length of that for the ZrO2 unit cell, in each cardinal direction. The ZrO2
calculation used a 4×4×4 MP k-point grid and so the calculation for Model 1 used a
2×2×2 MP grid to sample the Brillouin zone. The Model 2 (186-atom) supercell was
twice as large as Model 1 in the y-direction and, correspondingly, the k-point grid
was reduced in this direction, resulting in a (2×1×2) MP grid. The cut off radius
Rc was 9.0 Bohr for both Model 1 and Model 2 calculations. The atomic positions
of each structure were fully relaxed such that the force on each atom was negligible.
In addition, the lattice parameter of Model 1 and Model 2 was optimised. These
were all-electron DFT calculations, which meant that all electrons for all atoms in
the structure were included in the calculation.
4.2.4 YSZ lattice parameters and structure
Two methods were used to obtain the lattice parameters. For Model 1, which is half
the size of Model 2, the volume of the supercell could be automatically optimised.
In this method an iterative process of optimisation was executed whereby (i) DMol3
altered the volume of the supercell by changing the lattice parameters, (ii) at each
new volume the atom coordinates were optimised in order to obtain the minimum
crystal energy, and (iii) the process continued until the difference in energy between
two consecutive optimisation iterations was less than a set limit. Model 1 had a
large number of atoms in the supercell (93 atoms) and considerable time could be
required for a calculation to complete.
Since the introduction of oxygen vacancies and yttrium atoms on zirconium atom
sites may affect the equilibrium lattice constant of the 93 and 186-atom supercells,
the lattice constants were optimised by varying the lattice vectors and determining
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that which minimised the energy. Specifically, for the three models with 93 atoms
the lattice vectors were varied from 0.95, 0.975, 1.0, 1.025, and 1.05 times 2a, where
a is the experimental lattice parameter for ZrO2. The same process was performed
for the 186 atom supercell (Model 2) but with the factors multiplied by a y-lattice
vector of 4a. For each of these calculations for a given volume, the internal atomic
positions were fully relaxed. For each structure the resulting total energy versus
volume (or lattice constant) curve was fitted using a parabola; This gave a very
good fit as the points calculated were very close to the energy minimum. It is noted
that if a larger range of lattice constants were selected, it would be necessary to fit
the curve with e.g. the Murnaghan equation of state [144]. The lattice parameters
and the corresponding total energies of these structures are shown in Tab. 4.1.
These results show for the 93-atom structures, structure 1 (i.e. that shown
in Fig. 4.3 as “Model 1”) has the lowest energy and that the equilibrium lattice
constant of 10.39 A˚ is around 2.5% larger than the corresponding value of bulk ZrO2.
For the 186 atom supercell, only one geometry was considered (this is “Model 2”,
i.e. that shown in Fig. 4.4). Similarly to the 93-atom structures, the equilibrium
lattice parameter a, is also ∼2.5% larger than the corresponding value for ZrO2. In
Tab. 4.1 half total energy is given in order to compare with the 93-atom supercell
results. It can be seen that the total energy of the 186-atom structure is 0.28 eV
more favourable than the lowest energy 93-atom structure. This gives support to
the proposal by Goff et al. that the oxygen vacancies occur as vacancy-zirconium-
vacancy pairs located along the 〈112〉 direction
The coordinates of the optimised YSZ structure for Model 1 are displayed in
Tab. 4.2. Table 4.3 lists the number of nearest neighbour atoms of each element
(zirconium, yttrium, oxygen) in the Model 1 and Model 2 supercells for the various
local environments. It can be seen that Model 1 and Model 2 have the same types
of local environments for the constituent atoms (zirconium, yttrium and oxygen)
75
lattice lattice 93 atom-1 93 atom-2 93 atom-3 93 atom-4 186 atom
factor vector total energy total energy total energy total energy 1
2
total energy
(×2a) (A˚) (eV) (eV) (eV) (eV) (eV)
0.950 9.63 40.20 40.62 40.27 40.71 39.33
0.975 9.89 16.55 16.97 16.62 17.07 15.69
1.000 10.14 4.39 4.70 4.49 4.86 3.65
1.025 10.39 0.28 0.96 0.83 0.85 0.00
1.050 10.65 2.88 3.09 2.37 N/A 2.07
Table 4.1: Total energies for several structural models. For all structures the mini-
mum energy is for a supercell with length close to 1.025 times twice the lattice pa-
rameter of ZrO2 (i.e. 2a). The minimum energy occurs for the 186-atom structure.
The energy values of the 186-atom supercell are halved so they can be compared
with values for the 93-atom structures.
but with different numbers of each in the two different supercells. The number of
occurrences of nearest neighbours to oxygen vacancies is also displayed in Tab. 4.3.
4.3 Discussion
Historically, comparison of results from YSZ studies have been difficult because of
differences in samples and sample environments, across the extensive range of litera-
ture already published for this material (see, e.g. [130], and references therein). This
Chapter considered 10.35 mol % yttria structures with atomic constraints obtained
primarily from Bogicevic et al.’s work but with lower yttria concentrations compared
to their models. These 93 and 186-atom structures will be used in DFT calculations
to simulate physical properties that can be used to compare and help interpret mea-
sured experimental results that probe the short-range local enviroment (i.e. XPS in
Chapter 5) and long-range order (i.e. neutron scattering in Chapter 6). Innovative
methods appear to be required in order to ascertain the structure, or structures, of
YSZ. An indirect approach, where structural elements and not a definitive struc-
ture are obtained, should be useful for these low (and thus dilute) concentrations
of yttria. The initial emphasis will be on comparing short-range order, and thus
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atom x y z atom x y z
O 7.6631 2.4467 2.4204 O 7.3211 -2.4703 7.3778
O 2.4604 2.5196 7.5292 O 2.2635 -7.2231 6.9558
O 2.2845 7.9535 2.3252 O 2.0204 -3.3030 1.9368
O 7.3159 7.2005 3.4333 O 6.9431 -2.1945 2.3016
O 7.1889 2.7137 7.2230 O 7.3474 -8.1361 7.2988
O 3.2201 7.3017 7.3840 O 2.5618 -2.3623 6.9095
O 2.5835 1.9918 2.6140 O -2.2344 2.5364 2.1731
O -1.8960 -7.1236 -7.6455 O -2.2033 7.3780 7.3989
O -2.1332 -2.7440 -2.2109 O -7.4760 2.6010 7.8434
O -7.4973 -6.9665 -2.2787 O -7.3673 6.9041 2.2399
O -7.6194 -1.9586 -7.1562 O -2.6881 7.4382 2.4021
O -2.7138 -2.5739 -6.9827 O -2.6937 2.4801 7.0858
O -2.6714 -7.5033 -2.7113 O -7.3875 7.4842 7.1057
O -6.9997 -2.3197 -2.3184 O -7.0541 2.1867 2.5859
O -6.9006 -7.3541 -7.0826 Y 4.8039 4.8467 0.1556
O 7.9112 -6.5754 -7.7437 Y 0.1161 4.8848 .8359
O 7.6202 -2.4189 -2.4318 Y -0.1444 4.7039 4.8455
O 2.1902 -7.1982 -2.0534 Y -0.1019 0.0227 -9.6910
O 2.0774 -2.9106 7.6057 Y .6233 -4.9779 4.8770
O 6.8117 -2.0572 -7.3472 Y 9.6467 -9.6694 0.0860
O 7.0246 -7.1825 -2.9132 Zr .9719 0.1965 5.0337
O 2.7040 -2.3742 -2.8316 Zr 0.0564 -0.0427 0.0452
O 2.9069 -7.5306 -7.3087 Zr -4.6891 -4.9606 9.6397
O -3.2299 2.4930 -7.3452 Zr -4.8912 9.5174 -4.8069
O -2.5547 7.0581 -2.3238 Zr -9.6104 -4.7844 -4.8007
O -7.3748 2.5925 -2.6808 Zr -9.4430 -9.4532 -9.4532
O -7.4616 6.8214 -7.4312 Zr 4.7618 -4.7490 -9.6531
O -2.6162 7.5637 -7.3347 Zr 4.7000 9.5602 -4.7425
O -2.5297 2.0405 2.3798 Zr 0.0390 -4.9282 -4.8575
O -7.2842 7.4814 -2.6040 Zr 0.2000 9.6929 -9.6961
O 7.9188 2.7120 -7.3586 Zr -4.6848 5.0995 9.5181
O 7.2447 7.2661 -2.3851 Zr -4.6445 -0.2817 -4.5738
O 2.3015 2.3411 -2.1911 Zr 9.5776 5.0839 -4.5889
O 2.2147 7.1126 -7.4518 Zr 9.5434 -0.1755 9.6338
O 7.1026 7.6760 -7.4712 Zr 4.7360 4.6559 -9.4507
O 7.2481 2.3884 -2.4668 Zr 4.9998 0.1803 -4.6789
O 2.3350 7.4268 -2.5811 Zr -4.8889 -4.8828 0.0799
O 2.7142 2.2520 -7.1007 Zr -4.8275 9.6909 4.8368
O -1.8663 -7.1399 2.2051 Zr 4.9811 -4.6366 -0.3561
O -2.4077 -2.5408 7.4042 Zr 4.8169 9.6830 4.8478
O -7.2787 -7.1458 7.5887 Zr -0.1845 -4.6454 4.9423
O -7.4859 -2.5995 2.2986 Zr -0.3096 9.5450 0.2642
O -2.6930 -2.2733 2.6379 Zr -4.7954 4.7234 0.0566
O -2.6116 -7.2722 7.0606 Zr -4.8491 -0.0699 5.0304
O -7.1734 -2.2627 7.3410 Zr -9.3851 4.6173 4.7512
O -6.9609 -7.4602 2.5698 Zr -9.7069 -0.0824 0.1242
O 6.6063 -7.2062 2.2291
Table 4.2: Relaxed Atomic positions for Model 1, the 93 atom supercell of YSZ with
10.35 mol % yttria.
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Atom Nearest neighbours Model 1 Model 2
93 atom 186 atom
Zr O, O, O, O, O, O, O, O 15 31
Zr O, O, O, O, O, O, O, Vac 10 18
Zr O, O, O, O, O, O, Vac, Vac 1 3
Y O, O, O, O, O, O, O, O 6 12
O Zr, Zr, Zr, Zr 25 48
O Zr, Zr, Zr, Y 24 52
O Zr, Zr, Y, Y 12 22
Vac Zr, Zr, Zr, Zr 3 6
96 192
Table 4.3: Nearest neighbours to a given atom in 10.35 mol % yttria in YSZ. The
table includes oxygen (O), zirconium (Zr), yttrium (Y) atoms and oxygen vacancies
(Vac). For a given atom (left column), with given nearest neighbour (middle column)
the number of occurrences of each configuration (right column) is given. The table
is derived by examining a structure diagram of the proposed 93 atom and 186 atom
supercells of YSZ with a concentration of 10.35 mol % yttria.
local structure, of YSZ samples with the two models just described in this Chap-
ter. However, long-range order should also be explored, which is the justification
for spacing vacancy-zirconium-vacancy units along the 〈112〉 axis of Model 2. Rea-
sonable correlation between calculated properties with these structural models and
experimental measurements from YSZ materials would indicate that other physical
properties, such as electronic density-of-states and mechanical stress-strain curves
(ideal strength), could be explored further using such models (see Chapter 7 and
Chapter 8, respectively).
Structures that will not be considered within this thesis include (i) those that
fall outside the scope of homogeneously stoichiometric structure, and (ii) those that
cannot be adequately explored using DFT. An example of one such study is that of
Devanathan et al. [145], which found that the orientation of zirconium and yttrium
atoms relative to the oxygen vacancies may depend on the concentration of yttria
and the history of the YSZ sample. Cation migration is found to be slow in YSZ, due
to yttrium having a very high activation energy [145]. An increase in the concentra-
tion of yttria leads to higher migration-energy-barriers, which in turn tends toward
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the decline of oxygen conductivity for yttria concentrations greater than that for
the maximum ion conductivity at 8 mol % yttria. Ageing of YSZ at 1000◦C is pos-
sibly explained by short-range ordering, where yttrium atoms within higher yttria
concentration areas “trap” oxygen vacancies and bring about electrolytic degrada-
tion [145]. To study such effects that involve kinetics and dynamics, are challenging
at the high accuracy of DFT but DFT-based approaches such as ab initio Kinetic
Monte Carlo [146] could be used; alternative theoretical approaches could also be
used, e.g. Standard Monte Carlo, or Molecular Dynamics with empirical potentials.
Further to this, the NMR study conducted by Kawata et al. [141], found that
for yttria concentrations ≥ 10 mol %, yttrium atoms can be coordinated to 8, 7 or
6 oxygen atoms. The two models shown in this Chapter are for YSZ with a yttria
concentration of 10.35 mol % yttria, and are within this range but the samples they
are compared with have concentrations of 8-9 mol % yttria. A study of YSZ with
yttrium that is 7- or 6-fold oxygen coordinated could be quite an extensive project
and is beyond the scope of this thesis. In addition to this, and in view of the find-
ings of Bogicevic and Wolverton for δ-YSZ [18], extra theory would be required in
order to explain why this coordination of yttrium might occur at molar concentra-
tions ≥ 10 mol % yttria. Yttrium-deficient regions, which have been observed in
experiment by Goff et al. [19] were studied implicitly with Model 2, which is based
on their work and on that of Bogicevic et al. [17]. Both models given within this
Chapter manifest a slight local-inhomogeniety, because there are regions within the
supercells that have greater or lesser proportions of yttrium cations compared with
the concentration of zirconium cations. These models have only looked at cubic
YSZ structure, even though more than one phase may be present within YSZ crys-
tals created by annealing [110, 112], where ordering of zirconia and yttria in the
formation process can be extremely slow [127]. YSZ samples used in Chapter 5 and
Chapter 6 were, however, created by the “skull method”, which has been found by
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x-ray diffraction, TEM, dilatometry and Raman Spectroscopy, to be single-phase
cubic YSZ for concentrations ≥ 8.5 mol % yttria [128].
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Chapter 5
X-ray Photoemission Spectroscopy
for 8-9 mol % Y2O3 YSZ
5.1 Introduction
This Chapter presents a combined experimental and theoretical investigation into
the electronic properties and structure of cubic yttria-stabilised zirconia (c-YSZ)
with a concentration of 8-9 mol % yttria. Medium energy x-ray photoemission
spectroscopy [20] measurements have been carried out at a Synchrotron Facility.
The sample, created by the skull process with crystal dimensions of 10×10×1 mm3
(mass, 0.58 gram) was supplied by MaTecK (GmbH) [147]. In this method the melt
formed by high frequency induction is held within a frozen skull of the material
itself in order to minimise the corrosive effect of the liquid material on its surround-
ings (for a full description see [148, 149]). Sustained high temperature and then
gradual cooling ensures that the yttrium dissolves uniformly through the solid shell
and a single crystal is produced. The oxide powders within the crucible are unable
to conduct high-frequency radiation and so the process is initiated by heating a
charge, i.e. either zirconium or yttrium metal. This addition of metal is also used
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to regulate the yttria concentration, and oxidation of the metal is facilitated by the
atmosphere. The crystal supplied by MaTecK for these experiments has a yttria
concentration in the range of 8 to 9 mol %. In the manufacture process crystals
have a high chemical purity, typically 1×10−4 % is obtainable, and this ensures ho-
mogeneous crystal structure [148]. The samples used in these experiments are thus
single crystals, with yttrium uniformly dispersed throughout, and hence they have
only one phase. MaTecK [147] did not use diffraction data to verify a single phase.
For lower concentrations of yttria, more than one phase can be present, but X-ray
diffraction TEM analysis, dilatometry and Raman spectroscopy have demonstrated
that for YSZ created by the skull method, for concentrations from 8.5 to 12 mol %
yttria, only the cubic phase is found (see [150], and references within).
Laboratory based x-ray sources were not considered for performing these mea-
surements. X-ray anodes create a continuous spectrum of x-rays that can be used
in absorption experiments; however, the intensity of these beams is ≈1010 smaller
than those from a synchrotron ([42], p.36). Medium x-rays at a synchrotron facility
have a continuous energy spectrum, from which any frequency can be selected with
high precision. For each energy across the medium x-ray range there is a high flux
of x-rays available from the synchrotron. These bright, medium energy synchrotron
x-rays facilitate photoemission from deep core-levels, resulting in resonance condi-
tions at the absorption edges ([42], p.19).
Resonant absorption spectra are obtained for a range of photon energies that tra-
verse the L2 absorption edge for both zirconium (Zr) and yttrium (Y). Results from
density-functional theory (DFT) calculations, using structural models discussed in
Chapter 4, are correlated with photoemission peaks appearing in the spectra and
assigned to core-lines and Auger transitions [21]. Further to this, calculated Zr-4d
and Y-4d electron partial density-of-states (pDOS) and Auger electron peak area
versus photon energy are compared with the near-edge x-ray absorption fine struc-
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ture (NEXAFS) spectra [22] for zirconium and yttrium, respectively. These spectra
reflect the unoccupied Zr-4d and Y-4d states to a large degree, thus comparison with
the pDOS gives some indication as to whether experiment supports the structural
models.
An analysis of the core-level features enables the identification of shifts in the
core-level energies. These shifts in core-level binding energies are brought about by
the constituent atoms being in different local chemical environments [44]. In general,
it is found that each core-line feature can be decomposed into three contributions,
with associated energy shifts. The identification of deconvoluted spectral peaks, and
their subsequent comparison with the results of DFT calculations carried out for the
proposed atomic structures in Chapter 4, lends qualitative support to these models.
Investigation of the atomic structure of YSZ has received considerable interest
in recent years with progress being made on the basis of first-principles DFT calcu-
lations [17, 18, 28, 41]. The results of these theoretical investigations support the
conclusions of experimental results and show that the structure formed is dependent
on the percentage of yttria included [17, 18, 28, 105]. In particular, Bogicevic et
al. [17] established a number of constraints related to the stable δ-form of YSZ,
that are based on the fluorite structure. This is an extensive first-principles study
drawing on (semi)empirical results derived from neutron and x-ray scattering exper-
iments [17, 19]. By studying formation enthalpies through a set of comprehensive
calculations, the δ-form was correctly predicted to be the energetically-favoured
structure for 40 mol % YSZ [17].
This Chapter is organised as follows: In Sec. 5.2 the experimental procedure
is described and the measured absorption spectra are presented. In Sec. 5.3, as-
signments of the observed core-level transitions and associated shifts are analysed
and discussed. The calculation method is described and results for the core-level
binding energies for the constituent atoms of the models are presented in Sec. 5.4.
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Section 5.5 includes experimental analysis, which uses resonant photoemission (RPE
and MARPE) and near-edge x-ray absorption fine structure (NEXAFS) measure-
ments, while Sec. 5.6 presents the conclusion.
5.2 Experiment
Medium energy x-ray photoemission spectroscopy (XPS) [20], Auger spectroscopy [21]
and near-edge x-ray absorption fine structure (NEXAFS) [22] are techniques that
can yield information on the structure and concentration of atoms in a material.
These techniques are especially sensitive when in a resonance condition [151]. Reso-
nant Auger electron spectroscopy has been used, for example, to estimate the atomic
concentration of oxygen (O) within YSZ thin films [152]. This technique can show
abnormal chemical shifts when compared with results from core-level spectroscopy,
due to the differences in excitation states of the two techniques [153]. For XPS
with values at 2000 eV the inelastic mean free path corresponds to twelve metal
atomic layers [154] and this technique is used to measure bulk properties. XPS
studies can identify shifts in core-level binding energies resulting from different co-
ordination and/or neighbouring species of a given atomic species [155]. For example,
XPS readily detects the difference in atomic coordination within the unit cell asso-
ciated with phase changes from tetragonal to monoclinic YSZ [156]. It also provides
information on the phase composition and degree of oxidation in zirconia films dur-
ing growth [157], as well as the surface composition and valency of ion implanted
YSZ [122]. Shifts in core-levels can also be observed between the same element in
the bulk compared with the surface (surface core-level shifts) [44].
In this Chapter, results are reported for x-ray photoemission spectroscopy mea-
surements performed on YSZ (001) with a concentration of 8-9 mol % yttria on the
tender x-ray beam-line, 16A1 BM-Tender X-ray Absorption, Diffraction line, at the
National Synchrotron Radiation Research Centre in Taiwan. All experiments were
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conducted at room temperature. The photoemission spectra are collected with a
SPECS [158] PHOIBOS 150 MCD-9 multichanneltron high energy resolution hemi-
spherical electron spectrometer. Resonant photoemission spectra are recorded for
a range of photon energies that traverse the L2 absorption edge for both zirco-
nium and yttrium. These spectra, obtained at resonance, show significant detail.
Photoemission peaks due to core-level and Auger transitions are observed within
these spectra. Normalised stack plots for yttrium and zirconium L2-edge spectra
are shown in Fig. 5.1. Since electronic charging of the surface affects the binding
energy values, the spectra are aligned by selecting a common core-level peak and
subsequently displacing each spectrum by an offset in binding energy so that the
reference line appears at the same energy. In the yttrium L2 case (Fig. 5.1(a)),
the O-1s level (at 535.2 eV) has been used. A VG300 electron flood gun from VG-
Scienta [159] was used to neutralise the surface from charging. This flood gun was
very effective at charge neutralisation with no perceptible movement or distortion in
the spectra and peak positions were constant between measurements and over time.
For the yttrium L2-edge spectra in Fig. 5.1(a), peaks 1 to 6 are attributed to pho-
toemission from core-lines because their positions stay at the same binding energy
across the range of photon energies. Peaks 7 and 8 are attributed to Auger tran-
sitions as the peak positions systematically change with photon energy. Similarly,
for the zirconium L2-edge spectra (Fig. 5.1(b)) peaks 9 to 13 are due to photoe-
mission from core-lines, while peaks 14 and 15 are attributed to Auger transitions.
Table 5.1 lists the position of peaks 1 to 6, and 9 to 13 in Fig. 5.1 and assigns them
to particular core-levels. This is achieved by comparing peak binding energies with
experimental core-binding energies of Zr and Y in the bulk metallic form (i.e. 3s,
3p1/2 and 3p3/2) [160, 161]. Binding energies of assigned peaks are then compared
with core-binding energies calculated using DFT, discussed below.
Considering first the core-level binding energies from the yttrium L2-edge data
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Figure 5.1: (a) Photoemission spectra through the yttrium L2 edge for photon
energies in the range from 2154 eV to 2164 eV. The core-line peaks are identified
and labelled as: (1) O-1s , (2) Zr-3s , (3) Zr-3p1/2, (4) Zr-3p3/2 , (5) Y-3p1/2 and
(6) Y-3p3/2. Peaks (7) and (8) are due to Auger processes. (b) Photoemission
spectra through zirconium L2 edge for photon energies in the range from 2304 eV to
2316 eV. The core-line peaks are identified and labelled as: (9) Zr-3s, (10) Zr-3p1/2,
(11) Zr-3p3/2, (12) Y-3p1/2 and (13) Y-3p3/2. Peaks (14) and (15) are Auger features.
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Yttrium L2-Edge Spectra Zirconium L2-Edge Spectra
State Core-level Binding Energy (eV) Core-level Binding Energy (eV)
Yttrium 3-p3/2 305.4± 0.3 305.3 ± 0.4
Yttrium 3-p1/2 317.5± 0.3 316.8 ± 0.4
ave. Yttrium 3-p 309.4 309.1
Zirconium 3-p3/2 338.1± 0.2 337.9 ± 0.4
Zirconium 3-p1/2 351.3± 0.3 351.3 ± 0.3
ave. Zirconium 3-p 342.5 342.4
Zirconium 3-s 437.5± 0.1 438.0 ± 0.1
Oxygen 1-s 535.2
Table 5.1: Binding energy values of spectral peaks assigned to Y-3p3/2, Y-3p1/2,
Zr-3s, Zr-3p3/2, Zr-3p1/2, and O-1s transitions shown in Fig. 5.1. Also shown are the
weighted average positions of the 3p3/2 and 3p1/2 states.
shown in Fig. 5.1(a), the core-level binding energy of the oxygen 1s state (peak 1)
is 535.2 eV and the Zr-3s core-level binding energy (peak 2) is 437.5± 0.1 eV. The
zirconium 3p1/2 and 3p3/2 core-level binding energies (split due to the spin-orbit
interaction), peaks 3 and 4, are 351.3±0.3 eV and 338.1±0.2 eV, respectively. The
yttrium 3p1/2 and 3p3/2 core-level binding energies (peaks 5 and 6) are 317.5±0.3 eV
and 305.4±0.3 eV, respectively. All these values are listed in Tab. 5.1. The error bars
on the values represent the greatest variation in peak position across the individual
spectra for a given core-line feature. The combined energy resolution of the electron
spectrometer and monochromator is around 0.3 eV as determined by the Fermi edge
broadening from a gold-foil standard at the photon energies used in this study. Also
listed in Tab. 5.1 are the weighted (according to occupancy) average 3p core-levels.
For the zirconium L2-edge spectra in Fig. 5.1(b), the peak associated with the
oxygen 1s state does not appear because the binding energy range does not extend
to high enough values. Individual spectra were instead aligned using the Zr-3p1/2
(351.3 eV) in Fig. 5.1(a). In Fig. 5.1(b), the Zr-3s (peak 9) core-level has a binding
energy of 438.0 ± 0.1 eV, while the zirconium 3p1/2 and 3p3/2 states have binding
energies of 351.3± 0.3 eV and 337.9± 0.4 eV (peaks 10 and 11), respectively. The
yttrium 3p1/2 and 3p3/2 have binding energies of 316.8± 0.4 eV and 305.3± 0.4 eV
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(peaks 12 and 13), respectively. The error bars on the values similarly represent the
greatest variation in peak position across the individual spectra for a given core-line
feature. The weighted average of the Zr-3p and Y-3p core energies are also listed
in Tab. 5.1. The Y-3s state in all spectra is not easily identified due to low cross-
section.
The energy difference between the Zr-3p1/2 and 3p3/2 levels, due to the spin orbit
interaction of 13.2 eV at the yttrium L2-edge and 13.4 eV at the zirconium L2-edge,
is similar to that for metallic zirconium, namely, 13.6± 0.2 eV [160]. Likewise, the
energy difference between the Y-3p1/2 and 3p3/2 levels of 12.1 eV at the yttrium
L2-edge and 11.5 eV at the zirconium L2-edge are close to that of 11.8 eV, for bulk
yttrium [161].
5.3 Photoemission line analysis
5.3.1 Peak position analysis
Core-level shifts are obtained by deconvolution of the experimental spectra. To a
first approximation, the shifts in binding energy between deconvoluted peaks cor-
respond to shifts in the core-level energy from which the electron is photo-emitted.
In general it is found that the zirconium, yttrium and oxygen peaks deconvolute
into three core-level shifted peaks, suggesting that these elements are each in three
distinct chemical environments. This experimental interpretation is consistent with
the DFT calculated core-energies (discussed below) in which each element is also
found to occur in three main chemical environments.
Spectra are analysed by the CasaXPS software [162] and are normalised by di-
viding the data by the background intensity at the same binding energy for each
photon energy. This background is selected in a flat region where there are no
photoemission peaks. For the yttrium spectra, two background regions are selected
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because the same flat region is not available for all photon energies.
In the analysis of a particular peak, the energy range is restricted to the peak of
interest. The background is included in the fit. The best fit is determined by the
minimisation of the residual standard deviation, which should be below unity for an
optimal fit, as is the case in the present study. Each assigned peak (i.e. O-1s, Zr-3s,
Zr-3p1/2, Zr-3p3/2, Y-3p1/2, and Y-3p3/2) is deconvoluted for all photon energies. A
given deconvoluted peak is assigned with its mean position fixed at the same binding
energy for all spectra across the photon energy range. The fitting is not contrived
and a number of alternatives were attempted during the initial analysis. These alter-
natives included fitting the photoemission peaks with 2, 4 or more deconvolutions,
performed in conjunction with varying the full-width at half-maximum (FWHM)
and peak positions, and using various background subtractions which were less lin-
ear and more oscillatory.
Figure 5.2 shows an example for the Zr-3p1/2 and 3p3/2 peaks (upper panels) and
for the Y-3p1/2 and 3p3/2 peaks (lower panels) from the yttrium L2 absorption-edge
(Fig. 5.1(a), Zr peaks 3 and 4, Y peaks 5 and 6, respectively). The Zr-3p1/2 and
3p3/2 peaks at photon energy of 2164 eV are chosen because they do not have the
accompanying Auger peak observed at lower photon energies. The Y-3p1/2 and 3p3/2
peaks, at photon energy of 2156 eV, are selected because they are more prominent
when compared with the same peaks at greater photon energies. In the left panels of
Fig. 5.2, the background spline determined from the fits is shown. The right panels
of Fig. 5.2 shows the same peaks but with the background subtracted, along with
the peak fits. The residual standard deviations are 0.95 and 0.81, respectively, for
the Zr and Y spectra.
Figure 5.3 shows a further representative example for an O-1s peak (upper pan-
els) and a Zr-3s peak (lower panels), at photon energy of 2156 eV, from the yttrium
L2 absorption-edge (Fig. 5.1(a)). In the left panels of Fig. 5.3, again the background
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Figure 5.2: Fitted Zr-3p3/2 and 3p1/2 (a and b) and Y-3p3/2 and 3p1/2 (c and d) spec-
tra for photon energies of 2164 eV and 2154 eV, respectively. Experiment (black
dashed line), background (red). a) and c) are the raw spectra. b) and d) are back-
ground subtracted spectra and fits. The splines separating peaks from background
are kept fairly linear, to replicate gradual changes in background as the experiment
progresses. Each fitted (deconvoluted) peak is centred at a different binding energy
and corresponds to a distinct chemical environment. Peaks are fitted such that the
composite peak (dark yellow line) is in close agreement with the experimental peak.
The three fitted peaks, within the Zr-3p and Y-3p photoemission peaks shown in
this example, indicate that both Zr and Y are found in three chemical environments.
The residual standard deviation, obtained from the difference between the compos-
ite peak and the experimental line, is less than 1.0, which indicates a good fit of the
deconvoluted peaks.
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spline determined from the fitting is shown. The right panels of Fig. 5.3 show the
same peaks background subtracted, and their peak fits. Here, the residual standard
deviations are 0.54 and 0.60, respectively, for the O and Zr results. The Zr-3s peak
has a much lower intensity than the O-1s peak and consequently the former has a
poor signal to noise ratio compared to that of the latter.
Peaks were fitted using Voigt functions that are 50 % Lorentzian and 50 % Gaus-
sian. The Lorentzian component of the peak accounts for the life-time broadening of
the detected photoelectrons (see Chapter 2, Experimental Background). The Gaus-
sian component describes peak broadening brought about by the monochromator
and analyzer. The FWHM is fixed at 1.89 eV for the oxygen 1s peak, 1.90 eV for
all yttrium peaks and 2.50 eV for all zirconium peaks across all excitation energies
used. The peaks are optimised by using the fitting routines in CasaXPS. For the
3p features, the area of the 3p3/2 peak is constrained to be twice that of the 3p1/2.
This is because there are twice as many electrons emitted from the 3p3/2 state than
from the 3p1/2 state.
The binding energies of fitted peaks are calculated by the following process: 1)
core-level shifts are identified across the spectral range, 2) the average binding en-
ergy positions are determined for core-level shifted peaks, and 3) the binding energy
positions of these peaks are fixed at the calculated average values. Small adjust-
ments in binding energy value are then applied until the smallest residual standard
deviation is reached.
The resulting positions of the peaks comprising the main core levels are listed in
Tab. 5.2, along with their relative displacements (core-level shifts). Each core-level
investigated can be decomposed into three contributions, reflecting different local
environments. The shifts in the core-levels (magnitudes) are furthermore quite large
with the smallest being 0.8 eV for the O-1s and the largest being 2.3 eV for the
Zr-3s state.
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Figure 5.3: Fitted O-1s (a and b) and Zr-3s (c and d) spectra for a photon energy
of 2156 eV. Experiment (black dashed line), background (red). a) and c) are the
raw spectra. b) and d) are background substracted spectra and fits, which result
in three peaks (red, green, blue). The residual standard deviation is less than 1.0,
which indicates a good fit of deconvoluted peaks.
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Experiment E1b , Peak 1 ∆E
1,2
b E
2
b , Peak 2 ∆E
2,3
b E
3
b , Peak 3
Yttrium
3p1/2 319.0 1.9 317.1 1.4 315.7
3p3/2 307.2 1.9 305.3 1.4 303.9
Zirconium
3s 439.3 1.3 438.0 2.3 435.7
3p1/2 352.3 1.0 351.3 1.8 349.5
3p3/2 338.9 1.0 337.9 1.8 336.1
Oxygen
1s 535.9 0.8 535.1 1.9 533.2
Table 5.2: Fitted binding energies, for yttrium, zirconium and oxygen and the rela-
tive energy shifts, ∆Eb, for the yttrium-edge.
5.3.2 Peak area plots
As a technique in identifying atomic near neighbours, it has been suggested that
multi-atom resonant photoemission (MARPE) can occur between core and higher-
level electrons located within neighbouring atoms (e.g. between O-1s and Y-2p
in YSZ) of multi-element materials (see Sec. 2.2.4 Resonant photoemission effects
(RPE and MARPE)). Kay et al. explain the mechanism of MARPE by comparison
with RPE, which they call “single-atom resonant photoemission” (SARPE) [59].
Initial results by Kay et al. indicated that MARPE, when compared with the non-
resonant contribution, increases photoemission intensity significantly [59]. MARPE
has been observed experimentally but has also been the subject of some contro-
versy [59, 62, 163], in the first instance because Kay et al.’s measurements overesti-
mated the effect [59, 62], due to a nonlinearity in the detector used [164]. However,
the corrected data are well described by extending resonant photoemission theory to
an interatomic case beyond a second-order Kramers-Heisenberg treatment. Fujikawa
has reviewed theoretical developments to show how MARPE can distinguish between
atoms because of marked differences in their absorption edge energies [165].
On the other hand, Carravetta and A˚gren used an ab initio method to com-
pute MARPE for a set of small molecules [163], and found the effect to be small
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and despite reservations indicated more detailed studies should be performed [163].
The controversy surrounding experimental results has continued (see Yamazaki et
al. [164], and references therein).
There is some indication that MARPE is present in the photoemission peaks
within the yttrium L2-edge spectra and zirconium L2-edge spectra shown in Fig. 5.1.
Following the procedure outlined by Kay et al. [62], we initially determine the O-1s
spectral intensity for Peak 1 Fig. 5.1(a) by calculating peak areas by fitting ana-
lytical peak shapes and background subtracting. Normalisation of these peak areas
was carried out as in the last sections by normalising to the same flat section of
background. The channeltron detector response function was found to be linear
over the intensity ranges measured. The detector response was in any case used
to adjust for any minor non-linearities by applying the function as a multiplication
factor to all spectra presented in this thesis. In order to identify possible different
chemical environments we consider areas determined from the three deconvoluted
peaks (e.g. Fig. 5.3(b)). The resulting spectral intensity plots for the three deconvo-
luted environments are shown in Fig. 5.4. In comparison, and following the analysis
of Kay et al. [62], Fig. 5.4 also shows the Y NEXAFS spectrum. Each normalised
peak area versus photon energy plot in Fig. 5.4 is drawn in the same colour as the
deconvoluted peak to which it corresponds in Fig. 5.3(b).
In comparison to MARPE plots such as Fig. 1d of Kay et al. [62] it is possible to
identify similar features in Peak 2 (Fig. 5.4, green curve) such as position, magnitude
and shape. Such features cannot be identified in either Peak 1 (Fig. 5.4, red curve)
or Peak 3 (Fig. 5.4, blue curve). Accordingly, Fig. 5.4 indicates that Peak 2 corre-
sponds to a resonant geometry where the oxygen atom is close to a yttrium atom
and not in the case of Peaks 1 and 3. The reason MARPE effects might be apparent
for some photoemission peaks and not others will be discussed in Sec. 5.5.1.
Similarly it is possible to carry out the same process for Peak 9 of Fig. 5.1(b).
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Figure 5.4: Plot of normalised peak area against photon energy for the three decon-
voluted O-1s peaks identified in Fig. 5.3(b) established from Peak 1 Fig. 5.1(a) (left
hand scale). Error bars indicate the difference in normalised area for deconvoluted
peaks with binding energy positions that are fixed and non-fixed. Also shown is the
Y NEXAFS absorption spectrum (right hand scale).
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The deconvolution into three spectral peaks and plotting the (normalised) peak areas
against photon energy results in the three spectra shown in Fig. 5.5. Comparison
with Fig. 1d of Kay et al. [62] and Fig. 5.5 indicates resonance effects for all three
spectra, which are for Zr-Zr processes and thus must be ascribed to RPE rather
than MARPE. The peak area plots in Fig. 5.5 indicate RPE of different fractional
width [55], an explanation of which is discussed in Sec. 5.5.1.
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Figure 5.5: Plot of normalised peak area against photon energy (with reference to
Fig. 5.3(d)) for the three core-level shifted Zr-3s peaks (left hand scale). Error bars
indicate the difference in normalised area for deconvoluted peaks with binding energy
positions that are fixed and non-fixed. Also shown is the Zr NEXAFS absorption
spectrum (right hand scale).
Similarly, it is possible to carry out the same process for the peaks shown in
Fig. 5.6. Figure 5.6(a) shows an analysis of Peak 10, Fig. 5.1(b), corresponding to
Zr 3p distribution across the zirconium L2-edge. This might indicate a small RPE
effect for Peak 3, but not for Peak 1 and Peak 2. Figure 5.6(b) shows an analysis
of Peak 12, Fig. 5.1(b) corresponding to Y 3p distribution across the zirconium L2-
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Figure 5.6: Plot of normalised peak area against photon energy, with reference to
Fig. 5.2(b) and Fig. 5.2(d) for the three core-level shifted Zr-3p peaks and Y-3p
peaks, respectively (left hand scale). Figure (a) is for the Zr-3p peak and (b) Y-3p
peak, within the Zr L2-edge. Figure (c) is for the Zr-3p peak and (d) Y-3p peak,
within the yttrium L2-edge. Error bars indicate the difference in normalised area
for deconvoluted peaks with binding energy positions that are fixed and non-fixed.
Also shown is the NEXAFS absorption spectrum (right hand scale) for Zr (a and b)
and Y (c and d).
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edge. This might show MARPE between Y and Zr atoms of similar width for all
three peaks, indicating the yttrium atoms all have the same chemical environment.
Figure 5.6(c) shows analysis of Peak 3, Fig. 5.1(b) corresponding to Zr 3p across the
Y L2-edge, where Peak 2 indicates a significant MARPE effect, Peak 3 a possible
MARPE, and Peak 1 indicates no resonance effect. Figure 5.6(d) shows an analysis
of Peak 5, Fig. 5.1(b), corresponding to Y 3p across the Y L2-edge, might indicate a
RPE for Peak 2, with comparatively small width for Peak 3 and even smaller width
for Peak 1. An analysis of these possible RPE and MARPE effects apparent within
these photoemission peaks is given in Secs. 5.5.1 and 5.5.2.
5.4 Calculations
5.4.1 Methodology
The all-electron DFT calculations are performed using the DMol3 code [96], with the
generalised gradient approximation (GGA) [83]. The wave functions are expanded
in terms of a double-numeric quality localised basis set with polarisation functions
(DNP) and an atomic real-space cutoff of 9 Bohr. For calculating the properties
of bulk cubic ZrO2, the Brillouin-zone integrations are performed using a (4×4×4)
Monkhorst-Pack (MP) grid. Two models are considered for simulating the structure
of YSZ; i.e. Model 1 and Model 2, described in Sec. 4.2.2 ‘The structure of YSZ’
and depicted in Figs. 4.3 and 4.4, respectively. Model 1 involves a 93-atom supercell
where a (2×2×2) MP k-point grid is used to sample the Brillouin zone, while Model 2
is twice as large in one direction, and correspondingly, the k-point grid is reduced
in this direction, resulting in a (2×1×2) MP grid (see Sec. 4.2, ‘Method’). For each
structure the internal atomic geometry is fully relaxed so that the force on each
atom is negligible. From these calculations, we have the following results. Partial
(or “atom-projected”) density-of-states (pDOS) calculations are shown for yttrium
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in Fig. 5.8 and for zirconium in Fig. 5.9. Results of the core-level calculations are
shown for Model 1 in Tab. 5.3 and for Model 2 in Tab. 5.4.
In Model 1, the Zr atoms experience three different chemical environments: (i)
Zr atoms with 8 oxygen nearest neighbours (NNs) (indicated by Zr1 in Fig. 5.7), (ii)
Zr atoms with 7 oxygen NNs and 1 OV (Zr2 in Fig. 5.7), and (iii) Zr atoms with 6
oxygen NN and 2 OVs (Zr3, see Fig. 5.7). The oxygen atoms are also located within
three distinct environments: (i) O atoms with 4 Zr NNs (indicated by O1 in Fig. 5.7),
(ii) O atoms with 3 Zr NNs and 1 Y NN (O2 in Fig. 5.7), and (iii) O atoms with 2
Zr NNs and 2 Y NNs (O3, see Fig. 5.7). The yttrium atoms, on the other hand, all
have the same number and species of NN, namely 8 O NNs. They can, however, be
grouped according to their core-level binding energies and further distinguished as:
(i) those Y atoms which have a Zr NNN that has 1 oxygen vacancy as a NN (Y1
in Fig. 5.7) (ii) those Y atoms which have a Zr next nearest neighbour (NNN) that
has 2 oxygen vacancies as NNs (Y4, Y5 and Y6, see Fig. 5.7), and (iii) Y atoms
that are NNN to two other Y (Y2 and Y3, Fig. 5.7). Even though these O-vacancies
are not directly bonded to the Y atoms, but to the NNN Zr atoms, they still affect
the electronic structure as indicated by the core-level shifts, and also by the pDOS.
This can be seen in Fig. 5.8 which shows the pDOS for a representative Y atom for
each of the three different local environments. Yttrium atoms can also be grouped
according to calculated average bond length with their O NN: (i) Y1 (2.304 A˚), (ii)
Y2 (2.339 A˚), Y3 (2.333 A˚), Y4 (2.338 A˚), and (iii) Y5 (2.350 A˚), Y6 (2.358 A˚).
There is close correspondence between these groups and Y atoms grouped according
to binding energies.
Figure 5.9 shows that the pDOS (for Model 1), averaged across Zr atoms, is quite
similar for the valence band region for the three zirconium chemical environments.
Further to this, the conduction band DOS for Zr atoms with 8 ONN and for Zr with
7 ONN and 1 OV are similar. In contrast, the pDOS for Zr atoms with 6 ONN and 2
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Figure 5.7: Atomic structure for “Model 1” showing environments of zirconium and
yttrium atoms relative to the oxygen vacancies. Zirconium atoms are indicated
by light (green) spheres, oxygen dark (red) spheres, yttrium dark (purple) spheres
and oxygen vacancies (orange) spheres with equatorial lines. Oxygen vacancies are
located along the 〈111〉 crystal direction. Zr with 8 O nearest neighbours(NN) is
depicted by Zr1, Zr with 7 O NN and 1 O vacancy (OV) by Zr2, and Zr with 6 O
NN and 2 O vacancy NN by Zr3. Yttrium atom Y1, Y2 and Y3 are next-nearest-
neighbour (NNN) to zirconium atom Zr2, which is nearest neighbour to one oxygen
vacancy. Yttrium atoms Y2, Y3, Y4 and Y5 are all NNN to two other Y atoms.
Yttrium atoms Y3, Y4, Y5 and Y6 are NNN to zirconium Zr3, which is NN to two
oxygen vacancies. Oxygen atom O1 has 4 Zr NN, O2 (3 Zr NN and 1 Y NN) and
O3 (2 Zr NN and 2 Y NN).
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Figure 5.8: The partial (or “atom-projected”) density-of-states (pDOS) for yttrium
atoms in the three different environments, namely Y that are next nearest neighbours
(NNN) to Zr that have nearest neighbours (NN) of (a) 2 OVs, (b) 1 OV or 2 OVs,
and where each Y is NNN to 2 Y, and (c) 1 OV. The contributions due to Y-3s, 3p
and 4d electrons are shown as the thin dark (black), thin grey (red), and thick grey
(green) lines, respectively.
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OVs is different, exhibiting two separate peaks. Figure 5.10 shows the local atomic
structures of these Zr atoms, namely, for (a) Zr coordinated with 8 O NN, (b) Zr
with 7 O and 1 OV NN, and (c) Zr with 6 O and 2 OV NNs. It can be seen that the
latter environment for Zr (c) has the greatest rotational and mirror symmetry. The
average bondlengths for the three groups, are: (a) 8 O NN (2.231 A˚), (b) 7 O and
1 OV NN (2.156 A˚), and (c) 6 O and 2 OV NN (2.089 A˚). Thus, the bondlength
decreases with decreasing number of bonds to O atoms, i.e. there are fewer, but
shorter and stronger bonds.
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Figure 5.9: The partial (or “atom-projected”) density-of-states (pDOS) averaged
across zirconium atoms in each of their chemical environments, namely (a) Zr with
8 O nearest neighbours (NN), (b) Zr with 7 O NN and 1 OV, and (c) Zr with 6 O
NN and 2 OVs. The contributions due to Zr-3s, 3p and 4d electrons are shown as
the thin dark (black), thin grey (red), and thick grey (green) lines, respectively.
Table 5.3 lists the number of atoms for each species (O, Y, Zr) in the supercell,
with the various local environments listed. In Model 2, the constituent atoms, Zr,
Y and O have the same three types of local environments as in Model 1, but with
different numbers of each type in the supercell, (see Table 5.4).
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(a) (b) (c)
Figure 5.10: The different local atomic geometries, from the 93-atom YSZ optimised
structure (Model 1), for the Zr atoms: (a) zirconium coordinated with 8 oxygen
nearest neighbours (NN), (b) zirconium coordinated with 7 oxygen NN, and (c)
zirconium coordinated with 6 oxygen NN.
Model 1 E1b , Peak 1 ∆E
1,2
b E
2
b , Peak 2 ∆E
2,3
b E
3
b , Peak 3 w-ave
Yttrium
3s 387.25 0.34 386.91 0.08 386.83 387.07
3p 305.38 0.26 305.12 0.18 304.94 305.22
Environ. Zr NNN Y with Y NNN Zr NNN
with 2 OV NNs with 1 OV NN
No. in cell 3 2 1
Zirconium
3s 437.79 0.20 437.59 0.35 437.24 437.68
3p 348.30 0.20 348.10 0.35 347.75 348.19
Environ. 8 O NNs 7 O NNs; 1 OV 6 O NNs; 2 OVs
No. in cell 15 10 1
Oxygen
1s 535.31 0.17 535.14 −0.03 535.17 535.20
Environ. 4 Zr NNs 3 Zr NNs; 1 Y NNs 2 Zr NNs; 2 Y NNs
No. in cell 25 24 12
Table 5.3: Calculated Kohn-Sham eigenvalues, Eb (in eV), for Model 1 (93 atom
supercell) and associated energy shifts, ∆Eb, for the three chemical environments
of each species. Also listed is the weighted average energy “w-ave” (according to
the number of atoms of the same type/environment in the supercell).
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Model 2 E1b , Peak 1 ∆E
1,2
b E
2
b , Peak 2 ∆E
2,3
b E
3
b , Peak 3 w-ave
Yttrium
3s 387.41 0.30 387.11 0.30 386.81 387.26
3p 305.79 0.30 305.49 0.30 305.19 305.64
Environ. Group 1 Group 2 Group 3
No. in cell 7 4 1
Zirconium
3s 437.85 0.17 437.68 0.32 437.36 437.76
3p 348.37 0.17 348.20 0.33 347.87 348.28
Environ. 8 O NNs 7 O NNs; 1 OV 6 O NNs; 2 OVs
No. in cell 31 18 3
Oxygen
1s 535.25 0.06 535.19 0.07 535.12 535.20
Environ. 4 Zr NNs 3 Zr NNs; 1 Y NNs 2 Zr NNs; 2 Y NNs
No. in cell 48 52 22
Table 5.4: Calculated Kohn-Sham eigenvalues, Eb (in eV), for Model 2 (186 atom
supercell) and associated energy shifts, ∆Eb, for the three chemical environments of
each species. Also listed is the weighted average energy “w-ave” (according to the
number of atoms of the same type/environment in the supercell). Yttrium atoms
are grouped according to similarities in their calculated core-level energies.
5.4.2 Results: Core-level energies
Table 5.3 presents the calculated core-level energies for structure Model 1, in par-
ticular, the O-1s, Zr-3s, Zr-3p, Y-3s, and Y-3p states. In order to make comparison
between calculation and experiment the calculated Kohn-Sham energy eigenvalues
are aligned by specifying the average (over all O atoms in the supercell) position of
the O-1s state to be the value 535.2 eV, the same alignment procedure as that used
for the experimental spectra. The calculations do not include spin-orbit coupling,
so the 3p state is not split into p3/2 and p1/2 components. A description of the spin-
orbit interaction would require a fully relativistic treatment, as for example has been
done for the Mn-2p state, where the 2p3/2-2p1/2 spin-orbit splitting was calculated
to be 10.6 eV (see [166], pp 351-371). This is a similar order of magnitude to the
Zr and Y 3p splittings described above. The binding energies, Eb, are grouped ac-
cording to the common local chemical environments described above, within which
the values are averaged over all the values for the atoms belonging to the group.
Table 5.3 also includes the values of the energy shift between the core-level groups,
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∆Eb, as well as the weighted average position, w-ave. Comparing the DFT results
with the measured photoemission results, once the O-1s levels have been commonly
aligned (at 535.2 eV), the next lowest energy, that of the Zr-3s state (437.68 eV,
Model 1; 437.76 eV, Model 2) agrees relatively closely with the experimental values
(437.5 ± 0.1 eV, Y L2-edge spectra and 438.0 ± 0.1 eV, Zr L2-edge spectra). There
is a greater deviation between theory and experiment for the Zr-3p with DFT val-
ues of 348.19 eV Model 1, 348.28 eV Model 2, and experiment (weighted average,
with average error): 342.5 ± 0.3 eV (Y L2-edge spectra) and 342.4 ± 0.4 eV (Zr
L2-edge spectra). For the Y-3p state, there is a similar difference between DFT and
experiment with values of: DFT 305.22 eV Model 1, 305.64 eV Model 2 compared
to experiment: 309.4 ± 0.3 eV (Y L2 spectra) and 309.1 ± 0.4 eV (Zr L2 spectra).
Such differences of several eV may be expected due to the non-relativistic treatment
of the 3p states.
From Tab. 5.3 Zr atoms (3s and 3p) with eight oxygen NNs have the greatest
binding energy. Zirconium atoms with 7 oxygen NNs and 1 oxygen vacancy (OV)
NN have the next greatest binding energy, and Zr atoms with 6 O NNs and 2 OV
NNs have the smallest binding energy. Experimentally, the Zr-related feature is
found to consist of three components, which is consistent with the calculations for
the assumed structural models, though quantitatively, the magnitudes of the core-
level shifts obtained from experiment are notably larger. The experimental peaks
comprising the main Zr core-line feature can be assigned such that the peak with
the greatest binding energy is due to Zr atoms with 8 O NNs. The peak with lowest
binding energy can then be assigned to Zr atoms with 6 O NNs and 2 O vacancy
NNs. The peak with intermediate binding energy is then assigned as being due to
Zr atoms coordinated to 7 O atoms and one O vacancy. This is not a conclusive
identification, however, since as mentioned the magnitudes of the core-level shifts
differ considerably between theory and experiment.
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It should be noted that DFT calculations determine Kohn-Sham eigenvalues,
which are ground-state quantities. The experiment measures the core-level bind-
ing energies not in the ground-state, which include effects such as relaxation of the
core electrons in response to the hole created. That is, they are different quantities
and if the Kohn Sham levels are interpreted as one-electron excitation energies (as
measured in photoemission) some limitations can be expected and the comparison
might not be expected to be quantitative. Thus, it is more appropriate to only
qualitatively compare the energy differences between experiment and theory, rather
than the absolute values.
With regard to the O-1s state, O atoms coordinated to 4 Zr atoms have the
greatest binding energy, followed by those which have 2 Zr and 2 Y, and lowest
binding energy for those coordinated by 3 Zr atoms and 1 Y atom. The binding
energy difference between the latter two is, however, very small at just 0.03 eV.
Table 5.4 presents analogous results for the calculated binding energies for struc-
ture Model 2. In this case, similar to the results for Model 1, the core-level shifts
of the atoms between groups is small, i.e. less than 0.07 eV, 0.33 eV, and 0.30 eV
for O, Zr, and Y atoms, respectively. The trends in the core binding energies are
very similar for Models 1 and 2, with a main (albeit small) qualitative difference
being for the O-1s energies, in that for Model 1 the O atom with 2 Y neighbours
has the intermediate binding energy (535.17 eV, Tab. 5.3), while for Model 2 the
O atom with 1 Y neighbour has the intermediate binding energy (535.19 eV). This
presumably is due to the difference in the additional long range order of Model 2
where the vacancy-zirconium-vacancy units are aligned along the 〈112〉 direction.
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5.5 Experimental analysis
5.5.1 Peak area analysis: Discussion of MARPE
In the MARPE analysis the assignment of de-convoluted peaks to environments can
be guided by considering their binding energy values and matching these to calcu-
lated core-level energies for different atoms. In addition, the areas of de-convoluted
peaks might be expected to correspond to numbers of atoms in particular chemi-
cal environments as indicated from the model structures. More atoms in a specific
chemical environment might mean a greater number of photoelectrons and a larger
photoemission peak than in a less-populated environment. In considering the lining
up of the energy shifts in Tabs. 5.3 and 5.4 with experimental data it would then be
reasonable to exchange the binding energies of Peaks 2 and 3 for O-1s in Tab. 5.3.
This exchange of binding energies is justifiable because both are nearly the same
and within calculational accuracy. Not only would the tabular atom numbers better
match the peak heights of the experimental data, but the number of atoms would
also then correspond to those of Tab. 5.4.
Initially consider the chemical environment of O-1s for Model l and the MARPE
between O and Y as proposed in Fig. 5.4 (Peak 2). By inspection in Tab. 5.3 the
three chemical environments for oxygen, corresponding to respectively Peaks 1, 2
and 3, contain as the number of atoms for the four nearest neighbours: 4Zr; 3Zr and
lY; 2Zr and 2Y. However, MARPE between O and Y for the 2 Zr and 2Y case should
not be expected. This is because of the “selection rule” provided by the sum over the
local atoms which is over 2 symmetric Y atoms (see Arai and Fujikawa [167]). Fur-
thermore, Arai and Fujikawa’s analysis indicates that MARPE would be expected
for 3Zr and 1Y as in this asymmetric case there is only a contribution to the sum
from one nearest neighbour Y atom.
Accordingly, in Fig. 5.4 MARPE between O and Y through the Y resonance
107
is only to be expected for Peak 2. The support for the MARPE interpretation of
Fig. 5.4 provided by Model 2 is even stronger. This is because the results displayed
in Tab. 5.4 show that the binding energy of the “allowed” oxygen 1 Y environment is
more clearly separated from that of the “forbidden” 2Y environment. On the other
hand, the non-occurrence of O-Y MARPE in Peak 1 in Fig. 5.4 is then explained
from the oxygen environments for Peak 1 in Tabs. 5.3 and 5.4 as they do not include
any Y.
In summary, observation of the MARPE effect in Fig. 5.4 for O and Y favours
Model 2 over Model 1 on the basis of local structure analysis. This is somewhat
unexpected as there is little local structure difference between the two models. How-
ever, as will be examined in Chapter 6 using neutron scattering and computational
techniques Model 2 contains long-range order constraints not included in Model 1.
5.5.2 Peak area analysis: Discussion of combined RPE and
MARPE
The YSZ structure assumed throughout this Chapter is based on previous work [17,
18, 41]. Oxygen vacancies then align in the 〈111〉 direction in accordance with
experimental [19, 127] and calculated observations [17, 18]. The identification of
which cation is nearest neighbour to the oxygen vacancies is however still then to
be determined. Some results have indicated binding to Y [118, 168–171] and some
Zr [19, 140, 172–174] as has previously been discussed [17, 18]. The following dis-
cussion of results for peak area spectral analysis might show how RPE and MARPE
in conjunction with Model 1 and Model 2 indicate that zirconium is the exclusive
nearest neighbour of the oxygen vacancies.
RPE is a single-atom interference effect, mediated by autoionisation decay [55,
58, 59], where the intensity of photoelectrons from higher electronic levels increases
or decreases substantially depending on the relative amplitude and phase with pho-
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toelectrons emitted from lower levels [54] (see Chapter 2, Sec. 2.2.4). RPE has been
observed experimentally [60] and predicted by calculation [61]. Figure 5.5 shows the
deconvolution of the Zr-3s peak across the zirconium L2-edge, where the Zr L2-edge
is indicated by the Zr NEXAFS plot (black line). For all three cases the normalised
peak areas versus photon energy indicates RPE within Zr atoms, with plots display-
ing the characteristic shape of a Fano line profile [55]. Comparison with Tabs. 5.3
and 5.4 indicate that the three plots correspond to Zr environments with respec-
tively 0, 1, or 2 oxygen vacancies as nearest neighbours. The widths of the peak area
plots in Fig. 5.5 are correspondingly greatest for Zr with: 8 O nearest neighbours
(Peak 1 - red curve, circles); 7 O and one oxygen vacancy nearest neighbours (Peak
2 - green curve, squares); 6 O and two oxygen vacancy nearest neighbours (Peak 3 -
blue curve, diamonds). The overlap integral of the initial and final electronic states
determines the profile width of the autoionisation line, which is indicated by the
width of the peak area versus photon energy plots in Fig. 5.5 [55, 56]. Least width
in the plot for Zr with 6 O and two oxygen vacancy nearest neighbours, compared to
the other plots, indicates a substantial difference to the initial state orbital effecting
the orbital overlap.
On the other hand, the peak area versus photon energy plot for the Zr-3p peak
across the Zr L2-edge in Fig. 5.6(a) does not display pronounced RPE behaviour.
This may be due to preclusion by selection rules as the interacting electrons are
from the Zr-2p1/2 (i.e. the Zr L2-edge is crossed) and Zr-3p orbitals [55].
Figure 5.6(b) shows the Y-3p peak area versus photon energy across the Zr L2-
edge. The three curves in Fig. 5.6(b) all appear to indicate MARPE behaviour.
For MARPE to occur coupling would be required between Zr and Y, i.e. between
cations that are at next nearest neighbour positions relative to each other. The
similar widths of the three curves in Fig. 5.6(b) suggest similar initial state orbitals
were probed for autoionisation, indicating that Y is found in one chemical envi-
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ronment only [55]. This interpretation is supported by examination of Tabs. 5.3
and 5.4, which show that the Y within Model 1 and Model 2 all have the same
chemical environment of 8 O nearest neighbours, and are only discriminated accord-
ing to next nearest neighbours. The nearest neighbour environments for Y used in
Model 1 and Model 2 thus appear to be in agreement with the binding energies for
Y from experiment. The discovery via experiment of a single chemical environment
for Y also supports previous reports that Y are not nearest neighbours to oxygen
vacancies in YSZ (see, for example, Bogicevic and Wolverton [18]), i.e. for Y to be
NN to OVs for YSZ at 8-9 mol % Y2O3 requires that Y exists in more than one
chemical environment, which does not appear to be true in this instance.
Figure 5.6(c) shows the Zr-3p peak area versus photon energy across the Y-L2
edge. The curve for Peak 2 appears to indicate MARPE, with no discernable ef-
fect apparent for the curves associated with Peak 1 or Peak 3. Figure 5.10 shows
the structural motifs for the three Zr chemical environments and indicates that Zr
with 8 O NN has the greatest symmetry of the three Zr NN environments. Peak 1
corresponds to Zr with 8 O NN (see, Fig. 5.10a) and due to the selection rules that
apply to symmetry, MARPE is not expected in this instance [167]. Peak 2 is due
to Zr with 7 O NN and is considerably asymmetric (see Fig. 5.10b), which allows
MARPE to manifest in this instance. Peak 3 corresponds to Zr with 6 O NN and
2 OVs (see Fig. 5.10c) and possibly exhibits a small MARPE. This structural motif
is less symmetric than Zr with 8 O NN but far more symmetric than the structural
motif associated with Peak 2. MARPE is thus only apparent for Peak 2, even though
according to both Model 1 and Model 2 there are similar numbers of Y atoms in
proximity to all three Zr environments.
Figure 5.6(d) shows the Y-3p peak area versus photon energy across the yttrium
L2-edge does not exhibit pronounced RPE behaviour. If the curves in Fig. 5.6(d)
are considered as being due to RPE then the similar widths of the three curves
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would indicate similar initial states of autoionisation, where these states could then
be interpreted as being due to Y that occurs in only one chemical environment [55].
In summary this discussion of a combined RPE and MARPE approach indicates
that the experimental spectra can be interpreted so that for three identified chem-
ical environments the Y atoms are surrounded by 8 oxygen atoms. Furthermore
this interpretation indicates that the Zr atoms are surrounded by either 8 oxygen
atoms, 7 oxygen atoms and 1 vacancy or 6 oxygen atoms and 2 oxygen vacancies.
That is to say, the RPE and MARPE interpretations indicate that the Zr is nearest
neighbour to the oxygen vacancies.
5.5.3 Auger electron emission and NEXAFS measurements
Analysis of local structural order can be further extended by comparing calculated
electronic density-of-states, for the two models with 10.35 mol % Y2O3 (presented
in Chapter 4 as “Model 1” and “Model 2”), with Auger electron emission and near-
edge x-ray absorption fine structure (NEXAFS) measurements using a YSZ sample
with 8-9 mol % Y2O3. In an Auger process, an electron from a higher energy
level annihilates a hole that has been created when a lower-energy-orbital electron
is photoemitted from a material (see Chapter 2, Auger processes), emitting a sec-
ond electron as a consequence. This second emitted electron remains at the same
kinetic energy no matter what excitation energy is used, thus making Auger elec-
trons a good probe of which NEXAFS to use. The NEXAFS spectrum reflects the
electronic density-of-states (DOS) of the conduction band, for the specific element
selected. Figure 5.11 shows NEXAFS data measured for zirconium (thick black
curve) for YSZ with 8-9 mol % Y2O3. The NEXAFS is for excitation energies across
the Zr L2-edge, for direct transition mainly between p → d orbitals. That is, the
process is dependent on the availability of d states to which electrons can be excited.
At a given binding energy, a greater value for the DOS means there is a greater
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number of available states to which electrons can transition. Figure 5.11 shows the
pDOS, summed over all zirconium 4d orbitals (for Models 1 and 2, thin dark curve
(red) and thin light curve (green) lines, respectively) and superimposed upon the
zirconium NEXAFS result. The close agreement provides further evidence of cor-
relation between experiment and calculated results. The NEXAFS peak has two
structures, associated with splitting of the Zr-4d orbital into the eg and t2g transi-
tions, where the difference in energy between the two zirconium peaks of monoclinic
ZrO2 has been reported to be 2.2 eV [175].
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Figure 5.11: Results for Zr near-edge x-ray absorption fine structure (NEXAFS)
measurements, versus photon energy (thick black curve). The calculated partial
density-of-states (pDOS), summed over all Zr-4d orbitals within a structure, is over-
laid for Models 1 (thin dark curve, red) and 2 (thin light curve, green). The sum of
the peak areas for the Auger peak 15 (see Fig. 5.1(b)) is also plotted (thick dashed
curve, dark blue). Calculation is aligned by selecting the best fit in energy to ex-
periment. Spectra are normalised between zero and one. The two peaks are due to
the splitting of the Zr-4d orbital due to the crystal field.
Further to this, a plot of normalised peak area versus photon energy for an Auger
112
peak (Fig. 5.1(b), peak 15) across this zirconium L2 absorption edge is superimposed
onto the plots of Fig. 5.11. Within this spectra the Auger peak becomes prominent
at photon energies above 2306 eV. The maximum value of the Auger peak area
is at a photon energy of 2309 eV, which is in agreement with the maximum peak
value for the zirconium NEXAFS plot. The correlation of these features in Fig. 5.11
further indicates that this Auger peak is due to emission from zirconium atoms.
That is, the Auger peak becomes prominent as the L2 edge is traversed and thus
the Auger process is initiated by an L2 electron transition in the zirconium atoms.
Comparison, however, between pDOS and the Auger features can only be quali-
tative as the pDOS reflect the ground-state of the system, while Auger processes
involve interactions between a photoelectron, an Auger electron and two holes. An
improved theoretical description could be obtained by including final-state effects,
or by using higher accuracy approaches such as the GW approach [176]. The latter
approach, however, is very computationally demanding. Auger processes are even
more complex to describe theoretically. However, recently the development of an
ab initio calculation scheme for simulating Auger spectra of hydrocarbon molecules
has been developed [177].
Furthermore, Fig. 5.12 shows the normalised peak area versus photon energy
for a Y Auger peak (Fig. 5.1(a), peak 8) across the yttrium L2 absorption edge,
superimposed onto plots of the pDOS, summed over all yttrium 4d orbitals (for
Models 1 and 2) and the NEXAFS result for yttrium. The shape of the Y NEXAFS
peak is due to splitting of the Y-4d into eg and t2g orbitals, due to Y bonding with
O within an octahedral site [178]. The d-splitting is larger by ≈0.4 eV for smaller
Zr cation-oxygen bondlengths [178], as evidenced by comparing the Y NEXAFS
in Fig. 5.12 with the Zr NEXAFS in Fig. 5.11. The relative intensity of the two
peaks is very sensitive to the position of the upper energy-levels because the DOS
is dependent on resonant effects between inner and outer Y levels. The average
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Figure 5.12: Results for Y near-edge x-ray absorption fine structure (NEXAFS)
measurements, versus photon energy (thick black curve). The calculated partial
density-of-states (pDOS), summed over all Y-4d orbitals within a structure, is over-
laid for Models 1 (thin dark curve, red) and 2 (thin light curve, green). The sum
of the peak areas for the Auger peak (Peak 8, see Fig. 5.1(a)) is also plotted (thick
dashed curve, dark blue). Calculation is aligned by selecting the best fit in energy
to experiment. Spectra are normalised between zero and one. The two peaks are
due to the splitting of the Y-4d orbital due to the crystal field.
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Y−O bondlengths are larger for Model 2 (Group 1, 2.3955 A˚; Group 2, 2.3676 A˚;
Group 3, 2.3443 A˚) than the (non-averaged) values already given for Y−O bonds
within Model 1, with an associated shift in binding energy (see Yttrium, Tab. 5.3 and
Tab. 5.4). The Y-4d pDOS for Model 1 is similar in shape to the Y NEXAFS, and the
pDOS for Model 2 has a form comparable with others obtained by calculation [178].
The Y-3d pDOS for Model 1 is wider than that of Model 2, with the 4d pDOS of
the latter being of approximately the same width as the Y NEXAFS. A decrease in
cation-oxygen bondlength can lead to an increase in the covalency of these bonds,
with an associated increase in width for the valence and conduction bands [178],
which explains why the Model 1 Y-4d pDOS is “wider” than that of Model 2.
Within this spectra the Auger peak becomes prominent at photon energies above
2154 eV, with the maximum value of the Auger peak area being for a photon energy
of 2158 eV, in agreement with the maximum peak value for the yttrium NEXAFS
plot. The correlation of these features in Fig. 5.12 further indicates that this Auger
peak is due to emission from yttrium atoms. That is, the Auger peak becomes
prominent as the yttrium L2 edge is traversed and the Auger process is initiated by
an L2 electron transition.
5.6 Conclusion
In this Chapter, a combined experimental and theoretical investigation of the elec-
tronic and atomic structure of 8-9 mol % yttria stabilised zirconia is presented. In
particular, x-ray photoemission spectroscopy measurements were taken and reso-
nant absorption spectra obtained for a range of photon energies that traverse the
L2 absorption edge for both zirconium and yttrium. The spectra contain photoe-
mission peaks due to core-lines as well as Auger transitions, which were identifed
with the help of DFT calculations. Through an analysis of the core-level features,
shifts in the core-level energies arising due to different local chemical environments
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of the constituent atoms were identified. In general, each core-line feature consisted
of three distinct contributions, corresponding to three different chemical environ-
ments, that are consistent with the density-functional theory calculations, therefore
giving support to the structural models recently proposed in the literature.
Near-edge x-ray absorption fine structure (NEXAFS) data for zirconium, in
which Zr-2p1/2 electrons are photoemitted, have also been measured. These results
exhibited a close correlation to calculated total partial density-of-states (pDOS) for
zirconium 4d orbitals. Further to this, differences in the unoccupied pDOS in par-
ticular are observed depending on the atom’s local coordination. For yttrium atoms
(Model 1) the greatest difference is for yttrium atoms with the shortest average
Y−O bondlength. For zirconium, again the largest deviation occurs for zirconium
atoms with 6 ONN and 2 OVs, which have the shortest average Zr−O bondlength.
The same grouping of yttrium and zirconium atoms is found either according to
binding energy, or average bondlength of cation-oxygen bondlengths.
The peak intensity versus photon energy plots for the oxygen 1s core-level in the
yttrium L2 absorption-edge spectra indicates multi−atom resonant photoemission
(MARPE) between yttrium and oxygen atoms. In particular, the MARPE effect is
apparent for the fitted peak that is identified as due to oxygen atoms with one yt-
trium nearest-neighbour, but is absent for peaks corresponding to oxygen atoms
with two yttrium nearest-neighbours, or with only zirconium atoms as nearest-
neighbours. The correspondence between deconvoluted peak binding energies from
experiment and calculated average binding energies of the three chemical environ-
ments of oxygen, as well as the relative populations of these environments, are better
matched by Model 2 than Model 1. This leads to the conclusion that Model 2 is a
more accurate structure for understanding YSZ at 8-9 mol % than Model 1, based
on this analysis of local-order. Further to this, the peak area versus photon en-
ergy plot for zirconium 3s peaks across the zirconium L2 absorption edge, indicates
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single-atom resonant photoemission (RPE). The differences in plot width indicate
the range of initial states affected by the autoionisation process, and indicates that
yttrium atoms only occur in one chemical environment for yttria-stabilised zirconia
with 8-9 mol % Y2O3, specifically yttrium with eight oxygen nearest neighbours.
Resonant photoemission was thus used to indicate a local constraint of yttrium
with-respect-to oxygen vacancies.
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Chapter 6
Vibrational Properties: Neutron
Scattering for 8-9 mol % Y2O3
YSZ
6.1 Introduction
In the present Chapter, results from experimental and theoretical investigations
into the vibrational properties of cubic 8-9 mol % yttria-stabilised zirconia (YSZ)
are presented. In particular, measurements of acoustic phonon dispersion curves are
obtained from inelastic neutron scattering investigations using a triple axis spec-
trometer, as well as calculations of the vibrational density-of-states (vDOS) using
density-functional theory (DFT). The present measurements agree closely with, and
extend, previously published results. It is found that the phonons become broader
and decrease in intensity as the Brillouin zone boundary is approached, particularly
in the Γ-K-X direction. Interestingly, there is evidence of a previously unreported
low energy phonon band (8-9 meV) in the Γ-Σ-X direction, which could possibly be
related to the stabilisation (by yttria doping) of the imaginary mode of cubic ZrO2
118
(c-ZrO2) about the X-point. Compared to pure c-ZrO2, the vDOS of YSZ are broad-
ened in extent and less dispersive. Furthermore, the prominent Zr-related feature in
the vDOS of c-ZrO2 at ≈ 14 meV due to the first acoustic branch about the X-point,
is shifted to higher energy in the vDOS of YSZ. This behaviour is consistent with
the measured dispersion bands (first acoustic branch in the Γ-X direction, about the
X-point) of YSZ which is higher in energy by a similar amount relative to that of
c-ZrO2, thus providing support for the structural model considered. These results
are described in Secs. 6.2 and 6.3.
The atomic structure of YSZ has been the subject of much past and current
research [118–120] (discussed in detail in Chapter 4). Some key studies are as fol-
lows; Morell et al. [179] investigated the Raman spectra of cubic YSZ containing
9.5 mol % Y2O3. Spectral analyses of phonon density-of-states and the observed
spectral changes, indicated results consistent with a non-random arrangement of
oxygen vacancies. Goff et al. [19] studied YSZ with 9.4 to 24 mol % Y2O3, and
reported that vacancies are found in single-vacancy, divacancy or aggregated di-
vacancy clusters, depending on the degree of doping. Further, this work proposed
that oxygen vacancies occur in vacancy-zirconium-vacancy units that are separated
along the 〈112〉 direction. In a study of cubic YSZ for 9.5 to 24 mol % Y2O3, Ar-
gyriou et al. [180], using neutron diffraction, found among other things, that the
oxygen atom is predominantly displaced in the 〈100〉 direction and to a lesser extent
in the 〈111〉 direction, and also that appreciable amounts remain at the ideal flu-
orite sites. From extended x-ray absorption fine structure (EXAFS) studies of the
local structure, it was reported oxygen vacancies are situated as first neighbours to
zirconium atoms and yttrium atoms are eight-fold coordinated [140].
Theoretically, the atomic structure of YSZ has attracted considerable attention,
with progress being made on the basis of first-principles DFT calculations [17, 18,
28, 41, 181]. The results of these theoretical investigations largely support the inter-
119
pretation of experimental results and show that the structure formed is dependent
on the percentage of yttria included [17, 18, 28, 105, 181]. In particular, Bogicevic et
al. [17] carried out extensive first-principles investigations and established a number
of constraints that the atomic structure of YSZ would follow, related to the stable
δ-form of YSZ.
Defects in a crystal structure are well known to potentially induce localised
phonon modes, and alter the vDOS and the lattice heat capacity. Therefore, studies
into the vDOS can give information about the local defect structures (e.g. oxy-
gen vacancies, or yttrium substituting zirconium). An understanding of the lattice
dynamics is also of interest with regards to the ion conduction properties of the ma-
terial, and also with regard to any technologically important phase transformations.
An early work by Liu et al. [182], using inelastic-neutron-scattering, investigated the
frequencies and linewidths along the three principle symmetry directions of cubic
YSZ with 20 wt % Y2O3, for temperatures up to 1700 K. Longitudinal acoustic
(LA) and transverse acoustic (TA) phonons were observed, but not optical-phonon
branches, consistent with earlier Raman scattering data. This work also reported
that acoustic phonons rapidly broaden in the three high-symmetry directions. In a
later study by Argyriou and Elcombe [183], the acoustic phonon dispersion curves
were measured for three cubic stabilised zirconias (9.5 and 24 mol % Y2O3, and
12.5 mol % CaO) at room temperature using a triple axis neutron spectrometer.
Similarly to Liu et al. [182], LA and TA branches were observed, but no optical
phonons.
With regard to theoretical investigations of the vibrational properties and lat-
tice dynamics for ZrO2, such properties have been studied in detail, as well as the
various phase transformations (see e.g. Refs. [184–194]). For cubic YSZ, there have
only been a few studies, which are briefly described below:
Tojo et al. [195] investigated the thermodynamic properties using molecular dy-
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namics simulations with interatomic potentials, for 8, 10, 12 and 14 mol % Y2O3
doped ZrO2. The calculated heat capacity was found to be a maximum at 10 mol %,
which coincides with experimental results. Tojo et al. [195] also calculated the to-
tal and partial phonon density-of-states of YSZ for 8 mol % Y2O3. These results
showed additional vibrational modes compared to ZrO2 at low frequencies, caused by
structural defects in the crystal. In another theoretical study, Schelling et al. [196]
performed classical molecular-dynamics simulations to obtain the temperature de-
pendence of the thermal conductivity for ZrO2 and YSZ, for a range of concentra-
tions. They also reported the density of local frequencies for 4 and 20 mol % yttria
YSZ, finding that the disorder in the oxygen local frequencies is increased, but the
range of the distributions is largely unchanged. Ostanin et al. [106, 197] performed
first-principles theoretical investigations of YSZ between 3 and 10 mol % Y2O3 us-
ing DFT and the pseudopotential approach. They calculated the vibrational mode
corresponding to the zone-boundary soft phonon, X−2 , of c-ZrO2, for YSZ between
3 and 10 mol % Y2O3, where the results showed a phase transition to cubic YSZ at
10 mol % Y2O3.
Lau and Dunlap [198] used DFT calculations to investigate the dielectric, ther-
modynamic and phonon properties of YSZ structures, predicted from previous cal-
culations of ground state structures [28], having 14, 17, 20, and 40 mol % Y2O3.
Regarding the phonons studied, they report the total phonon density-of-states for
the so-called δ-phase of YSZ for 40 mol % Y2O3, but not lower concentrations. In
the work of Dalach et al. [181], using a cluster expansion and a statistical ther-
modynamics approach based on DFT results, among other findings, they predicted
the atomic ordering as a function of dopant concentration, where it was found that
below 9 mol % Y2O3, cation dopants show a tendency to aggregate. Regarding total
phonon density-of-states, results were presented for 33 and 66 mol % Y2O3, in which
it was shown that cations are primarily responsible for low-frequency modes at 5-6
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THz (21-25 meV), mixed cation-anion participation for 7-15 THz (29-62 meV), and
high frequency modes primarily resulting from anion vibrations at 15-23 THz (62-95
meV).
In this Chapter inelastic neutron scattering experiments are performed for YSZ
with 8-9 mol % Y2O3. These results are compared with phonon density-of-states
calculated using DFT, for a model atomic structure based on predictions from ex-
tensive ab initio investigations of ground state structures [17]. This model contains
a long-range structural motif (O-vacancy-Zr-O-vacancy) oriented along the 〈112〉
direction, a configuration considered based on the findings of Goff et al. [19]. This
structural model was described in Chapter 4 (Fig. 4.4), the Kohn-Sham eigenval-
ues of which were compared with core level binding energies measured by x-ray
photoelectron spectroscopy (XPS) [199], as described in Chapter 5. The calculated
first-principles total and partial phonon density-of-states for this concentration of
YSZ and comparison with experiment have, apparently, not been reported in the
literature to date until our recent paper [200].
6.2 Method
6.2.1 Experiment
The Taipan thermal triple-axis spectrometer (TAS) at the OPAL reactor located
in Sydney, Australia [71] was used to map phonon dispersion for YSZ (100) with
8-9 mol % Y2O3 (see Chapter 2, Experimental Background). TAIPAN is similar in
concept to triple-axis spectrometers IN8, at the Institut Laue-Langevin (ILL) and
PANDA, Research Neutron Source, Heinz Maier-Leibnitz (FRM-II), that allow vari-
able incident and final energies, and have a secondary spectrometer with a single
detector [65]. The location of TAIPAN is on a tangential thermal neutron beam
tube at the OPAL reactor shielded face. For these experiments TAIPAN used the
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(002) planes of a highly oriented pyrolitic graphite (HOPG) as the double-focusing
monochromator and analyser. For TAIPAN, the secondary spectrometer consists of
separate sample, analyser and detector stages, which are mounted on air pads that
move on a polished granite floor. The secondary spectrometer is conventional and
has polyethylene shielding installed around the analyser and detector elements. The
incident energy range of TAIPAN TAS is from ≈5 meV to ≈80 meV. There is a
monitor positioned downstream from the monochromater that counts the number
of neutrons in the incident beam and is used as a gate to dose the same number
of neutrons incident on the sample for each En(Q) point measured. The optimal
energy for neutrons passing through the graphite filter is 14.87 meV. At this energy
the filter, which is placed downstream from the sample and before the analyser, has
its highest transmission rate of neutrons. Instrument control and data acquisition
was carried out using SpICE, a program written in LabView [65].
Constant-Q scans were in this case conducted over a range of energy transfer,
en, by scanning the incident energy, ei, at the final energy ef = 14.87 meV, for a
selected point in reciprocal (Q-)space. For constant-energy (constant-E) scans, en-
ergy transfer is kept constant while a line through Q-space is scanned by scanning
either the incident or outgoing neutron beam or by scanning both. The sample was
aligned to the beam and the spectrometer and measurement plane defined by using
two crystallographic axes, the (200) and (020). Transverse acoustic (TA) and longi-
tudinal acoustic (LA) phonons were measured by constant-Q and constant-E scans,
depending on whether the phonon curve was flat or steeply dispersing in energy,
respectively. Phonon peak positions were determined by fitting with a Gaussian
function. Error bars were calculated assuming Poisson statistics, where error is the
square root of count rate. Phonon dispersion curves were measured along the Γ-∆-X
and Γ-Σ-X directions.
The two YSZ (100) single crystals analysed each had a concentration between
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8-9 mol % Y2O3 and were supplied, cut to size, by MaTecK (GmbH) [147]. The
crystal dimensions were 10×10×1 mm3 (for “Experiment 1”) and 10×10×5 mm3
(for “Experiment 2”), with all samples created by the skull method [148–150]). The
10×10×1 mm3 crystal used for “Experiment 1” was from the same batch as that
used for the x-ray photoemission spectroscopy (XPS) and near-edge x-ray absorp-
tion fine structure (NEXAFS) experiments (see Chapter 5). The results from the
experiments in Chapter 5 are thus comparable with those obtained in this Chapter.
The high flux from OPAL ensured that the 10×10×1 mm3 wafer used for “Experi-
ment 1” diffracted enough neutrons to obtain good signal to noise ratios. The larger
10×10×5 mm3 crystal used in “Experiment 2” ensured higher flux of diffracted neu-
trons, and the same measurement could be performed in less time. This is important
because time for using the triple-axis spectrometer is limited.
Before commencement of these experiments the crystals were characterised with
x-ray diffraction (XRD) in a Bragg-Brentano geometry. The analysis showed intense
peaks due to 200 and 400 reflections, indicative of a (100) surface cut crystal, and
no impurities. For inelastic neutron scattering “Experiment 1”, the 10×10×1 mm3
sample was clipped in a mount such that it was standing on one if its 10×1 mm2
edges, with the beam incident upon the 10×10 mm2area. For inelastic neutron
scattering “Experiment 2”, the sample was stuck down (with an adhesive) on one
of the 10×5 mm2 faces and the beam was incident upon the adjacent 10×10 mm2
face.
Phonon measurements were taken and compared with previous results of Ar-
gyriou and Elcombe [183], who used a YSZ crystal with a concentration of 9.5 mol %
Y2O3. Their experiments were conducted at room temperature, as were “Experi-
ment 1” and “Experiment 2”, and so results could be compared without concern
for temperature effects. The crystal used in the work of Ref. [183] was uncut, with
dimensions of approximately 10×10×10 mm3. The volume of the crystal used in
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“Experiment 1” was thus ∼0.1 times that of the crystal used by Ref. [183], but
due to the improved neutron flux at Taipan TAS, measurements using the smaller
crystal could be compared with published results.
In Experiment 1, TA and LA phonons were mapped in both the Γ-∆-X and
Γ-Σ-X directions of the Brillouin zone. Phonon dispersion curves were successfully
obtained for energy transfer values of 18 meV and less. In “Experiment 2”, TA
phonons were mapped in the Γ-Σ-X direction and energy transfer values were mea-
sured up to 34 meV. In order to have similar signal-to-noise ratios, the duration
of Experiment 2 point measurements were typically less than those of Experiment
1, because the larger crystal used in Experiment 2 scatters more neutrons per unit
time. All measurements were conducted at room temperature.
For Experiment 1, in order to find the TA phonons along the Γ-∆-X direction,
constant Q-scans were run at k-points (2.0, 2.x, 0.0), for x=2, 3, 4, 5, and 75
and at the X (2,3,0) point. At the X-point the lowest energy is measured to be
18.3± 0.2 meV and is comparable with the result from Argyriou and Elcombe [183]
of 19.8±0.3 meV. In Experiment 1, constant-Q scans were also mapped in the X-Σ-Γ
direction in k-space. Scans are performed at k-points (1.8, 2.2, 0.0), (1.6, 2.4, 0.0)
and (1.25, 2.75, 0.0). In Experiment 1, LA phonons are mapped along the Γ-∆-X
and Γ-Σ-X directions. Constant-E scans are acquired from the (220) Γ-point for
energy transfer values of 8 meV and 16 meV. For Experiment 2, constant-Q scans
were performed at (x, x, 0.0), x=2.4, 2.45, and 2.5, and over an energy transfer
range of 6 meV to 34 meV.
6.2.2 Calculation and phonon density-of-states
The structural constraints for the particular calculations using YSZ models with
10.35 mol % Y2O3 were taken from Bogicevic et al.’s δ-YSZ (see Chapter 4, YSZ
Structural Models). The same constraints are found in Predith’s models [27], which
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occur at lower Y2O3 concentrations than the δ-form (see Chapter 7, DFT Results
for ZrO2 and YSZ). A series of calculations for a greater range of yttria values is
presented in Chapter 7.
The all-electron DFT calculations were performed using the DMol3 code [96],
with the generalised gradient approximation (GGA) [83] for the exchange-correlation
functional. The wave functions were expanded in terms of a double-numeric quality
localised basis-set with polarisation functions (DNP) and an atomic real-space cut-
off of 9 Bohr. For calculating the properties of bulk c-ZrO2, the Brillouin-zone
integrations were performed using a (4×4×4) Monkhorst-Pack (MP) grid. These
parameters were selected after performing convergence tests described in Chapter 4.
Converged results were obtained for the calculated phonon (vibrational) density-
of-states (vDOS) of pure ZrO2, using a large 216 atom supercell. This supercell was
created from a 12-atom conventional cell, repeated 3, 3, and 2 times in the x-, y-,
and z-directions, respectively (see Chapter 7). For the calculation a k-point mesh of
(2×2×2) was used for this 216-atom supercell. To describe the YSZ material a 186-
atom structural model, with a concentration of 10.35 mol % Y2O3, was considered
(i.e. Model 2, see Chapter 4). Model 2 was found to be energetically more favorable
than Model 1 and in Chapter 5 analysis of XPS results points to Model 2 providing
a slightly better interpretation. On this basis only the vDOS for Model 2 will be
discussed in this Chapter. The construction of Model 2 was described in Chapter 4.
The vDOS calculations for Model 2 used a (2×1×2) k-point set.
6.3 Results and Analysis
6.3.1 Phonon dispersion curves
Figure 6.1 shows constant-Q scans along the Γ-∆-X direction. The phonon branch
disperses in energy as expected from calculation along most of this symmetry direc-
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Figure 6.1: Constant-Q scans of the TA mode along the Γ-∆-X direction (from
Experiment 1). Gaussian fits in red.
tion (see discussion below), deviating to higher than predicted energies on approach
to the X point (see green diamonds in Fig. 6.8). The same TA phonon branch
is also measured as constant-Q scans along the Γ-Σ-X direction (see Fig. 6.2, and
green diamonds in Fig. 6.8). As in Fig. 6.1, these peaks also broaden in energy
for higher energy-transfer values toward the X-point. Interestingly, phonon scatter-
ing is observed at low energies (see Fig. 6.3, and purple down-pointing triangles in
Fig. 6.8) and Q-values corresponding to a low energy TA-branch not predicted for
this region of reciprocal space [182], that appears to correspond to a complex mode
of ZrO2 [192]. Figure 6.4 shows all constant-Q scans for Experiment 2 in the Γ-Σ-X
direction. These data points are shown as downward pointing purple triangles in
Fig. 6.8 and are discussed later in Sec. 6.4.
Figure 6.5 and Fig. 6.6 show constant-E scans along the Γ-∆-X direction and
X-Σ-Γ direction, respectively. Figure 6.5 presents scans with energy transfer val-
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Figure 6.2: Constant-Q scans of the TA mode along the Γ-Σ-X direction (from
Experiment 1). Gaussian fits in red.
ues of 8 meV (lower plot), 16 meV (middle plot) and 16 meV (upper plot). It is
noted that these two peaks are mirrored across h = 2, with the peaks on the right
being more intense due to being centred at greater Q-values (i.e. intensity can be
proportional to Q). The results in Fig. 6.5 for energy 8 meV shows a TA phonon
(leftmost peak) and LA phonon (next from left). The phonon peak observed for an
energy transfer of 16 meV (middle plot) was better resolved in a second scan (upper
plot). The energy transfer values of Fig. 6.6 are 8 meV (lower plot) and 16 meV
(upper plot). LA branches in Fig. 6.5 and Fig. 6.6 follow quite well the calculation
and previous results [182]. Both TA and LA low energy branches near the Γ point
are observed and correspond well to previous measurements and calculation [182].
Similarly to Argyriou and Elcombe [183], optical phonon modes were not observed.
Figure 6.7 (a) and (b) shows the two-dimensional extended Brillouin zone and
measurement plane, where the Q-space position of each of the scans is mapped.
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Figure 6.3: Constant-Q scans of low energy transfer for the TA mode along the
Γ-Σ-X direction (from Experiment 2). Gaussian fits in red.
The Q-space positions of the TA phonon branch are indicated by green dots and
the LA branch by blue and purple dots. The green dots represent the positions in
the Brillouin zone at which the constant-Q scans were measured for Experiment 1.
The blue dots represent the Q-space LA peak positions where constant-E scans were
measured. The purple dots represent the positions at which constant-Q scans were
measured during Experiment 2.
Figure 6.8 presents the resulting phonon dispersion curves from Experiments 1
and 2, and those of Argyriou and Elcombe [183] are also plotted. Liu et al.’s [182]
calculated phonon bands, obtained by the rigid-ion model, are overlaid. Also over-
laid is the calculated result of Souvatzis and Rudin [192], who use a self-consistent
ab initio lattice-dynamical (SCAILD) method (with a 192-atom supercell for cubic
ZrO2), to obtain high-symmetry lines of the Brillouin zone. The result shows the
well-known soft phonon mode at the X-point, indicating the instability of the cubic
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Figure 6.4: All constant-Q scans of the TA mode along the Γ-Σ-X direction (from
Experiment 2). Gaussian fits in red.
phase. It is noted that Born effective charges were not included in this calculation,
therefore, longitudinal optical/transverse optical sLO/TOd splitting at the Γ-point
were not obtained.
From Fig. 6.8 the present results for TA and LA phonons in the Γ-∆-X region
are close to those of Argyriou and Elcombe [183]. For example, the position of the
X1-point obtained in the present (Experiment 1) result is 18.3± 0.2 meV and that
of Argyriou and Elcombe [183] is 19.8± 0.3 meV. This is the case even though the
crystals are of slightly different Y2O3 concentrations (8-9 mol % Y2O3 and 9.5 mol %
Y2O3, respectively). In the Γ-Σ-X region, the Σ(LA) phonons measured in Exper-
iment 1 (blue triangles in Fig. 6.8) and Experiment 2 (purple triangles at energy
≈25 meV, Fig. 6.8) are also close to the result of Argyriou and Elcombe [183], and
to the earlier work of Liu et al. [182].
Evidence for another Σ(TA) dispersion band in the Γ-Σ-X region was obtained
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Figure 6.5: Constant-E scan for the LA mode along the Γ-∆-X direction (from
Experiment 1) in r.l.u. (reciprocal lattice units). The result for energy 8 meV also
includes a TA phonon (leftmost peak). Gaussian fits in red.
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Figure 6.6: Constant-E scan for the LA mode along the Γ-Σ-X direction (from
Experiment 1) in r.l.u. (reciprocal lattice units). Gaussian fits in red.
(see three features around 8-9 meV in Fig. 6.8). The origin of these modes is unclear,
but they could possibly be related to the band that is imaginary for pure c-ZrO2
(see pale dashed line in Fig. 6.8), which on doping with yttria, moves upwards and
becomes positive. The work of Souvatzis and Rudin shows that for simulations of
the phonon curves of c-ZrO2 at high temperature (2570 K) (see Fig. 2 of Ref. [192]),
this band increases in energy, becoming positive as c-ZrO2 becomes stable. Further
measurements would be required to map the dispersion across as much of the Γ-Σ-X
line in order to confirm this.
Compared to the phonon dispersion curves of c-ZrO2, a noticeable difference to
the measured curves of YSZ is that the position of the lowest energy TA branch at
the X-point is higher in energy in the latter material (by 4-5 meV). The experimen-
tal results at high symmetry points in the phonon dispersion curve (Fig. 6.8) are
collected in Tab. 6.1, which indicates correlation with frequency values of peaks in
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Figure 6.7: The two-dimensional extended Brillouin zone in which measurements are
taken in (a) the Γ-∆-X and (b) Γ-Σ-X direction. The positions where measurements
are taken are shown for TA (in green) and LA phonon (blue and purple) branches.
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Figure 6.8: Phonon dispersion results obtained in the present work and those of
Argyriou and Elcombe [183]. Theoretical dispersion curves for ZrO2 of Ref. [192],
and the dispersion curves for YSZ obtained by fitting the rigid-ion model to the
experimental acoustic branches [182].
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Curve Exp.1, Exp. 2 Reference [183] vDOS peak vDOS
Energy transfer Energy transfer label value
(meV) (meV) (meV) (meV)
X-point 18.3± 0.2 19.8± 0.3 1 (Zr) 17.3
L-point 17.5± 0.3 2 (Y) 15.8
Exp. 2 8.7± 0.4 3 (Zr) 6.3
Table 6.1: Experimental results of high symmetry points in the phonon dispersion
curve (see Fig. 6.8) for YSZ at 9.5 mol % Y2O3 [183] and 8-9 mol % Y2O3 (present
work). The energy transfer values of these points are correlated with frequency
values of peaks in the vDOS calculations, which are also listed.
the calculated vDOS (described below).
These experimental results, where the mapping of phonons determines the phonon
dispersion curves, were compared with the vDOS calculated for Model 2. A “flat-
ter” dispersion curve indicates a higher proportion of vDOS. Flat phonon dispersion
curves, especially at high symmetry points of the Brillouin zone, were compared
with peaks in calculated partial vDOS diagrams (for zirconium, yttrium and oxy-
gen). By this process partial vDOS peaks were used to assign the vibrational states
at the high symmetry points as being due to zirconium, yttrium or oxygen.
6.3.2 Vibrational density-of-states
Figure 6.9 displays the total and partial vibrational density-of-states (vDOS) for
c-ZrO2 (dashed curve). Between about 25 meV and 50 meV there are contributions
from coupled oxygen-zirconium vibrations, while for frequencies > 50 meV, the main
contribution is due to the oxygen atoms. For energies lower than about 25 meV,
contributions from the cations are dominant. The peaks in the vDOS correspond
to regions in the phonon dispersion curves with lowest gradient, typically close
to the Brillouin zone boundaries. The calculated vDOS are in good agreement
with previous ab initio calculations (e.g. those due to Souvatzis and Rudin [192],
Kuwabara et al. [191] and Sternik and Parlinski [190]) and is demonstrated by
comparing the peak positions in Tab. 6.2 obtained from the present results. Peak
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Peak Present Souvatzis [192] Kuwabara et al. [191] Sternik et al. [190]
label meV meV (THz) meV (THz) meV (THz)
A (Zr) 8 - - -
B (Zr) 14 23 (5.4) 12 (3) 17 (4)
C (Zr) 28 31 (7.4) 27 (6.5) 33 (8)
D (O) 27 36 (8.7) 27 (6.5) 33 (8)
E (O) 44 40 (9.7) 43 (10.5) 48 (11.5)
F (O) 54 - 52 (12.5) 58 (14)
G (O) 60 - 60 (14.5) 66 (16)
H (O) 67 - 70 (17) 70 (17)
I (O) 76 76 (18.3) 77 (18.5) 83 (20)
Table 6.2: The peak positions of the vDOS for cubic ZrO2 compared with analogous
results obtained from Souvatzis and Rudin [192], Kuwabara et al. [191] and Sternik
and Parlinski [190]. The values for Refs. [190–192] are obtained from the published
vDOS figures.
positions are indicated with arrows in Fig. 6.9 with the frequency values, due to
Souvatzis and Rudin, Kuwabara et al. and Sternik and Parlinski, displayed in
Tab. 6.2. The present calculations and those due to Kuwabura et al. [191] are similar
in that neither include Born effective charges and thus sLO/TOd splitting at the
Γ-point is not described. The result of Sternik and Parlinski, however, describes this
splitting which does not appear to alter very much the shape of the total vDOS as
seen from inspection of Figs. 1a and 4, in Refs. [191] and [190], respectively.
There is a prominent oxygen vDOS peak in Kuwabara et al. and Sternik and
Parlinski at 70 meV that is considerably smaller in the present work (labelled H in
Fig. 6.9). A similarly sized feature was obtained in the recent study by Souvatzis and
Rudin [192] for the smallest (24-atom) supercell considered in that work. This peak
was notably smaller for results they obtained using the larger (81- and 192-atom
supercells), which suggests that this peak is sensitive to the calculation details (i.e.
system size). A small peak due to zirconium can be seen at around 8 meV (labelled
A in Fig. 6.9). The phonon dispersion calculations of Souvatzis and Rudin [192]
(using the large 192-atom supercell, see Fig. 2 of [192]), shows that although there
is an instability and imaginary frequencies at the X-point, as often reported in
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Figure 6.9: Comparison of total and partial vDOS for cubic ZrO2 (216 atom su-
percell, dashed line) and YSZ (186 atom supercell, full curve) with 10.35 mol %
Y2O3.
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the literature, this band curves upwards becoming positive as it approaches the W-
point, exhibiting a maximum value of approximately 8 meV (2 THz) at the W-point.
Possibly, this region of positive phonon band at the W-point is contributing to the
vDOS at this low energy.
Figure 6.9 also shows the total and partial (atom-projected) vDOS of YSZ (i.e.
Model 2), which is displayed in greater detail in Fig. 6.10. The greatest contributions
to vDOS for frequencies < 25 meV are due to zirconium and yttrium atoms, with
the latter having a smaller contribution because fewer yttrium atoms are present
compared to zirconium atoms. The higher contribution of zirconium and yttrium
vDOS at lower frequencies is due to these atoms having larger masses than oxygen,
which results in oscillations at lower frequencies than oxygen atoms. Compared
to c-ZrO2, the vDOS for YSZ are broadened where the cation and oxygen-related
vibrations already begin at around 5 meV, and the oxygen-related vibrations extend
to just beyond 90 meV. This broadening could be due to the oxygen-vacancies,
because the average zirconium-oxygen bond for zirconium atoms neighbouring an
oxygen-vacancy (2.162 A˚ ) is shorter than those where zirconium atoms are fully
(8-fold) coordinated to oxygen atoms (2.228 A˚ ). For zirconium atoms with two
oxygen-vacancies as nearest-neighbour, the zirconium-oxygen bond distance reduces
slightly further (i.e. to 2.156 A˚ ) and these shorter, stiffer bonds are expected to
give rise to higher frequencies. The phonon density-of-states of c-ZrO2, through their
greater peaks and dips, and in particular the significant peak at around 14 meV,
indicate that the phonon curves are more dispersive than YSZ. The vDOS of YSZ
has more uniformly distributed phonon states due to flatter dispersion. Comparing
the total vDOS obtained in the present work with that of Lau and Dunlap [198]
for the 40 mol % yttria (δ-phase), and with that of Dalach et al. [181] (for 33 and
66 YSZ) the qualitative features are observed as being similar. Notably, the vDOS
are broadened in extent compared to c-ZrO2, and the peak with a high vDOS at
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Figure 6.10: Total and partial vDOS for YSZ (186 atom supercell) with 10.35 mol %
Y2O3. Contributions from Zr and Y atom vDOS are mainly found at frequencies <
40 meV and O vDOS dominate at higher frequencies (>40 meV).
≈14 meV for c-ZrO2, is significantly reduced in the YSZ system. In the result of
Dalach et al. [181] the degree of this reduction is less significant than that presented
in this Chapter, and of Lau and Dunlap [198].
6.4 Discussion
The vibrational DOS at a given frequency has an equivalent value to that obtained
by integrating the phonon dispersion curves across the entire Brillouin zone, for the
corresponding energy transfer value. Peaks in the vDOS, at particular frequencies,
thus correspond to regions of the dispersion curve where the bands are “flat” (i.e.
have low gradient). This is because a higher number of phonon states at the same
energy transfer value are summed than would otherwise occur. With respect to this,
and consistent with the dispersion curves shown in Fig. 6.8 (where the energy of the
X1-point, i.e. the X-point with the lowest energy transfer value, is notably higher for
YSZ than pure c-ZrO2), the peak position of the vDOS (phonons about the X- and
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L-points for YSZ, arrows “1” and “2” in Fig. 6.9) are at a higher energy compared
to that of ZrO2 (labelled “B” in Fig. 6.9). This correlation lends general support to
the considered structural model, Model 2. Furthermore, for YSZ, the vDOS shows
a peak due to zirconium at 17 meV and for yttrium at 16 meV. These features
correspond well with the flat region in the measured dispersion curve (Fig. 6.8) at
approximately 18 meV near the X-point and 17 meV about the L-point. The vDOS
shows a shoulder at the low energy of 6-7 meV, (labelled “3”) in Fig. 6.9, due mainly
to zirconium-contributions, which raises the question of whether this can be related
to the weak phonons measured in the Γ-Σ-X direction (around 8-9 meV in Fig. 6.8).
Furthermore, this feature could be related to the phonon branch for c-ZrO2 that is
imaginary which, when stabilised through yttria doping, shifts upwards to become
positive. Further investigations are required before any solid conclusions can be
drawn on this point.
6.5 Conclusion
The phonon dispersion curves for 8-9 mol % Y2O3 YSZ have been measured using
inelastic neutron scattering measurements, and the vibrational density-of-states cal-
culated using density-functional theory. The experimental results show good agree-
ment with the earlier available work of Argyriou and Elcome [183], also obtained
from inelastic neutron scattering measurements. Interestingly, the measurements
find indication of weak, low energy phonons (8-9 meV) along the Γ-Σ-X direction,
previously not reported. For the calculated vDOS of pure cubic ZrO2, there is good
agreement with earlier ab initio calculations. For the calculated vDOS of YSZ,
three prominent peaks at frequencies less than 25 meV can be correlated with re-
gions about the high symmetry points of the measured phonon dispersion curves.
Two larger peaks relate to flat regions of the phonon dispersion curve at boundary
points (X- and L-points). A smaller peak can be correlated to a flat region of phonon
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dispersion curve measured within the X-Σ-Γ region of the Brillouin zone at around
8-9 meV as mentioned above, but requires further investigation. Consistent between
the phonon measurements and calulated vDOS is that the cation-related phonons
at the X-point are located at higher energies (≈4-5 meV) for YSZ, compared to
the pure host material ZrO2, lending general qualitative support for the structural
model.
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Chapter 7
DFT Results for ZrO2 and YSZ
7.1 Introduction
This Chapter presents investigations by density-functional theory (DFT) calcula-
tions of the electronic and vibrational density-of-states for zirconia together with a
series of recently predicted stable and metastable YSZ structures with Y2O3 con-
centrations of ∼10, 14, 17, 20 and 40 mol %.
Zirconia is a well-studied material with comprehensive structural and electronic
determinations having been reported for its monoclinic, tetragonal and cubic phases,
see Fig. 4.1, e.g. [103, 104, 129, 201], together with the mechanisms of the phase
transition between tetragonal and cubic zirconia. Cubic zirconia can be stabilised at
room temperature by the addition of aliovalent oxides such as CaO, MgO, Y2O3 [131].
These oxides substantially improve the thermomechanical properties of zirconia by
stabilising the cubic phase at low temperature [105]. Stabilising zirconia with even
a small amount of yttria results in the creation of a ceramic that has high resistivity
to physical shocks and thermal stresses [202].
Initially this Chapter presents calculated results for the monoclinic, tetragonal
and cubic phases of ZrO2 and compares them with previous values. This Chapter
then carries out a systematic study of the electronic and vibrational properties of
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zirconia with a range of yttria doping concentrations, namely from ∼10 to 40 mol %.
This enables a comparison and identification of trends to be made as a function of
yttria concentration.
Phonon dispersion curves have already been obtained for 9.5 mol % yttria to-
gether with 24 mol % yttria [183] and 11 mol % yttria YSZ [182] at ambient temper-
atures, and for 8 mol % yttria YSZ at elevated temperatures [182]. It is well-known
that defects in a crystal structure may induce localised phonon modes and alter the
vibrational density-of-states (vDOS) and the lattice heat capacity. vDOS studies
can, therefore, give information about local defect structures. For example, the soft
phonon mode that occurs in the Γ-X direction of the phonon dispersion curve for
cubic ZrO2 [190] is indicative of phase instability. An understanding of the lattice
dynamics helps determine the ion conduction properties, and the technologically
important phase transformations. Despite the wide interest in this material, the-
oretical studies of the electronic and vibrational properties of YSZ as a function
of doping concentration have until now been limited and this Chapter presents a
substantial extension of these results.
The Chapter is organised as follows: In Sec. 7.2 the atomic geometries of the
studied YSZ structures are discussed, and in Sec. 7.3 the calculation parameters
are given. Section 7.4 contains results for the bulk parameters together with the
electronic and vibrational properties of the three phases of ZrO2 (Sec. 7.4.1), and
analogous results for the YSZ systems (Sec. 7.4.2). Conclusions are given in Sec. 7.5.
In this Chapter trends in electronic density-of-states (DOS), such as variation in
bandgap and valence band width, are used to understand changes in the insulator
properties of zirconia, together with those of YSZ with respect to yttria concentra-
tion. Vibrational density-of-states are discussed to better understand the instability
of cubic-zirconia at ambient temperature, and the stabilising effect of yttria and
oxygen vacancies in YSZ.
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7.2 Model structures for YSZ
As outlined in Chapter 4, Sec. 4.1 Bogicevic et al. [17] identified the lowest energy
structure for the δ-Zr3Y4O12 phase. This 40 mol % Y2O3 phase is the only one
determined to date experimentally. Furthermore from their studies they proposed
a new metastable structure with concentration 14 mol % yttria and stoichiometry
Zr6Y2O15.
In addition an extensive investigation by Predith et al. [28] used a coupled cluster
expansion (CCE) to direct an ab initio search for stable ordered structures in cubic
zirconia for a wide range of yttria concentrations. This involved direct DFT calcula-
tions for 453 arrangements of (Zr, Y) cations and (O, vacancies) anions which were
used to construct the CCE. This CCE afforded a search of ≈105 cation/anion config-
urations for possible ground-state structures. The results identified the well-known
δ-Zr3Y4O12 and also predicted a new ordered structure of Zr4Y2O11 stoichiometry
with 20 mol % Y2O3. In the 20 mol % structure, vacancies are at second nearest
neighbours from yttrium atom and every zirconium atom has seven oxygen first
nearest neighbours. Two further structures, Zr5Y2O13 (17 mol %) and Zr6Y2O15
(14 mol %) were also predicted, and found to be stable with respect to cubic ZrO2
but metastable with respect to monoclinic ZrO2. These geometeries identified in
Ref. [28] are illustrated in Figs. 7.1 and 7.2.
In addition to these structures this Chapter presents results for the two model
structures for 10.35 mol % Y2O3 which have been named Model 1 and Model 2
(Fig. 4.3 and Fig. 4.4, respectively). These two structures, constructed in Chapter 4,
were used for XPS studies in Chapter 5 of this thesis. Model 2 was also used for
neutron scattering studies, in Chapter 6.
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   (b) Zr5 Y2  O13
(a) Zr6 Y2  O15
Figure 7.1: Atomic structure of YSZ models for (a) Zr6Y2O15 (14 mol % yttria) and
(b) Zr5Y2O13 (17 mol % yttria). Small light (green) and dark (purple) grey spheres
represent Zr and Y, respectively, and large (red) spheres, O atoms. Structures from
Predith et al. [28].
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 (b) Zr3 Y4  O12
(a) Zr4 Y2  O11
Figure 7.2: Atomic structure of YSZ models for (a) Zr4Y2O11 (20 mol % yttria) and
(b) Zr3Y4O12 (40 mol % yttria, the so-called δ-phase). Small light (green) and dark
(purple) grey spheres represent Zr and Y, respectively, and large (red) spheres, O
atoms. Structures from Predith et al. [28] and Bogicevic et al. [17], respectively.
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7.3 Calculation parameters
The all-electron calculations are performed using the DMol3 DFT code [96] with the
generalised gradient approximation (GGA) of Perdew-Burke-Ernzerhof (PBE) [83]
and double-numerical quality localised basis-sets that explicitly include polarisation
functions (DNP) and scalar relativistic corrections. Convergence tests were initially
carried out for a 12 atom cubic cell of ZrO2, as described in Sec. 4.2.1. Based on
these results, all calculations in this Chapter use an Rc of 9 Bohr, and equivalent
k-point meshes of 4×4×4 for the 12 atom cell.
For all structures, the positions of atoms within the cell are fully relaxed and
the volume (lattice constants) of the supercells optimised. For the 93- (Model 1)
and 186- (Model 2) atom supercells (shown in Figs. 4.3, 4.4) the k-point meshes
were 2×2×2 and 2×1×2, respectively (see Sec. 4.2.3). For the YSZ structures with
concentrations of 14, 17, 20 and 40 mol % Y2O3 [27, 28] (see Figs. 7.1(a), 7.1(b),
7.2(a), 7.2(b)) the k-point meshes were 14×6×2, 2×2×2, 6×6×2 and 2×2×2. (Note,
the larger the number of k-points in a given direction, the smaller the corresponding
lattice vector). The obtained equilibrium lattice constants for these structures are
presented in Sec. 7.4.2, Tab. 7.5. The unit cells of these structures contain 23, 20,
17 and 19 atoms, respectively.
For calculation of the electronic DOS of Model 1 and Model 2, the k-point meshes
were increased to 4×4×4 and 4×2×4, respectively, for a better sampling (energy
resolution). Similarly, the calculated electronic DOS for structures proposed by
Predith et al. [28] and Bogicevic et al. [17] used k-point meshes of 12×12×12, for
better sampling.
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7.4 Results
7.4.1 Bulk properties of ZrO2
Results of the calculated bulk properties for the three phases of ZrO2 that form
under ambient pressure, namely cubic, tetragonal and monoclinic (see Fig. 4.1) are
compared to other ab initio calculations and experiments in Tabs. 7.1, 7.2 and 7.3.
In particular, the lattice constants, band-gaps, cohesive energies, heats of formation
and bulk modulus (for the cubic phase) are listed.
For c-ZrO2 (Tab. 7.1), it can be seen that there is very close agreement between
the lattice constants obtained for the various (seven) DFT-GGA calculations (rang-
ing from 5.141 - 5.169 A˚ , excepting Ref. [208]), and that DFT-LDA systematically
(for the seven calculations listed) yields ∼0.1 A˚ smaller values than the GGA re-
sults, the well-known LDA “overbinding” effect [214]. The value of the bulk moduli
obtained using the GGA are accordingly lower than those obtained using the LDA,
and are in closer agreement with experiment. In general, the GGA gives slightly
smaller values of the band-gap (average of those listed, 3.02 eV) than those obtained
using the LDA (average of those listed, 3.22 eV). The trends in these quantities for
GGA versus LDA, are similar to those that have been found for the III-Nitrides [215].
For t-ZrO2 equilibrium lattice constants of a = 3.638 A˚ and b = 5.330 A˚ are
obtained, which are in very good agreement with other DFT-GGA calculations as
can be seen from Tab. 7.2 and the experimental results reported in Ref. [210] which
are a = 3.64 A˚ and c = 5.27 A˚ . The lattice constants obtained by DFT-LDA are
smaller than the GGA values and are underestimated compared to the experimental
values (average LDA values from Tab. 7.2 being a = 3.570 A˚ and b = 5.127 A˚ ).
The GGA slightly overestimates compared to experiment. Again, the trend is for
band-gaps obtained by LDA being larger than GGA by about 0.2 eV. The present
value obtain for the internal parameter, dz, for the oxygen displacement is 0.058,
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Method a (A˚ ) Eg (eV) Ec (eV) Hf (eV) B (GPa)
DMol3 (GGA) present 5.141 3.06 −22.95 −10.79 228
PPPWc (GGA) 5.128 2.95 251
PPPWe (GGA-PW91) 5.164 −23.28
PPPWe (GGA-PB) 5.169 3.06 −24.45
PPPWg (GGA-PW91) 5.145
PPPWi (GGA-PW91) 5.16
PAWj (GGA) 3.665 215.8
PWSCFa (LDA) 5.037 3.30 269
NFP-LMTOb (LDA) 4.996
FLAPWd (LDA) 5.054
PPPWe (LDA) 5.080 3.07 −26.18
PPPWf (LDA) 5.035 3.25 −20.86
FP-LAPWh (LDA) 5.09 3.26
PAWj (LDA) 3.621 226.1
PPPWf (GW ) 5.55
FP-LAPWh (G0W0) 4.62
FP-LAPWh (GW0) 4.97
Expt. 5.07k −11.41l 209m
a Reference [103] Plane-wave pseudopotential method (PWSCF).
b Reference [203] New full-potential linear muffin-tin orbital (NPF-LMTO).
c Reference [204] Pseudopotential plane-wave method (PPPW).
d Reference [205] Full-potential linearised augmented plane-wave method (FLAPW).
e Reference [206] PPPW.
f Reference [104] PPPW and GW approach.
g Reference [191] PPPW with the projected augmented wave (PAW) approach.
h Reference [207] Full-potential linearised augmented plane-wave method (FP-
LAPW).
i Reference [17] PPPW.
j Reference [208] Full potential projector augmented wave (PAW) method.
k Reference [142]
l Reference [209]
m Reference [128]
Table 7.1: Calculated bulk properties of cubic ZrO2 (c-ZrO2) including comparison
with results of other ab initio calculations and experiment reported in the literature.
Lattice constant, a, band-gap, Eg, cohesive energy (per stoichiometric unit), Ec, heat
of formation, Hf , and bulk modulus, B.
149
Method a (A˚ ) c (A˚ ) Eg (eV) Ec (eV) Hf (eV) B (GPa)
DMol3 (GGA) present 3.638 5.330 3.86 −23.07 −10.92
PPPWc (GGA) 3.629 5.207 199
PPPWe (GGA-PW91) 3.654 5.364 −23.36
PPPWe (GGA-PB) 3.658 5.370 3.90 −24.53
PPPWg (GGA-PW91) 3.642 5.295
PPPWi (GGA-PW91) 3.650 5.300
PAWj (GGA) 3.623 5.227 179.9
PWSCFa (LDA) 3.565 5.126 4.0 207
NFP-LMTOb (LDA) 3.543 5.08
FLAPWd (LDA) 3.58 5.01
PPPWe (LDA) 3.590 5.227 3.85 −26.20
PPPWf (LDA) 3.563 5.104 4.10 −20.90
FP-LAPWh (LDA) 3.571 5.18 4.07
PAWj (LDA) 3.578 5.163 214.5
PPPWf (GW ) 6.40
FP-LAPWh (G0W0) 5.56
FP-LAPWh (GW0) 5.92
Expt. 3.64k 5.27k ≈190l
a Reference [103] Plane-wave pseudopotential method (PWSCF).
b Reference [203] New full-potential linear muffin-tin orbital (NPF-LMTO).
c Reference [204] Pseudopotential plane-wave method (PPPW).
d Reference [205] Full-potential linearised augmented plane-wave method (FLAPW).
e Reference [206] PPPW.
f Reference [104] PPPW and GW approach.
g Reference [191] PPPW with the projected augmented wave (PAW) approach.
h Reference [207] Full-potential linearised augmented plane-wave method (FP-
LAPW).
i Reference [17] PPPW.
j Reference [208] Full potential projector augmented wave (PAW) method.
k Reference [210]
l Reference [124]
Table 7.2: Calculated bulk properties of tetragonal ZrO2 (t-ZrO2) including com-
parison with results of other ab initio calculations and experiment reported in the
literature. Lattice constant, a, band-gap, Eg, cohesive energy (per stoichiometric
unit), Ec, heat of formation, Hf , and bulk modulus, B.
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Method a (A˚ ) b (A˚ ) c (A˚ ) Eg (eV) Ec (eV) Hf (eV) B (GPa)
DMol3 (GGA) present 5.199 5.283 5.394 3.45 −23.16 −11.00
PPPWc (GGA) 5.197 5.280 5.350 137
PPPWe (GGA-PW91) 5.192 5.254 5.358 −23.45
PPPWe (GGA-PB) 5.242 5.305 5.410 3.42 −24.64
PPPWg (GGA-PW91) 5.211 5.286 5.388 −28.61 ≈125±20
PPPWh (GGA-PW91) 5.230 5.300 5.410
PAWi (GGA) 5.209 5.272 5.377 162.8
PWSCFa (LDA) 5.102 5.181 5.264 3.6 199
NFP-LMTOb (LDA) 4.983 5.163 5.267
PPPWe (LDA) 5.159 5.221 5.324 3.51 −26.24
PPPWf (LDA) 5.086 5.208 5.226 3.12 −20.96
PAWi (LDA) 5.119 5.181 5.284 184.2
PPPWj (LDA) 5.108 5.170 5.272
PPPWf (GW ) 5.42
Expt. 5.168k 5.232k 5.341k 95±8l
Expt. 5.1495m 5.2021m 5.3198m
Expt. 5.1828n 5.2117n 5.3731n
Expt. 149o
a Reference [103]. Plane-wave pseudopotential method (PWSCF).
b Reference [203] New full-potential linear muffin-tin orbital (NPF-LMTO).
c Reference [204] Pseudopotential plane-wave method (PPPW).
d Reference [205] Full-potential linearised augmented plane-wave method (FLAPW).
e Reference [206] PPPW.
f Reference [104] PPPW and GW approach.
g Reference [191] PPPW with the projected augmented wave (PAW) approach.
h Reference [17] PPPW.
i Reference [208] Full potential projector augmented wave (PAW) method.
j Reference [102] Pseudopotential plane-wave method (PPPW).
k Reference [211] American Mineralogist Crystal Structure Database (AMCSD)
value.
l Reference [107] Calculated using pressure variations of unit-cell volume.
m Reference [212] Value at 300 K as recorded in Leger et al. [107].
n Reference [212] Value at 1100 K as recorded in Leger et al. [107].
o Reference [213] Inferred from shock-compression data.
Table 7.3: Calculated bulk properties of monoclinic ZrO2 (m-ZrO2) including com-
parison with results of other ab initio calculations and experiment reported in the
literature. Lattice constant, a, band-gap, Eg, cohesive energy (per stoichiometric
unit), Ec, heat of formation, Hf , and bulk modulus, B.
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which is in good agreement with other DFT-GGA calculations (e.g. 0.057 [216],
0.109 [204], 0.06 [206], 0.196 [191]).
For m-ZrO2, the present results obtained for the three lattice constants, a =
5.199 A˚ , b = 5.283 A˚ and c = 5.394 A˚ , are in very good agreement with experi-
mental values and other ab initio calculations, as can be seen from Tab. 7.3. Again,
the DFT-LDA results for the lattice constants underestimate somewhat the experi-
mental values.
In a further comparison, Tab. 7.1 shows the present lattice constant for c-ZrO2 is
40 % and 42 % greater than Zhao et al.’s GGA and LDA results, respectively [208].
The present result is, however, very similar to other published results for c-ZrO2.
Table 7.2 shows for t-ZrO2, the lattice constants for the present calculations are
almost identical to Zhao et al.’s GGA result, and similar to their LDA result. Fur-
thermore, Tab. 7.3 shows the present lattice constants calculated for m-ZrO2 using
GGA and LDA are similar to Zhao et al.’s results.
Regarding the calculated cohesive energies and heats of formation (both given
per stoichiometric unit), the present results correctly predict that the monoclinic
phase is the most stable, followed by tetragonal then cubic. The energy differences
of cohesive energies with respect to the most stable monoclinic phase for tetragonal
and cubic are 0.09 eV and 0.21 eV, and are in very good agreement with previous
DFT-GGA calculations, which obtain values of e.g. 0.08 eV and 0.17 eV (using
PW91) [206], respectively, and 0.08 eV and 0.19 eV (using PB) [206], respectively.
Band-structure and electronic density-of-states of ZrO2
Figures 7.3, 7.4 and 7.5 shows the band-structure of c-, t- and m-ZrO2, respectively.
The upper valence band region is dominantly due to oxygen 2p states and the con-
duction band states above the band-gap are mainly due to zirconium 4d states. The
band-gaps of all three phases are indirect and notably smaller than experiment, as
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is expected and usual for DFT-GGA (or LDA) calculations. In the cubic phase the
valence band maximum (VBM) is at the X point, and the conduction band minimum
(CBM) at the Γ point. For tetragonal ZrO2 the VBM is at the Z point and the CBM
at Γ, while for monoclinic the indirect band-gap is such that the VBM is at Γ and the
CBM at the X point. The cubic phase is calculated to have the smallest band-gap,
followed by the monoclinic and then tetragonal, with the values being: 3.06, 3.45
and 3.86 eV, respectively (see Tab. 7.4). These values are in excellent agreement
with those of other ab initio calculations: For example, Jomard et al. [206] obtained
3.06, 3.42 and 3.90 eV, respectively, using the GGA-PB functional, and Garcia et
al. [217] obtained 3.09, 3.44 and 3.80 eV, respectively.
Recently, HfO2 has been shown to exhibit a very similar electronic structure to
ZrO2, and the reason for the notably larger band-gap of the tetragonal phase is due
to the internal distortions of the O atoms [207]. Reported band-gaps for ZrO2 are
between 5-6 eV, where samples are often thin films and detailed structural informa-
tion is not provided. In particular, results have been obtained from photoemission
spectroscopy [218, 219], electron energy loss spectroscopy [220–223] and spectro-
scopic ellipsometry [224, 225]. Calculations performed using GW approaches yield
larger band-gaps (4.62 - 6.90 eV), as seen from Tabs. 7.1 to 7.3, and are in much
better agreement with experiment.
In Figs. 7.6, 7.7 and 7.8 the projected density-of-states (pDOS) are shown for the
three phases (cubic, tetragonal and mononclinic, respectively) of ZrO2 considered.
The overall features of the three polymorphs are similar, in particular at ∼−15.5
to −17.5 eV there is a narrow band of O-2s states which hybridise with Zr s and p
states. At higher energy there is a relatively broad band of O-2p states (5-6 eV, see
Tab. 7.4) that are hybridised with Zr-4d states.
There are also some notable differences. A clear double peak in the O-2s state
is seen for the monoclinic phase, reflecting the two different local environments of
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Cubic ZrO2
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Figure 7.3: The electronic bandstructure in eV for the cubic phase of ZrO2. The
energy zero is taken to be the centre of the (minimum) band-gap.
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Tetragonal ZrO2
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Figure 7.4: The electronic bandstructure in eV for the tetragonal phase of ZrO2.
The energy zero is taken to be the centre of the (minimum) band-gap.
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Monoclinic ZrO2
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Figure 7.5: The electronic bandstructure in eV for the monoclinic phase of ZrO2.
The energy zero is taken to be the centre of the (minimum) band-gap.
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Figure 7.6: Total and atom-projected (and state-resolved) electronic density-of-
states (DOS) for cubic ZrO2. The energy zero is set at the valence band maximum.
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Figure 7.7: Total and atom-projected (and state-resolved) electronic density-of-
states (DOS) for tetragonal ZrO2. The energy zero is set at the valence band
maximum.
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Figure 7.8: Total and atom-projected (and state-resolved) electronic density-of-
states (DOS) for monoclinic ZrO2. The energy zero is set at the valence band
maximum.
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Model mol % Y2O3 valence band-width band-gap cohesive energy
(eV) (eV) (eV/atom)
ZrO2
Monoclinic 0 5.088 3.45 7.72
Tetragonal 0 4.894 3.86 7.69
Cubic 0 6.002 3.06 7.65
YSZ
Model 1 10.35 5.458 3.331 7.638
Model 2 10.35 5.181 3.424 7.641
Zr6Y2O15 14 4.718 3.609 (4.06) 7.648
Zr5Y2O13 17 4.811 3.424 (3.93) 7.652
Zr4Y4O11 20 4.811 3.608 (4.04) 7.638
Zr3Y4O12 40 3.978 3.794 (4.20) 7.528
c-Y2O3 100 3.625
a 4.10a 7.304b
Table 7.4: The valence band-width and minimum band-gap for the various YSZ
structures considered, including bulk ZrO2 and Y2O3. The values of the band-gap
shown in brackets are from Lau and Dunlap [198] (using DFT-LDA).
a Reference [226] Plane-wave pseudopotential method GGA (PAW).
b Reference [227] Plane-wave pseudopotential method GGA (PAW).
O in this phase (i.e. three-fold and four-fold coordinated). Furthermore, the two
pronounced and separated features in the conduction band for the cubic phase are
less distinct for the tetragonal phase, and for the monoclinic structure they appear
as just a broad feature due to the lower symmetry. The valence band-width increases
from tetragonal to monoclinic to cubic. The tetragonal phase also has a distinctly
higher density-of-states at the top of the valence band (energy zero) compared to the
other phases. This is due to the flat top of the valence bands, as can be seen from
the bandstructure in Fig. 7.4. For a detailed discussion of the electronic structure
of these three polymorphs, including the rutile structure, see Dash et al. [103], who
also make an in depth comparison with available experimental spectra.
Vibrational density-of-states of ZrO2
Figures 7.9, 7.10 and 7.11 show the calculated phonon (vibrational) density-of-states
(vDOS) for c-, t- and m-ZrO2, respectively. For the c- and m-ZrO2 phases, 3×3×2
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supercells are used, where the corresponding 1×1×1 cell contains 12 atoms. For
t-ZrO2, a 4×3×3 supercell is used, where the corresponding 1×1×1 cell contains 6
atoms. Thus, all the vDOS calculations are performed with 216-atom supercells.
Convergence tests show that these large supercells are necessary and sufficient.
For c-ZrO2, between about 25 meV and 50 meV (see Fig. 7.9) there are con-
tributions from coupled O-Zr vibrations, while for frequencies > 50 meV the main
contribution is due to the O atoms. For energies lower than about 25 meV contri-
butions from the Zr atoms are dominant, but oxygen contributions span the whole
frequency range. The peaks in the vDOS correspond to regions in the phonon dis-
persion curves with lowest gradient, typically close to the Brillouin zone boundaries.
The calculated vDOS are in good agreement with those of previous ab initio calcu-
lations (e.g. Refs. [190, 191]).
Similar to Kuwabara et al. [191], the present calculations do not take Born ef-
fective charges into account and thus the longitudinal optical/transverse optical
splitting at the Γ-point is not included. The result of Sternik and Parlinski, how-
ever, describes this splitting, which does not appear to significantly alter the shape
of the total vDOS (see Figs. 1a and 4, in Refs. [191] and [190], respectively). It is
interesting to note the prominent O-related vDOS peak in Kuwabara et al. [191],
and Sternik and Parlinski [190] at 70 meV, which is considerably smaller in the
present work.
A similarly smaller feature was also obtained in the recent study by Souvatzis
and Rudin [192] using the largest (192-atom) supercell considered in that work. This
peak was notably larger in their results when calculated using the smaller (24-atom)
supercell, indicating that this peak is sensitive to the calculation details (i.e. system
size). A small peak due mainly to Zr can be seen at around 8 meV. In the phonon
dispersion calculations of Souvatzis and Rudin [192] (using the large 192-atom su-
percell, Fig. 2 of Ref. [192]) there is, interestingly, an instability (and imaginary
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Figure 7.9: Total and partial (atom resolved) phonon density-of-states (vDOS) for
cubic ZrO2, calculated using 216 atom supercells.
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Figure 7.10: Total and partial (atom resolved) phonon density-of-states (vDOS) for
tetragonal ZrO2, calculated using 216 atom supercells.
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Figure 7.11: Total and partial (atom resolved) phonon density-of-states (vDOS) for
monoclinic ZrO2, calculated using 216 atom supercells.
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frequencies) at the X-point, as previously reported in the literature: As the band
approaches the W-point, the curves moves upwards and becomes positive, exhibiting
a maximum at about 8 meV (2 THz) at the W-point. It is possible that this small
region, in which this band becomes positive at the W-point, is contributing to the
vDOS at this low energy.
For t-ZrO2 (Fig. 7.10), relative to the results for the cubic phase, the peaks be-
come less distinct and the spectrum broader. This trend is even more pronounced for
the monoclinic phase (see Fig. 7.11) and reflects the more dense occupation of states
due to the larger number of atoms in the primitive cells, and the lower symmetry.
The monoclinic phase extends to higher frequencies than the tetragonal and cubic
phases, which indicates the existence of stronger bonds (Fig. 7.11). For example,
the monoclinic structure has on average shorter and fewer O-Zr bonds than cubic
and tetragonal. The average bondlengths are 2.226 A˚ (cubic), 2.269 A˚ (half 2.086
and half 2.452, tetragonal) and 2.129 A˚ (monoclinic).
For the monoclinic structures, no negative frequencies are obtained. For the
cubic structure, however, features are present at around −8 meV, −18 meV and
−28 meV, consistent with this being an unstable phase at low temperature. These
modes are O related. For the tetragonal stucture, there is a small negative contri-
bution.
7.4.2 Results for YSZ
For YSZ firstly, the equilibrium lattice constants for a variety of structures over a
range of yttria concentrations, namely, 10.35, 14, 17, 20 and 40 mol % (see Figs. 4.3,
4.4, 7.1, and 7.2) are determined. As discussed in Chapter 4, Sec. 4.2.4 the larger
number of atoms in Model 1 and 2 require a different approach for lattice parameter
determination. It required that Model 2 (Fig. 4.4) be calculated with constant vol-
ume for different lattice constant values, where the atomic positions were optimised
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for each instance of the structure. The total energies were then plotted against the
lattice constants for these optimised structures, i.e. in a Murnaghan plot. The lat-
tice parameter is then the value at the abscissa for the minimum of this Murnaghan
plot. Model 1 (Fig. 4.3) was also optimised by this method and a calculated lattice
constant of 10.393 A˚ was obtained for the 2×2×2 supercell. Thus, the introduction
of six Y atoms on Zr sites and three oxygen vacancies to the 96-atom cubic ZrO2
supercell expands the calculated lattice constant by 0.111 A˚ =(10.393− 2× 5.141).
This lattice paramter is consistent with the experimental findings of Pace et al. [228]
who found that YSZ with 8.0 mol % Y2O3 has a lattice constant of 5.1276 A˚, and
for material with 12 mol % Y2O3 the value is 5.1401 A˚ (both at room temperature).
These lattice constants represent expansions of 0.058 and 0.070 A˚ , respectively, com-
pared to bulk c-ZrO2, 5.07 A˚ from experiment, which is thus in very good agreement
with theory. The equilibrium lattice constant for Model 2 is practically the same as
for Model 1 (but doubled in the y-direction to obtain the 186-atom supercell).
In comparison to the cubic Model 1 and Model 2 structures, for the higher con-
centration structures (Figs. 7.1 and 7.2), average cation-O bondlengths, optimised
lattice constants and associated angles between them, are collected in Tab. 7.5.
The latter are compared to the values obtained in the original work by Predith et
al. [27, 28] (also using LDA-GGA), where very good agreement can be observed, and
with the results of Lau and Dunlap [198] (using DFT-LDA). The values of the lat-
tice constants for Ref. [198] are characteristically smaller than the GGA results, but
relative values are very close. One difference to Ref. [198] is observed for the δ-phase
(40 mol % Y2O3), where the angle α is smaller than the present work and that of
Predith et al., namely 81.53◦ compared to 98.39◦. All other angles in Ref. [198] are
in very close agreement with the present results and those of Predith et al. [27, 28].
The predicted structure, Zr4Y2O11 for 20 mol % Y2O3, is stable with respect
to monoclinic zirconia, and has yttrium atoms and oxygen vacancies at second
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nearest-neighbour positions. For this structure Zr atoms are seven-fold coordinated,
as in monoclinic ZrO2, and the average Zr-O bondlengths are similar [28] (compare
2.177 A˚ to 2.129 A˚, respectively). The other structures have Zr-O bondlengths more
similar to the cubic and tetragonal structures, see Tab. 7.5. Table 7.5 also shows
the average Y-O bondlengths, which are ∼0.1-0.2 A˚ larger than those of Zr-O, con-
sistent with Y-O bondlengths in bulk Y2O3 (e.g. which range from 2.25-2.34 A˚ as
obtained using DFT-GGA [227]).
Structure mol % No. Zr-O Y-O a b c α β γ
Y2O3 atoms
Zr3Y4O12 40 19 2.232 2.340 6.4085 6.5911 6.3521 98.39 99.53 99.81
(6.458) (6.652) (6.415) (98.4) (99.6) (99.8)
[6.37] [6.28] 6.48] [81.53] [99.59] 99.98]
Zr4Y2O11 20 17 2.177 2.402 6.3798 6.3805 12.2593 115.97 115.95 119.76
(6.522) (6.422) (12.36) (116) (116) (120)
[6.30] [6.30] [12.11] [116.00] [116.00] [119.65]
Zr5Y2O13 17 20 2.213 2.371 6.4782 6.2824 6.3691 99.80 100.99 98.97
(6.513) (6.341) (6.419) (99.9) (101) (99.1)
[6.40] [6.19] [6.30] [99.96] [100.75] [98.57]
Zr6Y2O15 14 23 2.245 2.426 (6.398) (15.217) (16.029) (88.1) (66.4) (24.5)
[6.28] [14.96] [15.74] [88.19] [66.48] [24.45]
Model 1 ∼10 93 2.255 2.375 10.393 10.393 10.393 90 90 90
Model 2 ∼10 186 2.244 2.382 10.393 10.393 10.393 90 90 90
Table 7.5: The optimised lattice constants (in A˚ ) and angles between the unit cell
vectors (in degrees) for the higher concentration YSZ structures considered (from
Predith et al. [27, 28]). The values obtained by Predith et al. (using DFT-GGA) are
given in curved brackets and those obtained by Lau and Dunlap [198] (using DFT-
LDA) are given in square brackets. Values are given for the cubic-YSZ structures
calculated in Chapter 4. Also listed are the average Zr-O and Y-O bondlengths (in
A˚ ) of the various structures.
Electronic density-of-states
Figures 7.12 and 7.13 show that the electronic density-of-states for Models 1 and 2,
respectively, with yttria doping of 10.35 mol %, have an overall shape that appears
similar compared to c-ZrO2. The key differences between them are most notably the
appearance of the Y-related states, i.e. the 4p semicore state just below −20 eV and
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the unoccupied Y-4d states that occur for the same energy range as the Zr-4d states.
Further, the clear splitting of the unoccupied cation-related 4d states observed for
c-ZrO2, is significantly reduced and the features less distinct. This is due to the
reduced symmetry and larger size of the system, including the introduction of O
vacancies leading to Zr atoms with different local coordination. For these YSZ
structures, the band-gap has increased slightly, namely from 3.06 eV for c-ZrO2 to
3.33 and 3.43 eV for Models 1 and 2, and the valence band-width has decreased
from 6.00 to 5.46 and 5.18 eV, respectively (see Tab. 7.4). The pure phases of ZrO2
indicate that there is a hybridisation between O-2p states and cation 4d states,
consistent with the partially covalent bonding nature of this material. The Zr-4p
semicore level at around −26 eV can also clearly be seen. (Note, this state was not
seen in the DOS of the ZrO2 phases in Figs. 7.6, 7.7 and 7.8, because the energy
scale did not extend that far.)
On increasing the yttria content to 14 mol % (Zr6Y2O15, Fig. 7.14), the overall
DOS appears similar to the lower content material discussed above. There is, how-
ever, a greater contribution from the Y atoms as seen from the greater DOS due
to Y-4p and unoccupied Y-4d states. There is also a continuation of the trend (see
Tab. 7.4) that the band-gap increases (to 3.61 eV) and the band-width decreases
(to 4.72 eV) relative to the cubic phase. For the two higher yttria concentration
structures, namely 17 and 20 mol % (Figs. 7.15 and 7.16, stoichiometry Zr5Y2O13
and stoichiometry Zr4Y2O11, respectively), there is seen to be a greater interaction
of Y-4p states with O-2s states. This is indicated by the greater DOS in the Y atom
contribution at around −16 eV, corresponding to the position of the O-2s orbitals.
For the 20 mol % structure, in particular (Fig. 7.16), there is also seen to be an
increased interaction between Y and Zr 4p-states. This is indicated by the feature
at around −26 eV in the Y atom DOS, which corresponds to the energy of the Zr-4p
states. Overall the shape of the DOS is again similar, with a slightly reduced con-
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Figure 7.12: Total and atom-projected (and state-resolved) electronic density-of-
states (DOS) for YSZ with 10.35 mol % yttria, Model 1. The energy zero is set at
the valence band maximum.
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Figure 7.13: Total and atom-projected (and state-resolved) electronic density-of-
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tribution from O atoms, due to their relatively fewer number compared to the lower
yttria concentration structures (because of the incorporation of O vacancies). The
band-gaps for these two structures are very similar to the 14 mol % yttria structure,
as is the valence band-width.
For the highest yttria concentration structure considered, i.e. the δ-phase at
40 mol % yttria (Zr3Y4O12, Fig. 7.17), the general form of the DOS is similar to
those described above, but there is a notable decrease in the band-width (to 3.98 eV),
and again the band-gap increases (to 3.79 eV). Comparison of these quantities in-
dicates that YSZ structures with increasing yttria content approach those of pure
cubic Y2O3. Namely, for Y2O3, the band-width is 3.63 eV, and the band-gap is
4.10 eV [226], as listed in Tab. 7.4.
In the literature there have been very few publications of the DOS for YSZ
structures, particularly for varying yttria concentrations. However we compare the
present results with those available. Stapper et al. [105] carried out an ab initio
study (DFT-LDA) of the structural and electronic properties of pure zirconia and
yttria-stabilised cubic zirconia for concentration 14 mol % yttria. In particular
they [105] performed extensive investigations into various structural arrangements
for yttrium atoms and oxygen vacancies. They also investigated neutral and charged
F centres, and oxygen vacancies in YSZ. The electronic DOS they obtained exhib-
ited an increased band-gap compared to m-ZrO2 (i.e. 3.6 versus 3.3 eV) and their
DOS showed a decrease in the valence band-width for YSZ compared to pure ZrO2,
consistent with the present results.
Recently Jin et al. [116] (using DFT-GGA) reported the DOS for a model of cu-
bic YSZ, also with a concentration of 14 mol % Y2O3. The band-gap is reported to
be 4.0 eV, somewhat larger than the present value of 3.6 eV, but consistent in being
greater than that of pure ZrO2. The valence band-width is ≈5.0 eV, again reduced
compared to cubic ZrO2, and close to the present value of 4.7 eV. One difference to
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Jin et al. [116] is for the conduction band DOS, in that within the present work, like
for the monoclinic phase, the two distinct features characteristic of cubic ZrO2 are
merged together. This results in a rather uniform feature of lower intensity. In Jin et
al., the conduction band DOS seem to have maintained this two-feature character-
istic. This could be due to the fact that the structural model used by Jin et al. was
simply created from the cubic 24-atom cell of ZrO2 by removing one oxygen atom,
and substituting two Y on Zr sites. The Y atoms were placed such that they were
close to each other and preferentially occupying the next-nearest neighbour sites to
the oxygen vacancy. That is, an extensive search for the lowest energy structure
with this concentration was not conducted.
An earlier work by Ostanin et al. [134] reported results for a model of Zr2Y2O7
stoichiometry with a concentration of 33 mol % yttria. This structure was simply
created from an 11-atom supercell, removing one O atom from cubic zirconia, and
substituting two Zr for two Y. Their main focus was to investigate, simulate and
compare, electron energy-loss near-edge structure. The reported DOS, ranging from
−6 to 8 eV, has some similarity to the present results for the 20 and 40 mol %
yttria structures (Fig. 7.16 and Fig. 7.17, respectively), although their DOS (see
Ref. [134]) do not exhibit a complete band-gap.
Finally, recent work of Dalach et al. [181] present cation and oxygen projected
DOS for two optimised stoichiometric ground states of YSZ obtained through ex-
tensive calculations using the cluster expansion approach, based on ab initio DFT
calculations. The resulting structures have concentrations of 20 and 49 mol % yttria
(in the notation of Ref. [181] they are denoted as ‘33YSZ’ and ‘66YSZ’, respectively).
The band-gap obtained ranged from 3-4 eV and the valence band, composed of over-
lapping bonding oxygen 2sp and metal states, was∼5 eV, consistent with the present
study.
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Heat of formation and cohesive energy
The experimental heat of formation of ZrO2 (cubic phase) is −11.41 eV [209] per
stoichiometric unit (or −3.80 eV per atom). In comparison, the experimental heat
of formation of yttria is −19.62 eV [229] per stoichiometric unit (or −3.92 eV per
atom) and −19.75 [230] (or −3.95 eV per atom). Respective, calculated values
using DFT-GGA are −10.79 eV per stoichiometric unit from the present work (or
−3.59 eV per atom), and for yttria it has been reported to be −19.41 eV [226]
(or −3.88 eV per atom). For the present work, a cohesive energy for zirconia in
the cubic phase was obtained as −22.95 eV per stoichiometric unit (or −7.65 eV
per atom), and for yttria it has been calculated (using DFT-GGA) to be −7.304
eV per atom [227]. Thus, the heat of formation of yttria is somewhat greater (in
magnitude) than zirconia, and the cohesive energy somewhat smaller (in magnitude)
than zirconia.
For the YSZ structures considered, the cohesive energy per atom is listed in
Tab. 7.4. It can be seen that the values are very similar to that of cubic ZrO2, but
that generally, adding yttria results in a slight reduction of the cohesive energy with
the exception of the 17 mol % structure.
Phonon density-of-states
The addition of yttria to c-ZrO2 induces notable changes in the vibrational density-
of-states (vDOS). In Fig. 7.18, results are shown for Models 1 and 2 with 10.35 mol %
yttria. For Model 1, a supercell is used that is the same size as Model 2, i.e. the
93-atom cell is doubled, in order for an appropriate comparion (same accuracy) to be
made. It can quickly be noticed that the vDOS of Models 1 and 2 are very similar.
The greatest contributions to the vDOS for frequencies < 25 meV are due to the
cations, with the Y atoms having a smaller contribution compared to Zr atoms as
they are fewer in number. The higher contribution of cations at lower frequencies
177
is because these atoms have larger masses than O (e.g. massZr=5.75×massO) and
thus oscillate at lower frequencies. Compared to c-ZrO2, the vDOS for YSZ are
broadened, where the O-related vibrations extend to around 97 meV (compared to
about 82 meV for c-ZrO2). A reason for this could be due to the O-vacancies, in that
on average the Zr-O bonds for Zr atoms neighbouring an O-vacancy are shorter than
the Zr-O bonds for Zr atoms that are fully (eight-fold) coordinated to oxygen atoms:
Compare 2.228 A˚ (eight-fold coordinated), to 2.162 A˚ (seven-fold coordinated) and
2.156 A˚ (six-fold coordinated). These shorter, stiffer bonds are expected to give rise
to higher frequencies. The vDOS of c-ZrO2 have greater peaks and dips compared
to YSZ (e.g., the significant peak at around 14 meV) which indicate that the phonon
curves are more dispersive. It should be noted that the vDOS of the 10.35 mol %
yttria structure has one negative mode at around −8 meV that is Zr-O related.
Compared to cubic ZrO2 where more negative modes are observed (as described
above), the doping of yttria in this structure improves the stability, albeit the model
structure is still unstable (in the present T=0 K calculations) .
The vibrational DOS at a given frequency represent the integration of phonon
dispersion curves across the Brillouin zone, thus peaks in the vDOS correspond
to regions of the phonon dispersion curve that are flat (i.e. have low gradient),
associated with Van Hove singularities. In Chapter 6 (see also [200]), where inelastic
neutron scattering is used to obtain the phonon dispersion curves for 8-9 mol % yttria
YSZ, it was found that the energy of the X1-point is notably higher for YSZ than
for pure c-ZrO2. This is consistent with the peak position of the vDOS for Models 1
and 2 with 10.35 mol % yttria (Fig. 7.18) in that the cation related peaks are at a
higher energy (17 meV Zr, 16 meV Y) compared to that of c-ZrO2 (14 meV, Zr).
These peaks at higher energy for YSZ correspond well with the flat bands in the
measured dispersion curves at about 18 meV (near the X-point) and 17 meV (near
the L-point) (see Chapter 6, Fig. 6.8 and Fig. 4 of Ref. [200]).
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Figure 7.18: Calculated vDOS for Models 1 and 2 for 10.35 mol % yttria (shown in
Figs. 4.3 and 4.4, respectively). The vDOS for Model 1 is calculated using twice the
93 atom supercell labelled “2×93 atom supercell” . It can be seen that the vDOS
are very similar for both structures.
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The vDOS in Fig. 7.18 also shows a shoulder at ∼6-7 meV. Interestingly, the
measured phonon dispersion curve indicates weak phonons measured in the Γ-Σ-X
direction around 8-9 meV (Chapter 6, Fig 6.8 and Fig. 4 of Ref. [200]). This raises
the question as to whether this feature could be related to the longitudinal phonon
mode that is imaginary for c-ZrO2, which on stabilisation through yttria doping,
shifts upwards and becomes positive. Clearly, further experimental and theoretical
studies are required for this to be verified.
For calculating the vDOS of the structures with higher yttria concentrations
from Predith et al. [28] and Bogicevic et al. [17], tests were conducted to find the
supercell size necessary to obtain convergence. Figures 7.19, 7.20, 7.21 and 7.22
presents results that show curves for the largest and second largest supercells used,
where those for the largest supercell are the most accurate, and are refered to in
the discussion below. The results obtained using the smaller supercell are similar
but not fully converged. Inclusion of the results obtained using the smaller sized
supercell shows the level of sensitivity the vDOS has to this aspect.
For the vDOS of Zr6Y2O15 (14 mol % yttria) shown in Fig. 7.19, the overall form
is very similar to that of the 10.35 mol % yttria structure (Fig. 7.18). There is a
characteristic contribution from O atoms across the whole frequency range, with a
dip at about 74 meV before other contributions (and peaks) at higher frequency,
and a main Zr-related peak at around 17 meV. One difference is for the contribution
from Y-atoms, in that instead of a main feature at about 16 meV, there is broader
feature in the 10-20 meV range. With increasing yttria concentration (17 mol %)
for stoichiometry Zr5Y2O13 (Fig. 7.20), the vDOS appear again very similar, with
the main difference being for the Zr-related DOS, which displays a smaller peak at
10.8 meV as well as the larger peak at 16.8 meV. For the 20 mol % yttria Zr4Y2O11
structure (Fig. 7.21), it can be seen that the contribution from Y atoms is almost
comparable to that of the Zr atoms, due to the increasing relative concentration
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Figure 7.19: Calculated vDOS for the Zr6Y2O15 (14 mol % yttria) structure reported
in Predith et al. [28]. The 184 atom supercell refers to the largest supercell used.
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Figure 7.20: Calculated vDOS for the Zr5Y2O13 (17 mol % yttria) structure reported
in Predith et al. [28]. The 160 atom supercell refers to the largest supercell used.
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Figure 7.21: Calculated vDOS for the Zr4Y2O11 (20 mol % yttria) structure reported
in Predith et al. [28]. The 136 atom supercell refers to the largest supercell used.
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Figure 7.22: Calculated vDOS for the Zr3Y4O12 (40 mol % yttria) structure, the so-
called δ-phase reported in Bogicevic et al. [17]. Coordinates for this structure were
obtained from Predith [27]. The 152 atom supercell refers to the largest supercell
used.
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of Y atoms. Furthermore, in the spectrum of the O atoms, double peaks appear
at about 64 and 68 meV which are visible in the total DOS. (Some indication of
this can be noticed developing in the 17 mol %, Zr5Y2O13 structure). This indi-
cates a greater proportion of O atoms vibrating with the same frequency compared
to the lower concentration structures, and a more similar local environment. For
the highest concentration material considered, namely 40 mol % yttria, Zr3Y4O12
(Fig. 7.22), the overall shape of the partial and total vDOS are similar to the lower
concentration structures. In this case, the contribution from Y atoms has become
greater than that for Zr atoms.
It should be noted that for all the structures proposed by Predith, no negative
modes are obtained in the vDOS, showing that the predicted structures are all stable
or metastable.
In the literature, there have been very limited studies of the vDOS for YSZ. Com-
parison is made below between present results and those available. In an early work
by Tojo et al. [137] the thermodynamic properties of YSZ were studied using molec-
ular dynamics simulations with effective interatomic potentials for material with 8,
10, 12 and 14 mol % yttria. The partial vDOS were presented for the 8 mol %
yttria structure. The vDOS showed that the contributions from O atoms is widely
spread, while those of the cations are concentrated at about 6 THz (25 meV) with
that from Zr atoms being slightly broader than for Y. This latter feature is similar
to the peak seen in Fig. 7.18 for the 10.35 mol % yttria structure, which appears
at about 17 meV. The second small peak in the Zr vDOS at 32 meV in Fig. 7.18
resembles that seen in Tojo et al.’s work at 52 meV (12.5 THz). With regard to the
contribution from O atoms, that of Tojo et al.’s has a greater contribution at lower
frequencies than in the present work (Fig. 7.18), and the vDOS extend to greater
frequencies, compare: 133 meV (32 THz) to 97 meV. These differences could be due
to a different structure of YSZ and to the less accurate approach in Tojo et al. [137].
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In the study of Dalach et al. [181], total vDOS were presented for two low en-
ergy YSZ structures with concentrations of 20 and 49 mol % yttria. It was observed
that for these structures the cation-cation modes of the vDOS are significantly de-
creased for the 20 mol % yttria structure compared to pure zirconia and there is
an increase in the higher-frequency modes. This is taken as an indication that de-
localised low-frequency modes are disrupted by oxygen vacancy formation, creating
higher-frequency modes. Compared to the present results (Figs. 7.21 and 7.22, for
20 and 40 mol % yttria structures, respectively), those of Dalach et al. exhibit a
notably larger cation-related peak, centred at around 6 THz (25 meV), reminescent
of c-ZrO2. They also exhibit a significant dip at around 7.5-9 THz (31-37 meV),
whereas in the present results, those of Ref. [137] and those of Lau and Dunlap [198],
discussed below, this low vDOS feature is not nearly so deep.
The study of Lau and Dunlap [198] reported calculation of the lattice dielectric
and thermodynamic properties of YSZ using density functional perturbation theory,
and the LDA. The structures predicted by Predith et al. [28] were considered and
the heat capacity versus temperature was obtained. They also reported the total
vDOS for the 40 mol % yttria structure (the δ-phase). Since this is the same atomic
structure as in the present work, direct comparison of results can be made. Firstly,
the qualitative features are similar, that is, the vDOS are broadened in extent com-
pared to c-ZrO2 and the peak with a high vDOS at ≈14 meV for c-ZrO2 is notably
reduced in the YSZ system. Lau and Dunlap display their results in cm−1 so their
values are converted to meV for the following comparison. For the present results
the Peak obtained at 17 meV (for Zr3Y4O12 in Fig. 7.22) agrees with Lau and Dun-
lap’s peak also at 17 meV (140 cm−1). The peak presently obtained at 40 meV is
close to Lau and Dunlap’s at 45 meV (360 cm−1) and the small peak at 28 meV in
Fig. 7.22 agrees with the peak at 32 meV (260 cm−1) obtained by Lau and Dunlap.
The twin peaks at 58 meV and 62 meV (Fig. 7.22) can then be compared with peaks
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at 64 meV and 68 meV (averaged at 520 cm−1) in Lau and Dunlap [198]. The dip
at 63 meV in Fig. 7.22 agrees with that for Lau and Dunlap at 69 meV (550 cm−1)
and the dip at 70 meV (Fig. 7.22) agrees with that at 75 meV (at 600 cm−1 in Lau
and Dunlap). The smaller features at higher frequencies around 80 and 85 meV are
also noticable in the vDOS of Lau and Dunlap [198]. Thus, there is good agreement
between these calculations.
7.5 Conclusion
DFT calculations for the electronic and vibrational properties of YSZ, together with
those for the cubic, tetragonal and monoclinic phases of ZrO2, enabled a compar-
ison and identification of trends to be made as a function of yttria concentration.
Initial calculations of the physical properties for the three phases of ZrO2 that form
under ambient conditions, i.e. lattice constants, band-gaps, cohesive energies, heat
of formations and bulk modulus (for cubic zirconia) were performed, showing very
good agreement with previous ab initio calculations. For YSZ a range of structures
were considered, i.e. concentrations of 10.35, 14, 17, 20 and 40 mol % yttria. Those
for 10.35 mol % yttria were created using a set of constraints obtained from DFT
calculations and findings from x-ray and neutron scattering experiments, while the
higher concentration structures are those predicted in the literature on the basis of
extensive DFT and a coupled cluster expansion.
The atomic and electronic structure of the cubic, tetragonal and monoclinic
phases, as well as the cohesive energy and relative energy differences between the
phases agree very well with previous ab initio results. The monoclinic phase is the
most stable, followed by tetragonal and then cubic. The cubic phase has the smallest
band-gap, followed by monoclinic and then tetragonal. The electronic DOS of the
three phases are qualitatively similar, where the O-2s exhibits hybridisation with
Zr-4sp states and the upper valence band is mainly due to O-2p states with hy-
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bridisation with Zr-4d orbitals. The lower conduction band is mainly composed of
Zr-4d states, where the cubic phase, unlike monoclinic and tetragonal, exhibits two
distinct peaks in the conduction band. The monoclinic stucture, on the other hand,
exhibits two closely spaced O-2s states, due to the two distinct oxygen environments
(i.e. three- and four-fold). On doping with yttria, these distinct features merge and
diminish into one broader peak due to the lower symmetry and a larger number
of atoms in the primitive cells. With increasing yttria content, the electronic DOS
exhibit a decrease in the valence band-width (of about 2.0 eV relative to the cubic
phase) and a corresponding increase of the band-gap of 0.73 eV (from cubic ZrO2
to 40 mol % yttria). In general, increasing yttria concentration results in a smaller
valence bandwidth and a larger band-gap, as these properties tend towards those of
yttria.
Regarding the vDOS of ZrO2, good agreement with available previous ab initio
calculations is obtained. It was found that the addition of yttria causes the peaks
in the vDOS of ZrO2 to become less distinct, reflecting the more dense occupa-
tion of states due to the larger number of atoms in the primitive cells, and to the
lower symmetry. For the various YSZ structures considered with differing yttria
concentrations, the vDOS exhibit qualitatively similar behaviour. In particular, the
O-related contributions extend the whole range of frequencies, while cation-related
features extend up to about 40-45 meV and exhibit a main peak at around 17 meV.
In all of the YSZ systems, the O vDOS exhibits a deep dip, indicating a gap in
the phonon dispersion curves, located at around 70-75 meV. With increasing yt-
tria content, more Zr atoms become seven-fold coordinated as in monoclinic ZrO2,
concurrent with the vDOS increasingly resembling that of m-ZrO2. There are, how-
ever, notable contributions from Y atoms, which have a main peak at about 17 meV,
similar to that of Zr atoms.
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Chapter 8
Mechanical Properties:
Stress-Strain Calculations
8.1 Introduction
Many of the desirable properties of yttria-stabilised zirconia (YSZ) have been out-
lined in previous Chapters. In addition to these, YSZ is also of interest due to its
mechanical properties (e.g. hardness) and insulating character. For new industrial
and technological applications for this material to be found, ways of utilising YSZ
in more extreme conditions, such as for high ranges of temperature or pressure are
desirable. In particular, controlled modification of the properties of YSZ are being
investigated through doping with different elements [231–234]. Recently the hard-
ness and stability of doped-YSZ materials have attracted considerable experimental
attention [11, 235, 236]. In this Chapter density-functional theory (DFT) calcula-
tions are performed to investigate the ideal strength of doped YSZ, as well as YSZ for
a range of yttria concentrations. In particular, calculations are performed for YSZ
with 6.67 and 14.29 mol % Y2O3, as well as YSZ with 6.67 mol % Y2O3 doped with
either titanium, calcium, manganese or nickel. The results are compared with avail-
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able experimental results. Calculations are initially carried out for the well-studied
mechanical properties of the cubic, tetragonal and monoclinic phases of ZrO2 and
compared to previous results. Certain of these properties, e.g. bulk modulus, shear
modulus, and Young’s modulus, have been used as indicators of the hardness of a
material [237, 238], though it has been shown that these quantities are not neces-
sarily reliable (see [31], and references therein), as discussed below.
The hardness of a material is defined by experiment as the ratio of the load to
the area of impression and describes the extent to which a material resists elastic
and plastic deformations [29]. There are different hardness scales, depending on the
characteristics of the indenter used. These include Brinell, Rockwell, Vickers and
Knoop scales [31]. The hardness values that these techniques yield can vary by as
much as 10 %, depending on the particular sample [30]. Experimental hardness
tests measure a complicated combination of elastic and plastic deformations which
are reversible or with the permanent breaking of bonds, respectively [31].
Typically, estimates of the hardness of a material have been calculated [239]
by considering equilibrium elastic quantities. These include the bulk modulus, K,
shear modulus, G, Young’s modulus, E, and Poisson’s ratio, ν. These quantities
characterise the mechanical properties of a materials response to small deforma-
tions. As such they are in the small-strain limit, where the relationship between
stress and strain is close to linear. In some instances, however, the equilibrium
elastic properties are not reliable at indicating the hardness of a material since a
hardness measurement of high-strain deformation involves both elastic and plastic
deformations [32–34]. The bulk modulus, in particular, has recently been found not
to correlate well with hardness measurements for some ionic and covalent materi-
als [29, 30, 239, 240]. The shear modulus is found to be more accurate for indicating
hardness [29, 240–242], but this dependence is ambiguous and not described as a
monotonic function.
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Measurements of ideal strength, namely the maximum of the stress-strain curve,
can be used to indicate the hardness of materials beyond the elastic regime and have
attracted much interest in recent years [36–40, 243]. A perfect, infinite crystal can
be simulated as being subjected to increasing strain and the ensuing stress-strain
curve encapsulates the process of deformation. Using first-principles calculations
a material can be strained through the elastic regime, and finally to the point of
no longer being structurally stable. The resulting critical point, at the maximum
of the calculated stress-strain curve, is called the “ideal strength”, σmax [31]. The
theoretical ideal strength gives an upper limit of stress that a material can with-
stand, because the inclusion of defects typically contributes to a loss of strength [35].
Ideal strength, a characteristic of a material away from equilibrium, is an inherent
property of a crystal lattice and should be a better estimate of the hardness of a
material than would be given by the elastic properties.
Yttria-stabilised zirconia
YSZ is known for being a very strong ceramic, the mechanical properties [116]
and hardness of YSZ having been investigated for different concentrations of Y2O3.
Shimmamura et al. [237], in a study of inert matrix fuels, conducted crystallo-
graphic analysis of zirconate pyrochlores and rare-earth-stabilised zirconia, includ-
ing Y2Zr2O7. They found the elastic moduli by studying sound velocities within the
material and observed that the size of atomic radii of the stabilising dopant appears
to contribute to the mechanical properties of the stabilised material. For zirconate
rare-earths and zirconate pyrochlores the propagation of sound waves was found to
be similar to propagation of micro-strains and to the micro-displacement of the con-
stituent atoms. The sound velocity increases with binding energy in this instance,
which results in the atomic dependence of the sound velocity agreeing with that of
the thermal expansion [237]. Wang et al. [244] examined the mechanical degradation
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of solid oxide fuel cells (SOFCs) to determine how the concentration of oxygen va-
cancies affects the elastic modulus of fluorite-structured oxides, including YSZ with
8 mol % Y2O3. They used nanoindentation techniques and found that the elastic
modulus of YSZ remained unchanged across a range of measurements at different
pressures and temperatures, due to minimal change in YSZ stoichiometry [244].
Giraud and Canal [245] performed measurements on materials used as SOFCs,
including YSZ with 8 mol % Y2O3. The elastic modulus of YSZ, determined by im-
pulse excitation, was found to depend on the Y2O3 content for temperatures above
600◦C. The elastic modulus with 3 mol % Y2O3 decreases from≈190 GPa at 200◦C to
≈170 GPa at 650◦C, and for 6.5 mol % Y2O3 has a near-constant value of ≈180 GPa
at temperatures between 400◦C and 900◦C. The Young’s modulus for 8 mol % Y2O3
was 205 GPa at room temperature and decreased in a linear manner to ≈200 GPa
at 150◦C, with a sudden stronger decrease (probably due to atomic motion) toward
≈135 GPa at 600◦C. At temperatures above 600◦C the Young’s modulus increases
(due to an order-disorder transition) to ≈155 GPa at 1000◦C [245]. Morales et
al. [246] further investigated YSZ with 8 mol % Y2O3 using a Berkovich Nano In-
denter with different loads applied. Analysis of so-called “force-displacement” and
“load-unload” curves, based on the work of Oliver and Pharr [247], and Doerner et
al. [248], gave values from which the Young’s modulus was determined. The Young’s
modulus and hardness were found to be, for applied loads of 5mN, 10mN, 30mN,
100mN and 500mN, respectively: {260 ± 13 GPa, 19.7 ± 1.6 GPa}, {243 ± 9 GPa,
18.5 ± 1.4 GPa}, {232 ± 7 GPa, 15.7 ± 0.9 GPa}, {225 ± 6 GPa, 14.4 ± 0.9 GPa},
{223 ± 7 GPa, 14.2 ± 0.7 GPa}. In comparison with the hardness of ZrO2, Jin et
al. [116] calculated the Young’s modulus for cubic-ZrO2 as 277 GPa, bulk modulus
as 236 GPa and shear modulus as 106 GPa.
Kushi et al. [238] determined the temperature dependence of the mechanical
properties of YSZ with 15 mol % Y2O3. The Young’s modulus for an oxidising
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atmosphere (0.01%O2) varied between ≈220 GPa at 300◦C, ≈145 GPa at 800◦C
and ≈160 GPa at 1300◦C, and for a reducing atmosphere (99.15% H2 - 0.85% H2O)
≈210 GPa at 300◦C, to ≈140 GPa at 800◦C, to ≈155 GPa at 1300◦C. These re-
sults were comparable with those from Giraud et al. [245]. Kushi et al. found
for an oxidising atmosphere (0.01%O2) the elastic modulus is ≈75 GPa at 300◦C,
≈50 GPa at 800◦C, and ≈55 GPa at 1300◦C. Furthermore, they found that for a
reducing atmosphere (99.15% H2 - 0.85% H2O) the elastic modulus decreases from
≈80 GPa for temperatures greater than 300◦C, to a near-constant value of ≈55 GPa
for temperatures between 800◦C and 1300◦C [238]. They concluded that for operat-
ing solid oxide fuel cells in practical situations, changes that occur to the mechanical
properties at intermediate temperatures have to be considered in determining op-
erating conditions, particularly during startup and shutdown [238]. Hartmanova´ et
al. [249] investigated the structure, phase composition and compositional range of
cubic solid solutions, for zirconia stabilised with rare earth oxides, including YSZ.
They examined the relationship between structure and electro-mechanical properties
and presented values of Vickers hardness: ≈10 GPa for 1.13 mol % Y2O3, ≈16.5 GPa
for 4.31 mol % Y2O3, ≈12 GPa for 9.21 mol % Y2O3, ≈10.5 GPa for 12.3 mol %
Y2O3, and ≈12 GPa for 16.3 mol % Y2O3 [250]. They further found the Vickers
hardness to depend on the effective ionic radius of the dopant cation.
With regard to theoretical studies Jin et al. [116] conducted first-principles cal-
culations to investigate the elastic, electronic and thermal properties of cubic YSZ
with a concentration of 14.28 mol % Y2O3. They calculated the bulk modulus and
shear modulus according to Voigt-Reuss-Hill approximations and found that the
crystal has a small elastic anisotropy. The obtained values are collected in Tab. 8.7
and discussed later.
193
Co-doped Yttria-stabilised zirconia
Studies have also been carried out into YSZ co-doped with various elements. Co-
doped YSZ is beneficial when, for example, materials are used repeatedly over a very
high temperature range. Presently, advanced gas turbines require inlet temperatures
that exceed 1300◦C in order to reach optimal engine efficiency [11]. Conventional
single crystal superalloy materials tend to melt at such high temperatures and so,
in order to prevent failure and prolong component lifetime, critical components are
typically protected with a ceramic thermal barrier coating. YSZ is used for such
applications where codoping can lead to improved performance [11]. Below, experi-
mental results for mechanical properties of the co-doped YSZ systems investigated
in this thesis are summarised.
Co-doping with TiO2
In the literature, quite a wide range of codopants have been investigated, some of
which when added to cubic YSZ induce a transformation to the tetragonal phase.
In the present work we focus on those codopants that do not induce such a struc-
tural change in YSZ: for instance Chen et al. [233] studied the room temperature
structural properties of YSZ (with 8 mol % Y2O3) doped with TiO2. X-ray diffrac-
tion patterns were used to distinguish that with TiO2 dopant concentrations less
than 5 wt% only cubic YSZ was present and tetragonal YSZ was found to form
for higher levels of TiO2 dopant. Tekeli et al. [251] studied the high-temperature
deformation of undoped YSZ (8 mol % Y2O3) and YSZ doped with between 5 and
10 wt% TiO2. They found for 5 wt% Ti-doped samples sintered at 1450
◦C, only the
cubic phase was present. For sintered TiO2 concentrations greater than this, x-ray
diffraction determined that the tetragonal phase was also present. They determined
the stress-strain curves for 8 mol % Y2O3 cubic-YSZ, doped with 5 wt. % TiO2 and
with 10 wt.% TiO2 [251].
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Kibsey et al. [11] established that addition of 5 wt% and 10 wt% Ti, obtained
by combining TiO2 and YSZ with 7 wt% Y2O3 (4.0 mol % Y2O3, for conversion see
Schlichting et al. [252]) increased the tetragonal phase, whilst reducing the cubic
and monoclinic phase, with minimal amounts of TiO2 being found. They measured,
before sintering, values of hardness (5 wt% Ti, 5.7±1.8 GPa, and 10 wt% Ti, 6.0±1.3
GPa) and Young’s modulus (5 wt% Ti, 100±12 GPa, and 10 wt% Ti, 87±11 GPa).
After sintering they measured higher values in both Ti concentrations for hardness
(5 wt% Ti, 15.5±2.7 GPa, and 10 wt% Ti, 14.9±1.2 GPa) and Young’s modulus (5
wt% Ti, 180±13 GPa, and 10 wt% Ti, 185±16 GPa). This was attributed to the
lowering of average porosity due to sintering, leading to a more homogeneous distri-
bution of TiO2 which resides predominantly as solution within the ZrO2 matrix [11].
The values for hardness shown in Tab. 8.10, from Kibsey et al. [11], are for sintered
samples.
Regarding ab initio studies, these have only to date been performed for tetragonal
YSZ. Natanzon and Lodziana [253] used first-principles calculations to examine elec-
tronic and elastic properties of tetragonal yttria-stabilised zirconia (0 to 4.3 mol %
Y2O3) doped with TiO2, GeO2, SiO2, MgO and Al2O3. These were performed in
order to gain microscopic insight into the resulting superplasticity, whereby doped
zirconia can experience deformations greater than 200 % its initial length [253]. The
bulk modulus was found for YSZ with ≈1.8 mol % Y2O3 (undoped, ≈205 GPa, Ti
doped, ≈209 GPa), YSZ with ≈2.7 mol % Y2O3 (undoped, ≈203 GPa, Ti doped,
≈202 GPa), and YSZ with ≈4.3 mol % Y2O3 (undoped, ≈207 GPa, Ti doped, ≈206
GPa). A reduction of the elastic constant c66 was observed as dopant concentration
increased, which indicates a decrease of superplastic flow stress that is also observed
in experiments.
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Co-doping with CaO
YSZ doped with calcium oxide is also a candidate material for thermal barrier coat-
ings [231]. Bhattacharya et al. [231] studied stable single-phase cubic calcia-doped
yttria-stabilised zirconia (Ca-YSZ, 5 mol % CaO and 10 mol % Y2O3). Synthe-
sised Ca-YSZ was found to be stable for 600 hours at 1250◦C without the increase
of monoclinic-ZrO2. Structural properties, such as toughness and elastic modulus,
were not included in their study. Abraham and Gritzner [254] reported the me-
chanical properties of cubic zirconia doped with Y2O3, MgO and CaO, sintered over
a range of temperatures from 1400◦C to 1700◦C. Cubic zirconia was produced in
samples with 8 mol % Y2O3 (YSZ), 12 mol % MgO and 12 mol % CaO. Vickers
hardnesses decreased with sintering temperatures for 8 mol % Y2O3 (9.2 GPa, for
sintering at 1700◦, 9.4 GPa, for sintering at 1600◦, 9.0 GPa, for sintering at 1500◦,
and 8.4 GPa, for sintering at 1400◦), and for 12 mol % CaO (9.6 GPa, for sintering at
1700◦, 8.5 GPa, for sintering at 1600◦, 8.4 GPa, for sintering at 1500◦, and 8.2 GPa,
for sintering at 1400◦).
Co-doping with MnO2
Zhou et al. [235] investigated how the inclusion of 0 to 5 wt % MnO2 led to densifica-
tion and a marked increase in the microhardness and bending strength of co-doped
(compared with undoped) YSZ with 8 wt % Y2O3 (4.6 mol % Y2O3). YSZ with
8 wt % Y2O3 was found to consist predominantly of monoclinic ZrO2 (53.8%).
For 8 wt % Y2O3 YSZ doped with 3 wt. % MnO2 there was a lower percent-
age of monoclinic ZrO2 (12.5%), with an accompanying increase in the tetragonal
phase. The maximum Vickers hardness was 18 GPa, for 5 wt % MnO2 (sintered
at 1300◦C) [235]. Ramesh et al. [232] examined the densification caused by the
inclusion of manganese in tetragonal YSZ. They applied sintering studies across a
temperature range of 1150◦ to 1600◦C. The maximum Vickers hardness was between
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≈13 GPa and ≈14 GPa, obtained using undoped (3 mol % Y2O3) tetragonal-YSZ,
and tetragonal-YSZ co-doped (with 1 wt % Mn), for sintering at 1400◦C.
Co-doping with NiO
Nakajo et al. [234] examined the effect of Ni-doped YSZ in either oxidised or re-
duced states and reviewed previous research including undoped YSZ with 3, 8, 10
and 20 mol % Y2O3, and YSZ doped with 50−55 wt % NiO and 75 mol % NiO.
The mechanical properties reported (including the temperature dependent Young’s
modulus) range for the oxidised state from 79 GPa to 207 GPa and for the reduced
state from 18 GPa to 98 GPa. Differences in the latter were attributed to the range
of porosity (≈25%−50%). YSZ with 8 mol % Y2O3 doped with NiO, in the oxidised
state and at room temperature, had a measured characteristic stress of 290 MPa and
Poisson’s ratio of 10.106 mm3, where characteristic stress is defined as the stress at
a probability of failure of 63% [234]. On the other hand, the same sample at temper-
ature of 1073 K had a lower characteristic stress of 253 MPa and greater Poisson’s
ratio of 10.694 mm3 compared to the ambient temperature values. The Young’s
modulus measured for NiO-doped YSZ with 8 mol % Y2O3, for the oxidised state,
was 172 GPa for a temperature of ≈300 K. It was measured as 169 GPa between
≈1000 K and ≈1100 K. For the reduced state the Young’s modulus for the same
NiO-doped YSZ sample was 98 GPa at 100 K. Nakajo et al. compared their mea-
sured values with reported values measured between room temperature and ≈1480
K [234].
He and Wang [255] studied alumina (Al2O3) doped Ni/YSZ, but also gave
values of density, electrical conductivity, and flexural strength before reduction
(201.40 MPa) and after reduction (236.62 MPa), for Ni/YSZ with zero Al con-
tent. The YSZ was stabilised with 3 mol % Y2O3, where samples contained 44 wt%
YSZ and 56 wt% NiO, with an additional 0−6 wt% Al2O3. A scanning electron
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microscope (SEM) micrograph of a NiO-doped YSZ specimen was performed in this
study, which was primarily interested in codoping Ni/YSZ with Al2O3 and did not
investigate 3 mol % Y2O3 YSZ without codoping [255].
In this Chapter, mechanical properties of zirconia, cubic YSZ, and YSZ doped
with Ti, Mn, Ca and Ni are investigated through density functional theory cal-
culations. We selected dopants that result in the cubic structure of YSZ being
maintained, as is the focus of the present work. In particular, initially the elastic
constants and bulk moduli are calculated for cubic, tetragonal and monoclinic zir-
conia, and compared to previous results. Then the ideal strengths of cubic zirconia,
strained in the [100], [110] and [111] directions are determined. The effect of yttria
concentration on the ideal strength of YSZ is investigated by considering 6.67 mol %
yttria and 14.29 mol % yttria. Finally, the ideal strength is found for co-doping cubic
YSZ with 6.67 mol % yttria as well as for the co-dopants titania, manganese oxide,
calcia and nickel oxide, i.e. TiO2, MnO2, CaO, and NiO substitutes on zirconium
sites together with the introduction of the appropriate number of oxygen vacancies.
8.2 Method
8.2.1 Background: Elastic properties
In the bounds of the small strain limit, where a material responds to small deforma-
tions, the generalised version of Hooke’s law used to describe stress-strain is a linear
function. Within this formulation, stress (σ) is a linear function of strain (ε), such
that σi = cijεj and εi = sijσj, where i, j = 1, 2, . . . , 6, cij is the elastic stiffness and
sij is the elastic compliance [31]. Stress, strain, elastic stiffness and elastic compli-
ance are all described as tensor entities. The elastic stiffness and elastic compliance
tensors can be written in matrix form which are diagonally symmetric.
For cubic structures, where c11 = c22 = c33, c44 = c55 = c66, c12 = c13 = c23 =
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c21 = c31 = c32, and all remaining cij = 0, the elastic stiffnesses c11, c12, and c44 can
be used to derive the elastic compliances sij, by inversion of relations, as obtained
in Ref. [256].
s11 =
c11 + c12
c211 + c11c12 − 2c212
, (8.1)
s12 =
c12
c211 + c11c12 − 2c212
, (8.2)
s44 =
1
c44
. (8.3)
For tetragonal and monoclinic structures, the cij matrices are more complicated and
the sij’s are obtained by more general matrix inversion. In the present work these
inversion calculations were performed by using a computer application [257].
The tendency of a material to respond to applied strain, by the alteration of
lattice parameters transverse to an applied strain, is measured by the Poisson’s
ratio [31]. For a cubic structure these are:
ν = −εtr/ε , (8.4)
where ε and εtr are the axial and transverse strains, respectively. The expressions
for the Poisson’s ratio for a cubic system averaged over transverse directions along
[100], [110] and [111] have been determined as (see [258], pp 735-738):
ν[100] =
s12
s11
, (8.5)
ν[110] =
s11 + 2s12 − s44/2
s11 + 2s12 + s44
, (8.6)
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ν[111] =
s11 + 3s12 − s44/2
2s11 + 2s12 + s44
. (8.7)
The general form of the shear modulus within the Voigt approximation [259] is given
by [208]:
GV =
1
15
(c11 + c22 + c33)− 1
15
(c12 + c23 + c13) +
1
5
(c44 + c55 + c66) , (8.8)
and within the Reuss approximation [208, 260] by:
1
GR
=
4
15
(s11 + s22 + s33)− 4
15
(s12 + s23 + s13) +
1
5
(s44 + s55 + s66) . (8.9)
For cubic structures the shear modulus can be obtained by the Voigt approximation
in a more specific form [259] as:
GV =
1
5
(c11 − c12 + 3c44) , (8.10)
and likewise for the Reuss approximation [260] by:
GR =
5
4 (s11 − s12) + 3s44 =
5c44 (c11 − c12)
4c44 + 3 (c11 − c12) . (8.11)
The Voigt and Reuss approximations give the upper and lower bounds for the stiff-
ness matrix coefficients of a specified material. The mean value G = (GV + GR)/2
can be taken to approximate the isotropic shear modulus. The isotropic bulk mod-
ulus, K, quantifies the resistance of a material to compression of the volume and is
equivalent in cubic systems, for both the Voigt and Reuss approximations, to [31].
K =
1
3
(c11 + 2c12) . (8.12)
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The general equation for the bulk modulus within the Voigt approximation is given
by [208]:
KV =
1
9
(c11 + c22 + c33) +
2
9
(c12 + c23 + c13) . (8.13)
and the general form of the Reuss approximation by [208]:
1
KR
= (s11 + s22 + s33) + 2 (s12 + s23 + s13) . (8.14)
The elastic moduli can be approximated by the Hill’s averages, i.e. KH =
1
2
(KR +
KV ) and GH =
1
2
(GR + GV ) [208]. Then the isotropic Young’s modulus, which
encapsulates the linear compression, can be found by [31, 208]:
E =
9KG
3K +G
. (8.15)
and the isotropic Poisson’s ratio is [31, 208]:
ν¯ =
3K − 2G
2 (3K +G)
, (8.16)
and is labelled ν¯ to distinguish it from the general anisotropic Poisson’s ratio ν (see
Eqn. 8.4) and ν[100] (Eqn. 8.5), ν[110] (Eqn. 8.6) and ν[111] (Eqn. 8.7).
8.2.2 Background: Uniaxial stress-strain calculations and
the ideal strength
The ideal strength can be calculated from the uniaxial stress-strain curves for a
given material. Uniaxial strain is defined as [31]:
ε =
a− a′0
a′0
, (8.17)
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where a and a′0 are the stretched and equilibrium lattice parameters in the direction
of the strain, respectively. For uniaxial strain calculations, a unit cell is transformed
in which one axis is elongated in the direction of the strain. For such a given
stretch in the strain direction, the lattice vectors perpendicular to this direction
are optimised. For cubic ZrO2, strains in the [110] and [100] directions result in
rectangular shaped cells perpendicular to the strain direction and thus two lattice
constants need to be optimised for a given strain. During the optimisation, the
internal atomic positions are fully relaxed. For each value of strain the total energy
is plotted as a function of strain.
The stress of a material is defined as:
σ =
1
V0
dU
dε
, (8.18)
where V0 is the equilibrium volume and U is the total energy of the system [31].
From the derivative of the total energy versus strain curve described above, the
stress as a function of strain can be obtained, cf. Eqn. 8.18. The expression for
dU/dε is estimated by fitting the total energy versus epsilon, uniaxial strain values
with a fifth-order polynomial, and taking the derivative (for instance Fig. 8.1). The
ideal strength is obtained as the maximum of the stress-strain curve (for instance
Fig. 8.4). This value reflects the maximum ideal strength of a material because
defects or impurities are not included, which typically have the effect of weakening
a material [31].
8.2.3 Calculation parameters
For ZrO2 DMol
3 ab initio calculations were performed with atomic real-space cut-
offs of 11.64 Bohr and 6.88 Bohr for Zr and O, respectively. Calculations of the
mechanical properties of the three phases of ZrO2 were carried out using the local
density approximation (LDA) and the generalised gradient approximation (GGA)
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based on the Perdew-Burke-Ernzerhof (PBE) functional [83] in order to compare
with values in the literature. Studies of the strength of YSZ and doped YSZ were
performed using the GGA. These all-electron calculations employed double-numeric
localised basis sets of polarisation functions (DNP), with scalar relativistic effects
taken into account. For calculation of the elastic bulk constants of ZrO2, a 6×6×6
k-point mesh was used for the Brillouin zone integrations.
The cubic-ZrO2 cells used to calculate the ideal strength in the [100], [110] and
[111] directions were of different sizes. These were: [100] 12 atoms in the cell, [110]
6 atoms in the cell, [111] 9 atoms in the cell, with k-point grids of: 4×4×2, 4×6×4,
and 6×6×2, respectively.
For the undoped and doped supercells of YSZ (with 45 to 47 atoms) the atomic
real-space cutoffs for Zr and O were the same as for ZrO2 and those for the dopants
were: Y 12.21 Bohr, Ti 11.10 Bohr, Ca 12.20 Bohr, Mn 10.20 Bohr, Ni 9.61 Bohr.
These YSZ supercells used k-point grids of 2×2×2.
8.3 Results: ZrO2
8.3.1 Elastic properties
The calculated elastic constants (cij) are shown for cubic (Tab. 8.1), tetragonal
(Tab. 8.2) and monoclinic-ZrO2 (Tab. 8.3). They display good general agreement
with other theoretical and experimental results. Table 8.1 shows that for all c-ZrO2
calculations, c44 < c12 < c11 with c11 > 500 GPa. The LDA results are system-
atically higher than the GGA results, reflecting the smaller LDA lattice constant
(i.e. the well-known LDA “overbinding” effect) [214]. Experimental results appear
systematically slightly lower than theoretical values, but exhibit similar trends. One
exception appears to be the experimental value of 162 GPa for c22 in Ref. [261]. This
is notably larger than both the experimental value of 82 GPa in Ref. [262] and those
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calculated.
For t-ZrO2 the elastic constants in Tab. 8.2 exhibit greater deviation between
the calculated values but as with the experimental result from Ref. [261], c11 >
c33 > c12 > c66 > c13 > c44. Again LDA values are systematically larger than GGA
values. The negative result for c44 obtained in the present work using the GGA
should also be noted. This indicates an instability. The tetragonal phase is indeed a
metastable phase and this elastic constant (reflecting shear) is likely very sensitive.
In particular, this result for c44 is more accurate when using a smaller k-point mesh.
Increasing further the k-point mesh did not result in a positive value for c44.
For m-ZrO2, the stable phase, the elastic constants in Tab. 8.3 show good gen-
eral agreement between theory and experiment. In general, the present results are
lower than those of Zhao et al. [208]. Again this reflects a larger value of the lattice
constant as discussed in Chapter 7.
The compliances (sij) are calculated by inverting the cij matrix [257] (see Tabs. 8.4
and 8.5), but can be obtained for cubic structures via Eqns. 8.1, 8.2 and 8.3). The
Poisson’s ratio (ν) for the [100], [110] and [111] directions (cf. Eqns. 8.5, 8.6 and 8.7),
for cubic structures, is calculated for c-ZrO2 using the elastic stiffness constants in
Tab. 8.1, with results given in Tab. 8.5. Table 8.6 shows calculated values of the
shear modulus within the Voigt (GV , cf. Eqn. 8.8), Reuss (GR, cf. Eqn. 8.9) and
Hill (GH) approximations. Also shown are calculated results for the bulk modulus
in the Voigt (KV , cf. Eqn. 8.13), Reuss (KR, cf. Eqn. 8.14) and Hill (KH) approxi-
mations. The isotropic Young’s modulus (E, cf. Eqn. 8.15) and the Poisson’s ratio
(ν¯, cf. Eqn. 8.16) are also given in Tab. 8.6. These results can be compared with
published theoretical and experimental results displayed in Tab. 8.7, where some
results for YSZ and doped-YSZ are also included.
The shear modulus indicates the resistance of a material to shear deformation
across the (110) plane in the [110] direction [263]. The greater values for Hill’s aver-
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aged shear modulus (GH) obtained for c-ZrO2 (LDA: 115.4 GPa, GGA: 105.8 GPa),
for m-ZrO2 (LDA: 93.6 GPa, GGA: 84.3 GPa) and t-ZrO2 (LDA: 93.6 GPa, GGA:
27.7 GPa) indicate that c-ZrO2 is more resistant to shear deformation within the
(110) plane than m-ZrO2 or t-ZrO2. For c-ZrO2, greater resistance to deformation in
the [110] direction is indicative of its fluorite structure, which has all bonds located
along [111] directions. Shear deformation in the [110] direction, for c-ZrO2, produces
forces along the Zr-O bonds, with resistance to this brought about by restrictions
on bondlength. By comparison, t-ZrO2 is distorted from the fluorite structure, with
bonds not strictly aligned along [111] directions, resulting in less resistance to defor-
mation along [110] directions. Further to this, m-ZrO2 has fewer Zr-O bonds located
along [111] directions, and is more easily distorted in [110] directions, compared with
c-ZrO2.
The coefficient c44 describes the resistance of shear deformation across the (100)
plane in the [010] direction [263]. The greater values of shear resistance for m-ZrO2
than c-ZrO2 might be expected, as m-ZrO2 has Zr-O bonds aligned more within
the (100) plane, compared with the c-ZrO2 fluorite structure, which is more flexible
along the [010] direction. Compared to c-ZrO2, t-ZrO2 is less able to resist shear
deformation across the (100) plane in the [010] direction. This is because the dis-
placement of oxygen atoms within t-ZrO2 lowers the ability of its Zr-O bonds to
resist further forces, including those applied across the (100) plane.
The references used to derive Tab. 8.7 do not always report values for the shear
modulus, bulk modulus, Young’s modulus and the Poisson’s ratio. The cij are,
however, available for most entries displayed in Tab. 8.7 and the sij can be derived
by inversion of the cij matrix [257]. The coefficients of these matrices can then be
inserted into the equations given in Sec. 8.2.1, to obtain values for the shear modu-
lus, bulk modulus, Young’s modulus and the Poisson’s ratio. The present result for
the shear modulus of c-ZrO2 (GH , 105.8 GPa), calculated using GGA and shown in
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Tab. 8.6, agrees closely with the calculated result for the shear modulus reported
in Jin et al. [116] (106 GPa) and values calculated using the cij’s from Zhao et
al. [208] (106 GPa) and Fadda et al. [264] (104 GPa) shown in Tab. 8.7. The present
LDA result (GH , 115.4 GPa) is comparable to the LDA result of Zhao et al. [208]
(113 GPa).
The present result for the c-ZrO2 bulk modulus using GGA (KH , 238.7 GPa)
agrees closely with GGA calculations reported by Jin et al. [116] (236 GPa) and
Fadda et al. [264] (235 GPa), and with experiment [261] (238 GPa). The LDA result
for bulk modulus (KH , 265.4 GPa) is similar to the LDA result of Zhao et al. [208]
(268 GPa). The isotropic Young’s modulus calculation using GGA (276.5 GPa)
compares well with other GGA results (279 GPa Ref. [208], 277 GPa Ref. [116],
272 GPa Ref. [264]) but not as well with experiment (210 GPa Ref. [261], 212 GPa
Ref. [262]). The LDA result for Young’s modulus (302.3 GPa) is close to that of
Ref. [208] (298 GPa). The calculated Poisson ratios for GGA (0.3070) and LDA
(0.3101) are similar to other calculated values in Tab. 8.7.
For the t-ZrO2 calculation using GGA, the shear modulus (GH) is particularly
affected by the low value obtained for GR with GGA. The shear modulus calculated
using LDA (GH , 93.6 GPa) is greater than, but comparable with, other results from
Tab. 8.7 (65−80 GPa). The bulk modulus using GGA (KH , 157.9 GPa) is lower
than other the theoretical results (GGA: 163 GPa [208], 172 GPa [264]) and (LDA:
186 GPa [208]) and larger than the experimental result of Kisi [261] (149 GPa). The
reason for differences might be the sensitivity to the details of the complex potential
energy surface resulting in an instability reflected in the negative value of c44. The
calculated Young’s modulus (E) for GGA (78.6 GPa) is considerably lower the LDA
result (245.5 GPa). The LDA result for E from Zhao et al. [208] (209 GPa) is greater
than the values from calculations using the GGA (172 GPa [208], 196 GPa [264]) and
experiment (201 GPa [261], 196 GPa [265]). The Poisson’s ratio for LDA (0.3109)
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is similar to the LDA value from Ref. [208] (0.3129), with the values range being
0.3125−0.3247.
For m-ZrO2 the average shear modulus (GH) obtained from the GGA calculation
(84.3 GPa, see Tab. 8.6) is similar to the other GGA results in Tab. 8.7 (86 GPa [208],
87 GPa [264]), and the calculated LDA (93.6 GPa) is similar to the LDA result from
Ref. [208] (94 GPa). The experimental results (98 GPa [266] and 94 GPa [267]) are
also similar in value. The bulk modulus (KH) calculated using GGA (160.3 GPa)
and LDA (164.5 GPa) are lower than other values for m-ZrO2 shown in Tab. 8.7
(178−189 GPa). The calculated Young’s modulus (E) in Tab. 8.6 is greater for
LDA (235.9 GPa) than for when GGA is used (215.1 GPa). The calculation has a
lower E than those indicated for GGA in Tab. 8.7 (224 GPa [208], 226 GPa [264]).
The calculation using LDA does, however, have a value similar to the LDA value
shown in Tab. 8.7 (241 GPa [208]), with the values obtained by experiment also
being similar (249 GPa [266], 241 GPa [267]). The Poisson’s ratio calculated using
GGA (0.2763) and LDA (0.2610) are lower than GGA and LDA values, respectively,
in Tab. 8.7, but with values similar to those from experiment.
8.3.2 Comparison with YSZ
Having calculated the elastic properties of three polymorphs of ZrO2 and compared
these to published values, we now compare these values with those of YSZ. The
elastic stiffness constants are, however, difficult to obtain for YSZ materials, be-
cause their structures are complicated and generally non-symmetric. Such density
functional theory calculations were not attempted in the current work. However
shear modulus, bulk modulus and Young’s modulus can be obtained for YSZ by
experiment and, in some cases, by calculation.
Table 8.7 also compares published values of shear modulus, bulk modulus, Young’s
modulus and Poisson’s ratio for YSZ with different concentrations of Y2O3. For
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YSZ with Y2O3 ≥ 8 mol % Y2O3, the material is predominantly in the cubic
phase [106]. From Tab. 8.6 the calculated average shear modulus for c-ZrO2 using
GGA (105.8 GPa) and LDA (115.4 GPa) are greater than that for YSZ with Y2O3
concentrations ≥ 8 mol % (i.e. 55 GPa−90 GPa, see Tab. 8.7). These values are also
greater than the result from Natanzon and Lodziana [253] for 4.3 mol % Y2O3 YSZ
doped with Ti (55 GPa). The calculated bulk modulus (see Tab. 8.6) for c-ZrO2 us-
ing the GGA (238.7 GPa) is likewise similar to those in Tab. 8.7 (235GPa−253 GPa)
with the LDA value from Zhao et al. [208] being greater (268 GPa). The Young’s
modulus for c-ZrO2 in Tab. 8.6 obtained using the GGA (276.5 GPa), has a similar
value to the published values displayed in Tab. 8.7 (comparisons can also be made
between Tabs. 8.6 and 8.7 for tetragonal and monoclinic ZrO2, with similar values
though closer agreement for m-ZrO2 than for t-ZrO2.
The bulk modulus values for c-ZrO2 in Tab. 8.7 (194 GPa−268 GPa) are similar
to the isotropic bulk modulus shown in Tab. 8.6 using the GGA (238.7 GPa) and
the LDA (265.4 GPa). The bulk modulus is not as similar for t-ZrO2, as observed
by comparing its GGA bulk modulus values in Tab. 8.7 (163 GPa, 172 GPa) and
LDA (186 GPa) with the isotropic bulk modulus in Tab. 8.6 for GGA (157.9 GPa)
and LDA (216.4 GPa), respectively. The differences between published and present
values are, clearly, greater for t-ZrO2 than for c-ZrO2. For m-ZrO2, the bulk
modulus values displayed in Tab. 8.7 (178−189 GPa) are greater than the corre-
sponding isotropic bulk modulus shown in Tab. 8.6 for GGA (160.3 GPa) and LDA
(164.5 GPa).
The bulk modulus is, for YSZ with 14 mol % Y2O3 from Jin et al. [116] (195.8 GPa),
and for Y2Zr2O7 from Shimamura et al. [237] (≈190 GPa). Kandil et al. [262] ob-
tained elastic stiffness constants using YSZ extrapolated to 0 mol % Y2O3, from
which the bulk modulus for c-ZrO2 has been calculated (194 GPa) [264], and Jin et
al. [116] calculated the value for c-ZrO2 (236 GPa). These values for YSZ are all
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lower than the present calculation of isotropic bulk modulus for c-ZrO2 using GGA
(238.7 GPa), indicating that doping of zirconia softens the structure, i.e. lowers the
bulk modulus. Natanzon and Lodziana [253] reported that YSZ doped with TiO2
has a bulk modulus value (≈205 GPa), i.e. this value is greater than that for YSZ
and occurs within the range of c-ZrO2 results.
The isotropic Young’s modulus, on average, has its greatest values for c-ZrO2,
then m-ZrO2, with lowest values for t-ZrO2 (see Tabs. 8.6 and 8.7). The Young’s
modulus indicates a material’s rigidity, and thus c-ZrO2 is the “stiffest” of the ma-
terials considered. Kibsey et al. [11] report results for the Young’s modulus with
6.75 wt % Y2O3 (3.9 mol % Y2O3) YSZ doped with Ti (unsintered: 87±11 GPa;
sintered: 185±16 GPa) that are lower than the value reported by Jin et al. [116] for
c-ZrO2 (277 GPa). These are also lower, for example, than the value of YSZ doped
with 8 mol % Y2O3 found in experiment by Giraud and Canel [245] (205 GPa) (see
Tab. 8.7). Ramesh et al. [232] report that the Young’s modulus values for 3 mol %
Y2O3 t-YSZ (≈30-210 GPa) are located over a greater range than 3 mol % Y2O3
t-TSZ codoped with 1 wt % Mn (≈120-210 GPa). The Young’s modulus reported
by Giraud and Canel [245] for YSZ with concentration of 8 mol % Y2O3 (205 GPa)
agrees with that obtained by Pihlatie et al. [268] for YSZ with 8 mol % Y2O3 that
is codoped with 50-55% NiO (205.9 GPa).
Table 8.7 shows that as Y2O3 concentration increases the Young’s modulus de-
creases. This indicates the parameter could be affected by the Zr coordination with
O. The present calculation shows that a change of coordination of Zr from 8 to 7 O
nearest neighbours (i.e. going from c- to m-ZrO2) is accompanied by a decrease in
Young’s modulus. Published results for YSZ shown in Tab. 8.7 also indicate this.
Increased concentration of Y2O3, with an associated change in average coordination
of Zr from 8 to 7 O nearest neighbours, is accompanied by a decrease in Young’s
modulus. Sintering also appears to increase the Young’s modulus, as shown for Ti
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cij LDA GGA GGA GGA GGA LDA Expt. Expt.
present present [208] [116] [264] [208] [261] [262]
c11 563 515 532 525 520 558 390 417
531 558
c12 116 101 114 92 93.1 123 162 82
114 123
c44 72 65 65 65 61.4 71 60 47
65 72
Table 8.1: Calculated and experimental values of elastic stiffness constants cij’s
(in GPa) for cubic-ZrO2 compared with Zhao et al. [208] (using VASP {PAW},
LDA and GGA calculations), where the upper value refers to strain versus strain
energy methods and the lower value refers to strain versus stress calculations, Jin
et al. (CASTEP {pseudo potential plane-wave method}, GGA) [116], Fadda et al.
(ABINIT, GGA) [264], experimental results from Kisi and Howard [261], and Kandil
et al. [262].
doping in Tab. 8.7. Presumably sintering causes the material to be less porous and
it becomes more ductile because there are less cavities within its structure. Finally,
Tab. 8.7 shows that YSZ at 8 mol % Y2O3 has a lower Young’s modulus when
doped with NiO. The addition of NiO to YSZ introduces extra oxygen vacancies.
This decreases the average coordination of Zr with O, and further supports the idea
that Young’s modulus increases as the average coordination of Zr changes from 8 to
being closer to 7 O nearest neighbours.
Generally, the LDA and GGA values published in Tab. 8.7 are close in value to
their respective LDA and GGA calculated results (shown in Tab. 8.6). In Tab. 8.6
all calculations using the LDA, with the exception of Poisson’s ratios, have greater
values than those where the GGA is used, presumably because of the LDA “overbind-
ing” effect [214].
8.3.3 Ideal strength
The ideal strength is obtained as the maximum of the stress-strain curve, which is
obtained from the derivative of the fitted total energy versus strain curve (Eqn. 8.18).
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cij LDA GGA GGA GGA LDA Expt. Expt.
present present [208] [264] [208] [261] [265]
c11 404 319 363 439 394 327 395
362 393
c33 357 230 313 264 341 264 326
300 344
c44 52 −4 29 37 46 59 42
29 44
c66 182 147 66 69 74 64 56
65 74
c12 238 207 121 128 165 100 26
120 148
c13 86 54 51 60 60 62 105
57 72
Table 8.2: Calculated and experimental values of elastic stiffness constants cij’s
(in GPa) for tetragonal-ZrO2 from Zhao et al. [208] (using VASP {PAW}, LDA
and GGA calculations), where the upper value refers to strain versus strain energy
methods and the lower value refers to strain versus stress calculations, Fadda et
al. (ABINIT, GGA) [264], an experimental result from Kisi and Howard [261], and
Fogaing et al.’s predicted elastic constants [265] using a Voigt-Reuss-Hill approach,
based on an experimental result from Chan et al. [267].
For cubic-ZrO2 Fig. 8.1 shows the total energy versus strain in the [100] direction
(upper plot, square symbols), Fig. 8.2 shows that for a strain in the [110] direction,
and Fig. 8.3 shows that for strain in the [111] direction. They also show the volume
versus strain (upper left plots, circles) and (lateral) lattice constant versus strain
(upper right plots, triangles) for these three orientations. Each figure also displays
the unit cell and atomic structure for several strain values.
Differentiation of the total energy versus strain curves for cubic-ZrO2 provides the
stress-strain curves in Fig. 8.4 (upper left). These are normalised with respect to the
unstrained volume and multiplied by conversion factors necessary for the stress to be
expressed in Giga Pascal (GPa) units, cf. Eqn. 8.18. The maximum ideal strength is
clearly in the [100] direction, i.e. 84.28 GPa. For strain in the [110] direction the ideal
strength is 30.45 GPa, below the value of 40 GPa given to superhard materials [31],
and in the [111] direction cubic-ZrO2 has an even lower ideal strength of 9.87 GPa.
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cij LDA GGA GGA GGA LDA Expt. Expt.
present present [208] [264] [208] [267] [266]
c11 284 276 325 337 334 361 358
336 331
c22 417 355 388 351 427 408 426
386 427
c33 218 220 243 268 204 258 240
255 212
c44 99 76 82 79 103 100 99
87 102
c55 87 80 69 70 79 81 79
74 79
c66 137 117 114 114 140 126 130
121 136
c12 162 142 169 155 175 142 144
166 179
c13 87 77 91 84 77 55 67
92 74
c15 57 46 2 26 −17 −21 −26
−7 −9
c23 132 123 151 153 161 196 127
155 156
c25 7 −3 29 −4 29 31 38
31 39
c35 37 11 −4 2 20 −18 −23
10 12
c46 −9 −8 −8 −15 −19 −23 −39
−15 −16
Table 8.3: Calculated and experimental values of elastic stiffness constants cij’s
(in GPa) for monoclinic-ZrO2 from Zhao et al. [208], where the upper value refers
to strain versus strain energy methods and the lower value refers to strain versus
stress calculations (using VASP {PAW}, LDA and GGA calculations), Fadda et al.
(ABINIT, GGA) [264], and experimental results (measured at 20◦C) from Chan et
al. [267] and Nevitt et al. [266].
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structure calc. s11 s22 s33 s12 s23 s13
c-ZrO2 GGA 0.0020743 0.0020743 0.0020743 −0.0003390 −0.0003390 −0.0003390
c-ZrO2 LDA 0.0019106 0.0019106 0.0019106 −0.0003274 −0.0003274 −0.0003274
t-ZrO2 GGA 0.0054612 0.0054612 0.0045653 −0.0034650 −0.0004669 −0.0004669
t-ZrO2 LDA 0.0038473 0.0038473 0.0029956 −0.0021833 −0.0004020 −0.0004020
m-ZrO2 GGA 0.0052968 0.0042184 0.0057817 −0.0019307 −0.0017618 −0.0006237
m-ZrO2 LDA 0.0053994 0.0036558 0.0061892 −0.0018899 −0.0017354 −0.0004809
Table 8.4: Elastic compliances s11, s22, s33, s12, s23 and s13, obtained by inversion of
cij (elastic stiffnesses) matrix [257] shown for cubic-ZrO2 (Tab. 8.1), tetragonal-ZrO2
(Tab. 8.2) and monoclinic-ZrO2 (Tab. 8.3). These elastic compliances are used to
obtain the bulk modulus in the general form of the Reuss approach (Eqn. 8.14) [208].
For cubic structures s11and s12 can be derived using Eqns. 8.1 and 8.2, respectively.
structure calc. s44 s55 s66 ν[100] ν[110] ν[111]
c-ZrO2 GGA 0.0153752 0.0153752 0.0153752 −0.16341 −0.37511 −0.35181
c-ZrO2 LDA 0.0139528 0.0139528 0.0139528 −0.17135 −0.37614 −0.35328
t-ZrO2 GGA −0.2816901 −0.2816901 0.0067930 − − −
t-ZrO2 LDA 0.0193874 0.0193874 0.0054999 − − −
m-ZrO2 GGA 0.0132891 0.0143708 0.0085734 − − −
m-ZrO2 LDA 0.0101097 0.0144262 0.0073411 − − −
Table 8.5: Elastic compliances s44, s55 and s66, obtained by inversion of cij (elastic
stiffnesses) matrix [257] for cubic-ZrO2 (Tab. 8.1), tetragonal-ZrO2 (Tab. 8.2) and
monoclinic-ZrO2 (Tab. 8.3). For cubic structures s44 can be derived using Eqn. 8.3.
Elastic compliances are used to obtain the Poisson’s ratio for cubic structures av-
eraged over transverse directions, ν[100] (using Eqn. 8.5), ν[110] (Eqn. 8.6) and ν[111]
(Eqn. 8.7).
structure calc. GV GR GH KV KR KH E ν¯
(GPa) (GPa) (GPa) (GPa) (GPa) (GPa) (GPa)
c-ZrO2 GGA 121.9 89.6 105.8 238.7 238.7 238.7 276.5 0.3070
c-ZrO2 LDA 132.4 98.4 115.4 265.4 265.4 265.4 302.3 0.3101
t-ZrO2 GGA 64.9 -9.4 27.7 166.4 149.5 157.9 78.6 0.4170
t-ZrO2 LDA 107.3 80.0 93.6 220.8 212.1 216.4 245.5 0.3109
m-ZrO2 GGA 88.4 80.1 84.3 170.6 150.1 160.3 215.1 0.2763
m-ZrO2 LDA 100.4 86.7 93.6 186.8 142.2 164.5 235.9 0.2610
Table 8.6: Shear modulus in the Voigt approximation (GV ), shear modulus in the
Reuss approximation (GR), the Hill’s average shear modulus (GH), bulk modulus
in the Voigt approximation (KV ), bulk modulus in the Reuss approximation (KR),
and Hill’s average of these (KH), used as an estimate of the isotropic bulk modulus.
The isotropic Young’s modulus (E) and the isotropic Poisson’s ratio ν¯ are calculated
using the Hill’s averages, for cubic, tetragonal, and monoclinic-ZrO2.
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structure dopant G (GPa) K (GPa) E (GPa) ν¯ note Ref
c-ZrO2 - - 194 - - extrapolation [262]
c-ZrO2 - 106 236 277 0.3018† calc. (GGA) [116]
c-ZrO2 - 106† 253† 279† 0.3161† calc. (GGA) [208]
c-ZrO2 - 104† 235 272† 0.3074† calc. (GGA) [264]
c-ZrO2 - 113† 268† 298† 0.3146† calc. (LDA) [208]
c-ZrO2 - 78† 238† 210† 0.3526† experiment [261]
c-ZrO2 - 81† 194† 212† 0.3173† experiment [262]
t-ZrO2 - 65† 163† 172† 0.3247† calc. (GGA) [208]
t-ZrO2 - 75† 172 196† 0.3125† calc. (GGA) [264]
t-ZrO2 - 80† 186† 209† 0.3129† calc. (LDA) [208]
t-ZrO2 - 79† 149 201† 0.2771† experiment [261]
t-ZrO2 - 75† 176† 196† 0.3148† experiment [265]
m-ZrO2 - 86† 189† 224† 0.3025† calc. (GGA) [208]
m-ZrO2 - 87† 188† 226† 0.3002† calc. (GGA) [264]
m-ZrO2 - 94† 180† 241† 0.2767† calc. (LDA) [208]
m-ZrO2 - 98† 178† 249† 0.2665† experiment [266]
m-ZrO2 - 94 187 241 0.2853† experiment [267]
3 mol % - - - ≈30-210 - Y-TZP [232]
8 mol % - 78 - 205 0.31 room temp. [245]
8 mol % - - - 260±13 - load 5mN [246]
8 mol % - - - 223±7 - load 500mN [246]
8 mol % - 83.2 - 219.5 0.32 experiment [10]
8 mol % - 84.7 - 223.9 0.32 calculation [10]
14.28 mol % - 76.5 195.8 203.1 - calculation [116]
15 mol % - ≈75 - 209.8 0.34± 0.02 ≈0K [238]
15 mol % - ≈55 - 155.5 ≈0.39 1273K [238]
Y2Zr2O7 - ≈90 ≈190 ≈230 ≈0.295 experiment [237]
4.3 mol % TiO2 55 ≈205 - - calculation [253]
3.9 mol % 10 wt%Ti - - 87±11 - unsintered [11]
3.9 mol % 10 wt%Ti - - 185±16 - sintered [11]
3 mol % 1 wt%Mn - - ≈120-210 - Y-TZP [232]
8 mol % 50-55 wt%NiO - - 205.9 - experiment [268]
Table 8.7: Shear modulus (G), bulk modulus (K), Young’s modulus (E), and
Poisson’s ratio ν¯ for ZrO2, doped and undoped YSZ from the references shown.
† indicates values that are calculated using the elastic stiffness constants from these
references, where the elastic compliances sij are derived by inversion of the cij ma-
trix [257] and the general equations for GH , KH together with the E and ν¯ are then
applied. In column 1, mol % indicates the Y2O3 doping concentration. All YSZ are
cubic structures except for 3 mol % Y2O3, which consists of yttria-stabilised tetrago-
nal zirconia polycrystals (Y-TZP) [232], 4.3 mol % which is tetragonal YSZ [253], and
3.9 mol % Y2O3, where the addition of TiO2 stabilises more tetragonal phase [11].
The value shown in column 1 as 3.9 mol % Y2O3 is converted from 6.75 wt% Y2O3,
which is the value given in Ref. [11]. The experimental result from Ref. [10] is for
linear fitting of experimental data, with exponential and non-linear fitting also exist-
ing within the same reference. For Ref. [10] calculations using the composite sphere
method (CSM) have the greatest values, and linear fitting of experimental data has
the lowest values. The calculated values for Ref [208] are derived using strain versus
strain energy method results obtained from that reference.
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Figure 8.1: Cubic-ZrO2 strained in the [100] direction. The upper figure (left) shows
the total energy and volume versus strain, and the upper figure (right) shows the
total energy and lateral lattice constant, a, versus strain. The lower figures show
the simulation cell and atomic structure for selected values of strain, ε.
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Figure 8.2: Cubic-ZrO2 strained in the [110] direction. The upper figure (left) shows
the total energy and volume versus strain, and the upper figure (right) shows the
total energy and lateral lattice constants, b and c, versus strain. The lower figures
show the simulation cell and atomic structure for selected values of strain, ε.
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Figure 8.3: Cubic-ZrO2 strained in the [111] direction. The upper figure (left) shows
the total energy and volume versus strain, and the upper figure (right) shows the
total energy and lateral lattice constant, a, versus strain. The lower figures show
the simulation cell and atomic structure for selected values of strain, ε.
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Elongation of the structure in the [100] direction stretches the interatomic bonds but
this can be compensated by the atoms moving closer together in the lateral direction,
thus the bonds avoid becoming too long and breaking. There is a dramatic reduction
in the lateral lattice parameter for ε > 0.40 (see Fig. 8.1), which results in a sharp
decrease in crystal volume above this strain value. For strains of cubic-ZrO2 in the
[110] and [111] directions, the plots of lateral lattice constants b and c, and lattice
constant a, respectively, against strain, and volume against strain, are similar to
each other and exhibit smooth variation, in contrast to the corresponding plots for
strain in the [100] direction.
The strain along the [110] axis also includes diagonal bonds that are stretched.
However, in this instance there are also bonds that are directly aligned along the
lateral directions, which do not readily compress and the system rapidly becomes
energetically unfavorable for increasing strain. When the crystal is strained in the
[110] direction, the volume steadily increases. For strain in the [111] direction, the
structures in Fig. 8.3 clearly show that there are bonds, mainly oriented along the
direction of the elongation. The strain is thus fully applied to stretching these bonds
which is very energetically unfavorable, and they start to break beyond a certain
Zr-O bond length. The bonds with an angle to the strain direction will bend as the
structure extends along the [111] axis and thus the crystal compresses marginally in
the lateral direction, with an increase in volume overall. The overall ideal strength
ordering of the crystal is such that [100]> [110]> [111]. To the best of our knowledge
this is the first investigation of the ideal strength for ZrO2. This behaviour is very
similar to what has been found for other cubic materials [31].
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Figure 8.4: The stress-strain relationships for cubic ZrO2, YSZ with 6.67 mol %
Y2O3 and 14.29 mol % Y2O3. The strain in the [100] direction is indicated by a
dashed black line with square at the maximum, [110] by a dashed red line with
circle at maximum, and [111] by a dashed green line with triangle at maximum.
These maxima correspond to the ideal strength in that particular strain direction.
These maxima are for cubic ZrO2: [100] (84.28 GPa), [110] (30.45 GPa), and [111]
(9.87 GPa). For 6.67 mol % Y2O3 [100] (11.10 GPa) and [110] (16.59 GPa), and for
14.29 mol % Y2O3 [100] (28.78 GPa) and [110] (22.88 GPa). The structure shown is
that of an unstrained YSZ supercell with 14.29 mol % Y2O3. Zirconium atoms are
represented by blue spheres, oxygen atoms (red) yttrium atoms (purple) and oxygen
vacancies (orange with equatorial lines).
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8.4 Results: YSZ and doped-YSZ
8.4.1 Model structures
A supercell with the a axis along the [001] direction and b axis along the [110] direc-
tion was used for investigation of the ideal strength of YSZ and doped-YSZ. Thus,
two strain directions could be studied using the same supercell. Investigating the
ideal strength along the [111] direction would require a very large cell given the
doping concentration of interest, and was out of the scope of the present work. The
supercell employed was created from that used to investigate the ideal strength of
ZrO2 in the [110] direction (see atomic structure in Fig. 8.2). The ZrO2 cell was
doubled in each cardinal direction and modified to represent 6.67 mol % Y2O3 (re-
sulting in a 47-atom supercell) cubic-YSZ, by substituting two yttrium atoms for
two zirconium atoms, and by removing one oxygen atom. The positions of the yt-
trium atoms and oxygen vacancies were chosen following the “rules” proposed by
Bogicevic et al. [17, 18]. To investigate the effect on the ideal strength of yttria con-
centration, a second model with 14.29 mol % Y2O3 (46-atoms), was created from
the 6.67 mol % Y2O3 cell (see Eqns. 4.1 to 4.3, for molar calculation) by substituting
a further two yttrium atoms for two zirconium atoms and removing an extra oxygen
atom (to create a vacancy-zirconium-vacancy unit). This followed the constraints
proposed for the atomic structure described in Chapter 4. The 14.29 mol % Y2O3
cell of YSZ thus has four yttrium atoms and two oxygen vacancies, and is shown in
Fig. 8.4 (upper, right).
Tests were conducted for the doped-YSZ material, to ascertain the optimal posi-
tions for the dopants (titanium, manganese, calcium and nickel) to replace zirconium
atoms within YSZ supercells with 6.67 mol % Y2O3. For all these calculations, full
atomic relaxation of the internal coordinates was performed. Titanium has the
same valency as zirconium (4+) and manganese (assuming it is introduced to YSZ
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as MnO2 as done in experiments) has an oxidation state of 4+, and so the inclusion
of these dopants does not require the removal of oxygen atoms to satisfy charge
neutrality. Calcium and nickel form as the oxides CaO and NiO, respectively. Ca2+
and Ni2+ are both aliovalent to Zr4+ and the substitution of one of these oxides for
a Zr atom would lead to an excess charge of 2− for each substituted atom. In order
to maintain charge neutrality, each substitution of a Ca or Ni is accompanied by
the removal of an oxygen atom (which removes a charge of 2− from the structure)
and an oxygen vacancy is formed. To investigate the energetically preferred sites for
the dopants, seven different (symmetry unique) positions were considered, within
the 6.67 mol % Y2O3 supercell, for a single dopant. The positions tested are shown
in Fig. 8.5, and the corresponding total energy of each are listed in Tab. 8.8. The
values are given relative to the lowest energy structure, which is set to zero. It can
be seen that the order of minimal energy across dopant configurations is the same
for Ti and Mn, for the four lowest-valued total energies.
To be consistent with the experimental doping concentrations in the available
literature, the atomic structures were created using the two dopants per supercell.
The dopant positions investigated are indicated by Fig. 8.5, where those used in the
final structures have the two lowest total energies displayed in Tab. 8.8, for each
of the dopants Ti, Mn, Ca and Ni. (Clearly there are a very large combination of
dopants, Y atoms, and oxygen vacancies, therefore it was not tractable to test all
combinations.) The intention of this work was not to conduct exhaustive tests of all
viable structures, but to obtain structures suitable for obtaining estimates of ideal
strength and from which other structural information can be obtained, such as what
occurs to atomic bonds for a material under strain.
Several sites for the additional oxygen vacancies required for doping with CaO
and NiO were investigated. Limitation of time and computer resources determined
that this was not an exhaustive investigation. Thus, tests were run for only sev-
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A B C
D E F
G
Figure 8.5: Positions considered for dopants in YSZ (6.67 mol % Y2O3). Zirconium
atoms are shown in green, oxygen in red, yttrium, purple, the dopant in blue (indi-
cated by arrow) and oxygen vacancies in orange with equatorial lines. There is only
one dopant per cell but in some instances the dopant appears twice, if it is located
on a supercell boundary.
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dopant dopant position Total energy (eV)
Ti C 0.0000
B 0.0900
G 0.1031
A 0.1455
D 0.3453
E 0.3943
F 0.9036
Mn C 0.0000
B 0.0676
G 0.0761
A 0.1754
Ca F 0.0000
D 0.0852
A 0.2849
C 0.3267
G 0.4117
B 0.5064
E 0.8182
Ni A 0.0000
C 0.0001
G 0.6240
E 0.9579
D 1.4004
B 1.4377
F 1.5289
Table 8.8: Energy differences for optimised structures, for a single dopant in the
6.25 mol % YSZ supercell. The dopant positions correspond to those shown in
Fig. 8.5. The energy zero corresponds to the total energy of the lowest energy
structure considered.
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eral alternative oxygen vacancy sites, and constraints were used to help effectively
place the extra oxygen vacancies. The first consideration was that for Zr and the
dopant, the cation with smaller radius is expected to be nearest neighbour to an
oxygen vacancy, in accordance with the constraints for YSZ structure used in Chap-
ter 4. Secondly, a reasonable assumption for doping with CaO and NiO is that the
cation and oxygen vacancies will be located in OV-cation-OV units aligned along
〈111〉 directions of the supercell. The placement of the four dopant cations and
oxygen vacancies within YSZ structures are displayed in Fig. 8.6, where these are
the structures used in the energy-strain calculations.
Undoped YSZ
Having found energetically favourable structures for YSZ and doped-YSZ systems,
the ideal strength is now determined initially for undoped YSZ. In the interpretation
of the following results it is useful to note that the cohesive energy is a better
measure of bond strength than the heat of formation. Cohesive energies and heat of
formation values are displayed in Tab. 8.9. Calculated values were obtained using
the convergence techniques outlined in Chapter 4. A greater cohesive energy in
Tab. 8.9 is indicative of a stronger bond with the oxide. The calculated cohesive
energy per atom for ZrO2, is 7.65 eV per atom and for Y2O3 is 7.25 eV per atom.
Accordingly, the higher value of cohesive energy per atom for c-ZrO2 compared to
Y2O3 indicates that Zr−O bonds are stronger than Y−O bonds.
Figure 8.7 shows results of calculations for YSZ with 6.67 mol % Y2O3 strained
in the [100] direction. In particular, the total energy and volume versus strain are
shown (left panel) and the lateral lattice constant versus strain (right panel). Also
shown is the atomic structure for several selected values of strain. It can be seen
that the volume increases proportionally to the strain. The lateral lattice constant a
initially decreases with strain and then increases marginally, after which the material
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A B
C D
Figure 8.6: Atomic structure of YSZ with 6.67 mol % Y2O3 doped with A) titanium,
B) manganese, C) calcium and D) nickel. Zirconium atoms are shown as green,
oxygen (red), yttrium (magenta), dopant atoms (blue) and oxygen vacancies (orange
with equatorial lines).
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Material Cohesive Cohesive Tabulated Cohesive Heat of Tabulated heat
energy energy cohesive energy energy formation of formation [209]
(eV/atom) (eV/f.u.) (eV/f.u.) (kJ/mol) (kJ/mol) (kJ/mol)
c-ZrO2 7.65 22.95 28.413 [191] 2214.23 931.78 1100.6
Y2O3 7.25 36.24 - 3496.21 1694.79 1905.3
TiO2 7.27 21.83 19.9 [269] 2106.34 853.13 944.0
MnO2 6.30 18.91 18.4 [270] 1824.85 401.00 520.0
CaO 5.57 11.15 9.1−12.6 [271] 1075.44 567.84 634.9
NiO 4.69 9.39 9.6 [272] 905.77 − −
Table 8.9: Cohesive energy and heat of formation for cubic ZrO2, Y2O3, TiO2,
MnO2, CaO and NiO. Calculated cohesive energies are initially shown in eV per
atom. Calculated and tabulated cohesive energies are then compared by expressing
both in eV per formula unit (eV/f.u.). Also shown are the calculated cohesive
energy, and the calculated and tabulated values for the heat of formation, in kJ per
mol. The tabulated heat of formation are taken from Ref. [209], with no value being
available for NiO.
appears to fracture at ε ≈ 0.25 as seen in the atomic structure diagram for this value
of strain. In this instance the stronger Y−O bonds do not contribute substantially
to the failure of the material, and the material does not fracture in proximity of the
Y atoms apart from at ε = 0.15, as seen in the structure diagram in Fig. 8.7.
Figure 8.8 shows analogous results for strain in the [110] direction. In particular
it demonstrates how the Y−O bonds contribute to maintaining the integrity of YSZ,
with these bonds creating “clusters” of atoms connected by Zr atoms. The Zr−O
bonds are aligned more in the strain direction. The Zr can align in this way because
of the space provided by nearest neighbour oxygen vacancies, which allow these
atoms to reorient more easily than the other atoms in the structure.
The weakening of the structure in the [110] direction, when Y2O3 is present,
could be due to the creation of an oxygen vacancy, with ensuing missing bonds
causing the structure to weaken. This effect is especially seen for strain in the [100]
direction, where for instance the overall ideal strength is markedly decreased, as
seen in Fig. 8.4. A missing oxygen atom causes a number of bonds to be broken,
with the Zr-O bond no longer present between 8 of the zirconium atoms in a 47
atom YSZ cell, resulting in a decrease of support within the structure. The oxygen
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Figure 8.7: YSZ with 6.67 mol % Y2O3 strained in [100] direction. The upper left
panel shows the total energy (relative to the zero strain situation) and volume of the
supercell with respect to strain. The upper right panel again shows the total energy
as well as the lattice constant (perpendicular) to strain direction, as a function of
strain. The atomic structure is shown for several (lower five figures) strain values.
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Figure 8.8: YSZ with 6.67 mol % Y2O3 strained in [110] direction. The upper left
panel shows the total energy (relative to the zero strain situation) and volume of the
supercell with respect to strain. The upper right panel again shows the total energy
as well as the lattice constant (perpendicular) to strain direction, as a function of
strain. The atomic structure is shown for several (lower five figures) strain values.
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vacancy does not affect the stretch in the [110] direction quite as much, with the
removal of an oxygen atom affecting 1 out of 6 bonds in this stretch direction.
Figure 8.9 shows YSZ with 14.29 mol % Y2O3 strained in the [100] direction. The
volume of the supercell increases with strain value. The lateral lattice parameter
a, decreases to a minimum for a strain of ε ≈ 0.15 before inceasing to a local
maximum at ε ≈ 0.25. The structure diagram for ε = 0.15 indicates no breaking
of bonds, with only a slight distortion of bond angles in the vicinity of the oxygen
vacancies (OVs). This appears to be due to the Y atoms, with stronger Y−O
bonds (compared with Zr−O bonds), and a lack of bond distortion due to OVs in
their vicinity, causing a seemingly “stiff” structure, i.e. one that is not particularly
distorted from the unstrained configuration. For strain values > 0.15, however, the
structure becomes fractured. This is observed in the sharp increase of lateral lattice
constant a for 0.15 < ε < 0.26, and in the structure diagrams for ε ≥ 0.20, which
show considerable breakage of bonds along [100]. The structure is quite rigid, due
to the strong Y−O bonds, and the structure diagrams of all YSZ show that the Y
does not move from position in any significant way. For the higher concentration
of YSZ with 14.29 mol % Y2O3, the greater number of OVs means that less Zr−O
bonds are available, and the material fractures once these bonds break.
This effect is not as apparent in YSZ with 14.29 mol % Y2O3 strained in the
[110] direction, as seen in Fig. 8.10. The atomic structure diagrams in Fig. 8.10
indicate that this material does not fracture, due to “ribbons” of atoms remaining
along the strain direction, even for ε = 0.60. In this case the longer Zr−O bonds
break in such a way that bands of atoms are still connected with general orientation
along the [110] strain direction. The ideal strength has a lower value of strain for
this material in the [110] direction, but the strain value at which this ideal strength
occurs is greater. The YSZ with 14.29 mol % Y2O3 is more able to stretch along the
[110] direction because strong, inflexible clusters, associated with the stronger Y−O
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Figure 8.9: YSZ with 14.29 mol % Y2O3 strained in [100] direction. The upper left
panel shows the total energy (relative to the zero strain situation) and volume of the
supercell with respect to strain. The upper right panel again shows the total energy
as well as the lattice constant (perpendicular) to strain direction, as a function of
strain. The atomic structure is shown for several (lower five figures) strain values.
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Figure 8.10: YSZ with 14.29 mol % Y2O3 strained in [110] direction. The upper left
panel shows the total energy (relative to the zero strain situation) and volume of the
supercell with respect to strain. The upper right panel again shows the total energy
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strain. The atomic structure is shown for several (lower five figures) strain values.
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bonding are connected by longer, but still relatively strong Zr−O bonds, that can
align more into the [110] direction, due to their proximity with OVs. An extra va-
cancy, located in a vacancy-zirconium-vacancy pair might be expected to weaken the
structure further and more so for the [110] orientation where the strain is directed
along this divacancy unit. Added strength appears, however, to become available
due to the substituted yttrium, which adds extra structure along the [110] direc-
tion, and allows stretching of the structure in this direction due to the increased
Y−O bondlength compared with Zr−O (see Sec. 5.4.1, Chapter 5 for calculated
bondlengths using “Model 1”).
Finally, the total energy versus strain curves are differentiated and the result-
ing polynomial is divided by the equilibrium volume of the original supercell (see
Eqn. 8.18). This process produces stress versus strain curves as shown in Fig. 8.4
for YSZ with 6.67 and 14.29 mol % Y2O3. The ideal strength is the stress value at
the maximum point (inflection) of such curves. The ideal strength for undoped YSZ
with 6.67 mol % Y2O3 is greater for the [110] strain direction (16.59 GPa) than the
[100] strain direction (11.10 GPa). These values are comparable with the result of
Kibsey et al. [11], for 7.5 wt % Y2O3 YSZ (4.3 mol % Y2O3), where the hardness is
reported to be 12.5±1.6 GPa. The YSZ structure with 14.29 mol % Y2O3 has ideal
strengths in the [100] strain direction (28.78 GPa) and [110] strain direction (22.88
GPa), i.e. greater than those for 6.67 mol % Y2O3 for equivalent strains.
Doped YSZ
Figure 8.11 shows results of stress-strains calculations for all the co-doped YSZ
materials under investigation. The results are for YSZ with 6.67 mol % Y2O3,
codoped with titanium (Ti-YSZ), manganese (Mn-YSZ), calcium (Ca-YSZ) and
nickel (Ni-YSZ). These have been produced by the same overall process as outlined
in the previous section. Namely the total energy versus strain curves have been
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calculated. These results are shown in Figs. 8.12-8.19, for respectively: Ti-doped
YSZ strained along the [100] axis, Ti-doped YSZ strained along the [110] axis, Mn-
doped YSZ strained along the [100] axis, Mn-doped YSZ strained along the [110]
axis, Ca-doped YSZ strained along the [100] axis, Ca-doped YSZ strained along the
[110] axis, Ni-doped YSZ strained along the [100] axis and Ni-doped YSZ strained
along the [110] axis.
Figure 8.11 indicates that YSZ with 6.67 mol % Y2O3, and codoped with Ti, has
the lowest ideal strength of these calculated doped structures, with values obtained
for the [100] direction (7.16 GPa) and [110] direction (7.88 GPa). The calculated
cohesive energy per atom of TiO2 is 7.27 eV per atom and the tabulated heat of
formation in kJ per mole is 944.0 [209]. ZrO2 has a greater cohesive energy per
atom than TiO2 and so more energy is required to break Zr−O bonds than Ti−O
bonds. Ti atoms are smaller than Zr atoms, and Ti−O bonds are shorter than other
bonds in this material, and this has a profound effect on the structure strained in
the [100] direction. One Ti atom is initially located close to the OV (see Fig. 8.5,
position ‘C’) and the shorter length of Ti−O bonds (cf. Zr−O and Y−O bonds)
ensures that under strain, as O atoms move toward the vacancy due to electrostatic
attraction, considerable distortion occurs within the structure. For a strain ε = 0.15
in the [100] direction, the movement of O atoms near the vacancy is unsubstantial,
but for ε ≥ 0.30 a cavernous region develops around the oxygen vacancy and the
structure fractures. These displacements are seen in Fig. 8.12 which shows for Ti-
doped YSZ; total energy versus strain and volume versus strain (top left), total
energy versus strain and lateral lattice constant a versus strain (top right), and
structure diagrams with increasing strain (bottom). For Ti-doped YSZ strained in
the [110] direction, the structure remains in a distorted, but reasonably intact state,
for strains of ε ≤ 0.20. For ε ≥ 0.30 two large cavernous regions develop adjacent
to the Ti co-dopants within the supercell, as seen in Fig. 8.13. The structure does
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Figure 8.11: The stress-strain relationship for YSZ with 6.67 mol % Y2O3 doped
with titanium, manganese, calcium and nickel. The strain in the [100] (dashed
black line with square at maximum) and [110] (and dashed red line with circle at
maximum indicate the ideal strength for Ti [100] (7.16 GPa) and [110] (7.88 GPa),
Mn [100] (10.22 GPa) and [110] (8.59 GPa), Ca [100] (14.43 GPa) and [110] (9.51
GPa), and Ni [100] (9.93 GPa) and [110] (9.30 GPa). These are listed with hardness
values available in the literature in Tab. 8.10.
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Figure 8.12: Ti-doped YSZ with 6.67 mol % Y2O3 strained in [100] direction. The
upper left panel shows the total energy (relative to the zero strain situation) and
volume of the supercell with respect to strain. The upper right panel again shows
the total energy as well as the lattice constant (perpendicular) to strain direction,
as a function of strain. The atomic structure is shown for several (lower five figures)
strain values.
not fracture for a strain in the [110] direction, but distortion brought about by short
Ti−O bonds ensures a low ideal strength for Ti-doped YSZ with 6.67 mol % Y2O3.
The Mn-doped 6.67 mol % Y2O3 YSZ has the dopant in the same positions as
for Ti co-doping. The calculated cohesive energy per atom of MnO2 is 6.30 eV per
atom while the tabulated heat of formation is 520.0 kJ mol−1 [209]. This cohesive
energy per atom is thus substantially less than that for TiO2, and Mn−O bonds
are thus not as strong as Ti−O bonds. The Mn−O bond is longer than that of
Ti−O, but shorter than Zr−O and Y−O bonds. The ideal strengths for Mn−O
co-doped YSZ, inspecting the results from Fig. 8.11 for the [100] direction (10.22
GPa) and [110] direction (8.59 GPa), indicate this is a stronger material than YSZ
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Figure 8.13: Ti-doped YSZ with 6.67 mol % Y2O3 strained in [110] direction. The
upper left panel shows the total energy (relative to the zero strain situation) and
volume of the supercell with respect to strain. The upper right panel again shows
the total energy as well as the lattice constant (perpendicular) to strain direction,
as a function of strain. The atomic structure is shown for several (lower five figures)
strain values.
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co-doped with TiO2, with cubic-ZrO2 being stronger than both these materials (cf.
Fig. 8.4). Figure 8.11 indicates that MnO2-doped YSZ has greater ideal strength
in the [100] direction than the [110] direction. Figure 8.14 shows that for MnO2-
doped YSZ strained in the [100] direction, the bonds within the material break to
the extent that the lateral lattice constant a becomes larger for strains ≈0.2, with
substantial breakage of bonds for strain ≥ 0.30. By way of comparison, Fig. 8.15
shows strain for MnO2 in the [110] direction, where lateral lattice constants b and c
decrease consistently with epsilon value, and the structure diagrams indicates bands
of atoms that maintain the integrity of the material for strains ≥0.20. The value for
strength from Zhou et al. [235] of 17 GPa is greater than this value, but the sample
used in that instance also had a lower Y2O3 concentration of 8 wt% Y2O3 (4.6 mol %
Y2O3). The structures for Mn-doped and Ti-doped, where the yttrium and dopant
atoms are located along different [110] directions, appear to be weakened by the
inclusion of dopants, when compared with cubic-ZrO2.
The Ca-doped YSZ has marginally greater ideal strength than Mn-doped for the
[100] strain (14.43 GPa) and [110] strain (9.51 GPa), and has similar hardness to
that of cubic-ZrO2 doped with 12 mol % CaO, reported by Abraham and Gritzner
(9.6 GPa) [254]. The ideal strength for Ca-doped YSZ is greater in the [100] direction
and less in the [110] direction than YSZ with 6.67 mol % Y2O3. The Ca cation is
aliovalent (i.e. has a different valence number) to the zirconium it replaces, and an
extra oxygen vacancy must therefore be included for each Ca-atom substituted for a
Zr within the YSZ. The lengths of Ca−O bonds are marginally greater than Zr−O
and Y−O bondlengths. The calculated cohesive energy of CaO is 5.57 eV per atom
and the tabulated heat of formation is 634.9 kJ per mol. In Tab. 8.9 CaO has the
lowest cohesive energy apart from NiO, indicating that of the co-dopants considered
Ca−O has one of the largest bondlengths. As seen in Fig. 8.11 the ideal strength for
CaO-doped YSZ, for strain in the [100] direction (14.43 GPa), is the greatest ideal
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Figure 8.14: Mn-doped YSZ with 6.67 mol % Y2O3 strained in [100] direction. The
upper left panel shows the total energy (relative to the zero strain situation) and
volume of the supercell with respect to strain. The upper right panel again shows
the total energy as well as the lattice constant (perpendicular) to strain direction,
as a function of strain. The atomic structure is shown for several (lower five figures)
strain values.
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Figure 8.15: Mn-doped YSZ with 6.67 mol % Y2O3 strained in [110] direction. The
upper left panel shows the total energy (relative to the zero strain situation) and
volume of the supercell with respect to strain. The upper right panel again shows
the total energy as well as the lattice constant (perpendicular) to strain direction,
as a function of strain. The atomic structure is shown for several (lower five figures)
strain values.
239
strength obtained in this study of co-doped YSZ.
For strain in the [100] direction, the longer Ca−O bond allows a significant
continuation of bonding between atoms for all epsilon values (i.e. up to ε = 0.60).
For ε ≥ 0.25, cavities form within the structure and are caused by expansion of
the space surrounding the two extra OVs, as seen in Fig. 8.16. A “backbone” of
Y, Ca and Zr atoms, oriented along the [100] direction, maintains the structure in
this direction and prevents the material from fracturing. For CaO-doped YSZ with
6.67 mol % Y2O3, strained in the [110] direction, the Y and Ca atoms do not line
up along the [110] axis and for ε ≥ 0.25 the structure, although the bonds can
alter in angle because of the increased space around the OVs, as seen in Fig. 8.17.
The lower value of ideal strength for Ca-doped YSZ strained in the [110] direction
(9.51 GPa), appears due to the position of Y atoms relative to Ca atoms in this
direction. Figure 8.17 shows non-alignment of Y and Ca for strain in the [110]
direction, and alignment of Y and Ca for strain in the [100] direction, see Fig. 8.16.
For all strains in the [110] direction (up to ε = 0.55) the structure appears not to
fracture, because of the greater length of the Ca−O bond, compared with O bonds
for other co-dopants.
Ni-doped YSZ with 6.67 mol % Y2O3 has ideal strength for a [100] strain (9.93
GPa) and for [110] strain (9.30 GPa), which can be compared to values from Ho
and Tuan [236] for 3 mol % Y2O3 YSZ doped with 0.18 mol % NiO (11.9 GPa)
and doped with 0.06 vol % NiO (12.4 GPa). The calculated cohesive energy of NiO
is 4.69 eV per atom. The heat of formation of NiO, for temperatures < 913 K, is
−234.72 ± 0.59 kJ mol−1 (−56.10 ± 0.14 kcal mol−1) [273], is obtained by a least
square fit of the energy versus temperature curve. The calculated cohesive energy of
NiO is smaller than all other values already reported and reflects that the Ni−O bond
is weaker than other bonds, including the Ca−O bond. Ni, like Ca, is aliovalent to
the zirconium it replaces, and an extra oxygen vacancy must be included for every
240
ε = 0.00 ε = 0.25 ε = 0.40 ε = 0.60ε = 0.10
Ca-doped YSZ with 6.67 mol % Y2O3, [100] strain
Title
To
tal 
ene
rgy
 (e
V)
0
2
4
6
8
Strain, ε
0 0.1 0.2 0.3 0.4 0.5 0.6
Total energy (eV)
Volume (Å3)
[100]
600
700
800
750
650
Volume (Å 3)
 
To
tal 
ene
rgy
 (e
V)
0
2
4
6
8
Strain, ε
0 0.1 0.2 0.3 0.4 0.5 0.6
Total energy (eV)
Lattice constant a (Å)
[100]
6.6
7.0
7.2
6.8
7.4 Lattice constant a (Å)
Figure 8.16: Ca-doped YSZ with 6.67 mol % Y2O3 strained in [100] direction. The
upper left panel shows the total energy (relative to the zero strain situation) and
volume of the supercell with respect to strain. The upper right panel again shows
the total energy as well as the lattice constant (perpendicular) to strain direction,
as a function of strain. The atomic structure is shown for several (lower five figures)
strain values.
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Figure 8.17: Ca-doped YSZ with 6.67 mol % Y2O3 strained in [110] direction. The
upper left panel shows the total energy (relative to the zero strain situation) and
volume of the supercell with respect to strain. The upper right panel again shows
the total energy as well as the lattice constant (perpendicular) to strain direction,
as a function of strain. The atomic structure is shown for several (lower five figures)
strain values.
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Figure 8.18: Ni-doped YSZ with 6.67 mol % Y2O3 strained in [100] direction. The
upper left panel shows the total energy (relative to the zero strain situation) and
volume of the supercell with respect to strain. The upper right panel again shows
the total energy as well as the lattice constant (perpendicular) to strain direction,
as a function of strain. The atomic structure is shown for several (lower five figures)
strain values.
Ni-atom substituted. Although the Ni−O bond is shorter than Zr−O and Y−O
bonds, the position of the co-dopant appears to help arrest fracture of the structure
for strains in the [100] direction. In this instance the Ni is substituted for a Zr
adjacent to OVs and the shorter Ni−O bond appears to ‘tighten’ the structure in a
direction lateral to the strain. The Y−O and Zr−O bonds allow the stretch required
in order for the structure not to fracture, even for ε ≥ 0.30, as seen in Fig. 8.18.
In a similar manner to CaO co-doping, a strain in the [100] direction is assisted
by the OVs, and bands of Y, Zr and O atoms form around cavities left by the three
OVs. However unlike CaO co-doping, where the inclusion of Ca together with Y
and Zr atoms provides structure along the [100] direction, Ni only binds with O
atoms in the lateral direction to the [100] strain, as seen in Fig. 8.18. There was no
evidence of fracture in these structures, as seen in Fig. 8.18, however the position
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the Ni is substituted into may be important in regard to this. Further calculations
would be required to enable certainty that repositioning Ni atoms would not bring
about a different result for ideal strength. The strain in the [110] direction gives a
similar result to that of strain in the [100] direction, with Zr−O and Y−O bonds
stretched around cavities located by OVs, as seen in Fig. 8.19. This finding agrees
with the result for ideal strength of Ni-doped YSZ, which has similar values for ideal
strength for strains in [100] direction (9.93 GPa) and the [110] direction (9.30 GPa).
For strains ≥ 0.45 the structure strained in the [110] direction deteriorates, with a
number of broken bonds occurring along the strain direction beyond this strain limit,
as seen in Fig. 8.19. The Ni atoms do not appear to provide an important role for
bonding along the [110] direction but rather their inclusion must be accompanied by
the removal of O atoms, to form an OVs. These defects are important for continued
integrity of the material when under large strain.
8.5 Comparisons with Vickers hardness
Table 8.10 compares the present calculated ideal strengths with available experimen-
tal values of the hardness. The YSZ models used in the present work are created
so that they can be stretched in either the [100] or [110] direction, but not in the
[111] direction. The first row of values in each section of Tab. 8.10 displays the ideal
strength calculated in the current work. These ideal strengths can be compared with
the values that follow, which are usually obtained by alternate measures of hardness.
As there are not many reports in the literature for experimental ideal strength and
hardness values for YSZ and doped-YSZ, the list is augmented by Tb and Ce doped,
beyond the current dopants studied. The values given for Gogotsi et al. [274] are for
zirconia that is partially stabilised with 3.3 mol % Y2O3, where “metastable tetrag-
onal zirconia” is the main constituent phase [275], and a second phase is included
by the addition of less than 0.3% terbium (Y-Tb) or 0.3% cerium (Y-Ce). For Y-Ce
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Figure 8.19: Ni-doped YSZ with 6.67 mol % Y2O3 strained in [110] direction. The
upper left panel shows the total energy (relative to the zero strain situation) and
volume of the supercell with respect to strain. The upper right panel again shows
the total energy as well as the lattice constant (perpendicular) to strain direction,
as a function of strain. The atomic structure is shown for several (lower five figures)
strain values.
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the ideal strength, and the Vickers hardness (A) and Knoop hardness (B) in the
[001] and [110] directions, generally agree [274]. For Gogotsi et al.’s [274] YSZ with
10 mol % Y2O3 the ideal strength agrees well with the Vickers hardness, whereas
the ideal strength is closer to the Knoop hardness for higher loads. The range of
hardness values in the [001] and [110] directions, for YSZ with 10 mol % Y2O3 from
Gogotsi et al. [274], differ (Vickers, 〈001〉 ≈14.8−19.2 GPa 〈110〉 ≈14.5−18.5 GPa;
Knoop, 〈001〉 ≈12.2−21.2 GPa 〈110〉 ≈10.8−18.0 GPa), with the maximum hard-
nesses obtained when no load is applied to the sample.
The results of Hartmanova´ et al. [249] are for c-ZrO2 doped with either 1.13 or
1.25 % Y2O3, (for dopant concentrations, see Hartmanova et al. [250]), with Vick-
ers microhardness of ≈10 GPa. For YSZ, the Vickers microhardness was, for the
Y2O3 concentrations: 4.31 mol % (≈16.5 GPa), 9.21 mol % (≈12 GPa), 12.3 mol %
(≈10.5 GPa) and 16.3 mol % (≈12 GPa). The Vickers microhardness of c-ZrO2,
stabilised with minimal (1.13 or 1.25 mol %) Y2O3, compares well to YSZ with
concentrations of Y2O3 ≥ 9.20 mol % [250]. Jin et al.’s [116] performed calculations
on a c- ZrO2 supercell and a 23-atom cubic YSZ supercell with 14.28 mol % Y2O3.
They used these structures to calculate the elastic stiffness constants, from which
they obtained the bulk modulus, shear modulus and Young’s modulus, for the YSZ
supercell (195.8 GPa, 76.5 GPa, 203.1 GPa, respectively), and the ZrO2 cell (236
GPa, 106 GPa, 277 GPa, respectively). They then compared these results with pub-
lished experimental and calculated results [116]. Further to this Morales et al. [246]
studied YSZ with 8 mol % Y2O3, with nanoindentation performed with a Berkovich
diamond tip, applied loads including 5mN (I), and 500mN (J). The values in the
literature compare well with the ideal strength for strain in the [111] direction.
Studies have also been performed with YSZ codoped with other elements/oxides.
Kibsey et al. [11] studied YSZ with 7.5 wt % Y2O3 (4.3 mol % Y2O3) with no other
doping, and codoped with 5, 10 and 15 wt % Ti, sintered at 1200◦C for 325 hours.
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Y2O3 doping [100] [110] [111] Hardness Ref.
mol % ideal strength ideal strength ideal strength (GPa)
(wt%) (critical strain) (critical strain) (critical strain)
(GPa) (GPa) (GPa)
c-ZrO2 none 84.3 (0.32) 30.5 (0.27) 9.87 (1.44) - present Calc.
3.3 Y-Tb 13.6 13.6 - - (A) [274] Expt.
3.3 Y-Tb 11.4 11.1 - - (B) [274] Expt.
3.3 Y-Ce 13.6 13.6 - ≈13−15 (A) [274] Expt.
3.3 Y-Ce 11.2 10.9 - ≈10.8−16.5 (B) [274] Expt.
1.13, 1.25 none - - - 10 [249, 250] Expt.
3 none - - - 12.6± 0.2 (C) [236] Expt.
3 none - - - 13.0± 0.2 (D) [236] Expt.
6.67 none 11.10 (0.18) 16.59 (0.16) - - present Calc.
4.31 none - - - 16.5 [249] Expt.
4.3 (7.5) none - - - 12.5±1.6 [11] Expt.
8 none - - - 8.4 (E) [254] Expt.
8 none - - - 9.0 (F) [254] Expt.
8 none - - - 9.4 (G) [254] Expt.
8 none - - - 9.2 (H) [254] Expt.
8 none - - - 19.7±1.6 (I) [246] Expt.
8 none - - - 14.2±0.7 (J) [246] Expt.
10 none 14.4 15.1 - ≈14.8−19.2 (A) [274] Expt.
10 none 12.0 10.7 - ≈10.8−21.2 (B) [274] Expt.
14.29 none 28.78 (0.16) 22.88 (0.26) - - present Calc.
9.21 none - - - 12 [249, 250] Expt.
12.30 none - - - 10.5 [249, 250] Expt.
16.30 none - - - 12 [249, 250] Expt.
6.67 Ti 7.16 (0.16) 7.88 (0.17) - - present Calc.
4.3 (7.5) 5wt%Ti - - - 15.5±2.7 [11] Expt.
4.3 (7.5) 10wt%Ti - - - 14.9±1.2 [11] Expt.
4.3 (7.5) 15wt%Ti - - - 13.4±1.6 [11] Expt.
6.67 Mn 10.22 (0.15) 8.59 (0.17) - - present Calc.
3 Mn - - - ≈9.5-13.5 [232] Expt.
4.6 (8) 1wt%Mn - - - ≈3.9-≈14.7 [235] Expt.
4.6 (8) 2wt%Mn - - - ≈7.8-≈16.1 [235] Expt.
4.6 (8) 3wt%Mn - - - ≈15.5-≈17.7 [235] Expt.
4.6 (8) 5wt%Mn - - - ≈16.7-≈17.7 [235] Expt.
6.67 Ca 14.43 (0.08) 9.51 (0.10) - - present Calc.
c-ZrO2 Ca - - - 8.2 (E) [254] Expt.
c-ZrO2 Ca - - - 8.4 (F) [254] Expt.
c-ZrO2 Ca - - - 8.5 (G) [254] Expt.
c-ZrO2 Ca - - - 9.6 (H) [254] Expt.
6.67 Ni 9.93 (0.12) 9.30 (0.11) - - present Calc.
3 0.3 mol % NiO - - - 11.9± 0.2 (C) [236] Expt.
3 0.06 vol % Ni - - - 12.4± 0.2 (D) [236] Expt.
Table 8.10: Present calculated results for the ideal strength (critical strain) along
with hardness values of YSZ and doped YSZ reported in the literature. The numer-
ical value in the first column indicates the molar percentage of Y2O3 stabilising the
YSZ. The letters in parenthasis, e.g. “(A)”, are referred to in the text.
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They found the Vickers hardness is lowest for undoped YSZ (12.5±1.6 GPa) and has
its greatest value for YSZ codoped with 5 wt % (15.5±2.7 GPa). Vickers hardness
decreases with Ti doping: 10 wt % (14.9±1.2 GPa), 15 wt % Ti (13.4±1.6 GPa).
Our calculated ideal strengths for YSZ co-doped with Ti are for strain in the [100]-
direction (7.16 GPa) and the [110]-direction (7.88 GPa).
Further to this, Ramesh et al. [232] used 3 mol % Y2O3 yttria-stabilised tetrago-
nal zirconia polycrystals doped with 1 wt % MnO2. Using sintered samples they mea-
sured Vickers hardness (≈9.5 GPa to ≈13.5 GPa) for sintering temperatures ranging
from 1150◦C to 1600◦C. Our calculated ideal strength for strain in the [100]-direction
(10.22 GPa) falls within this range, whereas for strain in the [110]-direction the ideal
strength (8.59 GPa) does not. Zhou et al. [235] tested the properties of 8 wt% Y2O3
(4.6 mol % Y2O3) codoped YSZ sintered at 1200
◦C, 1300◦C and 1400◦C. The Vick-
ers hardness across these sintering temperatures were: 1 wt % MnO2 ≈3.9 GPa to
≈14.7 GPa, 2 wt % MnO2 ≈7.8 GPa to ≈16.1 GPa, 3 wt % MnO2 ≈15.5 GPa
to ≈17.7 GPa and 5 wt % MnO2 ≈16.7 GPa to ≈17.7 GPa. Our calculated ideal
strengths for strain in the [100]-direction (10.22 GPa) and [110]-direction (8.59 GPa),
are lower than the Vickers hardness values obtained by Zhou et al. [235].
Futhermore, Abraham and Gritzner [254] found the Vickers hardnesses for 8 mol %
Y2O3 YSZ, for sintering temperature: 1400
◦C (8.4 GPa, E), 1500◦C (9.0 GPa, F),
1600◦C (9.4 GPa, G), 1700◦C (9.2 GPa, H) [254]. These values were lower than our
values for the ideal strength of YSZ with 6.67 mol % Y2O3 strained in the [100]-
direction (11.10 GPa) and [110]-direction (16.59 GPa). Further to this, Abraham
and Gritzner [254] obtained Vickers hardnesses for 8 mol % Y2O3 YSZ codoped with
12 mol % CaO, sintered at temperatures: 1400◦C (8.2 GPa, E), 1500◦C (8.4 GPa,
F), 1600◦C (8.5 GPa, G), 1700◦C (9.6 GPa, H) [254], where values increased slightly
with sintering temperature. Our calculated ideal strength for Ca-doped 6.67 mol %
Y2O3 YSZ strained in the [100]-direction (14.43 GPa) is greater than Abraham
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and Gritzner’s results for Vickers hardness, but for strain in the [110]-direction
(9.51 GPa) the ideal strength is comparable to their results.
Finally, Ho and Tuan [236] investigated 3 mol % Y2O3 YSZ doped with very
small amounts of NiO (0.18 mol %). When prepared in an oxidising atmosphere
(Tab. 8.10, C) undoped YSZ was found to have a hardness of 12.6 ± 0.2 GPa and
YSZ codoped with 0.18 mol % NiO had a hardness of 11.9± 0.2 GPa. On the other
hand, undoped YSZ prepared in a reducing atmosphere (Tab. 8.10, D) had hard-
ness of 13.0± 0.2 GPa, compared to two-phase YSZ-Ni composites (0.06 vol % Ni)
with hardness of 12.4± 0.2 GPa. For our calculations the ideal strength of undoped
YSZ strained in the [100]-direction (11.10 GPa) and [110]-direction (16.59 GPa),
decreases for YSZ codoped with NiO for the two strain directions (9.93 GPa and
9.30 GPa, respectively). The ideal strength in the present work, for [100] and [110],
agrees well with the experimental results reported [236]. Generally, there is some
variance between our calculated results and those presented in the literature. Fur-
ther interpretation of this variance would require a much more in-depth study which
is beyond the scope of this current work.
8.6 Conclusion
In this Chapter, mechanical properties of zirconia, cubic YSZ, and YSZ doped with
Ti, Mn, Ca and Ni were investigated using density functional theory calculations.
The cubic structure of YSZ was maintained for the selected dopants. The elastic
constants and bulk moduli were successfully calculated for cubic and monoclinic
zirconia. However, for tetragonal zirconia, whilst the c44 stiffness constant was cal-
culated to be positive using LDA it was negative using GGA. Apart from this,
results for stiffness constants generally compared well with previous results. For
our calculations, all LDA results apart from Poisson’s ratios are greater than their
corresponding GGA results, a typical effect of overbinding.
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The ideal strengths of cubic ZrO2 were calculated for strain in the [100] (84.28
GPa), [110] (30.45 GPa) and [111] direction (9.87 GPa). For YSZ with 6.67 mol %
Y2O3 the ideal strength for strain in the [100] (11.10 GPa) and [111] direction
(16.59 GPa) was less than the ideal strength for YSZ with 14.29 mol % Y2O3 in
the [100] (28.78 GPa) and [110] direction (22.88 GPa). The effect of adding small
amounts of Y2O3 (6.67 mol % Y2O3) to c-ZrO2 is that the ideal strength decreases,
especially in the [100] direction, with ideal strength improving by increasing the
Y2O3 concentration (14.29 mol % Y2O3).
Finally, the ideal strength was obtained by using the YSZ structure with 6.67
mol % Y2O3, co-doped with TiO2, MnO2, CaO, and NiO. The sites on which the
codopants were substituted for zirconium were determined by running density func-
tional theory calculations, whereby the two sites that optimised with the lowest total
energy were used as the dopant positions. A similar process was used to determine
the position of O vacancies, which are required to maintain charge neutrality in the
case of the monoxides CaO and NiO. Apart from c-ZrO2 and YSZ the greatest val-
ues of ideal strength were obtained for YSZ codoped with CaO strained in the [100]
(14.43 GPa) and [110] direction (9.51 GPa). The ideal strengths for YSZ codoped
with MnO2 for strains in the [100] (10.22 GPa) and [110] direction (8.59 GPa)
are similar to those of NiO strained in the [100] (9.93 GPa) and [110] direction
(9.30 GPa), where in the latter case the ideal strength appears to be independent
of the strain direction. The ideal strengths were least for YSZ codoped with TiO2
strained in the [100] (7.16 GPa) and [110] direction (7.88 GPa), which was the only
codoped YSZ structure with a greater ideal strength for strain in the [110] than the
[100] direction.
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Chapter 9
Summary and Conclusion
Zirconia is an important material, largely because of its ability to retain strength
and stability whilst operating at high temperatures. However, volume expansions
accompanying its temperature-dependent phase transitions induce large stresses,
which can though be stabilised through additions. For instance, the addition of
yttria to zirconia produces the ceramic yttria-stabilised zironia (YSZ). YSZ retains
strength at high temperatures but has additional properties such as the ability to
conduct oxygen whilst operating at such temperatures. YSZ is able to withstand
radiation and is a candidate material for use in the fuel matrix of nuclear reactors.
An important step in the development of materials for use in such environments
is the gaining of an understanding of their structural properties. Accordingly, this
thesis has studied structures of zirconia, together with YSZ across a range of yt-
tria concentrations. First-principles ab initio calculations were performed on these
materials to determine valuable information about their electronic and vibrational
properties, together with their strength.
YSZ forms different structures across a range of yttria concentrations dependent
on temperature and pressure conditions. A given sample often contains more than
one phase according to its preparation method. An additional obstacle to obtaining
the structure of a particular YSZ sample is that for standard methods employing
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x-rays or neutrons, zirconium and yttrium have very similar scattering amplitudes.
Novel combinations of experimental and ab initio techniques can however determine
useful structural information for YSZ. In particular, this thesis presented studies of
a sample of YSZ with 8-9 mol % Y2O3 by establishing the chemical environments of
atoms through a combination of first-principles calculations and medium x-ray mea-
surements. Furthermore, this thesis presented an analysis of the long-range order in
this sample by using a combination of vibrational density of states calculations and
inelastic neutron scattering experiments.
Accordingly, Chapter 5 presented studies of the chemical environments by anal-
ysis of the results of x-ray photoemission spectroscopy measurements together with
resonant absorption spectra for a range of photon energies that traverse the L2
absorption edge for both zirconium and yttrium. The spectra contained photoemis-
sion peaks due to core lines as well as Auger transitions, which were identified with
the help of Density Functional Theory (DFT) calculations. Through an analysis of
the core level features, shifts in the core level energies arising due to different local
chemical environments of the constituent atoms were established. In general, each
core line feature consisted of three distinct contributions, corresponding to three
different chemical environments. These were consistent with the density-functional
theory calculations, therefore giving support to the structural models recently pro-
posed in the literature. Near-edge x-ray absorption fine-structure (NEXAFS) for
zirconium and yttrium was also measured in which electrons were photoemitted
from p to d orbitals. Both results exhibited a close correlation to calculated total
partial density-of-states (pDOS) for the 4d orbitals. Furthermore, through plot-
ting the spectral peak intensity versus photon energy for the oxygen 1-s core level
in the yttrium L2 absorption-edge spectra, a Multi Atom Resonant Photoemission
(MARPE) effect between yttrium and oxygen atoms was indicated. MARPE was
apparent for the fitted peaks that were identified as oxygen atoms with one yt-
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trium nearest neighbour, but was absent for peaks with only zirconium atoms as
nearest-neighbours. Correspondence between deconvoluted peak binding energies
from experiment and calculated average binding energies of the three chemical en-
vironments of oxygen, suggested that of the two structures used, Model 2 provided
a better description of the atomic structure than Model 1.
In separate studies on the long range order presented in Chapter 6, the phonon
dispersion curves for 8-9 mol % Y2O3 YSZ were measured using inelastic neutron
scattering measurements, and the vibrational density-of-states (vDOS) calculated
using DFT. The experimental results showed good agreement with earlier work, but
in addition found indications of weak, low energy phonons (8-9 meV) along the X
direction, previously not reported. For the calculated vDOS of cubic ZrO2, there
was good agreement with earlier ab initio calculations. There was no discernible
difference between the calculated vDOS for the two YSZ structures, Model 1 and
Model 2. Analysis of XPS data in Chapter 5 indicated that Model 2 is a better
interpretation of structure than Model 1, and so the vDOS from Model 2 was com-
pared with other results. For the calculated vDOS of YSZ, three prominent peaks
at frequencies less than 25 meV could be correlated with regions about the high
symmetry points of the measured phonon dispersion curves. Two larger peaks were
related to regions of the phonon dispersion curve at the Brillouin zone boundary
(X- and L-points). A smaller peak could be correlated to a flat region of phonon
dispersion curve measured within the X-region of the Brillouin zone at around 8-9
meV, but requires further investigation. Results from phonon measurements and
calculated vDOS were consistent in that the cation-related phonons at the X-point
are located at higher energies (4-5 meV) for YSZ, compared to the pure host mate-
rial c-ZrO2. These results lent general qualitative support for the structural model.
As the variation in electronic and vibrational properties can give important infor-
mation about a class of materials, Chapter 7 presented results of DFT calculations
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which investigated the yttria concentration dependence of the electronic and vibra-
tional properties of YSZ. Initial calculations of the physical properties for the three
phases of ZrO2 that form under ambient conditions, i.e. lattice constants, band-
gaps, cohesive energies, heat of formations and bulk modulus (for cubic zirconia),
showed very good agreement with previous ab initio calculations. Furthermore, the
atomic and electronic structure of the cubic, tetragonal and monoclinic phases, as
well as the cohesive energy and relative energy differences between the phases agreed
very well with earlier DFT results. The monoclinic phase was the most stable, fol-
lowed by tetragonal and then cubic. The cubic phase had the smallest band-gap,
followed by monoclinic and then tetragonal. The electronic density-of-states (DOS)
of the three phases was qualitatively similar, where the O-2s exhibited hybridisation
with Zr-4sp states and the upper valence band was mainly due to O-2p states that
exhibited hybridisation with Zr-4d orbitals. The lower conduction band was mainly
composed of Zr-4d states, where the cubic phase, unlike monoclinic and tetragonal,
exhibited two distinct peaks in the conduction band. The monoclinic structure, on
the other hand, exhibited two, closely spaced O-2s states due to the two distinct
oxygen environments (i.e. three- and four-fold).
The comparative results presented in Chapter 7 were for a range of structures of
YSZ, with concentrations of 10.35, 14, 17, 20 and 40 mol % yttria. On doping with
yttria, the distinct features present in the DOS of the cubic and monoclinic phases of
ZrO2 merge and diminish into a broader peak due to the lower symmetry and larger
number of atoms in the primitive cells. In general, increasing yttria concentration
resulted in a smaller valence bandwidth and a larger band-gap, as these properties
tend towards those of yttria. Regarding the vibrational DOS of ZrO2, good agree-
ment with available previous ab initio calculations was obtained. For the various
YSZ structures considered with differing yttria concentrations, the vDOS exhibited
qualitatively similar behaviour. In particular, the O-related contributions extended
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through the whole range of frequencies, while cation-related features extended up to
about 40-45 meV and exhibited a main peak at around 17 meV. In all of the YSZ
systems, the O vDOS exhibited a deep dip. This indicated a gap in the phonon
dispersion curves, located at around 70-75 meV.
In Chapter 8 DFT calculations were used to investigate the strength of the three
ambient-pressure polymorphs of monoclinic, tetragonal and cubic-ZrO2 within the
small strain limit, together with YSZ and YSZ doped with Ti, Ca, Mn and Ni
beyond the plastic strain region. Cubic-YSZ was used as the precursor for the
selected dopants. Calculated results for the elastic constants and bulk moduli of
zirconia agreed well with previous results, except for tetragonal zirconia employing
the GGA Exchange Correlation. In this case the c44 stiffness constant was computed
to have a negative value indicating a possible instability. In comparing the effect of
the Exchange Correlation Functionals all LDA results apart from Poisson’s ratios
were found to be greater than their corresponding GGA results, a typical effect of
overbinding. The ideal strength of cubic ZrO2 was greatest for strains in the [100]
direction followed by [110] and the lowest, [111]. YSZ with 14.29 mol % Y2O3 was
found to have a greater ideal strength than 6.67 mol % Y2O3. The effect of adding
small amounts of Y2O3 decreased the ideal strength, especially in the [100] direction,
but a further increase in the Y2O3 concentration improved the ideal strength.
In order to determine the ideal strength for YSZ structure with 6.67 mol %
Y2O3, co-doped with TiO2, MnO2, CaO, and NiO, the sites of the substitutional
atoms were first determined. DFT calculations determined the sites on which the
codopants were substituted for zirconium by total energy optimisation. In the case
of the monoxides CaO and NiO this was followed by determination of the positions
of O vacancies by a similar process in order to maintain charge neutrality. The
greatest value for ideal strength was obtained for the structure doped with CaO and
the least with TiO2. The ideal strengths for YSZ codoped with MnO2 were similar
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to that of NiO.
In summary, the structure and properties of YSZ were characterised for a range
of Y2O3 concentrations. Direct comparisons were made between results of photoe-
mission and inelastic neutron scattering experiments with DFT calculations for a
sample of YSZ with 8-9 mol % Y2O3. Trend calculations were performed for a range
of Y2O3 across pDOS and vDOS. The ideal strengths were calculated using innova-
tive stress-strain calculations for: ZrO2; YSZ for different Y2O3 concentrations; YSZ
codoped with Ti, Ca, Mn and Ni. The results obtained were used to characterise
the electronic, vibrational and strength properties of ZrO2 and YSZ in an attempt
to use these as model structures. These model structures can be used to better un-
derstand what occurs when zirconium comes into contact with molybdenum within
the inert fuel matrix of nuclear reactors.
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