INTRODUCTION
============

Outcomes of patients undergoing liver transplantation (LT) have improved over the past decades; nonetheless, immediate postoperative mortality continues to affect 5%--10% of recipients.^[@R1]^ To predict the risk of patient and graft losses, several investigators have developed prognostic models to identify candidates at an increased risk for premature death.^[@R2]-[@R12]^ Besides recipient characteristics, current models include variables pertinent to the quality of the grafts and other intraoperative variables such as cold or warm ischemia times that become known only after the completion of surgery.^[@R5],[@R7],[@R8],[@R13]-[@R15]^

Clinical variables associated with shorter survival in the general population and patients undergoing major abdominal surgeries are easily identifiable by experienced clinicians. Nevertheless, there is a lack of studies on how these variables play on the short- and long-term survival of LT recipients.

With the introduction of new statistical methods and machine learning techniques, the creation of predictive models estimating the probability of poor outcomes based only on preoperative characteristics has become feasible.^[@R16]^ Such models should not be viewed as replacements for good clinical judgment but as additional instruments to assist clinicians in counseling and managing patients referred for LT.

Because there were no predictive models designed to estimate the probability of mortality after LT based on data collected at the time of their evaluations or listing, our primary aim was to develop a scoring system that could stratify patients by their risk of death after LT based only on preoperative variables. Secondary aims were to assess whether the model could also predict 1- and 5-year patient survival.

MATERIALS AND METHODS
=====================

We retrospectively analyzed deidentified patient-level data from the United Network for Organ Sharing (UNOS) for all adults who underwent LT for benign conditions causing end-stage liver disease between January 1, 2002, and June 30, 2013. The study flowchart is presented in Figure [1](#F1){ref-type="fig"}.

![The study flowchart. During the study period, 68 078 patients underwent liver transplant surgery. A total of 32 865 (48.2%) patients were excluded because they did not satisfy the inclusion criteria, 1321 (1.9%) recipients had height or weight values that were implausible for adults, and 762 (1.1%) patients had \>10% of variables with missing data or the absence of values for the variables needed to calculate the perioperative mortality risk. In the end, a total of 30 458 fist time cadaveric liver transplant recipients were included in the study.](tdx-103-e297-g001){#F1}

No restrictions based on race, citizenship, or UNOS region were applied. Because of the well-known differences in perioperative risks of some groups of patients, we excluded recipients who received transplants from grafts recovered from living donors or donors after circulatory death, split grafts, multivisceral or redo transplants, and LT performed across ABO incompatible blood groups. Additional exclusion criteria were patients with values that were deemed implausible for adult recipients.^[@R17]^ Cutoffs for those values were recipient height either ≤120 or ≥240 cm and recipient weight ≤30 or ≥250 kg. We did not use imputation techniques for missing data. Recipients with \>10% of unreported values within the UNOS dataset and recipients who had missing data on their age, diabetes, need for dialysis before transplantation, history of coronary artery disease, history of chronic pulmonary disease, and variables needed to calculate their body mass index (BMI) or Model for End-Stage Liver Disease (MELD) score were also excluded. The number of recipients who missed preoperative data necessary for the calculation of the predictive score was 762. Missing value analysis showed a pattern consistent with a random effect. Among 68 078 LT recipients recorded in the UNOS registry, 30 458 (44.7%) met our eligibility criteria.

Patient variables used for the development of the scoring system were included only if available during the preoperative assessment or entered in the dataset at the time of listing. Variables used for patient survival were extracted from the UNOS files during the period between the date of listing for LT until either death (n = 8244) or retransplantation, or the date of last known follow-up (n = 22 214). This study was conducted and reported per STROBE Statement^[@R18]^ recommendations and did not require approval by our institution's ethics review board.

Candidate Variables
-------------------

Sociodemographic and clinical characteristics of the study population used for this study were age, sex, ethnicity, primary indication for LT, history of diabetes (type I, type II, or unknown type), history of renal insufficiency requiring renal replacement therapy within 1 week before LT, history of chronic pulmonary disease, history of coronary artery disease, and history of hypertension.

Time dependent variables collected for this study were the date of LT and date of discharge from the hospital after the index operation and the date of the last follow-up. For patients who died after LT, the last date of follow up coincided with the date of their death. Censoring was used at the time when patients underwent retransplantation or the time of the last recorded follow-up visit or at the date of completion of this study.

Definitions and Categories Used in the Model
--------------------------------------------

Patient ethnicity was categorized into 7 groups: Caucasian, African American, Hispanic, Asian, Native American or Alaskan, Hawaiian or Pacific Islander, and Multiracial. The primary indication for LT was summarized in 4 categories: viral hepatitis C, nonalcoholic steatohepatitis, alcoholic-induced cirrhosis, and other causes. BMI was estimated using the formula weight (kg)/height (m).^[@R2]^

World Health Organization definitions were used to classify recipients as underweight (BMI \< 18.5), normal weight (BMI 18.5--24.9 kg/m^2^), overweight (BMI 25--29.9 kg/m^2^), or obese (BMI ≥ 30 kg/m^2^). Obesity was further stratified as class I (BMI 30--34.9), class II (BMI 35--39.9), and class III (BMI ≥ 40). BMI classes were not adjusted for the presence of ascites, as the quantitative contribution of ascitic fluid to overall BMI was not reported in the UNOS files.

The primary causes of death were categorized as primary graft-non-function, biliary complications, hemorrhagic, cardiovascular, cerebrovascular, single organ failure, sepsis or multiorgan failure, intraoperative complication, rejection, thrombotic or embolic, other, and unknown cause.

Variables Analyzed With Machine Learning Techniques
---------------------------------------------------

Preoperative variables that were selected for the development of the scoring system and analyzed using machine learning techniques were recipient age (in y), BMI, MELD score, history of diabetes, history of preoperative renal replacement therapy, history of hypertension, history of coronary artery disease, and history of chronic pulmonary disease. Recipient age, BMI, and MELD score were used as continuous data, while the remaining variables were entered as categorical.

Classification Tree Analysis
----------------------------

Classification tree analysis (CTA) was used to identify independent predictors associated with 90-day postoperative mortality.^[@R19]^ CTA did not require assumptions on the distribution of variables or linearity of the data and could handle highly skewed or multimodal continuous variables as well as categorical predictors.^[@R20]^ Split-sample validation was used to assess the performance of the model using a training (70% of the dataset) and validation sample (30% of the dataset).

Artificial Neural Networks
--------------------------

Artificial neural network (ANN) analysis was used to determine the predicted probabilities of 90-day postoperative mortality and relative weight of each independent variable respective to the probability of death or survival following LT. For this purpose, a 10-fold cross validation methodology was used, in which the whole dataset was randomly divided and 90% of the patients were selected for the training step and 10% for the final testing. The final model was the one that maximized the correct classification of patients by their 90-day outcomes. The importance of independent predictors represented a measure of how much the predicted values changed with variations of the independent variables.

Logistic Regression
-------------------

Logistic regression was used to estimate the odds ratio (OR) of 90-day mortality, and the logarithms of the adjusted ORs were used to derive *Z* scores. *Z* scores were calculated using the following formula: *Z* = *β* + (*β*~1~ × predicting variable~1~) + (*β*~2~ × predicting variable~2~) + (*β*~n+1~ × predicting variable~n+1~). The predicted probability of 90-day mortality was estimated using the following formula: *P* = (*e*^z^/1 + *e*^z^) × 100. Correlation between predicted probabilities obtained using ANNs and logistic regression was assessed using linear regression analysis and the Pearson correlation coefficient.

Performance of the Prediction Model
-----------------------------------

The overall performance of the model was measured by the differences between predicted outcomes and observed outcomes using the Brier score.^[@R21]^ The Brier score was calculated by summing the squared differences between the actual and predicted 90-day mortality for each point in the risk score. The maximum Brier score for a noninformative model was adjusted for the incidence of 90-day mortality observed in the dataset.^[@R21]^ A Brier score of 0 would indicate a perfect model and a Brier score of 0.082 would indicate a noninformative model.

Reclassification of recipients with and without the outcome was performed using the Net Reclassification Improvement (NRI) methodology described by Pencina et al.^[@R22]^ Briefly, upward movement in categories for subjects with the outcome meant improved classification, and any downward movement showed worse reclassification. The opposite was true for patients without the outcome. The improvement in reclassification was quantified as the sum of the differences in proportions of individuals moving up minus the proportion moving down for those with the outcome and the proportion of individuals moving down minus the proportion moving up for those without the outcome.

To assess the calibration of the model, the Hosmer-Lemeshow statistic was used to compare the observed versus expected number of deaths in each group.^[@R23]^ The calibration was graphically assessed using a scatter plot with observed 90-day mortality for each number of the risk score on the *x*-axis and predicted 90-day mortality by ANN reported on the *y*-axis. Good calibration would be represented by a regression line with a 45^°^ slope.

To test the predictive ability of the model, the *Z* scores of patients who died within 90 days and scores of patients who survived were compared using unpaired Student *t* test. A statistically significant difference between the *Z* scores would indicate that patients who died within 90 days after LT had a different risk score compared with patients who survived.

C statistics with receiver-operating characteristic curves and corresponding Areas under the curve (AUC) with 95% confidence intervals (CI) were calculated to assess how the model performed at identifying patients who died within 90 days. C statistics were calculated on 5 independent validation cohorts that were randomly selected from the study population. We categorized the estimated risk of 90-day mortality in 5 groups: low risk, average risk, increased risk, high risk, and very high risk. Low-risk patients were the ones with predicted probability of death ≤5%; average-risk patients were those with predicted probability of death in the range of 5.1%--10%; increased-risk patients were those with predicted probability of death in the range of 10.1%--14.9%; high-risk patients were those with predicted probability of death in the range of 15%--19.9%; and very high-risk patients were those with predicted probability of 90-day mortality ≥20%.

Statistical Analysis
--------------------

The patient sample size was fixed due to the retrospective study design. Continuous variables were reported by estimates of central tendency (means or median) and spread (SD and interquartile range), while frequency and percentages were used for categorical data. ANOVA, χ^2^, and Kruskal-Wallis tests were used to describe summary statistics. Survival analysis was performed using the Kaplan-Meier method,^[@R24]^ and after assessing that the assumptions of the Cox model were met, the proportional hazard model analysis was used to assess the effect of independent risk factors on the overall survival.^[@R17]^ To calculate hazard ratios, patients with 0 points were selected as references. All statistical analyses were performed using SPSS Statistics for Windows, Version 24 (IBM Corporation, Armonk, NY). Statistical significance was defined when *P* was \<0.05, and two-tailed tests were used for all statistical analyses.

RESULTS
=======

Study Population
----------------

Sociodemographic and clinical characteristics of the study population which included 30 458 patients are presented in Table [1](#T1){ref-type="table"}. Postoperative death within 90 days after LT occurred in 2766 (9.1%) recipients. When compared with recipients who survived beyond 90 days, patients who died were older, more likely females, and had higher MELD scores at the time of listing. Other characteristics associated with increased risk of 90-day mortality were the presence of nonalcoholic steatohepatitis as the primary indication for LT, presence of diabetes (type I or II), and need for dialysis before transplantation and morbid obesity (BMI ≥40). CTA identified patient age, MELD score, BMI, the presence of any type of diabetes, and renal failure requiring dialysis before LT as the strongest independent predictors for 90-day mortality (Table [2](#T2){ref-type="table"}). Normalized importance analysis by ANN showed that recipient age had the highest weight followed by MELD score, BMI, dialysis, and diabetes (**Figure S1, SDC**, <http://links.lww.com/TP/B753>).

###### 

Demographic and clinical characteristics of the entire study population, of patients who died within 90 days and patients who survived beyond 90 days after LT

![](tdx-103-e297-g002)

###### 

Summary of the results of classification tree analysis

![](tdx-103-e297-g003)

Point-based Model
-----------------

A point-based model created using the weight of each independent variable identified by CTA is summarized in Table [3](#T3){ref-type="table"}. Points were assigned according to their weight measured by ANN. One point was given for categorical risk factors. The maximum number of points that each patient could score was capped at 6, representing the value at which observed postoperative mortality risk reached its plateau. A total of 11 620 patients (38.2%) scored 0 points, 7631 (25.1%) scored 1 point, 4284 (14.1%) scored 2 points, 3597 (11.8%) scored 3 points, 2450 (8.0%) scored 4 points, 739 (2.4%) scored 5 points, and 137 (0.4%) scored 6 points.

###### 

Preoperative patient characteristics identified as independent predictors of 90-day mortality after LT

![](tdx-103-e297-g004)

Observed 90-day Mortality
-------------------------

The observed 90-day mortalities were 6%, 8.7%, 10.4%, 11.9%, 15.7%, 16%, and 19.7% for patients with 0, 1, 2, 3, 4, 5, and 6 points, respectively (Figure [2](#F2){ref-type="fig"}). For each additional point of the scoring system, the observed 90-day mortality increased on average by 2.3% (SD 1.37).

![Observed 90-day mortality stratified by the number of points of the scoring system. For each additional point of the scoring system, the observed 90-day mortality increased in average by 2.3%.](tdx-103-e297-g005){#F2}

A positive linear relationship was observed between the number of points of the scoring system and observed 90-day mortality with a Pearson correlation coefficient *R*^2^ of 0.9795 (*P* ≤ 0.001). There was also a linear correlation between the OR of 90-day mortality and number of points of the scoring system (Pearson correlation coefficient *R*^2^ = 0.9724; *P* ≤ 0.001).

In comparison to patients with 0 points (reference group), the OR for 90-day mortality was 1.47 (95% CI, 1.32-1.64; *P* = 0.000) for patients with 1 point, 1.79 (95% CI, 1.58-2.03; *P* \< 0.001) for patients with 2 points, 2.09 (95% CI, 1.84-2.38; *P* \< 0.001) for patients with 3 points, 2.88 (95% CI, 2.52-3.29; *P* \< 0.001) for patients with 4 points, 2.95 (95% CI, 2.38-3.64; *P* ≤ 0.001) for patients with 5 points, and 3.81 (95% CI, 2.48-5.84; *P* \< 0.001) for patient with 6 points (**Figure S2, SDC**, <http://links.lww.com/TP/B753>).

Predicted 90-day Mortality
--------------------------

The predicted 90-day mortality by ANN stratified by the preoperative scoring system is summarized in Table [4](#T4){ref-type="table"}. Predicted mortality was categorized as low (≤5%), average (5.1%--10%), increased (10.1%--14.9%), high (15%--19.9%), and very high (≥20%) probability. All patients with 0 score had predicted mortality ≤10%. The proportion of patients with risk of 90-day mortality \>10% was 7.8% for patients with 1 point, 50.2% for patients with 2 points, 81.9% for patients with 3 points, 94.5% for patients with 4 points, 84.5% for patients with 5 points, and 96.3% for patients with 6 points.

###### 

Predicted 90-day mortality from neural network analysis after LT stratified by risk score

![](tdx-103-e297-g006)

Performance of the Model
------------------------

The Hosmer-Lemeshow goodness-of-fit test used to assess the calibration of the model was not statistically significant (*P* = 0.67), indicating that the model was correctly specified with a linear correlation between the predicted and observed 90-day mortality (Pearson *R*^2^ coefficient of 0.99; *P* ≤ 0.001) (Figure [3](#F3){ref-type="fig"}). The Brier score of the model was 0.002, denoting that the model was informative with statistically significant differences between the mean value of the *Z* scores of patients who died within 90 days in comparison to patients who survived beyond 90 days (−2.23 versus −2.37; *P* \< 0.001).

![Graphic evaluation of the calibration of the model. Values on the *y*-axis represent the estimates of 90-day mortality calculated by artificial neural network analysis. Values on the *x*-axis represent the observed 90-day mortality stratified by risk score. The lowest values of the predicted and observed mortality (left lower quadrant, A) represent patients with 0 or 1 risk score point. Values in the upper right quadrant represent the predicted and observed 90-day mortality of patients with 4, 5, and 6 points (Quadrant C). Patients with 2 and 3 points had predicted and observed 90-day mortality values that fell in between (Quadrant B). The Pearson correlation coefficient (*R*^2^) of the model was 0.99 (*P* \< 0.001).](tdx-103-e297-g007){#F3}

A linear correlation with Pearson *R*^2^ coefficient of 0.91 (*P* ≤ 0.001) was found between the probabilities of 90-day mortality estimated by ANN and logistic regression (**Figure S3, SDC**, <http://links.lww.com/TP/B753>).

For the entire cohort, the model's discriminative performance in identifying patients who died within 90 days after LT had an AUC of 0.601 (95% CI, 0.590-0.613; *P* \< 0.001) (Figure [4](#F4){ref-type="fig"}A). The AUC increased to 0.952 (95% CI, 0.950-0.954; *P* \< 0.001) for the discrimination of patients with a 90-day mortality risk of ≥10% (Figure [4](#F4){ref-type="fig"}B). The value of the AUC was 0.930 (95% CI, 0.926-0.935; *P* \< 0.001) for patients with 90-day mortality risk ≥15% (Figure [4](#F4){ref-type="fig"}C) and 0.866 (95% CI, 0.854-0.877; *P* \< 0.001) for patients with 90-day mortality risk ≥20% (Figure [4](#F4){ref-type="fig"}D). The sensitivity and specificity of the model for the prediction of 90-day mortality for the entire cohort and patients with higher predicted risks are reported in **Figure S4** (**Panel A to D; SDC**, <http://links.lww.com/TP/B753>).

![Receiver operating characteristic curves of the model illustrating the discriminating performance of the model to diagnose 90-day mortality of all patients undergoing cadaveric LT (A). B, The area under the curve (AUC) of the model for the prediction of patients with perioperative risk ≥10%, (C) the AUC of the model for the prediction of patients with perioperative risk ≥15%, and (D) the AUC of the model for the prediction of patients with perioperative risk ≥20%. LT, liver transplantation.](tdx-103-e297-g008){#F4}

In patients with 0--1 points, the net reclassification index of the model for perioperative risk \<10% was 9.1%. In patients with 2--3 points, NRI for perioperative risk of 10%--15% was 3.2%, and in patients with 4--6 points, NRI for perioperative risk of ≥15% was 4.8%. Using the cutoff value of 2 or more points, the NRI of the model for patients at increased risk of 90-day mortality (≥10%) was 7.6%.

Secondary Endpoints
-------------------

Within 1 year after LT, 4257 patients (14.0% of the cohort) had died. Mortality affected 9.8% of patients with 0 points, 13.4% of patients with 1 point, 15.8% of patients with 2 points, 17.2% of patients with 3 points, 23.0% of patients with 4 points, 25.2% of patients with 5 points, and 35.8% of patients with 6 points (*P* ≤ 0.001). For each additional point of the scoring system, the observed 1-year mortality increased in average by 4.3% (Figure [5](#F5){ref-type="fig"}).

![Observed 1-y mortality in patients undergoing deceased donor liver transplantation stratified by the scoring system. For each additional point of the scoring system, the observed 1-y mortality increased on average by 4.3%.](tdx-103-e297-g009){#F5}

Overall 5-year survival for the cohort was 74% with a median follow-up of 11.1 years (95% CI, 10.7-11.4). During the study period, 8244 patients had died (27.1%) and 22 214 (72.9%) were censored. Five-year patient survival was 78% for patients with 0 points, 73% for patients with 1 point, 72% for patients with 2 points, 71% for patients with 3 points, 65% for patients with 4 points, 59% for patients with 5 points, and 48% for patients with 6 points (*P* = 0.001) (Figure [6](#F6){ref-type="fig"}).

![Kaplan-Meier survival curves of all adult liver transplant recipients stratified by their risk score. Pairwise comparisons between groups showed statistically significant differences in 5-y survival except when patients with 2 points were compared to patients with 3 points (*P* = 0.794).](tdx-103-e297-g010){#F6}

DISCUSSION
==========

The most significant finding of this study is that a predictive model that can identify patients at increased risk of perioperative mortality after LT is feasible using clinical variables attainable during the early phase of their evaluations. Because LT is a life-saving procedure requiring advanced clinical and technical skills, this predicting model is not meant to be used in isolation or as a substitute for good clinical judgment. Yet, it could be a valuable instrument for clinicians, administrators, and investigators as an instrument that can provide an objective estimate of the risk of suboptimal outcomes after LT.^[@R25]^

The allocation of liver grafts based on MELD score^[@R26],[@R27]^ prioritizes the sickest patients on the waitlist^[@R27]-[@R29]^ and has changed the characteristics of recipients undergoing LT in the United States and other parts of the world.^[@R30],[@R31]^ Compared to patients who underwent transplantation before the MELD score was implemented, current candidates are older, with more comorbidities^[@R32]^ and higher acuity of liver disease.^[@R1],[@R9],[@R33],[@R34]^ Recent studies have shown that the average perioperative mortality after LT ranges between 5% and 10%,^[@R11]^ but the risk is more significant in patients with high MELD scores,^[@R35]^ several comorbidities,^[@R9]^ advanced age,^[@R36]^ abnormal BMI,^[@R37],[@R38]^ and low performance status.^[@R39]^

One of the common challenges for transplant specialists dealing with the current allocation system is the selection of appropriate surgical candidates. By selecting only patients at low perioperative risk, transplant programs would decline life-saving operations to many individuals who benefit from LT. On the other hand, the selection of very high-risk patients reduces the number of grafts that could be allocated to recipients with a better chance of survival. Finding the balance between these 2 scenarios can be difficult without an objective instrument to stratify patients during the early phases of their evaluations.^[@R25]^

For our model, the C statistics of perioperative mortality risk ≥10%, ≥15%, and ≥20% were 0.95, 0.93, and 0.86, respectively, and for patients with 3 or more points, sensitivity and specificity were 91% and 82%, respectively. These findings are relevant because patients with irreversible liver diseases can only be cured by LT unless unsuitable for surgery. Consequently, the most critical decision to be made is whether or not LT should be performed based on the probability that the patient would survive the operation or not. In many circumstances, this decision is rather straightforward, but for marginal recipients it can be difficult, and despite the best clinical acumen, it can be biased and inconsistent over time. Consequently, a scoring system like the one we are proposing could assist healthcare providers in making more objective decisions during patient selection or in allocating appropriate resources to patients at high perioperative risk.

Several other investigators^[@R2],[@R4],[@R5],[@R9],[@R12],[@R13],[@R15],[@R16],[@R35],[@R40]-[@R43]^ have proposed predictive models to identify LT candidates at increased risk of postoperative death. These existing scoring systems include characteristics that are pertinent to recipients, donors, and quality of the graft and require operative variables that become available only once surgery is completed.^[@R5]^ Therefore, most transplant centers do not rely on these models for the listing potential candidates. Another reason is that the predictive performance of current models is only modest with C statistics ranging from 0.6^[@R3],[@R7]^ to 0.7.^[@R5],[@R8],[@R10],[@R31]^ Compared with existing models, ours has higher C statistics for the identification of patients at the increased risk of 90-day mortality and the advantage of being usable when patients are initially referred for LT. Therefore, it can be used to counsel patients and their families before surgery regarding their specific probabilities of short-term outcomes and expected survival up to 5 years after LT. Last, our scoring system was developed using a large national dataset that makes it more generalizable than other models developed using single-center datasets.

Despite all these advantages, the results of our study should be interpreted with some caution, because the scoring system has not been tested and validated using other cohorts of patients yet. Although the model performed well in identifying high-risk patients, several limitations are worth mentioning in addition to its retrospective design. First, we could only analyze and subsequently develop the model using variables collected in the STAR files. Because the risk of postoperative death depends on other factors that are not collected in the STAR files, we could not study the impact of malnutrition,^[@R44]^ sarcopenia,^[@R45]^ or frailty,^[@R46]^ which were identified as negative prognostic factors by other groups.

Another limitation is that the STAR files did not provide enough information to determine the sequence of events that led to postoperative death. Therefore, we could not assess whether patients expired from complications directly related to technical problems during surgery or had complications caused by preexisting conditions.

From the methodological point of view, our model might be less accurate when used in other populations.^[@R47]^ To address this issue, we are currently evaluating its validity and performance in a cohort of patients who underwent transplantation between June 30, 2013, and December 31, 2017. We also acknowledge that this model was developed using data from patients who underwent transplant surgery. Therefore, our findings might be mitigated by the inevitable selection bias, because only patients who were deemed surgical candidates were included. In addition, the model includes only preoperative variables and consequently does not incorporate the role of decisions made by surgeons and physicians before proceeding to each transplant. These complex decisions could plausibly modify the risks of perioperative mortality as many transplant programs commonly allocate the best grafts to patients with the highest perioperative risk and vice versa.

Also, the primary diagnosis of liver disease and recipient sex were intentionally excluded from the variables used to develop the predictive model, because the inclusion of these characteristics would disadvantage some groups of patients due to their gender or cause of liver failure. Therefore, it is possible that our model might perform differently in females versus males and for different causes of liver disease.

Finally, it is important to point out that this model was not developed for the stratification of patients who are known to be at an increased risk of perioperative death, such as patients who require a redo LT, or patients who undergo split livers or multivisceral transplant surgeries.

In conclusion, using machine learning techniques, we were able to develop a model to stratify the risk of 90-day postoperative mortality of patients referred for cadaveric LT. This model can also predict the risk of 1-year mortality and 5-year survival based only on pretransplant recipients' clinical and demographic characteristics. Although the model has good discrimination for high-risk recipients, a validation study will be necessary to test its performance in a different cohort of LT recipients.
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