The 2-D extrapolation operator in the wavenumber-frequency domain is expanded in a series of Chebychev polynomials. Fourier-type coefficients, depending on the extrapolation step, the frequency and the current velocity, are derived in terms of standard functions of mathematical physics. The inverse Fourier transform to the space-frequency domain then gives an analytical solution of the explicit 0perator, which renders the calculation of filter coefficients a routine matter. Realizable operators are designed by application of suitable spatial window functions. Migration of synthetic zero-offset data is used to illustrate the merits of the analysis.
INTRODUCTION
The theory of wavefield extrapolation in a homogeneous acoustic medium is based on a plane-wave representation of the wavefield. Various analytical schemes, e.g. phase-shift, slant-stack, Kirchhoff and F-K migration, for performing wavefield extrapolation and migration are inherently related to one other (Tygel & Hubral 1989) . A variety of approximations of the one-way wave equation have been discussed by Halpern & Trefethen (1988) , while approximations by finite differences and related methods have been discussed by Dubrulle (1983) . Other techniques of designing explicit spatial convolution operators for wavefield extrapolation in the space-frequency domain have been proposed by Holberg (1988) . The standard problem with explicit operators is stability. The conventional Taylor series method of designing filter coefficients is to match the first N derivatives of the phase-shift operator. To obtain a stable filter it is possible to match fewer than N derivatives, say M < N. A simple ad hoc method is to test different values of M, starting with M = N and decreasing M until a stable extrapolation operator is obtained, as proposed by Hale (1991) . If possible, an alternative method is to start with analytical solutions of the spatial convolution operator, and then design discrete and realizable operators.
Discrete orthogonal transforms have found wide applications in signal and image processing (Elliott & Rao 1982) . Among these, the discrete Fourier transform (DFr) is the one most often used. By means of the DFr it is possible to obtain coefficients of an interpolating trigonometric polynomial of minimum degree that passes through a set of equidistant data points, so values at any prescribed point can easily be estimated. Beaumont, Boyce & Silva (1987) determined the space-frequency response by requiring that plane-wave solutions be reproduced at a discrete set of angles of propagation. However, since the operator must be represented oy a filter acting at the same spatial sampling points, some difficulties arise at low frequencies. Although this may be avoided by increasing the effective sampling interval and interpolation defined in terms of a DFT, the conclusion is that in order to develop the space-frequency response with a minimum cost and complexity, the discrete formulation is probably not the best starting point.
The partial sum of a Fourier series representing a function in an interval provides the best least-squares approximation to the function, in that interval, of any trigonometric polynomial of the same order. It is important to recognize that a least-squares approximation may not be the best uniform approximation to the function. In fact, if a trigonometric polynomial is constructed, by trial-and-error, to fit the graph of a given function, the corresponding Fourier coefficients may not be the best choice. Nevertheless, the Fourier series representing a function in the variable ¢ is identical to an ordinary power series in the variable l; = cos ¢ when arranged in Chebychev polynomials (Conte & deBoor 1972) , so Chebychev polynomials serve as a bridge between Fourier series and power series. In one respect, this merely replaces one problem by another: the inverse Fourier transform should preferably be available in terms of standard functions of mathematical physics. Chebychev polynomials are orthogonal with respect to given weight functions on a finite interval; moreover, the Fourier transform can be expressed in terms of Bessel functions (Abramowitz & Stegun 1972) . Hence, an expansion of the phase-shift operator in terms of Chebychev polynomials warrants closer study, and this is the problem dealt with in this paper.
The phase-shift operator is defined in the wavenumber-frequency domain, and the space-frequency response is given by the inverse Fourier transform. The explicit form of the space-frequency response cannot be given in a closed form, so typically a truncated series representation of the 'band-limited' extrapolation operator must be used. Such an operator implies that the evanescent part of the wavefield is identically equal to zero. An analysis will be given for a single frequency ( w) in a medium with constant velocity of sound propagation (c). By defining kx = k cos¢, where k = w/c, the alternative to a Taylor series expansion in a power series of the horizontal wavenumber (kx), is a Fourier series expansion in cp which is the dip angle of plane waves. The last step will be to convert the Fourier series into a series of Chebychev polynomials (Chebychev economization of power series). Then, to meet a given accuracy, the number of terms of the truncated series is estimated by Parseval's relation (least-squares approximation). To obtain the space-frequency response, the inverse Fourier transform of each term in the series is derived. It is demonstrated that each term of the convolution operator can be given in a closed form, which renders the calculation of the filter coefficients a routine matter.
CHEBYCHEV SERIES EXPANSION
Consider the extrapolation operator (E) at frequency ( w) in a medium with a constant velocity of sound propagation (c). The vertical extrapolation step will be denoted by Llz. Then, in the wavenumber domain (kx), the band-limited extrapolation operator is
when lkxl ~ k = w/c, while E = 0 otherwise. The pro6lem is to determine the space-frequency response, or the inverse Fourier transform of the band-limited extrapolation operator: (Orszag 1972 ) is a candidate to determine a finite number of complex coefficients (hn) such that
n=-N
where Llx denotes a horizontal spatial sampling interval. This yields an explicit extrapolation filter, but the pseudo-spectral method is limited in several ways. If the problem is not naturally periodic, it must be reformulated to a periodic setting. In addition, grids must be uniform. With a fixed grid size, this method is complicated by the existence of the evanescent field, where the transfer function H(kx) is no longer of unit modulus, and the approximation of E(kx, Llz, w) by H(kx) breaks down. In a paper by Beaumont et al. (1987) , the coefficients (hn) have been shown to reproduce plane-wave solutions at a set of discrete angles. This procedure involves interpolation to obtain the filter coefficients acting at the same sample points. Although this may be computationally simple, this process contains several adjustable parameters, so the discrete approximation may not be the best starting point. Given the band-limited extrapolation operator (eq. 1) on the interval lkxl ~ k, a 2k-periodic function can be constructed artificially. This function may be represented by a Fourier series with an infinite number of terms, which yields the best least-squares approximation to the exact extrapolation operator when lkxl ~ k. In this way it is possible to eliminate computational artefacts which are inherent in the discrete Fourier transform formulation.
Cylindrical Bessel functions of the first kind and integer order, Jn(z) , are Fourier coefficients of the function (4) which follows from formula (9.1.41) in Abramowitz & Stegun (1972) . With z = kilz and kx = k cos¢, where 0 ~ cp ~ :~r, the real part of the phase-shift operator ( eq. 1) can be written
and the imaginary part 
n=O where Yo= 1 and Yn = 2 otherwise, and the imaginary part
n=O Note that the extrapolation step (ilz) makes its appearance only through the (Fourier) coefficients Jn(kilz ).
PARSEVAL'S RELATION
The behaviour of the coefficients l 11 (kilz) for n = 0, 1, ... , at fixed values of the dimensionless parameter kLlz, is well known (Abramowitz & Stegun 1972) . The magnitude of the coefficients is rapidly decreasing as the order n increases, although the rate of decrease depends on kAz. Moreover, Jn(ktiz) oscillates with positive and negative values when n < kt::.z, with no zeros for n > kAz. Hence, it is anticipated that the number of 'non-zero' terms in the Fourier series is equal ton= kt::.z, but to obtain a more precise estimate, an analysis based on Parseval's relation will be elaborated. Parseval's relation (Conte & deBoor 1972) yields (9) which, by the addition theorem for Bessel functions equals one, cf (9.1. 76) in Abramowitz & Stegun (1972) . Consider any partial sum @m of the series (eq. 9), namely,
n=O which is known as Bessel's inequality. It follows that the sequence @m is bounded above, and is monotonically increasing. The difference between the two sides of eq. (10) is a measure of accuracy ( e > 0) of the approximation. One way of determining whether @m is close enough, is to sum the squares of Jn(kt::.z) and check if 11-@ml s e; if not, add more terms to obtain the desired accuracy. The sequence @m is computed in steps of kAz = jn:, where j = 1, 2, ... , 5 and m s 20, and then 11-@ml is displayed in Fig. 1 . If e = 10- Then , iff :5100Hz, it is sufficient with m s 20 terms, but since the number of non-zero terms in the Fourier series is a function of the frequency, this may not be the best estimate.
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When e and kAz are specified, it is difficult to find a closed formula, say m = M(e, kAz), which yields the optimal number of terms. As a rule of thumb, m should be reasonably large. The minimum value m = 2kt::.z should be sufficient, although direct inspection of Fig. 1 may be the best alternative. · A series expansion of E in orthogonal polynomials is the best least-squares approximation to its exact value, where (12) The right-hand-side of eq. (12) is nothing but 11-@ml =::; E, so e is a suitable criterion for testing whether the mth partial sum is a good least-squares approximation or not. This does not necessarily imply that eq. (12) yields an acceptable 'pointwise' approximation of the series; in fact, a Fourier series may fail to converge. With reference to eq. (10) and to formula (9.3.1) in Abramowitz & Stegun (1972) , it follows that llnCkAz)l = O(n-n) when n~oo, the other variables being fixed, so uniform convergence; of Em is assured.
SPACE-FREQUENCY RESPONSE
To obtain the space-frequency response, say W(x, Az , w), where x is the horizontal coordinate, the inverse Fourier transform of each term in the series of eqs (7) and (8) 
PorsevoL-s relolLon Consequently, in order to find the inverse Fourier transform, a series expansion of the real part of the extrapolation operator in terms of Legendre polynomials may be more practical. In fact, according to a Taylor series expansion of the band-limited extrapolation operator (Berkhout 1980) , the real part of the inverse Fourier transform is given in terms of spherical Bessel functions of integer order, while the imaginary part is given in terms of cylindrical Bessel functions of integer order.
Chebychev polynomials and Legendre polynomials are inherently related to each other, i.e. Chebychev polynomials of order n can be written as a sum of Legendre polynomials of order m :s n. It follows that the real part of the extrapolation operator (eq. 7) can be expanded in a series of Legendre polynomials. Once the coefficients in the series expansion are known, the inverse Fourier tr;msform can be computed in terms of spherical Bessel fun~tions, and the space-frequency response follows by summation of series. The algebra is straightforward, but rather tedious (elaborated in the Appendix).
By substituting kx = k cos q>, making the Fourier partner equal to xk, the extrapolation operator.'
where the real part can be written
n=O and the imaginary part
The coefficients u 2 n are given by (18) where coefficients b 2 j.Zn are given explicitly in the Appendix. On the other hand, the coefficients Vzn+I are simply
Although eq. (18) has an infinite number of terms, the original series solution with (Fourier) coefficients Jn(k~z)~o as n~oo, so the series (eq. 18) can be truncated without introducing severe error. No attempts have been made to determine the optimal number of terms in the truncated series as a function of the parameter k~z.
STABILITY AND APERTURE
The domain of influence of depth extrapolation is related to the length of operator in the space-frequency domain, but whatever the length, Gibbs' phenomenon will inevitably be in evidence. To reduce this artefact, a spatial window w(x) is introduced. No window can be declared best in all respects, so a cosine-window for lxl :S L/2,
may be appropriate. There are three parameters that must be carefully chosen in order to control truncation errors and phase errors, namely, the extrapolation depth step ~z, the trace interval ~ and the time step ~t. Let L = N ~x and T = M M denote the record lengths. To obtain full aperture c~t~~. i.e. N~M(L/cT), or given L=3km, T=2s, c = 1 km s -I and M = 64, then N ~ 96.
Truncation and discrete sampling typically result in distortions which degrade the extrapolated wavefield, but more important is the stability of the scheme, i.e. the modulus of the transfer function in the wavenumberfrequency domain. The simplest way to test this is to perform a discrete Fourier transform of the truncated and windowed space-frequency response w(x) W(x, ~z, w ).
The result is displayed in Fig. 2 for f = 12Hz. With the parameters given above, the Nyquist wavenumber is The behaviour close to kx = k is reminiscent of Gibbs' phenomenon, which cannot completely be eliminated. Fig. 3 illustrates the present approximation to the phase-shift operator E(kx, ~z, w), the magnitude is displayed in Fig.  3(a) , and the phase error is displayed in Fig. 3(b) . In the latter case the aperture is limited to 181 :s 72°, and correspondingly the phase error is be :s 0.5°. Hence, over a wide range of propagation angles the phase errors are small, and furthermore comparable with those associated with the extrapolation scheme of Hale (1991) . Truncation without windowing leads to ripples in the amplitude spectrum which may cause instabilities after many downward continuation steps. Nautyal et al. (1993) have demonstrated that instability caused by spatial truncation of the explicit operator can be remedied by applying an appropriate spatial window. However, stability is achieved only at the expense of accuracy. Choosing a spatial window function involves a trade-off of leakage into the evanescent part of the wavefield against smooth spectral response and computational efficiency. In general, the magnitude of the phase-shift operator within the actual aperture can be written
where the error is typically £ = 0(10-4 ), or less. Even though the cosine-window (eq. 20) has small side lobes and is convenient to use, a weighting function that has even 1 • 2 30 90 15: 50
wavenumber (c~cles/kml better side-lobe characteristics is the Dolph-Chebychev window (Harris 1978) . This window function minimizes the bandwidth while forcing all side lobes to be below a specified level. Another candidate is the discrete prolate spheroidal filter, which is superior to other finite impulse response filters because it has maximum energy concentration in the passband and minimum ringing in the spatial domain (Slepian 1983 ). Application of a spatial window implies a convolution in the wavenumber domain, and Nautiyal et a!. (1993) have proposed that stability is achieved only if the corresponding spectral window, or Fourier transform, is non-negative for all horizontal wavenumbers.
SYNTHETIC DATA
Zero-offset migration of a seismic section may serve as an illustrative example for demonstrating the merits of the proposed construction of the extrapolation operator. Let (x, z) and t be Cartesian coordinates and time, respectively, and assume that a zero-offset surface wavefield is given by
where s(t) is the seismic signal and t 0 > 0. In the space-frequency domain the extrapolated wavefield for z ~ 0 is obtained by a spatial convolution operator (Berkhout 1980) , and the zero-offset migrated section is given by imaging at time equal to zero. Depth extrapolation is performed for each frequency independently by convolving the operator, eq. (15), with the seismic wavefield. The filter coefficients have been computed and tabulated as a matrix Wnm = W (nllx, Llz, mllw) . A depth model consists of two homogeneous layers with velocities c 1 and c 2 , respectively, and a horizontal refractor at depth h 0 . If h 0 >c 1 t 0 , the impulse response is confined to the upper layer (semi-circle smile). Let /3 1 and /3 2 denote the ray angles in the upper and lower layer, respectively, measured from the vertical axis. Rays penetrate into the lower layer according to Snell's law where sin /3 2 = (c 2 /c 1 ) sin /3 1 • If h 0 <c 1 t 0 and c 1 >c 2 , the impulse response is only slightly modified as compared with a constant velocity case, although a discontinuity in slope at z = h 0 is present. On the other hand, if cos /3 1 < h 0 / c 1 t 0 and jsin /3d> cdc 2 , an evanescent field or 'shadow region' in the upper layer occurs when (23) The impulse response, in the pure geometrical sense, is then not a continuous curve, as indicated in Fig. 4(a) , where t 0 = 1.25 s, h 0 = 0. 75 km, c 1 = 1 andc 2 = 2 km s-1 . The apex of the impulse response is at zA = c 2 t 0 -(c 2 /c 1 -l)h 0 , which in the present case equals zA = 1. 75 km. Superimposed on this figure are some ray paths and the shadow region. Finally, a portion of the semi-circle smile is given by the dashed curve.
Application of the new extrapolation operator is shown in Fig. 4(b) . The surface wavefield, eq. (22), was extrapolated to a maximum depth of 2 km when Az = 0.01 km (the number of depth steps equals 200). A zero-phase Ricker wavelet is used as input, i.e. s(t) is the second derivative of the function exp[-2(t/t 1 ) 2 ], with t 1 =0.05s. Then, if L = 3 km, T = 2 s, M = 64 and N = 96 as before, aliasing is modest. Using a filter length of 49 and the local velocity during extrapolation, the migrated section with the characteristic smile is displayed in Fig. 4(b) . Although changing the velocity abruptly across the refractor may not be the correct approach, this example demonstrates that it is possible to design an explicit extrapolation operator which migrates waves up to 75° at a surprisingly low effort.
To indicate a more realistic case, a 2-D zero-offset (one-way) section has been constructed by means of Kirchhoff's integral (Schneider 1978; Berryhill 1979 ). The depth model consists of two homogeneous layers with velocities c 1 = 1 km s-1 and c 2 = 1.5 km s-1 , respectively . The discontinuous horizons consist of segments of solid Jines as indicated in Fig. 5(a) . The synthetic section is superimposed on this figure (where z = c 1 t). The outcome when N = 128 and 8z = 0.01 km is depicted in Fig. 5(b) . The agreement as compared with the true velocity-depth model is good, although the steep dip events in the centre of the second layer are not imaged because of aperture limitations in the forward modelling scheme (no reflection energy from these events is present in the zero-offset section).
DISCUSSION
Wavefield depth extrapolation can be performed in the space-frequency domain by means of explicit schemes, i.e. spatial convolution using symmetrical finite-length filters. It is possible to optimize the coefficients of these filters by a non-linear least-squares method, but closed-form solutions for the filter coefficients are not generally available. As such, one must resort to iterative methods, which require cumbersome numerical integration. In the implementation of the optimization method two functions are important: the objective function, which makes the actual error as small as possible, and the constraint, which takes care of the requirements of stability. If efficiency in constructing filter coefficients is important, then alternative methods are available. One such method is based on a Fourier series representation of the extrapolation operator in the wavenumber-frequency domain. The Fourier coefficients are then given by functions of mathematical physics, and the inverse Fourier transform, which yields the space-frequency domain response, is also available in terms of simple analytical functions . The present approach to designing explicit spatial operators is a viable alternative to other methods described in the literature. Each method has specific merits, and since no approximation of the extrapolation operator can be said to be best in all respects, it is not easy to interpret the details . But whatever the criterion, a simple solution may help the seismic analyst to design a filter that can be modified easily during the process of downward continuation of the seismic wavefield. In the approach chosen here, a Fourier series representation of the band-limited extrapolation operator, the filter coefficients are given in closed form. Then, in principle, exact representations are feasible, although truncation and discrete sampling are inevitable in any application. To compensate for these limitations, window functions that reduce spectral leakage are used to taper the operator to zero at the edges. The choice of good window functions is important, but probably not critical, for engineering and geophysical applications. Moreover, in order to speed up the calculation of the convolution, which strictly requires a weighted sum of all the coefficients for each extrapolated value, it is possible to truncate the weighted sum to a few terms and cover up the error caused by omitting terms by tapering the weights that are used. The most obvious consequences are loss of aperture or dip limitations.
Migration by the phase-shift method (Gazdag 1978 ) yields accurate results for lateral uniform media . In the presence of lateral velocity variations, the exact wave extrapolation operator (eq . 1) is no longer valid. Exact solutions are not available and, in one respect, there . seems to be no way out of that difficulty. A method based on phase-shift plus interpolation has been proposed by Gazdag & Sguazzero (1984) , while a generalized phase-shift method has been introduced by Kosloff & Kessler (1987) . This approach , which is valid for media with an arbitrary velocity structure, is based on Chebychev expansion of a formal matrix extrapolation operator. On the other hand, the Chebychev series expansion in the present approach is used to obtain the space-frequency representation of the phase-shift operator at a single velocity only. Consequently, it may be possible to perform depth extrapolation by using the local (constant) velocity. Whether this is a reasonable approach in a real multilayer model cannot easily be demonstrated, since a correct 'physical' description of multilayer models may include velocity transition zones across each layer. Finally, the bandwidth of the phase-shift operator is proportional to the wavenumber k = w/c, so the effective length of the extrapolation operator in the space-frequency domain becomes progressively shorter as k increases. Hence, for a fixed frequency ( w), the error caused by truncating the spatial operator depends upon the local velocity.
CONCLUSIONS
Explicit operators for depth extrapolation of seismic wavefields may be derived directly from Fourier series of the band-limited extrapolation operator. The important fact is that by an expansion in terms of Chebychev polynomials, the Fourier series solution can be truncated to a relatively small number of terms without introducing severe errors. To be sure, the number of terms cannot be fixed, since the magnitude of the Fourier coefficients depends upon the dimensionless parameter kl1z, where k = w/c is the wavenumber and 11z is the extrapolation depth step. Fourier series expansion is the best approximation in the least-squares sense, so the precise number of terms to meet a given accuracy can be estimated by means of Parseval's relation.
In order to obtain closed solutions, in terms of standard functions of mathematical physics, the real and the imaginary parts of the band-limited extrapolation operator have been treated in a slightly different manner, expansion in Legendre and Chebychev polynomials, respectively. Owing to the assumption of a band-limited extrapolation operator, the operator is of infinite duration in the space-frequency domain, regardless of whether it is represented by an infinite series or not in the wavenumberfrequency domain. Truncation of the operator to finite spatial duration may cause instability, but window functions are used to produce realizable operators. The penalty is loss of aperture, but by a proper selection of window functions it is possible to control the maximum aperture. The advantage of this new approach is the simple construction of the explicit 2-D spatial extrapolation operator in terms of standard functions of mathematical physics; in fact, calculation of filter coefficients during depth extrapolation is realistic.
and 13m= !(2m+ 1). Finally, given ~m(x) from eq. (A1), then 
(AS)
Because the actual polynomials are even or odd when the order n is even or odd, it follows that a 2 n.zm+l = a 2 n+1,2m = 0, with similar relations for bnm and Cnm·
Substituting the results, eq. (A4), into the real part of the extrapolation operator, eq. (7), it follows that The result can be written where the (Fourier) coefficients are simply J 2 n+ 1 (kAz).
