Feature selection has become an indispensable part of intelligent systems, especially with the proliferation of high dimensional data. It identifies the subset of discriminative features leading to better learning performances, i.e., higher learning accuracy, lower computational cost and significant model interpretability. This paper proposes a new efficient unsupervised feature selection method based on graph centrality and subspace learning called UGFS for 'Unsupervised Graph-based Feature Selection'. The method maps features on an affinity graph where the relationships (edges) between feature nodes are defined by means of data points subspace preference. Feature importance score is then computed on the entire graph using a centrality measure. For this purpose, we investigated the Google's PageRank method originally introduced to rank web-pages. The proposed feature selection method has been evaluated using classification and redundancy rates measured on the selected feature subsets. Comparisons with the well-known unsupervised feature selection methods, on gene/expression benchmark datasets, demonstrate the validity and the efficiency of the proposed method.
Feature selection algorithms can be categorized into (1) supervised/unsupervised methods according on whether 28 the data are labeled or not, (2) filter/wrapper/embedded methods according to the degree of learning involvement Feature selection (MRSF) (Zheng et al., 2010) , characterize the manifold structure by graphs where nodes are the data 33 instances. The Laplacian Score and SPFS use metrics to rank features, while MCFS and MRSF rank features based 34 on a multi-output sparse regression. These methods rank features by capturing the manifold structure in a given graph. 35 Thus, their efficiency depends strongly on the instances graph design. Unlike the previous graph-based methods, the 36 supervised EigenVector Centrality for Feature Selection (ECFS), maps features into a graph and ranks them by the 37 Eigenvector centrality measure (Roffo & Melzi., 2017) . The graph design proposed by ECFS is based on pairwise 38 relationships between features and some basic statistical metrics to define discriminative features (mutual information, 39 Fisher score, and the standard deviation). Hence, it neglects the manifold structure preservation and does not exploit 40 the features combination potential. Moradi & Rostami. (2015) represented the set of features by a weighted graph, 41 where features similarities, measured by Pearson product-moment correlation coefficient, are graph edges. Then, 42 investigated the Louvain community detection algorithm to identify the feature clusters. Finally, a centrality measure 43 is proposed to filter and rank features. This graph-based method demonstrated competitive results. Nevertheless, it 44 is slow and addressed more feature redundancy than relevance. Despite the centrality measures popularity in graph 45 theory and their efficiency in scoring and ranking nodes according to their topological importance and roles within the 46 graph, the ranking still depends on the graph design. 47 In this research, we propose a new unsupervised feature selection method called 'Unsupervised Graph-based Fea-48 ture Selection' (UGFS), which outputs the features ranking vector. We investigated the Google's PageRank centrality 49 measure (Gleich, 2015) , to analysis feature graph structure and attribute to each feature an importance score. We also 50 addressed the problem of defining the relationships between features, in order to establish the feature graph structure.
51
This graph is designed by means of the 'subspace preference clusters' concept, which is driven from subspace learning 52 and supports the PageRank to highly score the relevant features for classification problems.
53
This paper is organized as follows: Section 2 presents related works and Section 3 describes the mathematical 54 framework. In Section 4, the details of the proposed unsupervised graph-based method are given. Experimental 55 results are depicted in Section 5. Finally, Section 6 concludes the study and presents perspectives. The high-dimensional data analysis methods attempt to reduce the number of treated features by (1) a preprocess-58 ing step in which relevant features are selected and/or highly scored and (2) adapting learning algorithms to consider 59 feature subspaces in the learning task. This section overviews the unsupervised methods, both in the feature selec-60 tion field and in subspace learning. Then, it presents the well-known graph centrality measures which are a key 61 contribution of this study. The two families of unsupervised feature selection methods are filters and embedded. Filter methods are univariate 64 as they scored features individually and neglected the features interaction potential (Somol et al., 2005) . Features are 65 evaluated according to filter criteria such as variances among features in MaxVar (Krzanowski, 1987) and Laplacian 66 score (He et al., 2005) . In contrast to univariate methods, multivariate methods have been proposed as spectral 67 feature selection (SFS) (Zhao & Liu, 2007) . Such algorithms preserve the manifold structure of data, but they do not 68 investigate discriminative information.
69
Several levels of embedded methods have been proposed, which differ in terms of the used learning algorithm and 70 in which step it is used. TraceRatio (Nie et al., 2008) and Unsupervised Discriminative Feature Selection (UDFS) 71 (Yang et al., 2011) are the simplest embedded algorithms. They capture the manifold structure of data by performing a 72 fit learning to highly score the most discriminative features. Nevertheless, these algorithms present some limitations. 
is the Euclidean distance between two data points x p , x q ∈ X and the dist p : X × X → R 124 is a metric distance function between projected points.
125
Our aim is to develop a new feature selection algorithm which maps features into an undirected graph. Let 
The function φ can be a binary function as it can weight nodes composing the graph via several metrics. Several studies have demonstrated the capacity of subspace preference to deal with high-dimensional spaces (El-132 hamifar & Vidal, 2013; Parsons et al., 2004; Vidal, 2011; Böhm et al., 2004) . In this study, we use the subspace 133 preference clusters among features (Böhm et al., 2004) to define relationships between features.
134
Subspace preference cluster is a set of points belonging to the same dense regions called 'density connected 135 points', which are associated to a set of features called 'subspace preference vector'. Subspace preference clusters are 136 sets of points with small variance along one or more features, i.e. a variance smaller than a given threshold δ ∈ R.
137 Let x p ∈ X a data point and k ∈ N. The variance var i (NN k (x p )) along a feature x i is defined as follows:
where NN k (x p ) define the set of k−nearest neighborhoods of an object x p ∈ X.
139
The feature subspace preference associated to the data point x p ∈ X is the set of features with var i (NN k (x p )) ≤ δ, for each node in a graph.
150 Let x and p two nodes in a graph G, the PageRank of x is given as follows:
where c is a damping factor which takes its value in [0, 1] (typically 0.85), Pnt in (x) is the set of nodes pointing to 152
x and Pnt out (p) the set of nodes pointed by p and |Pnt out (p)| is its cardinality. The PageRank operated on the directed 153 graph and its value for a given node is computed iteratively based on PageRank of nodes pointing on it. In order to 154 deal with undirected graphs, some variants of PageRank have been proposed (Avrachenkov et al., 2015; Zhang et al., 155 2016). In our study, we used the basic version of the algorithm. The PageRank vector is a stationary distribution of 156 special formed Markov process, more details about its convergence are given in (Gleich, 2015) . if the subspace S p preserves the local densities into the projected neighborhoods of the data point x p , then features 169 composing S p are the most relevant for the cluster of x p . That is, the edges linking those features must be created.
170
The potential function associated to the graph G is given by:
where x i , x j ∈ S p and δ ∈ R is a variance threshold.
172
More details about the definition of feature relationships and graph design are given in algorithm 1 3 .
173
Finally, UGFS applies the PageRank system as a centrality measure of graph G, then features are ranked according 174 to their PageRank score. The source code will be posted on line to provide the needed material for the use of UGFS.
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Algorithm 1 : Feature Graph design Input: Observed data X = {x 1 , . . . , x n }, k, δ.
Output: G undirected graph of features.
1: Compute NN k (x i ), with i = 1, . . . , n.
2: Compute Var j (NN k (x i )), with i = 1, . . . , n and j = 1, . . . , d (see section 3.2; equation 2).
3: A(i, j) = 0, i = 1, . . . , d and j = 1, . . . , d.
4: for i = 1 : n do 5:
for j = 1 : d do 6:
if Var j (NN k (x i )) ≤ δ then 7:
Var Binarized (i, j) = 1 8: 
The redundancy rate of a given feature subset S , is given by:
where d is the size of feature dataset and x i , x j ∈ S . Large values of RED(s) means that features of the subset S 186 are significantly correlated. parameter. k−means initial centroids choice influences highly its accuracy, that is why we use k−means++ algorithm 191 to choose the centroids initial values.
192
Best feature ranking is then demonstrated by minimization of the evaluation criteria, except the classification rate 193 where higher values indicated the features relevance and their ability to discriminate classes. 
208
Note that, all these algorithms are unsupervised, except the ECFS, which analysis feature graph to rank them. We 209 compare UGFS with ECFS in order to validate the proposed graph design. We are interested in data scenarios where the dimensionality of the input space is much larger than the data size, 212 so-called High Dimension Low Sample Size (HDLSS) datasets (Zhang & Lin, 2013 We compared the developed method (UGFS) to different feature selection methods (Laplacian Score, UDFS,
218
LLCFS, CFS, SFS, and ECFS) using the 4 datasets. Figure 1, 2, 3 The effectiveness of the UGFS method to highly score the relevant features is demonstrated for both SVM and 224 k-means classifiers, where we obtain high classification rates for the firsts features (150 features for colon datasets and 225 500 for both leukemia and ovarian cancer). These results are confirmed in Table 3 and 4, where we summarized the 226 classification rate (ACC), the standard deviation (STD), the redundancy rate (RED) and the selected number of features (# features). We notice that considering the smallest number of features and the stability of the classification rate (via 228 STD values), classifiers based on UGFS ranking obtain, generally, good classification rate and a low redundancy rate.
229
The ECFS algorithm, which is a supervised method, allows in most cases the best classification rate. However,
230
it uses usually a large number of features. Therefore, it is not efficient in ranking relevant features. Note that, in this study, the considered datasets are real-world data characterized by low linear correlations between 237 their features. This explains the small variations in the redundancy rates based essentially on linear pairwise feature 238 correlations ( Table 3 and 4).
239
In order to assess the differences between UGFS and other methods regarding the size of the retained features 240 subsets (reported in tures are mapped in an undirected graph using subspace learning, where data manifold structure is preserved. We used 257 the prestigious Google's PageRank system as a centrality measure for ranking features by means of their importance 258 and topological roles in the graph. Graph-based methods and centrality measures exploit the feature combination 259 potential, although their effectiveness depends on the graph design. Therefore, we defined in this paper a novel fea-260 ture relationships measure based on subspace learning, it linked the features which their interaction discriminated the 261 classes. Then, PageRank assigned higher scores for the most relevant features and found the smallest feature subset 262 guaranteeing the best precision.
263
Experimental results on real-world high dimension low sample size datasets demonstrate the effectiveness of our 264 method (UGFS) against the existing unsupervised algorithms. The subsets selected by UGFS are almost the smallest, 265 and they support classifiers to achieve higher classification rates in a lower runtime.
266
In the future, we plan to further investigate the following aspects of UGFS: 1) the graph direction will be consid-267 ered and constraints will be added to avoid outliers and noisy data. 2) UGFS has one parameter to tune, therefore we 268 plan to investigate the density threshold tuning and use a learning method such as 'association rules' to extract feature 
