Digital holography is an imaging technique that enables recovery of topographic 3D information about an object under investigation. In digital holography, an interference pattern is recorded on a digital camera. Therefore, quantization of the recorded hologram is an integral part of the imaging process. We study the influence of quantization error in the recorded holograms on the fidelity of both the intensity and phase of the reconstructed image. We limit our analysis to the case of lensless Fourier off-axis digital holograms. We derive a theoretical model to predict the effect of quantization noise and we validate this model using experimental results. Based on this, we also show how the resultant noise in the reconstructed image, as well as the speckle that is inherent in digital holography, can be conveniently suppressed by standard speckle reduction techniques. We show that high-quality images can be obtained from binary holograms when speckle reduction is performed.
Introduction
The idea of recording and reconstructing holograms digitally was proposed in early studies by Goodman and Lawrence [1] , Konrod et al. [2] , and Yaroslavskii [3] . In later years, it was further developed by Schnars and Juptner [4] . In digital holography, a coherent reference wave is incident on a twodimensional (2D) image sensor, where it forms an interference pattern with coherent light reflected or transmitted through an object of interest. The resulting interference pattern, called the digital hologram (DH), contains encoded information about the threedimensional (3D) topographic features of the object. The DH can be transmitted remotely to another place and the 3D object can be reconstructed and displayed remotely. This information can be analyzed with numerous digital processing methods. The advantage of numerical processing has helped digital holography become a fast growing field with numerous applications including aberration-compensated phase-contrast microscopy [5, 6] , shape measurement [7] , and 3D display [8] . Recently, the resolution of CCD/CMOS sensors has increased significantly and with it, so, too, has the computational requirement of a digital holographic imaging system. The bandwidth needed for transmission of holograms from one point to another has also increased, and hence compression of digital holograms has been an active area of research [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . In this context, the quantization of the hologram and the effect on the reconstructed images has been studied before.
Reducing the number of quantization levels to represent the hologram has various advantages. It directly reduces the memory requirement of the hologram, and combined with suitable processing and hardware, can decrease the computational requirement of the digital imaging system [9] . A quantized hologram also can be compressed effectively. However, as a side effect, the quantization introduces a quantization noise in the hologram and the reconstructed image. This can have an adverse effect on the quality of the reconstructed intensity for 3D display applications, and on the fidelity of the phase information, in the case of digital holographic microscopy. The advantages and disadvantages of quantization in digitally recorded holograms in various recording architectures have been discussed by a number of authors. Naughton et al. [10] have demonstrated the effectiveness of quantization in combination with lossy and lossless compression techniques for transmission and storage of digital holograms. A networked "real time Fresnel field transmission system" was developed by the authors in [11] to test different compression algorithms. They obtained the complex wavefield by phase shifting, and then quantized and compressed the real and imaginary parts separately. In [12] , quantization of the real and imaginary parts of the complex hologram values (obtained from phase shifting) was studied in combination with lossless and lossy compression techniques. In [13] , reconstruction from pure phase objects was studied, and perceptible reconstructions were achieved by using a 1 bit (binary) representation level. Various other quantization schemes were developed and studied by Shortt et al. [14] [15] [16] . An in-depth simulation and experimental study on the effect of quantization in phase-shifting digital holography was performed by Mills and Yamaguchi [17] , in which the individual phase-shifted interferograms were quantized before calculation of the complex wavefield. They found the use of 4 bits for hologram quantization to be adequate for "visual recognition" of the reconstructed images. They also mentioned that using 2 bits per pixel (4 levels) gives noisy reconstructions. In phase-shifting digital holography, Darakis et al. studied the effect of compression in the individual interferograms, the complex hologram, and the reconstruction [18, 19] . Also see [20] for a survey on quantization in holography.
The lowest quantization one can achieve directly is 1 bit per pixel, the binary hologram. This rate introduces appreciable noise in the reconstructed image. If the noise in the reconstructed image can be reduced, there are several advantages of using binary holograms for display and projection applications. Ferroelectric binary spatial light modulators (SLMs) have very fast switching rates (up to 10000 fps) and can display holograms at a fast frame rate. Binary holograms occupy considerably less memory (90% less than an 8 or 12 bit per pixel hologram). Also, in principle, it is faster to acquire binary holograms. Such advantages of optical setups employing binary SLMs have been shown in [21, 22] . Another imaging strategy employing binary sensors and compressive sensing was recently shown in [23] .
In the 1960-70s, various authors studied the influence of quantization arising from the finite printer resolution in computer generated holograms and their efficiency [24] [25] [26] . In [27] , Powers and Goodman derive the probability of error in holographic memory employing computer-generated holograms when there is a quantization error in the hologram plane. Binary holograms were carefully studied [28] because of the ease of printing, and new methods were developed for synthesis of binary CGHs [29] .
The main contributions of this paper are:
• We analyze quantization noise in lensless Fourier digital holographic imaging. In this architecture, the reconstruction is obtained by a single discrete Fourier transform (DFT) of the recorded hologram. We believe that the results can be extended to the Fresnel case. To the best of our knowledge, this is the first time that quantization has been studied for the lensless digital holography architecture. Furthermore, our system is off-axis. Off-axis is preferred over phase-shifting techniques for imaging dynamic events, as it involves a single capture.
• We derive a simple theoretical model that predicts the effect of quantizing the digital hologram on both the intensity and phase values of the reconstructed image.
• We confirm the theoretical model, using experimental results that closely agree. In those instances where they do not agree, we observe, for the first time in digital holography, the phenomenon of banding that occurs in highly quantized signals [30] .
• Following from our theoretical model, we propose and experimentally validate a method to reduce the noise in the reconstructed intensity resulting from quantization, using a speckle-reduction technique. This method has the added advantage of also reducing speckle inherent in holographic imaging.
• Additionally, we briefly mention the other noise sources that can occur in DH imaging, such as channel noise, shot noise, thermal noise, and computational noise, and we discuss methods for reducing their influence using what we refer to as "speckle reduction-like approaches."
In Section 2, we discuss the basics of off-axis lensless Fourier digital holography and our experimental setup. In Section 3 we develop our theoretical model and compare it with experimental results. Finally, in Section 4, we reduce this error and the inherent speckle noise by adding multiple reconstructions and quantifying the reduction, and give a brief conclusion.
Lensless Digital Fourier Holography

A. Theory
Lensless Fourier digital holography involves the interference of the object wavefield with a spherical reference wave originating from a point source located at the same distance away from the sensor as the object. A lensless Fourier digital hologram can be represented by a sum of four interference terms. If O and R represent the reference wave field and the complex amplitude of the object wave at the hologram plane respectively, then the hologram, H can be represented by
For simplicity, we use a one-dimensional (1D) representation. The hologram, H, contains the object information, O, in the third term. When the reconstruction operation is performed on H, the other three terms contribute to the zero-order noise and the twin image. Here we briefly describe the reconstruction process in Fourier digital holography. For a thorough evaluation, we refer the reader to [31] . The relationship between the wavefield at the hologram plane, O, and the object plane, o, is given by the Fresnel transform under the paraxial approximation:
The reference wave from a point source displaced laterally by ξ and placed at a distance d away is represented by R ¼ expð iπðx−ξÞ 2 λd Þ. The reconstruction can be written as
The Fourier transform of the reference beam is a Dirac delta function, δðx 0 Þ. As long as oðx 0 Þ has a finite extent and ξ is sufficiently large, we can expect the latter two terms to be spatially separated from the first two terms, which are known as the zeroorder terms and which occupy an area in the center of our reconstruction. In this way, the complex object wavefield oðx 0 Þ can be recovered. The reconstructed complex image, aside from a quadratic phase factor, is thus given by the inverse Fourier transform of the hologram. This is achieved by calculating the discrete Fourier transform (DFT) using the FFT algorithm. A comprehensive analysis of the extent of these four terms in Eq. (3) can be found in [31] .
When a digital hologram is acquired with a discrete CCD/CMOS sensor and reconstructed digitally, at least four physical effects impact on the image formation and image quality in the reconstruction plane. They are:
1. The camera aperture size, which determines the point-spread function of the imaging system.
2. The averaging effect on the individual pixels due to their finite area. a. Averaging in the final complex image, in the case of a Fresnel holographic imaging system. b. A sinc amplitude modulation in the reconstruction plane, in the case of a Fourier or lensless Fourier imaging system.
3. The sampling rate of the 2D image sensor, which results in repeating copies of the image in the reconstruction plane.
4. The quantization of the pixel values, i.e., the pixel values are quantized in accordance with the bit-depth of the memory registers in the detection system. The bit-depth of the camera is typically 8-12 bits per pixel.
The effects of the first three physical effects on the reconstructed image have been well studied and analyzed [32, 33] . The fourth effect is studied here.
B. Experimental Setup
A schematic for the experimental setup for lensless Fourier digital holography is shown in Fig. 1 . We use a Mach-Zehnder interferometer employing a diode-pumped solid state laser (λ ¼ 785 nm) to record off-axis lensless Fourier digital holograms. The spherical reference beam is generated by placing a lens (focal length of 10 cm) in the path of a plane-collimated reference beam such that the lens generates a point source at the same distance as the object is from the camera. We use a 12 bit camera (AVT Firewire) with pixel pitch 6:45 μm and size 1040 × 1392 pixels for recording. Using this experimental setup, we record a lensless Fourier hologram of a 2D object, a USAF resolution chart. Since we are studying quantization, we intentionally use the full dynamic range offered by the camera by adjusting the power in the beams. This results in some saturated pixels. The percentage of saturated pixels is 0.5%, and thus has little effect on the reconstructed image. This hologram is quantized at 12 bit precision by the camera and is our benchmark hologram for comparing the effect of further quantization. 
A Model for Quantization Noise in Fourier Digital Holography
A. Noise Due to Quantization in the Hologram Plane
The image acquired by any digital image sensor is in a quantized format. It can be further quantized computationally to suit the needs of the application, e.g compression. In this paper, we base our experimental results on digital holograms that are obtained by digitally requantizing our benchmark 12 bit hologram to a reduced number of quantization levels. We use the following notation, which is illustrated in Fig. 3 , throughout this paper.
• H represents the ideal 2D hologram and h represents its ideal reconstruction. H l represents the requantized 2D hologram. h l represents its reconstruction. l denotes the number of bits used to quantize the hologram.
• Q l represents the noise in the hologram plane due to quantization with l bits. It is a 2D matrix representing the quantization error per pixel. q l represents the resulting quantization noise in the reconstruction plane. q l is the DFT of Q l .
When an optical wavefield with a particular variation in irradiance (of dark to bright) is incident onto the image sensor, the image sensor captures this variation in accordance with the quantization rate. During the digital capture process, the camera pixels convert the charge acquired into a voltage, and this voltage is digitized and quantized into a pixel value that is directly indicative of the intensity of light incident on that pixel. The interval between M x and M n is uniformly divided into 2 l levels and all the pixels are "binned" into their closest level. The quantizing interval thus is
and the quantized hologram thus has 2 l levels. Quantization results in some loss of information and causes noise in the reconstructed image in both the phase and amplitude. This is depicted in Fig. 4 , which shows the degrading effect of uniform quantization on the reconstructed image quality. In Fig. 4 (a), we show the histogram of H 12 , the hologram recorded using the full 12 bit range of the camera. In Fig. 4 (b), we show the intensity of the resulting numerical reconstruction. In Fig. 4 (c), we show the histogram of H 8 , the case where the 12 bit hologram is requantized to 8 bit; in this case, there are 16 times fewer levels than in the 12 bit case. Thus, we see that the number of pixels in each bin increases. In Fig. 4(d) , the intensity of the resulting numerical reconstruction is shown. There is no apparent reduction in quality compared with the 12 bit case. In Figs. 4(e) and 4(f), the holograms and the reconstructed image are shown for the 2 bit case where there are just 4 levels. Although the noise has increased, the object is still perceptible. Finally, Figs. 4(g) and 4(h) show the limiting case for quantization, the binary case where the object is immersed in a high amount of quantization noise. Quantizing in the way described above means that the value of the quantized pixel will deviate from its correct value by AEΔ l =2. Thus, we can model the quantization noise, Q l , by assuming that it is an additive white noise sequence with values uniformly distributed between −Δ l =2 and þΔ l =2, where Δ l is the quantization interval [34] . In the hologram plane, the quantized hologram can be written as
For such a uniform white noise sequence, the mean value is 0, as the noise is fluctuating randomly between −Δ=2 and þΔ=2, and the variance can be derived as 
Thus, for a quantizer with interval Δ, the standard deviation in the error is
We calculate the quantization error Q l for different values of l in the following way. The acquired 12 bit hologram, H 12 , is requantized down to l bits to generate the lower quantized hologram, H l . Q l is signal independent and additive and H l can be written as
We can thus calculate the quantization noise for various values of l by computing H l and subtracting it from H 12 . In Fig. 5 , the theoretical and actual standard deviation in the quantization noise, Q l , for different values of l (from 12 bits to 1 bit) is shown. The standard deviation closely follows Eq. (7). The curves closely match except for the 1 bit case where there is a small deviation from the predicted value. This led us to discover that at very low bit levels, the quantization noise carries with it the same structure as that of the hologram, H. This concept is illustrated in Fig. 6 , where a simple sinusoidal signal is quantized to 32 levels (5 bits), four levels (2 bits) and two levels (1 bit). The quantized signal and the quantization noise are shown for the three cases and it can be seen that when the signal is quantized to the binary case, the quantization noise carries the same characteristic frequency and the shape as that of the signal. Thus the noise is no longer a random white noise but has the characteristic frequency of the signal. This is analogous to the phenomenon of color banding in computer graphics which occurs when there are very few bits per pixel available for representing color. The concept of dithering in signal processing is related to reducing such effects in highly quantized signals [30] . In Fig. 7 , we plot the histograms of the quantization noise, Q l for l values of (a) 8 bits, (b) 6 bits (c) 4 bits and (d) Fig. 8 , it can be seen that for the low value of l ¼ 1 bit, the object can be seen in the reconstruction of the noise. The "nonwhite noise" occurs only at low quantization rates (around 2 bits and less). For other cases, the assumption that the quantization noise in the hologram plane is a white noise sequence holds strongly and we proceed with this assumption for the rest of our analysis. We refer the reader to [35] for a discussion on the conditions for quantization noise to be uniform and white.
B. Noise Due to Quantization in the Reconstruction Plane
In the previous subsection it was shown that the noise in the hologram plane can be described as a uniformly distributed white noise with a standard deviation of Δ l = ffiffiffiffiffi ffi 12 p . We are interested in studying the properties of q l , the resulting noise in the reconstructed image. In lensless Fourier digital holography, the reconstruction is obtained by applying a DFT to the acquired digital hologram. The discrete Fourier transform is a linear operation, therefore, the noise in the reconstruction plane is the Fourier transform of the noise in the hologram plane. We now proceed to show that the noise in the reconstruction plane shares the same first-order statistical properties as those of speckle. In the case of coherent light incident on a rough surface, the resulting speckle pattern can be treated as a random walk and the first-order statistical properties can be derived under the assumptions that the amplitudes and phases of the random walk components at each point are statistically independent from phasors at other points and also that the amplitudes and phases are independent of each other. A further assumption is that the phases are uniformly distributed between −π and π. In the case of lensless Fourier digital holography, quantization noise in the Fourier plane is the DFT of the noise in the hologram plane. A DFT of white noise can also be considered as a random walk arising from the phases at which the DFT is calculated which are uniformly distributed between −π and π. Thus in the Fourier holographic system, the noise in the reconstruction plane has the same first order statistical properties as that of speckle. We proceed to explicitly derive the statistical properties of this noise:
The statistical properties of the DFT of a discrete random signal can be calculated. We derive here the mean and variance of q l which is a sequence of 
The mean of the real and imaginary parts of the noise, E½R l and E½I l , can be found to be
where E represents the expectation or the mean value. The real and imaginary parts of the complex quantization noise in the reconstruction plane thus have zero mean. The variance of R l can be derived to be
N Þ ¼ 0, and only the n ¼ m terms contribute to the sum. Therefore,
Similarly σ
is the variance of Q l . The statistical distributions of the amplitude and the intensity of the complex noise can also be derived. A complete derivation of these statistical distributions with the necessary assumptions and conditions can be found in [36] [37] [38] . These distributions are summarized in Table 1 for the case of a hologram having a quantization interval of Δ l , defined in Eq. (4).
The amplitude of q l , denoted by A l , is Rayleigh distributed and the intensity Int l is exponentially distributed. We validate this theoretical model by calculating a requantized digital holograms with 4 bits, H 4 from H 12 by uniformly quantizing. We can reconstruct these two digital holograms, H 4 and H 12 , using a FFT to obtain the complex reconstructions h 12 and h 4 . In Eq. (5), we showed that h l ¼ h þ q l where h was an ideally reconstructed digital hologram. We can write q l as the difference between the reconstruction of the quantized hologram, h l , and the noise free reconstruction, h. If we assume that for the 12 bit case, Q 12 ≈ 0 and H 12 ≈ H, we can further assume that h 12 ≈ h and q 12 ≈ 0. Therefore, we can calculate q l using the equation
We can thus determine the error in the reconstruction for any quantization rate. In Fig. 9 , we show the theoretical and experimental histograms of the various parts of the complex noise for the quantization rate of 4 bits. As it can be seen in Fig. 9 , the statistics of quantization noise match the theoretically predicted values. We have found similar agreement between the theoretical model and the experimental results for quantization at other rates (l ¼ 4 bits to 11 bits).
In the previous sections, we examined the characteristics both of quantization noise in the hologram plane and the resulting noise in the reconstruction plane. The reconstruction, however, is the complex sum of both the complex reconstruction and the complex quantization noise. In the sections that follow, we look at the properties of this complex sum.
C. Effect of Quantization Noise on Reconstructed Phase for Phase Objects
The phase of the reconstructed image is important in digital holographic microscopy. For quantitative phase-contrast microscopy of transparent samples, information about the three dimensional structure is encoded in the phase variations of the reconstructed image. Skydan et al. [39] have studied the influence of quantization on the phase error in fringe 
pattern analysis. In fringe pattern analysis, the phase measurement is performed on the recording plane whereas in digital holography, the phase measurement is performed on a Fourier or Fresnel transform plane. Digital holographic methods have been shown to give subwavelength axial resolution of a samples thickness and this is dependent on the accuracy of the phase measurement [6] . The value at every point in our reconstructed image is the complex sum of the ideal reconstruction, h and the complex quantization noise, q l . The addition of these two vectors is illustrated in Fig. 10 . The resulting phase of the two vectors is different from the original phase. As seen in the Table 1 , the phase of the noise in the Fourier domain, θ l is uniformly distributed between −π and π and the amplitude of the noise, Am l is Rayleigh distributed. As seen in Fig. 10 , the maximum error in the phase occurs when the noise vector is perpendicular to the signal vector, and the minimum, when the noise vector is parallel to the signal vector. It is of considerable interest to evaluate the influence of quantization error in phase angle measurement in a statistical manner. We assume that the amplitude of the transmission function of the object under investigation is uniform. For pure phase objects, this is a reasonably good assumption. We denote this amplitude as A. Since we measure the error in phase by subtracting the original phase distribution from the erroneous one, this problem is completely analogous to the phase distribution in the resulting sum of a speckle pattern and a coherent background [38] , and in the case of coherent noise in MRI data [40] . In the case of speckle on a coherent background, the background is coherent and uniform, the speckle adds to this coherent background, and the resulting phase is given by the distribution above.
The phase error can be defined as the difference between the phase of the original signal (S o ) and the new noisy signal (S n ). The phase error can then be described as
and θ err can be written as
In our case, the background is the noise-free reconstruction of the phase and is not uniform. But since we calculate the phase error by subtracting the noise-free phase reconstruction from the noisy one, our situation is similar to the one of the speckle against a coherent background. The probability density for such a phase distribution can be derived to be [41] 
where
and σ R is the standard deviation in the real part, R. The probability density function is symmetric around the origin as the error can fluctuate in both the directions. For A ¼ 0, the phase is distributed uniformly between −π to π. For high values of A, the error becomes Gaussian and centered around 0 with standard deviation of σ R =A and Eq. (17) density can be approximated as 
This can be expected as the magnitude of the corrupting phasors becomes small relative to the original signal magnitude. For a high number of bits per pixel representation, the error will be small. From Eq. (19) , the standard deviation in the error in terms of the quantization interval can be written as
where M x and M n as defined previously are the maximum and minimum values in the recorded digital hologram and A is the average amplitude value in the reconstructed object area. A is directly proportional to the product of object and reference powers ðORÞ in the hologram plane. We experimentally verify Eq. (22) by recording a hologram of a lens using the same experimental setup as shown in Section 2. This time the illumination is without a diffuser. The object beam passes through a aperture of a small lens. The recorded off-axis hologram and the reconstructed phase are shown in Fig. 11 . Figure 11(a) shows the recorded phase hologram. Figure 11(b) shows the reconstructed image. The spatially separated areas carrying the object and the twin image can be clearly seen. Figure 11(c) shows the amplitude in a section of that area and Fig. 11(d) shows the phase value in that section. We are interested in the error which occurs in this phase section when the hologram is quantized to lower number of levels. We requantize the recorded hologram and the phase of the new noisy reconstruction is calculated and subtracted from the original phase of h 12 to give the phase error. The phase error varies between (−π to þπ). The distribution of the phase error for four different cases: (a) 8 bits, (b) 6 bits, (c) 4 bits, and (d) 1 bit is shown in Fig. 12 . As can be seen, the phase error can be modeled as a Gaussian density function for all these cases.
In our case, the mean amplitude value in the object area in the reconstruction, A is 953, and the fluctuation around this value due to the various experimental issues such as spurious reflections, etc., is less than 20%. This value is directly proportional to the mean amplitude in the reconstructed object area. In order to compare the theoretical probability pðθ err Þ in Eq. (19) with the histogram obtained from the experimental data, the theoretical value of standard deviation in the phase error is plotted with the experimentally obtained value for different levels of quantization in Fig. 13 . The curves show a close agreement. The standard deviation in the phase error decreases by a factor of 2 for every bit added. For 8 bits of quantization, the standard deviation in the error is σ θ err ¼ 0:00247 rad. This corresponds to approximately 0:0004λ error in surface height measurement in air for a reflection geometry. For the 1 bit case, the σ θ err ¼ 0:3165 rad and this corresponds to approximately 0:05λ error in surface height measurement in air.
As seen in Eq. (19) , the error in the phase resulting from quantization can be reduced by having a large mean amplitude in the reconstruction relative to the standard deviation in the error introduced due to the quantizer. The mean amplitude can be easily shifted by increasing the exposure. Thus it is advantageous to have a high mean intensity in the reconstruction to reduce the influence of quantization error on the phase measurement.
D. Effect of Quantization Noise on Reconstructed Intensity for 3D Objects
Many applications of digital holography such as 3D display, pattern recognition, imaging through occlusions [42] , and projection on 2D surfaces [43] rely on the intensity pattern in the reconstruction plane. In this subsection, we analyze the statistics in the reconstructed intensity when quantization noise q l is present. The intensity of the hologram is
which can be written as
This is the sum of four terms, all of which are independent of each other. Since h and q l are independent and the real part and imaginary parts are uncorrelated with each other [38] , the variance in the sum is equal to the sum of the variances. The total variance in the complex intensity in the Fourier plane can be approximately written as Fig. 14 , we plot the standard deviation in a uniform region in the reconstructed image along with the value calculated using Eq. (23) . The observed value matches the predicted value with high accuracy down to 2 bits. For 1 bit quantization, the predicted value deviates from the observed value. At 1 bit, the deviation is 26%. We believe that is due to the onset of "banding" as explained previously. In Section 4, we discuss a method to suppress the noise caused by quantization in the reconstructed intensity for the particular application of 3D display.
Suppression of Quantization Noise
Speckle is present in digital holographic imaging of objects with rough surfaces or diffusely illuminated objects. The image quality of objects containing speckle can be considerably improved by performing speckle reduction [44, 45] . In Section 3, we showed that since the quantization noise occurs in the hologram plane as a white noise, its DFT can be treated like a random walk and can be assumed to be a 'speckle like' distribution. Thus it can be viewed as an additional "speckle-like" noise occurring in the reconstruction plane. This leads to the possibility of suppressing the noise in the reconstruction plane by using a simple speckle reduction technique of adding independent speckle patterned reconstructions [46] . This is achieved by moving a diffuser to generate statistically independent speckle patterns. Since the speckle pattern is generated by a moving diffuser with approximately uniform transmittance and the quantization rate is constant for all the different captures, the mean value of these intensity patterns is approximately constant. When N statistically independent intensities are added together, the variance of the sum increases N times and the standard deviation increases ffiffiffiffi ffi N p times but the mean value of the sum increases N times. Thus the coefficient of variation, also called the speckle index [47] [48] [49] , which is the ratio of the standard deviation to the mean, in this case decreases as 1= ffiffiffiffi ffi N p . We experimentally prove this by capturing a number of different statistically independent speckle patterns of the object. This is achieved by moving a diffuser on a translational stage with steps of 1 mm. The resulting holograms are quantized to the binary level (1 bit per pixel) and reconstructed. The reconstructed intensities for all the different reconstructions are added together. Speckle reduction We can see that the simple model above can be used to predict accurately the quantization error upto 2 bits (4 levels) of quantization. The deviation at 1 bit is due to the nonwhite nature of quantization noise in the hologram plane at binary quantization. In this case, the noise term has a pattern and structure similar to the original signal.
dramatically increases the quality of reconstruction. In Fig. 15 , the speckle index is plotted with respect to the number of diffusers added. The results show a well matched 1= ffiffiffiffi ffi N p dependence. The results are shown for the extreme 1 bit case where the quantization noise is at a maximum. We mention that in the case of Fresnel geometry, where the twin image occurs as an out of focus noise, speckle reduction can be used to suppress the twin image [50] .
A single hologram acquired by a typical camera requires 12 bits per pixel which uses the same memory as that of twelve 1 bit holograms. To give another comparison with respect to memory usage, we show in Fig. 16 two reconstructions, one from an individual 12 bit hologram and the other the intensity summed from twelve 1 bit holograms. The summation from twelve 1 bit holograms gives a better reconstruction than the case from one 12 bit hologram, even though both of them utilize the same memory. Of course, it can be argued that this method of capturing requires more time and requires moving diffusers but there are significant advantages like better contrast and improved detail in the reconstruction for the same memory of storage of holograms. Since a binary capture sequence is inherently fast on hardware, the capture time can be reduced to be the same as that of a single 12 bit or 8 bit image capture. Another advantage is that binary ferroelectric SLMs have much faster switching rates (in KHz) than multiphase LCOS SLMs, which are around 80 − 90 frames=s. Thus multiple binary holograms could be captured, transmitted over network/hardware bus with minimal latency and displayed in a fast amplitude or phase SLM for 3D display and projection applications. When a captured hologram is displayed on a spatial light modulator, this can be used to generate improved reconstructions. The different speckled holograms are displayed at a fast frame rate, such that many holograms are averaged over the integration time of the eye and a speckle and quantization noise reduced image is perceived. This technique has been demonstrated in the area of computer generated holographic projection where the different holograms are computed and given a random phase pattern [43] . We have obtained the same results for reflective objects as well.
Applications to Noise from Other Sources
Quantization noise is only one of many noise sources in digital holographic imaging. Other important sources include:
• Shot noise, which is predominant in low-light level imaging. This noise follows Poisson statistics and is inherently present due to the random nature of the photon emission from the laser source. At high light intensities, this noise is negligible, but it is the ultimate noise limit in imaging. Charriere et al. [51] have studied the influence of this noise in detail in holographic microscopy and Gross et al. [52] have showed a technique for holographic imaging at low intensities.
• Thermal noise in camera photodetectors, resulting from random thermal fluctuations in the photodetectors.
• Pixel nonuniformity noise (PRNU), from slight variation in response from each pixel [53] and pixel crosstalk, between neighboring pixels.
• Computational noise due to the hardware implementation and finite bit representation of the numerical algorithms. This noise is extremely low for modern 64 bit precision computers but is still a noise source and can depend on the algorithm used for reconstructing the image.
• Noise due to vibrations, dust particles, coherent reflections, etc.
• Additionally, transmission of digital holograms on a channel without error correction can lead to "channel noise," where the bits can be lost or assigned a different value.
These noises can be modeled as additive noises with their own statistical distributions and the statistics in the Fourier domain can be derived. Therefore, we believe that the analysis in this paper can be extended to any additive noise in the hologram plane and the influence of all these noise sources can be reduced by adding multiple differently captured images.
Conclusion
Quantization error is fundamental to any digital sensor. We have shown that in digital holography, quantization error is introduced as uniformly distributed additive noise in the recording plane (camera plane) and this manifests itself as a complex noise in the reconstruction plane with Gaussian distributed real and imaginary parts, rayleigh distributed amplitude and uniformly distributed phase. We have shown and characterized the various statistical properties of this noise both theoretically and experimentally in the case of lensless off-axis Fourier digital holography. We have also discussed the nonwhite nature of quantization noise at low bit rate (of binary quantization) in digital holography for the first time. We have studied the influence on the phase measurement accuracy and the reconstructed intensity quantitatively. The standard deviation in the phase measurement error increases by a factor of 2 for every bit removed in the quantization process. The effect of quantization noise on the phase can be suppressed (linearly) by increasing the mean intensity of the phase hologram during recording. We have also characterized the noise in the intensity of the reconstructed images. This complex noise can be treated as the result of a random walk in the complex plane and shares the same statistical properties as that of speckle. We have suppressed this noise by using a speckle reduction technique and have shown good quality reconstructions with binary holograms when speckle reconstruction is performed. We have shown improved reconstructions while using the same amount of memory in storing the holograms. Though we have studied the noise due to quantization, we believe that the same method can be applied to other kinds of additive noise in the hologram plane.
