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Abstract
Due to the increasing complexity of autonomous, adaptive, and nonlinear systems,
engineers commonly rely upon statistical techniques to verify that the closed-loop sys-
tem satisfies specified performance requirements at all possible operating conditions.
However, these techniques require a large number of simulations or experiments to ex-
haustively search the set of possible parametric uncertainties for conditions that lead
to failure. This work focuses on resource-constrained applications, such as prelimi-
nary control system design or experimental testing, which cannot rely upon exhaustive
search to analyze the robustness of the closed-loop system to those requirements.
This thesis develops novel statistical verification frameworks that combine data-
driven statistical learning techniques and control system verification. First, two
frameworks are introduced for verification of deterministic systems with binary and
non-binary evaluations of each trajectory’s robustness. These frameworks implement
machine learning models to learn and predict the satisfaction of the requirements over
the entire set of possible parameters from a small set of simulations or experiments. In
order to maximize prediction accuracy, closed-loop verification techniques are devel-
oped to iteratively select parameter settings for subsequent tests according to their
expected improvement of the predictions. Second, extensions of the deterministic
verification frameworks redevelop these procedures for stochastic systems and these
new stochastic frameworks achieve similar improvements. Lastly, the thesis details a
method for transferring information between simulators or from simulators to exper-
iments. Moreover, this method is introduced as part of a new failure-adverse closed-
loop verification framework, which is shown to successfully minimize the number of
failures during experimental verification without undue conservativeness. Ultimately,
these data-driven verification frameworks provide principled approaches for efficient
verification of nonlinear systems at all stages in the control system development cycle.
Thesis Supervisor: Jonathan P. How
Title: R. C. Maclaurin Professor of Aeronautics and Astronautics
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Chapter 1
Introduction
Control systems are employed to ensure an open-loop system adequately satisfies a
set of performance objectives. For instance, possible open-loop plants under consid-
eration may range from localized subsystems like a computer hard-drive to physical
vehicles such as an aircraft or automobile, or even higher-level system-of-systems like
a team of interacting robotic agents. All of these applications will typically require
some form of control system and more complex systems-of-systems will include mul-
tiple layers of control.
As the demand for higher performance, efficiency, and autonomy grows, advanced
control techniques will be increasingly relied upon to meet these demands. Complex
methods such as model reference adaptive control (MRAC) [1], reinforcement learn-
ing [2], and a variety of other robust nonlinear control architectures [3] will replace
traditional linear control techniques which simply cannot meet the demands. These
advanced control approaches have already experimentally demonstrated the ability to
control damaged aircraft [4–6], aerobatic helicopters [7–9], and drifting racecars [10],
and have been proposed as key enablers for brand new applications such as hyper-
sonic [11] and lightweight flexible aircraft [12,13].
The largest obstacle impeding wider acceptance and implementation of advanced
control techniques is the lack of trust in the robustness of the closed-loop system. The
complexity and nonlinearity of the control architectures which allow them to perform
so well also complicates predictive analysis of the closed-loop system’s trajectory. For
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instance, reinforcement learning will eventually converge towards a locally-optimal
controller, but there is no guarantee an intermediate controller will not cause catas-
trophic failure let alone satisfy the performance requirements. The difficulty in ana-
lyzing the robustness is further compounded by the fact the systems of interest are
usually expected to operate over a wide range of possible conditions with little-to-no
human oversight. Given the various conditions and nonlinear evolution of the states,
it is extremely difficult to guarantee all the possible trajectories will meet the objec-
tives. Until the approach is shown to either work robustly or gracefully degrade, any
new control architecture is of rather limited utility even if experimental results point
to large potential improvements. In fact, the Office of the US Air Force Chief Scien-
tist [14] recently stated that “establishing certifiable trust in autonomous systems is
the single greatest technical barrier that must be overcome to obtain the capability
advantages that are achievable by the increasing use of autonomous systems” and
“this level of autonomy will be enabled only when automated methods for verification
and validation of complex, adaptive, highly nonlinear systems are developed.” This
thesis develops data-driven, black-box methods for statistical verification of nonlinear
systems without the need for human supervision or restrictive modeling assumptions.
The chapters will demonstrate these new verification techniques on multiple examples
with adaptive, nonlinear, or otherwise complex control systems.
1.1 Motivation
The fundamental goal of control system verification is to identify at which operating
conditions the closed-loop system will satisfy a certain set of performance require-
ments and at which conditions it will not. These requirements may cover a wide
range of possible criteria such as simple concepts like stability and boundedness of the
states to more complex functions of state and time. These well-defined requirements
are provided by relevant certification experts or authorities, such as military [15] and
civilian [16] aviation agencies. Regardless of the exact specifics, the closed-loop sys-
tem must successfully meet all the given requirements in order for the control system
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to be considered “satisfactory” for final implementation.
There are multiple approaches that can be taken towards verification, but they
typically fall into two general categories: deductive analytical techniques and statis-
tical methods. Analytical verification approaches encompass proof-based certificates
or numerically-exact solutions which provably guarantee the closed-loop system will
satisfy the requirements under specific modeling assumptions. In contrast, statistical
techniques relax the modeling assumptions and apply to a wider class of systems, but
replace the provable guarantees with less absolute probabilistic bounds. Despite their
implementation differences, both these verification approaches must contend with the
same issues and considerations.
First, closed-loop systems are expected to successfully meet a wide range of dif-
ferent performance criteria. As discussed earlier, these requirements may include
everything from stability to nonlinear functions of space and time, but the closed-
loop systems may also have to simultaneously address multiple requirements with
potentially competing objectives. For instance, high performance aircraft such as a
F-16 fighter jet will have to satisfy high speed and maneuverability requirements to
complete the assigned combat missions, but also meet slow speed and docile handling
requirements for landing [17]. Given a set of competing requirements, the closed-loop
system will likely not be able to satisfy all the requirements by a large margin. Ulti-
mately, it is not immediately obvious whether the closed-loop system will meet those
requirements and verification will be a nontrivial endeavor.
Second, verification requires a sufficiently-realistic representation of the actual
system to capture the change in performance at various conditions. For analytical
verification problems, a sufficiently-realistic representation would require the full set
of equations of motion of the true system to be known or approximated. For statisti-
cal verification, this representation is typically a simulation model of the closed-loop
system dynamics, but could also include a physical prototype for experiment-based
testing. In the statistical verification case, simulation models will have to be of high-
enough fidelity to meet the certification authority’s acceptable level of realism. While
certain applications may allow simple equations of motion for verification purposes,
23
(a) Helios before breakup (b) Helios after exceeding failure limits
Figure 1-1: NASA Helios aircraft which broke apart due to failure modes of the flight control
system inadvertently missed by linear verification methods. Image source [23]
the minimum level of realism for most applications will generally require complex
simulators with models of full nonlinear dynamics and relevant saturation, logic, and
switching modes. It may even require surrogate models with the most realistic depic-
tion of a physical system as possible, such as FAA-approved flight-training simulators
that are judged realistic enough to replace real-world flight hours for airline pilot
training and currency [18].
Likewise, the verification model may be more complex than the model used to
construct the control policy under consideration. For instance, many control systems
are designed using a reduced-order model of the full system dynamics [19–21]. While
this eases design and optimization of the controller, verification should be performed
on the full-order model rather than the simplified representation. For instance, one
of the root causes leading to the crash of NASA’s Helios Unmanned Aerial Vehicle
(UAV) was the lack of control system verification on a nonlinear model with inter-
actions between aircraft subsystems and the effects of different meteorological condi-
tions [22, 23]. The reliance upon linear methods “did not provide the proper level of
complexity to understand the technology interactions on the vehicle’s stability and
control characteristics” [22] and missed failure modes for the flight control system
that ultimately led the lightweight, flexible aircraft to break apart (Figure 1-1). The
end result highlights the need for the verification model to adequately capture the
dynamics that adversely affect the performance of the actual system.
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(a) Simple control design process
(b) Simulation and experimental verification within a more complex design process
Figure 1-2: Verification as a step within a broader control system design process.
Lastly, verification is usually one step in a much larger control system design
and optimization process. For instance, consider the generic iterative control design
process shown in Figure 1-2(a). Verification is used to identify whether the candidate
controller produces an acceptable level of robustness to uncertainties. If the system
fails to meet the minimum level of robustness or some other objective function, the
process is repeated until a suitable controller is produced. Although the specific
implementation details differ, various control design works [24–26] employ verification
methods within some form of similar iterative process. Likewise, verification may even
occur at multiple stages within a control policy design cycle, as shown in Figure 1-2(b).
For example, a low-cost UAV design procedure used simulation and hardware-in-the-
loop testing to prune out poorly-performing control system designs earlier in the
process before experimental flight testing [27]. This multi-stage verification approach
could be extended even further to include multiple simulation models of increasing
fidelity in conjunction with hardware-based testing. A similar approach has already
been used for multi-fidelity reinforcement learning [28] and would easily transfer to
verification applications. All these various examples simply serve to highlight that
verification tends to be performed multiple times over the course of a control system
design and optimization process.
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1.2 Problem Statement
The goal of this work is to develop data-driven methods for statistical verification of
nonlinear closed-loop systems. While analytical verification techniques provide prov-
able guarantees, their restrictive modeling assumptions and conservativeness limit
their utility and availability in complex nonlinear systems. For example, the large
state and parameter spaces associated with industrial applications challenge analytical
methods [29,30]. In many of these applications, simulation-based statistical methods
are significantly easier and faster to perform than it is to compute an analytical so-
lution, if that is even feasible [30, 31]. Some analytical methods are able to scale to
arbitrarily complex systems; however, they typically require very restrictive or con-
servative assumptions and abstractions to achieve that result. While they do produce
a solution, the resulting guarantees may not reflect the full response of the actual
system. Therefore, statistical verification is often a more suitable approach towards
verification of arbitrary closed-loop systems with adaptive, nonlinear, or complex
control systems.
1.2.1 Challenges
The implementation considerations discussed in Section 1.1 illustrate a number of
challenges associated with verification of complex nonlinear systems. These challenges
present major obstacles or hindrances to existing statistical verification procedures
and motivate the approach taken in this thesis.
The primary challenge is the large overhead cost required for statistical verifica-
tion using full nonlinear simulation models or, to an even greater extent, real-world
experimentation. One of the leading reasons for this is the large range of possible
operating conditions faced by the system. In aerospace applications, the operating
conditions include various uncertainties such as weight and center of gravity location.
Even when the number of uncertain variables is small, these terms span a continuous
spectrum of potential values rather than a small, discrete set of possible conditions.
Similarly, the aforementioned need to employ sufficiently-realistic models also con-
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tributes to the overhead cost in model-based verification. In order to adequately
capture the interaction of the uncertainties with the system dynamics, verification re-
quires a high-fidelity simulation model and a small numerical integration timestep for
the simulations. These simulation models require significant computational resources
and may take several minutes on a suitable computer to generate a single simulation
test [32]. These issues will only be further exacerbated when verification is part of an
iterative process (Figure 1-2).
Additionally, one secondary challenge faced during verification is stochasticity
and the randomness it introduces into the system dynamics. Stochasticity is present
in many physical systems, commonly as process and/or measurement noise in the
underlying dynamics. While the system’s trajectories will still vary according to the
operating conditions, the stochastic noise terms will also affect the evolution of the
states. Due to the randomness introduced by stochasticity, no two simulations or
experiments will ever be the same, even if they are performed at the same parameter
setting. In fact, when multiple trajectories are performed at the same operating
condition, some trajectories may satisfy the designed requirement(s) while others
may not, as shown later in Figure 5-1. Ultimately, the fact multiple trajectories
at the same operating condition may produce different results means a stochastic
system will no longer always satisfy or fail to satisfy the designated requirement at
a particular operating condition, but will instead have a probability of satisfying the
requirement.
Lastly, the incorporation of prior verification work in the later stages of a multi-
stage verification analysis (Figure 1-2(b)) is another secondary challenge. In those
problems, it is desirable from a cost perspective to transfer the results from the
preceding stages into later stages and speed up the process; the question is how to
do this in a correct manner. The differences in the dynamics between lower- and
higher-fidelity simulation models will cause inaccuracies in the certification output
from the lower-fidelity model. The same type of inaccuracy is experienced between
simulation models and experimental results. These inaccuracies are usually slight but
their existence does complicate forward transfer of verification output from an earlier
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stage of the process into later stages.
1.3 Literature Review
There exists a wide range of verification techniques that have been used to address
some form of control system verification or testing. This section will overview these
various techniques and discuss their merits or limitations with respect to the verifi-
cation challenges identified in Section 1.2.1.
1.3.1 Analytical Verification Methods
Analytical verification encompasses a variety of disparate approaches with either
closed-form or numerically-exact solutions for theoretically-proven robustness. For
discrete-time dynamical systems, methods originally developed for rapidly-exploring
random trees (RRTs) can be used to analyze the closed-loop trajectories from simple
linear or linearized nonlinear models. In particular, chance-constrained, closed-loop
RRT (CC-CL-RRT) methods [33–35] are able to efficiently propagate the effects of
stochastic noise in closed-loop trajectories by placing Gaussian distributions around
a nominal trajectory to model the stochasticity in the system’s states. Although
this has been demonstrated on relevant aerospace applications [36], the method’s
applicability is limited due to it’s reliance upon linear or linearized models. More
importantly, there is no readily-apparent extension to incorporate parametric uncer-
tainties in non-state variables and the verification analysis would have to be repeated
for each realization of the parameterized, linear model.
A second type of approach focuses on finite abstractions of the nonlinear closed-
loop dynamics. These approaches either assume the closed-loop dynamics are pre-
sented as a finite transition system or approximate the dynamics in such a way. For
example, Markov chain analysis methods [37,38] assumes the set of all possible states
is a n-dimensional hypercube (or similar shape) and models stochasticity in the dy-
namics as transition probabilities between those states. Similar common verification
tools such as SpaceEx [39] approximate the state space with a finite lattice and com-
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pute the approximate reachability of a hybrid system. Although more recent work [40]
has applied parametric transition systems to discretize both the state and parameter
spaces in adaptive control problems, the utility of finite transition systems is lim-
ited by the discretization of the dynamics. As the complexity of the system grows,
the level of discretization required becomes intractable and further exacerbated in
high-dimensional systems.
Satisfiability modulo theorem (SMT) solvers [41, 42] verify the 𝛿-satisfiability of
logic requirements in overapproximations of the reachable state space. These tech-
niques construct proofs to provably guarantee whether a set of requirements will be
satisfied given nonlinear differential equations representing the system’s closed-loop
dynamics. The approach has also been extended to include stochastic systems [43].
Even though these techniques have been shown to handle polynomial and logrith-
mic nonlinear systems with simple discrete mode transitions, they fail to scale well
to higher-dimensional and -complexity systems and suffer from the same issues with
uncertain parameters as the previous approaches.
The most relevant approach for verification of complex, uncertain nonlinear sys-
tems is bounding function-based analysis. As the name suggests, these techniques
rely upon analytical functions such as Lyapunov, barrier, or storage functions to
bound the reachability of the system’s trajectory. For instance, the Lyapunov func-
tion common to MRAC systems defines a convex, quadric hypersurface that bounds
the reachable set of states from a given set of initial conditions and parametric un-
certainties [1, 44]. More advanced methods like barrier certificates [45–47] and LQR
trees [48] can be constructed for a variety of nonlinear systems with stochasticity
and complex performance requirements. While these analytical techniques produce
extremely powerful certificates that provably verify the set of reachable states, they
can be difficult to construct for arbitrary nonlinear systems [49]. The existence and
conservativeness of the certificate is tied to the choice in Lyapunov function, but the
correct or best function representation may not be known in advance. Likewise, as
the complexity or number of states and parameters increases, the minimum complex-
ity for an appropriate Lyapunov function also increases and complicates finding a
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useful verifying certificate. Recent work [29] has been able apply these techniques to
higher-dimensional systems, but does so by introducing additional conservatism.
Simulation-Guided Analytical Verification Methods
In order to more easily find and construct analytical certificates, simulation-guided
barrier certificates [50–53] and LQR trees [54] were developed to automate the ver-
ification process. As the choice of function representation is inherently coupled to
the conservativeness of the certificate, but the best choice is generally unknown, it is
difficult to compute a maximizing bounding set without prior knowledge or experi-
ence. These methods use simulation traces and the gradient of candidate Lyapunov
functions to determine suitable Lyapunov functions and calculate their maximizing
invariant set, effectively automating the process. These techniques also serve as a
bridge between analytical verification methods and statistical ones.
1.3.2 Statistical Verification Methods
On the opposite side of the spectrum, statistical verification methods are brute-force
approaches that return statistical certificates or bounds based upon large sets of
trajectory data. In comparison to analytical techniques, statistical approaches are
much more straightforward, but usually more data intensive. In extreme cases, the
system can be treated as a black-box model with zero information on the internal
model structure/dynamics.
One popular, recent development is falsification-guided software tools such as
Breach [55] or S-TaLiRo [56,57]. These approaches use temporal logic properties and
nonlinear optimization to intelligently search for counterexamples to a given perfor-
mance requirement and simulation model. Although they have been demonstrated
on multiple relevant applications, falsification approaches address a similar, but dif-
ferent type of problem. Rather than identify the set of operating conditions for
which the system will satisfy the performance criteria, falsification methods utilize
optimization techniques to converge towards a single trajectory (counterexample) of
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the system that fails to meet the requirement. This underlying optimization pro-
cess controls falsification-guided testing and will direct the search towards areas with
lower robustness; however, falsification methods may encounter problems similar to
those seen in non-convex optimization. Just as optimization may repeatedly fall into
the same local optimums, falsification searches may inadvertently return the same
counterexample, even if they are initialized at different starting points. While these
methods are extremely useful for quickly finding a single counterexample, they are
not perfectly suited to problems where multiple counterexamples exist and the goal
is to identify the entire set of unsatisfactory operating conditions. For this reason,
falsification-guided techniques are of limited use to the particular problem of interest
in this thesis.
The most general, widely-used, and versatile approaches are Monte Carlo methods
[30,31,58–69]. Part of the reason for their popularity and versatility is their simplicity:
they randomly generate a large number of trajectories and reason about the system’s
robustness from this finite number of observations. Monte Carlo methods are practical
tools for measuring the effects of stochasticity [58–60] and parametric uncertainties
[25,26,61,70] in the dynamics and have been used in conjunction with various tools like
S-TaLiRo [58,62,63], PRISM [64,65], and other statistical model checking approaches
[30,31,66–69]. The main drawback of Monte Carlo methods is that they rely upon the
law of large numbers to provide bounds or statistical estimates [59,60], meaning a large
amount of data is required. Importance sampling and cross-entropy methods [60,61,
63,67] have been developed to reduce the number of samples required for statistically-
relevant results, but are still inherently random and require many samples.
Additional techniques like Dirichlet Sigma point processes [24], set-oriented mod-
els [71], and box thresholding [72] all attempt to circumvent the limitations of Monte
Carlo approaches with finite, structured groupings. Rather than randomly sample
from the set of all operating conditions, these approaches select some subset of condi-
tions explicitly chosen for their perceived informativeness about the results over the
full set. Design of experiments techniques [73, 74] can also be considered to roughly
fall within this category or the intersection between it and Monte Carlo methods.
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While these approaches offer an alternative to pure Monte Carlo methods, they can
still be viewed as sample inefficient because they rely upon pre-generated grids or
lattices covering the set of all possible operating conditions. These structured group-
ings will typically require a fine discretization or some equivalent in order to observe
the changes in performance satisfaction with adequate resolution and will therefore
require a nontrivial number of simulations or experiments.
The closest approach to the work in this thesis are the Gaussian process-based
methods for safe learning of regions of satisfactory performance [75,76]. These meth-
ods combine Lyapunov analysis from analytical verification techniques with Bayesian
optimization to efficiently estimate the region verified by a Lyapunov function-based
barrier certificate. While these methods straddle the line between analytical and
statistical verification techniques, they ultimately break analytical techniques’ funda-
mental assumption of provable guarantees of closed-loop performance with the use of
Bayesian predictions. This fact shifts the methods’ implementation closer to statis-
tical techniques, but their reliance upon a given Lyapunov function for verification
of the system causes them to suffer the same limitations as analytical techniques. In
effect, these methods are useful for searching the set of uncertainties to estimate the
limits of a barrier certificate, but are not able to provide provable guarantees like the
aforementioned analytical methods nor do they posses the same versatility of most
statistical methods.
One important observation is that all of the discussed approaches, both analytical
and statistical methods, do not present an explicit solution to the challenge of forward
transfer of predictions from prior verification stages in a multi-stage process. Although
these earlier stages indirectly aid later steps by pruning out unsatisfactory candidate
controllers, none of the approaches posses a mechanism for direct incorporation of
previous results. In fact, many of these approaches will lose all guarantees once
applied to a different model. For instance, barrier certificates are coupled to the
model of the system dynamics used to construct the proof and lose any guarantees as
soon as the later stage’s dynamics deviate from the original equations. The results
from proceeding stages can be used to inform initializations of later steps, but there
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is no mechanism to transfer the output. Effectively, the later verification procedure
will be performed without any direct knowledge of the earlier predictions or proofs
and will have to replicate those results. This presents an obvious inefficiency and can
prove extra costly in experiment-based verification if the later experiment-based stage
crashes or destroys a prototype at an operating condition that was already identified
as dangerous by the preceding stage(s).
1.4 Summary of Contributions
This thesis proposes a unified framework to address all the aforementioned challenges
with statistical verification. At a high level, this work combines control system veri-
fication with machine learning to produce novel, data-driven procedures for efficient
statistical verification in resource-constrained environments. The thesis is structured
around three sets of major contributions corresponding to 1) the baseline problem
with verification of deterministic systems, 2) verification of stochastic systems, and
3) multi-stage verification (Figure 1-2(b)) with multiple, sequential verification steps.
These contributions build upon one another to address the fundamental challenges
in Section 1.2.1 that plague efficiency and tractability in statistical verification of
complex, nonlinear control systems.
The first major set of contributions concentrates on verification of determinis-
tic systems where each reinitialization of the trajectory will produce the same exact
result. This work shows deterministic verification is ultimately a binary classifica-
tion problem - a trajectory will either satisfy a performance requirement or it will
not - and introduces new machine learning algorithms aimed at that problem. The
contributions for deterministic verification are as follows:
∙ The development of a new machine learning framework for statistical verification
called data-driven verification certificates. Unlike barrier certificate methods,
this framework directly translates raw trajectory data into a predictive cer-
tificate without intermediate analytical, proof-based steps. These data-driven
certificates sacrifice the conservative guarantees of analytical certificates in order
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to apply to a significantly wider class of systems. Chapters 3 and 4 introduce
two parallel modeling techniques each tailored to exploit one of the two most
common sources of feedback on a trajectory’s performance.
∙ The introduction of validation techniques for online quantification of prediction
accuracy. Section 3.3.1 extends traditional machine learning methods for model
validation to data-driven verification certificates and analyzes their effectiveness
in statistical verification. Most importantly, Section 4.2.2 designs a completely
new approach for online computation of prediction confidence without reliance
upon external validation datasets or retraining of the prediction model. This
latter validation technique minimizes the amount of additional computational
overhead and guarantees the predictive certificate will explicitly answer both
relevant questions for each query:
– Is the trajectory going to satisfy the requirements?
– How confident is the model in that prediction?
The second question is almost as important as the prediction itself, but is fre-
quently not addressed in statistical verification and relevant machine learning
techniques.
∙ The development of closed-loop verification algorithms to maximize the accu-
racy of prediction certificates while limited to fixed sample budget. A major
part of this contribution is the introduction of new entropy-based selection met-
rics (Section 4.3) to evaluate the informativeness of prospective trajectories and
select future training samples to produce the largest expected improvement
in prediction confidence. Several examples demonstrate closed-loop verifica-
tion’s improvement in prediction accuracy over comparable analytical verifica-
tion techniques, open-loop (non-iterative) verification approaches, and compet-
ing iterative procedures adapted from existing machine learning methods.
The second set of contributions extends data-driven verification to stochastic sys-
tems. Due to the introduction of stochasticity, the preceding work in deterministic
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certificates will no longer apply without heavy modification. This set of contributions
reproduces the same high-level concepts behind data-driven certificates and closed-
loop verification for the separate and distinct stochastic problem. These contributions
include:
∙ The development of data-driven verification frameworks to model the probabil-
ity of satisfaction or failure in stochastic systems. Specifically, Chapters 5 and 6
introduce different approaches to model the various distributions of performance
feedback evaluations possible with stochastic dynamics. These techniques all
predict the likelihood of an unsatisfactory trajectory given a small set of individ-
ual trajectories (Chapter 5) or limited groups of repeated trajectories (Chapter
6).
∙ The redevelopment of closed-loop verification algorithms to address the changes
with stochastic systems. Sections 5.2 and 5.4 introduce new selection criteria to
rank prospective trajectories based upon their expected reduction in prediction
error. Several examples in Sections 5.6 and 6.3 again demonstrate the improve-
ment in prediction accuracy over open-loop verification approaches afforded by
closed-loop verification and the novel selection metrics’ further improvement
over relevant procedures adapted from existing machine learning methods.
The last major set of contributions in Chapter 7 builds upon the preceding chap-
ters to address implementation issues in multi-stage verification. These contributions
mainly focus on the value of prior verification work during later stages of the pro-
cess and its use to further maximize accuracy in the presence of restrictive testing
constraints. The contributions are:
∙ The demonstration of a principled approach for forward transfer of earlier ver-
ification analysis of the same control policy on a verification model from an
earlier stage. In particular, Section 7.1 details the use of nonzero-mean pri-
ors taken from the output of earlier prediction models to explicitly incorporate
their effects into later stages. Simultaneously, this approach avoids naïve as-
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sumptions about the accuracy of earlier, lower-fidelity models and allows for
posterior prediction models to vary drastically from their priors.
∙ The introduction and formalization of a variant of multi-stage verification called
failure-constrained statistical verification (Section 7.2). This subproblem con-
siders the challenge of statistical verification in experimental domains where
unsatisfactory trajectories lead to unacceptable costs. Failure-constrained sta-
tistical verification places limits on the maximum allowable number of failures
during testing at the experimental stage.
∙ The development of new closed-loop verification algorithms for failure-constrained
statistical verification. Section 7.3 introduces two novel algorithms, one adap-
tive and one static, to simultaneously minimize the number of failures while
maximizing informativeness of the prediction model. Section 7.3 also introduces
a new selection criteria specifically tailored to maximize the informativeness of
each experiment while limiting the likelihood of failure. Results in Section
7.4 demonstrate the limitations and unacceptable costs of existing procedures
when applied to failure-constrained statistical verification and the improvement
offered by the new algorithms.
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Chapter 2
Background
This chapter introduces and details a number of tools used throughout the thesis.
These sections are intended to provide basic background and motivation for the tools
as well as present implementation details. Each subsequent chapter will discuss its
particular application of these tools and any relevant extensions.
2.1 Support Vector Machines
Support vector machines (SVMs) are one of, if not the, most common tools for binary
classification [77–82]. In binary classification problems, the SVM will classify all
elements of the feature set Θ ⊂ R𝑝 as either an exclusive element of set Θ− or its
complement Θ+, where Θ = Θ−∪Θ+ and Θ−∩Θ+ = ∅. This work assumes there are
only two classes (Θ−,Θ+), although other work has considered SVMs for multi-class
classification [81, 83, 84]. Additionally, set Θ, the set of all feasible features, may be
either discrete/countable or uncountable. As will be discussed later in the thesis, this
work assumes the feasible set Θ is an uncountable set, but will accurately approximate
it with a finely-discretized countable set.
In short, a support vector machine is a supervised learning technique that con-
structs an optimum maximum-margin classifier with respect to a set of training data.
This training dataset consists of 𝑁 input vectors {𝜃1,𝜃2, . . . ,𝜃𝑁} with corresponding
binary targets {𝑦1, 𝑦2, . . . , 𝑦𝑁}, where 𝑦𝑖 ∈ {−1,+1} for 𝑖 = 1, . . . , 𝑁 . The con-
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structed classifier will then predict the label for any arbitrary element of Θ, vector
𝜃 ∈ Θ.
2.1.1 Linear Classifiers
In the simplest form of the problem, it is assumed label 𝑦𝑖 is the output of a linear
model
𝐻R(𝜃) = w
𝑇𝜃 + 𝑏, (2.1)
with decision function
𝐻(𝜃) = sign(w𝑇𝜃 + 𝑏) (2.2)
such that 𝑦𝑖 = 𝐻(𝜃𝑖). Elements with w
𝑇𝜃 + 𝑏 > 0 are said to belong to set Θ+,
while those with w𝑇𝜃 + 𝑏 < 0 belong to set Θ−. A linear optimization program can
then be used to compute optimal w and 𝑏 with respect to the training dataset. These
terms define a hyperplane in the R𝑝 space that is used to separate 𝜃 datapoints. In
this simplest form, the data is assumed to be linearly separable, meaning there exists
two parallel hyperplanes that separate all points with 𝑦(𝜃) = +1 from those with
𝑦(𝜃) = −1. The optimal w and 𝑏 then correspond to the unique maximum-margin
hyperplane, which minimizes the distance between the decision boundary given by
the hyperplane and any of the training samples [81]. As mentioned earlier, these
optimal terms can be computed via the following primal linear optimization problem:
minimize
w,𝑏
1
2
||w||2
such that 𝑦𝑖(w
𝑇𝜃𝑖 + 𝑏) ≥ 1 𝑖 = 1, . . . , 𝑁.
(2.3)
2.1.2 Nonlinear Classifiers
In practice, the linear model and classifier are not adequate for all types of problems
and applications, particularly the ones considered in this thesis. The nonlinearities
in dynamical systems often result in nonconvex regions in R𝑝 which simply cannot
be handled by linear models. The following subsection will discuss nonlinear classifi-
cation models as well as modifications to handle the lack of linear separability in the
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training dataset.
In place of the linear model from (2.1), nonlinear classifiers can be constructed
from nonlinear basis functions that are functions of the input vector 𝜃. This new
representation is given by
𝐻R(𝜃) = w
𝑇𝜑(𝜃) + 𝑏, (2.4)
where 𝜑(𝜃) ∈ R𝑞 is a vector of basis functions and typically 𝑞 > 𝑝. The decision
function 𝐻(𝜃) and the resulting classification rule for elements of Θ− and Θ+ are
mostly unchanged from (2.2), with basis vector 𝜑(𝜃) replacing 𝜃. The new primal
optimization program is also similar to (2.3):
minimize
w,𝑏
1
2
||w||2
such that 𝑦𝑖(w
𝑇𝜑(𝜃𝑖) + 𝑏) ≥ 1 𝑖 = 1, . . . , 𝑁.
(2.5)
In addition to nonlinear models, the baseline SVM classifier can be modified to
accommodate datasets which are not linearly separable, as exact separation of the
training data by hyperplanes is not possible in many applications [81]. Instead, a
soft-margin nonlinear classifier will allow datapoints to fall on the “incorrect” side
of the decision boundary, thus enabling a solution where the previous hard-margin
SVM would fail. To accommodate possible inseparability in the dataset, a non-
negative slack variable 𝜉𝑖 is introduced for each of the 𝑁 training points to relax
the constraints from (2.5). While these slack variables allow for misclassifications,
the objective function is also modified with a hinge-loss function in order to penalize
these misclassifications and minimize their presence in the optimal solution. The
resulting soft-margin primal problem is given by the following quadratic program:
minimize
w,𝑏
1
2
||w||2 + 𝐶
𝑁∑︁
𝑖=1
𝜉𝑖
such that 𝑦𝑖(w
𝑇𝜑(𝜃𝑖) + 𝑏) ≥ 1− 𝜉𝑖 𝑖 = 1, . . . , 𝑁
𝜉𝑖 ≥ 0 𝑖 = 1, . . . , 𝑁
(2.6)
with scalar 𝐶 > 0. This scalar term 𝐶 controls the likelihood of misclassifications
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and with a sufficiently-high penalty on non-zero 𝜖𝑖, the soft-margin classifier begins to
operate similar to a hard-margin SVM. Thus, the soft-margin nonlinear SVM is the
most general form of classifiers and is capable of handling all the problems previously
addressed by the hard-margin, linear and nonlinear SVMs. Due to the fact little-
to-nothing is assumed in advance about the performance of the nonlinear systems of
interest in this thesis, soft-margin nonlinear SVMs offer the most robust solution with
the widest applicability.
Rather than compute the solution using the primal optimization problem in (2.6),
it is generally easier to solve the problem in its dual form:
maximize
𝛼
𝑁∑︁
𝑖=1
𝛼𝑖 − 1
2
𝑁∑︁
𝑖,𝑗=1
𝛼𝑖 𝛼𝑗 𝑦𝑖 𝑦𝑗𝜑(𝜃𝑖)
𝑇𝜑(𝜃𝑗)
such that 0 ≤ 𝛼𝑖 ≤ 𝐶 𝑖 = 1, . . . , 𝑁
𝑁∑︁
𝑖=1
𝛼𝑖𝑦𝑖 = 0,
(2.7)
with weighting terms now set to
w =
𝑁∑︁
𝑖=1
𝛼𝑖 𝑦𝑖 𝜑(𝜃𝑖). (2.8)
As the dimension 𝑞 of the feature space associated with 𝜑(𝜃) grows, computing the
mapping w𝑇𝜑(𝜃) + 𝑏 becomes increasingly computationally demanding. Instead, the
“kernel trick” [79] is used to reduce this cost through a kernel function 𝜅(𝜃,𝜃′) :
R𝑞 × R𝑞 → R, defined such that
𝜅(𝜃,𝜃′) = 𝜑(𝜃)𝑇𝜑(𝜃). (2.9)
This use of the kernel function enables a solution to the dual problem in (2.7) to
be found without having to work in the potentially high-dimensional feature space
for 𝜑(𝜃). Various forms of the mapping and kernel functions exist, such as polyno-
mial, hyperbolic, and Gaussian radial basis function (RBF) [77,79,81]. In this work,
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Gaussian RBFs are used unless otherwise noted. These RBF kernels are given by
𝜅(𝜃𝑖,𝜃𝑗) = exp(−||𝜃𝑖 − 𝜃𝑗||2/𝛾), (2.10)
with 𝛾 > 0. Finally, the decision function for the soft-margin, nonlinear SVM in its
dual form is given by
𝐻(𝜃) = sign
(︁ 𝑁∑︁
𝑖=1
𝛼𝑖𝑦𝑖𝜅(𝜃,𝜃𝑖) + 𝑏
)︁
. (2.11)
Note that not all of the 𝑁 training points are considered “active.” Only a subset of the
training points are selected as support vectors (𝑁𝑠𝑣 ≤ 𝑁); all remaining points can be
considered to have 𝛼𝑖 = 0 and are thus not active. In practice, only the active subset
of 𝑁𝑠𝑣 support vectors are used for predictions, improving computational efficiency.
For the remainder of this thesis, the SVM optimization problem and its decision
function will be shown and discussed in the format of the dual representation from
(2.7) and (2.11).
2.2 Gaussian Process Regression Models
Gaussian process (GP) regression models, sometimes known as Kriging, are Bayesian
nonparametric regression tools for modeling scalar target variables across a continuous
input space [85–87]. Gaussian processes have been widely used throughout a variety
of relevant applications such as adaptive control [88, 89], reinforcement learning [90,
91], and optimization [92]. In this thesis, GPs are used to model measurements of
performance requirement satisfaction by the closed-loop system under consideration.
The following material will provide background on the construction of GP regression
models and explain certain steps which will be discussed later in the thesis.
While a Gaussian process is formally defined as the joint Gaussian distribution of a
finite collection of random variables, it can more easily be thought of as a distribution
over possible functions for ℎ(𝜃). Here, ℎ(𝜃) is a real, scalar function with input vector
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𝜃 ∈ R𝑝. Additionally, the GP is completely defined by a scalar mean function 𝑚(𝜃)
and covariance function 𝜅(𝜃,𝜃′) such that
ℎ(𝜃) = 𝐺𝑃
(︀
𝑚(𝜃), 𝜅(𝜃,𝜃′)
)︀
. (2.12)
The overall aim of the GP regression model is to infer the true, but unknown, function
ℎ(𝜃) from a limited number of sample locations {𝜃1,𝜃2, . . . ,𝜃𝑁} and corresponding
observations of ℎ(𝜃), labeled 𝑦(𝜃𝑖). Both the cases where 𝑦(𝜃𝑖) are noisy and noiseless
measurements of ℎ(𝜃𝑖) are considered and will be discussed later. The resulting GP
regression model can then be used to predict function values ℎ(𝜃) at unobserved
input vectors 𝜃. Rather than specifying a particular parameterized form of ℎ(𝜃) and
attempting to infer the correct coefficients, the GP model treats ℎ(𝜃) as a random
function. This allows the GP to be free of any restriction to a parameterized form,
assuming one even exists, and improves its applicability.
2.2.1 Training
At its core, Gaussian process regression relies upon Bayesian inference to construct the
predictive model. Model training is performed according to Bayes’ rule with a prior
probability distribution and likelihood model of the data used to compute a posterior
probability distribution. In this problem, the posterior probability distribution defines
the distribution of ℎ(𝜃) values conditioned on the evidence provided by the training
dataset of 𝑁 sample locations and corresponding observations mentioned earlier. For
simplicity, this training set is labeled as ℒ = {𝒟,y} where set 𝒟 = {𝜃1, . . . ,𝜃𝑁}
contains the input locations and vector y = [𝑦(𝜃1), . . . , 𝑦(𝜃𝑁)]
𝑇 is the corresponding
observations. The underlying true function values of ℎ(𝜃) at these training locations
are labeled as vector h = [ℎ(𝜃1), . . . , ℎ(𝜃𝑁)]
𝑇 . The posterior distribution of h is
determined from the likelihood model formed by the observations in ℒ and a pre-
specified prior probability distribution for h.
The prior probability distribution for h is assumed to be a joint, multivariate
Gaussian distribution defined by mean vector m = [𝑚(𝜃1), . . . ,𝑚(𝜃𝑁)]
𝑇 and 𝑁 ×𝑁
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covariance matrix K = [𝜅(𝜃𝑖,𝜃𝑗)] for 𝑖, 𝑗 = 1, . . . , 𝑁 ,
P(h|𝒟, 𝜓) = 𝒩 (h|m,K). (2.13)
The term 𝜓 refers to the kernel function’s hyperparameters. While there are many
different possible kernel functions, this thesis always uses the default squared expo-
nential kernel function with automatic relevance determination (SE-ARD) for GPs.
The SE-ARD kernel is an RBF kernel much like the kernel in (2.9) for SVMs,
𝜅(𝜃,𝜃′) = 𝜎2𝑓exp{−0.5(𝜃 − 𝜃′)𝑇Λ−1(𝜃 − 𝜃′)} (2.14)
Λ = diag(𝜎21, 𝜎
2
2, . . . , 𝜎
2
𝑝),
but with a weighting term 𝜎1, . . . , 𝜎𝑝 for each dimension in 𝜃 ∈ R𝑝. The ker-
nel hyperparameters 𝜓 is the set of these terms along with the signal ratio 𝜎𝑓 ,
𝜓 = {𝜎𝑓 , 𝜎1, . . . , 𝜎𝑝}. In comparison to isotropic squared exponential kernels, SE-
ARD enables the hyperparameters associated with each element of 𝜃 ∈ R𝑝 to vary
independently. Combined with the hyperparameter optimization process in Section
2.2.3, this allows the GP training process to automatically discover elements with low
impact on ℎ(𝜃) and deemphasize them with a low 𝜎𝑖 or emphasize those with high
sensitivity with large 𝜎𝑖.
In addition to the choice of kernel function for K and its hyperparameters 𝜓,
the prior mean m has a large impact upon the trained GP regression model. In the
vast majority of applications, the prior mean m is set to 0 [85]. This ensures an
unbiased prior probability distribution and has been shown to produce good results
for countless problems [86], assuming 𝑁 ≫ 𝑝. The same zero-mean prior is used
throughout the thesis, except for specific applications discussed in Chapter 7.
The likelihood model given the observations can be factorized amongst each of
the 𝑁 training points
P(y|h, 𝜗) =
𝑁∏︁
𝑖=1
P(𝑦𝑖|ℎ(𝜃𝑖), 𝜗), (2.15)
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where 𝜗 is the set of hyperparameters associated with the likelihood model. The
posterior probability distribution for h is computed from Bayes’ rule
P(h|ℒ, 𝜓, 𝜗) ∝ P(y|h, 𝜗) P(h|𝒟, 𝜓). (2.16)
2.2.2 Predictions
The posterior probability distribution from (2.16) is then used predict the distribu-
tion of ℎ(𝜃) at unobserved points in the input space conditioned on the observed
data ℒ. These unobserved query locations, assume 𝑁* in total, are labeled 𝒟* and
h* denotes their values of ℎ(𝜃). According to the GP prior in (2.13), the joint proba-
bility distribution of the training h and the prediction h* is a multivariate Gaussian
distribution
P(h,h*|𝒟,𝒟*, 𝜓) = 𝒩
(︃⎡⎣ h
h*
⎤⎦ ⃒⃒⃒⃒⃒
⎡⎣m
m*
⎤⎦ ,
⎡⎣ K K*
K𝑇* K**
⎤⎦)︃. (2.17)
Note that the covariance matrix pictured is segmented into three components for
easier viewing: the 𝑁 × 𝑁 covariance matrix K from the training data, K** the
𝑁* × 𝑁* covariance matrix of the query locations, and the 𝑁 × 𝑁* cross-covariance
matrixK* between the two sets of 𝜃 locations. From this, the conditional distribution
of h* given h is also a multivariate Gaussian,
P(h*|h,𝒟,𝒟*, 𝜓) = 𝒩
(︀
m* +K𝑇*K
−1(h−m),K** −K𝑇*K−1K*
)︀
. (2.18)
Ultimately, the desired posterior predictive distribution of h* is the conditional dis-
tribution (2.18) marginalized over the posterior distribution (2.16),
P(h*|ℒ,𝒟*, 𝜓, 𝜗) =
∫︁
P(h*|h,𝒟,𝒟*, 𝜓) P(h|ℒ, 𝜓, 𝜗) 𝑑h . (2.19)
This posterior predictive probability distribution will change based upon the likeli-
hood model of the observations. The two cases to consider are whether the observa-
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tions of ℎ(𝜃) are noisy or noise-free.
Noise-free Observations
The first case assumes the measurements of ℎ(𝜃) are noise-free, meaning y = h. Since
y measures h directly, there is no posterior uncertainty about h after the observations.
The posterior predictive distribution of h* reduces to
P(h*|ℒ,𝒟*, 𝜓, 𝜗) = 𝒩
(︀
m* +K𝑇*K
−1(h−m),K** −K𝑇*K−1K*
)︀
, (2.20)
which is simply the conditional distribution (2.18).
Noisy Observations
In the other case, the observations of ℎ(𝜃) are assumed to be corrupted by some noise
term that prevents y from measuring h directly. Many possible types of noise exist,
the simplest of which is the standard uniform Gaussian noise assumption made by
the vast majority of GP literature [85–92]. The following paragraphs will discuss GP
predictions using observations corrupted by uniform Gaussian noise. Later chapters
will discuss variations on this noise model as they apply to problems of interest.
In the standard problem, the observations y are corrupted by a noise term 𝜖,
which is assumed to follow a uniform Gaussian distribution 𝜖 ∼ 𝒩 (0, 𝜖2𝑛) such that
𝑦(𝜃) = ℎ(𝜃) + 𝜖 and
P(y|h, 𝜖𝑛) = 𝒩 (y|h, 𝜖2𝑛). (2.21)
Due to the fact the noise variance 𝜖𝑛 is 𝜃-invariant and constant across the space,
uniform Gaussian noise is also referred to as homoscedastic Gaussian noise. When
noise variance 𝜖𝑛 is known in advance, likelihood model hyperparameters 𝜗 = 𝜖𝑛 and
the likelihood model for the observations can be written as
P(y|h, 𝜗) = 𝒩 (y|h, 𝜖2𝑛I). (2.22)
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The resulting posterior predictive distribution is now
P(h*|ℒ,𝒟*, 𝜓, 𝜗) = 𝒩
(︁
m*+K𝑇*
(︀
K+𝜖2𝑛I
)︀−1
(y−m),K**−K𝑇*
(︀
K+𝜖2𝑛I
)︀−1
K*
)︁
, (2.23)
where the predictions are based upon the evidence provided by the noisy observations
y. When 𝜖𝑛 is not known in advance, the noise variance can be approximated from
the training data and the hyperparameter 𝜗 is set to that estimate.
2.2.3 Hyperparameter Optimization
The choice of hyperparameters 𝜓,𝜗 greatly affects the GP regression model and its
predictions. These hyperparameters define the kernel width, scaling, etc., which
ultimately determine the posterior predictive distribution P(h*|ℒ,𝒟*, 𝜓, 𝜗). Sur-
prisingly, in many recent GP-based active learning and Bayesian optimization ap-
proaches [93–96], there is little-to-no discussion about the selection of hyperparam-
eters. Often, convergence guarantees are contingent upon the assumption that the
ideal, or “true”, hyperparameters that maximize the accuracy of the predictions are
known in advance.
In this thesis, little about the system’s performance is assumed to be known a
priori, meaning the optimal hyperparameters will generally not be known in advance.
Instead, the hyperparameters can only be estimated with the current available in-
formation, training dataset ℒ. From a Bayesian perspective, the uncertainty in the
hyperparameters is modeled as the following probability distribution
P(𝜓, 𝜗|ℒ) = P(y|𝒟, 𝜓, 𝜗)P(𝜓, 𝜗)∫︀
P(y|𝒟, 𝜓, 𝜗)P(𝜓, 𝜗) 𝑑𝜓 𝑑𝜗 , (2.24)
where P(y|𝒟, 𝜓, 𝜗) is the marginal likelihood of y and P(𝜓, 𝜗) is the joint prior dis-
tribution on the hyperparameters. Without prior knowledge about the choice of 𝜓, 𝜗,
prior P(𝜓, 𝜗) should be set to an uniform distribution. In order to encapsulate the
effects of uncertain hyperparameters, the posterior predictive distribution should be
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marginalized over P(𝜓, 𝜗|ℒ),
P(h*|ℒ,𝒟*) =
∫︁
P(h*|ℒ,𝒟*, 𝜓, 𝜗) P(𝜓, 𝜗|ℒ) 𝑑𝜓 𝑑𝜗. (2.25)
In practice, the analytical integral in (2.25) is computationally intractable as
P(𝜓, 𝜗|ℒ) will likely be more complex than a Gaussian distribution [85]. Sampling-
based approximations of (2.25) using a large number (𝑀𝑡𝑜𝑡𝑎𝑙) of evaluations at different
𝜓, 𝜗 settings can be obtained, i.e.
P(h*|ℒ,𝒟*) ≈
𝑀𝑡𝑜𝑡𝑎𝑙∑︁
𝑘=1
P(h*|ℒ,𝒟*, 𝜓𝑘, 𝜗𝑘) P(𝜓𝑘, 𝜗𝑘|ℒ), (2.26)
but such numerical approximations are infeasible as they require repeated inversions
of the 𝑁 ×𝑁 matrix K, an 𝒪(𝑁3) operation. Markov Chain Monte Carlo (MCMC)
methods can also be used to compute (2.25) [85,86], but suffer from the same limita-
tion.
Rather than compute the full distribution over the hyperparameters and the sub-
sequent marginalized posterior predictive distribution for h*, maximum likelihood
estimation [85] will produce a computationally-efficient approximation of (2.25). As-
suming the prior P(𝜓, 𝜗) is uniform, the distribution P(𝜓, 𝜗|ℒ) is directly proportional
to the marginal likelihood P(y|𝒟, 𝜓, 𝜗) according to (2.24). Therefore, the locally-
optimum hyperparameters 𝜓*, 𝜗* are obtained by maximizing the model evidence
P(y|𝒟, 𝜓, 𝜗),
𝜓*, 𝜗* = argmax
𝜓,𝜗
P(y|𝒟, 𝜓, 𝜗). (2.27)
This likelihood maximization is known as hyperparameter optimization and can be
computed using steepest ascent [85] or gradient-based [89] methods. The integral in
(2.25) is then replaced with a point estimate at these maximum likelihood values,
P(h*|ℒ,𝒟*) ≈ P(h*|ℒ,𝒟*, 𝜓*, 𝜗*). (2.28)
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2.3 Temporal Logic
In many of the verification problems considered in this thesis, the performance re-
quirements for the system under test are trajectory-based specifications. The require-
ments could include traditional objectives such as stability, boundedness, rise-time,
and settling time, or more complex spatial-temporal requirements such as those found
in civilian [16] and military [15] aviation standards. All of the aforementioned per-
formance requirements can be expressed in temporal logic [97], which simply pro-
vides a mathematical framework for formally defining these specifications. Various
derivations of temporal logic exist, with the most common and relevant to control
applications being linear temporal logic (LTL) [98–101]. This thesis will consider two
particular extensions of LTL, namely metric temporal logic (MTL) [58, 63, 102, 103]
and signal temporal logic (STL) [102,104–106], which were developed to extend LTL
into real-time [107]. As will be elaborated later in this section, MTL returns a binary
evaluation of a requirement’s satisfaction while STL returns a quantitative, real-
valued measurement that indicates both the satisfaction of the requirement and the
corresponding level of robustness to that requirement. Note that MTL is sometimes
referred to as metric interval temporal logic (MITL) when handling interval-based for-
mula. For clarity and simplicity, all binary temporal logic problems will be referred
to as MTL.
Metric Temporal Logic
For both MTL and STL problems, a requirement is given by a temporal logic formula
𝜙. In binary MTL problems, this formula consists of boolean atomic propositions 𝑝
as well as boolean and temporal operations on those propositions. The most com-
mon temporal operators include  and ♦, which express that a proposition/formula
must “always” hold or “eventually” be true. These operators can also be functions
of time intervals such as [𝑡1,𝑡2] and ♦[𝑡1,𝑡2], which state that it must “always hold
between times 𝑡1 and 𝑡2” or “eventually be true at some point within time interval
[𝑡1, 𝑡2].” Boolean operators include ¬, ∧, and ∨ to express negation, conjunction, and
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disjunction. One of the more important points about temporal logic is that these
boolean operators can be used to construct more complex formula from simpler ones.
For example, formula 𝜙3 = [𝑡1,𝑡2]𝜙1 ∧♦[𝑡2,𝑡3]𝜙2 states that 𝜙1 must hold for all times
between 𝑡1 and 𝑡2 and 𝜙2 must occur at some point between 𝑡2 and 𝑡3 in order for
the formula 𝜙3 to be satisfied.
Satisfaction of the formula is denoted by operator |=, where tuple (Φ, 𝑡) |= 𝜙
indicates trajectory Φ satisfied 𝜙 at time 𝑡. Failure to satisfy 𝜙 is denoted by (Φ, 𝑡) |=
¬𝜙 or (Φ, 𝑡) 2 𝜙. For MTL problems, the boolean satisfaction of 𝜙 is signified by
binary indicator function 𝜒(𝑡), where
𝜒(𝑡) =
⎧⎪⎨⎪⎩+1, if (Φ, 𝑡) |= 𝜙−1, otherwise. (2.29)
The corresponding binary measurement 𝑦 for verification over the entire trajectory is
the minimum indicator function value, 𝑦 = min {𝜒(𝑡)} ∀𝑡 ≤ 𝑇𝑓 , where 𝑇𝑓 is the final
time of the trajectory.
Signal Temporal Logic
While MTL is useful for determining satisfaction of 𝜙, it does not differentiate between
trajectories that barely satisfy the requirement and those that have a comfortable level
of robustness. Signal temporal logic addresses this limitation with the inclusion of a
real-valued robustness signal 𝜌𝜙 ∈ R that not only signifies the boolean satisfaction
of 𝜙, but also quantifies the minimum level of robustness.
The overall syntax for STL formula 𝜙 is almost identical to MTL [106], with the
exception that boolean propositions 𝑝 are replaced by predicates 𝜁. STL predicates
are boolean operators on some real-valued function of states, control inputs, and/or
sensor measurements. These predicates are also used to define the robustness degree
𝜌𝜙. For example, if the requirement specifies state 𝑥1(𝑡) must remain above 2, then
the corresponding predicate is given by 𝜁(𝑡) = 𝑥1(𝑡)−2 > 0. With this predicate, the
robustness signal is simply 𝜌𝜙(𝑡) = 𝑥1(𝑡)− 2. A short summary of robustness signals
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for more complex STL formula is listed below:
𝜌𝜙1∧𝜙2(𝑡) = min
(︀
𝜌𝜙1(𝑡), 𝜌𝜙2(𝑡)
)︀
𝜌[𝑡1,𝑡2]𝜙(𝑡) = min
𝑡′∈[𝑡+𝑡1,𝑡+𝑡2]
𝜌𝜙(𝑡′)
𝜌♦[𝑡1,𝑡2]𝜙(𝑡) = max
𝑡′∈[𝑡+𝑡1,𝑡+𝑡2]
𝜌𝜙(𝑡′).
(2.30)
Note that the robustness signal 𝜌𝜙(𝑡) is consistent with the binary indicator function
𝜒(𝑡)
𝜒(𝑡) = sign
(︀
𝜌𝜙(𝑡)
)︀
, (2.31)
where here it is assumed 𝜌𝜙(𝑡) = 0 signifies (Φ, 𝑡) 2 𝜙 and 𝜒(𝑡) = −1. Similar to the
MTL case, the robustness/satisfaction measurement for the entire trajectory is the
minimum robustness degree, 𝑦 = min{𝜌𝜙(𝑡)} ∀𝑡 ≤ 𝑇𝑓 , where 𝑇𝑓 is the final time in
the trajectory.
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Chapter 3
Deterministic Verification with
Binary Evaluations of Performance
This chapter considers the problem of binary verification of deterministic nonlinear
systems. Binary verification assumes the performance of a closed-loop system is given
by binary (“satisfactory”/”unsatisfactory”) evaluations, which naturally segments the
set of all possible operating conditions into two distinct sets: those that lead to
satisfactory performance and those that do not. This chapter presents statistical
data-driven verification procedures to estimate these two sets given a limited amount
of simulation or experimental trajectories. The second contribution is a closed-loop
verification approach which minimizes the prediction error for a fixed budget of tra-
jectories.
3.1 Problem Description
Consider the deterministic nonlinear system
x˙(𝑡) = 𝑓(x(𝑡),u(𝑡),𝜃) (3.1)
subject to uncertain operating conditions 𝜃 ∈ R𝑝, where x(𝑡) ∈ R𝑛 is the state vector
and u(𝑡) ∈ R𝑚 is the control input. The open-loop dynamics in (3.1) are said to be
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deterministic, meaning two instantiations of (3.1) with identical {x,u,𝜃} will produce
the same x˙ every time. Additionally, the goal of this work is to verify the performance
of closed-loop systems; therefore, the control inputs u(𝑡) are assumed to be generated
by deterministic control policy
u(𝑡) = 𝑔(x(𝑡)). (3.2)
The resulting closed-loop deterministic system with controller (3.2) implemented is
written as
x˙(𝑡) = 𝑓𝑐𝑙(x(𝑡),𝜃) (3.3)
to emphasize control inputs u(𝑡) can effectively be treated as hidden states within
the closed-loop system dynamics.
Both the open- and closed-loop systems are functions of parametric uncertainties
𝜃. The parametric uncertainties are treated as uncertain, time-invariant conditions
that affect the state dynamics. These uncertainties 𝜃 are assumed to fall within a
known, bounded set Θ as the “known unknowns.”
Assumption 3.1. The set of all possible perturbations 𝜃 ∈ Θ is a known, compact,
uncountable set Θ ⊂ R𝑝.
Although the assumption limits 𝜃 to an element of set Θ, the vast majority of phys-
ical dynamical systems will have feasible bounds on 𝜃 and this is not a restrictive
assumption. For instance, a commercial airliner at cruise will only operate between
well-defined weight limits, i.e. empty weight and max take-off weight. Thus, when
aircraft weight is a relevant parameter for 𝜃, these weight limits will define bounds
on the corresponding element in Θ.
The closed-loop system’s trajectory is given by Φ(x(𝑡)|x0,𝜃) and defines the time
evolution of the states from (3.3) over a time interval 𝑡 ∈ [0, 𝑇𝑓𝑖𝑛𝑎𝑙]. The trajectory
itself is completely determined by two terms: a nominal initial state vector x0 that is
constant for every instantiation of the system and parametric uncertainties 𝜃. Any
uncertainty in the initial state vector x(0) can be modeled as the combination of
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nominal x0 and corresponding elements of 𝜃, ex: x(0) = x0 + 𝜃. Only the non-state
terms that change across different instantiations of the system are incorporated as
uncertain parameters in 𝜃. The trajectory response can then be mapped directly to
its underlying 𝜃 values.
While the parametric uncertainties may describe uncertainty in the initial condi-
tion x(0), they are not restricted to simply varying initial states x(0). For example,
in flight vehicles, 𝜃 may include uncertain system parameters such as aircraft weight,
center of gravity location, and moments inertia as well as uncertain initial states for
altitude, airspeed, and vehicle orientation. In fact, these uncertain system parame-
ters greatly affect the longitudinal and lateral response of aircraft, but are typically
difficult to perfectly calculate before flight. Even within the same production variant
of aircraft, small differences in manufacturing and maintenance will result in mea-
surable changes in the aforementioned system parameters between individual flight
vehicles. Regardless of the particular source, it is important to incorporate relevant
uncertainties in the system parameters whenever appropriate.
Likewise, the assumption of constant parametric uncertainties 𝜃 does not com-
pletely eliminate applications with time-varying system parameters. For instance,
in conventional fuel-powered aircraft, aircraft weight will decrease as fuel is burned.
In problems with short timescales relative to the length of a complete mission, the
change in aircraft weight will be negligible and can approximated as a constant. For
problems with longer timescales of roughly the same order as a complete flight, this
approximation will no longer apply. While the weight will noticeably vary with time,
the rate of fuel burn is a well-modeled function of control inputs like throttle and
power settings, states, and parameters. Thus, aircraft weight can instead be treated
as an internal state defined by an uncertain initial take-off weight and relevant fuel
burn parameters. Many other time-varying system parameters can be treated in a
similar manner.
Lastly, the parametric uncertainties may also include design parameters under
consideration by the controls engineer. For instance, the engineer may examine the
effect of controller gains or settings upon the satisfaction of requirements. While
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controller gains themselves are typically fixed before implementation on the final,
“consumer-ready” product, it may be helpful to vary these terms during the verifica-
tion analysis to explore their interactions with the effects of other uncertainties and
their cumulative impact on requirement satisfaction. Similarly, design parameters
may include other relevant features such as time delays. In that case, verification
would help identify the maximum allowable time delay before the system no longer
satisfies the requirement(s) and produce something similar to a time-delay margin for
a nonlinear system. Ultimately, these design variables simply act as another compo-
nent of 𝜃 for the statistical verification procedure to consider during the robustness
analysis.
3.1.1 Discrete Evaluations of Performance Requirement Sat-
isfaction
In verification applications, the system’s trajectory Φ(x(𝑡)|x0,𝜃) is evaluated against
pre-specified performance requirements. These performance requirements may in-
clude straightforward considerations such as stability and avoidance of failure states
or more complex spatial and/or temporal specifications. Regardless of the level of
complexity, a binary oracle determines whether these requirements are satisfied by a
particular trajectory.
Assumption 3.2. There exists an oracle which provides deterministic Boolean
evaluations on whether a trajectory Φ(x(𝑡)|x0,𝜃) satisfied the performance require-
ments under consideration. These Boolean evaluations are output as binary measure-
ments 𝑦 ∈ {+1,−1} corresponding to {“satisfied”, “did not satisfy”}.
Remark 3.3. As each trajectory is completely defined by constant x0 and the
particular instance of 𝜃, a binary measurement is written as 𝑦(𝜃) ∈ {+1,−1} to
emphasize the performance is an explicit function of 𝜃.
Assumption 3.2 states discrete evaluations of requirement satisfaction are provided
by a general binary oracle. Typically, the requirements under consideration can be
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written in metric temporal logic (MTL) format discussed in Section 2.3 and the oracle
would simply be based upon the binary indicator function 𝜒 from (2.29). However, the
oracle output and the requirements under test can also be provided by a much larger
set of sources than just MTL. For instance, the binary measurements could be output
from a proprietary gray-box function or even labels produced by a human supervisor.
“Oracle” is used as a catch-all term for the white or gray-box model that produces
binary labels indicating whether the system satisfies particular requirements.
Systems with Multiple Requirements
Additionally, it is important to clarify that the binary oracle can be used to indicate
satisfaction of a single requirement or an entire set of requirements. The preceding
paragraphs and discussions referred to a set of pre-specified requirements under con-
sideration as most real-world systems will have multiple performance requirements
that have to be addressed simultaneously. In those problems, a positive measure-
ment 𝑦(𝜃) = +1 indicated that the trajectory satisfied all the requirements, while
a negative measurement 𝑦(𝜃) = −1 indicated the trajectory did not satisfy all the
requirements. In the latter case, it is possible a subset of the requirements were in-
deed satisfied, but at least one requirement was not. If it is desirable to examine each
requirement individually, the oracle could be reconfigured to output multiple binary
measurements with each measurement corresponding to the satisfaction of a single
requirement. However, the upcoming data-driven statistical verification techniques
would have to be performed on each requirement individually.
3.1.2 Region of Satisfaction
The ultimate goal of deterministic verification is to identify which parametric uncer-
tainties 𝜃 will result in satisfactory performance and those which will not. The binary
aspect of this problem leads to the following two definitions.
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Definition 3.4. The region of satisfaction Θ𝑠𝑎𝑡 contains all 𝜃 ∈ Θ for which the
resulting trajectory satisfies the performance requirements. In other words,
Θ𝑠𝑎𝑡 :=
{︁
𝜃 ∈ Θ : 𝑦(𝜃) = 1
}︁
. (3.4)
Under weak assumption, Θ𝑠𝑎𝑡 ̸= ∅.
Definition 3.5. The region of failure Θ𝑓𝑎𝑖𝑙 contains all remaining 𝜃 ∈ Θ for
which the resulting trajectory fails to satisfy the performance requirements, i.e.
Θ𝑓𝑎𝑖𝑙 :=
{︁
𝜃 ∈ Θ : 𝑦(𝜃) = −1
}︁
. (3.5)
It is also assumed Θ𝑓𝑎𝑖𝑙 ̸= ∅. By construction, Θ𝑓𝑎𝑖𝑙 is the complement of Θ𝑠𝑎𝑡, so
Θ𝑠𝑎𝑡 ∪Θ𝑓𝑎𝑖𝑙 = Θ and Θ𝑠𝑎𝑡 ∩Θ𝑓𝑎𝑖𝑙 = ∅.
While the conditions for membership in sets Θ𝑠𝑎𝑡 and Θ𝑓𝑎𝑖𝑙 are known, the sets
themselves are unknown in advance; it is not clear whether arbitrary 𝜃 belongs to
Θ𝑠𝑎𝑡 or Θ𝑓𝑎𝑖𝑙. Therefore, the underlying aim of the verification process is to predict
Θ𝑠𝑎𝑡.
Problem 3.1. Given the deterministic closed-loop system (3.3) and determinis-
tic binary measurements of requirement satisfaction, compute an estimated region of
satisfaction ̂︀Θ𝑠𝑎𝑡.
Due to the binary nature of the problem, all remaining elements not in ̂︀Θ𝑠𝑎𝑡 are
considered to be elements of estimated ̂︀Θ𝑓𝑎𝑖𝑙, ̂︀Θ𝑓𝑎𝑖𝑙 = Θ ∖ ̂︀Θ𝑠𝑎𝑡. This same binary
perspective also forms the basis for this chapter’s approach.
Proposition 3.2. The problem described in Prob. 3.1 can be viewed as a binary
classification problem: predict whether queried 𝜃 is an element of ̂︀Θ𝑠𝑎𝑡 or ̂︀Θ𝑓𝑎𝑖𝑙.
3.2 Deductive Verification Methods
The region of satisfaction estimation objective described in Problem 3.1 can be ap-
proached from two primary directions: deductive analysis and statistical methods.
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The key distinguishing factor between the two is that deductive methods produce an
analytically-verified, proof-driven solution while statistical methods output weaker
probabilistic bounds or approximations. While a theoretically-proven analytical re-
sult is stronger than a statistical estimate, this section will illustrate the limitations
of deductive approaches which are addressed by statistical data-driven verification.
In particular, it will highlight simulation-guided deductive methods that bridge the
gap between two directions, and these methods will also serve as a foil to statistical
methods for direct comparison of the two.
Deductive methods such as LQR-trees [48,54] and barrier certificates [45,46,108]
are common techniques for verification of nonlinear systems. These techniques rely
upon continuously-differentiable analytical functions 𝑉 (x,𝜃) : R𝑛+𝑝 → R like Lya-
punov, barrier, or storage functions to construct proofs that are used to provably
guarantee certain 𝜃 vectors will belong to Θ𝑠𝑎𝑡 under the given modeling assump-
tions. With respect to Problem 3.1, these elements proven to belong to Θ𝑠𝑎𝑡 form set̂︀Θ𝑠𝑎𝑡.
One of the primary difficulties associated with analytical function-based verifica-
tion is the choice of an appropriate analytical function used to construct the proof. An
appropriate Lyapunov or Lyapunov-like function must be fully known in advance for
these analytical verification methods to be even applied to the problem. Simulation-
guided barrier certificates [47,50–52] and LQR-trees [54] remove some of this difficulty
by automatically constructing proofs with the help of simulation (or experimental)
trajectories. Typically, simulations of the systems are used to discover invariant sets
that bound convergent or stable trajectories according to some polynomial or loga-
rithmic Lyapunov function of pre-specified degree. Simulations are chosen according
to a data generation procedure in an attempt to discover a maximizing invariant set,
and thus the largest ̂︀Θ𝑠𝑎𝑡 [51, 109].
This process is illustrated on the well-studied [51, 53] unstable Van der Pol oscil-
lator problem shown in Figure 3-1. In this example, the simulation-guided barrier
certificate technique generates samples to maximize the size of the verified region
produced by a barrier certificate with a second-order Lyapunov function. The bar-
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(a) True region of satisfaction (b) Simulation-guided barrier certificate [53]
Figure 3-1: Illustration of simulation-guided barrier certificate construction techniques [53]
on an unstable Van der Pol oscillator case study. Initial conditions 𝜃 = [𝜃1, 𝜃2] for the
simulations are shown as dots and their respective colors denote whether the resulting tra-
jectory satisfied the requirement (green) or did not (red). The invariant level set described
by a second-order Lyapunov function is shown as a dashed blue line. Figure 3-2 will further
discuss the conservativeness of this set.
rier certificate is able to produce an estimated region of satisfaction ̂︀Θ𝑠𝑎𝑡, but this
prediction falls short of the true Θ𝑠𝑎𝑡. This result highlights some of the limitations
encountered with analytical methods.
3.2.1 Limitations
There are a number of aspects of deductive methods that limit their applicability
to the verification objective in this chapter. First, deductive methods are essentially
conservative by design because they seek to address a different objective. Elements
that are theoretically guaranteed by the proof to meet the requirements are obviously
labeled as members of set ̂︀Θ𝑠𝑎𝑡; however, the problem lies with elements of Θ that are
not verified by the proof-based certificate. As pictured in Figure 3-1(b), the quadratic
barrier certificate for the Van der Pol oscillator is not able to verify all elements
of Θ𝑠𝑎𝑡, even points where simulation trajectories have shown this to be true. As
nothing else can be inferred, deductive methods must classify all locations not proven
safe by the barrier certificate as elements of set ̂︀Θ𝑓𝑎𝑖𝑙, illustrated in Figure 3-2. This
inherent conservativeness ensures analytical deductive methods will never misclassify
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Figure 3-2: Illustration of the predicted region of satisfaction ̂︀Θ𝑠𝑎𝑡 produced by a second-
order Lyapunov function-based barrier certificate for the unstable Van der Pol oscillator
previously shown in Figure 3-1. The method is conservative by design and only points
verified by the barrier certificate are included in ̂︀Θ𝑠𝑎𝑡, resulting in the noticeably conservative
predictions shown as the green ellipse.
elements of Θ𝑓𝑎𝑖𝑙 within ̂︀Θ𝑠𝑎𝑡, but this is not true for elements of Θ𝑠𝑎𝑡 within ̂︀Θ𝑓𝑎𝑖𝑙.
These barrier certificate methods addressed a slightly different objective and were not
concerned with the possibility of these false negatives where 𝜃 ∈ Θ𝑠𝑎𝑡 are misclassified
as elements of ̂︀Θ𝑓𝑎𝑖𝑙.
A second limitation of analytical methods, particularly barrier certificate tech-
niques, is that they require the availability of continuously-differentiable Lyapunov
or Lyapunov-like functions. These Lyapunov functions must be specified in advance,
but often the correct choice or form of the function is not known and can be dif-
ficult to determine, if one even exists. While simulation-guided methods relax this
by automatically discovering function coefficients and bounding terms, they still re-
quire an approximate degree for the polynomial Lyapunov function to be set by the
user [51]. If an incorrect order is chosen, there may not exist an appropriate barrier
certificate for that particular set of functions, even if one exists for another form.
There may even be multiple possible polynomial orders that can be used to construct
barrier certificates, but the choice that maximizes the accuracy of the resulting ̂︀Θ𝑠𝑎𝑡
is unknown.
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Lastly, the computational complexity of deductive methods limits their utility.
At a minimum, the corresponding analytical function 𝑉 (x,𝜃) must be a function of
both the closed-loop states x and the parametric uncertainties 𝜃 in order to produce
a barrier certificate. This can pose a problem for high-dimensional systems, even if
the dimension 𝑝 of uncertainties 𝜃 ∈ R𝑝 is low, due to the necessary inclusion of x in
order to calculate suitable bounds on the trajectory response. This problem is exacer-
bated as the parameterized form of the function becomes more complex. In general,
the function forms that maximize the accuracy of ̂︀Θ𝑠𝑎𝑡 are higher-order polynomi-
als or similar representations and the more complex the closed-loop dynamics, the
higher the order or complexity of the function required to achieve even a suboptimal̂︀Θ𝑠𝑎𝑡. Therefore, it may become extremely difficult to find any suitable Lyapunov or
Lyapunov-like function to ̂︀Θ𝑠𝑎𝑡.
3.3 Statistical Data-Driven Verification
Instead of the previous deductive techniques, Problem 3.1 can be approached through
statistical methods. Rather than utilize simulations (or experiments) to construct and
refine a proof that eventually produces a verified ̂︀Θ𝑠𝑎𝑡, statistical methods operate
more directly with the data. The resulting predictions for ̂︀Θ𝑠𝑎𝑡 and their accuracy
are directly coupled to the quality of the observed data, hence the term data-driven
verification.
3.3.1 SVM Classification Models
In order to translate a finite number of trajectories into nontrivial predictions over
the entire set Θ, these trajectories are used to form a classification model. With the
assumption of binary measurements 𝑦(𝜃), there are a number of applicable machine
learning/data-mining techniques such as relevance vector machines [110], kernel lo-
gistic regression [81], decision trees [111], and random forests [81] that can be used
to produce classifiers. Ultimately, this approach uses nonlinear, soft-margin support
vector machines (SVMs) [77,79] for binary classification as they can efficiently handle
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arbitrary, nonlinearly-separable datasets without modification, an important consid-
eration when nothing is assumed about the shape, convexity, or separability of Θ𝑠𝑎𝑡.
The overall process of constructing and training the SVM-based classification
model follows the details discussed in Section 2.1.2. The support vector machine
is constructed from a training dataset ℒ consisting of 𝑁 trajectories initialized at lo-
cations 𝒟 = {𝜃1,𝜃2, . . . ,𝜃𝑁} in Θ and the 𝑁 ×1 vector of their corresponding binary
evaluations y = [𝑦(𝜃1), 𝑦(𝜃2), . . . , 𝑦(𝜃𝑁)]
𝑇 , i.e. ℒ = {𝒟,y}. Isotropic Gaussian radial
basis functions (2.10) are used as kernels 𝜅(𝜃,𝜃′) in order to project from R𝑝 space
into a higher-dimensional space where the dataset is linearly separable. The resulting
SVM output is given in the same format as (2.11) with
𝐻(𝜃) = sign
(︁ 𝑁𝑠𝑣∑︁
𝑗=1
𝛼𝑗 𝑦𝑗 𝜅(𝜃𝑗,𝜃) + 𝑏
)︁
, (3.6)
where 𝑗 = 1, . . . , 𝑁𝑠𝑣 are the active support vectors chosen from ℒ (𝑁𝑠𝑣 ≤ 𝑁). All
elements of ℒ not selected as support vectors can be viewed as having 𝛼𝑗 = 0 and
ignored for computational efficiency.
The support vector machine classifier’s output from (3.6) is used to construct the
predicted regions of satisfaction and failure. The binary output is used directly as the
predicted satisfaction label, ̂︀𝑦(𝜃) = 𝐻(𝜃). The estimated regions parallel Definitions
3.4 and 3.5, but with predicted label ̂︀𝑦(𝜃) in place of true 𝑦(𝜃).
Definition 3.6. The predicted region of satisfaction ̂︀Θ𝑠𝑎𝑡 contains all 𝜃 ∈ Θ for
which the resulting trajectory is predicted to satisfy the performance requirements,
̂︀Θ𝑠𝑎𝑡 := {︁𝜃 ∈ Θ : ̂︀𝑦(𝜃) = 1}︁. (3.7)
Definition 3.7. The predicted region of failure ̂︀Θ𝑓𝑎𝑖𝑙 is the complement of ̂︀Θ𝑠𝑎𝑡
and contains all remaining 𝜃 ∈ Θ for which the resulting trajectory is predicted to fail
to satisfy the performance requirements,
̂︀Θ𝑓𝑎𝑖𝑙 := {︁𝜃 ∈ Θ : ̂︀𝑦(𝜃) = −1}︁. (3.8)
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The SVM classifier contains two hyperparameters that can be tuned to adjust
the prediction regions. First, the 𝛾 hyperparameter used by all isotropic RBF ker-
nels (2.10) controls the width of the kernel function. As this 𝛾 value increases, the
relevance of distant training datapoints decreases. For this work, the kernel hyperpa-
rameter is set to 𝛾 = 1 and the training positions 𝒟 are normalized to interval [−1, 1]
in each of the 𝑝 dimensions.
The second hyperparameter is the box constraint 𝐶 used by the soft-margin SVM
primal objective (2.6)/dual constraint (2.7) functions to penalize misclassifications.
In the simplest implementation, a scalar 𝐶 > 0 can be increased to more heavily
penalize all misclassifications (̂︀𝑦(𝜃) ̸= 𝑦(𝜃)) in the training data. As 𝐶 grows towards
∞, the soft-margin SVM classifier converges towards a hard-margin classifier which
assumes linear separability. However, in most applications, misclassification errors are
not weighted equally: false negatives, where ̂︀𝑦(𝜃𝑖) = −1 but in reality 𝑦(𝜃𝑖) = 1, are
more acceptable than false positives, where ̂︀𝑦(𝜃𝑖) = 1 but 𝑦(𝜃𝑖) = −1. This is because
a false negative mistakenly classifiers a truly safe point as unsafe, but mistakenly
classifying unsafe operating conditions as safe may have disastrous consequences. In
such situations, the scalar box constraint can be replaced by a 2× 2 matrix
𝐶 =
⎡⎣𝐶𝐹𝑁 0
0 𝐶𝐹𝑃
⎤⎦ (3.9)
with 𝐶𝐹𝑁 > 0 and 𝐶𝐹𝑃 > 0. An increase in the ratio 𝐶𝐹𝑃/𝐶𝐹𝑁 will penalize false
positives more heavily than false negatives to discourage the classifier from accepting
such errors during the training process. It is important to note that 𝐶 does not
explicitly control the rate of misclassification errors; it only changes the penalties
during the training process, which implicitly controls misclassification rate.
Model Validation
While the training process optimizes the classifier to suppress misclassification errors,
it can not completely eliminate or control the possibility of incorrect predictions. At
the most basic level, this is because a finite number of training points in ℒ is used
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to predict response over the full uncountable set Θ. There will always be unsam-
pled/unexplored points and regions in Θ and thus the possibility of errors will always
exist. The real problem is that the binary classifier described in (3.6) does not ex-
plicitly indicate confidence in the predicted outputs ̂︀𝑦(𝜃). The following validation
methods will estimate or qualify the confidence in each predicted ̂︀𝑦(𝜃) as well as
estimate the cumulative rate of misclassifications over the total Θ space.
First, methods can be applied to the SVM model output to estimate the local
confidence for each individual prediction ̂︀𝑦(𝜃). The simplest evaluation of prediction
confidence is the non-binary model output before the sign function is applied in (3.6),
𝐻R(𝜃) =
𝑁𝑠𝑣∑︁
𝑗=1
𝛼𝑗 𝑦𝑗 𝜅(𝜃𝑗,𝜃) + 𝑏. (3.10)
This real-valued output 𝐻R(𝜃) ∈ R signifies the query point’s distance from the
prediction boundary, where |𝐻R(𝜃)| ≫ 0 is further from the boundary and thus
further away from points with the opposite satisfaction label. Additionally, Platt
scaling [112] can also be applied to the output 𝐻R(𝜃), which uses a logistic regression
model to convert 𝐻R(𝜃) into a direct measure of confidence probability.
While these methods are tools for computing some measure of confidence, they do
not capture all possible errors. Mainly, the non-binary output 𝐻R(𝜃) only indicates
distance from the prediction boundary, but does not indicate proximity to training
points. A point 𝜃𝑖 may be predicted to lie far away from the boundary, but this same
point may lie far away from all the other training datapoints as well and therefore
the classifier has no justification as to what the prediction should be at 𝜃𝑖. 𝐻R(𝜃)
does not indicate the presence of dangerous “holes” in the training data where there
does not exist any training data to actually support the predictions made the SVM
model. This also applies to Platt scaling since it requires this output to pass through
the logistic regression model. Additionally, Platt scaling assumes linear separability,
which limits the types of problems it can accurately be applied to. As a result,
these two approaches provide some useful qualitative measures of local prediction
confidence, but cannot provide complete quantitative estimates.
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Other tools can be used to estimate the total accuracy of the SVM model pre-
dictions over the full set Θ. These approaches generally rely upon the existence of
an independent validation set 𝒱 complete with training locations and corresponding
binary measurements, just like in ℒ. The most straightforward approach is to simply
select more 𝜃 conditions, usually through Monte Carlo sampling, and perform simula-
tions at those conditions in order to collect new measurements and form a validation
set 𝒱 . Once a classifier has been trained on the initial training dataset ℒ, the model is
used to predict labels at all locations in 𝒱 and these predictions are compared against
the true answers, which are known for the validation set. Leave-one-out and k-fold
cross-validation approaches [82,113] exploit this same idea, but instead randomly seg-
ment ℒ into a set of data used to actually train the SVM model and a smaller subset
that acts as 𝒱 . The cumulative prediction error on the validation set 𝒱 is treated as
the estimated prediction error for Θ. K-fold cross validation [113] performs a more
complicated version of the leave-one-out approach. The process segments ℒ into 𝑘
equal-sized subsets. One of these subsets is used as 𝒱 while the other 𝑘 − 1 sets
collectively train the SVM. The procedure repeats 𝑘 times so that each of the 𝑘 sets
is used as the validation set once. The validation error from each of the 𝑘 validation
sets is averaged together to produce a single estimate of misclassification error.
Just like before, these validation tools have their limitations. Regardless of its
source, if the independent validation fails to adequately cover a region in Θ, then it
will fail to accurately predict the misclassification rate in that area. Larger numbers
of validation points are required to ensure better probabilistic coverage of Θ, which
means additional simulations or experiments. More generally, the reliance upon an
independent set of observations is a major limitation in itself. All the observed data
allocated to the validation set could have been incorporated as additional data for ℒ,
which would generally produce a more accurate classifier. Therefore, its a challenging
conundrum to decide whether new trajectories should be added to the validation set
𝒱 to improve the estimation of misclassification error rate or to the training dataset
ℒ to actually decrease the misclassification error [114]. All these validation methods
are useful, but imperfect, tools for estimating the rate of prediction errors.
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3.3.2 Comparison to Simulation-Guided Barrier Certificates
Statistical data-driven verification was originally developed as a parallel, complimen-
tary approach to simulation-guided barrier certificate techniques to identify and ad-
dress conservativeness in those approaches [115]. Statistical verification can exploit
the same datasets used to construct the barrier certificates in order to train SVM
classifiers not restricted by the barrier certificate’s assumptions. The following sub-
section will illustrate this fact and directly compare the two approaches applied to
the same datasets.
As shown in Figure 3-1(b), simulation-guided deductive methods can be used
to generate analytical barrier certificates. In that example, the approach produces
quadratic Lyapunov-function based predictions of ̂︀Θ𝑠𝑎𝑡 for an unstable Van der Pol
oscillator. The sampling procedure [53] distributes 𝜃 points in order to construct the
maximum verifiable set, but even with this procedure, the verifiable results are obvi-
ously conservative. When statistical data-driven verification is applied to this same
exact dataset, the SVM model will produce significantly less conservative results, pic-
tured in Figure 3-3. The SVM model closely approximates the true boundary, with
the predicted boundary (blue line) almost indistinguishable from the true boundary
(black line). This is accomplished through the use of 31 support vectors (magenta cir-
cles) selected from the training dataset of 633 trajectories and binary measurements.
The accuracy of the SVM-based predictions is summarized in Table 3.1. K-fold
cross-validation error using 10 folds is computed as 0.153%; however, this value is only
based upon the 633 training datapoints. The true mean error is approximated using
an empirical grid of 77,284 datapoints that span Θ. When evaluated on this grid, the
SVM’s prediction error is a close 0.48%, with a total of 203 false positives and 166
false negatives. For comparison, the simulation-guided barrier certificate avoids false
positives completely, but it’s conservativeness leads to a significantly higher rate of
false negatives and a total misclassifcation error percentage of 11.44%. As discussed
in Section 3.2, barrier certificates were designed to address a different objective, so the
higher rate of false negatives is not unexpected when both false negatives and false
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Figure 3-3: Illustration of the predicted region of satisfaction ̂︀Θ𝑠𝑎𝑡 produced by a SVM-based
statistical classifier for the unstable Van der Pol oscillator previously shown in Figure 3-1.
The predicted boundary separating ̂︀Θ𝑠𝑎𝑡 from ̂︀Θ𝑓𝑎𝑖𝑙 is depicted as the solid blue line. Initial
conditions 𝜃 = [𝜃1, 𝜃2] for the simulations are shown as dots and their respective colors
denote whether the resulting trajectory satisfied the requirement (green) or did not (red).
Note that this is the same dataset from Figure 3-1. The support vectors chosen from this
dataset are surrounded by magenta rings.
positives are now considered. By relaxing the problem from proof-based certificates
to statistical certificates, the total misclassification error is significantly reduced as a
result of the decreased conservativeness with respect to false negatives at the cost of
only a small increase in the rate of false positives.
Table 3.1: Comparison of SVM- and barrier certificate-based predictions generated using
the same training dataset. The predictions are both evaluated on a grid of 77,284 points
and the empirical mean error, false positive count, and false negative count are displayed.
Prediction Method K-fold Error Empirical Error False Pos. False Neg.
SVM classifier 0.153% 0.48% 203 of 21962 166 of 55322
Barrier cert. N/A 11.44% 0 of 21962 8842 of 55322
3.4 Closed-Loop Statistical Verification
The statistical verification process described in the preceding section is able to produce
a data-driven classifier for predictions given an arbitrary set of training data. This
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makes it particularly well-suited to supplement existing simulation-guided barrier
certificate methods, but it can be applied to a much wider class of problems with any
source of data, either simulation or experiment-based. However, Section 3.3 highlights
two important, but conflicting, issues that arise with respect to this training data.
First, the coverage and expressiveness of the training data limits the quality of
the data-driven predictions. As mentioned in Section 3.3.1, the predictions are only
accurate in regions where the training data has adequately covered the space. The
definition of “adequate” might change based upon the application and desired level of
validation error, but it fundamentally requires multiple datapoints to be distributed
throughout that region of Θ, with concentrations near the decision boundary. Con-
versely, the second issue that arises in data-driven binary verification is that only a
subset of the training data is used as active support vectors for the SVM classifier;
the remaining datapoints were deemed uninformative. For instance, the Van der Pol
example in Section 3.3.2 ultimately only chose 31 out of 633 trajectory datapoints as
support vectors. This is not much of a problem if trajectory data is easy to obtain,
but quickly becomes wasteful if the source of the trajectory data is computationally-
intensive simulations or experimental tests. Thus, from this viewpoint, it is better
to minimize the amount of trajectory data. These two competing considerations
both greatly affect the utility of data-driven verification for such resource-constrained
problems.
In many applications with nonlinear systems, the latter consideration about the
strain on computational resources is increasingly relevant. In simulation environ-
ments, the complexity of the simulation model necessary for verification purposes
often drives computational demands. These models can range from simple two-state
systems to full 6 degree-of-freedom flight simulators with realistic-enough dynamics
to replace actual real-world flight hours [18]. At the latter end of the spectrum, it is
impractical to run thousands upon thousands of simulation tests. Even with rather
simple dynamics, verification may be part of a larger process, such as robust nonlinear
control design, which restricts the number of simulations allocated to verification of
each prospective controller. When applied to hardware experiments, a feasible limit
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on resources such as time, money, and testing objects is even more obvious. Regard-
less of the source and cost of the trajectory data, the computational cost of the SVM
training process also increases at a rate of 𝒪(𝑁2) [116], which becomes non-negligible
for large numbers of training points 𝑁 . For simplicity, all these sources of concern
can be imagined as imposing an upper limit on the number of training(+validation)
datapoints. The objective laid out earlier in Problem 3.1 would have to be modified
to reflect this constraint.
Problem 3.3. Given the deterministic closed-loop system (3.3) and determin-
istic binary measurements of requirement satisfaction, compute an estimated region
of satisfaction ̂︀Θ𝑠𝑎𝑡 while subject to a limit 𝑁𝑙𝑖𝑚 on the number of allowed training
datapoints.
In an ideal scenario, the optimal training dataset would minimize prediction er-
ror while subject to a sample budget by distributing datapoints solely along the
Θ𝑠𝑎𝑡/Θ𝑓𝑎𝑖𝑙 boundary. The prediction error would be minimized/eliminated while the
entire dataset would be selected as necessary support vectors. Although this would
avoid wasteful, uninformative trajectory data, it is impossible in practice because it
requires Θ𝑠𝑎𝑡 and Θ𝑓𝑎𝑖𝑙 to be known in advance. Instead, this section describes an
active learning-based sampling procedure that approximates this ideal dataset. It
does so by iteratively selecting the best trajectory conditions to evaluate based upon
the current SVM model. This allows the verification procedure to minimize approxi-
mate prediction error while subject to constraints on the training data and ultimately
converge to a solution that resembles the ideal training dataset.
3.4.1 Sample-Selection Criteria
Active learning [114,116–119] describes a wide variety of machine learning techniques
that iteratively select sample locations based upon a given model, obtain new mea-
surements, and retrain that model with the new measurements. Due to the closed-
loop train→select→test→retrain nature of active learning procedures, the procedure
is called closed-loop statistical verification to emphasize the iterative feedback-based
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improvement of the classification model and training dataset. Central to the closed-
loop process is the selection of the best prospective sample locations to most improve
the predictions; however, the “best” location will change according to the objective of
the active learning algorithm [117]. The objective with respect to Problem 3.3 is to
minimize the prediction error of ̂︀Θ𝑠𝑎𝑡/̂︀Θ𝑓𝑎𝑖𝑙 while limited to 𝑁𝑙𝑖𝑚 total simulation or
experimental tests (trajectories).
In order to maximize the improvement in the prediction model for each addi-
tional training sample, the expected model change selection metric [118] is used to
rank potential sample locations. The metric identifies the sample point that, if mea-
sured, is expected to induce the largest change between the current model and the
retrained model with the new information. For support vector machines, this point
that maximizes the expected model change is found using the objective function of the
Lagrangian dual in (2.7). If a new sample is taken at arbitrary location 𝜃𝑁𝑠𝑣+1 with
hypothetical measurement 𝑦(𝜃𝑁𝑠𝑣+1), then the modified Lagrangian dual objective is
given by
𝐷(𝛼) =
𝑁𝑠𝑣+1∑︁
𝑖=1
𝛼𝑖 − 1
2
𝑁𝑠𝑣+1∑︁
𝑖,𝑗=1
𝛼𝑖 𝛼𝑗 𝑦𝑖 𝑦𝑗 𝜅(𝜃𝑖,𝜃𝑗). (3.11)
With the weighting term 𝛼𝑁𝑠𝑣+1 and bias 𝑏 set to zero, the gradient of the objective
with respect to 𝛼𝑁𝑠𝑣+1 defines the model change under consideration. This gradient
is written as
𝜕𝐷(𝛼)
𝜕𝛼𝑁𝑠𝑣+1
= 1− 𝑦(𝜃𝑁𝑠𝑣+1)
𝑁𝑠𝑣∑︁
𝑗=1
𝛼𝑗 𝑦𝑗 𝜅(𝜃𝑗,𝜃𝑁𝑠𝑣+1) (3.12)
= 1− 𝑦(𝜃𝑁𝑠𝑣+1)𝐻R(𝜃𝑁𝑠𝑣+1), (3.13)
where 𝐻R(𝜃𝑁𝑠𝑣+1) is the non-binary output produced by the original SVM model
before a measurement at 𝜃𝑁𝑠𝑣+1 is obtained. Note that the weighting term 𝛼𝑁𝑠𝑣+1 is
set to zero so the 𝑁𝑠𝑣 + 1 index is dropped from the summation function. Since the
weighting term 𝛼𝑁𝑠𝑣+1 is non-negative, the model would only update with this sample
if the gradient is positive, meaning 𝑦(𝜃𝑁𝑠𝑣+1)𝐻R(𝜃𝑁𝑠𝑣+1) < 1. However, the only way
for 𝑦(𝜃𝑁𝑠𝑣+1)𝐻R(𝜃𝑁𝑠𝑣+1) < 0 is for the signs of the actual measurement 𝑦(𝜃𝑁𝑠𝑣+1) and
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𝐻R(𝜃𝑁𝑠𝑣+1) to disagree. If this measurement 𝑦(𝜃𝑁𝑠𝑣+1) was indeed known somehow,
then the optimal sample 𝜃 would maximize the model change
𝜃 = argmax
(︁
1− 𝑦(𝜃)𝐻R(𝜃)
)︁
. (3.14)
In reality, the actual measurements would not be known before their selection; there-
fore, it is only possible to work with the predicted measurement ̂︀𝑦(𝜃). In place of the
actual model change, the sample location which maximizes expected model change is
given by
𝜃 = argmax
(︁
1− ̂︀𝑦(𝜃)𝐻R(𝜃))︁. (3.15)
Since the predicted measurements are binary, ̂︀𝑦(𝜃) ∈ {−1, 1}, the most informative
datapoints are expected to be samples with |𝐻R(𝜃| ≈ 0,
𝜃 = argmin |𝐻R(𝜃)|. (3.16)
3.4.2 Sequential Sampling
The closed-loop statistical verification procedure exploits the selection criterion (3.16)
to rank prospective datapoints and identify the one which is expected to most improve
the prediction when a simulation or experiment is performed there. In order for this
to happen, there must first be an initial classification model, constructed from some
initial training dataset of 𝑁0 points, used to start the process. This initial dataset can
be generated from any open-loop process, such as traditional design of experiments
(DOE) techniques like Latin hypercubes [74] or uniformly-distributed randomized
data [73]. Additionally, while the selection criterion evaluates prospective sample
locations, these sample locations must come from some set. Although the selection
metric can evaluate any arbitrary point, it is impossible to actually analyze every
point in the uncountable set Θ. Instead, the following assumption is made to ensure
a feasible analysis.
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Assumption 3.8. There exists a sufficiently fine discretization of Θ, called Θ𝑑,
which is suitable for verification. The closed-loop verification process selects its sam-
ples from Θ𝑑 rather than Θ.
Remark 3.9. Because Θ𝑑 is assumed to be an extremely fine approximation of Θ,
it will never be possible to fully cover Θ𝑑 with samples, i.e. |Θ𝑑| ≫ 𝑁𝑙𝑖𝑚.
In order to avoid redundant samples at the same location, the samples are chosen
from the set of available sample locations 𝒰 , where 𝒰 = Θ𝑑 ∖ 𝒟 after 𝒟 has been
updated with the new measurements.
Given this initial SVMmodel and 𝒰 , the closed-loop verification process can begin.
The most straightforward approach is to iteratively select single measurements in a
sequential manner until the sampling budget 𝑁𝑙𝑖𝑚 has been filled. The following
paragraph summarizes the closed-loop verification procedure in Algorithm 1.
Step 1 lists the necessary inputs required to start the active sampling process.
These inputs include the initial training dataset of 𝑁0 points in 𝒟 and their mea-
surements y, the set of available sample locations 𝒰 , and the maximum number of
additional training points 𝑇 = 𝑁𝑙𝑖𝑚 − 𝑁0. The initial training dataset is used to
train the initial SVM classification model (Step 2). The procedure then calculates
the SVM output 𝐻R(𝜃) at each available 𝜃 ∈ 𝒰 and selects the location 𝜃 according
to the selection criterion (3.16) (Step 4). Next, the procedure performs a simulation
or experiment at the selected location 𝜃 in order to obtain a binary measurement 𝑦(𝜃)
(Step 5) and incorporates this information into the training dataset ℒ (Step 6). The
procedure then retrains the SVM classification model to exploit the new information
provided by the updated training dataset and improve the predictions (Step 7). The
process in Steps 4-7 repeats until the limit of 𝑇 additional simulations/experiments
has been reached and the loop terminates. The final prediction model and its output
𝐻R(𝜃) produces the predicted sets ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙 (Step 9).
Although the closed-loop verification procedure in Algorithm 1 tends to improve
the resulting prediction model’s accuracy over ones produced with traditional, open-
loop DOE techniques, the active selection of training locations produces a higher cost
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Algorithm 1 Sequential closed-loop deterministic verification framework using SVM
classification models
1: Input: initial training set ℒ = {𝒟,y}, available sample locations 𝒰 , max # of
additional samples 𝑇
2: Initialize: train SVM model 𝐻R(𝜃)
3: for 𝑖 = 1, 2, . . . , 𝑇 do
4: Select 𝜃 = argmin
𝜃∈𝒰
|𝐻R(𝜃)|
5: Perform test at 𝜃, obtain measurement 𝑦(𝜃)
6: Add {𝜃, 𝑦(𝜃)} to training set ℒ, remove 𝜃 from 𝒰
7: Retrain model 𝐻R(𝜃) with updated ℒ
8: end for
9: Return: predicted sets ̂︀Θ𝑠𝑎𝑡, ̂︀Θ𝑓𝑎𝑖𝑙
when compared to the random sampling DOE technique [73]. In addition to the
𝒪(𝑁2) cost of training the SVM prediction model at Step 2 and the 𝒪(𝑁 |𝒰|) cost
of the predictions for the final ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙 at Step 9, the for-loop in Steps 3-8
will increase the cumulative computational cost. As a result, the process will require
𝒪(𝑁 |𝒰|) operations for the selection of each point (Step 4) and 𝒪(𝑁2) operations for
retraining the SVM after each measurement (Step 7). After 𝑇 iterations, the active
sampling procedure will ultimately require𝒪(𝑁 |𝒰|𝑇 )+𝒪(𝑁2𝑇 ) more operations than
the passive, random sampling procedure. Note, this analysis does not include the cost
of actually performing simulations or experiments, which will vary from example to
example, but will be independent of the sample-selection method.
3.4.3 Batch Sampling
The sequential verification process described in Algorithm 1 correctly selects each
point as intended; however, it neglects two potentially important computational con-
siderations. First, the 𝒪(𝑁2) computational cost associated with retraining the active
learning SVM after each iteration becomes non-negligible if the sampling budget 𝑁𝑙𝑖𝑚
is large [116]. Second, sequential sampling fails to exploit the inherent parallelism
present in many, but not all, applications. Particularly in simulation environments,
it is common for multiple resources such as processor cores or computers to be al-
located for testing purposes. In these cases, samples can be selected in groups of
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𝑀 > 1 points, reducing the retraining cost and allowing multiple simulations (or
experiments) to be performed in parallel. Such procedures are referred to as batch
verification processes.
Although batches of 𝑀 points will reduce the total cost of retraining, batch sam-
pling also has the potential to degrade prediction performance. The primary cause
for this degradation is lack of diversity among samples in the batch. Due to the fine
resolution of Θ𝑑, neighboring points will have similar rankings according to (3.16).
If the 𝑀 highest ranked points are naïvely selected for the batch, then many of the
points could be located in close proximity. Redundant samples will generally induce
little change in the model after the first measurement and at the very least reduce
the number of samples that can be allocated towards other regions of Θ𝑑. Naïve
implementations of batch algorithms will most likely have significantly poorer predic-
tion performance than their corresponding sequential versions given the same total
number of samples.
In order to prevent the selection of redundant points, a diversity measure is in-
corporated into the selection criteria. The angle between induced hyperplanes is a
common heuristic diversity metric in generic active learning procedures [116,118] used
to rank similarity between potential sample locations. The angle between induced hy-
perplanes 𝜑(𝜃) can be written in terms of kernel functions 𝜅(𝜃𝑖,𝜃𝑗),
| cos (︀∠(𝜑(𝜃𝑖), 𝜑(𝜃𝑗)))︀| = |𝜅(𝜃𝑖,𝜃𝑗)|√︀
𝜅(𝜃𝑖,𝜃𝑖)𝜅(𝜃𝑗,𝜃𝑗)
. (3.17)
Maximum diversity between samples would entail maximizing this angle. Rather than
select samples to maximize either expected model change or diversity, a weighted
combination of the two will both ensure the selection of relevant datapoints and
also encourage diversity among those locations to prevent redundant samples. The
resulting selection metric is simply a convex combination of (3.16) and (3.17)
𝜃 = argmin
𝜃∈𝒰
(︁
𝜆
⃒⃒
𝐻R(𝜃)
⃒⃒
+ (1− 𝜆) max
𝜃𝑗∈𝒮
⃒⃒
cos
(︀
∠(𝜑(𝜃), 𝜑(𝜃𝑗))
)︀⃒⃒)︁
, (3.18)
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where 𝜆 ∈ [0, 1] and 𝒮 is the set of samples previously selected in the current batch
(|𝒮| ≤ 𝑀). All the example problems heuristically set 𝜆 = 0.7 as that setting
produced good misclassification error rates in every example problem considered.
Although the training and testing are performed in batches of 𝑀 points, each of the
𝑗 = 1, . . . ,𝑀 points in the batch are selected sequentially (one-at-a-time) and added
to 𝒮. The next potential sample location in the current batch 𝒮 is evaluated for
diversity with respect to the locations already in 𝒮 rather than the entire training
dataset 𝒟. This is because the goal is not to encourage diversity amongst all points,
but only within the current batch. Ultimately, it is still desirable for samples to be
distributed along the Θ𝑠𝑎𝑡/Θ𝑓𝑎𝑖𝑙 boundary, not spread out over all of Θ𝑑.
Algorithm 2 details the batch verification framework. Just as before, the procedure
starts with a given initial training dataset ℒ generated by an offline, open-loop process
and a set of prospective sample locations 𝒰 (Step 1). The procedure constructs
the initial SVM prediction model from this training dataset (Step 2). Unlike the
sequential algorithm, the batch procedure selects 𝑇 batches of 𝑀 samples, where it
is assumed 𝑁0 + 𝑇𝑀 = 𝑁𝑙𝑖𝑚. The active sampling process is contained within Steps
3-12. In each batch, the process sequentially selects the 𝑀 points according to the
combined criterion in (3.18) (Steps 4-8). Once all 𝑀 locations have been selected,
tests are performed at each of the locations and the procedure adds this information
to training dataset ℒ (Steps 9-10). The procedure then retrains the SVM model to
incorporate the new observations (Step 11). This process repeats until the sampling
budget has been exhausted and the procedure returns the final predictions for ̂︀Θ𝑠𝑎𝑡
and ̂︀Θ𝑓𝑎𝑖𝑙 (Step 13).
The computational cost of the batch procedure is similar to Algorithm 1. The
batch active sampling process requires additional operations when compared to the
passive, random sampling approach. In particular, the selection criterion in Step
6 requires 𝒪(𝑁 |𝒰|) operations to rank the available sample locations according to
their SVM output and 𝒪(𝑀 |𝒰|) operations to calculate the diversity measure for all
𝑀 points in the batch. This combines with the 𝒪(𝑁2) cost of retraining the SVM
in Step 11 for a total cost of 𝒪(𝑁 |𝒰|) + 𝒪(𝑀 |𝒰|) + 𝒪(𝑁2) operations for each
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Algorithm 2 Batch closed-loop deterministic verification framework using SVM clas-
sification models
1: Input: initial training set ℒ = {𝒟,y}, available sample locations 𝒰 , # of itera-
tions 𝑇 , batch size 𝑀
2: Initialize: train SVM model 𝐻R(𝜃)
3: for 𝑖 = 1, 2, . . . , 𝑇 do
4: Initialize: 𝒮 = ∅
5: for 𝑘 = 1, 2, . . . ,𝑀 do
6: Select 𝜃 = argmin
𝜃∈𝒰
(︁
𝜆
⃒⃒
𝐻R(𝜃)
⃒⃒
+ (1− 𝜆) max
𝜃𝑗∈𝒮
⃒⃒
cos
(︀
∠(𝜑(𝜃), 𝜑(𝜃𝑗))
)︀⃒⃒)︁
7: Add 𝜃 to 𝒮, remove 𝜃 from 𝒰
8: end for
9: Perform tests ∀𝜃 ∈ 𝒮, obtain measurements y𝒮
10: Add {𝒮,y𝒮} to training set ℒ
11: Retrain model 𝐻R(𝜃) with updated ℒ
12: end for
13: Return: predicted sets ̂︀Θ𝑠𝑎𝑡, ̂︀Θ𝑓𝑎𝑖𝑙
iteration. While the batch process does require 𝒪(𝑀 |𝒰|) more operations for each
iteration than was required in Algorithm 1, the total cumulative cost for the same
number of 𝑁𝑙𝑖𝑚 −𝑁0 points is lower. Assuming the sequential and batch procedures
share the same budget 𝑁𝑙𝑖𝑚, the batch procedure will require fewer iterations since
the remaining 𝑁𝑙𝑖𝑚 − 𝑁0 points are broken into batches of 𝑀 > 1 points. However,
the exact savings will vary with each particular example since the size of 𝒰 , 𝑁𝑙𝑖𝑚,
𝑁0, and 𝑀 will change in every example. Figure 3-4 demonstrates the improvement
in computational complexity produced by the batch sampling approach in Example
3.5.2. Algorithm 2 produces a lower complexity than the sequential approach in
Algorithm 1 and this improvement increases with larger batch sizes 𝑀 .
While batch sampling methods do offer improved computational efficiency for
the same number of total training points, it is important to recognize that they do
not completely supplant sequential methods, but rather supplement them whenever
appropriate. In some problems, it may not be possible to perform multiple tests
in parallel. When this occurs, it is generally advisable to treat the problem with a
sequential procedure in order to ensure every sample is exploited to its fullest effect
when selecting new trajectories.
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Figure 3-4: Computational complexity of the sequential (Algorithm 1) and batch (Algorithm
2) closed-loop verification procedures when applied to Example 3.5.2. By reducing the
number of retraining steps, Algorithm 2 lowers the computational complexity required for
active sampling. The exact reduction varies according to the example, but a larger batch
size 𝑀 will lower the complexity.
3.5 Simulation Results
The following section presents simulation results for three examples in nonlinear sys-
tem verification. The results compare active learning-based, closed-loop statistical
verification against traditional design of experiments (DOE) techniques for “open-
loop” statistical verification. The section will also discuss the effectiveness of model
validation methods for estimation of prediction error in these techniques. Addition-
ally, the first two examples will contrast both open- and closed-loop statistical veri-
fication techniques with simulation-guided deductive barrier certificates discussed in
Section 3.2. All of the simulation results demonstrate the improved prediction accu-
racy of active closed-loop statistical verification in comparison to other techniques,
particularly when limited to small sampling budget.
3.5.1 Van der Pol Oscillator
The first example considers the same well-studied [51, 120] unstable Van der Pol
oscillator discussed previously in the chapter in Sections 3.2 and 3.3. Due to the fact
barrier certificates are known to provably verify the dynamics and are freely available,
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this example is also particularly useful for contrasting the statistical methods against
analytical certificates.
The nonlinear dynamics for the two-state system are⎡⎣?˙?1
?˙?2
⎤⎦ =
⎡⎣ −𝑥2
𝑥1 + (𝑥
2
2 − 1)𝑥1
⎤⎦ , (3.19)
which are known to have an unstable limit cycle and an asymptotically stable equi-
librium point at the origin. The perturbations 𝜃 are uncertainties on the initial
conditions, 𝜃 = [𝑥1(0), 𝑥2(0)]
𝑇 . The verification goal is to determine the “region-of-
attraction” (ROA): determine 𝜃 conditions that will lead to convergence to the origin
and those that will lead the trajectory to diverge. These conditions correspond to the
Θ𝑠𝑎𝑡/Θ𝑓𝑎𝑖𝑙 sets of interest, already pictured in Figure 3-1(a). A successfully converged
trajectory is indicated by 𝑦(𝜃) = 1 while a trajectory that diverged is indicated by
𝑦(𝜃) = −1.
For this example, the feasible set of initial conditions is restricted to 𝑥1(0) : [−3, 3]
and 𝑥2(0) : [−3, 3], well outside the ROA boundary that separates Θ𝑠𝑎𝑡/Θ𝑓𝑎𝑖𝑙. This
two-dimensional space is covered by a fine lattice Θ𝑑 of 14,641 points. The closed-
loop verification frameworks start with an initial training dataset of 20 trajectories
randomly chosen from Θ𝑑. Note that since a barrier certificate is known to exist,
the initial training dataset could have been provided or produced by simulation-
guided deductive methods much like in Section 3.3.2. In addition to closed-loop
statistical verification, open-loop data-driven verification is performed for comparison.
These approaches use Latin hypercube and uniform random space-filling design of
experiments (DOE) techniques [73, 74] to passively generate training datasets from
Θ𝑑. In these two techniques, all of the trajectories’ initial conditions 𝜃 for ℒ are
selected at once and without any sort of feedback, hence are referred to as “open-
loop”.
Both sequential (𝑀 = 1) and batch (𝑀 = 5) versions of the closed-loop verifi-
cation framework are analyzed. Figure 3-5 displays an SVM-based prediction model
after 30 training samples and the corresponding ranking of prospective sample loca-
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(a) SVM prediction model (b) Ranking of Θ𝑑 according to (3.16)
Figure 3-5: [Example 3.5.1] Ranking of prospective sample locations based upon the expected
model change metric. The SVM prediction model and corresponding expected model change
metric are computed after 30 samples. Initial conditions 𝜃 = [𝜃1, 𝜃2] for the simulations are
shown as dots and their respective colors denote whether the resulting trajectory satisfied
the requirement (green) or did not (red).
tions according to (3.16). Areas of high expected model change straddle the predicted̂︀Θ𝑠𝑎𝑡/̂︀Θ𝑓𝑎𝑖𝑙 boundary line. Figure 3-6 compares the selection of datapoints according
to the sequential and batch closed-loop verification algorithms, where both use the
same model and baseline sample ranking from Figure 3-5. The effect of the diversity
metric is readily apparent in Figure 3-6(b). The sample locations are distributed
around areas of high expected model changed. It is also possible to see the slight
devaluing of regions surrounding the chosen samples when it is compared to Figure 3-
6(a). This devaluing is a direct result of the diversity metric to discourage redundant
samples. The active sampling algorithms are allowed to run for a total of 250 addi-
tional training samples. Figure 3-7 displays the final training dataset and prediction
model at the conclusion of both the sequential and batch processes. Both models
have converged to the correct boundary, which is almost indistinguishable from the
predicted boundary, indicating that the algorithms have produced accurate ̂︀Θ𝑠𝑎𝑡 and̂︀Θ𝑓𝑎𝑖𝑙.
Figure 3-8 compares the total misclassification error, the percentage of ̂︀𝑦(𝜃𝑖) ̸=
𝑦(𝜃𝑖) for all 𝜃𝑖 ∈ Θ𝑑, for the various verification procedures over 100 randomly initial-
ized runs. In both sequential and batch cases, the closed-loop statistical verification
78
(a) Sequential (batch size 𝑀 = 1) (b) Batch size 𝑀 = 5
Figure 3-6: [Example 3.5.1] Comparison of sample selections for batch sizes of 𝑀 = 1 and
𝑀 = 5. Sample selections are shown as magenta stars.
(a) Sequential (batch size 𝑀 = 1) (b) Batch size 𝑀 = 5
Figure 3-7: [Example 3.5.1] Comparison of prediction models after the collection of 250
training samples with Algorithms 1 and 2. Both predictions models have converged to
roughly the same result, an accurate approximation of the true boundary.
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(a) Sequential (batch size 𝑀 = 1)
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(b) Batch size 𝑀 = 5
Figure 3-8: [Example 3.5.1] Comparison of the misclassification error convergence of open-
and closed-loop statistical verification techniques. The lines show the mean (solid lines)
and 1𝜎 standard deviation for each statistical verification approach after 100 random ini-
tializations. For comparison, the figure also displays the misclassification error from the
simulation-guided barrier certificate in Table 3.1. This error is shown as a straight line
because it was taken directly from the results in [53].
procedure outperforms the two open-loop DOE-based procedures. The closed-loop
verification procedure also produces the lowest standard deviation out of the three
statistical verification approaches. From these results, it is clear the closed-loop veri-
fication frameworks will possess the best prediction accuracy given a limited amount
of simulations.
Additionally, Figure 3-8 displays the 11.44% misclassification error produced by
the 2nd order, simulation-guided barrier certificate from Section 3.2. The barrier
certificate’s objective is to avoid false positives, so all its misclassification errors cor-
respond to false negatives. The figure displays the misclassification error as a straight
line since this barrier certificate was taken directly from the results in [53], which
used 221 simulations to generate the barrier certificate. It’s also important to note
that the misclassification error would change given a different Lyapunov function.
Evaluation of Validation Methods
Although Figure 3-8 illustrates the convergence of misclassification errors and high-
lights the improvement afforded by closed-loop verification, this error value would
80
not be known online. It requires the true labels 𝑦(𝜃) to already be known for every
𝜃 ∈ Θ𝑑. Instead, Section 3.3.1 discussed two validation methods to estimate total mis-
classification error online: K-fold cross-validation and validation on an independent
dataset. Of these, K-fold cross-validation is generally preferable as it only requires
the current training set ℒ while an independent validation dataset subtracts from the
number of samples allocated to ℒ.
The estimation errors of the two validation methods applied to sequential closed-
loop and open-loop verification are illustrated in Figure 3-9. Independent validation
datasets are shown to accurately estimate the total misclassification error for both
open- and closed-loop approaches. The decreased standard deviation of the active
learning-based closed-loop procedure minimizes the estimation error when compared
to the passive, random sampling DOE method. However, the estimation error for
K-fold cross-validation degrades with additional samples when it is applied to the
active learning procedure. This poor performance is due to the fact that active
learning concentrates datapoints along the decision boundary in comparison to open-
loop methods which spread the datapoints over the full space. In the active learning
approach, each validation fold (subset) of the training dataset will contain a high
number of points in this likely-to-be-misclassified region, thus producing a higher
(and inaccurate) misclassification error than a uniformly distributed validation set.
This suggests that K-fold cross-validation cannot be used to accurately estimate total
misclassification error for closed-loop verification.
3.5.2 Concurrent Learning Model Reference Adaptive Con-
troller
The second example is a model reference adaptive control (MRAC) system. In this
problem, concurrent learning adaptive control (CL-MRAC) [121] is used to control
an uncertain, second-order linear system⎡⎣?˙?1
?˙?2
⎤⎦ =
⎡⎣ 0 1
−0.2 + 𝜃1 −0.2 + 𝜃2
⎤⎦⎡⎣𝑥1
𝑥2
⎤⎦+
⎡⎣0
1
⎤⎦𝑢(𝑡) . (3.20)
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(b) Open-loop w/ uniform random DOE
Figure 3-9: [Example 3.5.1] Comparison of estimation error using K-fold cross validation and
validation on an independent validation dataset. Both figures are derived from the results
of the sequential (𝑀 = 1) procedure. Note: results for the open-loop Latin hypercube DOE
approach are not shown but are consistent with the random sampling technique.
Just as in the previous example, there are two sources of uncertainty under consider-
ation 𝜃 = [𝜃1, 𝜃2]
𝑇 ; however, these terms correspond to uncertain system parameters
rather than initial states x(0). The adaptive controller actually estimates these pa-
rameters while simultaneously steering the system to track a desired reference trajec-
tory produced by a linear reference system. For easier viewing, the detailed discussion
of the adaptive controller for 𝑢(𝑡) is found in Appendix A. Due to the adaptation,
the resulting closed-loop system is highly nonlinear and difficult to analyze.
Although the CL-MRAC controller guarantees asymptotic closed-loop stability,
the performance of the closed-loop system is based upon boundedness of the tracking
error between the actual states and desired reference trajectory. The performance
requirement is for the actual state 𝑥1(𝑡) to remain within unit error of the reference
state 𝑥𝑚1(𝑡) at every point along the 40 second trajectory. Described in temporal
logic format, this requirement states
𝜙𝑏𝑜𝑢𝑛𝑑 = [0,40] (1− |𝑒1[𝑡]| ≥ 0) (3.21)
where 𝑒1(𝑡) = 𝑥𝑚1(𝑡)− 𝑥1(𝑡) is the tracking error. The goal of the verification proce-
dure is to determine which 𝜃 vectors will result in trajectories that stay within this
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(a) SVM prediction model (b) Ranking of Θ𝑑 according to (3.16) and selection
of sample points
Figure 3-10: [Example 3.5.2] Ranking of prospective sample locations based upon the ex-
pected model change metric. The SVM prediction model and corresponding expected model
change metric are computed after 50 samples. Parameter settings 𝜃 = [𝜃1, 𝜃2] for the simu-
lations are shown as dots and their respective colors denote whether the resulting trajectory
satisfied the requirement (green) or did not (red).
bound (𝑦(𝜃) = 1) and those that will lead to failure (𝑦(𝜃) = −1).
In this example, the set of all possible sample locations Θ𝑑 is a lattice of 32,400
points covering 𝜃1 : [−8, 8] and 𝜃2 : [−10, 10]. The open- and closed-loop verification
procedures all start with an initial training dataset ℒ of 50 randomly-initialized sim-
ulation trajectories and corresponding binary measurements. The closed-loop active
sampling process operates in batches of 10 points. Figure 3-10 displays the SVM
prediction model trained on an initial dataset of 50 samples and the first batch of 10
points selected according to the expected model change metric. The closed-loop pro-
cedure runs for 20 more iterations for a total of 250 training samples. Figure 3-11(a)
depicts the SVM model at the conclusion of this process and it compares favorably
to the barrier certificate produced by simulation-guided deductive techniques [109].
Figure 3-11(b) illustrates the convergence of the misclassification error for the statis-
tical verification techniques. For comparison, the simulation-guided analytical barrier
certificate method in [109] produced a 34% misclassification error rate, although all
these errors correspond to false negatives since barrier certificates use a different ob-
jective. Just as in the Van der Pol example, closed-loop verification using active
learning noticeably outperforms both the open-loop statistical verification methods
83
(a) Final SVM model after 250 samples
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(b) Misclassification error convergence
Figure 3-11: [Example 3.5.2] Misclassification error convergence of statistical verification
techniques. The left plot displays the SVM prediction at the completion of 𝑁𝑙𝑖𝑚 = 250
training samples for the closed-loop procedure. The right plot shows the mean (solid lines)
and 1𝜎 standard deviation for each approach in 100 random initializations.
as well as current analytical barrier certificate techniques when the latter are applied
to the binary classification problem.
Figure 3-12 compares the estimation accuracy of online validation using K-fold
cross-validation and independent datasets. Just as was seen in the previous example
in Figure 3-9, K-fold cross-validation fails to accuracy estimate the misclassification
error when applied to active learning approaches. This reaffirms the previous results
and further highlights issues with online estimation of prediction confidence for active
learning-based approaches.
Effect of Penalizing False-Positives
The complexity of the decision boundary in this example highlights the effect of hy-
perparameters, namely the box constraint 𝐶, on misclassification errors. In Figure 3-
11(a), even after 250 training samples, the SVM prediction model cannot completely
capture the true boundary. More importantly, this figure also demonstrates a visible
area of false-positive misclassification errors in the upper-left corner of the predicted
boundary. These errors are typically considered worse than false negatives as they
involve accidentally labeling unsatisfactory points as satisfactory. Section 3.3.1 pre-
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(a) Closed-loop verification w/ EMC
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(b) Open-loop w/ uniform random DOE
Figure 3-12: [Example 3.5.2] Comparison of estimation error using K-fold cross validation
and validation on an independent validation dataset. Note: results for the open-loop Latin
hypercube DOE approach are not shown but are consistent with the other open-loop tech-
nique.
sented an extension of the constraint hyperparameter 𝐶 to penalize false positives
with a term 𝐶𝐹𝑃 . Figure 3-13 illustrates the effect of this penalty term as it is in-
creased from the default value of 1 up to 𝐶𝐹𝑃 = 6. This term adds conservativeness to
the SVM model, sacrificing total misclassification error with a larger number of false
negatives for a diminishing number of false-positive errors. For the prediction model
shown in Figure 3-13, the total misclassification error rate increases from 2.67% at
𝐶𝐹𝑃 = 1 to 9.50% at 𝐶𝐹𝑃 = 6, but the rate of false-positive errors decreases from
2.80% to 0. While it cannot explicitly restrict the rate of false-positive errors to a
certain limit, the hyperparameters can be used to indirectly adjust the different types
of misclassification errors.
3.5.3 Adaptive System with Control Saturation
The third example is a more complex CL-MRAC system with control saturation. The
open-loop dynamics are the same as in (3.20) except the control input 𝑢(𝑡) is satu-
rated between limits −𝑢𝑚𝑎𝑥 ≤ 𝑢(𝑡) ≤ 𝑢𝑚𝑎𝑥. In order to counter the adverse effects
of control saturation upon reference trajectory tracking, the baseline CL-MRAC con-
troller is augmented with pseudo-control hedging (PCH) [122]. More information on
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Figure 3-13: [Example 3.5.2] Effect of increasing false-positive penalties in the SVM predic-
tion model. All three models have the same training data (shown as dots), but the 𝐶𝐹𝑃
term used to penalize false positives is increased from the default 1 to 6.
CL-MRAC with control saturation and PCH is provided in Appendix A. This new for-
mulation increases the complexity of the closed-loop system and further complicates
analytical verification of the system. Unlike the previous two examples, there is no
known barrier certificate to compare to statistical verification techniques. This fact
highlights the wider applicability of statistical verification procedures over existing
analytical barrier certificate approaches.
In addition to changes in the control architecture, this example also has a more
complex set of performance requirements for the system to satisfy. The closed-loop
system is expected to satisfy three separate conditions. First, at some point within
the time interval 𝑡 = [2, 3], the trajectory must visit the region 𝑥1(𝑡) ∈ [0.7, 1.3],
𝜙1 = ♦[2,3] (𝑥1[𝑡]− 0.7 ≥ 0) ∧ ♦[2,3] (1.3− 𝑥1[𝑡] ≥ 0). (3.22)
Similarly, the trajectory must also reach a state within 𝑥1(𝑡) ∈ [1.1, 1.7] at some point
between 𝑡 = [12, 13], i.e.
𝜙2 = ♦[12,13] (𝑥1[𝑡]− 1.1 ≥ 0) ∧ ♦[2,3] (1.7− 𝑥1[𝑡] ≥ 0). (3.23)
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Lastly, the system must satisfy 𝑥1(𝑡) ∈ [−1.6,−1.2] at 𝑡 = 22.5 seconds in order to
satisfy the third requirement, roughly expressed as
𝜙3 = [22.4,22.6] (𝑥1[𝑡] + 1.6 ≥ 0) ∧[22.4,22.6] (−1.2− 𝑥1[𝑡] ≥ 0) . (3.24)
The complete requirement is the conjunction of all three: 𝜙 = 𝜙1 ∧ 𝜙2 ∧ 𝜙3. In order
for the trajectory to satisfy 𝜙 (i.e. 𝑦(𝜃 = 1)), all three requirements must be met. If
only one or two of the requirements are met, the trajectory is still labeled with the
“unsatisfactory” measurement 𝑦(𝜃) = −1.
This example shares the same two uncertain parameters (𝜃1, 𝜃2) as the preceding
problem, but add two new sources: 𝜃3 captures uncertainty in the initial state 𝑥1(0)
and 𝜃4 models variations in the control saturation limit 𝑢𝑚𝑎𝑥. The statistical proce-
dure constructs a 4-dimensional lattice Θ𝑑 of 2.356 million possible sample locations
covering 𝜃1 : [−5, 5], 𝜃2 = [−5, 5], 𝜃3 : [−1, 1], and 𝜃4 : [3, 8]. The open- and closed-
loop statistical verification procedures each start with an initial training dataset of
50 randomly-selected simulation trajectories chosen from Θ𝑑. The closed-loop sam-
pling procedure operates in batches of 10 points up to a sampling budget 𝑁𝑙𝑖𝑚 = 750
training points.
The total misclassification error produced by the statistical verification procedures
in 100 randomly initialized runs is shown in Figure 3-14. In this example, the active
learning-based procedure significantly outperforms the passive open-loop processes.
At the conclusion of the 750 training samples, the average misclassification error of
the closed-loop procedure is less than half the error produced by open-loop verifi-
cation. Additionally, the standard deviation of the closed-loop procedure is lower
than the open-loop approaches. This example in particular illustrates the improved
performance of closed-loop statistical verification over open-loop variants and high-
lights the wider applicability of statistical verification to problems without suitable
or appropriate analytical verification methods.
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Figure 3-14: [Example 3.5.3]: Comparison of the misclassification error convergence of open-
and closed-loop statistical verification techniques. The plot shows the mean (solid lines) and
1𝜎 standard deviation for each approach in 100 random initializations.
3.6 Summary
This chapter presented the development of data-driven procedures for statistical ver-
ification of arbitrary deterministic nonlinear systems. In particular, the work in this
chapter addressed the problem of binary verification, where a trajectory’s satisfac-
tion of performance requirements is measured with a binary evaluation, and the set
of all possible perturbation conditions can be partitioned exactly into two distinct
sets corresponding to their binary evaluation. This SVM-based data-driven approach
compliments existing simulation-based analytical verification methods, but applies to
a much wider class of systems that cannot be addressed with these analytical meth-
ods. More importantly, the data-driven approach enables “closed-loop” verification
procedures that actively select future trajectories to best improve the statistical pre-
diction model. Simulation results on three nonlinear systems of increasing complexity
illustrate the strengths of statistical verification methods over deductive techniques
and the improvement in prediction error with closed-loop verification procedures over
traditional design of experiments.
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Chapter 4
Deterministic Verification with
Improved Evaluations of Trajectory
Robustness
This chapter considers an extension of the statistical verification approaches from
Chapter 3 to address the challenge with suitable online validation techniques for the
learned prediction model. The binary nature of the measurements limits the types
of applicable classification models and restricts the ability to adequately estimate
the model’s prediction accuracy online in a sample-efficient manner. The results
demonstrated K-fold cross-validation’s inability to effectively estimate the error rate
for active learning-based closed-loop verification since the clustering of training data
near the decision boundary biases the error approximations. Without K-fold cross-
validation, only costly independent validation datasets can be used to estimate the
prediction accuracy.
This chapter will directly address this limitation in systems capable of provid-
ing continuous measurements of satisfactory performance. As the class of systems
with these continuous measurements is a subset of the class of systems considered in
Chapter 3, the overall problem is mostly unchanged. This chapter presents an al-
ternative Gaussian process regression-based formulation for binary verification. The
main difference is that while the new approach still provides the same predictions, it
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also quantifies the confidence in those predictions without relying upon external val-
idation methods. This new information also enables modifications to the closed-loop
statistical verification procedures to further reduce the rate of prediction errors for a
fixed number of trajectories.
4.1 Problem Description
The systems considered in this work are a subset of the class of systems included in
Chapter 3. While this subset does exclude some systems discussed in the preceding
chapter, the additional assumptions made in this work are not overly restrictive. The
overall problem formulation itself remains almost entirely unchanged except for the
inclusion of continuous measurements in place of solely binary evaluations.
Consider the same deterministic nonlinear system originally described in (3.1)-
(3.3). The system is still subject to the same parametric uncertainties 𝜃, which are
assumed to fall within known compact set Θ just as in Assumption 3.1. The system’s
closed-loop trajectory also remains unchanged; trajectory Φ(x(𝑡)|x0,𝜃) defines the
time evolution of state vector x(𝑡) over time interval 𝑡 ∈ [0, 𝑇𝑓𝑖𝑛𝑎𝑙] subject to nominal
initial condition x0 and parameters 𝜃.
4.1.1 Continuous Measurements of Performance Requirement
Satisfaction
The system’s trajectory Φ(x(𝑡)|x0,𝜃) is evaluated against pre-specified performance
requirements supplied by some appropriate certification agency or expert. The satis-
faction of a requirement is still binary in nature, i.e. the trajectory either “satisfied” or
“did not satisfy” the requirement. However, the these binary evaluations are assumed
to be indicated through the sign of continuous measurements.
Assumption 4.1. There exists an oracle which provides deterministic continuous
measurements of whether a trajectory Φ(x(𝑡)|x0,𝜃) satisfied the performance require-
ment under consideration. These measurements are output as scalar variable 𝑦 ∈ R
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where the sign of 𝑦 indicates satisfaction of the requirement. Positive measurement
𝑦 > 0 corresponds to “satisfied” while 𝑦 ≤ 0 corresponds to “did not satisfy.”
Remark 4.2. The measurement 𝑦 = 0 is ambiguous, but assumed to indicate
failure in this work.
As before, “oracle” is used as a generic catch-all term to capture a wide variety
of possible sources for continuous measurement 𝑦. In many problems, the require-
ments can be written using signal temporal logic (STL) discussed in Section 2.3. In
these problems, the continuous measurement is simply the STL robustness degree
𝜌𝜙. While signal temporal logic will be a common source for the measurement, it is
not the only one. One example later in this chapter will examine the execution of
an ordered set of agents’ tasks in a robust multi-agent task allocation problem. The
corresponding measurement 𝑦 outputs the difference between the plan’s realized score
and the minimum acceptable score. There are many other possible sources for 𝑦.
Regardless of the source, the continuous measurement provides an additional layer
of information that can be used to rank the robustness of points with the same sign.
For instance, if the requirement states the trajectory must remain above a certain
threshold, measurement 𝑦 indicates the difference between the lowest point in the
trajectory and the threshold. Positive values indicate that the trajectory successfully
remained above it, while negative values indicate just how far below the threshold
the trajectory reached at some point. Two positive measurements 𝑦2 > 𝑦1 > 0 both
signify satisfactory trajectories, but the trajectory with 𝑦2 is considered “more robust”
as it remains further away from the limit that delineates unsatisfactory performance.
Figure 4-1 illustrates this fact in a simple example problem. The second trajectory
remains farther away from the failure boundary (𝑥 = 0.7) and is therefore considered
more robust whereas binary evaluations would rank both trajectories equally. This
additional layer of information can be directly incorporated into statistical verification
in order to address the limitations resulting from purely binary measurements. Just
like the binary measurements in Chapter 3, continuous measurement 𝑦 is an explicit
function of parameters 𝜃 and is written as 𝑦(𝜃) to emphasize this fact.
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Figure 4-1: Comparison of two trajectories with the same binary evaluation but different
continuous measurements. Both trajectories satisfy the requirement (stay above 𝑥 = 0.7),
but the first trajectory is less robust than the second since it strays closer to the failure
limit, particularly at 𝑡 = 4.
Systems with Multiple Requirements
While Section 3.1.1 discussed the use of binary evaluations 𝑦(𝜃) ∈ {−1, 1} to signify
the satisfaction of either a single requirement or an entire set of requirements, each
continuous measurement 𝑦(𝜃) ∈ R can only measure the satisfaction of a single re-
quirement. The main reason for this restriction is the robustness information provided
by the non-binary measurement is tied to a particular requirement. For example, if a
system under consideration has two requirements of interest, one corresponding to po-
sition (measured in feet) and another corresponding to angular position (in degrees),
it is straightforward for binary evaluations to indicate whether both requirements
were simultaneously satisfied since they only consider the Boolean “yes/no” result.
However, a single non-binary measurement 𝑦(𝜃) ∈ R cannot simultaneously measure
the robustness of the trajectory to both requirements. In order to signify the satis-
faction of both requirements, two separate, parallel measurements are needed. One
measurement will measure the robustness of the trajectory to the first requirement
(in feet), while a second measurement will measure the trajectory’s robustness to the
second requirement (in degrees). At the most fundamental level, the units correspond-
ing to each requirement are different and thus a single measurement cannot measure
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the robustness of the trajectory to both. This highlights an important limitation of
continuous measurements.
Region of Satisfaction
Due to the addition of continuous measurements 𝑦(𝜃) ∈ R, the definitions of the
regions of satisfaction and failure are slightly modified.
Definition 4.3. The region of satisfaction Θ𝑠𝑎𝑡 contains all 𝜃 ∈ Θ for which the
resulting trajectory satisfies the performance requirement, i.e.
Θ𝑠𝑎𝑡 :=
{︁
𝜃 ∈ Θ : 𝑦(𝜃) > 0
}︁
. (4.1)
Definition 4.4. The region of failure Θ𝑓𝑎𝑖𝑙 contains all remaining 𝜃 ∈ Θ for
which the resulting trajectory fails to satisfy the performance requirement, i.e.
Θ𝑓𝑎𝑖𝑙 :=
{︁
𝜃 ∈ Θ : 𝑦(𝜃) ≤ 0
}︁
. (4.2)
As before, both these sets are assumed to be non-empty, Θ𝑠𝑎𝑡 ̸= ∅ and Θ𝑓𝑎𝑖𝑙 ̸= ∅, and
Θ𝑓𝑎𝑖𝑙 is the complement of Θ𝑠𝑎𝑡 so Θ𝑠𝑎𝑡∪Θ𝑓𝑎𝑖𝑙 = Θ and Θ𝑠𝑎𝑡∩Θ𝑓𝑎𝑖𝑙 = ∅. If the sign of
the measurements is used to create a binary variable 𝑦𝑏𝑖𝑛 = sign(𝑦), the sets Θ𝑠𝑎𝑡 and
Θ𝑓𝑎𝑖𝑙 specified by Definitions 4.3 and 4.4 are actually the same exact sets produced by
Definitions 3.4 and 3.5 using 𝑦𝑏𝑖𝑛. This will be illustrated later in the chapter during
the example in Section 4.4.1. The ultimate goal of the verification process remains
unchanged from Problem 3.1: compute an estimated region of satisfaction ̂︀Θ𝑠𝑎𝑡.
4.2 Regression-based Binary Verification
The continuous measurements enable a drastically different approach than previously
possible with only binary measurements. Rather than a binary classification model,
a regression model can be fit to the training data to estimate ̂︀𝑦(𝜃) ∈ R from the
continuous measurements. Although regression models replace SVM-based binary
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prediction models, the verification problem itself is still fundamentally binary clas-
sification. Given a queried condition 𝜃, the goal is to predict whether 𝜃 belongs to
Θ𝑠𝑎𝑡 or Θ𝑓𝑎𝑖𝑙. To emphasize the binary nature of the problem remains the same, the
new approach is called regression-based binary verification.
4.2.1 Gaussian Process Regression Model
A finite collection of trajectory data (simulated or experimental) taken from Θ is used
to form a regression model. There are a number of possible regression approaches
that can be applied [81], but this work utilizes the common Gaussian process regres-
sion modeling technique [85], also known as Kriging. Section 2.2 provides additional
information and background on Gaussian process regression models.
Informally, Gaussian process (GP) regression models define a distribution over
possible 𝑦(𝜃) values at all 𝜃 ∈ Θ conditioned on the evidence provided by the finite
collection of observed trajectories. This collection is the training dataset ℒ consisting
of 𝑁 trajectories initialized at parameter vectors 𝒟 = {𝜃1,𝜃2, . . . ,𝜃𝑁} with the cor-
responding 𝑁 ×1 vector of measurements y = [𝑦(𝜃1), 𝑦(𝜃2), . . . , 𝑦(𝜃𝑁)]𝑇 (ℒ = {𝒟,y}
as before). A posterior predictive distribution for 𝑦(𝜃) at unobserved locations in Θ
is computed from the evidence provided by this training dataset and a pre-specified
prior probability distribution.
The prior probability distribution is a joint multivariate Gaussian distribution be-
tween the training points in ℒ. Because nothing is assumed to be known about 𝑦(𝜃)
beforehand, the prior distribution is initialized with zero mean to prevent inadver-
tently biasing the subsequent posterior distribution. The prior distribution over ℒ is
then given by
P(y|𝒟, 𝜓) = 𝒩 (y|0,K) (4.3)
where K is the 𝑁 ×𝑁 covariance matrix with K𝑖𝑗 = 𝜅(𝜃𝑖,𝜃𝑗). There are a number
of suitable kernel functions 𝜅(𝜃𝑖,𝜃𝑗), but the squared exponential (Gaussian) ker-
nel is by far the most popular. This approach uses the squared exponential kernel
with automatic relevance determination (SE-ARD) from (2.14). The SE-ARD kernel
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is defined by a set of hyperparameters 𝜓 that independently control the influence
associated with each component in 𝜃 ∈ R𝑝. This enables the kernel to devalue or
minimize components of 𝜃 to which 𝑦(𝜃) has shown low sensitivity and emphasize
those to which 𝑦(𝜃) has shown high sensitivity.
The posterior probability distribution (2.16) over ℒ is proportional to the product
of the prior distribution and a likelihood model (2.15) for the measurements. Since
these measurements y are noise-free observations of deterministic trajectories, there
is no uncertainty as to the value of 𝑦(𝜃) at the training conditions. The likelihood
model can be viewed as a collection of Dirac delta distributions or alternatively as
Gaussians with widths set to 0. Unlike GP regression with noisy observations, there
is no need for a second set of hyperparameters 𝜗 for the likelihood model.
Ultimately, the most important aspect of the GP regression model is the posterior
predictive distribution used to predict 𝑦(𝜃) at unobserved locations in Θ. The poste-
rior predictive distribution for measurement 𝑦(𝜃*) at arbitrary query location 𝜃* is a
Gaussian
P(𝑦(𝜃*)|ℒ,𝜃*, 𝜓) = 𝒩
(︀
𝜇(𝜃*),Σ(𝜃*)
)︀
(4.4)
with posterior predictive mean 𝜇(𝜃*) and covariance Σ(𝜃*). These two terms are
computed by
𝜇(𝜃*) = K𝑇*K
−1y
Σ(𝜃*) = K** −K𝑇*K−1K*
(4.5)
where scalar K** = 𝜅(𝜃*,𝜃*) and K* is the 𝑁 × 1 vector of 𝜅(𝜃*,𝜃𝑖) for 𝑖 = 1, . . . , 𝑁 .
The predicted value of the measurement at 𝜃* is simply the posterior predictive mean
𝜇(𝜃*); in other words, ̂︀𝑦(𝜃*) = 𝜇(𝜃*). At all the observed training locations from
ℒ, the output of the posterior predictive mean matches the actual measurement,
𝜇(𝜃) = 𝑦(𝜃) ∀𝜃 ∈ 𝒟. The predicted regions of satisfaction and failure are rewritten
in terms of ̂︀𝑦(𝜃).
Definition 4.5. The predicted region of satisfaction ̂︀Θ𝑠𝑎𝑡 contains all 𝜃 ∈ Θ for
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which the resulting trajectory is predicted to satisfy the performance requirement,
̂︀Θ𝑠𝑎𝑡 := {︁𝜃 ∈ Θ : ̂︀𝑦(𝜃) > 0}︁. (4.6)
Definition 4.6. The predicted region of failure ̂︀Θ𝑓𝑎𝑖𝑙 contains all remaining 𝜃 ∈
Θ for which the resulting trajectory is predicted to fail to satisfy the performance
requirement, ̂︀Θ𝑓𝑎𝑖𝑙 := {︁𝜃 ∈ Θ : ̂︀𝑦(𝜃) ≤ 0}︁. (4.7)
Selection of Hyperparameters
The choice of kernel hyperparameters 𝜓 may have a substantial effect upon the output
of the GP regression model, and thus the predicted ̂︀Θ𝑠𝑎𝑡,̂︀Θ𝑓𝑎𝑖𝑙. In this work, it is
assumed the “ideal” or “true” hyperparameters that maximize the accuracy of the
predictions 𝜇(𝜃) for all 𝜃 ∈ Θ are unknown in advance. In general, it will be difficult
to correctly guess the hyperparameters without extensive prior knowledge or data.
Later results in Section 4.4.1 will demonstrate the problem with incorrectly fixing the
hyperparameters to suboptimal values.
If the hyperparameters are not known a priori, they will have to be estimated
online using only the current available information, training dataset ℒ. The process
is described in more depth in Section 2.2.3, but the end result is a new probability
distribution over possible hyperparameter values P(𝜓|ℒ). In order to capture the full
effects of the uncertain hyperparameters, the posterior predictive distribution (4.4)
should be marginalized over P(𝜓|ℒ),
P(𝑦(𝜃*)|ℒ,𝜃*) =
∫︁
P(𝑦(𝜃*)|ℒ,𝜃*, 𝜓) P(𝜓|ℒ) 𝑑𝜓. (4.8)
In practice, this integral is computationally intractable to obtain online, so it can be
approximated through methods like sum-of-Gaussians (2.26), Markov Chain Monte
Carlo, or maximum likelihood estimation. This work uses maximum likelihood esti-
mation (2.27) to efficiently compute locally-optimum hyperparameters 𝜓*, which is
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particularly important for later closed-loop verification procedures that will frequently
update ℒ and change the distribution P(𝜓|ℒ).
High-Dimensional and High-Volume Systems
The Gaussian process regression model discussed in this chapter is the baseline GP
model. Although this representation is by far the most common, it has been shown
to have difficulty with higher-dimensional systems [123], where the 𝑝 in 𝜃 ∈ R𝑝 is
large (𝑝 ≥ 10). More complex derivations of the baseline Gaussian process model
can be employed for these high-dimensional systems or to address similar issues with
high-volume data (size of Θ𝑑). These approaches [123,124] generally attempt to either
decompose the GP into the sum of additive models or find a sparse approximation
of the full GP, which becomes too computationally expensive. The focus of the work
in this thesis is on the verification framework and selection metrics for closed-loop
verification; therefore, these more-complex representations are not demonstrated in
the results in this thesis, but the statistical verification frameworks could be easily
be adapted to these approaches in high-dimensional systems.
Systems with Multiple Requirements
As discussed in Section 4.1.1, a single continuous measurement can only indicate the
satisfaction of a single performance requirement. Most industrial-scale problems will
require the simultaneous satisfaction of multiple requirements; therefore, the verifi-
cation process in these applications will have to produce a matching number of mea-
surements for every trajectory, with each measurement indicating the robustness of
the trajectory to the corresponding requirement. In those problems, each requirement
would require its own Gaussian process prediction model trained on the appropriate
measurements. Although each Gaussian process would share the same training lo-
cations 𝒟, they each model a fundamentally different regression surface. Likewise,
each requirement’s Gaussian process model should have its own kernel functions and
hyperparameters. It is inadvisable to share hyperparameters between the Gaussian
process models since the requirements may have very different sensitivities to param-
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eter settings 𝜃, requiring drastically different hyperparameters. Ultimately, the need
for independent Gaussian processes matched to each requirement does translate into
higher computational costs since the multiple GPs will have to be trained in parallel.
The remainder of this chapter, as well as Chapters 5 and 7, will focus on verification
problems with a single requirement and corresponding GP model. The future work
section in Chapter 8 contains a more in-depth discussion of parallel GPs for multiple
requirements, particularly on the extension of the closed-loop verification procedures
in Section 4.3 to those problems.
4.2.2 Prediction Confidence
With the additional robustness information provided by continuous measurements,
the GP regression model can be used to not only predict which set (̂︀Θ𝑠𝑎𝑡 or ̂︀Θ𝑓𝑎𝑖𝑙)
arbitrary vector 𝜃* belongs to, but also explicitly quantify the confidence in that
prediction. Unlike the artificial non-binary output 𝐻R (3.10) from the SVM model
in Chapter 3, the predictive mean 𝜇(𝜃) estimates actual non-binary measurements
with physical meaning. More importantly, the combination of 𝜇(𝜃) and predictive
covariance Σ(𝜃) defines a probability distribution around 𝜇(𝜃) where the unknown
true value 𝑦(𝜃) will lie. This distribution is the probability density function (PDF),
the probability 𝑦(𝜃) will fall within a particular range of values. Points with higher
covariance Σ(𝜃) will have a wider distribution, signifying there is large uncertainty
over how close the true 𝑦(𝜃) lies to the prediction 𝜇(𝜃). Meanwhile, points with lower
Σ(𝜃) will have a tighter distribution and 𝑦(𝜃) is expected to fall much closer to 𝜇(𝜃).
Effectively, the covariance indicates the confidence in the accuracy of the predictive
mean.
Although the covariance Σ(𝜃) constructs confidence intervals about the accuracy
of 𝜇(𝜃) with respect to unknown true 𝑦(𝜃), it does not explicitly measure the con-
fidence in the binary predictions for ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙. These binary predictions are
based upon whether 𝑦(𝜃) > 0 rather than the exact value of 𝑦(𝜃) itself. Therefore,
the probability distribution around 𝜇(𝜃) is only as important as it pertains to the
likelihood 𝑦(𝜃) > 0. From a Bayesian standpoint, the confidence in the predictions
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for 𝑦(𝜃) is given by the PDF, but the confidence in the binary predictions for ̂︀Θ𝑠𝑎𝑡
and ̂︀Θ𝑓𝑎𝑖𝑙 is specified by the cumulative distribution function (CDF). The probability
of satisfaction at each parameter vector 𝜃 is computed through the Gaussian CDF,
P(𝑦(𝜃) > 0|ℒ, 𝜓) = 1
2
+
1
2
erf
(︁ 𝜇(𝜃)√︀
2Σ(𝜃)
)︁
. (4.9)
Thus the prediction confidence P(𝑦(𝜃) > 0) is a function of both the predictive mean
and covariance. Perfect confidence is signified by P(𝑦(𝜃) > 0) = 1 or 0, meaning
there is 100% probability 𝑦(𝜃) > 0 or 100% probability it is not. Training points
𝜃 ∈ 𝒟 will have perfect confidence as the exact value of 𝑦(𝜃) is known at those points
(𝜇(𝜃) = 𝑦(𝜃)).
The intuition behind the use of the CDF to indicate binary prediction confidence
rather than the PDF is illustrated in Figure 4-2. In this example, a Gaussian process
regression model has been fit to a set of training points (red dots). Figure 4-2(a)
pictures the GP’s predictive mean 𝜇(𝜃) and the 95% confidence interval formed by the
covariance Σ(𝜃). In particular, consider the output at three different query locations
𝜃1 = −1.3, 𝜃2 = −0.1, and 𝜃3 = 1.5 (shown as magenta stars). The covariances
at the first two locations are similar, Σ(𝜃1) ≈ Σ(𝜃2), but the third location has
a noticeably larger distribution with Σ(𝜃3) > Σ(𝜃2). While covariance Σ(𝜃3) is
larger than at the other two locations, it does not necessarily translate into a worse
confidence in the binary predictions. The corresponding binary prediction confidence
P(𝑦(𝜃) > 0) is shown in Figure 4-2(b). Here, the two training points have perfect
confidence because the true value of 𝑦(𝜃) is known. The three query points have
unequal prediction confidence based upon the CDF (4.9). Although 𝜃1 and 𝜃2 have
similar covariance levels, the fact that 𝜇(𝜃2) is closer to 0 means the binary prediction
is highly sensitive to uncertainty over 𝑦(𝜃2) and the confidence is low (P(𝑦(𝜃2) > 0) =
0.5). Likewise, even though Σ(𝜃3) is larger than Σ(𝜃2), the predictive mean’s distance
from 0 (𝜇(𝜃3) = 0.7) reduces the sensitivity to this large covariance. In an exaggerated
example, it is possible to have high confidence in the binary predictions even with
large covariance, provided |𝜇(𝜃)| ≫ 0. The analysis of these query points highlights
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Figure 4-2: Illustration of GP predictions and their confidence. The GP prediction mean
𝜇(𝜃) and 1𝜎 covariance Σ(𝜃) bounds (blue) are shown against the true measurements 𝑦(𝜃)
(black). Observed training points are shown in red. Consider the predictions and correspond-
ing confidence of the three query points (magenta). Despite the significantly larger covari-
ance, the right-most query point (𝜃 = 1.5) has relatively high confidence in P(𝑦(𝜃) > 0).
the fact prediction confidence is a function of both mean 𝜇(𝜃) and covariance Σ(𝜃).
It is important to note that the prediction confidence (4.9) is also a function of
the training dataset ℒ and the hyperparameters 𝜓. Changes to either one of these
two will affect the resulting mean and covariance. Just as with the true posterior
distribution for 𝑦(𝜃) (2.25), the prediction confidence should be marginalized over the
predictive distribution for the hyperparameters P(𝜓|ℒ) to find the true confidence.
As this is computationally intractable to solve, the prediction confidence is usually
approximated as a point estimate with the maximum likelihood estimate for the
hyperparameters 𝜓*, just as in (4.8).
4.3 Closed-Loop Statistical Verification
Despite the introduction of the GP-based prediction model, statistical verification
still suffers from many of the same limitations encountered by SVM-based classifi-
cation models. For one, the local predictive accuracy of the model is tied to the
quality of the training data in the surrounding region of Θ. Ideally, larger portions
of the training data would be clustered in regions with high sensitivity, such as near
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the edge(s) separating Θ𝑠𝑎𝑡 and Θ𝑓𝑎𝑖𝑙. Such a distribution would give the Gaussian
process increased predictive accuracy in “difficult” areas, although the introduction of
the prediction confidence (4.9) does enable the GP to indicate where the prediction
confidence is low. Second, statistical verification is usually limited by the amount
of resources (time, money, objects, etc.) allocated to the verification process. For a
variety of reasons, this limit generally manifests as a cap on the number of trajectories
that can be performed, and thus restricts the number of training points.
The overall verification problem is mostly unchanged from Problem 3.3: computê︀Θ𝑠𝑎𝑡 while restricted to 𝑁𝑙𝑖𝑚 number of trajectory samples. The following section
presents modified versions of the sequential and batch verification procedures from
Section 3.4. At the conclusion of the approaches after 𝑁𝑙𝑖𝑚 simulation or experi-
mental tests have been performed, the GP prediction models will output the two
sets ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙, as well as predictive confidence associated with each element of
the respective sets. The new predictive confidence can also be used to identify sub-
sets of ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙 with specific confidence levels. For example, it can identify
subsets ̂︀Θ95%𝑠𝑎𝑡 ⊂ ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ95%𝑓𝑎𝑖𝑙 ⊂ ̂︀Θ𝑓𝑎𝑖𝑙 that only contain 𝜃 locations with at least
95% prediction confidence. Although these types of subsets are useful for estimating
misclassification error, the closed-loop procedures ultimately return ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙
because the fundamental problem is to separate Θ into exactly two sets to estimate
Θ𝑠𝑎𝑡 and Θ𝑓𝑎𝑖𝑙. Closed-loop verification will minimize the binary misclassification
error of the two sets for a given sampling budget.
4.3.1 Sample-Selection Criteria
Active learning [117] again forms the basis of the closed-loop verification procedures.
Active learning methods are iterative machine learning procedures that actively se-
lect the best locations for future training samples. The definition of the “best” sample
varies according to the sample-selection criteria, and in turn guides the evolution of
the prediction model over time as more and more samples are obtained. First, existing
sample-selection metrics taken from relevant work and the approach described in Sec-
tion 3.4.1 are discussed. While these will certainly work, they are not ideally suited to
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the regression-based binary verification problem using GPs. Subsequent paragraphs
will introduce a new selection metric tailor-made for the verification problem.
Existing Approaches
One possible selection metric is a recycled version of the expected model change
(EMC) criteria used for SVM-based closed-loop verification in Section 3.4. This
formulation replaces the SVM model output 𝐻R(𝜃) from (3.16) with the GP posterior
predictive mean 𝜇(𝜃). The resulting selection criteria ranks points according to their
proximity to the ̂︀𝑦(𝜃) = 0 prediction surface boundary, i.e.
𝜃 = argmin |𝜇(𝜃)| (4.10)
in a sequential sampling problem. The modified EMC approach is labeled a PDF
mean-focused approach since it only considers predictive mean 𝜇(𝜃) and neglects
prediction covariance Σ(𝜃).
While the EMC criteria does emphasize points near the prediction surface bound-
ary, it ignores the fact the GP output is a distribution rather than a point estimate
like in a SVM. An alternative approach is to select samples according to the GP’s
predictive covariance Σ(𝜃). This is a common technique [92,94,117,125] used to max-
imize the information gain with each additional training datapoint. After theoretical
analysis, the point that maximizes the information gain is simply the point with the
largest covariance,
𝜃 = argmax Σ(𝜃). (4.11)
If the true hyperparameters 𝜓* are known, then this approach is submodular as the
covariance Σ(𝜃) is independent of actual measurements 𝑦(𝜃) and only requires the
sample location 𝜃 itself to be known.
Although the submodularity of variance-based approach (4.11) is desirable, it
does not explicitly address the binary verification problem. As depicted in Figure 4-
2, large covariance Σ(𝜃) does not automatically equate to large uncertainty in the
binary prediction. This can also be seen in the applications addressed by the related
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work: arrangement of temperature sensors [125], placement of rain sensors [125],
and indoor environmental monitoring [94], among others. All these applications are
focused on sensing or monitoring without any binary classification needs; their goal is
to distribute measurements in order to minimize uncertainty in ̂︀𝑦(𝜃), not determine
a decision boundary. As discussed in Section 4.2, the binary verification problem
instead focuses on the CDF of the measurements in order to measure the confidence
in the binary predictions. Therefore, variance-based selection criteria are not ideally
suited to this particular active learning application.
Binary Entropy-based Sampling Criteria
To replace the existing selection criteria, an entirely new metric is developed, specif-
ically tailored to exploit binary prediction confidence (4.9). This metric employs
binary classification entropy to quantify the uncertainty in the predictions at prospec-
tive sample locations. Note that variance-based methods [94, 125] may also use the
term “entropy,” but that term refers to conditional entropy with respect to mutual in-
formation, which is entirely different from binary classification entropy. In subsequent
discussions in this thesis, any reference to “entropy” is linked to binary classification
entropy. The binary classification entropy 𝐸(𝜃) is determined by the prediction con-
fidence P(𝑦(𝜃) > 0),
𝐸(𝜃|ℒ, 𝜓) = −
(︂
P(𝑦(𝜃) > 0|ℒ, 𝜓)log2P(𝑦(𝜃) > 0|ℒ, 𝜓) +
P(𝑦(𝜃) ≤ 0|ℒ, 𝜓)log2P(𝑦(𝜃) ≤ 0|ℒ, 𝜓)
)︂
.
(4.12)
The binary classification entropy is pictured as a function of P(𝑦(𝜃) > 0) in Figure 4-
3. Since the probability of failure is the opposite of the probability of success, i.e.
P(𝑦(𝜃) ≤ 0) = 1−P(𝑦(𝜃) > 0), the entropy 𝐸(𝜃) can be written as a function of just
P(𝑦(𝜃) > 0). The entropy is also a function of the chosen hyperparameters 𝜓 and the
current training dataset ℒ. The true entropy can be computed by marginalizing over
the distribution of possible hyperparameters, but this is computationally intractable
and is instead approximated using the MLE hyperparameters 𝜓* as in (4.8).
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Figure 4-3: Binary classification entropy (4.12) as a function of P(𝑦(𝜃) > 0). Note that
P(𝑦(𝜃) ≤ 0) = 1 − P(𝑦(𝜃) > 0) and thus the binary classification entropy 𝐸(𝜃) can be
written as a function of solely P(𝑦(𝜃) > 0).
In addition to the local entropy at each location 𝜃, the total cumulative entropy
over an entire set is also of interest. In particular, it is useful to measure the cumula-
tive entropy over the fine discretization of Θ, set Θ𝑑 from Assumption 3.8. The total
entropy is simply the sum of the local entropy over all locations 𝜃 ∈ Θ𝑑,
𝐸(Θ𝑑|ℒ, 𝜓) =
|Θ𝑑|∑︁
𝑖=1
𝐸(𝜃𝑖|ℒ, 𝜓). (4.13)
The ideal selection metric would minimize the posterior cumulative entropy with the
chosen sample,
𝜃 = argmin 𝐸
(︁
Θ𝑑|ℒ+, 𝜓
)︁
, (4.14)
where ℒ+ is the training set with the additional data ℒ+ = ℒ ∪ {𝜃, 𝑦(𝜃)}. The
problem with selection metric (4.14) is the unavailability of the posterior entropy since
it requires the measurement 𝑦(𝜃) to be known before a simulation or experiment is
actually performed there. In its place, the expected posterior entropy can be computed
using the current expected measurement E[𝑦(𝜃)] = ̂︀𝑦(𝜃) = 𝜇(𝜃). The minimization
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of the expected posterior entropy follows the same principle
𝜃 = argmin ̂︀𝐸(︁Θ𝑑| ̂︀ℒ+, 𝜓)︁ (4.15)
with the artificial training dataset ̂︀ℒ+ = ℒ ∪ {𝜃, ̂︀𝑦(𝜃)}.
While feasible, metric (4.15) is impractical for large datasets because the GP will
have to be retrained for each prospective sample location since ̂︀ℒ+ changes. Given
an artificial training dataset ̂︀ℒ+, the expected GP output is
E
[︀
P(𝑦(𝜃*)| ̂︀ℒ+,𝜃*, 𝜓)]︀ = 𝒩 (︀̂︀𝜇+(𝜃*),Σ+(𝜃*))︀, (4.16)
which in turn affects the prediction confidence and finally the binary classification
entropy. The GP training process involves the inversion of the kernel matrix K, now
incremented with additional datapoint {𝜃, 𝑦(𝜃)}, a 𝒪(𝑁3) cost for every prospective
sample location under consideration. This cost quickly becomes intractable for large
Θ𝑑 and 𝒰 , especially for some of the examples considered later in this chapter with
grid space Θ𝑑 consisting of up to millions of possible sample locations. Therefore,
minimization of the expected posterior entropy (4.15) is possible for small grids, but
impractical for many verification problems.
In place of the expected posterior entropy, it is also useful to maximize the poste-
rior decrease in binary classification entropy with each new simulation or experimental
test. The rate of decrease in the cumulative posterior entropy is given by
𝜃 = argmax
(︃
𝐸
(︁
Θ𝑑|ℒ, 𝜓
)︁
− ̂︀𝐸(︁Θ𝑑| ̂︀ℒ+, 𝜓)︁)︃, (4.17)
although this too suffers from the same impracticality as (4.15) because it requires the
cumulative expected posterior entropy. However, the the local decrease in posterior
entropy does not require the repeated 𝒪(𝑁3) inversion of K. When considering the
posterior entropy at the location where a test has been performed, the result is always
𝐸(𝜃|ℒ, 𝜓) = 0. This occurs because the covariance Σ(𝜃) = 0 at all the training
locations, which would then include the sample location under consideration if a
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simulation or experiment is indeed performed there. Given this fact, the maximization
of the posterior decrease in local entropy reduces to
𝜃 = argmax
(︃
𝐸
(︁
𝜃|ℒ, 𝜓
)︁
− ̂︀𝐸(︁𝜃| ̂︀ℒ+, 𝜓)︁)︃ (4.18)
= argmax
(︃
𝐸
(︁
𝜃|ℒ, 𝜓
)︁
− 0
)︃
(4.19)
= argmax 𝐸
(︁
𝜃|ℒ, 𝜓
)︁
. (4.20)
Selection metric (4.20) finally presents a sample-selection criteria motivated by both
reduction in prediction uncertainty and computational tractability.
In comparison to the existing approaches, (4.20) can be viewed almost as a nonlin-
ear combination of (4.10) and (4.11). Points with low |𝜇(𝜃)| and high covariance Σ(𝜃)
are ranked above points with just one of those traits. The closest relevant approach
is GP regression for level set optimization [93] which expands upon variance-based
methods and GP optimization. The approach places confidence intervals around the
mean to predict level sets and bound the information gain with each sample. Unfortu-
nately, it makes a number of restrictive assumptions that limit its utility for a binary
verification problem. First, it assumes the true hyperparameters are known and fixed
in order to formulate the bound on the information gain which is central to the selec-
tion strategy. In most problems starting with zero knowledge, this assumption cannot
be made. Later results will show that fixing the hyperparameters to incorrect values
will lead to poor performance, even with active learning. Second, the approach’s crit-
ical bound on information gain is inversely proportional to the measurement noise.
The deterministic verification problem has no measurement noise, and even if it is
approximated as a narrow-width Gaussian, the bound will be near infinite and of
zero use. All of this discussion serves to highlight that binary entropy-based selection
criteria are similar to existing selection metrics, but are uniquely tailored to address
the deterministic, closed-loop statistical verification problem.
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4.3.2 Sequential Sampling
The least-complex closed-loop verification procedure is the sequential approach that
selects one sample at a time between retraining steps. Just as with the processes
described in Section 3.4, there must first be an initial training dataset ℒ of passively-
selected trajectories before a GP regression model can be constructed. This dataset
can be generated using any open-loop, passive procedure such as Latin hypercube [74]
or randomly-distributed [73] design of experiments techniques. Once the initial GP
model has been obtained, the active selection of samples can begin. These samples
are chosen from the available sample set 𝒰 , which is the remainder of lattice Θ𝑑 after
observed training points have been removed: 𝒰 = Θ𝑑 ∖ 𝒟. After each iteration, 𝒰
is updated to remove the selected training point. The select-test-retrain process is
repeated for 𝑇 = 𝑁𝑙𝑖𝑚 − 𝑁0 additional points, where 𝑁0 is the size of the initial
training dataset. Algorithm 3 details the complete closed-loop verification procedure,
which is summarized in the following paragraph.
Step 1 lists the aforementioned inputs for the closed-loop verification procedure:
the initial training dataset ℒ, the available sample set 𝒰 , and the number of additional
samples 𝑇 . Given this information, the algorithm constructs the initial GP regression
model (Step 2). The procedure performs the actual active sampling process in Steps 3-
8. In Step 4, the algorithm computes the GP predictive mean and covariance at all 𝜃 ∈
𝒰 and uses these terms to calculate the entropy at each location in order to rank the
points accordingly. The process selects the highest-ranked location 𝜃 and performs a
simulation or experimental test with those parameter settings to obtain measurement
𝑦(𝜃) (Step 5). Once this information has been added to the training dataset ℒ
(Step 6), the retrained GP model in Step 7 incorporates the new observations. This
process continues until the number of training points reaches 𝑁𝑙𝑖𝑚. Once the active
sampling process terminates, the procedure returns the final prediction model with the
predicted sets ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙 and the corresponding prediction confidence P(𝑦(𝜃) >
0|ℒ, 𝜓) for all points in Θ𝑑 (Step 9).
The computational complexity of the GP-based sequential procedure in Algorithm
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Algorithm 3 Sequential closed-loop deterministic verification framework using GP
regression models
1: Input: initial training set ℒ = {𝒟,y}, available sample locations 𝒰 , max # of
additional samples 𝑇
2: Initialize: train GP regression model
3: for 𝑖 = 1, 2, . . . , 𝑇 do
4: Select 𝜃 = argmax
𝜃∈𝒰
𝐸
(︀
𝜃|ℒ, 𝜓)︀
5: Perform test at 𝜃, obtain measurement 𝑦(𝜃)
6: Add {𝜃, 𝑦(𝜃)} to training set ℒ, remove 𝜃 from 𝒰
7: Retrain model with updated ℒ
8: end for
9: Return: predicted sets ̂︀Θ𝑠𝑎𝑡, ̂︀Θ𝑓𝑎𝑖𝑙, and confidence P(𝑦(𝜃) > 0|ℒ, 𝜓) ∀𝜃 ∈ Θ𝑑
3 is as follows. At the start of the process, the GP regression model training in Step
2 requires the full 𝒪(𝑁3) complexity to invert the K matrix. This cost will rise when
hyperparameter optimization is performed. Given the precomputed inverse K−1 in
Step 2, the 𝒪(𝑁2) +𝒪(𝑁 |𝒰|) and 𝒪(𝑁2|𝒰|) +𝒪(𝑁 |𝒰|) costs to compute 𝜇(𝜃) and
Σ(𝜃) at all 𝜃 ∈ 𝒰 dominates the complexity required to find entropy 𝐸(𝜃|ℒ, 𝜓). Once
the process has selected the highest-ranked location 𝜃 and performed a test there, the
retraining process in Step 7 poses the next major source of computational cost. While
this retraining process requires the inversion of the K matrix, this time with an extra
column and row corresponding to kernel evaluations with 𝜃, the process can employ
a number of techniques to reduce the cost. Using the Woodbury identity for matrix
inversion [126], the actual cost to invert the new K matrix reduces to 𝒪(𝑁2) +𝒪(𝑁)
operations, thus avoiding the full cubic cost in Step 2. As the process repeats Steps
4-7, the same matrix inversion technique will maintain quadratic complexity for Step
7 by reusing the previous iteration’s computations forK−1. Just as in Section 3.4, this
complexity analysis ignores the cost to perform an actual simulation or experiment
in Step 5 since it will vary from example to example.
Although Algorithm 3 is written using the new binary entropy-based selection
metric, the results in Section 4.4 will also examine the performance of closed-loop
verification using expected model change (EMC) and variance-based selection criteria.
In the PDF variance-based approach, Step 4 is replaced by the corresponding selection
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metric (4.11) and other changes are needed. The PDF mean-focused/EMC approach
uses the same sampling procedure from Section 3.4, but with (4.10) replacing (3.16).
As part of the training and retraining steps, the hyperparameters 𝜓 are also re-
optimized with the new training dataset. Therefore, the different versions of the
closed-loop procedure using binary entropy, EMC, and variance selection metrics will
posses different hyperparameters since each procedure will construct a different ℒ.
4.3.3 Batch Sampling
While Algorithm 3 will select samples as intended, its viability breaks down when
applied to large Θ𝑑. It suffers from the same two limitations as the SVM-based
sequential algorithm: 1) the computational cost of retraining the GP after every
single additional sample becomes non-negligible and 2) the sequential approach does
not exploit parallelism inherent to many applications, particularly simulation-based
verification. The selection of samples in batches of 𝑀 points will help address both
of these concerns.
The main challenge with batch sampling is encouraging adequate diversity among
the 𝑀 datapoints. If the 𝑀 highest-ranked samples are naïvely selected, it will likely
choose redundant points in close proximity to one another. Instead, it is generally
more efficient to spread the samples out over multiple regions of relatively high rank-
ing. The closed-loop batch framework for SVMs in Algorithm 2 avoided redundancy
with the addition of a diversity measure (3.17). This diversity measure penalized pos-
sible sample locations in close proximity to locations already chosen for the current
batch, thus spacing out the 𝑀 points along the prediction surface. The following
subsection will present multiple alternatives for batch selection with binary entropy-
based selection criteria.
Approximate Entropy Reduction
One extension of Algorithm 3 is to artificially update the GP prediction model after
each sample selected for the batch. Points previously chosen for the current batch are
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stored in set 𝒮. These stored points are used to create an artificial training dataset̂︀ℒ+ = ℒ∪{𝒮, ̂︀y𝒮} which is then used to retrain the GP model. The resulting approx-
imate GP model outputs predictive mean ̂︀𝜇(𝜃) and covariance ̂︀Σ(𝜃) that update the
approximate prediction confidence
̂︀P(𝑦(𝜃) > 0| ̂︀ℒ+, 𝜓) = 1
2
+
1
2
erf
(︁ ̂︀𝜇(𝜃)√︁
2̂︀Σ(𝜃)
)︁
(4.21)
and subsequent binary entropy ̂︀𝐸(𝜃| ̂︀ℒ+, 𝜓). For each point in the batch after the
first, the posterior reduction in entropy is not completely accurate, but rather an
approximation since ̂︀ℒ+ is not the actual (unknown) training dataset ℒ+. Algorithm
4 details the complete batch procedure.
As before, the first two steps list the necessary inputs and compute the initial
GP regression model. Unlike the sequential approach in Algorithm 3, the batch
procedure breaks the remaining 𝑁𝑙𝑖𝑚 −𝑁0 allowable simulations or experiments into
𝑇 batches with 𝑀 measurements in each batch, assuming 𝑁0 + 𝑇𝑀 = 𝑁𝑙𝑖𝑚. Given
this initial model, Steps 3-15 contain the batch active sampling process. At the start
of each batch, the procedure computes the predictive mean and covariance to find the
entropy 𝐸(𝜃|ℒ, 𝜓) for all 𝜃 ∈ 𝒰 (Step 4). The procedure initializes the approximate
entropy to this value and begins the batch selection process. The process selects the
location with the highest approximate entropy (Step 6) and stores that location in set
𝒮 (Step 7). At this point, no simulations or experiments have been performed yet, so
the procedure constructs the artificial training dataset ̂︀ℒ+ with the predictive mean̂︀𝑦(𝜃) = 𝜇(𝜃) taking the place of an actual measurement (Step 8). The process uses the
artificial training dataset to compute an approximate GP model (Step 9) in order to
estimate the effects of a measurement at location 𝜃 upon the entropy (Step 10) when
selecting subsequent locations. Steps 6-10 repeat until the batch set 𝒮 has been filled
with 𝑀 locations. Once the batch selection process has chosen all 𝑀 locations, the
algorithm performs tests at those 𝜃 settings and obtains the actual measurements y𝒮
(Step 12). Steps 13 and 14 add this information to the actual training dataset ℒ and
update the GP regression model. The algorithm will reinitialize the batch process and
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Algorithm 4 Batch closed-loop deterministic verification framework using approxi-
mate entropy reduction
1: Input: initial training set ℒ = {𝒟,y}, available sample locations 𝒰 , # of itera-
tions 𝑇 , batch size 𝑀
2: Initialize: train GP regression model
3: for 𝑖 = 1, 2, . . . , 𝑇 do
4: Initialize: 𝒮 = ∅, approximate entropy ̂︀𝐸(𝜃| ̂︀ℒ+, 𝜓) = 𝐸(𝜃|ℒ, 𝜓)
5: for 𝑘 = 1, 2, . . . ,𝑀 do
6: Select 𝜃 = argmax
𝜃∈𝒰
̂︀𝐸(︀𝜃| ̂︀ℒ+, 𝜓)︀
7: Add 𝜃 to set 𝒮, remove 𝜃 from 𝒰
8: Construct artificial training set ̂︀ℒ+ = ℒ ∪ {𝒮, ̂︀y𝒮}
9: Train approximate GP model with artificial ̂︀ℒ+
10: Recompute approximate entropy ̂︀𝐸(︀𝜃| ̂︀ℒ+, 𝜓)︀
11: end for
12: Perform tests ∀𝜃 ∈ 𝒮, obtain measurements y𝒮
13: Add {𝒮,y𝒮} to training set ℒ
14: Retrain model with updated ℒ
15: end for
16: Return: predicted sets ̂︀Θ𝑠𝑎𝑡, ̂︀Θ𝑓𝑎𝑖𝑙, and confidence P(𝑦(𝜃) > 0|ℒ, 𝜓) ∀𝜃 ∈ Θ𝑑
continue until it has completed 𝑇 batches. After the iterative process is complete, the
procedure returns the predicted sets ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙 and the corresponding prediction
confidence P(𝑦(𝜃) > 0|ℒ, 𝜓) for all points in Θ𝑑 (Step 16).
There are two main issues with the procedure listed in Algorithm 4. First, the
approximate entropy ̂︀𝐸(︀𝜃| ̂︀ℒ+, 𝜓)︀ diverges with increasing 𝑀 . Since the true mea-
surements y𝒮 are unknown during the selection of the batch, the approximate GP is
forced to rely upon artificial measurements ̂︀y𝒮 in order to approximate the effects of
those sample locations upon the ranking of future potential sample locations. As the
number of samples in 𝒮 grows, cumulative error between what would have been the
true mean 𝜇(𝜃) with the actual measurements and the approximate mean ̂︀𝜇(𝜃) with
artificial measurements grows. This discrepancy will then cause the error between the
approximate confidence and entropy and their true values to grow as well. Interest-
ingly enough, the approximate covariance ̂︀Σ(𝜃) is actually the true covariance since
covariance only requires the location 𝜃 and is independent of the actual measurement
𝑦(𝜃). This same fact is the root of the submodularity of the PDF variance-based
111
methods.
The second issue with the approximate entropy procedure is the high computa-
tional load. Since Step 9 retrains the approximate GP after every new point in 𝒮, the
computational complexity matches the complexity required for the sequential pro-
cedure in Algorithm 3. This lack of an improvement over Algorithm 3 completely
contradicts one of the two reasons for batch sampling in the first place. The combi-
nation of these two issues limits the practicality of Algorithm 4.
Importance-Weighted Random Sampling
Rather than rely upon expensive approximations of future effects in order to encour-
age diversity in batch set 𝒮, importance-weighted random sampling can be used to
efficiently select samples. The crux of this approach is to form a probability distribu-
tion from the current binary entropy
P𝐸(𝜃) =
1
𝑍𝐸
𝐸(𝜃|ℒ, 𝜓), (4.22)
where 𝑍𝐸 =
∑︀|Θ𝑑|
𝑖=1 𝐸(𝜃𝑖|ℒ, 𝜓), and randomly select samples from this distribution.
This approach is essentially importance sampling Monte Carlo estimation [59,127,128]
using binary classification entropy. Regions with high entropy will have a larger prob-
ability of selection than areas with low entropy. Although this does not completely
eliminate the possibility of redundant points in 𝒮, the randomized sampling will gen-
erally lead samples to be distributed across all regions of high probability (entropy).
Assuming Θ𝑑 and 𝒰 are very large, the entropy will be high in many regions near the
prediction boundary and it is not likely that all samples are clumped into a single
nearby region.
Algorithm 5 depicts the importance-weighting batch procedure. This procedure
begins almost exactly the same as Algorithm 4; however, the importance-weighting
approach only utilizes the current entropy and does not require an approximate GP
model to be constructed. In Step 5, the process converts the entropy into probability
distribution P𝐸(𝜃). Next, 𝑀 sample locations are randomly chosen without replace-
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Algorithm 5 Batch closed-loop deterministic verification framework using
importance-weighted random sampling
1: Input: initial training set ℒ = {𝒟,y}, available sample locations 𝒰 , # of itera-
tions 𝑇 , batch size 𝑀
2: Initialize: train GP regression model
3: for 𝑖 = 1, 2, . . . , 𝑇 do
4: Initialize: 𝒮 = ∅
5: Transform 𝐸(𝜃|ℒ, 𝜓) into probability distribution 𝑃𝐸(𝜃)
6: Generate 𝑀 random samples from 𝑃𝐸(𝜃), add to 𝒮
7: Perform tests ∀𝜃 ∈ 𝒮, obtain measurements y𝒮
8: Add {𝒮,y𝒮} to training set ℒ
9: Retrain model with updated ℒ
10: end for
11: Return: predicted sets ̂︀Θ𝑠𝑎𝑡, ̂︀Θ𝑓𝑎𝑖𝑙, and confidence P(𝑦(𝜃) > 0|ℒ, 𝜓) ∀𝜃 ∈ Θ𝑑
ment from 𝒰 according to this probability distribution (Step 6). Unlike the previous
algorithm, all 𝑀 points are randomly generated in one step, which yields computa-
tional savings compared to the previous sequential process within each batch of 𝑀
points. The procedure then performs simulations or experiments at the selected 𝜃
settings (Step 7) and adds the resulting measurements to the training dataset (Step
8). Finally, the procedure retrains the GP regression model with the 𝑀 additional
datapoints (Step 9). The iterative process repeats for 𝑇 batches until the sample
budget has been exhausted. Once it reaches this termination point, the algorithm
outputs predicted sets ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙 and confidence P(𝑦(𝜃) > 0|ℒ, 𝜓) (Step 11).
In terms of computational complexity, Algorithm 5 offers noticeable improvement
over Algorithms 3 and 4. The importance-weighted procedure requires the same
costs to train the GP regression model in Step 2 and compute the entropy 𝐸(𝜃|ℒ, 𝜓)
for Step 5. Unlike Algorithm 4, the new procedure transforms the entropy into
P𝐸(𝜃), which requires at least two more 𝒪(|𝒰|) operations. Given this probability
distribution, importance-weighted random sampling without replacement (Step 6)
will require 𝒪(𝑀 log|𝒰|)+𝒪(𝑀) operations in the best-case scenario [129]. The same
Woodbury matrix inversion identity [126] will help lower the complexity for Step 9
by reusing the previous iteration’s computations for K−1, allowing the inversion to
only require on the order of 𝒪(𝑀3) + 𝒪(𝑁2𝑀) + 𝒪(𝑀2𝑁) + 𝒪(𝑁2) operations for
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the batch update. Figure 4-4 compares the computational complexity of Algorithm
5 against Algorithms 3 and 4 in Example 4.4.1 and demonstrates the importance-
weighted procedure’s improvements over those approaches.
Determinantal Point Process-based Random Sampling
The main drawback with importance-weighted random sampling is ensuring set 𝒮
does not contain any redundant points. Particularly, when the batch size 𝑀 is low, it
is desirable to spread samples out across regions with similar levels of high probabil-
ity/entropy. Importance weighting will generally distribute the points across regions
of high probability, but it is likely some of the points will be in close proximity and
will be redundant. In order to address this redundancy issue while still maintaining
the computational feasibility of importance-weighting, the procedure in Algorithm 5
can be augmented with random matrix theory methods.
The main tool to encourage diversity is determinantal point processes (DPP). A
more detailed discussion of DPPs is found in the seminal work [130, 131], but an
overview of the approach is given in Appendix D. In short, DPPs take a large number
(𝑀𝑇 ) of 𝜃 locations randomly drawn according to P𝐸(𝜃) and construct a matrix that
measures correlation between the samples and penalizes similarities among the data-
points. The correlation matrix’s eigenvalues and eigenvectors can be used to generate
a second random set of datapoints distributed in regions of high probability, but with
increased spatial dispersion within those regions. For active learning purposes, the
set of chosen samples 𝒮 is this second set with the modified dispersion. In partic-
ular, this work uses a special form of determinantal point processes called a k-DPP
that is optimized to generate small subsets of 𝑀 points given a larger initial set of
𝑀𝑇 ≥ 1000 points from P𝐸(𝜃).
The k-DPP process is inserted into the batch sampling framework in Algorithm
6. The only changes from Algorithm 5 are in Steps 6 and 7 where the k-DPP is
constructed and the 𝑀 samples are randomly generated according to the k-DPP.
The main difference is that the k-DPP does require some additional computational
overhead in comparison to the baseline importance weighting approach. In Step 6, the
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Algorithm 6 Batch closed-loop deterministic verification framework using determi-
nantal point processes
1: Input: initial training set ℒ = {𝒟,y}, available sample locations 𝒰 , # of itera-
tions 𝑇 , batch size 𝑀
2: Initialize: train GP regression model
3: for 𝑖 = 1, 2, . . . , 𝑇 do
4: Initialize: 𝒮 = ∅
5: Transform 𝐸(𝜃|ℒ, 𝜎) into probability distribution 𝑃𝐸(𝜃)
6: Generate 𝑀𝑇 random samples from 𝑃𝐸(𝜃), construct k-DPP
7: Generate 𝑀 random samples according to k-DPP, add to 𝒮
8: Perform tests ∀𝜃 ∈ 𝒮, obtain measurements y𝒮
9: Add {𝒮,y𝒮} to training set ℒ
10: Retrain model with updated ℒ
11: end for
12: Return: predicted sets ̂︀Θ𝑠𝑎𝑡, ̂︀Θ𝑓𝑎𝑖𝑙, and confidence P(𝑦(𝜃) > 0|ℒ, 𝜓) ∀𝜃 ∈ Θ𝑑
k-DPP steps requires many more samples (𝑀𝑇 ≫𝑀) from P𝐸(𝜃) to first construct the
k-DPP, as well as the additional operations with the correlation matrix’s eigenvalues
and eigenvectors. In total, the cost of constructing and sampling from the k-DPP
requires an additional 𝒪(𝑀3𝑇 ) +𝒪(𝑀𝑇𝑀3) operations per batch. Although this cost
is higher than Algorithm 5, it is still faster than the original batch procedure in
Algorithm 4 for small 𝑀 and 𝑀𝑇 ≪ |𝒰|. Figure 4-4 illustrates both the slight
increase in complexity over Algorithm 5 and the large improvement over Algorithms
3 and 4. Just as with the baseline importance-weighted approach, this improvement
will increase as batch size 𝑀 increases due to the decreased number of retraining
steps necessary for the same number of measurements.
A comparison of all three batch sampling strategies is shown in Figure 4-5. Each
algorithm begins with the same initial GP model and training dataset and selects a
batch of 𝑀 = 10 samples. Although Figure 4-5(b) does distribute points across the
full space, it fails to adequately disperse some of those samples. In the upper-left cor-
ner, there are 4 samples in close proximity that likely contain redundant information.
By comparison, the other two figures disperse all 10 points across high entropy regions
with little overlap. This illustrates that k-DPP sampling is a viable alternative to
Algorithm 4 with lower computational overhead and greater diversity than baseline
importance-weighted random sampling.
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Figure 4-4: Computational complexity of the sequential (Algorithm 3) and batch (Algo-
rithms 4-6) closed-loop verification procedures when applied to Example 4.4.1. Note that
Algorithm 4 offers no improvement in complexity over Algorithm 3, while the efficiency of
the other two improves at 𝑀 increases. Since the k-DPP requires additional operations,
Algorithm 6 possesses a slightly higher complexity than the baseline importance-weighted
approach in Algorithm 5.
4.4 Simulation Results
The sequential and batch closed-loop verification algorithms are demonstrated on nu-
merous examples representative of the wide class of systems of interest. The first
example is the same 2D CL-MRAC verification problem from Section 3.5.2. This
example compares regression-based binary verification against SVM-based classifica-
tion methods from Chapter 3. The second example examines verification in a robust
multi-agent task allocation problem. This type of system is beyond the scope of the
previously-discussed analytical verification techniques. This fact highlights the new
statistical verification frameworks’ wider applicability when compared to traditional
analytical approaches. The later two examples demonstrate closed-loop statistical
verification on more complex, higher-dimensional systems. The results in these two
examples illustrate Algorithm 6’s clear improvement in prediction error over existing
open- and closed-loop methods.
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(a) Approximate entropy reduction (b) Importance-weighed sampling
(c) k-DPP sampling
Figure 4-5: Selection of samples according to approximate entropy reduction (Algorithm
4), baseline importance-weighted random sampling (Algorithm 5), and k-DPP sampling
(Algorithm 6). The latter strategy distributes samples in regions of high entropy, but with
less redundancy than Algorithm 5 and a lower computational cost than Algorithm 4.
4.4.1 Concurrent Learning Model Reference Adaptive Con-
troller
The first example is the same concurrent learning model reference adaptive control
(CL-MRAC) system previously examined in Section 3.5.2. The system is corrupted
by two sources of uncertainty, parameters 𝜃 = [𝜃1, 𝜃2]
𝑇 , which are estimated online
with the CL-MRAC adaptive law. While the open-loop state dynamics listed in (3.20)
are linear, the adaptive control scheme adds a large amount of complexity and causes
the closed-loop dynamics to become nonlinear. This complexity prevents analytical
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verification techniques from producing useful estimates for ̂︀Θ𝑠𝑎𝑡 and highlights the
necessity of statistical verification methods, displayed in Figure 3-11(a).
The performance requirement is also unchanged. The actual state 𝑥1(𝑡) must
remain within 1 position unit of the reference state 𝑥𝑚1(𝑡) at every point along the
40 second trajectory,
𝜙𝑏𝑜𝑢𝑛𝑑 = [0,40] (1− |𝑒1[𝑡]| ≥ 0) (4.23)
where 𝑒1(𝑡) = 𝑥𝑚1(𝑡) − 𝑥1(𝑡) is the tracking error. Unlike the previous chapter,
continuously-valued performance evaluations are assumed to be available in place
of binary measurements. The signal temporal logic robustness degree 𝜌𝜙𝑏𝑜𝑢𝑛𝑑 [𝑡](𝜃)
indicates whether the trajectory satisfies 𝜙𝑏𝑜𝑢𝑛𝑑 at time 𝑡. The complete trajectory’s
robustness degree is the scalar term
𝜌𝜙(𝜃) = min
𝑡′∈[0,40]
𝜌𝜙𝑏𝑜𝑢𝑛𝑑 [𝑡′](𝜃). (4.24)
for the minimum level of robustness along the entire trajectory. This robustness de-
gree is passed to the Gaussian process regression model as measurement 𝑦(𝜃) = 𝜌𝜙(𝜃).
Parameter vectors 𝜃 with 𝑦(𝜃) > 0 indicate the resulting trajectory successfully met
requirement 𝜙𝑏𝑜𝑢𝑛𝑑, while parameters with 𝑦(𝜃) ≤ 0 resulted in unsatisfactory perfor-
mance. The robustness degree also quantifies the level of robustness (or lack thereof)
demonstrated by the trajectory. In this example, if 𝑦(𝜃) ≤ 0 then the value of 𝑦(𝜃)
measures how far 𝑥1(𝑡) deviated from 𝑥𝑚1(𝑡) at the worst point in the trajectory.
When 𝑦(𝜃) > 0, the value indicates just how close the trajectory was to failure at its
least-robust point.
Figure 4-6(a) displays the true robustness degree measurement 𝑦(𝜃). The black
line indicates the separation boundary between Θ𝑠𝑎𝑡 and Θ𝑓𝑎𝑖𝑙 at 𝑦(𝜃) = 0. These two
sets are shown in Figure 4-6(b). This binary shape is the same exact plot previously
seen in Figure 3-11(a). By definition, the sets Θ𝑠𝑎𝑡,Θ𝑓𝑎𝑖𝑙 produced by both binary
MTL and non-binary STL are equivalent.
The sampling grid Θ𝑑 is a lattice of 40,401 points that cover the space between
−10 ≤ 𝜃1 ≤ 10 and −10 ≤ 𝜃2 ≤ 10. From this grid, a training set ℒ of 50 randomly
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(a) Surface of 𝑦(𝜃) (b) True Θ𝑠𝑎𝑡/Θ𝑓𝑎𝑖𝑙
Figure 4-6: [Example 4.4.1] Plot of the actual 𝑦(𝜃) surface from the STL robustness degree
over Θ. The right-hand plot displays the Θ𝑠𝑎𝑡 (green) and Θ𝑓𝑎𝑖𝑙 (red) sets resulting from
whether 𝑦(𝜃) > 0 or 𝑦(𝜃) ≤ 0.
chosen trajectories and their measurements is used to train an initial GP regression
model. This model is the starting condition for the closed-loop verification procedures.
Figure 4-7 shows an example of the GP regression model trained on this small initial
training set of 50 points. Given the sparsity of the training dataset, the GP regression
model will only have limited information on which to base its predictions. As a result,
the predicted boundary separating the two sets (blue line) is a rough estimate of
the true boundary (black line) and obviously needs more data to correctly converge
towards the true shape pictured in Figure 4-6. The closed-loop sampling approach
will speed up this convergence by distributing samples into informative regions of Θ𝑑.
Two versions of Algorithm 6 are examined, one with batch size𝑀 = 5 and one with
𝑀 = 10. Figure 4-5(c) already displayed the selection of the first batch of 𝑀 = 10
points using the the same model from Figure 4-7 as the starting point. These entropy-
based algorithms are compared against closed-loop verification methods using the
PDF variance-based selection metric (4.11) and the modified expected model change
(EMC) metric applied to Gaussian processes (4.10). The closed-loop approaches are
also evaluated against open-loop verification methods. Due to the similar performance
between Latin hypercube and uniform-random DOE approaches in Section 3.5, only
the random sampling DOE procedure will be used in subsequent comparisons. All
of these approaches will operate until a sampling budget of 𝑁𝑙𝑖𝑚 = 350 trajectories
119
(a) Surface of ̂︀𝑦(𝜃) (b) Predicted ̂︀Θ𝑠𝑎𝑡/̂︀Θ𝑓𝑎𝑖𝑙
Figure 4-7: [Example 4.4.1] Initial prediction model after an initial training dataset of 50
randomly-selected parameter settings for the trajectories. Parameter settings 𝜃 = [𝜃1, 𝜃2] for
the simulations are shown as dots and their respective colors denote whether the resulting
trajectory satisfied the requirement (green) or did not (red). The figure illustrates the
prediction boundary (blue line) that separates ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙 against the true boundary
(black line) separating Θ𝑠𝑎𝑡 and Θ𝑓𝑎𝑖𝑙 (shown as green/red regions in the right-hand plot).
As a result of the small training dataset, the GP model has limited information on which
to base its predictions, leading to the areas with noticeable misclassification errors.
(a) Surface of ̂︀𝑦(𝜃) (b) Predicted ̂︀Θ𝑠𝑎𝑡/̂︀Θ𝑓𝑎𝑖𝑙
Figure 4-8: [Example 4.4.1] Final prediction model after 350 samples. The resulting pre-
diction boundary separating ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙 is a much better approximation of the true
boundary than in Figure 4-7, although it is still an imperfect representation.
has been reached. Figure 4-8 pictures the same problem from Figure 4-7 after the
completion of the closed-loop verification process with all 350 samples. The final
estimate is a much more accurate representation of the true shape, although it still
misclassifies a few areas along the boundary.
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(a) Batch size 𝑀 = 5
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(b) Batch size 𝑀 = 10
Figure 4-9: [Example 4.4.1] Misclassification error convergence of Algorithm 6 in comparison
to the other approaches over the same 100 random initializations. For ease of viewing, the
standard deviation intervals around the mean (solid lines) are given by the 0.5𝜎 bound rather
than the traditional 1𝜎 bound.
Figure 4-9 illustrates the performance of the open- and closed-loop procedures
starting from the same 100 random initializations. In both the 𝑀 = 5 and 𝑀 = 10
versions of Algorithm 6, the entropy-based selection metric outperforms closed-loop
verification using the other metrics as well as the generic open-loop approach. At the
conclusion of the 350 samples, the entropy-based closed-loop algorithms demonstrate
a 20%(𝑀 = 10) and 26% (𝑀 = 5) improvement in average prediction error over
the PDF variance-based approach. Both of these approaches have similar standard
deviation levels and are better in both mean and standard deviation than the EMC-
based and open-loop procedures.
The results in Figure 4-9 are also directly compared to the results for Algorithm
2 from Figure 3-11. After 250 samples (what was used in Figure 3-11), the new
entropy-based algorithm using continuous measurements has a 17% improvement in
average misclassification error over the EMC approach in Algorithm 2 using only bi-
nary measurements. Interestingly enough, the variance-based approach has roughly
the same average error while the modified EMC algorithm actually does 43% worse
than the original version (Algorithm 2) using only binary measurements. This quick
comparison confirms that regression-based closed-loop verification using binary clas-
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sification entropy is preferable to the classification-based verification procedures in
Chapter 3. Since the misclassification error rate for Algorithm 6 beats Algorithm
2, the regression-based closed-loop framework also outperforms the analytical barrier
certificates.
While the results in Figure 4-9 demonstrated Algorithm 6’s improvement in aver-
age misclassification error over the other three procedures, the results did not directly
indicate whether Algorithm 6 is consistently better, only that it has a lower average
error. However, since the approaches all start with the same 100 random initializa-
tions, the approaches can be directly compared against one another for each of the
100 runs. Figure 4-10 displays the percentage of these 100 runs where Algorithm 6 has
either a lower or matching level of misclassification error to the indicated approaches.
By the completion of the closed-loop verification process, Algorithm 6 outperforms
or matches the PDF variance-based method in 89% of the runs for both batch sizes.
Likewise, Algorithm 6 outperforms the modified EMC and open-loop techniques in al-
most 95% and 100% of the test cases. These results couple with Figure 4-9 to highlight
the improved rate of misclassification errors produced by the binary entropy-based
sampling algorithms. Given a limited sampling budget, Algorithm 6 will consistently
produce the most accurate prediction model.
Confidence Levels in the Predictions
The new ability to explicitly measure prediction confidence online without an external
validation set can be used for a variety of purposes. The primary use is to provide
a local confidence level associated with a queried location 𝜃 ∈ Θ; however, it is also
possible to examine the confidence levels over the entire lattice Θ𝑑. Since the true
misclassification error rate from Figure 4-9 is unknown during actual execution of the
procedures, the prediction confidence is an important tool to estimate the total rate
of misclassification errors.
First, prediction confidence is employed to identify subsets of ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙 with
certain levels of confidence. For example, consider the initial GP model from Figure 4-
7. All the binary predictions have a certain level of confidence which can be used to
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(b) Batch size 𝑀 = 10
Figure 4-10: [Example 4.4.1] Ratio of runs where Algorithm 6 directly outperforms or
matches the misclassification error rate of the indicated approaches. All strategies start
with the same initial training set and thus each approach can be directly compared to the
others with the same initialization.
further segment Θ𝑑 and identify regions where misclassifications are likely to occur.
Figure 4-11 illustrates that the prediction confidence for P(𝑦(𝜃) > 0) segments ̂︀Θ𝑠𝑎𝑡
into tighter subsets with a minimum confidence level. At the 90% confidence level, the
new subset ̂︀Θ90%𝑠𝑎𝑡 is more conservative than the initial prediction, but removes many
(but not all) of the misclassifications. The prediction confidence for P(𝑦(𝜃) ≤ 0)
segments ̂︀Θ𝑓𝑎𝑖𝑙 in a similar fashion with ̂︀Θ90%𝑓𝑎𝑖𝑙 . The remaining points not in ̂︀Θ90%𝑠𝑎𝑡 or̂︀Θ90%𝑓𝑎𝑖𝑙 have a high likelihood of misclassification.
The ̂︀Θ50%𝑠𝑎𝑡 , ̂︀Θ90%𝑠𝑎𝑡 , etc. subsets are analogous to the 𝐶𝐹𝑃 = {1, 3, 6} predicted sets
in Figure 3-13 that penalized false-positive errors with constraint 𝐶𝐹𝑃 . Unlike the
previous results, the confidence levels for each subset ̂︀Θ50%𝑠𝑎𝑡 , ̂︀Θ90%𝑠𝑎𝑡 , etc. now have an
explicit meaning whereas the 𝐶𝐹𝑃 term was merely a penalization on the training
process that had no quantifiable measure of impact. More importantly, these subsets
do not require retraining of the model and are produced simultaneously. In order
to produce the different sets in Figure 3-13, the SVM had to be retrained for each
value of 𝐶𝐹𝑃 . For GP-based verification, the GP only has to be trained once and the
prediction confidence will segment ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙 without retraining.
Additionally, the prediction confidence is independent of the chosen sampling met-
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(a) Prediction confidence P(𝑦(𝜃) > 0) (b) Confidence levels for ̂︀Θ𝑠𝑎𝑡
Figure 4-11: [Example 4.4.1] Illustration of confidence levels in the predictions of ̂︀Θ𝑠𝑎𝑡. Note:
the corresponding levels in ̂︀Θ𝑓𝑎𝑖𝑙 are not shown.
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(a) Batch size 𝑀 = 5
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(b) Batch size 𝑀 = 10
Figure 4-12: [Example 4.4.1] Rate of misclassification error in the 95% prediction confidence
level. This percentage is out of the number of points classified with 95% prediction confidence
rather than the total set Θ𝑑. For ease of viewing, the standard deviation intervals also
correspond to 0.5𝜎 bounds.
ric or whether open- or closed-loop statistical verification is employed. Figure 4-12
shows the misclassification error rate corresponding to the 95% confidence intervals
of ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙 for the various approaches. Regardless of the chosen procedure, the
confidence levels have a much lower ratio of misclassification errors compared to the
full ̂︀Θ𝑠𝑎𝑡, ̂︀Θ𝑓𝑎𝑖𝑙 even during the initial stages of the process. The EMC metric is a
slight outlier, but the overall rate (<5%) still makes sense within the 95% confidence
level.
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Importance of Hyperparameter Optimization
As was discussed in Section 4.2, the true hyperparameters are not assumed to be
known in advance and maximum likelihood estimation optimizes the hyperparameters
online. Especially during the initial steps of the closed-loop process, the distribution
of points within ℒ will change drastically and the hyperparameters will likely vary
accordingly. While it may seem advantageous to simply fix the hyperparameters due
to the computational savings of avoiding hyperparameter optimization, naïvely fixing
the hyperparameters can lead to poor performance.
Consider the comparison of the three batch (𝑀 = 10) closed-loop procedures in
Figure 4-13. In the static (fixed) cases with dashed lines, the hyperparameters are
optimized at the initial training step, but are not updated any further. Meanwhile,
the other three solid lines show the average misclassification error when the hyper-
parameters are updated after each step, as was done with all the results shown up
to this point. If the hyperparameters are fixed, the misclassification error actually
increases between steps, even though there are more samples and these samples were
actively chosen according to the indicated selection metric. This complete breakdown
in prediction accuracy highlights the dangers of naïvely fixing the hyperparameters
when the true values are unknown and demonstrates the limitations of similar proce-
dures [93] based upon the assumption of fixed hyperparameters.
4.4.2 Robust Multi-Agent Task Allocation
The second example is a robust multi-agent task allocation problem. This task al-
location problem is very different than the other examples considered in Chapters 3
and 4 and demonstrates data-driven statistical verification can be applied to a very
broad range of systems with little-to-no modification. Here, the verification goal is to
test whether a multi-agent system can successfully complete an ordered list of tasks
while subject to parametric disturbances.
In particular, this problem considers aerial forest firefighting using UAVs in the
presence of uncertain wind conditions [32]. Two sets of 2 UAVs of heterogeneous
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Figure 4-13: [Example 4.4.1] Average misclassification error of the closed-loop verification
procedures with hyperparameter optimization (solid lines) versus the same procedures with
static hyperparameters (dashed lines). Both sets start with the same initial training set
and model, but the static versions do not update the hyperparameters during the retraining
process.
capabilities are used to complete 30 surveillance tasks scattered throughout the world
map. These surveillance tasks correspond to areas of possible forest fires that the
UAVs must investigate. If a UAV spots a fire, it must map the perimeter of the fire
at the location to provide the human fire commander with updates on the size, rate,
and direction of fire expansion. The challenge with these fire surveillance tasks is
that the tasks may take significantly longer to complete when the UAV maps the fire
perimeter than if the UAV did not detect a fire and moved on to the next task in the
list. Fire perimeter mapping is also a function of wind parameters (wind speed and
direction) since the winds will affect the burn rate and spread the fire into different
areas with varying terrain and vegetation combustibility. More details on the aerial
forest firefighting problem and task allocation are found in Appendix B.
For the sake of simplicity, it is assumed the fixed control policy, the ordered list
of tasks assigned to each UAV, has already been generated by a multi-agent task
allocation procedure. This work uses the robust consensus-based bundle algorithm
(CBBA) to produce the control policy [26, 132]. The realized score of the control
policy is a function of wind speed and direction. As the firefighting tasks take shorter
or longer to complete depending upon the wind conditions, tasks at the end of the
ordered list could be performed significantly behind schedule and potentially not at
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all if the UAVs run out of fuel and have to return to base. Each task also has a time-
decaying reward, so severely-delayed tasks will produce a lower score than originally
intended. The cumulative reward of the given control policy will vary with the two
wind parameters.
The verification goal of the process is to determine whether the control policy at
a given set of wind conditions will reach a minimum score threshold. In order to test
this with the statistical verification framework, a lattice of 16,641 points covers the
feasible space between 𝜃1 : [0
∘, 359∘] and 𝜃2 : [0, 40] (km/hr). Unlike the preceding
MRAC example, this example utilizes the sequential form of the closed-loop procedure
(Algorithm 3) and the competing open- and closed-loop approaches.
Figure 4-14 demonstrates the rate of misclassification error for the various verifi-
cation procedures over 100 random initializations. The closed-loop framework with
the entropy-based selection criteria outperforms the competing algorithms, depicted
in Figures 4-14(a) and 4-15. Likewise, Figure 4-14(b) examines the error rate within
the 95% confidence levels for ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙. Just as in the last example, the error
rate within the 95% confidence levels is significantly lower than in the full Θ𝑑. The
results further highlight the utility of the prediction confidence to identify regions
with high likelihood of misclassification errors.
4.4.3 Adaptive Control with Complex Temporal Specifications
The third example is an adaptive control system with complex spatial-temporal per-
formance requirements. The example uses the same closed-loop state dynamics from
Sections 3.5.2 and 4.4.1, but with the more complex requirements from Section 3.5.3.
The requirement 𝜙 states the system must eventually satisfy all three of the following
specifications (𝜙 = 𝜙1∧𝜙2∧𝜙3) in order for a trajectory to be considered satisfactory.
These three specifications are
𝜙1 = ♦[2,3] (𝑥1[𝑡]− 0.7 ≥ 0) ∧ ♦[2,3] (1.3− 𝑥1[𝑡] ≥ 0),
𝜙2 = ♦[12,13] (𝑥1[𝑡]− 1.1 ≥ 0) ∧ ♦[2,3] (1.7− 𝑥1[𝑡] ≥ 0),
and 𝜙3 = [22.4,22.6] (𝑥1[𝑡] + 1.6 ≥ 0) ∧[22.4,22.6] (−1.2− 𝑥1[𝑡] ≥ 0).
(4.25)
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(a) Total misclassification error
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(b) Misclassification error in the 95% prediction
confidence level
Figure 4-14: [Example 4.4.2] Rate of misclassification errors for Algorithm 3 and the com-
peting approaches. The left plot shows the total misclassification error across all of Θ𝑑 while
the right-hand figure shows the error of the 95% confidence level. The standard deviation
intervals correspond to 0.5𝜎 bounds.
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Figure 4-15: [Example 4.4.2] Ratio of runs where Algorithm 3 directly outperforms or
matches the misclassification error rate of the indicated approaches. All strategies start
with the same initial training set and thus each approach can be directly compared to the
others with the same initialization.
The STL robustness degree for each trajectory is the minimum robustness degree
encountered during the trajectory,
𝜌𝜙(𝜃) = min {𝜌𝜙1(𝜃), 𝜌𝜙2(𝜃), 𝜌𝜙3(𝜃)}, (4.26)
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where
𝜌𝜙1(𝜃) = max
𝑡′∈[2,3]
𝜌𝜙1 [𝑡′](𝜃), 𝜌𝜙2(𝜃) = max
𝑡′∈[12,13]
𝜌𝜙2 [𝑡′](𝜃),
and 𝜌𝜙3(𝜃) = min
𝑡′∈[22.4,22.5]
𝜌𝜙3 [𝑡′](𝜃).
(4.27)
The continuous measurement 𝑦(𝜃) for each trajectory is the total STL robustness
degree, 𝑦(𝜃) = 𝜌𝜙(𝜃).
This example considers the same two uncertain parameters (𝜃1, 𝜃2) from Section
4.4.1, but adds a third source of uncertainty 𝜃3 to capture uncertainty in the initial
state 𝑥1(0). The statistical verification frameworks select trajectory conditions from
a grid Θ𝑑 of 214,221 possible sampling locations that cover 𝜃1 : [−5, 5], 𝜃2 : [−5, 5] and
𝜃3 : [−1, 1]. Each of the open- and closed-loop verification procedures start with an
initial training dataset of 100 trajectories at randomly-selected parameter settings.
The algorithms operate in batch sizes of 𝑀 = 10 and 𝑀 = 20 up to a sampling
budget of 𝑁𝑙𝑖𝑚 = 1, 050/1, 060 training points.
The total misclassification error produced by the statistical verification procedures
is shown in Figure 4-16. For both batch sizes, the entropy- and variance-based closed-
loop procedures have comparable levels of standard deviation, but the entropy-based
approaches demonstrate a 35% improvement in average prediction error over PDF
variance methods and a 33% improvement over the modified EMC algorithm. When
the four approaches are directly compared against each other in Figure 4-17, Algo-
rithm 6 consistently outperforms or matches the other approaches in the vast majority
of the 100 randomly-initialized runs. At the completion of the verification procedure,
Algorithm 6 has the lowest misclassification error rate in at least 95% of the 𝑀 = 10
cases and 85% of the 𝑀 = 20 cases. In contrast to Figure 4-10 from Example 4.4.1,
the modified EMC algorithm takes the place as the nearest competitor to the entropy-
based sampling approaches. This switch from the PDF variance-based approach to
the EMC-based approach as the “next-best” approach highlights the inconsistent per-
formance of those procedures. The EMC and PDF variance-based procedures will
perform better in some problems and worse in others, while the binary classifica-
tion entropy procedures are consistently the best. Ultimately, these results reinforce
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(a) Batch size 𝑀 = 10
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(b) Batch size 𝑀 = 20
Figure 4-16: [Example 4.4.3] Misclassification error convergence of Algorithm 6 in com-
parison to the other approaches over the same 100 random initializations. The standard
deviation intervals around the mean (solid lines) are given in traditional 1𝜎 bounds.
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(a) Batch size 𝑀 = 10
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(b) Batch size 𝑀 = 20
Figure 4-17: [Example 4.4.3] Ratio of runs where Algorithm 6 directly outperforms or
matches the misclassification error rate of the indicated approaches. All strategies start
with the same initial training set and thus each approach can be directly compared to the
others with the same initialization.
the notion that entropy-based closed-loop verification produces the most accurate
predictions for ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙.
The results in Figure 4-21 also agree with the observations in the preceding exam-
ples. The rate of misclassification error within the 95% confidence level is lower than
the rate over the full set, meaning the majority of incorrectly-labeled points possessed
low prediction confidence. As was seen in Figure 4-14(b), the rate of misclassification
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Figure 4-18: [Example 4.4.3] Rate of misclassification error in the 95% prediction confidence
level. The standard deviation intervals around the mean (solid lines) are given in 1𝜎 bounds.
errors within the 95% confidence interval is roughly the same between the different
statistical verification procedures.
4.4.4 Lateral-Directional Autopilot
The last example verifies an aircraft’s autopilot for controlling lateral-directional flight
modes. In particular, the example examines the “heading-hold” autopilot mode used
to turn the aircraft to and maintain a desired reference heading. The closed-loop
aircraft dynamics are provided by the DeHavilland Beaver flight simulator in the
Aerospace Blockset of Matlab/Simulink [133, 134]. This simulation model is signif-
icantly more complex than any of the previous examples as it includes numerous
nonlinearities such as the full nonlinear 6 degree-of-freedom aircraft dynamics, non-
linear pitch, roll, and yaw controllers, and actuator models for each control surface
with position and rate saturations. The autopilot itself includes various modes and
switching logic that may affect the closed-loop response.
The heading-hold autopilot has various requirements that should be satisfied, but
the dominating specification was found to be the altitude-hold requirement 𝜙ℎ𝑒𝑖𝑔ℎ𝑡
after a trade-space exploration. This requirement states the aircraft must remain
within 35 feet of the initial altitude at every point in the turn [133,134],
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𝜙ℎ𝑒𝑖𝑔ℎ𝑡 = [0,50](35− |ℎ[𝑡]− ℎ[0]| ≥ 0), (4.28)
where ℎ[𝑡] is aircraft altitude at time 0 ≤ 𝑡 ≤ 50 seconds. The continuous measure-
ments are given by the STL robustness degree
𝑦(𝜃) = 𝜌𝜙(𝜃) = min
𝑡′∈[0,50]
𝜌𝜙ℎ𝑒𝑖𝑔ℎ𝑡 [𝑡′](𝜃). (4.29)
More detailed information about the example is found in Appendix C. The satisfaction
of requirement 𝜙ℎ𝑒𝑖𝑔ℎ𝑡 is tested against four uncertain initial conditions: Euler angles
for roll (𝜃1), pitch (𝜃2), and yaw (𝜃3), as well as pitching moment of inertia 𝐼𝑦𝑦
(𝜃4). The last parameter, moment of inertia 𝐼𝑦𝑦, corresponds to uncertainty in the
loading of the aircraft; the same amount of weight could be distributed towards the
front or back of the aircraft and would affect the longitudinal dynamics. Interestingly
enough, an initial trade space exploration did not indicate any sensitivity to the actual
weight, only the moment of inertia. The space of allowable perturbations spans 𝜃1 :
[−60∘, 60∘], 𝜃2 : [4∘, 19∘], heading angle 𝜃3 : [75∘, 145∘], and 𝜃4 : [5430, 8430](𝑘𝑔 ·𝑚2)
with a desired reference heading angle of 112∘. The discrete sampling grid Θ𝑑 consists
of a total of 937,692 possible sampling locations.
The results of the various statistical verification approaches over 100 random ini-
tializations are shown in Figures 4-19 and 4-20. The approaches start from an initial
training dataset of 100 points and operate until a sampling budget of 𝑁𝑙𝑖𝑚 = 500
points is reached. The results are consistent with the observations from the preced-
ing examples; the entropy-based algorithm outperforms the competing approaches in
average misclassification error rate. For a batch size of 𝑀 = 5, the entropy-based
procedure demonstrates a 37% improvement in prediction error over the EMC-based
closed-loop framework and an even higher rate over the other two approaches. In the
𝑀 = 10 case, entropy-based sampling again outperforms the EMC-based competitor
by 34% and the other two by roughly 44%. However, it is important to note that the
results for the EMC algorithm shown in Figure 4-19, the EMC batch diversity term 𝜆
was heuristically optimized to minimize the prediction error. If the verification pro-
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cedures are compared against the results for the original (non-optimized) 𝜆 term, the
performance of the EMC approaches quickly degrade (not shown) and entropy-based
sampling demonstrates a 50% improvement over the sub-optimal EMC algorithm.
This discussion merely identifies an extra challenge faced with EMC algorithms, the
best choice for 𝜆, that does not affect the other three sampling strategies.
Beyond the mean prediction error rate, Figure 4-20 illustrates Algorithm 6’s clear
benefit over the other three approaches when directly compared against them in each
of the 100 runs. Algorithm 6 has either a better or matching rate of misclassification
error upon completion of the verification process for all of the 100 randomly-initialized
runs. In contrast to the previous example problems, this autopilot example is a better
representation of the complex systems considered in real-world industrial problems.
This clear reduction in prediction error shown in Figures 4-19 and 4-20 highlights
the large potential benefit of the entropy-based closed-loop statistical verification
frameworks for more accurate predictions of robustness in industrial-level problems.
Additionally, the effects of hyperparameter optimization are more clearly visible
in this example than in the previous three. In particular, the noticeable jumps in
the standard deviation intervals for the binary entropy and EMC procedures from
Figure 4-19(b) are due to hyperparameter optimization. Since nothing is known
about the hyperparameters in advance, the hyperparameter optimization procedure
can only rely upon the training dataset ℒ to select the hyperparameters. Both of those
jumps in total prediction error are caused by a drastic switch in the hyperparameter
values which lower (binary entropy) or increase (EMC) the prediction error in the
next iteration of the active sampling process. This sensitivity demonstrates the need
for effective hyperparameter optimization to help minimize the prediction error.
Lastly, Figure 4-21 plots the misclassification error rate within the set of points of
high prediction confidence. As seen in Figure 4-21 and the earlier examples, the ratio
of misclassification errors is lower than the full set Θ𝑑 once all the points with low
prediction confidence have been removed. This sharp decrease reinforces the idea (4.9)
is a useful tool to compute prediction error online without an external, independent
validation dataset.
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Figure 4-19: [Example 4.4.4] Misclassification error convergence of Algorithm 6 in com-
parison to the other approaches over the same 100 random initializations.. The standard
deviation intervals around the mean (solid lines) are given in 0.5𝜎 bounds for easier visual-
ization.
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Figure 4-20: [Example 4.4.4] Ratio of runs where Algorithm 6 directly outperforms or
matches the misclassification error rate of the indicated approaches. All strategies start
with the same initial training set and thus each approach can be directly compared to the
others with the same initialization.
4.5 Summary
This chapter introduced a substantial redevelopment of data-driven procedures for
statistical verification of deterministic nonlinear systems. In comparison to Chapter
3, this chapter assumes non-binary performance measurements are available and con-
structs a Gaussian process regression model for binary classification/prediction. The
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Figure 4-21: [Example 4.4.4] Rate of misclassification error in the 95% prediction confidence
level. The standard deviation intervals around the mean (solid lines) are given in 0.5𝜎
bounds for easier visualization.
main benefit of this new approach is the ability to compute prediction confidence
online without relying upon sample-inefficient, external validation sets. Additionally,
the new GP-based approach motivates a new set of closed-loop verification proce-
dures that exploit binary classification entropy in order to minimize the prediction
error. These procedures are demonstrated on multiple case studies covering a vari-
ety of controls applications. In the most complex examples, the proposed GP-based,
closed-loop verification frameworks demonstrate a 30-40% reduction in misclassifica-
tion error over the nearest competing approach.
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Chapter 5
Stochastic Verification with Gaussian
Distributions of Trajectory
Robustness
This chapter details the development of data-driven approaches for statistical verifi-
cation of stochastic systems. The previous two chapters demonstrated the benefits
of data-driven verification for efficient verification of deterministic systems; however,
these deterministic techniques fail to address additional challenges introduced by
stochastic systems. Chapters 5 and 6 develop data-driven verification procedures
specifically designed to combat these additional challenges.
In particular, this chapter extends the previous work in Chapter 4 to address
the baseline problem in stochastic systems. Section 5.1 introduces the main chal-
lenge associated with verification of stochastic systems: the closed-loop system will
no longer deterministically satisfy performance requirements. Stochasticity means
there will be a distribution of robustness measurements when multiple trajectories
are performed at the same parameter setting. The work in this chapter assumes a
Gaussian distribution for these measurements and presents a new Gaussian process
regression-based formulation in Section 5.2 to estimate the distribution. The main
difference from the earlier work is that the Gaussian process model no longer seg-
ments Θ into two sets Θ𝑠𝑎𝑡 and Θ𝑓𝑎𝑖𝑙, but rather computes the expected probability
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of satisfactory performance at every 𝜃 ∈ Θ. The new formulation also necessitates
significant changes to the closed-loop verification frameworks. Section 5.3 presents
new sample-selection metrics specifically designed to minimize the prediction error
between the true (unknown) distribution and the Gaussian process output. Sections
5.4 and 5.5 both describe extensions to the baseline approaches to include more com-
plicated distributions. As in the previous chapters, the last section demonstrates
these algorithms’ improvements in prediction error over competing active learning
and design of experiments procedures.
5.1 Problem Description
In this work, consider a closed-loop nonlinear system with a similar form to the
deterministic system in (3.3),
x˙(𝑡) = 𝑓𝑐𝑙(x(𝑡),𝜃,w(𝑡)), (5.1)
with state vector x(𝑡) ∈ R𝑛 and parametric uncertainties 𝜃 ∈ R𝑝. These parametric
uncertainties are assumed to fall within the known, compact set Θ discussed in As-
sumption 3.1. Unlike the deterministic system in (3.3), the stochastic system (5.1) is
corrupted by stochastic noise w(𝑡).
The stochastic noise may be the byproduct of many different possible sources, the
most common of which are process noise in the open-loop dynamics and measurement
noise in the system output used by the control system to generate feedback control
inputs. When the system is subject to process noise, the open-loop dynamics are
corrupted by random disturbance v𝑞(𝑡),
x˙(𝑡) = 𝑓(x(𝑡),u(𝑡),𝜃,v𝑞(𝑡)). (5.2)
Typically, the effects of random events such as wind gusts or other disturbances are
modeled as additive Gaussian noise v𝑞(𝑡) ∼ 𝒩 (v¯𝑞, 𝜖2𝑞) with mean v¯𝑞 and variance 𝜖2𝑞.
The process noise causes the system to produce a random output x˙(𝑡) for the same
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set of inputs {x,u,𝜃} and therefore no two trajectories will be the same, even with
identical parameter settings and control inputs.
The second likely source of stochasticity is measurement noise v𝑟(𝑡). Particularly
in real-world, physical systems, the true state x(𝑡) ∈ R𝑛 is often not directly measured
and instead the states are inferred from measured output z(𝑡) ∈ R𝑛𝑟 ,
z(𝑡) = ℎ(x(𝑡),v𝑟(𝑡)). (5.3)
Even in the simplest case where the open-loop dynamics are deterministic (v𝑞(𝑡) = 0)
and z(𝑡) = x(𝑡) + v𝑟(𝑡), the control system will not have direct access to x(𝑡) and
the only source of feedback is a noisy measurement z(𝑡). This reliance upon z(𝑡)
introduces randomness into the closed-loop system and the end result is the same as
with process noise: no two trajectories will be the same.
Although the examples in this thesis only consider process and measurement noise
that enter the open-loop dynamics as additive zero-mean Gaussian distributions, non-
linearities in the closed-loop dynamics will complicate analysis. As a result, even those
simple noise terms may appear nonlinearly in the closed-loop dynamics. The noise
term w(𝑡) merely captures the effect of any randomness in the closed-loop dynamics,
regardless of its source. Ultimately, stochasticity breaks the underlying argument
from the previous two chapters. The closed-loop trajectory Φ(x(𝑡)|x0,𝜃) is no longer
purely a deterministic function of known initial state x0 and parameters 𝜃, but now
includes a random element in its time evolution. The effect of stochasticity in the tra-
jectories is demonstrated in Figure 5-1. Four trajectories all start from the same initial
conditions, but quickly diverge from one another even though they share the same
controller. As will be discussed in the next paragraphs, this randomness will have an
effect upon the satisfaction of performance requirements at a given a x0 and 𝜃. This
can be seen in Trajectory 2 from the figure, where the state 𝑥(𝑡) actually exceeds the
bound stipulated by the performance requirement 𝜙 = [0,25] (2.1 − 𝑥[𝑡] > 0). Even
though the other three trajectories all satisfy the requirement, they each demonstrate
a varying degree of robustness.
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Figure 5-1: Illustration of the effects of stochasticity in the closed-loop response of four
trajectories with the same initialization. The red box depicts a performance requirement for
an upper bound on the state 𝑥(𝑡), 𝜙 = [0,25] (2.1− 𝑥[𝑡] > 0).
5.1.1 Distribution of Trajectory Robustness Measurements
The four example trajectories in Figure 5-1 highlight the biggest challenge with ver-
ification of stochastic systems: the satisfaction of a performance requirement is no
longer deterministic. As in Assumption 4.1, continuous measurements 𝑦(𝜃) ∈ R
indicate the robustness of the system’s trajectory Φ(x(𝑡)|x0,𝜃) to a pre-specified per-
formance requirement.
Assumption 5.1. There exists an expert or oracle which provides a determinis-
tic, scalar output 𝑦(𝜃) ∈ R that measures a trajectory’s minimum robustness to the
specified performance requirement. As before in Assumption 4.1, the sign of 𝑦 indi-
cates satisfaction of the requirement where positive 𝑦 > 0 corresponds to “satisfied”
while 𝑦 ≤ 0 corresponds to “did not satisfy.”
The expert or oracle will return a single robustness measurement for each observed
trajectory to indicate that trajectory’s satisfaction of the requirement.
Remark 5.2. Even though the system is stochastic, these measurements are de-
terministic with respect to the exact trajectory Φ(x(𝑡)|x0,𝜃); the expert/oracle will
always return the same 𝑦(𝜃) given Φ(x(𝑡)|x0,𝜃).
This aspect of Assumption 5.1 prevents any prospective measurement noise from
effecting the evaluation of trajectory performance and does slightly limit the applica-
bility of the approach. However, in many applications, the absence of measurement
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noise on 𝑦(𝜃) is not a restrictive assumption. In simulation environments, the true
state x(𝑡) may be hidden from the control system to replicate real-world conditions,
but this state and its effects upon performance requirements would be completely ob-
servable to the certification oracle in the simulation model. In real-world laboratory
experiments, external sources of information such as motion-capture systems [135] or
other special testing apparatuses like air-data probes on flight-test aircraft [136, 137]
would typically provide additional state information that may be hidden from the
control system under test. Additionally, the satisfaction of the requirements might
be completely observable even without perfect state information. For instance, fail-
ures to complete certain tasks or collisions with obstacles do not require noiseless
state measurements to observe their fairly obvious effects. In situations where the
measurements 𝑦(𝜃) are not deterministic with respect to Φ(x(𝑡)|x0,𝜃), recent meth-
ods like probabilistic STL [105] can be employed to consider probabilistic predicates
(requirement specifications), but are not discussed further.
Although 𝑦(𝜃) are deterministic with respect to the exact trajectory, these mea-
surements are no longer deterministic with respect to the operating conditions 𝜃,
unlike Chapter 4. This complicates mapping parameters 𝜃 to particular robustness
levels since the same initialization could generate a different 𝑦(𝜃) for each repeated
trajectory. This is seen in Figure 5-1 where all four of the trajectories produced dif-
ferent STL robustness degrees 𝜌𝜙(𝜃). Figure 5-2 displays this same effect on an even
greater number of trajectories. Figure 5-2(a) displays the trajectories for 20 repeti-
tions of the same initial condition, each with their own different robustness degree
measurement for 𝑦(𝜃). As the number of repetitions grows, the set of corresponding
robustness measurements 𝑦(𝜃) empirically constructs a distribution for the likelihood
of 𝑦(𝜃) given that same operating condition. In Figure 5-2(b), the histogram for 500
repetitions of the same system clearly illustrates a distribution over possible values
for 𝑦(𝜃). In particular, the red line shows this set of 500 repetitions resembles a
Gaussian distribution over 𝑦(𝜃).
Just like the histogram in Figure 5-2(b), the approach presented in this chapter
assumes the true distribution of 𝑦(𝜃) at each query location is a Gaussian distribution.
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Figure 5-2: Distribution of robustness measurements for stochastic trajectories with the
same initialization. Note that the performance requirement in (a) is the same bound from
Figure 5-1 and the measurement 𝑦(𝜃) is the corresponding STL robustness degree. The red
line in the right-hand figure displays a Gaussian distribution fit to the data.
Assumption 5.3. The distribution of continuous measurements 𝑦(𝜃) at every
𝜃 ∈ Θ is a Gaussian distribution 𝑦(𝜃) ∼ 𝒩 (𝑦(𝜃), 𝜖2𝑦) with spatially-varying mean
𝑦(𝜃) and constant variance 𝜖2𝑦.
This distribution is also known as a homoscedastic Gaussian distribution [138] as
the variance 𝜖2𝑦 is independent of 𝜃. In short, Assumption 5.3 effectively states any
trajectory performed at arbitrary condition 𝜃 will possess a corresponding robustness
measurement 𝑦(𝜃) generated according to distribution 𝒩 (𝑦(𝜃), 𝜖2𝑦). Note that this
distribution 𝑦(𝜃) ∼ 𝒩 (𝑦(𝜃), 𝜖2𝑦) does not have to reflect the same level of noise w(𝑡)
in (5.1). Even if w(𝑡) is a Gaussian distribution with w(𝑡) ∼ 𝒩 (w¯, 𝜖2𝑤), nonlinearities
in the closed-loop dynamics could lead to a completely different distribution for 𝑦(𝜃).
Frequently, the variance levels may be different (𝜖𝑤 ̸= 𝜖𝑦) due to control saturation
or output feedback controllers.
It is important to highlight that Assumption 5.3 does restrict the set of stochas-
tic systems considered in this chapter. Not only is the distribution assumed to be
Gaussian, but the variance 𝜖2𝑦 must also remain constant across all 𝜃 ∈ Θ. Although
this assumption limits the wider applicability of the data-driven verification proce-
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dures, the Gaussian distribution still captures all the important aspects of stochastic
verification and simplifies the problem for better clarity. Later extensions in Sec-
tion 5.4 will relax this assumption and allow 𝜖2𝑦 to vary across Θ and even consider
non-Gaussian distributions for 𝑦(𝜃), but ultimately build upon this initial work.
5.1.2 Satisfaction Probability Function
The stochasticity in the trajectories also modifies the verification objective since the
disjoint regions of satisfaction and failure in Definitions 4.3 and 4.4 no longer exist.
Given two different trajectories at the same 𝜃 ∈ Θ, one trajectory may satisfy the
performance requirement while the second may not. The likelihood an arbitrary
simulation or experimental test will satisfy the requirement is defined by a Bernoulli
distribution with probability parameter 𝑝𝑠𝑎𝑡. This probability parameter is a function
of 𝜃 and is labeled the satisfaction probability function.
Definition 5.4. The satisfaction probability function 𝑝𝑠𝑎𝑡(𝜃) ∈ [0, 1] defines the
likelihood an arbitrary simulation or experimental test initialized at 𝜃 will satisfy the
performance requirement. In this problem with continuous robustness measurements,
P(𝑦(𝜃) > 0) = 𝑝𝑠𝑎𝑡(𝜃).
As indicated in Definition 5.4, the satisfaction probability function 𝑝𝑠𝑎𝑡(𝜃) is the
cumulative distribution of the Gaussian probability density function for robustness
measurements 𝑦(𝜃),
𝑝𝑠𝑎𝑡(𝜃) = P(𝑦(𝜃) > 0) =
1
2
+
1
2
erf
(︂
𝑦(𝜃)√︀
2𝜖2𝑦
)︂
. (5.4)
For instance, consider the cumulative distribution pictured in Figure 5-3 taken from
the Gaussian PDF in Figure 5-2(b). As was seen in the trajectory rollouts in Figure 5-
2(a), the likelihood that 𝑦(𝜃) > 0 (and the trajectory satisfies the requirement) is
high according to the PDF. The cumulative probability under this distribution is
then 𝑝𝑠𝑎𝑡(𝜃) = 0.934. For different values of 𝜃, the center of the distribution 𝑦(𝜃) will
change and therefore the cumulative probability for 𝑝𝑠𝑎𝑡(𝜃) will vary accordingly.
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Figure 5-3: The satisfaction probability function is the cumulative distribution of the Gaus-
sian PDF defining the likelihood of robustness measurements 𝑦(𝜃). This example uses the
same Gaussian PDF 𝒩 (0.212, 0.145) constructed from the histogram in Figure 5-2(b). The
cumulative distribution is 𝑝𝑠𝑎𝑡(𝜃) = 0.934.
Although the cumulative distribution (5.4) resembles the prediction confidence
(4.9) from Section 4.2.2, these two Gaussian CDFs quantify different likelihoods. For
one, the CDF in (4.9) does not measure the true satisfaction probability function, but
rather the predictive uncertainty given the GP predictive mean and covariance. In
the binary verification problem, the true satisfaction probability function is actually
𝑝𝑠𝑎𝑡(𝜃) ∈ {0, 1} since the trajectory will only produce one of two options. With the
stochastic verification problem, even if the system’s performance is perfectly modeled,
the stochastic dynamics will result in a Bernoulli distribution with 𝑝𝑠𝑎𝑡(𝜃) ∈ [0, 1].
Therefore, (4.9) and (5.4) both compute P(𝑦(𝜃) > 0), but address completely different
circumstances.
While the satisfaction probability function 𝑝𝑠𝑎𝑡(𝜃) defines the true likelihood a
trajectory will satisfy the requirements, this function will generally be unknown in
advance. Without any historical information, it is not clear whether an arbitrary
𝜃 ∈ Θ maps to a region of high probability of satisfaction or not. Therefore, the new
verification goal is to predict 𝑝𝑠𝑎𝑡(𝜃) for all possible conditions in Θ.
Problem 5.1. Given the stochastic closed-loop system (5.1), compute an esti-
mated satisfaction probability function ̂︀𝑝𝑠𝑎𝑡(𝜃).
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Unlike the deterministic verification objective in Problem 3.1, the stochastic verifi-
cation objective in Problem 5.1 cannot be viewed as a binary classification problem.
Later work in Chapter 7 will introduce a secondary stochastic verification problem
that resembles the binary classification problem in Prob. 3.1 in order to separate Θ
into two regions with 𝑝𝑠𝑎𝑡(𝜃) ≥ 𝑝𝑚𝑖𝑛 and 𝑝𝑠𝑎𝑡(𝜃) < 𝑝𝑚𝑖𝑛, where 𝑝𝑚𝑖𝑛 ∈ (0, 1) is some
minimum acceptable probability of success.
5.2 Regression-based Stochastic Verification
Given continuous measurements of trajectory robustness, regression-based approaches
can be used to estimate ̂︀𝑝𝑠𝑎𝑡(𝜃) from a finite collection of trajectories. Various re-
gression techniques such as SVM regression models [81] or relevance vector machines
(RVMs) [110] are possible, but this work uses Gaussian process regression models [85]
for Bayesian estimation. Although most of the structure is the same as for the de-
terministic GPs in Section 4.2, the stochastic GP models include additional terms
to capture the effect of 𝜖𝑦 in the measurements. The change in focus from binary
sets ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙 to satisfaction probability function ̂︀𝑝𝑠𝑎𝑡(𝜃) also requires a differ-
ent approach than Section 4.2.2 to quantify expected prediction accuracy. Section
5.2.2 introduces a new approach to quantify the uncertainty with the variance of the
Gaussian CDF.
5.2.1 Gaussian Process Regression Model
The Gaussian process regression model used to compute ̂︀𝑝𝑠𝑎𝑡(𝜃) follows the same
training procedure discussed earlier in Section 2.2 and closely parallels the pro-
cess from Section 4.2.1. Given a finite collection of observed trajectories, a trained
GP model defines a distribution over possible 𝑦(𝜃) measurements at all 𝜃 ∈ Θ.
This collection of observed trajectories forms a training dataset ℒ consisting of per-
turbation conditions 𝒟 = {𝜃1,𝜃2, . . . ,𝜃𝑁} and corresponding measurements y =
[𝑦(𝜃1), 𝑦(𝜃2), . . . , 𝑦(𝜃𝑁)]
𝑇 . Unlike Section 4.2.1, the elements of vector y are noisy
measurements.
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Instead of learning the distribution directly, the Gaussian process regression model
predicts the latent mean 𝑦(𝜃) and couples it with standard deviation 𝜖𝑦 to define the
distribution over 𝑦(𝜃). The standard deviation 𝜖𝑦 may or may not be known in
advance. In the latter case, the Gaussian process model does not estimate 𝜖𝑦 itself,
but instead relies upon numerical approximation or hyperparameter optimization to
determine 𝜖𝑦. Once this information has been provided, the GP regression model
relies upon Bayesian inference to construct the predictions for 𝑦(𝜃).
The prior probability distribution encapsulates all prior information about the
latent mean. Gaussian process regression models assume this prior distribution is
a joint multivariate Gaussian distribution between all the training points in set ℒ.
This chapter’s work assumes nothing is known about the shape of 𝑦(𝜃) in advance;
therefore, the prior distribution initializes with a zero mean to avoid biases in the
predictions. This prior probability distribution is written as
P(y¯|𝒟, 𝜓) = 𝒩 (y¯|0,K), (5.5)
where K is the covariance matrix with K𝑖𝑗 = 𝜅(𝜃𝑖,𝜃𝑗) and y¯ is the 𝑁 × 1 vector for
the values of the latent mean function corresponding to the noisy measurements in
y. This approach also uses the common squared exponential kernel with automatic
relevance determination detailed in (2.14). The hyperparameters for the kernels are
given by 𝜓.
While the Gaussian process models the latent mean 𝑦(𝜃), these values are not
directly available and the GP can only base its predictions upon noisy measurements
y. The GP training process explicitly incorporates the fact that the available mea-
surements are noisy representations of y¯ with a likelihood model P(y|y¯, 𝜗). This
likelihood model introduces a second set of hyperparameters, set 𝜗, which represents
the standard deviation 𝜖𝑦, i.e. 𝜗 = 𝜖𝑦. Conveniently, the likelihood model can be
factorized amongst the 𝑁 training points with
P(y|y¯, 𝜗) =
𝑁∏︁
𝑖=1
P(𝑦(𝜃𝑖)|𝑦(𝜃𝑖), 𝜗) = 𝒩 (y|y¯, 𝜖2𝑦I). (5.6)
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Previously in Chapter 4, the measurements were noise-free observations. The likeli-
hood model for those noise-free measurements was a Dirac delta distribution, which
can be viewed similar to a Gaussian distribution with variance 0. As the standard
deviation 𝜖𝑦 of the noisy measurements shrinks, the likelihood model (5.6) begins to
more closely approximate the Dirac delta distribution as noisy observations are more
tightly clustered around their latent 𝑦(𝜃) values.
The end result of the training process is a posterior distribution P(y¯|ℒ, 𝜓, 𝜗) for the
latent mean y¯ corresponding to each of the training measurements. The real power of
the GP regression model is its ability to compute the posterior predictive distribution
for 𝑦(𝜃) at unobserved locations in Θ. This posterior predictive distribution at an
arbitrary location 𝜃* ∈ Θ is a Gaussian distribution
P(𝑦(𝜃*)|ℒ,𝜃*, 𝜓, 𝜗) = 𝒩
(︀
𝜇(𝜃*),Σ(𝜃*)
)︀
(5.7)
with posterior predictive mean 𝜇(𝜃*) and covariance Σ(𝜃*). These two terms are
computed by
𝜇(𝜃*) = K𝑇* (K+ 𝜖
2
𝑦I)
−1y
Σ(𝜃*) = K** −K𝑇* (K+ 𝜖2𝑦I)−1K*
(5.8)
where scalar K** = 𝜅(𝜃*,𝜃*) and K* is the 𝑁 × 1 vector of kernel function 𝜅(𝜃*,𝜃𝑖)
for 𝑖 = 1, . . . , 𝑁 . Note that (5.8) appears very similar to (4.5) except for the inclusion
of 𝜖2𝑦I from the likelihood model to reflect noisy y.
For stochastic verification, the predictions for 𝑦(𝜃) are really only one step in
the process to estimate the CDF for P(𝑦(𝜃) > 0). Next, the posterior predictive
distribution for arbitrary 𝑦(𝜃*) is obtained by augmenting (5.7) with 𝜖𝑦,
P(𝑦(𝜃*)|ℒ,𝜃*, 𝜓, 𝜗) = 𝒩
(︀
𝜇(𝜃*),Σ(𝜃*) + 𝜖2𝑦
)︀
. (5.9)
Just as the PDF of 𝑦(𝜃) defines 𝑝𝑠𝑎𝑡(𝜃), the PDF for 𝑦(𝜃) in (5.9) leads to the following
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posterior predictive CDF to estimate 𝑝𝑠𝑎𝑡(𝜃*),
̂︀𝑝𝑠𝑎𝑡(𝜃*) = P(𝑦(𝜃*) > 0|ℒ,𝜃*, 𝜓, 𝜗) = 1
2
+
1
2
erf
(︁ 𝜇(𝜃*)√︁
2(Σ(𝜃*) + 𝜖2𝑦)
)︁
. (5.10)
Definition 5.5. The predicted satisfaction probability function ̂︀𝑝𝑠𝑎𝑡(𝜃) ∈ [0, 1]
predicts the likelihood an arbitrary simulation or experimental test initialized at 𝜃 will
satisfy the performance requirement given the evidence provided by training dataset
ℒ.
Although (5.10) is similar in appearance to (5.4), the CDF also includes Σ(𝜃) due
to the uncertainty over the true value of 𝑦(𝜃). This presents an equivalent, alternative
perspective for the predicted satisfaction probability function in (5.10).
Remark 5.6. The posterior predictive CDF in (5.10) is the expected value of
(5.4) over different possible CDFs given the current observations in ℒ.
This can be seen through the CDF in (5.4) marginalized over different possible values
of 𝑦(𝜃*):
̂︀𝑝𝑠𝑎𝑡(𝜃*) = E𝑦(𝜃*)[︁P(𝑦(𝜃*) > 0|𝑦(𝜃*), 𝜗)]︁ (5.11)
=
∫︁
P(𝑦(𝜃*) > 0|𝑦(𝜃*), 𝜗) P(𝑦(𝜃*)|ℒ,𝜃*, 𝜓, 𝜗) 𝑑𝑦(𝜃*) (5.12)
=
∫︁ (︂
1
2
+
1
2
erf
(︁𝑦(𝜃*)√︀
2𝜖2𝑦
)︁)︂
𝒩 (︀𝑦(𝜃*)|𝜇(𝜃*),Σ(𝜃*))︀ 𝑑𝑦(𝜃*) (5.13)
=
1
2
+
1
2
∫︁
erf
(︁𝑦(𝜃*)√︀
2𝜖2𝑦
)︁
𝒩 (︀𝑦(𝜃*)|𝜇(𝜃*),Σ(𝜃*))︀ 𝑑𝑦(𝜃*). (5.14)
The solution to the final integral in (5.14) has been shown in the table of integrals in
Section 2.5.2 of [139] and ultimately reduces to (5.10).
Selection of Hyperparameters
The choice of kernel hyperparameters 𝜓 still has a substantial effect upon the GP
predictions and the resulting ̂︀𝑝𝑠𝑎𝑡(𝜃). In most applications, the true or “ideal” hyper-
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paramters that replicate the true shape of 𝑦(𝜃) are unknown and must be estimated
online from training dataset ℒ. Same as before, this work uses maximum likelihood
estimation (Section 2.2.3) for efficient computation of locally-optimum hyperparam-
eters 𝜓*.
While set 𝜓 defines the hyperparameters for the kernel function 𝜅(𝜃𝑖,𝜃𝑗), stochas-
ticity introduces a second set of hyperparameters 𝜗 for the likelihood model in (5.6).
For Gaussian distributions, Assumption 5.3 means the hyperparameters 𝜗 only need
to estimate constant 𝜖𝑦. In the simplest case, this variance is already known and
𝜗 = 𝜖𝑦; however, this will not always be true. When 𝜖𝑦 is unknown, it can be es-
timated through a number of methods. For one, the noise hyperparameter 𝜗 can
be included in the hyperparameter optimization procedure in Section 2.2.3. The re-
sulting locally-optimum 𝜗* then approximates 𝜖𝑦 given the current training data ℒ.
Another straightforward option is to obtain a number of repeated trajectories at the
same 𝜃 and compute the sample variance.
5.2.2 Measuring Prediction Accuracy
While (5.9) computes the expected satisfaction probability function ̂︀𝑝𝑠𝑎𝑡(𝜃), there
will likely be some level of prediction error ̃︀𝑝𝑠𝑎𝑡(𝜃) between the predicted ̂︀𝑝𝑠𝑎𝑡(𝜃)
and the true (but unknown) function 𝑝𝑠𝑎𝑡(𝜃), defined as ̃︀𝑝𝑠𝑎𝑡(𝜃) = 𝑝𝑠𝑎𝑡(𝜃) − ̂︀𝑝𝑠𝑎𝑡(𝜃).
Unfortunately, the prediction confidence from (4.9) will no longer measure the pre-
diction error/confidence due to stochastic measurements. The prediction confidence
in (4.9) assumed the true satisfaction probability function had only two options,
𝑝𝑠𝑎𝑡(𝜃) ∈ {0, 1}, and therefore a P(𝑦(𝜃) > 0) ̸= 0 or 1 signified uncertainty in the
predictions. Now, the true 𝑝𝑠𝑎𝑡(𝜃) ∈ [0, 1] and the same reasoning will not apply. For
instance, consider the GP prediction output and resulting ̂︀𝑝𝑠𝑎𝑡(𝜃) in Figure 5-4. The
predictions near the training point 𝜃 = 0 compute ̂︀𝑝𝑠𝑎𝑡(𝜃 = 0) = 0.5. According to
the prediction confidence in (4.9), this point would have low confidence in the accu-
racy of the predictions; however, this point is actually the most accurate prediction.
This discrepancy identifies the need for a new metric to quantify prediction accuracy
or at least indicate where prediction errors are likely to occur.
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Figure 5-4: Illustration of prediction error resulting from uncertainties in 𝑦(𝜃). The GP
prediction mean 𝜇(𝜃) and 1𝜎 variance Σ(𝜃) bounds (blue) are shown against the true 𝑦(𝜃)
(black). The corresponding expected value ̂︀𝑝𝑠𝑎𝑡(𝜃) and true 𝑝𝑠𝑎𝑡(𝜃) are shown on the right.
Since the mean is a constant 𝜇(𝜃) = 0, the expected value is also a constant ̂︀𝑝𝑠𝑎𝑡(𝜃) = 0.5.
Probabilistic inequalities provide theoretically-justified methods to bound the pre-
diction error. In particular, Chebyshev’s inequality bounds the probability the pre-
diction error ̃︀𝑝𝑠𝑎𝑡(𝜃) will be greater than some value when the stochastic verifica-
tion problem is viewed from a Bayesian perspective [140]. In this Bayesian per-
spective, Chebyshev’s inequality states the probability the absolute error between
𝑝𝑠𝑎𝑡(𝜃*) and the expected value of the distribution, E𝑦(𝜃*)
[︁
P(𝑦(𝜃*) > 0|𝑦(𝜃*), 𝜗)
]︁
, is
greater than a constant 𝑎 > 0 will be bounded by the variance of the distribution,
V𝑦(𝜃*)
[︁
P(𝑦(𝜃*) > 0|𝑦(𝜃*), 𝜗)
]︁
, and the constant 𝑎 [140],
P
(︁⃒⃒
𝑝𝑠𝑎𝑡(𝜃*)− E𝑦(𝜃*)
[︁
P(𝑦(𝜃*) > 0|𝑦(𝜃*), 𝜗)
]︁⃒⃒ ≥ 𝑎)︁ ≤ V𝑦(𝜃*)
[︁
P(𝑦(𝜃*) > 0|𝑦(𝜃*), 𝜗)
]︁
𝑎2
.
(5.15)
Note that the predicted probability of satisfaction ̂︀𝑝𝑠𝑎𝑡(𝜃*) was already shown to be
the expected value E𝑦(𝜃*)
[︁
P(𝑦(𝜃*) > 0|𝑦(𝜃*), 𝜗)
]︁
in (5.14). In other words, Cheby-
shev’s inequality produces a prediction interval for the difference between true 𝑝𝑠𝑎𝑡(𝜃*)
and estimate ̂︀𝑝𝑠𝑎𝑡(𝜃*). Lower variance will translate to a lower probability the error̃︀𝑝𝑠𝑎𝑡(𝜃*) will be large and means a higher confidence in the accuracy of ̂︀𝑝𝑠𝑎𝑡(𝜃*). The
key assumption with this probability bound is that the variance is explicitly known.
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The main issue with the Chebyshev inequality (5.15) and its application to the
stochastic verification problem is the lack of a closed-form solution for the variance of a
Gaussian CDF. Therefore, the true CDF variance is not explicitly known. Instead, the
variance can be approximated using a 1st or 2nd order Taylor series expansion [141]
centered around the expected value for P(𝑦(𝜃*) > 0|𝑦(𝜃*), 𝜗), estimate ̂︀𝑝𝑠𝑎𝑡(𝜃*). For
an arbitrary nonlinear random function 𝑌 = 𝑔(𝑋), the 1st order Taylor approximation
is
V[𝑌 ] ≈ V[𝑋](︀ 𝜕𝑔
𝜕𝑋
)︀2
, (5.16)
while the 2nd order expansion is
V[𝑌 ] ≈V[𝑋](︀ 𝜕𝑔
𝜕𝑋
)︀2 − 1
4
[︁
V[𝑋]
]︁2(︀ 𝜕2𝑔
𝜕𝑋2
)︀2
+ E
[︁(︀
𝑋 − E[𝑋])︀3]︁ 𝜕𝑔
𝜕𝑋
𝜕2𝑔
𝜕𝑋2
+
1
4
E
[︁(︀
𝑋 − E[𝑋])︀4]︁(︀ 𝜕2𝑔
𝜕𝑋2
)︀2
.
(5.17)
Conveniently, E
[︀(︀
𝑋 − E[𝑋])︀3]︀ = 0 and E[︀(︀𝑋 − E[𝑋])︀4]︀ = 0 when 𝑋 is a Gaussian
random variable so the last two terms in (5.17) drop out. The 1st and 2nd order
approximations for the variance V𝑦(𝜃*)
[︀
P(𝑦(𝜃*) > 0|𝑦(𝜃*), 𝜗)
]︀
are then written as
V𝑦(𝜃*)
[︀
P(𝑦(𝜃*) > 0|𝑦(𝜃*), 𝜗)
]︀ ≈ 1
2𝜋𝜖2𝑦
𝑒−𝜇(𝜃*)
2/𝜖2𝑦 Σ(𝜃*), (5.18)
and
V𝑦(𝜃*)
[︀
P(𝑦(𝜃*) > 0|𝑦(𝜃*), 𝜗)
]︀ ≈ 1
2𝜋𝜖2𝑦
𝑒−𝜇(𝜃*)
2/𝜖2𝑦 Σ(𝜃*)− 1
2𝜋𝜖6𝑦
𝜇(𝜃*)2𝑒−𝜇(𝜃*)
2/𝜖2𝑦 Σ(𝜃*)2.
(5.19)
For simplicity and ease of writing, (5.18) will be used in place of (5.19) for the
remainder of this chapter.
Although (5.18) approximates the true CDF variance, the accuracy of a Taylor
series approximation of a nonlinear function is limited. More importantly, the lack of
the exact value for the CDF variance violates the key assumption of the Chebyshev
inequality. Therefore, the use of (5.18) for the probabilistic bounds in (5.15) is not
advisable and it is not possible to quantify the prediction accuracy in the same manner
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Figure 5-5: 1st order approximation of the CDF variance in the example from Figure 5-4.
Note that regions of high variance around 𝜃 = ±1 correspond to the areas of high prediction
error in Figure 5-4(b).
as (4.9). While it’s not accurate enough for use in (5.15) to explicitly quantify the
prediction accuracy, approximate CDF variance (5.18) is still a perfect metric for
qualifying the prediction accuracy and identifying regions of Θ where the accuracy
of ̂︀𝑝𝑠𝑎𝑡(𝜃) is likely to suffer. Figure 5-5 displays the 1st order approximation of CDF
variance for the previous example in Figure 5-4. The magnitude of the approximate
CDF variance is unrealistically high, but it does correctly identify the regions in Θ
where the prediction error is high. For instance, the prediction error ̃︀𝑝𝑠𝑎𝑡(𝜃) was
highest near points 𝜃 = ±1 and lowest around 𝜃 = 0. Figure 5-5 displays the exact
same behavior, demonstrating that the approximate CDF variance is a useful metric
for at least identifying likely areas of prediction error, if not actually bounding the
error itself. The approximate variance will be used extensively in the next section to
rederive a closed-loop verification framework for stochastic systems.
5.3 Closed-Loop Statistical Verification
The changes to the Gaussian process regression model and the quantification of pre-
diction confidence also motivate new changes to the closed-loop verification framework
to adapt it to stochastic systems. The base of the framework remains almost entirely
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unchanged. Although the predictions have shifted from ̂︀Θ𝑠𝑎𝑡 and ̂︀Θ𝑓𝑎𝑖𝑙 to ̂︀𝑝𝑠𝑎𝑡(𝜃), the
high level goal is still to provide the most accurate predictions given a finite sampling
budget of 𝑁𝑙𝑖𝑚 trajectories. The main change is a set of new sample selection metrics
specifically tailored to the stochastic verification problem. Section 5.2.2 already pre-
viewed the limitations of the previous metrics from Section 4.3 in the discussion of
the unsuitability of (4.9) to quantify prediction confidence in stochastic systems. The
new metrics will redevelop their deterministic equivalents from Section 4.3 in order
to replicate their advantages and improvements in prediction accuracy.
5.3.1 Sample-Selection Criteria
As before, active learning [117] forms the basis of closed-loop, stochastic verification
procedures. The center of all active learning procedures is the sample selection criteria
used to define the “best” future sample location for the improvement of the predic-
tions. Not surprisingly, there exists a number of different possible selection criteria
to guide the choice of sample locations and the evolution of the GP-based prediction
model. Section 4.3 already described many of these possible selection metrics, but
the following paragraphs will briefly repeat the most relevant techniques for the sake
of clarity and to highlight their strengths and limitations.
Existing Approaches
Existing selection criteria decomposes into two general groups either focused on the
PDF’s predictive mean 𝜇(𝜃) or covariance Σ(𝜃). The former is an extension of the
earlier SVM-based procedures in Chapter 3. The objective is to rank points according
to their proximity to 𝜇(𝜃) = 0,
𝜃 = argmin |𝜇(𝜃)|. (5.20)
Although the original motivation for these approaches in Section 3.4 no longer applies,
discussions later in this chapter will highlight how this metric inadvertently captures
one of the two major influences upon prediction accuracy in stochastic verification.
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The latter group focused on PDF variance Σ(𝜃) captures the second of the two major
influences. These PDF variance-based approaches [92,94,117,125] are by far the most
common technique and have been shown to work for stochastic systems [92, 94, 125].
Their goal is to select the sample location with the highest variance (or some subset
of) to most improve the mutual information of the training set,
𝜃 = argmax Σ(𝜃). (5.21)
Various extensions of these two general groupings exist [93, 117], but none of them
explicitly address the stochastic verification problem.
Limitation of Binary Classification Entropy
Not surprisingly, a third set of sample selection criteria to discuss are the binary
classification entropy approaches from Chapter 4. The results in Section 4.4 clearly
demonstrated the value of binary classification entropy-based selection criteria in
deterministic verification; however, this does not necessarily translate to stochastic
systems. The binary classification entropy criterion in (4.12) is a nonlinear function
that emphasizes locations with P(𝑦(𝜃) > 0|ℒ, 𝜓, 𝜗) ≈ 0.5 and deemphasizes those with
P(𝑦(𝜃) > 0|ℒ, 𝜓, 𝜗) ≈ 0 or 1. This criterion worked well for deterministic systems
since the true P(𝑦(𝜃) > 0) was either 0 or 1 and thus P(𝑦(𝜃) > 0|ℒ, 𝜓, 𝜗) = 0.5
indicated high uncertainty. Now with true 𝑝𝑠𝑎𝑡(𝜃) falling anywhere between 0 and 1,
including 𝑝𝑠𝑎𝑡(𝜃) = 0.5, binary classification entropy no longer necessarily indicates
uncertainty in the predictions.
The change in suitability of 𝐸(𝜃|ℒ, 𝜓, 𝜗) is visible in the example from Figure 5-
4. All the 𝜃 points in the figure have an expected P(𝑦(𝜃) > 0ℒ, 𝜓, 𝜗) = 0.5 and
will therefore have the same binary classification entropy, but future training samples
at all these points would not have an equal effect upon posterior predictions. If an
additional simulation is performed at 𝜃 = 0, the resulting posterior GP model would
have zero change in the predictions and prediction error, as seen in Figures 5-6(a)
and (b). The lack of change is not surprising as there was already a sample at 𝜃 = 0,
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(a) GP output after a simulation test at 𝜃 = 0
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(b) Predicted P(𝑦(𝜃) > 0) after a simulation test
at 𝜃 = 0
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(c) GP output after a simulation test at 𝜃 = −1
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(d) Predicted P(𝑦(𝜃) > 0) after a simulation test
at 𝜃 = −1
Figure 5-6: Binary classification entropy fails to quantify prediction uncertainty in stochastic
systems. All the points along 𝜃 : [−1, 1] possess the same ̂︀𝑝𝑠𝑎𝑡(𝜃) = 0.5 and therefore would
have the same binary classification entropy. According to the algorithms from Chapter 4, all
these points would have the same ranking. However, a sample at 𝜃 = −1 (and also 𝜃 = +1)
would produce a drastically different effect upon ̂︀𝑝𝑠𝑎𝑡(𝜃) than a test at 𝜃 = 0, suggesting the
binary entropy-based approaches from Chapter 4 are not perfectly suited to the stochastic
verification problem.
but this fact is not reflected in the entropy. Instead, if a simulation is performed at
𝜃 = −1, which has the same entropy as 𝜃 = 0, the change in the posterior model
in Figures 5-6(c) and (d) is much more apparent. The fact that two points with
the same value of binary classification entropy produce very different results points
to the limitation of binary classification entropy for selection criteria in stochastic
closed-loop verification.
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Reduction in Cumulative Distribution Function Variance
In place of binary classification entropy, this section presents new selection criteria
based upon the variance of the cumulative distribution function.For ease of viewing,
the CDF variance V𝑦(𝜃)
[︀
P(𝑦(𝜃) > 0|𝑦(𝜃), 𝜗)]︀ will be written as 𝑉 (𝜃|ℒ, 𝜓, 𝜗). Al-
though CDF variance replaces binary entropy 𝐸(𝜃|ℒ, 𝜓, 𝜗) in the selection criteria
of interest, it borrows many of the same concepts and motivations from Section 4.3.
Additionally, the examination of the new selection criteria will also highlight that
although binary classification entropy will sometimes fail to correctly delineate be-
tween certain sample locations as in Figure 5-6, it will inadvertently agree with the
new CDF variance-based criteria in many instances. Since the GP prediction model is
dependent upon the hyperparameters 𝜓 and 𝜗, the CDF variance will also vary with
the hyperparameters. The true CDF variance is determined by marginalizing over
the distribution of possible hyperparameters, but this is computationally intractable.
Instead, the CDF variance uses the MLE hyperparameters 𝜓* and 𝜗*.
According to (5.15), the likelihood of high prediction error is coupled to the CDF
variance. Therefore, the overall goal of closed-loop verification is to minimize variance
𝑉 (𝜃|ℒ, 𝜓, 𝜗) in order to reduce the probabilistic bounds on prediction error. In an
ideal scenario, the best sample 𝜃 would either minimize the cumulative posterior CDF
variance
𝜃 = argmin
𝜃*
𝑉 (Θ𝑑|ℒ+, 𝜓, 𝜗), (5.22)
or minimize the maximum level of posterior CDF variance
𝜃 = argmin
𝜃*
(︁
max
𝜃
𝑉 (𝜃|ℒ+, 𝜓, 𝜗)
)︁
, (5.23)
where ℒ+ is the posterior training set ℒ+ = ℒ ∪ {𝜃*, 𝑦(𝜃*)} after a simulation or
experiment at 𝜃* has been performed and measurement 𝑦(𝜃*) obtained. Just as
before, a large, finite sampling set Θ𝑑 approximates the uncountable set Θ with a fine
discretization. All the calculations are performed on this set as a replica of Θ and
samples are chosen from the remaining available locations 𝒰 = Θ𝑑 ∖ 𝒟.
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Unfortunately, the posterior CDF variance 𝑉 (𝜃|ℒ+, 𝜓, 𝜗) is unavailable since ℒ+
requires measurements 𝑦(𝜃*) to be known before a trajectory has been performed
at that parameter setting. Instead, the infeasible posterior variance 𝑉 (𝜃|ℒ+, 𝜓, 𝜗)
in (5.22) and (5.23) can be replaced with the expected posterior CDF variance,̂︀𝑉 (𝜃| ̂︀ℒ+, 𝜓, 𝜗), computed with the estimated posterior training dataset ̂︀ℒ+ = ℒ ∪
{𝜃*, 𝜇(𝜃*)} since E[𝑦(𝜃*)] = 𝜇(𝜃*).
Even though the approximate forms of (5.22) and (5.23) are feasible since they
replace ℒ+ with ̂︀ℒ+, these selection metrics are computationally intractable for most
verification problems with large Θ𝑑. The expected posterior CDF variance requires
the GP regression model to be retrained for every prospective sample location in Θ𝑑 in
order to correctly compute the expected change in 𝜇(𝜃) and Σ(𝜃). As the inversion
of the resulting (𝑁 + 1) × (𝑁 + 1) kernel matrix K is a 𝒪((𝑁 + 1)3) operation,
𝒪((𝑁 + 1)2) at best, it is very computationally demanding to re-invert the matrix for
every prospective 𝜃 ∈ Θ𝑑.
A more computationally tractable approach is to maximize the local improvement
in CDF variance,
𝜃 = argmax
𝜃*
̃︀𝑉 (𝜃*|ℒ, 𝜓, 𝜗), (5.24)
where ̃︀𝑉 (𝜃*|ℒ, 𝜓, 𝜗) = 𝑉 (𝜃*|ℒ, 𝜓, 𝜗)− ̂︀𝑉 (𝜃*| ̂︀ℒ+, 𝜓, 𝜗). (5.25)
In general, measurements at arbitrary location 𝜃* will drastically decrease the result-
ing posterior variance, but (5.24) ensures samples with large prior variance 𝑉 (𝜃*|ℒ, 𝜓, 𝜗)
are ranked higher since they will see the larger amount of variance reduction. Ad-
ditionally, the local decrease in CDF variance can be efficiently computed without
actually having to recompute ̂︀𝑉 (𝜃*| ̂︀ℒ+, 𝜓, 𝜗) at each prospective sample location.
Assume the posterior GP predictive distribution at 𝜃* after a measurement there is
given by
P(𝑦(𝜃*)|ℒ+, 𝜓, 𝜗) = 𝒩 (𝜇(𝜃*)+,Σ(𝜃*)+ + 𝜖2𝑦). (5.26)
Using the same nomenclature from (5.8), the posterior predictive mean and covariance
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after the measurement are
𝜇(𝜃*)+ =
[︁
K𝑇* K**
]︁⎡⎣K+ 𝜖2𝑦I K*
K𝑇* K** + 𝜖
2
𝑦
⎤⎦−1 ⎡⎣ y
𝑦(𝜃*)
⎤⎦ (5.27)
Σ(𝜃*)+ = K** −
[︁
K𝑇* K**
]︁⎡⎣K+ 𝜖2𝑦I K*
K𝑇* K** + 𝜖
2
𝑦
⎤⎦−1 ⎡⎣K*
K**
⎤⎦ (5.28)
While (5.27) and (5.28) appear unwieldy, the Woodbury matrix inversion identity
[126] reduces (5.27) to
𝜇(𝜃*)+ = K𝑇* (K+ 𝜖
2
𝑦I)
−1y +
[︁
K𝑇* (K+ 𝜖
2
𝑦I)
−1K* −K**
]︁
[︁
K** + 𝜖2𝑦 −K𝑇* (K+ 𝜖2𝑦I)−1K*
]︁−1 (︁
K𝑇* (K+ 𝜖
2
𝑦I)
−1y − 𝑦(𝜃*)
)︁
.
(5.29)
This further simplifies to a function of the current posterior predictive distribution,
𝜇(𝜃*)+ = 𝜇(𝜃*)− Σ(𝜃*)
(︁
Σ(𝜃*) + 𝜖2𝑦
)︁−1(︀
𝜇(𝜃*)− 𝑦(𝜃*)
)︀
. (5.30)
Meanwhile, the the same matrix inversion steps that produced (5.30) reduce covari-
ance Σ(𝜃*)+ to
Σ(𝜃*)+ = Σ(𝜃*)− Σ(𝜃*)
(︁
Σ(𝜃*) + 𝜖2𝑦
)︁−1
Σ(𝜃*) (5.31)
= Σ(𝜃*)
(︁
1− Σ(𝜃*)
Σ(𝜃*) + 𝜖2𝑦
)︁
. (5.32)
The end result is the posterior CDF variance can be approximated by
𝑉 (𝜃*|ℒ+, 𝜓, 𝜗) = 1
2𝜋𝜖2𝑦
𝑒−𝜇(𝜃*)
+2/𝜖2𝑦 Σ(𝜃*)+, (5.33)
and the expected posterior CDF variance is simply
̂︀𝑉 (𝜃*| ̂︀ℒ+, 𝜓, 𝜗) = E𝑦(𝜃*)[︁𝑉 (𝜃*|ℒ+, 𝜓, 𝜗)]︁ (5.34)
=
1
2𝜋𝜖2𝑦
𝑒−𝜇(𝜃*)
2/𝜖2𝑦 Σ(𝜃*)
(︁
1− Σ(𝜃*)
Σ(𝜃*) + 𝜖2𝑦
)︁
(5.35)
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since E[𝑦(𝜃*)] = 𝜇(𝜃*). Ultimately, the local change in posterior CDF variance (5.24)
can be written purely in terms of current CDF variance and GP output as
̃︀𝑉 (𝜃*|ℒ, 𝜓, 𝜗) = 1
2𝜋𝜖2𝑦
𝑒−𝜇(𝜃*)
2/𝜖2𝑦 Σ(𝜃*)
(︂
Σ(𝜃*)
Σ(𝜃*) + 𝜖2𝑦
)︂
, (5.36)
meaning (5.24) can be written as
𝜃 = argmax
𝜃*
(︁ 1
2𝜋𝜖2𝑦
𝑒−𝜇(𝜃*)
2/𝜖2𝑦 Σ(𝜃*)
(︂
Σ(𝜃*)
Σ(𝜃*) + 𝜖2𝑦
)︂)︁
. (5.37)
An examination of the new, theoretically-motivated selection metric (5.37) high-
lights the sensitivity of the selection criterion to the predictive mean and covariance
and also provides insights into the suitability of the other existing selection met-
rics. From the approximation in (5.37), the selection criterion ranks points with both
|𝜇(𝜃)| ≈ 0 and Σ(𝜃) ≫ 0 as the ones with the highest uncertainty. Locations with
|𝜇(𝜃)| ≈ 0 ensures the term 𝑒−𝜇(𝜃)2/𝜖2𝑦 is maximized while Σ(𝜃) multiplies with this
term. Large variances Σ(𝜃) ≫ 0 will have the dual effect of multiplying 𝑒−𝜇(𝜃)2/𝜖2𝑦 by
a larger number as well as maximizing Σ(𝜃*)
Σ(𝜃*)+𝜖2𝑦
→ 1, assuming Σ(𝜃) ≫ 𝜖2𝑦.
The selection criteria in (5.37) also explains the limitations of the existing active
sampling approaches when applied to the stochastic verification problem. The selec-
tion metric in (5.20) derived from the earlier expected model change (EMC) metric
in Chapters 3 and 4 focuses on minimizing the mean of the PDF, 𝜇(𝜃). This selec-
tion metric emphasizes points with |𝜇(𝜃)| ≈ 0, which is one of the two trends that
maximizes the local reduction in CDF variance. Therefore, even though the theoret-
ical motivation for the PDF mean-focused metric in (5.20) from Chapter 3 no longer
applies, it inadvertently captures one of the two main sources of CDF variance re-
duction. Likewise, the PDF variance-focused metric in (5.21) captures the second of
the two trends, Σ(𝜃) ≫ 0. While they each independently emphasize one of the two
trends that lead to large reductions in CDF variance, they will also accidentally select
uninformative samples due to incomplete information. For instance, the PDF mean-
focused metric in (5.20) will rank points with low Σ(𝜃) as “informative” as long as
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their 𝜇(𝜃) ≈ 0. Similarly, PDF variance from (5.21) will also incorrectly label points
with |𝜇(𝜃)| ≫ 0 as “informative” as long as the corresponding covariance Σ(𝜃) ≫ 0.
Both of these metrics lack the full picture and may fall into avoidable traps, but
can still produce favorable results since they do emphasize one of the two important
trends.
Lastly, the binary classification entropy metric from (4.12) combines aspects from
both the PDF mean- and variance-based selection metrics in (5.20) and (5.21). As
such, binary classification entropy does heavily weight points with 𝜇(𝜃) ≈ 0, but also
incorrectly emphasizes points further away from 𝜇(𝜃) ≈ 0 if they have large Σ(𝜃).
The example in Figure 5-6 has already highlighted the limitations and pitfalls of
binary classification entropy for selection criteria in stochastic verification problems.
5.3.2 Sampling Algorithms
The new CDF variance reduction metric in (5.37) forms the basis of new closed-
loop sampling algorithms. All versions of the closed-loop framework first require an
initial training dataset ℒ of passively-selected 𝜃 locations and measurements from the
resulting trajectories. Various open-loop, passive procedures like design of experiment
techniques [73,74] will generally produce a training dataset of adequate diversity and
informativeness. This initial training dataset of size |ℒ| = 𝑁0 will then produce an
initial GP regression model to enable the start of active sampling. The active sampling
procedures will operate until the limit on the number of simulation or experimental
tests, 𝑁𝑙𝑖𝑚, has been reached.
Sequential Sampling
The simplest closed-loop verification framework is the sequential procedure in Al-
gorithm 7 which selects one sample at a time between GP retraining steps. Aside
from the new selection criterion, the overall process remains almost unchanged from
Algorithm 3. Given the initial GP regression model and required inputs (Steps 1
and 2), the procedure choses a sample location 𝜃 from the set of available locations
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𝒰 = Θ𝑑 ∖ 𝒟 according to the selection metric (5.37) (Step 4). Once the algorithm
performs a simulation or experiment at this location (Step 5), the procedure adds
the noisy measurement 𝑦(𝜃) to the training dataset, removes 𝜃 from 𝒰 (Step 6), and
updates the GP regression model (Step 7). The process repeats until the number of
trajectories reaches the cap of 𝑇 = 𝑁𝑙𝑖𝑚 − 𝑁0 additional trajectories. Once it has
reached this budget, the procedure terminates and returns the expected satisfaction
probability function ̂︀𝑝𝑠𝑎𝑡(𝜃) and variance 𝑉 (𝜃|ℒ, 𝜓, 𝜗) for all 𝜃 ∈ Θ𝑑 (Step 9). In
the competing PDF mean- and variance-based approaches, Step 4 is replaced by the
respective sample selection metric of choice, but the rest of the algorithm remains
the same. The total computational complexity is the same as for the deterministic
framework in Algorithm 3.
Algorithm 7 Sequential closed-loop stochastic verification framework using GP re-
gression models
1: Input: initial training set ℒ = {𝒟,y}, available sample locations 𝒰 , max # of
additional samples 𝑇
2: Initialize: train GP regression model
3: for 𝑖 = 1, 2, . . . , 𝑇 do
4: Select 𝜃 = argmax
𝜃∈𝒰
̃︀𝑉 (𝜃|ℒ, 𝜓, 𝜗)
5: Perform test at 𝜃, obtain measurement 𝑦(𝜃)
6: Add {𝜃, 𝑦(𝜃)} to training set ℒ, remove 𝜃 from 𝒰
7: Retrain model with updated ℒ
8: end for
9: Return: expected value of the satisfaction probability function ̂︀𝑝𝑠𝑎𝑡(𝜃) and cor-
responding variance 𝑉
(︀
𝜃|ℒ, 𝜓, 𝜗)︀
Batch Sampling
In many verification problems, it is advantageous to select batches of samples between
retraining steps. Batch sampling lowers the computational cost by reducing the num-
ber of retraining steps (for the same 𝑁𝑙𝑖𝑚) and is also better suited to applications
with the ability to perform multiple trajectories in parallel. Again, the main challenge
associated with batch sampling strategies is to encourage adequate diversity amongst
the points in each batch in order to avoid redundancy.
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Section 4.3.3 introduced importance-weighted probability distributions and deter-
minantal point processes (DPPs) [130, 131] as practical methods for batch sampling
with low computational overhead. In particular, the latter approach combines ef-
ficient importance sampling Monte Carlo methods [59, 127, 128] with a correlation
matrix to discourage similarities among the points selected for each batch. In com-
parison to baseline importance-weighted random sampling, sampling with k-DPPs
still steers the selection of points towards regions of high probability/informativeness,
but also avoids clustering the points of the batch in close proximity to one another.
As a result, the strategy more evenly distributes training points across regions of high
informativeness, as was seen in Figure 4-5. This same approach is easily adopted for
the stochastic verification problem as well.
One of the main aspects of the k-DPP approach is the probability distribution used
to weight the informativeness of points. This work uses the CDF variance reduction
selection criteria from (5.24) to form a probability distribution
P𝑉 (𝜃) =
1
𝑍𝑉
̃︀𝑉 (𝜃|ℒ, 𝜓, 𝜗), (5.38)
where 𝑍𝑉 =
∑︀|Θ𝑑|
𝑖=1
̃︀𝑉 (𝜃𝑖|ℒ, 𝜓, 𝜗). Parameter settings with a large reduction ̃︀𝑉 (𝜃|ℒ, 𝜓, 𝜗)
will have a higher likelihood than those with low ̃︀𝑉 (𝜃|ℒ, 𝜓, 𝜗). The k-DPP utilizes
this probability distribution to construct a correlation matrix to encourage spatial
dispersion in the 𝑀 points selected for the batch set 𝒮.
Algorithm 8 details the new batch sampling algorithm for stochastic closed-loop
verification. Note that this algorithm closely resembles the DPP-based procedure for
deterministic systems shown earlier in Algorithm 6. Once the initial GP regression
model has been obtained in Step 2, the batch selection process (Steps 3-11) actively
choses the remaining 𝑁𝑙𝑖𝑚−𝑁0 trajectories. Step 5 transforms the variance reduction
into the modified probability distribution P𝑉 (𝜃) needed to construct the k-DPP in
Step 6. The resulting k-DPP will produce a set 𝒮 of 𝑀 points for the next batch
of tests (Step 7). Once these simulations or experiments have completed (Step 8),
the algorithm incorporates their robustness measurements into the training dataset
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Algorithm 8 Batch closed-loop stochastic verification framework using determinan-
tal point processes
1: Input: initial training set ℒ = {𝒟,y}, available sample locations 𝒰 , # of itera-
tions 𝑇 , batch size 𝑀
2: Initialize: train GP regression model
3: for 𝑖 = 1, 2, . . . , 𝑇 do
4: Initialize: 𝒮 = ∅
5: Transform ̃︀𝑉 (𝜃|ℒ, 𝜓, 𝜗) into probability distribution 𝑃𝑉 (𝜃)
6: Generate 𝑀𝑇 random samples from 𝑃𝑉 (𝜃), construct k-DPP
7: Generate 𝑀 random samples from k-DPP, add to 𝒮
8: Perform tests ∀𝜃 ∈ 𝒮, obtain measurements y𝒮
9: Add {𝒮,y𝒮} to training set ℒ
10: Retrain model with updated ℒ
11: end for
12: Return: expected value of the satisfaction probability function ̂︀𝑝𝑠𝑎𝑡(𝜃) and cor-
responding variance 𝑉
(︀
𝜃|ℒ, 𝜓, 𝜗)︀
ℒ (Step 9), retrains the GP model (Step 10), and repeats the iterative process. At
the conclusion of 𝑇 iterations, the new procedure returns the predicted satisfaction
probability function ̂︀𝑝𝑠𝑎𝑡(𝜃) (Step 12). It also provides the CDF variance 𝑉 (𝜃|ℒ, 𝜓, 𝜗)
to indicate regions where the accuracy of these predictions is likely to suffer. The total
computational complexity is the same as Algorithm 6.
5.4 Extension: Heteroscedastic Gaussian Distribu-
tions
The earlier sections in this chapter addressed Gaussian distributions of 𝑦(𝜃) and
introduced the data-driven stochastic verification framework as it applied to these
problems. In practice, Assumption 5.3 will not hold for all systems, which restricts
the applicability of the techniques in Sections 5.2 and 5.3. The following section
will extend the stochastic verification framework and slightly modify the approach to
include a wider class of systems with spatially-varying Gaussian noise. Later work in
Section 5.5 will propose further modifications to the framework in order to address
non-Gaussian distributions.
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The major change in this extension is the relaxation of Assumption 5.3 to in-
clude heteroscedastic Gaussian distributions. In this new version of the stochastic
verification problem, the true distribution of continuous measurements 𝑦(𝜃) is still a
Gaussian distribution, but the width of the distribution is allowed to vary with the
parameters 𝜃. This is formally defined in the following assumption which replaces
Assumption 5.3.
Assumption 5.7. The distribution of continuous measurements 𝑦(𝜃) at every 𝜃
is a Gaussian distribution 𝑦(𝜃) ∼ 𝒩 (𝑦(𝜃), 𝜖2𝑦(𝜃)) with spatially-dependent mean 𝑦(𝜃)
and spatially-dependent variance 𝜖2𝑦(𝜃).
Assumption 5.3 restricted the distribution of 𝑦(𝜃) to homoscedastic Gaussian dis-
tributions, where 𝜖𝑦 was independent of 𝜃. Now, Assumption 5.7 expands the set
of allowable distributions to include heteroscedastic Gaussians [138], where 𝜖𝑦(𝜃) is
an explicit function of parameters 𝜃. Such distributions are possible in many non-
linear systems. For instance, stochastic wind turbulence models like the common
Dryden wind field model [15] are highly nonlinear functions of multiple parameters
like altitude and wind-shear intensity and the resulting effect of the stochastic wind
disturbance will vary with those parameters. An initial exploration of a stochastic ver-
sion of the previous lateral-directional autopilot example combined with the Dryden
wind field model has empirically observed the resulting performance measurements
𝑦(𝜃) are distributed as heteroscedastic Gaussians. This example demonstrates that
spatially-varying Gaussian distributions are present in complex nonlinear systems and
are a relevant extension to consider.
A comparison of homoscedastic and heteroscedastic Gaussian distributions is shown
in Figure 5-7. The left-hand plot pictures two Gaussian distributions centered at
𝑦(𝜃1) = −2 and 𝑦(𝜃2) = 2 with variances 𝜖2𝑦(𝜃1) = 0.5 and 𝜖2𝑦(𝜃2) = 1.5. From the
figure, it is clear the second distribution 𝒩 (𝑦(𝜃2), 𝜖2𝑦(𝜃2)) has a much larger width
and the first distribution 𝒩 (𝑦(𝜃1), 𝜖2𝑦(𝜃1)) has virtually no probability of satisfactory
performance, i.e. P(𝑦(𝜃2) > 0) ≈ 0. However, when both of these distributions are
approximated with homoscedastic distributions in Figure 5-7(b), the approximate dis-
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(b) Approximation as homoscedastic Gaussians
Figure 5-7: Comparison of heteroscedastic Gaussian distributions against approximations
using homoscedastic Gaussians. In the right-hand plot, both approximations overestimate
the probability of 𝑦(𝜃) > 0, which is dangerous in verification applications.
tributions clearly fail to replicate the true distributions. Here, the homoscedastic vari-
ance is the average between the two heteroscedastic variances, 𝜖2𝑦(𝜃1) = 𝜖
2
𝑦(𝜃2) = 1.
More importantly, the homoscedastic approximations in Figure 5-7(b) misrep-
resent the true satisfaction probability function 𝑝𝑠𝑎𝑡(𝜃). When the variance is an
explicit function of 𝜃, the satisfaction probability function from (5.4) requires a slight
modification,
𝑝𝑠𝑎𝑡(𝜃) = P(𝑦(𝜃) > 0) =
1
2
+
1
2
erf
(︂
𝑦(𝜃)√︁
2𝜖2𝑦(𝜃)
)︂
. (5.39)
If the true heteroscedastic distributions are approximated with homoscedastic Gaus-
sians, this will have a corresponding effect upon 𝑝𝑠𝑎𝑡(𝜃). As mentioned earlier, the true
distribution for 𝑦(𝜃1) has virtually no likelihood of satisfactory performance. This no
longer holds for the homoscedastic approximation in the right-hand plot and it pre-
dicts a nonzero likelihood of success. The same overapproximation of P(𝑦(𝜃2) > 0)
occurs for the second distribution. From a verification prospective, these overap-
proximations are unsafe since they predict a higher likelihood of success than reality,
and could have easily been avoided by modeling the distributions as heteroscedastic
Gaussians.
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5.4.1 Heteroscedastic Gaussian Process Regression Model
When the variance 𝜖2𝑦(𝜃) varies wildly across Θ, not only will the approximations
of P(𝑦(𝜃)) and 𝑝𝑠𝑎𝑡(𝜃) suffer, but the underlying non-homoscedastic Gaussian dis-
tribution behind noisy measurements 𝑦(𝜃) will also corrupt a standard GP regres-
sion model from (5.7) trained on this data. Luckily, heteroscedastic Gaussian pro-
cesses (HGPs) [138, 142–144] were specifically developed to avoid these problems
and model Gaussian distributions with spatially-dependent variance. The overall
structure of these HGPs is almost entirely the same as before. For simplicity, say
the spatially-dependent variance is a nonlinear function 𝜖2𝑦(𝜃) = 𝑟(𝜃). Given the
function for 𝑟(𝜃), the posterior predictive distribution for 𝑦(𝜃*) at arbitrary 𝜃* is
P(𝑦(𝜃*)|ℒ,𝜃*, 𝜓, 𝜗) = 𝒩 (𝜇(𝜃*),Σ(𝜃*) + 𝑟(𝜃*)), where
𝜇(𝜃*) = K𝑇* (K+R)
−1y
Σ(𝜃*) = K** −K𝑇* (K+R)−1K*
(5.40)
and R is a diagonal matrix of 𝑟(𝜃) values at each of the training points. The problem
is that 𝑟(𝜃) is typically not known in advance and thus it will be impossible to
actually compute P(𝑦(𝜃*)|ℒ,𝜃*, 𝜓, 𝜗) according to (5.40). Even if the matrix R were
available by repeating simulations or experiments at each of the training locations,
the predicted variance 𝑟(𝜃*) at unobserved locations is still completely unknown. The
unknown shape of 𝑟(𝜃) is a major implementation challenge.
Heteroscedastic Gaussian process models introduce a second GP specifically for
the purpose of modeling the unknown variance function 𝑟(𝜃). Rather than model
𝑟(𝜃) directly since 𝑟(𝜃) > 0, the second GP models its logarithm, 𝑠(𝜃) = 𝑙𝑜𝑔(𝑟(𝜃)).
The two GP models will be trained in parallel: one for latent mean 𝑦(𝜃) and one for
the variance logarithm 𝑠(𝜃). Both of these GPs are given suitable Gaussian priors,
𝑦(𝜃) ∼ 𝒩 (︀0, 𝜅𝑦(𝜃,𝜃′))︀ (5.41)
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for 𝑦(𝜃) and
𝑠(𝜃) ∼ 𝒩 (︀𝜇0, 𝜅𝑠(𝜃,𝜃′))︀ (5.42)
for 𝑠(𝜃). The two GPs both employ squared exponential kernels, with 𝜅𝑦(𝜃,𝜃
′) and
𝜅𝑠(𝜃,𝜃
′) delineating between the two in order to avoid confusion. Each kernel function
also requires a different set of hyperparameters. Set 𝜓 still refers to the hyperparam-
eters for the kernel function for 𝑦(𝜃), 𝜅𝑦(𝜃,𝜃
′). However, since the likelihood model
from (5.6) is replaced with the second GP for 𝑠(𝜃), hyperparameters 𝜗 now refer to
the set of hyperparameters for 𝜅𝑠(𝜃,𝜃
′) plus the additional nonzero-mean prior 𝜇0.
At the conclusion of the training process, the posterior predictive distribution for
measurement 𝑦(𝜃) is given by the integral
P(𝑦(𝜃*)|ℒ,𝜃*, 𝜓, 𝜗) =
∫︁ ∫︁
P(𝑦(𝜃*)|ℒ,𝜃*, s, 𝑠(𝜃*), 𝜓) P(s, 𝑠(𝜃*)|ℒ,𝜃*, 𝜗) 𝑑s 𝑑𝑠(𝜃*),
(5.43)
where P(s, 𝑠(𝜃*)|ℒ,𝜃*, 𝜗) is the second GP’s output for the joint distribution of log-
arithmic variance at each of the training points (vector s) and query location 𝜃*.
Variational Heteroscedastic GP Regression
Although (5.43) is the true distribution for 𝑦(𝜃), the integral cannot be solved an-
alytically and the HGP approaches approximate this result. The main difference
between the various HGP approaches is their handling of an approximate solution
to (5.43). Early work [144] treated the integral with a fully Bayesian, Markov chain
Monte Carlo (MCMC) approximation which proved to be quite computationally de-
manding. Later work [143] instead took a maximum a posteriori (MAP) approach to
reduce the computational overhead, but was susceptible to overfitting. The work in
this extension utilizes one of the most recent techniques, variational heteroscedastic
Gaussian processes (VHGPs) [138,142], which exploits variational inference to lower
bound the marginal likelihood and produce an approximation that is both accurate
and efficient.
A more detailed description of the VHGP process is found in its source mate-
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rial [138], but the central ideal is to lower bound the marginal log-likelihood (model
evidence) of the HGP with analytically tractable variational approximations. The fol-
lowing function 𝐹 lower bounds the marginal log-likelihood (log P(y)) for any choice
of variational PDFs 𝑞(y¯) and 𝑞(s),
𝐹
(︀
𝑞(y¯), 𝑞(s)
)︀
= log P(y)−𝐾𝐿(︀𝑞(y¯), 𝑞(s)||P(y¯, s|y))︀. (5.44)
The training process is more complex than for a standard homoscedastic GP regres-
sion model, but the posterior predictive output of the VHGP approach is still defined
by Gaussian distributions. At an arbitrary location 𝜃*, the predictive distribution for
log variance 𝑠(𝜃*) is
𝑞(𝑠(𝜃*)) = 𝒩
(︀
𝑠(𝜃*)|𝜇𝑠(𝜃*),Σ𝑠(𝜃*)
)︀
, (5.45)
while the predictive distribution for 𝑦(𝜃*) is
𝑞(𝑦(𝜃*)) = 𝒩
(︀
𝑦(𝜃*)|𝜇𝑦(𝜃*),Σ𝑦(𝜃*)
)︀
. (5.46)
However, the computation of the posterior predictive mean and covariance of 𝑠(𝜃*) is
noticeably different due to the variational parameters, diagonal matrix Λ and scalar
𝜇0,
𝜇𝑠(𝜃*) = K𝑇𝑠*(Λ− 0.5I)1+ 𝜇0
Σ𝑠(𝜃*) = K𝑠** −K𝑇𝑠*(K𝑠 +Λ−1)−1K𝑠* ,
(5.47)
where scalar K𝑠** = 𝜅𝑠(𝜃*,𝜃*), vector K𝑠* = 𝜅𝑠(𝜃*,𝜃𝑖) for 𝑖 = 1, . . . , 𝑁 , and K𝑠 is
the 𝑁 × 𝑁 matrix of 𝜅𝑠 evaluated across all 𝑁 training locations. The variational
parameters Λ, as well as the kernel hyperparameters 𝜓 and 𝜗, are determined through
maximum likelihood estimation of the variational bound 𝐹 . Once the distribution
for 𝑞(𝑠(𝜃*)) has been obtained, the computation for 𝑞(𝑦(𝜃*)) follows the standard
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(non-variational) GP format with
𝜇𝑦(𝜃*) = K𝑇𝑦*(K𝑦 +R)
−1y
Σ𝑦(𝜃*) = K𝑦** −K𝑇𝑦*(K𝑦 +R)−1K𝑦* ,
(5.48)
where R is a diagonal matrix with [R]𝑖𝑖 = 𝑒
[𝜇𝑠]𝑖−0.5[Σ𝑠]𝑖𝑖 . Ultimately, the variational
approximation of the posterior predictive distribution for noisy measurement 𝑦(𝜃*) is
𝑞(𝑦(𝜃*)) =
∫︁ ∫︁
P
(︀
𝑦(𝜃*)|𝑦(𝜃*), 𝑠(𝜃*)
)︀
𝑞(𝑦(𝜃*)) 𝑞(𝑠(𝜃*)) 𝑑𝑦(𝜃*) 𝑑𝑠(𝜃*) (5.49)
=
∫︁
𝒩 (︀𝑦(𝜃*)|𝜇𝑦(𝜃*),Σ𝑦(𝜃*) + 𝑒𝑠(𝜃*))︀ 𝒩 (︀𝑠(𝜃*)|𝜇𝑠(𝜃*),Σ𝑠(𝜃*))︀ 𝑑𝑠(𝜃*).
(5.50)
Although the two GPs both produce Gaussian distributions, the resulting predictive
distribution 𝑞(𝑦(𝜃*)) is not Gaussian and the integral in (5.50) is not analytically
tractable. Fortunately, the mean and variance of 𝑞(𝑦(𝜃*)) can be computed analyti-
cally as
E[𝑞(𝑦(𝜃*))] = 𝜇𝑦(𝜃*) and V[𝑞(𝑦(𝜃*))] = Σ𝑦(𝜃*) + 𝑒𝜇𝑠(𝜃*)+0.5Σ𝑠(𝜃*). (5.51)
5.4.2 Modifications to the Stochastic Verification Framework
The stochastic verification framework incorporates the VHGP regression model in
the same manner as the standard GP model. Unlike the previous VHGP applications
[138, 142] which focused on the posterior predictive distribution for 𝑦(𝜃), stochastic
verification needs the cumulative distribution for P(𝑦(𝜃) > 0) rather than the PDF
of 𝑦(𝜃). Redevelopments of the closed-loop verification algorithms require both the
expected value and variance of this cumulative distribution. Since the integral in
(5.50) is not analytical and the distribution is non-Gaussian, no closed-form solution
for the cumulative distribution for P(𝑦(𝜃*) > 0) exists. Instead, the expected value of
the cumulative distribution in (5.39) can be approximated as a Gaussian CDF from
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E[𝑞(𝑦(𝜃*))] and V[𝑞(𝑦(𝜃*))]. The resulting expected value of 𝑝𝑠𝑎𝑡(𝜃) is
̂︀𝑝𝑠𝑎𝑡(𝜃) = E[︁P(𝑦(𝜃*) > 0|ℒ,𝜃*, 𝜓, 𝜗)]︁ (5.52)
=
1
2
+
1
2
erf
(︁ 𝜇(𝜃*)√︀
2(Σ(𝜃*) + 𝑒𝜇𝑠(𝜃*)+0.5Σ𝑠(𝜃*))
)︁
, (5.53)
which closely parallels the the original homoscedastic predictions in (5.10).
Likewise, closed-loop verification algorithms need the variance of the cumulative
distribution for the selection criteria. This variance had no closed-form solution with
homoscedastic Gaussian distributions and will not have one now. The same Taylor
series approximate [141] from (5.18) will be used to compute the variance of the pre-
dictions for (5.39). Due to the addition of the second GP for 𝑠(𝜃), the approximation
is slightly more complicated; however, the distributions of 𝑞(𝑠(𝜃*)) and 𝑞(𝑦(𝜃*)) can
be treated as independent random variables. The first-order Taylor expansion of an
arbitrary nonlinear random function 𝑌 = 𝑔(𝑋1, 𝑋2) is then
V[𝑌 ] ≈
2∑︁
𝑖=1
(︁ 𝜕𝑔
𝜕𝑋𝑖
)︁2 ⃒⃒⃒⃒
𝐸[𝑋1],𝐸[𝑋2]
V[𝑋𝑖]. (5.54)
Given the partial derivatives of (5.39) with respect to 𝑦(𝜃*) and 𝑠(𝜃*) are
𝜕P(𝑦(𝜃*)|𝑦(𝜃*), 𝑠(𝜃*)
𝜕𝑦(𝜃*)
=
𝜕
𝜕𝑦(𝜃*)
(︂
1
2
+
1
2
erf
(︂
𝑦(𝜃*)√︀
2𝑠(𝜃*)
)︂)︂
(5.55)
=
1√
2𝜋
1√
𝑒𝑠(𝜃*)
𝑒−0.5𝑒
−𝑠(𝜃*)𝑦(𝜃*)2 (5.56)
and
𝜕P(𝑦(𝜃*)|𝑦(𝜃*), 𝑠(𝜃*)
𝜕𝑠(𝜃*)
=
𝜕
𝜕𝑠(𝜃*)
(︂
1
2
+
1
2
erf
(︂
𝑦(𝜃*)√︀
2𝑠(𝜃*)
)︂)︂
(5.57)
=
−1
2
√
2𝜋
𝑦(𝜃*)√
𝑒𝑠(𝜃*)
𝑒−0.5𝑒
−𝑠(𝜃*)𝑦(𝜃*)2 , (5.58)
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the first-order Taylor series approximation of the CDF variance is
V
[︁
P(𝑦(𝜃*) > 0|ℒ,𝜃*, 𝜓, 𝜗)
]︁
=
1
2𝜋
𝑒−𝜇𝑦(𝜃*)
2𝑒−𝜇𝑠(𝜃*)−𝜇𝑦Σ𝑦(𝜃*)
+
1
8𝜋
𝜇𝑦(𝜃*)2𝑒−𝜇𝑦(𝜃*)
2𝑒−𝜇𝑠(𝜃*)−𝜇𝑦Σ𝑠(𝜃*).
(5.59)
A second-order Taylor expansion can also be used in place of the first-order ap-
proximation in (5.59). For closed-loop verification with heteroscedastic distributions,
the expected value (5.53) and variance (5.59) equations directly replace their ho-
moscedastic equivalents in the closed-loop algorithms from Section 5.3 and no further
modifications are required. The final example in Section 5.6 will examine closed-loop
verification with VHGPs.
5.5 Discussion: Non-Gaussian Distributions
Although the extension in Section 5.4 expands the class of systems considered by the
data-driven, stochastic verification approaches presented in this chapter, there still
exists a class of relevant systems that have not been addressed yet. Both Assumptions
5.3 and 5.7 restrict the class of applicable systems to those with Gaussian likelihoods
for the distribution of noisy measurements 𝑦(𝜃), i.e.
𝑦(𝜃) = 𝑦(𝜃) + 𝑤𝑦 𝑤𝑦 ∼ 𝒩 (0, 𝜖2𝑦); (5.60)
however, the distribution of 𝑦(𝜃) is non-Gaussian in many applications. For instance,
nonlinearities in the closed-loop dynamics might produce a multi-modal distribu-
tion for 𝑦(𝜃). This non-Gaussian likelihood model for 𝑦(𝜃) greatly complicates the
implementation of Gaussian process regression for predictive inference and the non-
Gaussian distribution of measurements can lead standard GP methods to become
sensitive to outliers [145].
A variety of regression techniques have been developed for modeling and infer-
ence with non-Gaussian likelihoods [145–149]. The vast majority of these approaches
[145–147] are concerned with regression in the presence of Student’s t-distributions,
171
which produce similar distributions to Gaussian likelihood models, but with heavier
tails. One of the more recent techniques for regression with non-Gaussian likeli-
hood models is Meta-GPs [149], which uses mixtures of Gaussians to capture non-
Gaussian distributions. This mixture enables Meta-GPs to consider not just Student’s
t-distribution, but other relevant distributions such as multi-modal distributions, and
do so without extra modification.
The central assumption of Meta-GPs is that the non-Gaussian likelihood can be
accurately modeled as a mixture of Gaussians. Where previously a standard GP
assumed
P(𝑦(𝜃)|𝑦(𝜃)) = 𝒩 (𝑦(𝜃)|𝑦(𝜃), 𝜖2𝑦), (5.61)
now the Meta-GP assumes
P(𝑦(𝜃)|𝑦(𝜃)) =
𝐾∑︁
𝑖=1
𝜋𝑖𝒩 (𝜇𝑖 + 𝑦(𝜃), 𝜎2𝐿), (5.62)
where 𝜋𝑖 is the weighting term associated with each Gaussian distribution centered at
𝜇𝑖 + 𝑦(𝜃) with bandwidth 𝜎𝐿. Given a mixture of 𝐾 Gaussians, the sum will be able
to approximate nearly any possible likelihood model. The Meta-GP approach in its
current form relies upon the sparse-GP [150] representation with a fixed cap on the
number of training points, but can be rewritten to instead incorporate the baseline,
non-sparse GP regression model representations used in this thesis.
One important limitation of Meta-GPs, and all the surveyed methods for non-
Gaussian likelihoods, is that they do not consider spatially-varying likelihood dis-
tributions. Just as homoscedastic GPs assume the variance 𝜖𝑦 remains constant,
Meta-GPs assume the mixture of Gaussians is also independent of 𝜃. Non-Gaussian
regression techniques lack an equivalent to heteroscedastic GP regression. Data-
driven stochastic verification would benefit immensely from a comprehensive method
for regression in the presence of spatially-varying non-Gaussian likelihood models,
particularly one with the wide applicability of Meta-GPs. However, such a technique
does not exist currently. Once one becomes available, the open- and closed-loop
stochastic verification frameworks should be modified to exploit that technique as it
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would enable the verification procedures to handle virtually any possible distribution
for noisy, continuous measurements.
Due to the relative infancy of practical non-Gaussian regression techniques, namely
Meta-GPs [149], this thesis does not delve any further into the implementation of
those techniques nor apply them to example problems. Future work in Chapter 8
discusses application of these new techniques to versions of the stochastic systems
shown in the next section. This section was included to provide background on an
obvious limitation of the GP-based methods presented in this chapter and identify a
clear roadmap towards addressing that limitation.
5.6 Simulation Results
The closed-loop verification algorithms are demonstrated on various systems with
stochastic dynamics. The first example is a stochastic variant of the example from
Section 4.4.1 and will be used as the primary case study to highlight the various
aspects of stochastic verification. The subsequent examples will reaffirm the observa-
tions and discussions from the first example.
5.6.1 Concurrent Learning Model Reference Adaptive Con-
troller
The first example is the same concurrent learning model reference adaptive control
(CL-MRAC) system from Section 4.4.1 and 3.5.2. An uncertain linear system is
subject to two uncertain parameters 𝜃 = [𝜃1, 𝜃2]
𝑇 which are estimated by the CL-
MRAC adaptive law. However, unlike those previous two systems, the open-loop
dynamics are corrupted by an additive process noise term w(𝑡),
⎡⎣?˙?1
?˙?2
⎤⎦ =
⎡⎣ 0 1
−0.2 + 𝜃1 −0.2 + 𝜃2
⎤⎦⎡⎣𝑥1
𝑥2
⎤⎦+
⎡⎣0
1
⎤⎦𝑢(𝑡) +w(𝑡) . (5.63)
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Figure 5-8: [Example 5.6.1] Histogram of robustness measurements from 500 repeated trajec-
tories at arbitrary location 𝜃 = [6, 1.8]𝑇 . The distribution of the robustness measurements
is roughly Gaussian as a Gaussian fit (red line) to the distribution closely matches the
histogram data.
This process noise is a zero-mean Gaussian w(𝑡) ∼ 𝒩 (0,Σ𝑤) with covariance matrix
Σ𝑤 = diag([5, 5]). This process noise is the sole source of stochasticity in the closed-
loop system dynamics.
The performance requirement and measurement techniques are also the same as
Section 4.4.1. The performance requirement states the actual state 𝑥1(𝑡) must re-
main within a unit ball of reference state 𝑥𝑚1(𝑡) along the entire trajectory. This
requirement is naturally expressed in signal temporal logic (STL) format, as shown
previously in (4.23), and the corresponding trajectory robustness is measured with the
STL robustness degree 𝜌𝜙(𝜃). Unlike the deterministic example, stochasticity leads
to a distribution of possible robustness degrees at an arbitrary 𝜃 location, illustrated
in Figure 5-8. In this figure, 500 trajectories are performed at the same arbitrary
location 𝜃 = [6, 1.8]𝑇 to demonstrate the effect of stochasticity upon the robustness
measurements 𝑦(𝜃). Note that the distribution of measurements is roughly Gaussian,
with the fitted Gaussian (red line) closely matching the histogram data.
This example assumes the 𝑦(𝜃) measurements follow a homoscedastic Gaussian
distribution with a constant standard deviation of 𝜖𝑦 = 0.0682. This standard devia-
tion 𝜖𝑦 was empirically computed from a “ground truth” dataset of 50 trajectories per-
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formed at each of the locations in Θ𝑑. In order to avoid any potential heteroscedastic
distributions in this example, the standard deviations at each location were averaged
to produce 𝜖𝑦. Likewise, the distribution mean 𝑦(𝜃) is simply the average of the 50
distributions at each 𝜃 ∈ Θ𝑑. This true mean 𝑦(𝜃) and resulting cumulative distribu-
tion 𝑝𝑠𝑎𝑡(𝜃) are displayed in Figure 5-9. Interestingly enough, the mean 𝑦(𝜃) does not
necessarily equal the deterministic measurement value for (deterministic) 𝑦(𝜃) from
Section 4.4.1. These deterministic measurement values are redisplayed in Figure 5-10
and highlight that the stochastic mean 𝑦(𝜃) is different than the deterministic values.
This disagreement can be due to a number of factors, including the nonlinearity of
the adaptive law making the closed-loop system particularly susceptible to random
noise. Later work in Chapter 7 will revisit this disagreement between deterministic
and stochastic data, but the main takeaway from Figure 5-10 is to show that 𝑦(𝜃)
does not have to match the output from a deterministic system. It would be unwise
to blindly assume the stochastic mean equals the deterministic measurement without
actually running simulations or experiments of the closed-loop system.
The statistical verification algorithms select training sample locations 𝜃 from a
discrete sampling set Θ𝑑 of 40,401 locations between |𝜃1| ≤ 10 and |𝜃2| ≤ 10. Each
algorithm starts with an initial training set of 50 randomly chosen trajectories and
then selects additional training locations until a budget of 450 total trajectories is
reached. Figure 5-11 displays one of the initial training datasets and the resulting GP
regression model and predictions. The initial GP model roughly approximates the
true 𝑦(𝜃) and 𝑝𝑠𝑎𝑡(𝜃), but would obviously improve with additional trajectory data.
This example examines two versions of Algorithm 8 with batch sizes 𝑀 = 5
and 𝑀 = 10. Figure 5-12(a) plots the selection criterion, CDF variance reductioñ︀𝑉 (𝜃|ℒ, 𝜓, 𝜗), and the selected batch 𝒮 of 5 points produced by the k-DPP in Algo-
rithm 8. These samples are spread out across areas of large perceived reductions in
CDF variance and are mostly concentrated in regions where ̂︀𝑝𝑠𝑎𝑡(𝜃) ≈ 0.5, as shown
in Figure 5-12(b). Figures 5-12(c) and (d) also compare the sample set 𝒮 and CDF
variance reduction ̃︀𝑉 (𝜃|ℒ, 𝜓, 𝜗) against the PDF predictive mean 𝑦(𝜃) and covari-
ance Σ(𝜃). These two plots illustrate the earlier insights in Section 5.3 that CDF
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(a) Mean 𝑦(𝜃) (b) Satisfaction probability 𝑝𝑠𝑎𝑡(𝜃)
Figure 5-9: [Example 5.6.1] True mean 𝑦(𝜃) and satisfaction probability function 𝑝𝑠𝑎𝑡(𝜃) for
the stochastic CL-MRAC system.
Figure 5-10: [Example 5.6.1] Deterministic measurements from Example 4.4.1 for compari-
son to the mean 𝑦(𝜃) of the noisy measurements in this stochastic variation of the problem.
Notice that the deterministic measurements do not necessarily equal the stochastic mean
𝑦(𝜃).
variance reduction (and CDF variance itself) is a function of both 𝜇(𝜃) and Σ(𝜃).
The expected CDF variance reduction is high in regions with 𝜇(𝜃) ≈ 0, but not all
areas with 𝜇(𝜃) = 0 are weighted equally. Likewise, all the areas of high ̃︀𝑉 (𝜃|ℒ, 𝜓, 𝜗)
correspond to regions of moderate-to-high PDF variance Σ(𝜃), but not all points with
high Σ(𝜃) have a large expected reduction in CDF variance.
The sampling process will continue to select parameter settings for future trajec-
tories until the sampling budget is reached. An intermediate result halfway through
the process after 250 samples is shown in Figure 5-13. The GP prediction for mean
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(a) Predicted mean 𝜇(𝜃) (b) Predicted satisfaction probability ̂︀𝑝𝑠𝑎𝑡(𝜃)
Figure 5-11: [Example 5.6.1] Predicted satisfaction probability function ̂︀𝑝𝑠𝑎𝑡(𝜃) for the CL-
MRAC systems at the initial training step.
𝑦(𝜃) and the estimated ̂︀𝑝𝑠𝑎𝑡(𝜃) are already fairly accurate approximations of the true
values from Figure 5-9. The chosen training samples (red and green dots) are clumped
in close proximity to the region of ̂︀𝑝𝑠𝑎𝑡(𝜃) ≈ 0.5 as this is where the predictions are
expected to change the most. The final prediction model after all 450 trajectories
have been selected is shown in Figure 5-14 and is almost identical to the intermediate
prediction model in Figure 5-13.
Figure 5-15 compares the performance of Algorithm 8 (labeled “CDF Variance”)
against competing active sampling strategies using the PDF mean-focused selection
metric (5.20) and PDF variance-focused metric (5.21), as well as an open-loop strategy
using random sampling. Unlike the earlier figures in Chapters 3 and 4, these figures
measure the prediction accuracy with mean absolute error (MAE) between predicted̂︀𝑝𝑠𝑎𝑡(𝜃) and true 𝑝𝑠𝑎𝑡(𝜃) over all 𝜃 ∈ Θ𝑑. The figure displays the mean and 0.5𝜎
error bounds for MAE over 100 random initializations of each algorithm. At the
conclusion of the process after 450 simulations have been performed, Algorithm 8
with batch size 𝑀 = 5 demonstrates a 23% improvement in average MAE over
the closest competitor (PDF mean), a 24% improvement over PDF variance-based
sampling, and 27% improvement over open-loop, random sampling. Similar results
are seen for the larger batch size 𝑀 = 10.
Additionally, Algorithm 8 still outperforms the other algorithms when the true hy-
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(a) CDF variance reduction ̃︀𝑉 (𝜃|ℒ, 𝜓, 𝜗) (b) Predicted ̂︀𝑝𝑠𝑎𝑡(𝜃)
(c) PDF mean 𝜇(𝜃) (d) PDF variance Σ(𝜃)
Figure 5-12: [Example 5.6.1] Illustration of the CDF variance selection criterion and the
chosen set of future training locations. For comparison to other selection metrics, the selected
points are overlayed on top of 𝑦(𝜃), ̂︀𝑝𝑠𝑎𝑡(𝜃), and Σ(𝜃).
perparameters were already known. The results in Figure 5-15 considered the usual
case where the true hyperparameters are not known and (𝜓, 𝜗) are estimated online
using hyperparameter optimization. Figure 5-16 considers the same verification algo-
rithms, but assumes the true hyperparameters are known in advance and (𝜓, 𝜗) are
fixed to those values. Even with this advanced knowledge, Algorithm 8 demonstrates
a comparable level of improvement over the existing sampling strategies.
Although Figures 5-15 and 5-16 illustrated a 20-27% improvement in average MAE
rate over existing sampling strategies, there is still a distribution associated with the
MAE convergence. There is no guarantee Algorithm 8 and the other approaches will
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(a) Predicted mean 𝜇(𝜃) (b) Predicted satisfaction probability ̂︀𝑝𝑠𝑎𝑡(𝜃)
Figure 5-13: [Example 5.6.1] Predicted satisfaction probability function ̂︀𝑝𝑠𝑎𝑡(𝜃) halfway
through the verification process after 250 trajectories have been selected.
(a) Predicted mean 𝜇(𝜃) (b) Predicted satisfaction probability ̂︀𝑝𝑠𝑎𝑡(𝜃)
Figure 5-14: [Example 5.6.1] Predicted satisfaction probability function ̂︀𝑝𝑠𝑎𝑡(𝜃) at the end
of the verification process after all 450 trajectories have been selected.
always achieve that level of MAE, particularly since the closed-loop system is inher-
ently random. In order to address whether Algorithm 8 is consistently better than the
existing approaches, the four sampling procedures are started from the same random
initialization and with the same noisy measurements for each of the 100 repeated test
runs. This allows for the approaches to be directly compared against one another as
they all have the same exact initial ℒ and noisy data. Figure 5-17 demonstrates that
at the completion of the 450 trajectory samples, Algorithm 8 directly outperforms
or matches the MAE rate of all the competing approaches roughly 92-100% of the
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(a) Batch size 𝑀 = 5
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(b) Batch size 𝑀 = 10
Figure 5-15: [Example 5.6.1] Mean absolute error (MAE) convergence of Algorithm 8 in
comparison to the other sampling strategies. In this case, the hyperparameters are dy-
namically updated with hyperparameter optimization after each iteration. The standard
deviation intervals around the mean (solid lines) are given by the 0.5𝜎 bound.
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(a) Batch size 𝑀 = 5
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(b) Batch size 𝑀 = 10
Figure 5-16: [Example 5.6.1] Mean absolute error (MAE) convergence for the different sam-
pling strategies with known (static) hyperparameters. The standard deviation intervals
around the mean (solid lines) are given by the 0.5𝜎 bound.
time, regardless of the batch size and whether the true hyperparameters are known or
not. Therefore, Algorithm 8 consistently produces the lowest rate of mean absolute
prediction error.
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(a) Hyperparameter opt., 𝑀 = 5
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(b) Hyperparameter opt., 𝑀 = 10
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(c) Static hyperparameters, 𝑀 = 5
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(d) Static hyperparameters, 𝑀 = 10
Figure 5-17: [Example 5.6.1] Ratio of runs where Algorithm 8 directly outperforms or
matches the mean absolute error rate of the competing sampling strategies. All strate-
gies start with the same initial training set and noisy measurements and thus each approach
can be directly compared to the others with the same initialization.
CDF Variance to Identify Regions of High Prediction Error
While Figures 5-15 and 5-16 examine the mean absolute prediction error for the
various sampling strategies, these values are not known during the actual verification
process because 𝑝𝑠𝑎𝑡(𝜃) is unknown. In order to address this limitation, Section
5.2.2 presented a novel method for online quantification of prediction accuracy using
CDF variance. CDF variance bounds the Chebyshev inequality, but more practically,
identifies regions in Θ where new training samples could possibly induce a large
change in ̂︀𝑝𝑠𝑎𝑡(𝜃). Although the true CDF variance has no closed-form solution, the
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approximations in (5.18) and (5.19) are still useful tools for indicating where CDF
variance is high and therefore where confidence in the predicted ̂︀𝑝𝑠𝑎𝑡(𝜃) is low.
Figures 5-18 and 5-19 demonstrate the use of CDF variance to identify areas of
likely prediction error. Additionally, these results show CDF variance will correctly
identify these areas independent of the actual sampling strategy. It does not matter
whether trajectories are selected using Algorithm 8 or the other three strategies. In
each of the four strategies, all 𝜃 ∈ Θ𝑑 are sorted according to their approximate CDF
variance from (5.18) and the points with the top 1% and 5% of CDF variance are
removed. Figures 5-18 and 5-19 then show the recomputed MAE values for all four
sampling strategies with batch size 𝑀 = 10 and static hyperparameters after the top
1% and 5% have been removed. In comparison to the original plot in Figure 5-16(b),
the average MAE reduces by up to 14-20% when the top 5% of points are removed,
illustrating the concentration of points with high prediction error within those points
with the top 5% of CDF variance. Although it does not explicitly quantify prediction
error as (4.9) did in Chapter 4, approximate CDF variance (5.18) does identify regions
where large prediction error ̃︀𝑝𝑠𝑎𝑡(𝜃) is likely to occur.
Effect of Changes in the Distribution of 𝑦(𝜃)
Lastly, Figures 5-20, 5-21, and 5-22 examine the performance of the sampling algo-
rithms after changes in the distribution of 𝑦(𝜃). These figures consider changes in the
process noise w(𝑡) of the stochastic dynamics, which ultimately manifest as changes
in the distribution of noisy robustness measurements 𝑦(𝜃). When the process noise
covariance matrix Σ𝑤 increases or decreases, the distribution of measurements and the
resulting satisfaction probability 𝑝𝑠𝑎𝑡(𝜃) will vary. Figure 5-20 depicts the changes
to the shape of the true 𝑝𝑠𝑎𝑡(𝜃) surface as a result of varying the level of process
noise. When the process noise decreases, the average 𝑦(𝜃) remains roughly the same,
but the standard deviation 𝜖𝑦 decreases and causes a sharper gradient in 𝑝𝑠𝑎𝑡(𝜃) at
points near 𝑝𝑠𝑎𝑡(𝜃) ≈ 0.5. Likewise, when the process noise is increased, the standard
deviation also increases and leads to a more gradual slope in Figure 5-20(b). These
changes in 𝑝𝑠𝑎𝑡(𝜃) will affect the performance of the sampling approaches.
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(a) MAE without points in the top 1% of CDF
variance
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(b) Percent reduction vs Figure 5-16(b)
Figure 5-18: [Example 5.6.1] Concentration of prediction error in points with the top 1% of
CDF variance. These plots illustrate the reduction in MAE after the points with the top
1% of CDF variance have been removed.
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(a) MAE without points in the top 5% of CDF
variance
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(b) Percent reduction vs Figure 5-16(b)
Figure 5-19: [Example 5.6.1] Concentration of prediction error in points with the top 5% of
CDF variance. These plots illustrate the reduction in MAE after the points with the top
5% of CDF variance have been removed.
When the process noise decreases and 𝜖𝑦 shrinks, the distribution of 𝑦(𝜃) across Θ
resembles a binary problem with large areas where 𝑝𝑠𝑎𝑡(𝜃) ≈ 0 or 𝑝𝑠𝑎𝑡(𝜃) ≈ 1 and very
few points where 𝑝𝑠𝑎𝑡(𝜃) ≈ 0.5. Figure 5-21 plots the average MAE convergence of
the four sampling algorithms for this new level of 𝜖𝑦. The performance of each of the
algorithms is roughly the same as it was for the nominal problem in Figures 5-15(b)
and 5-16(b). Algorithm 8 outperforms the other approaches with between a 29-35%
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(a) True 𝑝𝑠𝑎𝑡(𝜃) with low 𝜖𝑦 (b) True 𝑝𝑠𝑎𝑡(𝜃) with high 𝜖𝑦
Figure 5-20: [Example 5.6.1] Changes in 𝑝𝑠𝑎𝑡(𝜃) associated with increases and decreases in
process noise. The change in process noise ultimately results in changes to the distribution
of 𝑦(𝜃) which defines 𝑝𝑠𝑎𝑡(𝜃).
improvement in average MAE for the case with online hyperparameter optimization
and a 22-32% improvement for the case with static hyperparameters.
As the process noise increases and standard deviation 𝜖𝑦 grows, the distribution
is much wider and the gradient of 𝑝𝑠𝑎𝑡(𝜃) is much lower. This wider distribution
means a higher ratio of points in Θ will be located in the regions around 𝑝𝑠𝑎𝑡(𝜃) ≈
0.5 where prediction error is likely to be high. In Figure 5-22, the average MAE
starts higher than before in Figure 5-21 due to the difficulty in modeling 𝑝𝑠𝑎𝑡(𝜃). In
these plots, the PDF mean-focused sampling strategy has noticeable difficulty with̃︀𝑝𝑠𝑎𝑡(𝜃) and its average MAE converges much more slowly than it did before. This
degraded performance is due to the effect of larger 𝜖𝑦 on the cumulative distribution
for P(𝑦(𝜃) > 0). Points further away from 𝑦(𝜃) will have more sizable cumulative
distributions for P(𝑦(𝜃) > 0) and therefore clumping samples around 𝜇(𝜃) ≈ 0 will
have less of a positive effect as it did when 𝜖𝑦 was small. Likewise, the large 𝜖𝑦 term also
causes the information gain associated with each additional sample to decrease and
explains the similarity in performance between PDF variance, open-loop sampling,
and Algorithm 8. Due to the high standard deviation 𝜖𝑦, the 𝜖
2
𝑦I term in the inverted
matrix from (5.8) will lessen the impact of each update. As each additional sample
will have a significantly reduced effect upon the predictions, Σ(𝜃) will not decrease
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(a) Hyperparameter opt.
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(b) Static hyperparameters
Figure 5-21: [Example 5.6.1] Mean absolute error convergence of the four sampling strategies
(𝑀 = 10) when the process noise has been reduced to Σ𝑤 = diag([1, 1]).
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(a) Hyperparameter opt.
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(b) Static hyperparameters
Figure 5-22: [Example 5.6.1] Mean absolute error convergence of the four sampling strategies
(𝑀 = 10) when the process noise has been increased to Σ𝑤 = diag([7, 7]).
as much and the variance will be comparable across large portions of Θ - almost like
a uniform random distribution. This decrease in the posterior change of Σ(𝜃) with
each additional sample will also lessen the expected posterior CDF variance reduction
and degrades Algorithm 8’s edge over the other approaches. The main takeaway from
Figures 5-21 and 5-22 is that Algorithm 8 will often outperform the existing sampling
strategies, but will do no less in worst-case scenarios. This emphasizes the better
all-around performance of Algorithm 8 for stochastic verification purposes.
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5.6.2 Robust Multi-Agent Task Allocation
The second example examines the same robust multi-agent task allocation problem
from Section 4.4.2 subjected to additional stochasticity. In this stochastic version of
the problem, the time it takes a UAV to complete a surveillance task is still a nonlinear
functions of wind parameters 𝜃 = [𝜃1, 𝜃2]
𝑇 , but the task duration is also corrupted
by zero-mean Gaussian noise which may cause a task to take longer or shorter than
planned even if wind parameters 𝜃 are known. The uncertainty and stochasticity in
the task durations will have a cumulative effect upon the realized mission score as
longer-than-planned task durations will cause the UAVs to miss the completion of
tasks within their assigned window and performance worse than expected.
As before, the verification goal is to determine whether multi-agent system will
reach a minimum score threshold across all the possible wind conditions given the
assigned control policy, the ordered list of tasks assigned to each UAV. The set of
feasible wind conditions, 𝜃1 : [0
∘, 359∘] and 𝜃2 : [0, 40] (km/hr), is covered with a lattice
Θ𝑑 of 16,641 possible parameter settings for the trajectories. Each training point
consists of a trajectory rollout of the multi-agent system in the forest fire simulation
model at the given wind conditions and the trajectory rollout’s realized mission score.
Just like the previous example, the simulation results will also explore the effect of
different levels of Gaussian noise in the system.
Figures 5-23 and 5-24 compare the sequential active sampling approach (Algorithm
7) against the other sampling strategies over 250 random initializations. In both
figures, Algorithm 7 performs as well as, if not better than, the other algorithms the
vast majority of the time. As was seen in Example 5.6.1, Algorithm 7’s improvement
over the other strategies is higher when the standard deviation 𝜖𝑦 is lower, but is still
fine when 𝜖𝑦 increases. Ultimately the CDF variance reduction procedure in Algorithm
7 consistently performs well whereas the other algorithms’ rate of prediction error
shifts depending on the distribution. Since the standard deviation of the distribution
will generally be unknown in advance, these results reinforce the notion that CDF
variance-based selection criteria presents the best all-around option for closed-loop
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(a) MAE convergence
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Figure 5-23: [Example 5.6.2] Comparison of mean absolute error (MAE) performance with
low measurement variance 𝜖2𝑦 over 250 random initializations of the sampling strategies.
The right-hand plot displays the ratio of these randomly-initialized runs where Algorithm 7
directly outperforms or matches the other sampling strategies.
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(a) MAE convergence
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Figure 5-24: [Example 5.6.2] Comparison of mean absolute error (MAE) performance with
high measurement variance 𝜖2𝑦 over 250 random initializations of the sampling strategies.
The right-hand plot displays the ratio of these randomly-initialized runs where Algorithm 7
directly outperforms or matches the other sampling strategies.
statistical verification.
Lastly, Figures 5-25 and 5-26 examine the use of CDF variance to identify regions
of likely prediction error. Both figures consider the low-variance case from Figure 5-23
and recompute the MAE after points with high CDF variance have been removed. In
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(a) Percent reduction vs Figure 5-23(a)
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(b) Percent reduction vs Figure 5-24(a)
Figure 5-25: [Example 5.6.2] Concentration of prediction error in points with the top 1% of
CDF variance. These plots illustrate the reduction in MAE after the points with the top
1% of CDF variance have been removed.
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(a) Percent reduction vs Figure 5-23(a)
20 30 40 50 60 70 80 90
# Samples
2
4
6
8
10
Pe
re
ce
nt
 Im
pr
ov
em
en
t (
%)
Open-Loop (Random)
PDF Mean
PDF Variance
CDF Variance
(b) Percent reduction vs Figure 5-24(a)
Figure 5-26: [Example 5.6.2] Concentration of prediction error in points with the top 5% of
CDF variance. These plots illustrate the reduction in MAE after the points with the top
5% of CDF variance have been removed.
Figure 5-25 after the points with the top 1% of CDF variance have been removed, the
MAE drops by 1-2% and even further by 4-7% in Figure 5-26 after the top 5% have
been removed. These reductions in MAE again demonstrate the value of approximate
CDF variance (5.18) for online identification of points with likely high prediction error,
irrespective of the exact sampling strategy.
188
5.6.3 Lateral-Directional Autopilot
The last example adds a stochastic wind field to the lateral-directional autopilot from
Section 4.4.4. In particular, the open-loop aircraft dynamics include a stochastic
Dryden wind field model [15], an aerospace standard for modeling random wind tur-
bulence. The wind turbulence model was initialized with a turbulence scale length of
533.4 meters and a high-altitude intensity exceedance probability of 10−1, common
settings for low-altitude, light wind turbulence. The rest of the aircraft simulation
model and control system remain unchanged.
The dominating performance requirement for the heading-hold autopilot is still
the altitude-hold requirement and the nominal specification remains unchanged: the
aircraft’s altitude must remain within 35 feet of the initial altitude at every point
along the trajectory [133,134]. Unlike Example 4.4.4, this stochastic example will also
explore the effect of loosening the 35 foot window as it drastically changes the 𝑝𝑠𝑎𝑡(𝜃)
function and the performance of the active sampling strategies. The satisfaction of
the altitude-hold performance requirement is tested against the four uncertain initial
conditions 𝜃 = [𝜃1, 𝜃2, 𝜃3, 𝜃4]
𝑇 corresponding to the Euler angles for roll, pitch, and
yaw and the longitudinal moment of inertia 𝐼𝑦𝑦. The sampling grid Θ𝑑 consists of
937,692 points that span 𝜃1 : [−60∘, 60∘], 𝜃2 : [4∘, 19∘], heading 𝜃3 : [75∘, 145∘], and
inertia 𝜃4 : [5430, 8430](𝑘𝑔 ·𝑚2), with a desired heading angle of 112∘.
The first part of this example assumes the STL robustness measurements 𝑦(𝜃)
follow a homoscedastic Gaussian distribution with a constant standard deviation 𝜖𝑦.
Each sample location in Θ𝑑 was tested offline 200 times to determine the empirical
mean 𝑦(𝜃) and standard deviation 𝜖𝑦(𝜃) of a Gaussian distribution fit to that data.
For the homoscedastic problem, the spatially-independent 𝜖𝑦 was created by averaging
𝜖𝑦(𝜃) across all 𝜃 ∈ Θ𝑑. This will be relaxed to heteroscedastic distributions during
the second portion of the example.
Figures 5-27 to 5-29 compare the four sampling strategies for different distribu-
tions of trajectory robustness measurements over 100 random initializations. First,
Figure 5-27 demonstrates the performance of Algorithm 8 on the standard problem
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Figure 5-27: [Example 5.6.3] Comparison of mean absolute error (MAE) convergence of the
four sampling strategies assuming the standard measurement distribution.
with the original performance requirement. Although Figure 5-27(b) indicates that
Algorithm 8 meets or exceeds the performance of the competing active sampling algo-
rithms at least 80% of the time, the actual percent improvement is rather low (7-9%).
If the altitude-hold requirement is relaxed by 10 feet, the mean 𝑦(𝜃) is shifted and Al-
gorithm 8’s improvement over the other three approaches becomes more pronounced,
now up to 10-12% at the conclusion of the procedure. If this altitude requirement
is relaxed even further to 20 feet, the distribution of 𝑦(𝜃) has changed rather drasti-
cally and Algorithm 8 demonstrates a clear 26% improvement over random and PDF
variance-based sampling and 8% boost over the PDF mean-focused metric. While the
merits of changing the requirement are debatable, this study is meant to highlight
the changes in algorithm performance due to the underlying distribution of the data.
As was seen in the last two examples, Algorithm 8 is consistently the best sampling
strategy regardless of the actual distribution of the data. This is particularly im-
portant when nothing is known in advance about the performance of the stochastic
nonlinear system.
Figure 5-30 further reiterates the use of CDF variance as a tool for online identi-
fication of areas of high prediction error. Since the actual MAE is unknown during
an actual testing scenario, the CDF variance is the only practical method to rank
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(a) MAE convergence
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Figure 5-28: [Example 5.6.3] Comparison of mean absolute error (MAE) convergence of the
four sampling strategies after the requirement is loosened by 10 feet.
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(a) MAE convergence
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Figure 5-29: [Example 5.6.3] Comparison of mean absolute error (MAE) convergence of the
four sampling strategies after the requirement is loosened by 20 feet.
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(a) Percent reduction after top 1% removed
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Figure 5-30: [Example 5.6.3] Concentration of prediction error in points with the top 1-5%
of CDF variance. These plots illustrate the reduction in MAE after the points with the top
1-5% of CDF variance have been removed.
regions in Θ𝑑 where confidence in the prediction accuracy is low. The two plots in
this figure demonstrate the same exact observations as before; when the points with
the top 1% and 5% of CDF variance are removed, the recomputed MAE experiences
a noticeable improvement in prediction accuracy, meaning most of the points with
high prediction error were removed.
Effects of Heteroscedastic Distributions
The stochastic lateral-directional autopilot is also a good example to highlight the
effects of heteroscedastic distributions with spatially-varying 𝜖𝑦(𝜃). The previous
figures averaged standard deviation 𝜖𝑦 over all 𝜃 ∈ Θ𝑑; however, the true 𝜖𝑦 will
vary across Θ𝑑. Figure 5-31 demonstrates the large changes in variance 𝜖
2
𝑦(𝜃) given
different parametric uncertainties. These variance levels correspond to the original
requirement with the 35 foot altitude window.
The real danger of the large changes in variance is how they will impact the
predictions if 𝜖𝑦 is assumed to be constant across Θ𝑑. At least in this example, het-
eroscedastic noise will not cause the baseline Gaussian process prediction model to
completely breakdown and fail to return any predictions, but it will negatively affect
the predictions. Figure 5-32 illustrates the increase in mean absolute error when the
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(a) 2D snapshot of variance at roll(0) = -60∘,
𝐼𝑦𝑦 = 6930(𝑘𝑔 ·𝑚2)
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(b) 2D snapshot of variance at roll(0) = +24∘,
𝐼𝑦𝑦 = 6930(𝑘𝑔 ·𝑚2)
Figure 5-31: [Example 5.6.3] Changes in variance 𝜖2𝑦(𝜃) across Θ𝑑 as the result of a het-
eroscedastic Gaussian distribution. As initial roll angle varies, the variance 𝜖2𝑦(𝜃) also
changes. These two figures are only snapshots of the changes across Θ𝑑, but highlight
the largest disparity in the values.
baseline homoscedastic GP from (5.8) is inadvertently applied to heteroscedastic dis-
tributions. In comparison to the homoscedastic version of the problem in Figure 5-27,
the four sampling algorithms have a noticeable increase in MAE levels. For the CDF
variance- and PDF mean-focused sampling procedures, the new values correspond to
a 44% and 46% increase over the results in Figure 5-27. The increase in MAE is even
higher for the passive and PDF variance-based procedures; they have a 93% and 113%
increase over the MAE levels in the homoscedastic problem. These results highlight
the need for careful consideration of whether Assumption 5.3 and the standard GP
(5.8) applies or whether the heteroscedastic GP discussed in Section 5.4 should be
used instead.
The use of heteroscedastic GP prediction models drastically improves some of the
prediction errors. Unfortunately, the variational HGP prediction method [138, 142]
presented in Section 5.4.1 is both very sensitive and expensive to train. In fact, the
heteroscedastic Gaussian process model will not work at all for random sampling al-
gorithms and the PDF mean-focused active sampling process. It will only return a
numerically stable result when training data is collected with the PDF variance-based
selection criteria or the new CDF variance-based criteria. These numerical instabili-
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Figure 5-32: [Example 5.6.3] Degradation in mean absolute error if the baseline homoscedas-
tic GP from (5.8) is applied to a heteroscedastic distribution.
ties highlight the need for more effective and numerically stable inference methods for
spatially-varying 𝜖𝑦, but that is beyond the scope of this thesis. Despite the trouble
with numerical stability, the results that did complete do indicate the potential of
heteroscedastic GPs to improve prediction errors. More specifically, closed-loop veri-
fication with heteroscedastic GPs drastically improves the MAE convergence for the
PDF variance-based approach. Figure 5-33 demonstrates a 41% reduction in mean
absolute error when closed-loop verification uses a heteroscedastic GP model versus a
homoscedastic GP regression model. Although numerical instabilities and sensitivi-
ties prevent a full comparison of the various approaches, this discussion does indicate
the challenges posed by spatially-varying 𝜖𝑦(𝜃) and modeling those distributions. Fu-
ture work should more carefully examine different modeling techniques for improved
inference given non-uniform Gaussian distributions.
5.7 Summary
This chapter developed stochastic extensions of the statistical verification approaches
in Chapter 4 to address the open problem of verification in stochastic nonlinear sys-
tems. The chapter presented three main contributions for stochastic verification.
First, Section 5.2.1 modified GP-based prediction models to handle noisy measure-
ments and predict the satisfaction probability function 𝑝𝑠𝑎𝑡(𝜃) at all points in Θ.
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Figure 5-33: [Example 5.6.3] Comparison of mean absolute error (MAE) convergence for
the PDF variance-based active sampling procedure using homoscedastic vs. heteroscedastic
GP models. As the true likelihood model has heteroscedastic noise, the heteroscedastic
GP should outperform the homoscedastic GP model, but the results indicate a significant
reduction in MAE.
Second, the chapter introduced CDF variance in Section 5.2.2 as an efficient method
for online quantification of prediction accuracy. Although the lack of an analytical
solution for CDF variance prevents it from explicitly measuring the accuracy, the ap-
proximation is still extremely useful for identification of regions with low prediction
confidence. Results in Section 5.6 repeatedly demonstrate this metric’s ability to cor-
rectly identify regions of high prediction error without external validation methods.
Lastly, the chapter developed new active sampling criteria for closed-loop verifica-
tion of stochastic systems. The new CDF variance-based algorithms were able to
consistently match or outperform the existing sampling strategies regardless of the
underlying distribution of the robustness measurements.
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Chapter 6
Extension: Stochastic Verification
with Bernoulli Evaluations of
Performance
Although Sections 5.4 and 5.5 discussed extensions to Algorithms 7 and 8 which enable
them to address a wider class of problems, the Gaussian process-based verification ap-
proach in Chapter 5 does not address all types of stochastic verification problems. In
particular, not all systems are able to provide real-valued measurements of trajectory
robustness. This chapter presents the more general form of stochastic verification
that encompasses a significantly wider class of possible problems. Rather than scalar
robustness measurements, this approach relies upon Bernoulli distributions of binary
evaluations of performance satisfaction to construct predictions models. As it re-
lies upon binary evaluations for feedback on trajectory robustness, this work can be
viewed as the stochastic equivalent of Chapter 3.
Despite the change to Bernoulli distributions, the chapter will follow roughly the
same structure as Chapter 5. The first section will rewrite the problem from Section
5.1 in terms of Bernoulli distributions of binary measurements. The next section will
introduce expectation propagation Gaussian process models as the new modeling and
inference method for predictions of the probability of satisfaction at different oper-
ating conditions. Given this prediction model, Section 6.2.2 will rederive closed-loop
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statistical verification to match the new inference method. Although the implemen-
tation details have changed, Section 6.2.2 will also show that the underlying selection
criteria is the same as in Section 5.3: reduce the variance of the cumulative distribu-
tion function. The last section will demonstrate the new verification procedures on
two relevant systems.
6.1 Problem Description
Consider the same exact form of stochastic closed-loop system from (5.1). In these
systems, the state dynamics are affected not by just deterministic parametric un-
certainties 𝜃, but also stochastic noise w(𝑡). The stochastic noise may come from a
variety of different sources, such as process and measurement noise, and is assumed to
be the sole source of randomness in the closed-loop system. Regardless of the source,
the end result of stochastic noise in the dynamics is the same: no two trajectories
will be the same.
Unlike Chapter 5, this work reverts back to the original type of performance
satisfaction measurements from Chapter 3.
Assumption 6.1. A certification oracle or expert provides deterministic Boolean
evaluations on whether a specific trajectory Φ(x(𝑡)|x0,𝜃) satisfied the performance
requirements. The Boolean evaluations are output as binary measurements where
𝑦 = +1 corresponds to “satisfactory” performance, while 𝑦 = −1 corresponds to
“unsatisfactory” performance.
The certification authority will return a single binary measurement for each trajectory.
Although the system dynamics are stochastic, the binary measurements themselves
are deterministic with respect to a given trajectory.
Remark 6.2. As was mentioned in Chapter 5, the measurements are assumed to
be deterministic with respect to the exact trajectory Φ(x(𝑡)|x0,𝜃).
Deterministic evaluations with respect to trajectory Φ(x(𝑡)|x0,𝜃) means that, given
the same exact sequence of states {x(𝑡 = 0), . . . ,x(𝑡), . . . ,x(𝑡 = 𝑇𝑓𝑖𝑛𝑎𝑙)}, the certifica-
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tion authority will always return the same measurement 𝑦 = {+1,−1}. Stochasticity
will cause any repeated simulations or experiments at the same (x0,𝜃) to produce
completely new sequences of states, but the binary measurements themselves are not
stochastic.
While binary evaluations 𝑦 = {+1,−1} are not as informative as non-binary
measurements with 𝑦 ∈ R, both types of measurements still indicate the same fun-
damental result: whether the trajectory satisfied the performance requirement. This
fact is an important observation as non-binary measurements 𝑦 ∈ R are not always
available, but binary evaluations are since the trajectory will either satisfy the re-
quirement or not. In many problems, the oracle/expert is only able to provide crude
Boolean evaluations of trajectory robustness rather than more informative STL ro-
bustness degrees or equivalents. For instance, if trajectories were rated by human
experts, it would be difficult and time consuming to have the human experts provide
non-discrete evaluations. In general, the most they would be expected to provide is a
score from a small discrete set of options, such as integers between 1− 10. Addition-
ally, the set of performance requirements themselves may not be in a form suitable for
STL or similar metrics. For example, inverse reinforcement learning (IRL) [151–153]
considers the problem of replicating the unknown, underlying reward function that
motivates a (human) expert’s actions. Verification problems with human certification
experts/oracles can easily be viewed as an IRL problem because the logic used by
the human expert is typically not known and hard to quantify. Therefore, it would
extremely difficult to compute a function that replicates the latent, underyling deci-
sion making process, but rather straightforward to simply query the expert for binary
evaluations and reproduce the shape. Essentially any verification problem will be able
to output binary measurements for trajectory robustness.
Despite the difference in measurement types, the verification problem remains the
same.
Definition 6.3. There exists a satisfaction probability function 𝑝𝑠𝑎𝑡(𝜃) ∈ [0, 1]
which defines the likelihood an arbitrary simulation or experimental test initialized at
𝜃 ∈ Θ will satisfy the performance requirement.
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The only difference between Definitions 5.4 and 6.3 is that P(𝑦(𝜃) > 0) = P(𝑦(𝜃) =
+1) for stochastic systems with binary measurements. In fact, the satisfaction proba-
bility function is actually the expected value of a Bernoulli distribution at parameter
setting 𝜃. Each trajectory initialized at 𝜃 can be viewed as a Bernoulli trial with
only two options - the corresponding binary measurement. Here, the two outcomes
are {−1,+1} rather than the customary {0, 1} in Bernoulli trials. The objective of
statistical verification is to compute an estimated satisfaction probability function̂︀𝑝𝑠𝑎𝑡(𝜃) to predict the likelihood of success at all operating conditions in Θ (the same
objective as Prob. 5.1).
The primary challenge with binary measurements in stochastic systems is that the
single binary measurement associated with each trajectory does not provide adequate
information about the likelihood of satisfaction by itself. Previously in Chapter 5,
one noisy measurement was suitable to estimate the entire distribution of 𝑦(𝜃) at that
parameter vector. Now, multiple measurements will need to be taken at the same 𝜃 lo-
cation in order for anything to be inferred about the probability P(𝑦(𝜃) = +1). These
multiple measurements define a binomial distribution at 𝜃, which is a finite sequence
of independent Bernoulli trials that are drawn from the same distribution. This bino-
mial distribution can be used to empirically estimate the underlying expected valuê︀𝑝𝑠𝑎𝑡(𝜃), but may require a substantial number of trajectories for ̂︀𝑝𝑠𝑎𝑡(𝜃) −→ 𝑝𝑠𝑎𝑡(𝜃).
Figure 6-1 demonstrates this slow convergence on a repeat of the example from Fig-
ure 5-2. A number of simulations are performed at the same parameter setting 𝜃, with
the resulting trajectories shown in Figure 6-1(a). Given a finite number of trajecto-
ries and corresponding measurements, the empirical estimate ̂︀𝑝𝑠𝑎𝑡(𝜃) in Figure 6-1(b)
only begins to approach the true 𝑝𝑠𝑎𝑡(𝜃) = 0.844 as the number of repetitions grows
larger than 20. From the perspective of predicting 𝑝𝑠𝑎𝑡(𝜃) at all 𝜃 ∈ Θ, 20 samples
is an intractably large number, as it would require 20 simulations or experiments at
each 𝜃 ∈ Θ. This issue will have to be addressed by the inference technique in order
for statistical verification to be a viable method.
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Figure 6-1: Binomial distributions for empirical computation of ̂︀𝑝𝑠𝑎𝑡(𝜃). The left-hand plot
displays 20 trajectories with the same initialization. The right-hand plot shows the change
in the empirical average for ̂︀𝑝𝑠𝑎𝑡(𝜃) as additional simulations are performed.
6.2 Probabilistic Classifiers for Stochastic Verifica-
tion
The fact that each simulation or experiment can only be regarded as a single, uninfor-
mative Bernoulli trial adds further complication to the statistical prediction model.
The model must still infer the change in 𝑝𝑠𝑎𝑡(𝜃) across Θ, but a single measurement
𝑦 can no longer define a distribution by itself as it did in Chapter 5. Instead, it is
necessary to obtain multiple trajectories at each training location in order to compute
an estimate for 𝑝𝑠𝑎𝑡(𝜃) at each training location,
̂︀𝑝𝑠𝑎𝑡(𝜃) = 1
𝑁𝐵
𝑁𝐵∑︁
𝑖=1
𝑦𝑖(𝜃) ∀𝜃 ∈ 𝒟 . (6.1)
This requirement for multiple measurements at each training location 𝜃 ∈ 𝒟 intro-
duces a second source of prediction error: the binomial confidence interval which
places bounds on |̂︀𝑝𝑠𝑎𝑡(𝜃) − 𝑝𝑠𝑎𝑡(𝜃)| according to ̂︀𝑝𝑠𝑎𝑡(𝜃) and the number of samples
at each training location 𝑁𝐵. As 𝑁𝐵 −→ ∞, the confidence interval around the
empirical estimate will shrink and therefore the impact of the value of 𝑁𝐵 at each
𝜃 ∈ 𝒟 should be directly incorporated into predictions.
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Various inference techniques for modeling a spatially-varying Bernoulli satisfaction
function already exist, but most use a variation of Gaussian processes [85, 154–156].
One approach of note is the beta-binomial Gaussian process model [154] that exploits
the fact beta distributions are conjugate priors for binomial distributions to perform
Bayesian inference on the binomial distribution at each training location. It augments
the standard GP model with an additional covariance term for the binomial sample
variance produced by beta-binomial inference. A similar and more common approach
is expectation propagation Gaussian process (EP-GP) regression [85, 155, 156] for
probabilistic classification with noisy binary outputs. Rather than operate on the
binary measurements directly, EP-GPs transform the outputs from the current prob-
lem’s [0, 1] domain to a GP’s (−∞,+∞) domain with a nonlinear transformation.
Ultimately, both approaches are very similar as they both predict 𝑝𝑠𝑎𝑡(𝜃), but this
chapter utilizes the EP-GP technique. The same underlying concepts can be readily
applied to beta-binomial GP models with only slight modifications.
6.2.1 Expectation Propagation Gaussian Process Models
The main difference between EP-GP models and the standard GPs presented in
Chapter 5 is that the new EP-GP regression models estimate 𝑝𝑠𝑎𝑡(𝜃) directly rather
than through the intermediary PDF for 𝑦(𝜃). While operations on 𝑝𝑠𝑎𝑡(𝜃) instead of
intermediary 𝑦(𝜃) seem more straightforward, Bernoulli-distributed trajectory mea-
surements complicate the construction of the Gaussian process prediction model. For
one, the GP output for ̂︀𝑝𝑠𝑎𝑡(𝜃) falls within the range [0, 1], but Gaussian processes tra-
ditionally operate in the (−∞,+∞) domain. Likewise, the binary trajectory robust-
ness observations (𝑦(𝜃) = {−1, 1}) are no longer Gaussian distributed and therefore
require a new likelihood model.
Both of these complications are addressed by the inverse probit transformation.
The inverse probit transformation [85,155] maps a real-valued latent function ℎ(𝜃) ∈
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R to 𝑝𝑠𝑎𝑡(𝜃) using the cumulative distribution of a standard Gaussian,
𝑝𝑠𝑎𝑡(𝜃) =
∫︁ ℎ(𝜃)
+∞
𝒩 (0, 1) = 1
2
+
1
2
erf
(︂
ℎ(𝜃)√
2
)︂
, (6.2)
or conversely
ℎ(𝜃) =
√
2 erf−1
(︂
2
(︁
𝑝𝑠𝑎𝑡(𝜃)− 1
2
)︁)︂
. (6.3)
To highlight the importance of the latent function during the computation of 𝑝𝑠𝑎𝑡(𝜃),
the inverse probit transformation will be written as 𝑝𝑠𝑎𝑡(𝜃) = Ψ(ℎ(𝜃)). Using the
probit model, the likelihood for a stochastic binary measurement becomes
P
(︁
𝑦(𝜃) = 1|ℎ(𝜃)
)︁
= Ψ(ℎ(𝜃))0.5𝑦(𝜃)+0.5 +
(︀
1−Ψ(ℎ(𝜃)))︀0.5𝑦(𝜃)−0.5
= Ψ
(︁
ℎ(𝜃) · 𝑦(𝜃)
)︁ (6.4)
since Ψ(ℎ(𝜃)) is symmetric. Additionally, as each measurement 𝑦(𝜃) is an indepen-
dent Bernoulli trial, the joint likelihood conveniently factorizes to
P(y|h) =
𝑁𝐵∏︁
𝑗=1
𝑁∏︁
𝑖=1
P(𝑦𝑖,𝑗|ℎ(𝜃𝑖)), (6.5)
assuming 𝑁 training locations and 𝑁𝐵 multiple measurements at each training loca-
tion. As before, the posterior distribution for the latent function h can be computed
by Bayes’ rule,
P(h|ℒ, 𝜓) ∝ P(y|h) P(h|𝒟, 𝜓), (6.6)
where P(h|𝒟, 𝜓) is the prior distribution. Despite the change in the likelihood model,
the prior distribution is still a multivariate Gaussian 𝒩 (h|m,K) with kernel function
𝜅, kernel hyperparameters 𝜓, and meanm. This chapter uses the squared exponential
kernel. In the absence of any prior knowledge about 𝑝𝑠𝑎𝑡(𝜃), the prior mean m is set
to E[ℎ(𝜃)] = 0, which corresponds to 𝑝𝑠𝑎𝑡(𝜃) = 0.5.
Due to the probit likelihood function, the posterior in (6.6) cannot be computed
analytically. Instead, the EP-GP model uses expectation propagation [85, 86] to
approximate the likelihood with a local likelihood approximation in the form of an
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unnormalized Gaussian,
P(𝑦(𝜃𝑖) = 1|ℎ(𝜃𝑖)) ≈ ̃︀𝑍𝑖𝒩 (ℎ(𝜃𝑖)|̃︀𝜇𝑖, ̃︀𝜎2𝑖 ), (6.7)
where ̃︀𝑍𝑖, ̃︀𝜇𝑖, ̃︀𝜎𝑖 are the site parameters. The EP-GP training process is quite involved,
but sequentially adjusts the site parameters to approximate the likelihood model best
supported by the observed training dataset. The training process will repeatedly
update these local approximations until the solution converges or it has run out
of allowable iterations. For a significantly more detailed description of the EP-GP
training process, see Chapter 3 in Rasmussen and Williams’ book [85].
The output of the training process is a Gaussian distribution𝒩 (︀ℎ(𝜃*)|𝜇ℎ(𝜃*),Σℎ(𝜃*))︀
that provides an approximate posterior predictive distribution for the latent function
ℎ(𝜃*) at arbitrary parameter vector 𝜃*. This predictive distribution for ℎ(𝜃*) defines
the expected probability of satisfaction,
̂︀𝑝𝑠𝑎𝑡(𝜃*) = ∫︁ Ψ(︀ℎ(𝜃*))︀𝒩 (︀ℎ(𝜃*)|𝜇ℎ(𝜃*),Σℎ(𝜃*))︀𝑑(ℎ(𝜃*))
=
1
2
+
1
2
erf
(︂
𝜇ℎ(𝜃*)√︀
1 + Σℎ(𝜃*)
)︂
.
(6.8)
Note that this final approximation is very similar to the Gaussian CDF from (5.14).
The variance of the predictions for 𝑝𝑠𝑎𝑡(𝜃), labeled 𝑉 (𝜃|ℒ, 𝜓) like it was in Chapter 5,
can be determined two different ways. First, it is possible to compute the variance us-
ing the predictive distribution for ℎ(𝜃*) and the inverse probit function. The resulting
approximate variance resembles (5.18) with 𝜖𝑦 = 1 since the inverse probit function
uses the standard Gaussian PDF. The second approach is to compute the variance of
the predictions as the variance of the Bernoulli distribution defined by ̂︀𝑝𝑠𝑎𝑡(𝜃). Both
approaches are explored in the upcoming closed-loop verification procedures and they
demonstrate very similar results.
Ultimately, the EP-GP model enables the verification framework to translate
stochastic binary data into predicted probability of requirement satisfaction at all
potential parametric uncertainties. The main downside of EP-GPs and all stochas-
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tic Bernoulli approaches is the additional computational cost associated with the
more complicated training process. The new site parameters add more variables that
must be optimized during the hyperparameter optimization process, which takes ad-
ditional computations and lengthens the training process in comparison to Chapter 5.
Likewise, multiple measurements are typically required at each training location and
therefore the training sets ℒ will have more datapoints, requiring more computational
resources and time to first perform the simulations or experiments and then compute
the predictions with the larger ℒ.
6.2.2 Closed-Loop Statistical Verification
Despite the change in measurements and prediction models, closed-loop statistical
verification with Bernoulli trials uses the same sampling procedures from Chapter 5
with only minor modifications. Algorithms 9-11 detail these new techniques. The
biggest differences between Algorithms 9-11 and the algorithms in Chapter 5 are
multiple simulations/experiments performed at each training location and a slight
change to the selection criteria.
Rather than select training locations based upon posterior CDF variance reduction
as in Section 5.3, these new variants will only select training locations with the highest
current CDF variance. There is no analytical method for computing posterior CDF
variance at a particular training location like there was for Gaussian-distributed mea-
surements. However, the analysis in Section 5.3 did identify the posterior reduction
in CDF variance was generally highest at 𝜃 locations with large CDF variance. Thus,
the three active sampling algorithms for Bernoulli distributions examine current CDF
variance in place of the unknown posterior CDF variance reduction.
The use of multiple measurements at each training location adds an additional
for-loop. For example, in Algorithm 9 after the best training location 𝜃 has been
selected, the algorithm performs 𝑁𝐵 simulations or experiments at 𝜃. All 𝑁𝐵 of the
corresponding measurements are then added to y instead of a single scalar value.
Algorithms 10 and 11 have a similar modification so that ultimately 𝑁𝐵 trajectories
are obtained for each of the 𝑀 training locations in the batch 𝒮. Because the CDF
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Algorithm 9 Sequential closed-loop stochastic verification framework
1: Input: initial training set ℒ = {𝒟,y}, available sample locations 𝒰 , # of itera-
tions 𝑇 , # of simulations at each location 𝑁𝐵
2: Initialize: train EP-GP prediction model
3: for 𝑖 = 1, 2, . . . , 𝑇 do
4: Select 𝜃 = argmax
𝜃∈𝒰
𝑉 (𝜃|ℒ, 𝜓)
5: for 𝑗 = 1, 2, . . . , 𝑁𝐵 do
6: Perform test at 𝜃, obtain measurements 𝑦(𝜃)
7: Add {𝜃, 𝑦(𝜃)} to training set ℒ
8: end for
9: Retrain EP-GP model with updated ℒ
10: end for
11: Return: expected value of the satisfaction probability function ̂︀𝑝𝑠𝑎𝑡(𝜃) and cor-
responding variance 𝑉
(︀
𝜃|ℒ, 𝜓)︀
variance will be more sensitive in regions where ̂︀𝑝𝑠𝑎𝑡(𝜃) ≈ 0.5, it may be advantageous
to obtain more trajectory data at parameter settings with ̂︀𝑝𝑠𝑎𝑡(𝜃) ≈ 0.5 than at points
where ̂︀𝑝𝑠𝑎𝑡(𝜃) is close to 0 or 1. Therefore, the algorithms do not remove sampled
locations from the list of available training locations, meaning 𝒰 = Θ𝑑. This allows the
algorithm to ultimately select more than 𝑁𝐵 measurements at a particular parameter
setting if the selection criterion expects these additional measurements will improve
the predictions.
6.3 Simulation Results
In order to highlight the benefits and limitations of closed-loop statistical verification
with Bernoulli measurements, Algorithms 10 and 11 are demonstrated on two stochas-
tic versions of systems from earlier chapters. The first example examines the same
problem from Section 5.6.1 in the last chapter, while the second example considers a
stochastic version of the Van der Pol oscillator from Section 3.5.1. This last example
will also identify cases where the new CDF variance-based active sampling algorithms
will not demonstrate significant improvements over other sampling strategies.
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Algorithm 10 Batch closed-loop stochastic verification framework using importance-
weighted random sampling
1: Input: initial training set ℒ = {𝒟,y}, available sample locations 𝒰 , # of itera-
tions 𝑇 , batch size 𝑀 , # of simulations at each location 𝑁𝐵
2: Initialize: train EP-GP prediction model
3: for 𝑖 = 1, 2, . . . , 𝑇 do
4: Initialize: 𝒮 = ∅
5: Transform 𝑉 (𝜃|ℒ, 𝜓) into probability distribution 𝑃𝑉 (𝜃)
6: Generate 𝑀 random samples from 𝑃𝑉 (𝜃), add to 𝒮
7: for 𝑗 = 1, 2, . . . , 𝑁𝐵 do
8: Perform tests ∀𝜃 ∈ 𝒮, obtain measurements y𝒮
9: Add {𝒮,y𝒮} to training set ℒ
10: end for
11: Retrain EP-GP model with updated ℒ
12: end for
13: Return: expected value of the satisfaction probability function ̂︀𝑝𝑠𝑎𝑡(𝜃) and cor-
responding variance 𝑉
(︀
𝜃|ℒ, 𝜓)︀
Algorithm 11 Batch closed-loop stochastic verification framework using determi-
nantal point processes
1: Input: initial training set ℒ = {𝒟,y}, available sample locations 𝒰 , # of itera-
tions 𝑇 , batch size 𝑀 , # of simulations at each location 𝑁𝐵
2: Initialize: train EP-GP prediction model
3: for 𝑖 = 1, 2, . . . , 𝑇 do
4: Initialize: 𝒮 = ∅
5: Transform 𝑉 (𝜃|ℒ, 𝜓) into probability distribution 𝑃𝑉 (𝜃)
6: Generate 𝑀𝑇 random samples from 𝑃𝑉 (𝜃), construct k-DPP
7: Generate 𝑀 random samples from k-DPP, add to 𝒮
8: for 𝑗 = 1, 2, . . . , 𝑁𝐵 do
9: Perform tests ∀𝜃 ∈ 𝒮, obtain measurements y𝒮
10: Add {𝒮,y𝒮} to training set ℒ
11: end for
12: Retrain EP-GP model with updated ℒ
13: end for
14: Return: expected value of the satisfaction probability function ̂︀𝑝𝑠𝑎𝑡(𝜃) and cor-
responding variance 𝑉
(︀
𝜃|ℒ, 𝜓)︀
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6.3.1 Concurrent Learning Model Reference Adaptive Con-
troller
This example considers the same stochastic CL-MRAC system from Section 5.6.1.
The uncertain open-loop system is subject to two parametric uncertainties 𝜃 =
[𝜃1, 𝜃2]
𝑇 and also corrupted by zero-mean Gaussian process noise w(𝑡) ∼ 𝒩 (0,Σ𝑤)
with diagonal covariance matrix Σ𝑤 = diag([5, 5]). The adaptive control system es-
timates the two uncertain parameters and attempts to track the desired reference
trajectory x𝑚(𝑡). The performance requirement states the state variable 𝑥1(𝑡) must
remain within 1 unit of the reference state 𝑥𝑚1(𝑡) over the entire 40 second trajec-
tory for the trajectory’s performance to be considered “satisfactory”, i.e. 𝑦 = +1.
As before, the set of all possible parameter settings (Θ) was approximated with a
finite sampling grid Θ𝑑 of 40,401 possible parameter vectors spanning |𝜃1| ≤ 10 and
|𝜃2| ≤ 10.
The true probability of requirement satisfaction 𝑝𝑠𝑎𝑡(𝜃) is directly taken from the
same dataset used in Section 5.6.1. In order to determine 𝑝𝑠𝑎𝑡(𝜃), 50 simulations
were performed at each of the possible sampling locations in Θ𝑑 and the cumulative
distribution produced 𝑝𝑠𝑎𝑡(𝜃). The true probability of satisfaction is displayed in
Figure 6-2, which is the same exact shape shown earlier in Figure 5-9. Unlike that
previous example, the satisfaction of the requirements is not measured through real-
valued scalar measurements, but rather through binary evaluations 𝑦(𝜃) = {−1, 1}.
This example compares both Algorithms 10 and 11 against one another as well
as a random sampling procedure. Because of the lack of non-binary measurements in
these problems, there are no existing PDF mean- or variance-based active sampling
procedures to compare Algorithms 10 and 11 against. Instead, an active sampling
algorithm that selects 𝜃 vectors with ̂︀𝑝𝑠𝑎𝑡(𝜃) predictions closest to ̂︀𝑝𝑠𝑎𝑡(𝜃) = 0.5
was developed as a rough equivalent to the PDF mean-based procedure from the
preceding chapter. In this example, all of the sampling procedures start with 30
randomly-selected initial training locations with 5 simulations performed at each of
these locations for a total of 150 binary evaluations in ℒ. Figure 6-3(a) displays one
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Figure 6-2: [Example 6.3.1] True probability of satisfaction 𝑝𝑠𝑎𝑡(𝜃) for the stochastic CL-
MRAC system. Note, this is the same 𝑝𝑠𝑎𝑡(𝜃) from Figure 5-9.
(a) At the initial training step (b) After 20 iterations of Algorithm 11
Figure 6-3: [Example 6.3.1] Predicted satisfaction probability function at the initial training
step and after 20 iterations of Algorithm 11.
of these initial training datasets and the resulting ̂︀𝑝𝑠𝑎𝑡(𝜃). In comparison to the true
shape in Figure 6-2, these predictions fail to adequately replicate the true probability
function 𝑝𝑠𝑎𝑡(𝜃).
The four sampling approaches operate in batches of 𝑀 = 5 training locations
and 𝑁𝐵 = 5 simulations at each of those training locations until a limit of 𝑇 = 20
iterations has been reached. Figure 6-3(b) illustrates the final predictions after 20
iterations of Algorithm 11 have been performed. The resulting predictions are sig-
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Figure 6-4: [Example 6.3.1] Comparison of mean absolute error (MAE) convergence for the
different sampling strategies. The results compare both Algorithms 10 (IW) and 11 (DPP)
against the CDF mean-focused and open-loop approaches.
nificantly more accurate estimates of 𝑝𝑠𝑎𝑡(𝜃) from Figure 6-2 than the initial step in
Figure 6-3(a). Indeed, all four sampling approaches are able to noticeably reduce the
mean absolute error (MAE), as seen in Figure 6-4. This figure compares the distri-
bution of mean absolute errors over 150 randomly-initialized test cases. Algorithms
10 and 11 demonstrate extremely similar MAE convergence, with DPP-based Algo-
rithm 11 slightly outperforming the importance-weighted sampling approach. The
improvement in MAE convergence over the competing sampling approaches is shown
in Figure 6-5. Both of the new active sampling algorithms based upon CDF variance
either outperform or match the MAE convergence of the open-loop random sampling
procedure and the active sampling procedure that uses the CDF mean-focused se-
lection criterion. As was seen in Figure 6-4, the DPP-based algorithm is slightly
better than Algorithm 10. All of these results suggest the proposed active sampling
algorithms based upon CDF variance will select informative 𝜃 ∈ Θ𝑑 to improve the
predictions.
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(a) Algorithm 10: CDF variance (IW)
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(b) Algorithm 11: CDF variance (DPP)
Figure 6-5: [Example 6.3.1] Ratio of runs where Algorithms 10 and 11 directly outperform
or match the MAE levels of the other sampling approaches.
6.3.2 Stochastic Van der Pol Oscillator
The second example is a stochastic version of the unstable Van der Pol oscillator
from Section 3.5.1. However, the Van der Pol oscillator is not naturally a stochastic
system, so stochasticity was artificially added to the problem. The dynamics (3.19)
are kept deterministic, but the initial conditions x(0) = [𝑥1(0), 𝑥2(0)]
𝑇 are corrupted
by stochastic noise. As was the case in Section 3.5.1, the initial conditions are also
functions of parametric uncertainties 𝜃. In short, the initial conditions x(0) are given
by
x(0) = x0 + 𝜃 +w (6.9)
where x0 = [0, 0]
𝑇 , 𝜃 = [𝜃1, 𝜃2]
𝑇 , and w = diag([0.01, 0.01]). These initial conditions
ultimately determine the stability of the nonlinear system.
Due to the stochasticity, a particular 𝜃 vector will no longer deterministically
decide whether the system is stable or not, as was seen in Figure 3-1. Instead, there
will be a probability that the system’s subsequent trajectory is stable. The underlying
probability of satisfaction function 𝑝𝑠𝑎𝑡(𝜃) is shown in Figure 6-6. In comparison to
Figure 3-1(a), the probability of satisfaction is no longer just P(𝑦(𝜃) = 1) ∈ {0, 1},
but covers the whole range of probabilities between 0 and 1. Despite the change
to 𝑝𝑠𝑎𝑡(𝜃) ∈ [0, 1], it is still possible to see the rough outline of the deterministic
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Figure 6-6: [Example 6.3.2] True probability of satisfaction 𝑝𝑠𝑎𝑡(𝜃) for the stochastic Van
der Pol oscillator.
region-of-attraction from Figure 3-1(a).
The comparison of the active sampling procedures is similar to the preceding CL-
MRAC example. In this example, the four sampling strategies all start from an initial
training dataset of 20 randomly-selected training locations with 5 simulations at each
location for a total of 100 initial training datapoints. These training points are taken
from grid Θ𝑑 of 14,461 possible sample locations covering 𝜃1 : [−3, 3] and 𝜃2 : [−3, 3].
An initial training dataset and the resulting prediction model for ̂︀𝑝𝑠𝑎𝑡(𝜃) is shown
in Figure 6-7(a). The initial predictions do not adequately estimate the true 𝑝𝑠𝑎𝑡(𝜃)
and more samples are needed. The four sampling strategies operate in batches of
𝑀 = 5 training locations with 𝑁𝐵 = 5 simulations at each of those locations. The
procedures will run until a limit of 𝑇 = 20 iterations has been reached. The same
example from Figure 6-7(a) after the completion of the 20 iterations of Algorithm 11
are shown in Figure 6-7(b). While it does not perfectly replicate the true 𝑝𝑠𝑎𝑡(𝜃), the
model’s output for ̂︀𝑝𝑠𝑎𝑡(𝜃) is a closer approximation of 𝑝𝑠𝑎𝑡(𝜃).
Figures 6-8 and 6-9 compare the prediction performance of the various sampling
approaches over 150 randomly-initialized test runs. Just as in Section 6.3.1, Al-
gorithms 10 and 11 demonstrate lower average MAE than the other sampling ap-
proaches. When the results for the CDF mean-based and open-loop, random sam-
212
(a) At the initial training step (b) After 20 iterations of Algorithm 11
Figure 6-7: [Example 6.3.2] Predicted satisfaction probability function at the initial training
step and after 20 iterations of Algorithm 11.
pling procedures are directly compared against the results from Algorithms 10 and
11 in each of the 150 test runs, the CDF variance-based approaches outperform or
match the mean absolute error levels of the other strategies in nearly 100% of the
test run. This favorable MAE performance indicates Algorithms 10 and 11 are the
best active sampling strategies to employ in order to minimize prediction error for
this particular example.
While the new CDF variance-based sampling algorithms clearly outperformed the
other strategies in the VDP example with stochastic noise set tow = diag ([0.01, 0.01]),
their improvement over the competing strategies will diminish as the noise increases.
When the noise is increased to w = I, the true probability of satisfaction 𝑝𝑠𝑎𝑡(𝜃) has
a much lower gradient. This new shape is shown in Figure 6-10. Due to the more
gradual slope, a significantly higher ratio of the datapoints fall between 𝑝𝑠𝑎𝑡(𝜃) = 0
and 1 and a larger portion of those 𝜃 locations have 𝑝𝑠𝑎𝑡(𝜃) ≈ 0.5. In fact, 63% of
Θ𝑑 has a probability of satisfaction between 0.2 and 0.8 and 77% is between 0.1 and
0.9. For the original noise setting with w = diag ([0.01, 0.01]), these percentages were
only 25% and 36%. Since the CDF variance is generally much higher at points with
a probability of satisfaction near 0.5, all those points will have a similar level of CDF
variance and the probability P𝑉 (𝜃) used by both Algorithms 10 and 11 will be closer
to the uniform distribution used by the open-loop, random sampling approach. Like-
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Figure 6-8: [Example 6.3.2] Comparison of mean absolute error (MAE) convergence for the
different sampling strategies. The results compare both Algorithms 10 (IW) and 11 (DPP)
against the CDF mean-focused and open-loop approaches.
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(a) Algorithm 10: CDF variance (IW)
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(b) Algorithm 11: CDF variance (DPP)
Figure 6-9: [Example 6.3.2] Ratio of runs where Algorithms 10 and 11 directly outperform
or match the MAE level of the other sampling approaches.
wise, since a larger majority of the points in Θ𝑑 have a probability of satisfaction that
is close to 𝑝𝑠𝑎𝑡(𝜃) = 0.5, the CDF mean-based sampling criterion that selects points
with ̂︀𝑝𝑠𝑎𝑡(𝜃) close to 0.5 will more evenly distribute training locations than it had be-
fore with the higher magnitude gradient in Figure 6-6. Therefore, the different sample
selection criteria weight the different sampling locations similarly and will none will
have a clear advantage over the others. This exact result is seen in Figure 6-11 where
all four of the sampling strategies have roughly the same MAE convergence. For
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Figure 6-10: [Example 6.3.2] True probability of satisfaction 𝑝𝑠𝑎𝑡(𝜃) for the high variance
case.
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Figure 6-11: [Example 6.3.2] Comparison of mean absolute error (MAE) convergence for the
different sampling strategies for the high variance case. The results compare both Algorithms
10 (IW) and 11 (DPP) against the CDF mean-focused and open-loop approaches.
comparison, this same trend was observed in Section 5.6 as the stochastic noise was
increased in the CL-MRAC and autopilot examples. These results don’t necessarily
identify a problem with the CDF variance selection criteria since the MAE perfor-
mance is the same as the other procedures, but definitely highlight the limitations of
Algorithms 10 and 11 when applied to systems with large stochastic noise.
215
6.4 Summary
This chapter redeveloped the stochastic statistical verification frameworks from Chap-
ter 5 for problems that are only able to produce binary measurements of performance
requirement satisfaction. These binary measurements are Bernoulli trials drawn from
the underlying probability function 𝑝𝑠𝑎𝑡(𝜃) that describes the probability of require-
ment satisfaction at every possible parameter setting. Section 6.2 introduced expec-
tation propagation Gaussian processes as the modeling and inference technique for
predicting 𝑝𝑠𝑎𝑡(𝜃) and Section 6.2.2 detailed the necessary changes to the closed-loop
statistical verification methods to accept binary measurements. The two examples
in Section 6.3 demonstrated the effectiveness of the modified statistical verification
frameworks and highlighted their strengths and limits.
In comparison to Chapter 5, this Chapter makes no restrictive assumptions about
the type or distribution of measurements. Due to the binary nature of verification,
every stochastic verification problem can be rederived as a problem with Bernoulli
distributions of binary measurements. As a result, every example from Chapter 5
can actually be written in terms of Bernoulli distributions. While this fact serves as
bridge between the two chapters and explains why they share the same concepts and
general approaches, it does not mean every stochastic verification problem should be
converted into this chapter’s more general representation. The increased complexity
of EP-GP models increases the computational cost of training in comparison to the
the standard Gaussian prediction models in Chapter 5. More importantly, these
procedures also generally require more simulations or experimental runs in order to
converge to a similar level of prediction errors. Therefore, the work presented in this
chapter is an alternative approach to Chapter 5 that can handle a wider class of
problems, but which also sacrifices efficiency and prediction accuracy for this wider
applicability.
216
Chapter 7
Multi-Stage Verification and
Experimental Testing
This chapter addresses implementation challenges that arise during multi-stage veri-
fication and develops new procedures specifically tailored to real-world, experiment-
based scenarios with stringent safety considerations. As discussed in Section 1.2.1 and
displayed in Figure 1-2(b), verification sometimes spans multiple stages of increasing
complexity and fidelity. For instance in aircraft control system design, the closed-
loop performance of the aircraft would first be verified in lower-fidelity simulation
models to weed out wildly undesirable designs, then verified with more realistic sim-
ulations models, before the final design is flight tested on a flying prototype. In order
to speed up the process and improve the efficiency, information from earlier stages
should be passed to later stages in a principled manner. Additionally, a final stage
with actual hardware testing typically imposes a new set of constraints on the verifi-
cation procedure. Particularly when examining safety requirements, the closed-loop
system’s failure to satisfy a requirement might translate into partial or complete loss
of the prototype. As opposed to simulation-based verification where successes and
failures share the same computational cost, the cost of experimental failures greatly
outweighs the cost of satisfactory trajectories, so the verification procedure should
avoid failures. The following chapter both addresses forward transfer of information
between verification stages as well as introduces new procedures to minimize the risk
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of experimental failures during data-driven verification.
The chapter is organized around four sections. First, Section 7.1 presents a simple,
but theoretically-justified, approach to transfer information from earlier verification
stages to later stages. This approach inputs the predictions from earlier stages as
nonzero-mean priors in order to incorporate their effect without assuming they are
completely accurate in the later stages. Section 7.2 introduces the problem of fail-
ure constraints in experiment-based statistical verification, where the greater cost
of trajectories that fail to satisfy safety requirements motivates the need to avoid
parametric uncertainties associated with a high probability of failure. The failure-
adverse closed-loop statistical verification procedures in Section 7.3 are specifically
developed to minimize the number of failures during the verification process and are
demonstrated in Section 7.4.
7.1 Forward Transfer in Multi-Stage Verification
One of the main challenges in multi-stage verification is the incorporation of predic-
tions from preceding verification stages into the training process of the prediction
model in later stages. This challenge evolves out of a number of different consider-
ations. First, earlier verification stages typically use lower-fidelity models with sim-
plified dynamics while the later stages rely upon more realistic models with higher-
order dynamics and higher-fidelity effects. At the extreme, real-world experiments
are treated as the highest-fidelity “simulator” with unmodeled dynamics. However
slight the differences between lower- and higher-fidelity models, they may be enough
to result in drastically different predictions, which makes it inadvisable to blindly
trust the accuracy of predictions from earlier verification stages in later stages.
Similarly, the various stages could address different verification problems where
the objectives do not completely overlap. For instance, the closed-loop system may be
verified on a deterministic simulation model before it is verified on a stochastic sim-
ulation model. However, the binary classification objective of Θ𝑠𝑎𝑡/Θ𝑓𝑎𝑖𝑙 in Chapters
3 and 4 is different than the prediction of the satisfaction probability function 𝑝𝑠𝑎𝑡(𝜃)
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in Chapters 5 and 6. Potential differences in verification objectives will challenge the
transfer of predictions into later stages.
While these issues seem to discourage the transfer of information between stages,
it is also important to highlight the potential improvements in efficiency and accuracy
forward transfer of predictions may provide. As shown in Figure 1-2(b), the initial
verification stages will be used to prune out poorly-performing control system designs
earlier in the process as they will typically rely upon less expensive models. Even if
the information is completely discarded between different stages, the initial stages will
still improve the efficiency of the total process by avoiding wasted time or resources on
those extremely undesirable designs. However, the initial stage’s information could
still be useful to the later stages as it would indicate regions where the system is
expected to have extremely poor performance or vice-versa. Ultimately, multi-stage
verification needs to carefully balance the influence of prior information from earlier
stages with the potential for discrepancies between the different stages’ models.
7.1.1 Forward Transfer with Nonzero Priors
The solution to the challenge of balancing prior information with the potential for
discrepancies between models, at least in Chapters 4-6, is informative priors. The
approaches in all three of those chapters use nonparametric Gaussian processes to
infer the satisfaction of the performance requirements over the full set of possible
uncertainties Θ given a limited amount of training data. During the training pro-
cess, the statistical verification techniques assumed a zero-mean prior 𝒩 (0,K) for
the measurements in order to avoid incorrectly biasing the predictions without any
prior knowledge. This work replaces that zero-mean prior with the predictive output
of the GP in the preceding verification stage as a nonzero-mean prior in order to
explicitly incorporate that GP output as prior knowledge. Related work in multi-
fidelity [10, 28] and inverse [153] reinforcement learning has demonstrated significant
improvements in reinforcement learning policy convergence using nonzero-mean pri-
ors. In those problems, the learned policy’s cost function from the first model enters
as a nonzero-mean prior into the learning of an improved policy on a second model.
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This section uses the same general concept, but instead passes predictions of the
trajectory robustness measurements in place of reinforcement learning policies.
The key assumption underlying forward transfer in multi-stage verification is that
the system and parametric uncertainties under consideration are the same between
stages.
Assumption 7.1. The verification stages all examine the same dynamical system,
albeit with different levels of model fidelity, and vary the same parameters 𝜃 ∈ Θ.
In short, Assumption 7.1 states that the verification stages must all address the same
problem. It makes little sense to exchange predictions between models with drastically
different dynamics and operating conditions. For instance, a simulation model of a
fixed-wing airplane has extremely little overlap with a simulation model of a car.
Likewise, it makes little sense to exchange predictions between stages if they aren’t
varying the same 𝜃 conditions. The stages need to be relatively similar, although the
exact definition of “similar enough” will likely subjectively change with the specific
application.
It is possible reuse earlier work with a different requirement to aid the analysis of
the system’s robustness to a new requirement. Assuming the relevant state trajectory
data is available and has been saved, it is straightforward to examine the satisfaction
of a new requirement over the course of the past trajectories. However, this reuse
of past trajectory data to analyze a new requirement will only be correct when the
earlier work varied the same parameters of current interest. Again, Assumption 7.1
ensures the earlier work is actually relevant to the current analysis.
Nonzero-Mean Priors
In both the deterministic and stochastic verification frameworks from Chapters 4 and
5, the trained Gaussian process regression model will output a posterior predictive
distribution for the scalar trajectory robustness measurement 𝑦(𝜃*) at an arbitrary
parameter vector 𝜃*. With the earlier verification stage considered as “Stage 1”, the
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GP output from this stage is labeled
P(𝑦(𝜃*)|ℒ1,𝜃*, 𝜓1) = 𝒩
(︀
𝜇1(𝜃*),Σ1(𝜃*)
)︀
, (7.1)
where ℒ1 is the training dataset in Stage 1, 𝜓1 is the learned kernel hyperparameters,
𝜇1(𝜃*) is the predictive mean at 𝜃*, and Σ1(𝜃*) is the predictive covariance, assuming
a deterministic verification problem from Chapter 4. If the closed-loop system is
stochastic, the predictions would also include likelihood model hyperparameters 𝜗1
and the predictive covariance for 𝑦(𝜃*) would add 𝜖2𝑦 to Σ1(𝜃*) like in (5.9).
Regardless of whether the problem is deterministic or stochastic, the Gaussian
process regression model outputs a posterior predictive mean 𝜇1(𝜃*) for the expected
robustness measurement 𝑦(𝜃*). This predictive mean is directly incorporated into the
prediction of 𝑦(𝜃*) in the subsequent verification stage, “Stage 2”, as a nonzero mean in
the prior distribution 𝒩 (𝜇1,K). This nonzero mean on the prior will carry through
the GP training process and contribute to the posterior predictive distribution for
𝑦(𝜃*) in Stage 2. When Stage 2 is a stochastic verification problem, this posterior
predictive distribution is written as
P(𝑦(𝜃*)|ℒ2,𝜃*, 𝜓2, 𝜗2) = 𝒩
(︀
𝜇2(𝜃*),Σ2(𝜃*) + 𝜖2𝑦
)︀
, (7.2)
where the posterior mean and covariance are given by
𝜇2(𝜃*) = 𝜇1(𝜃*) +K𝑇* (K+ 𝜖
2
𝑦I)
−1(y2 − 𝜇1)
Σ2(𝜃*) = K** −K𝑇* (K+ 𝜖2𝑦I)−1K*
(7.3)
and 𝜇1 is 𝜇1(𝜃) evaluated at all the training locations in ℒ2 corresponding to measure-
ments y2. The covariance Σ2(𝜃*) is not affected by the earlier predictions. Whenever
Stage 1’s predictions (𝜇1) disagree with Stage 2’s observations (y2), the GP predic-
tion model will incorporate the difference into the predictions for 𝜇2(𝜃) and correct
for disagreements between the stages. As desired, this balances the influence of Stage
1’s predictions upon the results in Stage 2 with the possibility Stage 1’s predictions
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(a) Prior with zero mean 𝑦(𝜃) ∼ 𝒩 (0,K) (b) Prior with nonzero mean 𝑦(𝜃) ∼ 𝒩 (𝜇1,K)
Figure 7-1: Illustration of priors on 𝑦(𝜃) with zero and nonzero means. The nonzero-mean
prior in the right-hand plot is taken from the GP output for 𝜇(𝜃) in Figure 5-13(a).
may be incorrect.
Note that Stage 1 was written as a deterministic verification problem while Stage
2 has stochastic measurements. This highlights the fact the predictive mean can be
passed between both types of problems without modification. Additionally, the prob-
lem also labeled the kernel hyperparameters 𝜓1 and 𝜓2 because they do not necessarily
have to agree and the same holds for 𝜗1 and 𝜗2. Given their respective training sets
ℒ1 and ℒ2, the hyperparameter optimization process may choose a different set of
hyperparameters for 𝜓2. However, it may be advantageous to also use 𝜓1 as a prior to
𝜓2 during the hyperparameter optimization process to improve convergence if that is
required. Differences between (𝜓1, 𝜓2) and (𝜗1, 𝜗2) will have no effect on 𝜇1(𝜃) as the
predictive mean 𝜇1(𝜃) is not changed and will be kept constant regardless of (𝜓2, 𝜗2).
Figure 7-1 illustrates the difference between zero- and nonzero-mean priors on
the CL-MRAC example from Section 5.6.1. The zero-mean prior in Figure 7-1(a)
provides no initial information about the values of 𝑦(𝜃) over the compact set Θ. All
the points in Θ have the same value. In comparison, the posterior predictive output
from one of the trained Gaussian processes can be used as a nonzero-mean prior, seen
in Figure 7-1(b). This nonzero mean transfers the first GP’s prediction as the prior
predictive distribution for 𝑦(𝜃), which results in the visible difference between the
two plots.
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Limitations of Informative Priors
Up to this point, the discussion in this section has only considered the two problems
in Chapters 4 and 5, but the same process can be applied to the problems addressed
in Chapter 6. In those problems, the predictions for the latent function ℎ(𝜃*) would
be passed from Stage 1 to Stage 2. The use of the latent function and binary mea-
surements precludes mixing problems from Chapter 6 with the other two problems,
at least with the current modeling approaches. In general, this does not pose a sig-
nificant restriction since Chapter 6 bases the predictions upon binary measurements
while Chapters 4 and 5 rely upon continuous measurements. Most multi-stage prob-
lems will use a consistent measurement scheme if predictions will be passed between
stages.
Similarly, it is also important to point out that the approach in (7.3) does not in-
clude any contribution from Stage 1’s predictive covariance Σ1(𝜃), only the predictive
mean 𝜇1(𝜃). The absence of Σ1(𝜃) in (7.3) does present a limitation to the indicated
approach and a more complex formulation is necessary to incorporate Σ1(𝜃) directly
into the predictions in Stage 2. The future work section in Chapter 8 describes a
number of recent developments in multi-fidelity reinforcement learning and inference
techniques with the potential to address this limitation; however, they require a sig-
nificantly more complex approach than the straightforward method in (7.3).
Although it is not a solution to the issue, the typical utilization of multi-stage
approaches minimizes the impact of the absence of Σ1(𝜃) in (7.3). The common
motivation behind multi-stage verification is to minimize the reliance upon costly
higher-fidelity models in the later stages and perform more analysis in the earlier
stages with less-expensive models. This preference for lower-fidelity models means
Stage 1 involves significantly more simulations than Stage 2. Although a larger num-
ber of datapoints in Stage 1 does not explicitly guarantee Σ1(𝜃) will be small, an
intelligent dispersion of these datapoints across Θ𝑑 would generally translate to lower
Σ1(𝜃) values. If the concern over Σ1(𝜃) is great enough, Stage 1 could utilize a
different active sampling approach, such as the PDF variance-based procedures, to
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minimize Σ1(𝜃). Again, these do not explicitly address the absence of Σ1(𝜃) in the
second stage’s predictions, but they do discuss the overall impact of it. The future
work in Chapter 8 identifies extensions to directly solve that issue.
7.2 Impact of Failures in Experimental Testing
In many multi-stage verification problems, the last stage of the process is verification
using real-world prototypes and experimental testing. For example, in unmanned
aerial vehicles this would involve a number of flight tests of the vehicle at different
operating conditions. Due to the time and effort spent to setup and perform just
one experiment, it is desirable to minimize the number of experiments needed to ac-
curately predict whether the closed-loop system satisfies a performance requirement.
This further motivates careful selection of training experiments, to an even greater
extent than in simulation-based verification. However, this section discusses an en-
tirely new set of issues encountered during many real-world experiments that are not
experienced in simulation-based verification.
During verification of safety requirements for physical systems such as aircraft,
cars, or robots, the cost of a trajectory that fails to satisfy the requirement may far
exceed the cost of a trajectory that does. For instance, a simple safety requirement for
an aircraft is Federal Aviation Regulations (FAR) Part 25.333, pictured in Figure 7-
2. This requirement states the aircraft must avoid the maneuvering or never-exceed
speeds in the flight envelope during various maneuvers or else the aircraft risks partial
or total structural failure. In the best case where the aircraft fails to meet FAR 25.333,
the aircraft will only suffer light damage and require either a complete overhaul or
scrapping once the vehicle lands. In the worst case, the aircraft will break apart and
be total destroyed. This unfortunate result is what happened with the NASA Helios
aircraft shown in Figure 1-1 when it exceeded its operating limitations. Regardless of
the specific outcome, the cost of a trajectory that fails to satisfy FAR 25.333 surpasses
the cost of a trajectory that stayed within the maneuvering envelope.
Similarly, experiment-based verification will typically have access only to a limited
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Figure 7-2: An example of a safety requirement for an aircraft with unequal costs of sat-
isfactory and unsatisfactory trajectories. Federal Aviation Regulations (FAR) Part 25.333
requires an aircraft to avoid maneuvering and never-exceed speeds or else the aircraft will
experience structural damage or failure (orange and red regions). Image source: [157]
number of prototypes or other testing objects. For instance, there may only be a
handful of aircraft, cars, or robots that can be used for the experiments. This becomes
a major limitation when coupled with safety requirements like those discussed in the
previous paragraph. If a vehicle or testing object is damaged, destroyed, or otherwise
unfit-for-use after a trajectory fails to meet the requirement, then it can no longer be
used for further experiments. If multiple experiments fail to meet the requirements
and result in loss of a testing object, then it is possible to completely exhaust the
supply of testing objects and thus stop the experiment-based verification process
altogether.
7.2.1 Region of Safe Operation
The asymmetric cost of unsafe trajectories leads to a new objective for verification.
Assuming there will always be a nonzero probability of failure at some point in set
Θ, the physical system will only operate within the set of parameter values with a
minimum probability of satisfying the requirement. This defines a new set of possible
parameters, the region of safe operation Θ𝑜𝑝.
Definition 7.2. The region of safe operation Θ𝑜𝑝 contains all 𝜃 ∈ Θ for which
an arbitrary experimental test initialized at 𝜃 has a minimum probability of satisfying
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(a) True 𝑝𝑠𝑎𝑡(𝜃) and Θ𝑜𝑝 (b) Predictions ̂︀𝑝𝑠𝑎𝑡(𝜃) and ̂︀Θ𝑜𝑝
Figure 7-3: Illustration of a true region of safe operation Θ𝑜𝑝 and a data-driven prediction̂︀Θ𝑜𝑝. This figure is derived from the stochastic CL-MRAC example in Section 5.6.1.
the requirement, 𝑝𝑚𝑖𝑛 ∈ (0, 1],
Θ𝑜𝑝 :=
{︁
𝜃 ∈ Θ : 𝑝𝑠𝑎𝑡(𝜃) ≥ 𝑝𝑚𝑖𝑛
}︁
. (7.4)
This region of safe operation applies to both stochastic systems and deterministic sys-
tems, although generally most real-world systems will have some form of stochasticity
present in the dynamics. For example, consider the stochastic CL-MRAC system from
Section 5.6.1. If the minimum probability of success is 𝑝𝑚𝑖𝑛 = 0.95, the resulting Θ𝑜𝑝
is shown in Figure 7-3(a). Notice that the region of safe operation is very similar
to the region of satisfaction Θ𝑠𝑎𝑡 from Chapters 3 and 4. In fact, the region of safe
operation is actually the region of satisfaction, Θ𝑜𝑝 = Θ𝑠𝑎𝑡, in deterministic systems
since the true probability of satisfaction at arbitrary 𝜃 is either 0 or 1.
Regardless of the presence of stochasticity, the physical system will attempt to
remain within Θ𝑜𝑝. This assumes the 𝜃 parameters are known during the experiments
and controllable before and during execution of the trajectory. For example, an
aircraft’s weight and C.G. parameters can be accurately approximated through careful
tracking of the current fuel and payload. Given a particular weight and C.G. setting,
if the aircraft will not fall within Θ𝑜𝑝 for some requirement, then the payload would
be rearranged or the flight would not occur in the first place. Even wind conditions
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can be measured using meteorological tools.
Just like the other verification problems, the challenge with Θ𝑜𝑝 is that the actual
set is unknown in advance. The region of safe operation must be estimated using a
statistical verification framework and a limited amount of experimental data. This
estimated region of safe operation is labeled ̂︀Θ𝑜𝑝 and is determined by the predicted
probability of satisfaction ̂︀𝑝𝑠𝑎𝑡(𝜃),
̂︀Θ𝑜𝑝 := {︁𝜃 ∈ Θ : ̂︀𝑝𝑠𝑎𝑡(𝜃) ≥ 𝑝𝑚𝑖𝑛}︁, (7.5)
shown in Figure 7-3(b). Figure 7-3 also illustrates the root of the verification problem,
prediction error between ̂︀Θ𝑜𝑝 and true Θ𝑜𝑝. The ultimate objective of a closed-loop sta-
tistical verification algorithm is to minimize the prediction error and have ̂︀Θ𝑜𝑝 → Θ𝑜𝑝
while subject to a limit on the number of experiments. However, these systems also
have the restriction on the number of testing objects to consider. This restriction
factors into the verification problem as a constraint on the number of failed experi-
ments. More precisely, given the set of all parameter vectors for the experiments, set
𝒟, subset 𝒟𝑓𝑎𝑖𝑙 ⊂ 𝒟 contains all parameters for which the corresponding trajectory
failed to meet the safety requirement, i.e.
𝒟𝑓𝑎𝑖𝑙 :=
{︁
𝜃 ∈ 𝒟 : 𝑦(𝜃) ≤ 0
}︁
. (7.6)
The failure constraint states the size of 𝒟𝑓𝑎𝑖𝑙 must be strictly less than the maximum
number of allowable failures 𝑁𝑓𝑎𝑖𝑙, meaning |𝒟𝑓𝑎𝑖𝑙| < 𝑁𝑓𝑎𝑖𝑙. As the next section
will discuss, this new failure constraint severely restricts the suitability of the active
sampling algorithms discussed in the previous chapters.
7.2.2 Problem with Trajectory Robustness Measurements
Failures also introduce an additional challenge to statistical verification. While it is
correct to assume safe trajectories which satisfy the safety requirement provide the
minimum level of trajectory robustness as measurement 𝑦(𝜃), unsafe trajectories will
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not necessarily be able to provide the true minimum level of robustness, as was possi-
ble in simulations. For instance, if the requirement states “ ‘the quadrotor must stay
1 foot away from the obstacle,” safe trajectories will be able to provide the robustness
value corresponding to the minimum distance between the vehicle and the obstacle.
Unsafe trajectories which break this 1 foot window but still avoid the obstacle will
also return the true minimum distance. However, if the quadrotor behaved errati-
cally and actually flew into the obstacle and crashed, then the observed robustness
value for this failed trajectory will be 𝑦(𝜃) = −1, meaning the distance between
the quadrotor and obstacle was 0 ft (a collision). Assuming the quadrotor crashes
with every collision, any trajectory which flies into the obstacle will return this same
𝑦(𝜃) = −1 since the trajectory will stop after the collision and subsequent crash. The
problem is the robustness value of 𝑦(𝜃) = −1 does not indicate the severity of the
collision; it does not delineate between a glancing blow and when the quadrotor flew
full speed straight into the obstacle. In a simulation-based environment, it is possible
to allow the simulator to continue the trajectory after a “collision,” which allows the
simulator and the resulting trajectory robustness measurements to identify the sever-
ity of the failure in unsafe trajectories. This problem with experimental failures and
𝑦(𝜃) will effect any statistical verification problem using non-binary measurements of
trajectory robustness.
Although nothing can be done about the fact trajectory robustness measurements
will stop once the vehicle collides with an obstacle, there are a number of experimental
constraints and workarounds to allow data-driven statistical verification to still take
place. The most obvious solution is to avoid failures altogether. Safe experimental
trajectories which satisfy the requirement still provide the true robustness measure-
ments and place no special considerations on data-driven verification. Therefore, it
is best to avoid failures not just for their asymmetric cost, but also because they
complicate data-driven verification. While it is impossible to know where the fail-
ures exist without any prior knowledge, modifications to the problem like the 1 foot
buffer around obstacles will help avoid total failures, i.e. crashes, since not all unsafe
trajectories correspond to a collision with the obstacle and premature termination of
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the robustness measurements.
In reality, there will always be a chance of failure, so data-driven statistical veri-
fication requires some workarounds for when the trajectory data stops once a failure
is encountered. One solution is to augment the experimental trajectory data with
simulation data. As mentioned earlier, it is possible in simulation-environments to
continue the trajectory after a failure is encountered in order to compute the severity
of the unsafe trajectory. When an experiment encounters a failure and stops, the
stream of trajectory data up to that failure could be augmented with a continuation
of the trajectory in the simulated world. This hybrid trajectory is not ideal, but does
allow a data-driven statistical framework to incorporate some estimate of the true
severity of a failed trajectory. If this hybrid approach is not practical, then it is still
possible to incorporate the raw 𝑦(𝜃) from the experimental data or replace it with an
artificial estimate of the severity. None of these completely solve the known issue, but
do offer practical workarounds if such considerations are necessary. The next section
will develop failure-adverse statistical verification frameworks which may indirectly
sidestep this issue altogether by avoiding failures, but these workarounds will be used
when failures are encountered.
7.3 Failure-Adverse Closed-Loop Verification
The new region of safe operation Θ𝑜𝑝 and particularly the constrained number of al-
lowable failures 𝑁𝑓𝑎𝑖𝑙 will greatly affect the accuracy of the existing active sampling
procedures discussed in the earlier chapters. When the number of failures is factored
in, the previous algorithms will demonstrate extremely poor prediction accuracy in̂︀Θ𝑜𝑝. This poor performance motivates the development of a related, but distinct,
closed-loop statistical verification framework to compute ̂︀Θ𝑜𝑝 while subject to con-
straint 𝑁𝑙𝑖𝑚. For simplicity and because real-world systems are more likely to be
stochastic, this section uses the stochastic Gaussian process prediction model from
Section 5.2. The deterministic GP-based framework from Section 4.2 can also be used
with minimal modifications. It is technically feasible to implement this work on the
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stochastic framework from Chapter 6, but the need for multiple binary measurements
at each parameter vector 𝜃 ∈ 𝒟 would quickly drive up the experimental cost with
the large number of trajectories.
Limitations of Previous Methods
The existing sampling procedures discussed in the previous chapters suffer from one
small and one large limitation. First, since the verification objective has shifted to the
maximization of the accuracy of ̂︀Θ𝑜𝑝, the previous algorithms are no longer ideally
suited to the verification objective. This fact is not surprising and the results in
Section 7.4 will show the effect is minimal. The real issue is the large number of
failures those sampling strategies will produce. For instance, consider the training
data in Figure 7-3(b). The red dots indicate trajectories which failed to satisfy the
requirement and these failures constitute roughly half of the training data. If this
training dataset corresponds to experimental data, then the number of failures would
quickly exceed a small 𝑁𝑓𝑎𝑖𝑙. Once the number of failures exceeds 𝑁𝑓𝑎𝑖𝑙, then the
algorithm would prematurely terminate as it ran out of available testing objects.
7.3.1 Forward Transfer of Simulation-Based Predictions
The previous active sampling algorithms in the earlier chapters require an initial
training set of passively-selected training locations to generate an initial GP model.
This fact will only increase the number of failures as many of the resulting trajec-
tories will inevitably fail to satisfy the requirement. A partial solution is to forward
transfer predictions from the preceding verification stage to remove the necessity of
a passively-selected training dataset ℒ. This implicitly assumes experiment-based
verification is the last stage in a multistage verification process, but that will be
typical of any failure-constrained verification problem; it is safe to assume the engi-
neers won’t blindly jump into experimental testing without extensively studying the
closed-loop system in simulation environments. The prior predictions provided by
the simulation-based verification stage(s) identify regions of Θ where the closed-loop
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system will likely satisfy the requirement.
The simulation predictions will guide the selection of a small initial training set
before any experiments are actually performed. The posterior predictive output from
the preceding simulation-based verification stage is labeled as mean 𝜇𝑠𝑖𝑚(𝜃), covari-
ance Σ𝑠𝑖𝑚(𝜃), and predicted satisfaction probability function ̂︀𝑝𝑠𝑖𝑚(𝜃). Note the drop-
ping of subscript “sat” in the predicted satisfaction probability function due to sizing
and to avoid potential confusion with the experimental function. Similarly, the sub-
script “rw” for “real world” is used to differentiate measurements and predictions in
the experimental verification stage from the simulations. Assuming zero experiments
have been performed, it is unclear at which locations 𝜃 ∈ Θ the first experiments
should be performed. Active sampling cannot be performed since there are no actual
measurements with which to construct a posterior predictive distribution. Therefore,
the only available information is provided by the prior 𝜇𝑠𝑖𝑚(𝜃), Σ𝑠𝑖𝑚(𝜃), and ̂︀𝑝𝑠𝑖𝑚(𝜃).
The obvious choice for the initial training measurements are those points in Θ
with ̂︀𝑝𝑠𝑖𝑚(𝜃) closest to 1. However, since the simulation model might fail to perfectly
capture the real-world dynamics, ̂︀𝑝𝑠𝑖𝑚(𝜃) might not match the true, real-world satis-
faction probability function 𝑝𝑟𝑤(𝜃). In order to minimize the likelihood of failure, the
first experiment should be performed at the most robust parameter vector according
to the simulations. The most robust parameter vector is given by
𝜃 = argmax
𝜃∈Θ
(︁
𝜇𝑠𝑖𝑚(𝜃)− 𝛽𝑧
√︁
Σ𝑠𝑖𝑚(𝜃) + 𝜖2𝑦
)︁
, (7.7)
where 𝛽𝑧 is the z-score associated with the minimum probability of success 𝑝𝑚𝑖𝑛 that
defines Θ𝑜𝑝. The motivation for selection criterion (7.7) in place of ̂︀𝑝𝑠𝑖𝑚(𝜃) directly
is illustrated in Figure 7-4. The cumulative distributions at points 𝜃1 and 𝜃2 are
roughly equivalent, at least to numerical precision, with ̂︀𝑝𝑠𝑖𝑚(𝜃) = 1 for both indicated
probability density functions. However, the cumulative distribution at 𝜃2 is much
more robust to changes in 𝑦(𝜃) than the distribution at 𝜃1. Unmodeled dynamics
and effects present in the real-world system but not the simulation model will manifest
as changes in the distributions, such as an increase or decrease in 𝑦(𝜃). Without any
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Figure 7-4: Motivation for the selection of the most robust point according to the simulation
predictions. Both 𝜃1 and 𝜃2 have effectively the same ̂︀𝑝𝑠𝑖𝑚(𝜃) = 1 given the indicated prob-
ability density functions. However, the cumulative distribution at 𝜃2 is much less sensitive
to shifts in 𝑦(𝜃) than the distribution at 𝜃1.
prior knowledge, it is impossible to predict the exact difference between the simulation
model and real-world experiments, but (7.7) uses all available information to avoid a
failure during the first experiment. If it is necessary to perform multiple experiments,
then (7.7) can be used as the basis for some batch selection process like importance-
weighted sampling or k-DPPs.
Once the first experiment has been performed, the resulting robustness measure-
ment 𝑦𝑟𝑤(𝜃) can be combined with the simulation priors to compute the posterior
predictive distribution for all 𝜃 ∈ Θ. As in Section 7.1, the simulation-based predic-
tive mean 𝜇𝑠𝑖𝑚(𝜃) will act as an informative, nonzero prior to the experimental-based
predictions. The resulting posterior predictive distribution for experimental measure-
ment 𝑦𝑟𝑤(𝜃*) is then written just like (7.2) and (7.3) with
P(𝑦𝑟𝑤(𝜃*)|ℒ𝑟𝑤,𝜃*, 𝜓, 𝜗) = 𝒩
(︁
𝜇𝑟𝑤(𝜃*),Σ𝑟𝑤(𝜃*) + 𝜖2𝑦
)︁
(7.8)
and
𝜇𝑟𝑤(𝜃*) = 𝜇𝑠𝑖𝑚(𝜃*) +K𝑇* (K+ 𝜖
2
𝑦I)
−1(y𝑟𝑤 − 𝜇𝑠𝑖𝑚)
Σ𝑟𝑤(𝜃*) = K** −K𝑇* (K+ 𝜖2𝑦I)−1K* .
(7.9)
The training dataset ℒ𝑟𝑤 contains the initial measurement and the measurements
from any subsequent experiments. At least during the first few experiments, there will
not be enough training data to adequately optimize the hyperparameters, so kernel
and likelihood hyperparameters 𝜓 and 𝜗 should be copied from the simulation-based
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GP regression model. Once the first experiment has been performed and posterior
predictive distributions are available for all 𝜃 ∈ Θ, active sampling can be used to
simultaneously minimize the number of failures and improve the accuracy of ̂︀Θ𝑜𝑝, all
while still limited to a total number of experiments 𝑁𝑡𝑜𝑡𝑎𝑙.
7.3.2 Selection Criteria
Given the posterior prediction distribution for 𝑦𝑟𝑤(𝜃), active sampling will help mini-
mize the number of failures and maximize the accuracy of the predicted safe operating
region ̂︀Θ𝑜𝑝. The following subsection will first introduce an additional constraint to
minimize the likelihood of failures. This constraint can be applied to any of the pre-
viously discussed active sampling strategies and is not restricted to certain selection
criteria. While this helps avoid failures in the experiments, it does not explicitly help
maximize the accuracy of ̂︀Θ𝑜𝑝 and neither do the previous selection metrics. The
second portion of this subsection will develop new sample selection criteria for active
sampling algorithms that do explicitly attempt to improve ̂︀Θ𝑜𝑝.
Restricted Search Area
The first modification to closed-loop statistical verification is the addition of a con-
straint on the set of possible parameter settings for future experiments. Rather than
select 𝜃 from the set of all unseen parameter values 𝒰 , future training locations are
chosen from a subset of 𝒰 whose resulting trajectories are expected have a minimum
level of robustness to the requirement, similar to (7.7). This restriction on 𝒰 says
nothing about actual selection criterion itself and can be applied to any of the existing
sample selection criteria. For instance, the search area restriction applied to the CDF
variance reduction selection criterion from (5.24) will appear as a constraint,
𝜃 = argmax
𝜃∈𝒰
̃︀𝑉 (𝜃|ℒ𝑟𝑤, 𝜓, 𝜗) (7.10)
s.t.
(︁
𝜇𝑟𝑤(𝜃)− ̂︀𝛽𝑧√︁Σ𝑟𝑤(𝜃) + 𝜖2𝑦)︁ > 𝑦𝑚𝑖𝑛, (7.11)
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where (7.10) is the original CDF variance reduction selection metric and (7.11) is the
new constraint. Only those 𝜃 ∈ 𝒰 which satisfy (7.11) are eligible for selection for the
next experiment. In order to write (7.10) and (7.11) more concisely, the restricted
search area can be written as set 𝒰𝑠𝑎, where
𝒰𝑠𝑎 :=
{︁
𝜃 ∈ 𝒰 :
(︁
𝜇𝑟𝑤(𝜃)− ̂︀𝛽𝑧√︁Σ𝑟𝑤(𝜃) + 𝜖2𝑦)︁ > 𝑦𝑚𝑖𝑛}︁. (7.12)
Instead of writing the constraint in terms of a minimum probability of satisfaction
like Definition 7.2, the search constraint (7.11) is defined by 𝜇𝑟𝑤(𝜃) and Σ𝑟𝑤(𝜃) and
two new terms 𝑦𝑚𝑖𝑛 and ̂︀𝛽𝑧 to provide more flexibility. Term ̂︀𝛽𝑧 is the z-score for a
desired confidence level while 𝑦𝑚𝑖𝑛 is a minimum acceptable robustness value in the
experiments. These two terms allow the control engineers to set different probabil-
ities and robustness levels for experiment-based verification than the region of safe
operation Θ𝑜𝑝 used by a production-ready system. For instance, experiment-based
verification may accept a greater probability of failure than would be used for Θ𝑜𝑝
and ̂︀𝛽𝑧 would be smaller than 𝛽𝑧 corresponding to 𝑝𝑚𝑖𝑛. Since the restricted search
area does limit the set of possible sample locations, a looser ̂︀𝛽𝑧 would allow the active
sampling algorithm to explore riskier, but potentially more informative, regions. Sim-
ilarly, the engineers may allow a different level of robustness in experiments than the
final product. For example, a safety requirement may again state “the quadrotor must
stay 1 foot away from every obstacle,” but this distance may be relaxed to 6 inches
during the experiments for efficiency or prediction accuracy and hence 𝑦𝑚𝑖𝑛 = −0.5,
assuming 𝑦(𝜃) is given in feet. Section 7.3.3 will explore these concepts further. If
this flexibility is not needed, then ̂︀𝛽𝑧 = 𝛽𝑧 and 𝑦𝑚𝑖𝑛 = 0 will reproduce ̂︀Θ𝑜𝑝 as the
restricted search area.
Expected Model Increase
Given the initial experiment selected by (7.7) and the restricted search area (7.11),
the active sampling process incrementally expands ̂︀Θ𝑜𝑝. As was seen before, existing
selection criteria which are not ideally-suited to the current verification objective
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may choose uninformative 𝜃 vectors which do little to improve ̂︀Θ𝑜𝑝. In the worst-case
scenario, the selection criteria may inadvertently waste experiments and as a result̂︀Θ𝑜𝑝 will never expand outwards. This motivates the development of a new selection
criterion specifically aimed at maximizing the incremental expansion of ̂︀Θ𝑜𝑝 with each
additional experiment.
The main idea is to maximize the difference in posterior safe operating region
with the new training sample versus the current prediction. More specifically, this
selection metric would select the best location 𝜃 as
𝜃 = argmax
𝜃∈𝒰𝑠𝑎
(︁
|̂︀Θ+𝑜𝑝| − |̂︀Θ𝑜𝑝|)︁, (7.13)
where posterior ̂︀Θ+𝑜𝑝 is the predicted set after an experiment is performed at location
𝜃 and ℒ+𝑟𝑤 = ℒ𝑟𝑤 ∪ {𝜃, 𝑦𝑟𝑤(𝜃)}. However, the true robustness of the trajectory is
unknown in advance and thus (7.13) is not feasible. Instead, the expected posterior
set E[̂︀Θ+𝑜𝑝] replaces the infeasible ̂︀Θ+𝑜𝑝. The expected posterior set E[̂︀Θ+𝑜𝑝] is defined
much like (7.5),
E[̂︀Θ+𝑜𝑝] := {︁𝜃 ∈ Θ : E[̂︀𝑝+𝑠𝑎𝑡(𝜃)] ≥ 𝑝𝑚𝑖𝑛}︁, (7.14)
where E[̂︀𝑝+𝑠𝑎𝑡(𝜃)] is the expected posterior for the predicted satisfaction probability
function if a measurement is taken at location 𝜃. This expected satisfaction proba-
bility function is computed by
E[̂︀𝑝+𝑠𝑎𝑡(𝜃)] = 12 + 12 erf
(︂
E[𝜇(𝜃)+]√︁
2(Σ(𝜃)+ + 𝜖2𝑦)
)︂
. (7.15)
Since the measurement at 𝑦𝑟𝑤(𝜃) is unknown in advance, the expected posterior
mean E[𝜇(𝜃)+] is found by replacing 𝑦(𝜃) with its current predictive mean 𝜇(𝜃) and
recomputing the GP. Fortunately, the covariance Σ(𝜃)+ is independent of the actual
measurement and can be determined in advance. The resulting selection metric is
given by
𝜃 = argmax
𝜃∈𝒰𝑠𝑎
(︁⃒⃒
E[̂︀Θ+𝑜𝑝]⃒⃒− |̂︀Θ𝑜𝑝|)︁ (7.16)
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and is referred to as the expected model increase (EMI) criterion since it aims to
maximize the outward expansion of ̂︀Θ𝑜𝑝.
Although (7.16) is tailor-made for the experiment-based verification problem with
predicted ̂︀Θ𝑜𝑝, it does have a number of limitations. Mainly, the selection metric
requires the current GP to be recomputed for every prospective 𝜃 vector in order to
obtain its expected posterior E[̂︀Θ+𝑜𝑝]. The previous GP-based selection criteria from
Chapters 4 and 5 avoided those types of metrics due to the high computational cost of
retraining the GP at every possible point. However, there are two considerations that
help lessen the impact of the cost of retraining the GP at every prospective sample
location during experimental verification. First, the restricted search area removes a
number of the available sample locations 𝒰 . Unlike the earlier problems where the
selection criteria would select 𝜃 vectors from the entire set 𝒰 , the restricted search
area limits 𝜃 to a subset of 𝒰 . This means the retraining occurs at fewer points and
therefore the total cost is lower than it was in the earlier algorithms. Additionally,
most applications in experiment-based verification will tolerate higher computational
costs in order to maximize the return-on-investment for each trajectory. In general,
the maximum number of experiments will be significantly lower than the number of
simulations in the preceding stages. This means the computational cost of retraining
the GP will be lower since the training dataset ℒ𝑟𝑤 is smaller and also forces the
implicit value of each experiment to increase. Since the monetary and temporal cost
of an experiment is higher than a simulation, it will be imperative to maximize the
informativeness of every experiment. If computational cost is still relatively impor-
tant, then new versions of the earlier sampling algorithms modified with the restricted
search area 𝒰𝑠𝑎 can be used in place of (7.16).
7.3.3 Sampling Algorithms
The restricted search area and the EMI selection metric from (7.16) lead to new active
sampling algorithms for failure-adverse closed-loop statistical verification. This sub-
section will discuss two approaches to active sampling, one with a static parameters
and one that adapts the search area parameters based upon the number of failures
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encountered.
Static Search Area Parameters
The simplest approach assumes the parameters ̂︀𝛽𝑧 and 𝑦𝑚𝑖𝑛 are fixed and given at the
start of the process. While the predicted ̂︀Θ𝑜𝑝 will change with new measurements,
the search area criteria will not change according to the progress of the experiments.
Algorithm 12 lists the steps in the sequential failure-adverse sampling procedure. The
algorithm assumes the required inputs have been provided by the controls engineer
and simulation priors 𝜇𝑠𝑖𝑚(𝜃) passed from the preceding simulation stage (Step 1).
The algorithm also assumes the initial experiment has been obtained by (7.7) and
uses the single experimental measurement 𝑦𝑟𝑤(𝜃) to construct the initial GP model
for the real-world stage with predictions 𝜇𝑟𝑤(𝜃), Σ𝑟𝑤(𝜃), and ̂︀Θ𝑜𝑝 (Step 2). The
algorithm will then select additional training locations and perform experiments at
those locations until either the sampling budget 𝑇 = 𝑁𝑙𝑖𝑚 − 1 has been met or the
procedure runs out of available testing objects, where 𝑁𝑓𝑎𝑖𝑙 is the number of testing
objects and thus the maximum number of allowable failures.
Steps 3-15 contain the active sampling process. At the start of each iteration, the
procedure constructs the current search area 𝒰𝑠𝑎 based upon the GP model and pro-
vided search parameters (Step 4). In Step 5, the algorithm selects the best prospective
sample location 𝜃 from the restricted search area according to the EMI criterion (7.16)
and then performs an experiment there during Step 6. Steps 7-9 have no bearing on
the actual selection process and merely keep track of the number of failures encoun-
tered. After the experimental test has concluded, the procedure adds the resulting
measurement 𝑦𝑟𝑤(𝜃) to the training set ℒ𝑟𝑤 (Step 10) and retrains the GP regression
model (Step 11). If the process has exhausted its supply of testing objects, then it
immediately terminates (Steps 12-14). Otherwise, the sequential procedure termi-
nates once all 𝑇 experiments have been performed. Regardless of the exact reason
for stopping, the algorithm returns the predicted region of safe operation ̂︀Θ𝑜𝑝 at the
conclusion of the iterative process (Step 16).
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Algorithm 12 Sequential failure-adverse closed-loop verification framework with
static search area parameters
1: Input: simulation prior 𝜇𝑠𝑖𝑚(𝜃), max # of experiments 𝑇 , safe operating region
parameters 𝑝𝑚𝑖𝑛 and 𝛽𝑧, search area parameters ̂︀𝛽𝑧 and 𝑦𝑚𝑖𝑛, max # of allowable
failures 𝑁𝑓𝑎𝑖𝑙, training dataset ℒ𝑟𝑤, available sample locations 𝒰
2: Initialize: train GP model with 𝜇𝑠𝑖𝑚(𝜃) and ℒ𝑟𝑤, failure count 𝑘𝑓𝑎𝑖𝑙 = 0
3: for 𝑖 = 1, 2, . . . , 𝑇 do
4: Construct search area 𝒰𝑠𝑎 :=
{︀
𝜃 ∈ 𝒰 : (︀𝜇𝑟𝑤(𝜃)− ̂︀𝛽𝑧√︁Σ𝑟𝑤(𝜃) + 𝜖2𝑦)︀ > 𝑦𝑚𝑖𝑛}︀
5: Select 𝜃 = argmax
𝜃∈𝒰𝑠𝑎
(︁⃒⃒
E[̂︀Θ+𝑜𝑝]⃒⃒− |̂︀Θ𝑜𝑝|)︁
6: Run experiment at 𝜃, obtain measurement 𝑦𝑟𝑤(𝜃)
7: if destroyed testing object then
8: Increment 𝑘𝑓𝑎𝑖𝑙 by 1
9: end if
10: Add {𝜃, 𝑦𝑟𝑤(𝜃)} to training set ℒ𝑟𝑤, remove 𝜃 from 𝒰
11: Retrain GP model with 𝜇𝑠𝑖𝑚(𝜃) and updated ℒ𝑟𝑤
12: if 𝑘𝑓𝑎𝑖𝑙 ≥ 𝑁𝑓𝑎𝑖𝑙 then
13: break for loop
14: end if
15: end for
16: Return: predicted region of safe operation ̂︀Θ𝑜𝑝
Adaptive Search Area Parameters
While Algorithm 12 will run until either the maximum number of tests has been
reached or all testing objects have been expended, it does not update the restricted
search area to reflect the number of experiments and testing objects remaining. As-
suming the underlying goal is to complete all 𝑇 experiments allocated to the verifi-
cation procedure, it may be advantageous to adjust the restricted search area based
upon the observed results. For instance, if a number of testing objects were lost early
on in the process, it will generally be advisable for the procedure to tighten the search
area in order to avoid additional failures. On the opposite side of the spectrum, if
there are still a large number of testing objects and only a few experiments remain-
ing, it is possible to loosen the search area and consider riskier parameter settings. A
search area that varies with the number of experiments and testing objects remaining
is called an adaptive search area.
The main idea with an adaptive search area is to update the search area parameter
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̂︀𝛽𝑧 to reflect the acceptable probability of failure. For instance, given 6 testing objects
(𝑁𝑓𝑎𝑖𝑙 = 6) and 𝑇 = 100 experiments to perform, an acceptable probability of failure
is 5%. While this expects there to be roughly 5 failures per 100 experiments, it also
expects to complete all 100 experiments since there should be 1 object remaining.
Obviously, such a high failure rate is unacceptable in many applications, including
any tests involving human drivers, pilots, etc. However, higher failure rates would
be acceptable in experiments with low-cost unmanned aerial vehicles where a failure
might mean the UAV is damaged or destroyed, but can be easily rebuilt for another
day’s testing.
Algorithm 13 lists the verification procedure with the adaptive search parameter̂︀𝛽𝑧. The only change with respect to Algorithm 12 is the addition of the computation of̂︀𝛽𝑧 in Steps 4-6. These steps use the number of experiments remaining (𝑇𝑟) and testing
objects remaining (𝑁𝑜𝑏𝑗) to compute the acceptable probability of failure 𝑝𝑎𝑐𝑐𝑒𝑝𝑡. In
turn, this acceptable probability of failure defines a new z-score parameter ̂︀𝛽𝑧 that
changes the restricted search area 𝒰𝑠𝑎 in Step 7. More complex functions of 𝑇𝑟,
𝑁𝑜𝑏𝑗, and other relevant variables are possible, but are not considered in this work.
Additionally, during implementation of Algorithm 13, it is advisable to bound 𝑝𝑎𝑐𝑐𝑒𝑝𝑡
by minimum and maximum acceptable probabilities to ensure 𝑝𝑎𝑐𝑐𝑒𝑝𝑡 and ̂︀𝛽𝑧 fall within
reasonable values as 𝑇𝑟 → 1 or 𝑁𝑜𝑏𝑗 → 1.
Both Algorithms 12 and 13 are sequential procedures. The majority of the two
algorithms share the same computational complexity as the equivalent steps shown
previously in Algorithm 3 and 7. However, the EMI search criterion in Step 5 of
Algorithm 12 and Step 8 of Algorithm 13 requires substantially more operations
than the previous metrics. In order to compute E[̂︀Θ+𝑜𝑝] for each 𝜃 ∈ 𝒰𝑠𝑎, the failure-
adverse algorithms must first retrain an approximate GP using artificial measurementŝ︀𝑦(𝜃) = 𝜇(𝜃) and compute E[𝜇(𝜃)+] and Σ(𝜃)+. Those computations alone require on
the order of 𝒪((𝑁 + 1)2|𝒰𝑠𝑎|) +𝒪((𝑁 + 1)|𝒰𝑠𝑎|) +𝒪((𝑁 + 1)2) +𝒪(𝑁 + 1) operations
for every 𝜃 ∈ 𝒰𝑠𝑎, thus the computational complexity of that single step is actually a
quadratic function of the size of 𝒰𝑠𝑎. For applications with a large Θ𝑑, the complexity
will quickly rise. Batch versions of the failure-adverse algorithms using importance-
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Algorithm 13 Sequential failure-adverse closed-loop verification framework with
adaptive search area parameter ̂︀𝛽𝑧
1: Input: simulation prior 𝜇𝑠𝑖𝑚(𝜃), max # of experiments 𝑇 , safe operating region
parameters 𝑝𝑚𝑖𝑛 and 𝛽𝑧, search area parameter 𝑦𝑚𝑖𝑛, max # of allowable failures
𝑁𝑓𝑎𝑖𝑙, training dataset ℒ𝑟𝑤, available sample locations 𝒰
2: Initialize: train GP model with 𝜇𝑠𝑖𝑚(𝜃) and ℒ𝑟𝑤, failure count 𝑘𝑓𝑎𝑖𝑙 = 0
3: for 𝑖 = 1, 2, . . . , 𝑇 do
4: Compute number of experiments remaining: 𝑇𝑟 = 𝑇 − (𝑖−1), compute number
of testing objects remaining 𝑁𝑜𝑏𝑗 = 𝑁𝑓𝑎𝑖𝑙 − 𝑘𝑓𝑎𝑖𝑙
5: Determine acceptable probability of failure 𝑝𝑎𝑐𝑐𝑒𝑝𝑡 = (𝑁𝑜𝑏𝑗 − 1)/𝑇𝑟
6: Compute z-score ̂︀𝛽𝑧 corresponding to 1− 𝑝𝑎𝑐𝑐𝑒𝑝𝑡
7: Construct search area 𝒰𝑠𝑎 :=
{︀
𝜃 ∈ 𝒰 : (︀𝜇𝑟𝑤(𝜃)− ̂︀𝛽𝑧√︁Σ𝑟𝑤(𝜃) + 𝜖2𝑦)︀ > 𝑦𝑚𝑖𝑛}︀
8: Select 𝜃 = argmax
𝜃∈𝒰𝑠𝑎
(︁⃒⃒
E[̂︀Θ+𝑜𝑝]⃒⃒− |̂︀Θ𝑜𝑝|)︁
9: Run experiment at 𝜃, obtain measurement 𝑦𝑟𝑤(𝜃)
10: if Destroyed testing object then
11: Increment 𝑘𝑓𝑎𝑖𝑙 by 1
12: end if
13: Add {𝜃, 𝑦𝑟𝑤(𝜃)} to training set ℒ𝑟𝑤, remove 𝜃 from 𝒰
14: Retrain GP model with 𝜇𝑠𝑖𝑚(𝜃) and updated ℒ𝑟𝑤
15: if 𝑘𝑓𝑎𝑖𝑙 ≥ 𝑁𝑓𝑎𝑖𝑙 then
16: break for loop
17: end if
18: end for
19: Return: predicted region of safe operation ̂︀Θ𝑜𝑝
weighting and k-DPPs can be formed by constructing a probability distribution from
the selection metric (7.16). Unlike the batch algorithms in the earlier chapters, the
samples will only be chosen from within the restricted search area 𝒰𝑠𝑎.
7.4 Demonstration of Failure-Constrained Verifica-
tion
A stochastic variant of the 2D CL-MRAC example demonstrates the effectiveness
of Algorithms 12 and 13 for failure-constrained verification problems. The exam-
ple uses the stochastic CL-MRAC dynamics from Example 5.6.1 as the simulation
model. Figure 7-5 depicts the underlying true 𝑦𝑠𝑖𝑚(𝜃) and 𝑝𝑠𝑖𝑚(𝜃) in the simulation
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stage. The “real-world” dynamics are given by the high-fidelity stochastic model with
higher-order nonlinear dynamics and actuator saturation from Section 7.1. In order
to produce an even more challenging shape, the true 𝑦𝑟𝑤(𝜃) function is artificially
modified, as seen in Figure 7-6(a). The resulting true 𝑝𝑠𝑎𝑡(𝜃) in Figure 7-6(b) is sub-
stantially different than the true values in the simulation dynamics. Even if 𝑦𝑠𝑖𝑚(𝜃)
and 𝑝𝑠𝑖𝑚(𝜃) were perfectly known and used for the simulation prior, they would be of
limited use to experiment-based verification due to this discrepancy. Lastly, unsafe
trajectories that failed to satisfy the requirements are allowed to continue past the
point of failure. Although this is not a perfect representation of all failure-constrained
problems where the trajectory may stop once a failure is reached, the workarounds
discussed in Section 7.2.2 could be applied. The end goal of this example is not to
demonstrate the impact of failure on the measurements, but rather demonstrate the
effectiveness of the closed-loop algorithms to avoid failures altogether.
The verification objective is to estimate the safe operating region Θ𝑜𝑝 for all 𝜃 ∈ Θ
with a minimum probability of satisfaction of 95% (𝑝𝑚𝑖𝑛 = 0.95). The safe operating
region is shown in Figure 7-6(b). The rest of the problem is mostly unchanged from the
other 2D CL-MRAC examples. The set of all possible parameters Θ is approximated
with a finite grid Θ𝑑 of 40,401 locations between 𝜃1 : [−10, 10] and 𝜃2 : [−10, 10].
Limitations of Earlier Methods
The limitations of the previous active sampling algorithms are demonstrated in Fig-
ures 7-7 and 7-8. These figures examine the prediction accuracy of ̂︀Θ𝑜𝑝 for batch ver-
sions of the CDF variance-based algorithm from Chapter 5 as well as the open-loop,
random sampling procedure and the PDF variance-based approach. Additionally, due
to the similarity of computing ̂︀Θ𝑜𝑝 with the the binary classification problem from
Chapters 3 and 4, the results also display the prediction accuracy of the binary classi-
fication entropy approach from Chapter 4 applied to this example. As all four of these
procedures assume zero prior information, they cannot use (7.7) to select a starting
point and must instead begin with an initial training dataset of 10 randomly-selected
experiments. The procedures will then select samples in batch sizes of 𝑀 = 5 and
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(a) True 𝑦𝑠𝑖𝑚(𝜃) (b) True 𝑝𝑠𝑖𝑚(𝜃)
Figure 7-5: [Example 7.4] True probability of satisfaction function 𝑝𝑠𝑎𝑡(𝜃) for the simulation
stage. This information is passed as the informative nonzero prior to the experiment-based
verification stage
(a) True 𝑦𝑟𝑤(𝜃) (b) True 𝑝𝑠𝑎𝑡(𝜃) and Θ𝑜𝑝
Figure 7-6: [Example 7.4] True probability of satisfaction function 𝑝𝑠𝑎𝑡(𝜃) and safe operating
region Θ𝑜𝑝 for the real-world dynamics.
perform 20 iterations for a total training dataset of 110 experiments at the completion
of the process.
Figure 7-7(a) displays the prediction error convergence for the four sampling pro-
cedures. All of them demonstrate similar prediction accuracy for ̂︀Θ𝑜𝑝, with the binary
entropy approach from Chapter 4 slightly outperforming the other algorithms even
though it was not originally intended for use with stochastic systems. While the
prediction error reduces with each additional sample, the number of failures in Fig-
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ure 7-7(b) grows steadily. If the maximum number of allowable failures (𝑁𝑓𝑎𝑖𝑙) is
high, then the roughly 50% failure rate is not an issue. However, when 𝑁𝑓𝑎𝑖𝑙 is small
in comparison to 𝑁𝑙𝑖𝑚, the procedures will be forced to prematurely terminate. Fig-
ure 7-8 illustrates the effect of a small number of allowable failures 𝑁𝑓𝑎𝑖𝑙 = 10 on the
prediction accuracy. As the procedures must terminate once they reach 𝑁𝑓𝑎𝑖𝑙 and run
out of testing objects, there will be no further improvement of ̂︀Θ𝑜𝑝 and the predictions
will fail to converge to Θ𝑜𝑝. These plots highlight the limitations of the previous active
sampling methods when they are directly applied to a failure-constrained verification
problem.
Failure-Adverse Closed-Loop Verification
The failure-adverse closed-loop verification algorithms in Section 7.3 were specifically
developed to avoid those types of issues. Figure 7-9 illustrates the evolution of ̂︀Θ𝑜𝑝
produced by Algorithm 12. The process starts with one experiment selected accord-
ing to (7.7) and computes the predicted probability of satisfaction ̂︀𝑝𝑠𝑎𝑡(𝜃) and safe
operating region ̂︀Θ𝑜𝑝. Figure 7-9(a) also clearly shows the effect of the simulation
prior upon the predictions since ̂︀𝑝𝑠𝑎𝑡(𝜃) has nonuniform predictions in the regions
outside the immediate vicinity of the lone training point. For a zero-mean prior, the
prediction would be ̂︀𝑝𝑠𝑎𝑡(𝜃) = 0.5 over most of Θ. Given the initial GP regression
model and predictions, Algorithm 12 will select additional experiments to perform.
Figures 7-9(b) and 7-9(c) show the outward expansion of ̂︀Θ𝑜𝑝 for the first few iter-
ations. In this problem, the search area is set to the same 95% confidence interval
at Θ𝑜𝑝 with 𝑦𝑚𝑖𝑛 = 0 which causes the search area 𝒰𝑠𝑎 to match ̂︀Θ𝑜𝑝. As the num-
ber of experiments increases, the prediction model begins to learn the approximate
boundaries of Θ𝑜𝑝, as seen in Figure 7-9(d). The training process experiences only 3
failures, all within close proximity to Θ𝑜𝑝, over the course of the 51 experiments.
Figure 7-10 compares the performance of a batch (𝑀 = 5) version of Algorithm
12 against the previous sampling approaches examined in Figures 7-7 and 7-8 over
65 different training datasets and random seeds. If there are an unlimited number of
failures allowed, the prediction error convergence of the EMI approach in Figure 7-
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Figure 7-7: [Example 7.4] Comparison of prediction error convergence and the number of
failures using the previous active sampling approaches. The standard deviations correspond
to 1𝜎 bounds.
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Figure 7-8: [Example 7.4] Illustration of the effects of small number of failures (𝑁𝑓𝑎𝑖𝑙 = 10)
upon the prediction accuracy when using the previous active sampling approaches.
10(a) closely matches the results for the other sampling strategies. However, a large
𝑁𝑓𝑎𝑖𝑙 is unlikely and those previous algorithms from Chapters 4 and 5 will terminate
prematurely for low 𝑁𝑓𝑎𝑖𝑙, as was shown in Figure 7-8(a). In contrast, Figure 7-10(b)
illustrates the EMI procedure achieves the same prediction accuracy without a large
number of failures. At the conclusion of 20 iterations of the batch EMI algorithm
(for |ℒ𝑟𝑤| = 101), the number of failures is between 0 and 6, with an average of 2.
The substantial decrease in the failure rate without a sacrifice in prediction accuracy
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(a) After the initial experiment (b) After 2 experiments
(c) After 5 experiments (d) After 51 experiments
Figure 7-9: [Example 7.4] Evolution of ̂︀Θ𝑜𝑝 and the search area 𝒰𝑠𝑎 with each additional
experiment. Note that this example uses a static search area with the same parameters aŝ︀Θ𝑜𝑝 and hence 𝒰𝑠𝑎 = ̂︀Θ𝑜𝑝.
clearly highlights the advantages of the expected model increase algorithms over the
previous active sampling methods.
Although Figure 7-10 demonstrated the advantage of the EMI algorithms over the
previous approaches, the higher computational cost of the EMI algorithms may limit
their suitability in certain applications. Instead, the non-EMI sampling approaches
can be modified to include simulation priors and the restricted search area. Figure 7-
11 compares the prediction error convergence of these modified algorithms against
the convergence of the EMI algorithm. While the modified algorithms’ convergence
rates are lower than for the original algorithms in Figure 7-10(a), the failure rates
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Figure 7-10: [Example 7.4] Comparison of a batch version of Algorithm 12 against the
previous active sampling approaches. The standard deviation intervals around the means
(solid lines) correspond to 1𝜎 bounds.
are substantially lower. The performance of the CDF variance-based algorithm from
Chapter 5 suffers considerably, but the prediction errors of binary entropy and PDF
variance approaches are only marginally worse. When the modifications are applied to
sequential versions of the sampling algorithms, the same general trends occur. In fact,
the convergence of the sequential PDF variance-based algorithm matches the EMI
algorithm in the results from Figure 7-12(a) with the binary entropy-based procedure
closely behind. The modified versions of those two approaches offer good alternatives
to the EMI algorithms in both sequential and batch scenarios. Regardless of the
exact selection metric, failure-adverse closed-loop verification reduced the number of
failures by 94-99%.
7.5 Summary
This chapter presented a method for transferring predictions between verification
stages and developed a framework for failure-adverse verification during experimen-
tal testing. Simulation-based predictions from a preceding verification stage provide
informative priors to experiment-based verification. These simulation priors help the
closed-loop verification procedures avoid encountering failures during the initial set
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Figure 7-11: [Example 7.4] Comparison of a batch version of Algorithm 12 against the
previous active sampling approaches modified with a restricted search area. The standard
deviation intervals around the means (solid lines) correspond to 1𝜎 bounds.
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Figure 7-12: [Example 7.4] Comparison of sequential Algorithm 12 against the previous
active sampling approaches modified with a restricted search area. The standard deviation
intervals around the mean (solid lines) correspond to 1𝜎 bounds.
of experiments. Additionally, this framework introduced constraints for the set of
available sampling to restrict the active sampling process to a set of parameters with
a minimum probability of satisfying the requirement. These two modifications form
the basis for new active sampling procedures, but can also be applied to any existing
active sampling procedure. The new failure-adverse closed-loop verification frame-
work drastically reduced the number of failures by 94-99% with minimal influence on
prediction accuracy.
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Chapter 8
Conclusions and Future Work
This thesis developed strategies for efficient statistical verification of complex nonlin-
ear systems subject to parametric uncertainties. Statistical verification of uncertain
nonlinear systems traditionally relies upon exhaustive simulation-based testing of the
closed-loop system under consideration, which limits the speed with which the system
can be verified and reduces suitability in resource-constrained applications. The work
in this thesis combines data-driven statistical learning techniques with control system
verification to maximize the accuracy of predictions while restricted to a computa-
tional budget.
Chapter 3 introduced data-driven verification methods and closed-loop statisti-
cal verification frameworks for deterministic nonlinear systems. Given a small set
of observed trajectories, these data-driven verification methods exploit support vec-
tor machines to learn and predict the satisfaction of performance requirements over
the entire set of possible parametric uncertainties. In contrast to deductive verifi-
cation techniques, this statistical verification approach is not beholden to Lyapunov
function-based analytical certificates or similar analytical methods that restrict the
class of applicable systems. Due to the importance of the set of observed training
data upon the accuracy of the predictions, closed-loop statistical verification was
developed to improve the informativeness of the training dataset. This framework
iteratively selects the next set of simulations or experiments to perform in order to
maximize the expected improvement in the predictions. Simulation results with the
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closed-loop framework demonstrated up to a 50% improvement in prediction accuracy
over passive statistical verification approaches.
Chapter 4 expanded upon the closed-loop verification framework to improve its
accuracy and suitability within an important subset of the class of problems addressed
in Chapter 3. This chapter developed a new verification framework based upon Gaus-
sian process regression models to exploit the availability of non-binary measurements
of a trajectory’s robustness to the performance requirement. The GP-based predic-
tion model introduced the ability to quantify prediction confidence online without
relying upon external validation datasets that typically require valuable simulation
or experimental data to be siphoned away from the training dataset. The change
from SVMs to GPs and their quantifiable prediction confidence also motivated the
redevelopment of the closed-loop verification procedures. New GP-based closed-loop
procedures maximize the improvement in prediction confidence and their advantage
over competing approaches was demonstrated on numerous simulation examples of
increasing complexity.
Chapters 5 and 6 adapted the procedures from Chapters 3 and 4 to address
stochastic systems. The presence of stochasticity in the dynamics produces distri-
butions of trajectory robustness measurements that challenge the earlier verification
methods which assume single, deterministic measurements. Chapters 5 and 6 intro-
duced stochastic verification frameworks that implement different GP-based predic-
tion models tailored to the various possible distributions. Regardless of whether the
measurements are binary or not, the closed-loop verification procedures rely upon a
new selection metric that reduces the variance of the cumulative distribution in order
to improve the accuracy of the predictions. Results for stochastic versions of the pre-
vious simulation examples demonstrated the consistent effectiveness of the stochastic
closed-loop verification frameworks for various distributions.
Finally, Chapter 7 presented data-driven statistical verification techniques for
multi-stage verification processes which perform verification on different models of
the system with increasing fidelity. In particular, the chapter formulated an ap-
proach to transfer predictions derived from simulators into real-world domains. This
250
forward transfer of information is a key component of an extension of closed-loop
verification called failure-adverse closed-loop verification that adds constraints to the
sample selection process in order to avoid failures during experiments. Failure-adverse
closed-loop statistical verification significantly reduces the number of failures over the
original closed-loop approaches with minimal impact upon prediction accuracy. This
was shown on a redevelopment of earlier examples. In short, the last chapter ties all
the preceding deterministic and stochastic frameworks together as part of a higher-
level process. This work highlighted the ability of data-driven statistical verification
to improve the efficiency of control system verification all the way from low-fidelity
deterministic verification during preliminary control system design to experimental
testing on actual prototypes of the closed-loop system.
8.1 Future Work
The following section describes possible extensions to the work in this thesis. The
first two extensions discuss changes to the implementation details of the statistical
verification frameworks to improve the utility of the approaches in more challenging
applications. The third extension examines the effect of sampling discretization upon
prediction accuracy, while the following two extensions address issues and limitations
of the GP-based regression techniques that were identified earlier in the thesis. The
final extension discusses the use of closed-loop verification alongside recent data-
driven optimization techniques for black-box control system design.
High-Dimensional Systems and Sparse Approximations
The work in Chapters 4 and 5 mainly considered the standard deterministic and
stochastic Gaussian process regression models that are widely-used across many un-
related disciplines. However, the computational complexity associated with the con-
struction of these models limits their tractability as 1) the size of the training dataset,
2) the dimension of 𝜃, and/or 3) the size of Θ𝑑 become large. The following recent
developments in machine learning and statistical inference could help address those
251
three issues in a practical manner.
First, sparse Gaussian process techniques [150] have been developed for regres-
sion and classification problems to cap the number of allowable points in the training
dataset. These sparse GP methods restrict the GP’s training dataset to a fixed num-
ber of points in order to maintain a certain level of computation complexity. After
each additional datapoint or batch of datapoints are obtained, the training process
identifies whether a new datapoint should replace one of the points in the current
training dataset or should be ignored. In this manner, sparse GPs are similar in
concept to support vector machines since they only actually make predictions based
upon a subset of the total set of observed simulation or experimental data. Addi-
tionally, sparse GPs have also been successfully employed in Bayesian nonparametric
adaptive control [88] and reinforcement learning [158]. While they would help reduce
the computational overhead associated with large datasets, sparse GPs do introduce
new challenges with hyperparameter optimization and numerical stability, which is
why they were not used in this thesis.
Second, recent developments in high-dimensional Gaussian process models [123]
would help improve the suitability of the statistical verification frameworks in systems
where the value of 𝑝 in the parametric uncertainties 𝜃 ∈ R𝑝 is large. This new
derivation of the standard GP models finds a sparse approximation of the full GP
model during a more complex training procedure. Similarly, another set of recent
developments [124] decomposes the full sampling set Θ𝑑 into smaller subsets and
trains one Gaussian process model for each of those subsets. In this manner, one
“full” GP trained on the entire set Θ𝑑 is replaced by an array of GPs trained on
less computationally-demanding subsets. This method could be used to address both
high-dimensional 𝜃 and large Θ𝑑.
A third possible modification is an adaptive resolution for Θ𝑑. While this does not
necessarily require any changes to the current implementation of the Gaussian process
model, it would introduce an additional method to increase the discretization of Θ𝑑
in pertinent regions. Due to the similar concept, box thresholding techniques [72]
could be redeveloped as a possible solution. Ultimately, all these possible extensions
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still exploit the same concepts and frameworks developed in the thesis, but would
introduce more complex statistical inference techniques to address difficult subsets of
the class of relevant problems.
Improved Stochastic Modeling Techniques
Another related potential research direction is the implementation of different stochas-
tic inference techniques. Section 5.5 already briefly introduced recent techniques for
modeling non-Gaussian likelihoods [145–149]. The majority of these were for t-process
regression methods [145–147] which replace Gaussian distributions with Student’s t-
distributions in order to reduce the sensitivity of the regression model to outliers.
While these approaches are still being actively developed and refined, they could im-
prove the robustness and numerical stability of the prediction model with respect to
stochastic measurements. Meta-GP [149] is another new method for modeling non-
Gaussian likelihoods; however, this approach can handle a wider class of distributions
than t-processes, such as multi-modal distributions. Although they are capable of
handling non-Gaussian likelihoods, all of these methods assume the likelihood model
does not vary with 𝜃. The single greatest improvement for the stochastic verifica-
tion framework would be the development of a modeling technique that is capable of
handling spatially-varying non-Gaussian distributions without prior assumptions.
Impact of Sampling Grid Resolution upon Prediction Accuracy
An interesting research direction for both the SVM- and GP-based methods is the
exploration of the impact of the resolution of sample set Θ𝑑 upon the accuracy of
the predictions. Since samples are chosen from Θ𝑑, the resolution of this set directly
controls the ability of the prediction model to reproduce arbitrary shapes for the
Θ𝑠𝑎𝑡/Θ𝑓𝑎𝑖𝑙 boundary or surface 𝑝𝑠𝑎𝑡(𝜃). If Θ𝑑 is a rather coarse discretization of Θ,
then even if measurements are taken at every single location in Θ𝑑, the prediction
model will not be capable of accurately reproducing surfaces with high curvature.
Earlier work in radial basis function (RBF) neural networks, particularly those focused
on adaptive control, demonstrated that the spacing of points in a sampling lattice
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will restrict the ability of the RBF neural network to reproduce a smooth function
[159–162]. SVMs and GPs are closely related to RBF neural networks and thus the
same conclusions apply with minor modification. Closed-loop verification addresses
an even more complex problem than this previous work because the active selection
of training points typically results in an irregular distribution of points across Θ𝑑.
The earlier work in RBF neural networks could be extended to closed-loop ver-
ification problems to compute guarantees for the minimum accuracy of the predic-
tions. Those earlier methods [159, 160, 162] use Fourier transforms and bandlimited
functions to determine the approximation ability of a RBF network with a regularly-
spaced sampling grid, similar to the Nyquist-Shannon sampling theorem for digital
signal processing. In the simplest case where simulations or experiments are per-
formed at every location in regularly-spaced sample set Θ𝑑, these same approaches
could be used to determine the ability of a SVM or GP to reproduce a surface with a
certain curvature. These techniques could also be used in reverse order to determine
an appropriate discretization for Θ𝑑. Such an analysis would also enhance prediction
confidence and guarantee that the current prediction model is able to reproduce a
certain set of possible surfaces. As the resolution increases, the guaranteed set of
surfaces that the prediction model can reproduce is expected to increase. Later ex-
tensions would explore more relevant problems with irregular grids of points, as would
be expected after closed-loop verification. These extensions would be able to produce
local guarantees of prediction accuracy given the neighboring points in the irregular
distribution.
Systems with Multiple Requirements
As discussed in Sections 4.1 and 4.2, the Gaussian process regression techniques pre-
sented in Chapters 4 and 5 are only able to model a single requirement at a time.
Each Gaussian process corresponds to a single requirement and multiple, parallel GPs
are necessary to model the simultaneous satisfaction of multiple requirements. By it-
self, this does not present a significant obstacle to modeling the satisfaction of the
requirements, and only necessitates a higher computational cost to train the multiple
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GPs. However, the need for multiple GPs does challenge the closed-loop verification
procedures presented in the earlier chapters.
The main issue faced by closed-loop verification applied to systems with multiple
non-binary requirements is the likely disagreement over the informativeness of partic-
ular operating conditions. Especially in systems with competing requirements, it is
not hard to imagine each of the parallel GPs will rank the expected informativeness
of a simulation at one parameter setting differently. Each parallel GP will have its
own highest-ranked parameter setting or set of conditions for the upcoming simula-
tions. The problem is how to balance the competing suggestions and choose a single
simulation/experiment or set of simulations/experiments.
One possible direction would exploit recent developments in multi-task active
learning [117] to develop new closed-loop verification procedures. Multi-task active
learning techniques combine the selection metrics of different tasks together in a scalar
function to rank prospective sample locations with a single criterion. These functions
could be as simple as the maximum of the parallel scores or a more complex nonlinear
combination of them. Similar ideas from multi-objective optimization [163] could also
be applied. Ideally, the new closed-loop verification procedures would combine aspects
from all of these existing techniques to address the specific challenges associated with
verification.
Multi-Stage Verification with Forward Transfer of Predictive Covariance
Section 7.1 identified the primary limitation of the forward transfer method used in
this thesis: the absence of the prior verification stage’s predictive covariance Σ1(𝜃)
in the later stage’s predictions, 𝜇2(𝜃) and Σ2(𝜃). Without this information, the
second stage has no way of knowing whether the first stage had high confidence
in its predictions when it incorporates those results into its own prediction model.
Recent work in transfer learning for Gaussian process models [164] has the potential
to completely fix that limitation. This new forward transfer method not only includes
the ability to transfer the covariance Σ1(𝜃), but also presents a novel method to use
Stage 1’s predictions to improve the hyperparameter optimization process in Stage 2.
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The latter aspect would offer significant assistance when the second stage is forced
to rely upon an extremely small training dataset ℒ2. Additionally, an improved
forward transfer method would enable new directions for the research in multi-stage
verification such as more complex procedures that seamlessly switch back and forth
between models of different fidelity.
Black-Box Robust Controller Design and Optimization
A final possible research extension of this work would be the implementation of
closed-loop verification within a black-box controller design and optimization process.
Recent Bayesian optimization techniques applied to controller design and optimiza-
tion [96, 165] have shown potential for black-box control system design or parameter
tuning, but have restricted the measurements to quantifiable metrics obtainable via
a single simulation or experiment. One interesting extension would be the combina-
tion of these Bayesian optimization techniques with closed-loop statistical verification
frameworks to optimize the robustness of a control system. Unlike the existing con-
troller optimization techniques [96,165], this research direction would use closed-loop
verification to predict the robustness of a set of candidate controller parameters. The
Bayesian optimization technique would then utilize these robustness predictions to
adjust the controller parameters and either maximize the robustness of the closed-loop
system or maximize another value while meeting a minimum level of robustness.
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Appendix A
Concurrent Learning Model
Reference Adaptive Control
This appendix describes two concurrent learning model reference adaptive control
(CL-MRAC) examples used throughout this thesis. The first example considers a two-
state linear system with two sources of parametric uncertainty. The second example
expands upon this system and includes two additional sources of uncertainty as well
as a more complex formulation with control saturation.
Simple CL-MRAC System
For the first example, consider an uncertain, second order linear system⎡⎣?˙?1
?˙?2
⎤⎦ =
⎡⎣ 0 1
−0.2 + 𝜃1 −0.2 + 𝜃2
⎤⎦⎡⎣𝑥1
𝑥2
⎤⎦+
⎡⎣0
1
⎤⎦𝑢(𝑡) (A.1)
with two uncertain parameters 𝜃 = [𝜃1, 𝜃2]
𝑇 that are not known in advance. The
system is expected to track a desired reference trajectory produced by the following
linear system, ⎡⎣?˙?𝑚1
?˙?𝑚2
⎤⎦ =
⎡⎣ 0 1
−𝜔2𝑛 −2𝜁𝑛𝜔𝑛
⎤⎦⎡⎣𝑥𝑚1
𝑥𝑚2
⎤⎦+
⎡⎣ 0
𝜔2𝑛
⎤⎦ 𝑟𝑐𝑚𝑑(𝑡), (A.2)
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with 𝜁𝑛 = 0.5 and 𝜔𝑛 = 1. This reference system is excited by step commands
𝑟𝑐𝑚𝑑 = 1 between 𝑡 = 0 and 𝑡 = 2 seconds, 𝑟𝑐𝑚𝑑 = 1.5 between 𝑡 = 10 and 𝑡 = 12
seconds, and 𝑟𝑐𝑚𝑑 = −1.5 between 𝑡 = 20 and 𝑡 = 22 seconds, where 𝑟𝑐𝑚𝑑 = 0 at all
other times. The trajectory length for the simulations is set to 𝑇𝑓 = 40 seconds.
The closed-loop control policy for the system is a function of the actual state x(𝑡),
reference state x𝑚(𝑡), reference command 𝑟𝑐𝑚𝑑(𝑡), and estimated parameters ̂︀𝜃(𝑡).
The scalar control input 𝑢(𝑡) consists of three components: reference input 𝑢𝑟𝑚(𝑡),
feedback input 𝑢𝑝𝑑(𝑡), and adaptive input 𝑢𝑎𝑑(𝑡),
𝑢(𝑡) = 𝑢𝑟𝑚(𝑡) + 𝑢𝑝𝑑(𝑡)− 𝑢𝑎𝑑(𝑡). (A.3)
The reference and feedback inputs are constructed so that in the absence of uncer-
tainties (𝜃 = [0, 0]𝑇 ), these two inputs are sufficient for ensuring stable, closed-loop
tracking of the reference trajectory. The reference and feedback inputs are given by
𝑢𝑟𝑚(𝑡) = −𝜔2𝑛𝑥𝑚1 − 2𝜁𝑛𝜔𝑛𝑥𝑚2 + 𝜔2𝑛𝑟𝑐𝑚𝑑(𝑡) (A.4)
𝑢𝑝𝑑(𝑡) = 𝐾𝑝𝑒1(𝑡) + 𝐾𝑑𝑒2(𝑡), (A.5)
where 𝐾𝑝 = 1.5, 𝐾𝑑 = 1.3, and e(𝑡) = x𝑚(𝑡) − x(𝑡) is the tracking error between
the reference and actual states. In the presence of uncertainties, the adaptive input
𝑢𝑎𝑑(𝑡) helps ensure closed-loop tracking,
𝑢𝑎𝑑(𝑡) = ̂︀𝜃1(𝑡)𝑥1(𝑡) + ̂︀𝜃2(𝑡)𝑥2(𝑡), (A.6)
where ̂︀𝜃1(𝑡) and ̂︀𝜃2(𝑡) are the estimated parameters updated online according to the
concurrent learning adaptive law [121].
Unlike the standard MRAC adaptive law, the CL-MRAC adaptive law updates ̂︀𝜃
as a combination of instantaneous and recorded data,
̂˙︀𝜃(𝑡) = −Γx(𝑡)e(𝑡)𝑃𝐵 − Γ𝑐 𝑝𝑚𝑎𝑥∑︁
𝑘=1
x𝑘x
𝑇
𝑘
̃︀𝜃𝑇 , (A.7)
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with parameter estimation error ̃︀𝜃(𝑡) = ̂︀𝜃(𝑡) − 𝜃. In this example, the adaptive
gains are set to Γ = 2 and Γ𝑐 = 0.2. Vector 𝐵 is the control input matrix from
(A.1). The symmetric positive-definite matrix 𝑃 is determined by the Lyapunov
equation 𝐴𝑇𝑃 +𝑃𝐴 = −𝐼, where 𝐴 is the nominal open-loop plant from (A.1) (with
𝜃 = [0, 0]𝑇 ).
The crux of the CL-MRAC adaptive law is the time history stack found in (A.7).
The CL-MRAC law actively selects specific datapoints x𝑘 from the observed portion
of the trajectory in order to improve the convergence of the tracking error. These
datapoints are specifically chosen to guarantee matrix
∑︀𝑝𝑚𝑎𝑥
𝑘=1 x𝑘x
𝑇
𝑘 is positive definite.
Once the datapoint budget 𝑝𝑚𝑎𝑥 is reached (here 𝑝𝑚𝑎𝑥 = 20), older datapoints are
only replaced with a new datapoint if the resulting matrix will have a higher minimum
singular value. This process, called singular value maximization [121], guarantees that
new datapoints added to the history stack will strictly improve the rate of tracking
and parameter estimation error convergence.
Although this CL-MRAC approach guarantees asymptotic convergence of the
tracking and parameter estimation errors, the adaptive control law converts the open-
loop linear system into a nonlinear closed-loop system. In particular, the history stack
greatly complicates analysis of the closed-loop response due to its periodic, but non-
uniform, updates of the saved datapoints. The adaptive control inputs can vary
significantly, even at the same state vector x(𝑡), depending upon the current estimate
of the parameters ̂︀𝜃(𝑡).
CL-MRAC System with Control Saturation
The second example is a more complex version of the previous CL-MRAC system.
This example involves the same open-loop plant from (A.1); however, the control input
𝑢(𝑡) is saturated within limits −𝑢𝑚𝑎𝑥 ≤ 𝑢(𝑡) ≤ 𝑢𝑚𝑎𝑥, where 𝑢𝑚𝑎𝑥 > 0. For additional
complexity, two more sources of uncertainty are added to the same previous uncertain
parameters (𝜃1, 𝜃2): 𝜃3 captures uncertainty in the initial state 𝑥1(0) and 𝜃4 models
uncertainty in the control saturation limit 𝑢𝑚𝑎𝑥.
Concurrent learning model reference adaptive control (CL-MRAC) is still used,
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but the presence of control saturation can lead to instabilities in the adaptation if
left unaddressed. In order to counter these issues, pseudo-control hedging (PCH)
[122] augments the baseline CL-MRAC procedure. Pseudo-control hedging creates a
hedge input 𝜈ℎ that measures the distance between the desired control input before
saturation 𝑢𝑑𝑒𝑠(𝑡) and the control input at saturation ±𝑢𝑚𝑎𝑥. Note that the desired
control input before saturation is simply the original formulation for the control input,
𝑢𝑑𝑒𝑠(𝑡) = 𝑢𝑟𝑚(𝑡) + 𝑢𝑝𝑑(𝑡)− 𝑢𝑎𝑑(𝑡), (A.8)
while the new (true) control input is given by
𝑢(𝑡) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝑢𝑚𝑎𝑥 if 𝑢𝑑𝑒𝑠(𝑡) > 𝑢𝑚𝑎𝑥
𝑢𝑑𝑒𝑠(𝑡) otherwise
−𝑢𝑚𝑎𝑥 if 𝑢𝑑𝑒𝑠(𝑡) < −𝑢𝑚𝑎𝑥.
(A.9)
The pseudo control hedge input 𝜈ℎ is simply the difference
𝜈ℎ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝑢𝑚𝑎𝑥 − 𝑢𝑑𝑒𝑠(𝑡) if 𝑢𝑑𝑒𝑠(𝑡) > 𝑢𝑚𝑎𝑥
0 otherwise
−𝑢𝑚𝑎𝑥 − 𝑢𝑑𝑒𝑠(𝑡) if 𝑢𝑑𝑒𝑠(𝑡) < −𝑢𝑚𝑎𝑥.
(A.10)
The main issue with control saturation is the controller can no longer perfectly track
the reference trajectory x𝑚(𝑡) when the control input 𝑢(𝑡) is saturated. Even once the
parameter estimates (̂︀𝜃1, ̂︀𝜃2) converge to their true value, the actual state trajectory
may not be able to follow the unconstrained reference trajectory. Instead, the pseudo-
control hedge modifies the reference model to prevent the saturation from negatively
affecting the tracking error e(𝑡) = x𝑚(𝑡) − x(𝑡). Specifically for this example, the
PCH-modified reference model becomes⎡⎣?˙?𝑚1
?˙?𝑚2
⎤⎦ =
⎡⎣ 0 1
−𝜔2𝑛 −2𝜁𝑛𝜔𝑛
⎤⎦⎡⎣𝑥𝑚1
𝑥𝑚2
⎤⎦+
⎡⎣ 0
𝜔2𝑛
⎤⎦ 𝑟𝑐𝑚𝑑(𝑡)−
⎡⎣0
1
⎤⎦ 𝜈ℎ. (A.11)
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This PCH-modification also changes the Lyapunov function used to verify the closed-
loop stability of the system, discussed with more detail in [122]. This modification to
the Lyapunov function adds to the difficulty in obtaining analytical barrier certificates
or applying other analytical verification methods - see Section 3.2.
261
262
Appendix B
Robust Multi-Agent Task Allocation
for Aerial Forest Firefighting
The following appendix describes the robust multi-agent task allocation example used
in the thesis. In this example, UAV agents are assigned to find, identify, and track the
expansion of forest fires in rough terrain while subject to uncertain wind conditions.
A more complete description of the aerial forest firefighting problem is found in earlier
work [32]. Additional details for the robust task allocation strategy, robust CBBA,
can be found in the seminal work [26].
Wildfires pose a severe environmental and monetary risk around the world. Many
of these fires start in hard-to-reach remote areas due to dry conditions and lightning
strikes or uncontrolled campfires. After the initial blaze, these fires can rapidly grow
in size and eventually burn thousands or even upwards of a million acres of land [166].
One of the primary challenges with these remote wildfires, at least during the initial
stages, is adequate detection and surveying of the fire for subsequent firefighting
efforts [167]. This initial monitoring of the fire is made even more difficult by the
existence of fire spotting, where embers from the original fire are carried aloft by
winds until they ignite a second fire downwind from the first. Unmanned aerial
vehicles, in particular small, backpack-transportable ones, have been proposed as a
potential tool for monitoring wildfires during the initial stages [167].
This example combines robust task allocation with a forest fire simulator to de-
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velop robust and effective strategies for UAV monitoring of wildfires given uncer-
tainties in the wind conditions. Changes in the wind conditions (wind speed and
direction) will drastically affect the expansion of the fire due to changes in the terrain
and vegetation. For instance, dry grasslands will typically burn faster than rocky
shrubbery and the wind direction pointing towards either type will change the speed
of fire growth. This example utilizes a Matlab-based derivative of commercially-
available wildfire simulators [168, 169] to model the expansion of wildfires given a
set of wind conditions, vegetation map, and initial fire starting location. A robust
task allocation optimization problem will then attempt to assign UAVs in the most
efficient manner to maximize the expected coverage of the fire from the UAVs while
limited to fuel constraints and vehicle dynamics. The verification problem will then
examine a candidate task assignment policy to determine at which wind conditions
the control policy will fail to maintain a desired level of coverage and at which it will.
Ultimately, a higher-level planner will evaluate the verified robustness of different
policies and select the one with the greatest expected performance [32].
Robust Planning under Uncertainty
The task assignment policy is constructed through a robust task allocation framework.
This example uses the robust consensus-based bundle algorithm (CBBA) [26,132,170]
as the task allocation framework. The robust CBBA algorithm produces conflict-free
distributed task assignments in polynomial time and has been demonstrated through
flight tests with UAVs and other hardware scenarios [26].
The basic multi-agent task allocation problem attempts to maximize mission per-
formance given a team of 𝑁𝑎 agents and 𝑁𝑡 tasks to complete. This mission perfor-
mance is defined by a global objective function that captures the costs or rewards
associated with the assignment of particular agents to tasks. This work makes the
common assumption the tasks can only be completed by one agent at a time, allowing
the objective function to be rewritten as the sum of local objective functions for each
agent and their assigned task(s). Additionally, the rewards for completing tasks will
vary explicitly with time. For instance, an agent may be penalized for not completing
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certain tasks within a set time window. The resulting global task allocation problem
is given by the mixed-integer nonlinear optimization program:
max
x,𝜏
E𝜃
{︁ 𝑁𝑎∑︁
𝑖=1
𝑁𝑡∑︁
𝑗=1
𝑐𝑖𝑗(x, 𝜏 ,𝜃)𝑥𝑖𝑗
}︁
s.t. G(x, 𝜏 ,𝜃) ≤ b
x ∈ 𝒳 𝜏 ∈ 𝒯 .
(B.1)
Design vector x ∈ 𝒳 is the assignment of all agent-task pairings with 𝑥𝑖𝑗 denoting
whether agent 𝑖 is assigned to task 𝑗, i.e. 𝒳 = {0, 1}𝑁𝑎×𝑁𝑡 . Decision variable 𝜏 ∈ 𝒯
is the execution sequence, where scalar term 𝜏𝑖𝑗 denotes the time when agent 𝑖 will
execute the assigned task 𝑗 or 𝜏𝑖𝑗 = ∅ if task 𝑗 is not assigned to agent 𝑖. Vector 𝜃
consists of the planning parameters that may influence the objective cost 𝑐𝑖𝑗. In this
example, the planning parameters correspond to uncertain wind conditions 𝜃1 (wind
speed) and 𝜃2 (wind direction). The cost function maps the cost or reward obtained by
agent 𝑖 for completing task 𝑗 to the set of task assignments x, execution sequence 𝜏 ,
and planning parameters 𝜃. Because the wind conditions are not perfectly known and
may change before execution of the policy, the robust CBBA algorithm maximizes
the expected performance with respect to uncertainties 𝜃. In order to capture the
effects of vehicle dynamics and other limitations, the nonlinear constraints G and b
are placed on the optimization problem.
As it is a distributed algorithm, robust CBBA decomposes (B.1) amongst each
agent and greedily generates a task assignment to maximize each agent’s individual
score. As these will neglect the other agents’ scores, CBBA introduces a bidding
process to eventually arrive at a conflict-free task assignment with a locally optimum
solution. The total expected reward 𝐽 is the cumulative expected reward of each
agent. This example does not directly examine the construction of the task assign-
ment, but instead evaluates the robustness of a task assignment policy after it has
already been obtained through the bidding process.
The robust CBBA planner attempts to assign 4 UAVs to complete 30 fire detection
and monitoring tasks at locations spread across an arbitrary map of varying vegetation
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Figure B-1: Illustration of the realized mission score as a function of uncertain wind pa-
rameters 𝜃1 (wind speed) and 𝜃2 (wind direction). Note, the non-dimensional units of the
mission score hold no real-world, physical meaning and simply measure whether the system
successfully completed the assigned tasks.
types and terrain. The agents are broken into two types: 2 fast UAVs and another
2 UAVs that are 25% slower. The fire detection tasks correspond to potential fire
locations. The UAVs must fly to those locations and check the immediate vicinity
for fire hotspots. If one is detected, the UAV will spend more time at that location
to map the approximate fire boundary and study its rate of burn before moving on
to the next one. As mentioned earlier, different wind conditions will cause the fire to
spread in different directions at different rates, meaning some tasks will take longer
given one 𝜃 condition, but significantly less for another. Each task also has a certain
time window for which the UAV is expected to complete that task. Unforeseen delays
may cause a UAV to arrive too late to complete a certain task within its assigned
time window, and thus the UAV will miss the “reward” associated with successful
completion of that task. Given a task assignment optimized for 𝜃1 = 20 (km/hr) and
𝜃2 = 90
∘ (Easterly wind), the realized score at different wind conditions is plotted
in Figure B-1. Note, the example actually considers the full 360∘ but Figure B-1
only shows 0 − 180∘. The verification problem then attempts to identify whether a
set of wind conditions 𝜃 will achieve a realized mission score above 1700. For the
stochastic version of the problem, each task duration is multiplied by its own scaling
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factor 𝑘𝐺. A rough scaling factor ̂︀𝑘𝐺 is taken from a standard Gaussian distribution̂︀𝑘𝐺 ∼ 𝒩 (1.1, 1) centered at 1.1. In order to avoid negative scaling factors, the actual
scaling factor 𝑘𝐺 has a minimum of 0.1, i.e. 𝑘𝐺 = max([0.1,̂︀𝑘𝐺]).
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Appendix C
Lateral-Directional Autopilot Model
The lateral-directional autopilot example considers an autopilot for a de Havilland
DHC-2 Beaver airplane. This airplane is a single-engined propeller aircraft with a
high-wing design and floats for water landings. The autopilot and autopilot require-
ments were provided during a session of the USAF’s S5 conference [133, 134] while
the baseline aircraft model is available in Matlab’s Aerospace Blockset and can be
accessed with the “asbdhc2” command in the command window.
The example’s simulation model replicates the various components of a real-world
flight control system, seen in Figure C-1. The airframe model includes full nonlinear
6 degrees-of-freedom aircraft dynamics, complete with actuator dynamics and satu-
ration for each of the flight control surfaces. These dynamics also include nonlinear
functions for engine spool-up and other noticeable effects. For the stochastic version
of the model, the Dryden wind field model [15] was added to the airframe model to
incorporate realistic effects of wind turbulence upon the aircraft’s trajectory. The
autopilot component of the simulation model contains different controllers for pitch,
roll, and yaw which will adjust outputs and gains according to the particular autopi-
lot mode and commands. These autopilot controllers are not modified for the thesis
work and verification tests the autopilot’s ability to satisfy the given performance
requirements.
This example focuses on the “heading-hold” option of the lateral-directional au-
topilot. The autopilot is expected to turn the aircraft to the desired reference heading
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Figure C-1: Components of the lateral-directional autopilot and flight control system for
the de Havilland Beaver flight simulation model.
angle and maintain that heading. The desired heading angle is fixed at 112∘, which
is the default value for the aircraft simulation model. The autopilot is expected to
meet various performance requirements as it controls the aircraft during the turn ma-
neuver. The first requirement states the aircraft should achieve a steady-state error
of 1∘ in calm air (no turbulence). The second requirement limits the allowable over-
shoot and states the aircraft’s heading angle should not exceed 10% overshoot in calm
air. These two requirements constitute acceptable heading angle performance for the
autopilot. During an exhaustive search of different initial conditions and possible
parameter settings, the autopilot always met these two heading angle requirements.
Although the autopilot consistently satisfies the heading angle tracking and over-
shoot requirements, the autopilot is not always able to satisfy a third requirement
that places an altitude restriction on the aircraft trajectory during the turn maneuver.
This altitude requirement states the aircraft must remain within 35 feet of the initial
altitude when the heading-hold command was given. As the aircraft turns from the
initial heading angle towards the desired reference heading, the aircraft may gain or
lose altitude based upon the effects of the control surface deflections. An example of
the heading angle and altitude tracking errors during an arbitrary turn maneuver is
shown in Figure C-2. In this trajectory, the autopilot successfully ensures the aircraft
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Figure C-2: Satisfaction of the heading autopilot’s requirements over an example trajectory.
satisfies the two requirements for heading angle performance, but is not able to satisfy
the altitude restriction. Changes in the initial conditions will affect the satisfaction
of the altitude requirement, but only have minimal impact upon the satisfaction of
the other heading angle requirements (tracking and overshoot). For this reason, the
example problems in this thesis will only examine the satisfaction of the altitude
requirement.
Lastly, the autopilot may be engaged at a wide variety of different aircraft ori-
entations and states. Assuming a pilot will only engage the autopilot during cruise
conditions, the most relevant variations in orientation and state are in the roll, pitch,
and heading angles. These angles represent the aircraft’s angular position with re-
spect to the horizon and magnetic North. Additionally, the aircraft may be loaded
differently between flights as passengers and cargo are added or removed. The air-
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craft’s weight itself was found to have minimal impact upon the satisfaction of the
requirements during the exhaustive search, but changes in moments of inertia exhib-
ited stronger influence. In particular, the longitudinal moment of inertia (𝐼𝑦𝑦) had a
non-negligible influence upon the satisfaction of the altitude requirement. These four
variables (roll, pitch, heading, and 𝐼𝑦𝑦) are the parametric uncertainties examined
during verification.
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Appendix D
Determinantal Point Processes for
Sampling
Determinantal Point Processes (DPPs) are useful tools for selecting sets of samples
where diversity in the samples is important [130]. In these approaches, a set of
samples generated according to the underlying probability distribution is used to
construct a DPP, which then can be used to produce a second sample set of the same
size with a higher level of diversity. In many applications, only a small number of
samples is desired; however, the DPP loses its utility when it is constructed from a
small number of initial samples. For these problems, k-DPPs [131] were developed to
produce a small set of samples (of size 𝑘) from a DPP constructed with a significantly
larger initial set of samples. The overall process is deeply rooted in random matrix
theory and an interested reader should examine the seminal work [130, 131] for the
full discussion and details. The following algorithm describes k-DPP sampling as it
relates to the data-driven verification procedures.
The k-DPP sampling approach in Algorithm 14 assumes 𝑀𝑇 samples of 𝜃 have
been generated according to probability distributions P𝐸(𝜃) or P𝑉 (𝜃) determined by
the respective binary classification entropy or CDF variance selection metrics. In
order to have a suitable number of samples to construct the DPP, 𝑀𝑇 = 1000 for the
examples in this thesis. These samples form a matrix 𝐿 that measures correlation
between samples (Step 4). An isotropic squared exponential kernel is used to measure
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similarity and ensure the components of 𝐿 are bounded (𝐿(𝑖, 𝑗) ≤ 1) and 𝐿 is positive
definite. The term 𝑙 is the lone hyperparameter of the RBF kernel. This term was set
to 𝑙 = 5 for the examples. Next, the eigenvalues 𝜆𝑗 and eigenvectors 𝑣𝑗 of 𝐿 are found
(Step 7). The eigenvalues are also used to compute the corresponding elementary
symmetric polynomials 𝑒𝑚. These elementary polynomials and the eigenvalues weight
the sample locations and are used to randomly select indices from the 𝑀𝑇 samples
in Step 10, adding the selected index to set 𝐽 . Once the loop has selected 𝑀 indices,
a sample 𝑦𝑖 from the set 𝐽 is randomly chosen and added to 𝑌 in Steps 21 and 22.
The eigenvector corresponding to 𝑦𝑖 is then removed from the set 𝑉 of all remaining
eigenvectors. Steps 21-23 are repeated until𝑀 samples have been chosen, completing
the batch. Note that the values in the output set 𝑌 correspond to indices of 𝜃 terms
in the initial input set of 𝑀𝑇 locations sampled from P𝐸(𝜃) or P𝑉 (𝜃). The actual
sample locations are taken from the original set of 𝑀𝑇 points.
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Algorithm 14 k-DPP sampling algorithm; adapted from [131].
1: Input: 𝑀𝑇 randomly generated samples of 𝜃, empty set 𝐽 , batch size 𝑀
2: for 𝑖 = 1, 2, . . . ,𝑀𝑇 do
3: for 𝑗 = 1, 2, . . . ,𝑀𝑇 do
4: Compute 𝐿(𝑖, 𝑗) = 𝑒−||𝜃𝑖−𝜃𝑗 ||
2/𝑙2
5: end for
6: end for
7: Eigendecomposition of 𝐿 → {𝑣𝑗, 𝜆𝑗}
8: Initialize 𝑚 = 𝑀
9: for 𝑗 = 𝑀𝑇 ,𝑀𝑇 − 1, . . . , 1 do
10: if 𝑢 ∼ Uniform[0, 1] < 𝜆𝑗 𝑒
𝑗−1
𝑚−1
𝑒𝑗𝑚
then
11: 𝐽 ← 𝐽 ∪ {𝑗}
12: 𝑚← 𝑚− 1
13: if 𝑚 = 0 then
14: break
15: end if
16: end if
17: end for
18: 𝑉 ← {𝑣𝑗}𝑗 ∈ 𝐽
19: 𝑌 ← ∅
20: while |𝑉 | > 0 do
21: Select 𝑦𝑖 with probability P(𝑦𝑖) = 1|𝑉 |
∑︀
𝑣∈𝑉 (𝑣
𝑇 𝑒𝑖)
2
22: 𝑌 ← 𝑌 ∪ 𝑦𝑖
23: 𝑉 ← 𝑉⊥ (orthonormal basis for subspace of 𝑉 orthogonal to 𝑒𝑖)
24: end while
25: Return: sample set 𝑌 of size 𝑀
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