The fuzzy min-max (FMM) network is a supervised neural network classifier that forms hyperboxes for classification and prediction. In this paper, we propose modifications to FMM in an attempt to improve its classification performance when a small number of large hyperboxes are formed in the network. Given a new input pattern, in addition to measuring the fuzzy membership function of the input pattern to the hyperboxes formed in FMM, an Euclidean distance measure is introduced for predicting the target class associated with the new input pattern. A rule extraction algorithm is also embedded into the modified FMM network. A confidence factor is calculated for each FMM hyperbox, and a user-defined threshold is used to prune the hyperboxes with low confidence factors. Fuzzy if-then rules are then extracted from the pruned network. The benefits of the proposed modifications are twofold, viz., to improve the performance of FMM when large hyperboxes are formed in the network; to facilitate the extraction of a compact rule set from FMM to justify its predictions. To assess the effectiveness of modified FMM, two benchmark pattern classification problems are experimented, and the results from different methods published in the literature are compared. In addition, a fault detection and classification problem with a set of real sensor measurements collected from a power generation plant is evaluated using modified FMM. The results obtained are analyzed and explained, and implications of the modified FMM network as a useful fault detection and classification tool in real environments are discussed. #
Introduction
Artificial neural networks (ANNs) have emerged as a wellknown solution for tackling pattern recognition and classification tasks [1] [2] [3] . Indeed, ANNs are useful for solving pattern classification problems in many different fields, e.g. medical prognosis and diagnosis, industrial fault detection and diagnosis, etc. In the medical field, ANNs are deployed as diagnostic decision support systems that help physicians diagnose diseases. In Ref. [4] , a diagnostic aid system for leukemia diagnosis, based on supervised learning algorithms, was proposed. A combined numerical and linguistic system was described in Ref. [5] . The system used an incremental learning fuzzy neural network (ILFN) and a fuzzy expert system optimized by a genetic algorithm for medical diagnosis. Another medical application of ANNs was proposed in Ref. [6] .
A model selection method that used the self-organizing map (SOM) for breast cancer diagnosis was demonstrated.
In industrial fault detection and classification applications, extensive studies using ANNs to detect faults and to identify the associated causes have been conducted. In Ref. [7] an abductive network model-based (ANM) diagnosis system for power transformer fault detection was proposed. The ANM system established the relationships between dissolved gases (input features) and fault types (output results) by using an abductive network-based modeling scheme. Another example of ANNs in industrial applications is in safety related issues. In Ref. [8] , an intensive study describing and categorizing industrial safetyrelated applications of ANNs was presented. In Ref. [9] , a multi-net fault diagnosis system designed to provide an early warning of combustion-related faults in a diesel engine was presented. A multiple ANN model to discriminate between faults and normal operations was tested.
A lot of researchers have identified and elaborated various properties, both theoretical and empirical, of ANNs for practical pattern classification tasks [10, 11] . In Ref. [11] , a number of www.elsevier.com/locate/asoc Applied Soft Computing 8 (2008) [985] [986] [987] [988] [989] [990] [991] [992] [993] [994] [995] desirable properties that an ANN should possess in order to function as a reliable and credible tool in solving practical pattern classification problems are described, as follows:
On-line learning. An ANN classifier should be able to learn the input patterns autonomously and to adapt itself to the new patterns without forgetting previously learned patterns. This is the so-called ''stability-plasticity dilemma'' [11, 12] . The dilemma is concerned with the design and realization of ANN models that are able to remain plastic in learning new information, and yet to remain stable in recalling old information. Nonlinear separability. An ANN classifier should be able to build decision regions that separate classes of different shapes and sizes. Decision boundaries. An ANN classifier should be able to create class boundaries that reduce its misclassification rates. Learning time. An ANN classifier should be able to learn in a short time. Soft and hard decisions. An ANN classifier should be able to provide both hard (crisp, i.e., 0 or 1) and soft decisions. Verification and validation. An ANN classifier should be able to provide a mechanism to verify and validate its performance, as performance evaluation is an important aspect of an ANN. Tuning parameters. An ANN classifier should have a number of tuning parameters to adjust the network to the input patterns, as each classification problem has its own unique properties. Nonparametric classification. An ANN classifier should not depend on a priori knowledge of the input patterns whilst performing classification, as this information is not available most of the time.
The above properties constitute the motivation for the creation of the fuzzy min-max (FMM) neural network [11, 13] . FMM is a pattern classification network based on aggregates of fuzzy hyperboxes. A fuzzy hyperbox defines a region in an ndimensional pattern space. In other words, each fuzzy hyperbox is an n-dimensional box defined by a set of minimum and maximum points. The FMM classifier creates classes by joining several smaller fuzzy sets into a single set of classes. Each input pattern is classified based on the degree of membership to the corresponding hyperboxes. The size of the hyperboxes is bounded by a user-defined value between 0 and 1. A smaller hyperbox size means that the hyperbox can contain only a smaller number of patterns, which will increase the network complexity. A larger hyperbox size means that the hyperbox can contain a larger number of patterns, and will decrease the network complexity. However, large hyperboxes may lead to a low classification performance as the hyperboxes may not capture all the salient features of the input patterns.
Although FMM has the desirable properties mentioned earlier, it lacks an important property, i.e., rule extraction and elicitation. This ability allows an ANN to explain why the network reaches a certain decision for an input pattern. An ANN that cannot explain its decisions is referred to as a ''black box'' network [14, 15] . Indeed, determining why and how an ANN makes a particular decision is a difficult task. However, without the ability to produce an explainable and justifiable prediction, it is hard for users to trust the reliability of the ANN in real world problems. Therefore, extracting rules from an ANN has a number of advantages, as follows [16] .
Data exploration and feature revelation. An ANN may discover salient (embedded) features in the input data set, which are not recognized earlier [17] . Rule extraction techniques enhance the capabilities of ANNs to explore data and, thus, to expose salient features. Explanation of results. An ANN with a rule extraction capability is able to provide an explanatory facility with respect to its predictions to the user. Generalization of network solutions. When a limited or unrepresentative data set from a problem domain is used for network training, it is difficult to determine the cause(s) whenever generalization fails. Rule extraction provides an experienced user with the capability to look forward to a set of conditions under which generalization failure can occur.
To reveal the information concealed in an ANN, researchers have proposed a number of rule extraction techniques. For instance, a recurrent ANN rules extraction technique was proposed in Ref. [10] . The technique was applied to a recurrent network with a more complicated structure than that of a multilayer ANN. Owing to the fact that past states intervene in neural activation, the capacity of distributed knowledge in a recurrent ANN is considerably higher than that of a multi-layer ANN. In Ref. [18] , a method for extracting if-then rules from the multilayer perceptron network was proposed. The content of the antecedent and consequent of the rules remained the same as in the original database. Thus, de-normalization of the input set used in network training and its respective output was necessary. Another rule extraction technique was proposed in Ref. [19] . This technique comprised two stages: first, pruning the network structure by removing excessive recognition categories and weights, and second, quantizing the continuous network weights and allowing the final system state to be translated into a set of descriptive rules. In Ref. [20] , a technique that extracted rules from ANNs by approximating the activation function at each hidden neuron using a three-piece or five-piece linear function was proposed. In Ref. [21] a genetic algorithm was used to select a small number of significant fuzzy rules. The fuzzy rules were generated from numerical data by partitioning the input space into a predefined number of rectangular partitions. An interesting modification to the method was proposed in Ref. [22] , where a ''do not care'' attribute was introduced as an antecedent in the fuzzy if-then rule, in an attempt to eliminate less important features or redundant features from the data set. In Ref. [23] , a data dimensionality reduction technique was used to remove redundant features from the input data set, and a gradient-based rule extraction method was used to extract rules. The dimensionality reduction was based on a separability correlation measure, which was used to rank the importance of the features. Features with low importance were then removed from the data set.
In this paper, we propose to incorporate a confidence factorbased pruning strategy into FMM and to use the Euclidian distance along with the membership function for FMM to make a prediction of the target output [24] . The objective of the proposed approach is to extract a small, compact set of rules and, at the same time, to achieve a high accuracy rate when large hyperboxes are formed in FMM. The effectiveness of the modified FMM network is evaluated using two benchmark problems, i.e. the Pima Indian Diabetes (PID) and Wisconsin Breast Cancer (WBC) data sets [25] . The results are compared, analyzed, and discussed. The applicability of the modified FMM network is demonstrated using a real-world fault detection and classification problem.
The organization of this paper is as follows. Section 2 gives a description of FMM. Section 3 describes the modifications proposed for FMM. The experimental studies and the results obtained are explained and discussed in Section 4. Conclusions and suggestions for further work are presented in Section 5.
The fuzzy min-max neural network
The FMM network is formed using hyperboxes with fuzzy sets. A hyperbox defines a region of the n-dimensional pattern space that has patterns with full class membership. The hyperbox is completely defined by its minimum and maximum points, and their corresponding membership functions are used to create fuzzy subsets in the n-dimensional pattern space. FMM is an incremental learning system. It learns incrementally in a single pass through the data. It refines the existing pattern classes as new information is received. It also has the ability to add new pattern classes online. The learning process in FMM comprises a series of expansion and contraction processes that fine tune the hyperboxes in the network to establish boundaries among classes. If overlapped hyperboxes of different classes occurred in the pattern space, contraction is performed to eliminate the overlapped areas.
The membership function is defined with respect to the minimum and maximum points of a hyperbox. It describes the degree to which a pattern fits in the hyperbox. For an input pattern of n-dimensions, a unit cube, I n , is defined. In this case, the membership function ranges between 0 and 1. A pattern which is contained in the hyperbox has the membership function of one. The definition of each hyperbox fuzzy set, B j , is
where the input pattern is X = (x 1 ,x 2 , . . ., x n ), the minimum and maximum points of B j are V j ¼ ðv j1 ; v j2 ; . . . ; v jn Þ and W j ¼ ðw j1 ; w j2 ; . . . ; w jn Þ, respectively. Fig. 1 illustrates the minimum and maximum points of a three-dimensional box.
Applying the definition of the hyperboxed fuzzy set, the combined fuzzy set that classifies the Kthpattern class, C k , is defined as
where K is the index set of the hyperboxes associated with class k. Note that the union operation is the maximum of all of the associated fuzzy set membership functions. One important property of this approach is that the majority of the processing time is concerned with finding and fine-tuning the boundaries of the classes, as shown in Fig. 2 . The learning algorithm of FMM allows overlapping of hyperboxes of the same class while eliminating overlapping among different classes. The membership function for the jth hyperbox b j (A h ), 0 b j (A j ) 1, measures the degree to which the hth input pattern, A h , falls outside hyperbox B j . As b j (A h ) approaches 1, the pattern is said to be more ''contained'' by the hyperbox. The resulting membership function is
where, A h = (a h1 ,a h2 , . . ., a hn ) 2 I n is the hth input pattern, V j ¼ ðv j1 ; v j2 ; :::; v jn Þ is the minimum point for B j , W j ¼ ðw j1 ; w j2 ; . . . ; w jn Þ is the maximum point for B j , and g is the sensitivity parameter that regulates how fast the membership values decrease as the distance between A h and B j increases.
The network architecture of FMM consists of three layers of nodes, as shown in Fig. 3 . The first layer, F A , is the input layer which contains input nodes equal in number to the number of dimensions of the input pattern. Layer F C is the output layer. It contains nodes equal in number to the number of classes. The hidden layer is called the hyperbox layer, F B . Each F B node represents a hyperbox fuzzy set, where F A to F B connections are the min-max points. The F B transfer function is the hyperbox membership function defined by (3) . The minimum and maximum points are stored in matrices V and W, respectively. The connections between the F B and F C nodes are binary-valued and are stored in matrix U. The equation for assigning the values from F B to F C connections is
where b j is the jth node and C k is the kth node. Each F C node represents a class. The output of the F C node represents the degree to which input pattern A h fits within class k. The transfer function of each F C nodes performs the fuzzy union operation of the appropriate hyperboxed fuzzy set values. This operation is defined as
There are two main ways in which the output of the F C class nodes can be utilized. If a soft decision is required, the outputs are utilized directly. If a hard decision is required, the F C node with the highest value is identified, and its node value is set to 1 to indicate that it is the closest pattern class, while the remaining F C node values are set to 0, i.e., winner-take-all [26] .
Learning in the fuzzy min-max neural network
In FMM, the fuzzy min-max learning methodology is an expansion/contraction process. The training set, D, consists of a set of M ordered pairs {X h , d h }, where, X h = (X h1 ,X h2 , . . ., X hn ) 2 I n is the input pattern and d h 2 {1,2, . . ., m} is the index of one of the m classes. The learning process begins by selecting an ordered pair from D and by finding a hyperbox of the same class that can expand, if necessary, to include the input pattern. The expansion process leads to overlapping among hyperboxes. Thus, elimination of hyperboxes commences using the contraction process if overlapping hyperboxes from different classes occurred. Nevertheless, it is not a problem if overlapping hyperboxes from the same class occurred. In summary, the FMM learning algorithm comprises of a threestep process:
1. Expansion. Identify expandable hyperboxes and expand them. If an expandable hyperbox cannot be found, a new hyperbox for that class will be added. For hyperbox B j to expand and to include X h , the following constraint must be met:
where 0 u 1 is a user-defined threshold that determines the maximum size of a hyperbox. If the expansion criterion is met, the minimum and maximum points of the hyperbox are adjusted as follows:
2. Overlapping test. Determine if any overlapping hyperboxes from different classes exist. For all dimensions, if at least one of the following four cases is satisfied, then overlapping exists between two hyperboxes. Assuming d old = 1 initially, the four test cases and the corresponding minimum overlapping value for the ith dimension are as follows.
Case 1:
Case 4:
where j = hyperbox B j expanded in the previous step, and k = hyperbox B k of another class and is currently being tested for possible overlapping. 3. Contraction. If overlapping hyperboxes of different classes exist, eliminate the overlapping by minimally adjusting each of the hyperboxes. If all dimensions of the two hyperboxes overlapped, only one of the n dimensions that has minimum overlapping is adjusted to keep the hyperbox size as large as possible. To make a proper adjustment, the same four cases are examined where D is the selected dimension to contract. Case 1: Case 3a:
v jD < v kD < w kD < w jD and
Case 3b:
Case 4a:
v kD < v jD < w jD < w kD and
Case 4b:
3. Modifications of the fuzzy min-max network
Network pruning and rule extraction
After the FMM network is trained, the number of hyperboxes is reduced using a pruning strategy. When the number of hyperboxes is reduced, the number of rules to be extracted is, too, reduced. The pruning method is based on a confidence factor calculated using the method proposed in Ref. [19] . According to Ref. [19] , a data set has to be divided into three: training set (for learning), prediction set (for pruning and rule extraction), and test set (for performance evaluation). The confidence factor for each hyperbox is based on its usage frequency and its predictive accuracy on the prediction set, as follows:
where U j is the usage of hyperbox j, A j the accuracy of hyperbox j, and g 2 [0, 1] is a weighing factor. The value of U j is defined as the number of patterns in the prediction set classified by any hyperbox j, divided by the maximum number of patterns in the prediction set classified by any hyperbox with the same classification class. On the other hand, the value of A j is defined as the number of correctly predicted set of patterns classified by any hyperbox j, divided by the maximum correctly classified patterns with the same classification class. The confidence factor identifies both the ''good'' hyperboxes that are frequently used and generally give high classification accuracy, and the hyperboxes that are rarely used and, yet highly accurate. Hyperboxes with a confidence factor lower than a userdefined threshold is pruned. The confidence factor is tagged to each fuzzy if-then rule that is extracted from the corresponding hyperbox, as follows.
After pruning the hyperboxes with low confidence factors, fuzzy if-then rules are extracted from the remaining hyperboxes using the method in Ref. [19] . First, quantization of the minimum and maximum values of the hyperboxes is conducted. A quantization level, Q, is equal to the number of feature values in the quantized rules. For example, with Q = 3, the feature values are described as low, medium, or high in the fuzzy rule. Quantization is done by the round-off method, in which the interval [0, 1] is divided into Q intervals and assigned to quantization points evenly with one at each end point using:
where q = 1, . . ., Q. The fuzzy if-then rules extracted are in the following form:
where N is the number of hyperboxes, x p = (x p1 , . . ., x pn ) is an ndimensional pattern vector, A q the antecedent feature value and CF j is the confidence factor of the corresponding hyperbox.
Prediction using the Euclidean distance and membership function
In original FMM, the input patterns are classified based on the membership function calculated using Eq. (3). The degree of membership for the input pattern is calculated against all hyperboxes created in the learning process. The pattern is classified to the class associated with the hyperbox that has the highest membership function.
The size of a hyperbox is controlled by u, which is varied between 0 and 1. When u is small, more hyperboxes are created. When u is large, the number of hyperboxes is small, and the size of hyperboxes is large. This situation may result in a lot of hyperboxes that assume high membership functions for a new input pattern, in which the winner-take-all approach in determining the winning hyperbox may lead to inaccurate predictions.
To solve this problem, we propose a modification that uses both the membership function and the Euclidean distance for FMM to predict its target output. First, the membership functions of all hyperboxes for a new input pattern are calculated. A pool of hyperboxes that have high membership function values is then selected. The number of hyperboxes selected can be based on a user-defined threshold, e.g. the highest 10% membership function values. After that, the Euclidean distances between the selected hyperboxes and the input pattern are computed, and the hyperbox with the shortest Euclidean distance is chosen as the winner. Specifically, the Euclidean distance between the input pattern and the centroid of the hyperbox is exploited. As such, in modified FMM, besides the minimum and maximum points, the centroid of all input patterns falling in each hyperbox is recorded, as follows:
where C ji is the centroid of the jth hyperbox in the ith dimension, and N j is the number of patterns included in the jth hyperbox. The Euclidean distance between the centroid of the jth hyperbox and the hth input pattern, E jh , is calculated using:
Fig . 4 shows the classification procedure of a two-dimensional input pattern using the proposed method. Suppose hyperboxes 1 and 2 are selected, owing to their high membership function values towards the input pattern. E 1 and E 2 are the distances between the input pattern and the centroids of hyperboxes 1 and 2, respectively. Since E 2 < E 1 , the input pattern is predicted as belonging to class 2, even though it is contained in hyperbox 1. This modified FMM network, as demonstrated in the next section, can improve the classification results when u is large, i.e., when the network has a small number of hyperboxes, each with a large size.
Benchmark studies
The proposed modified FMM network was first evaluated using two benchmark data sets, i.e., the Pima Indian Diabetes (PID) and Wisconsin Breast Cancer (WBC) problems. The data sets were obtained from the UCI machine learning repository [25] . A series of experiments was conducted by increasing u from 0.01 to 0.95 with an increment of 0.05. The CF threshold was consistently set at 0.5. A maximum of 10 hyperboxes with the highest membership function values were selected for Euclidian distance calculation. In all experiments, five test runs were conducted and the results were averaged. The bootstrap hypothesis test [27] was applied to estimate the 95% confidence interval (plotted as error bars) of the average results.
The PID data set
The PID data set contained 768 cases that belonged to two classes, in which 268 cases (35%) were from patients diagnosed as diabetic and the remaining as healthy. The data set was divided into three subsets: 50% for training, 30% for prediction, and 20% for test. In the case of original FMM, both the training and prediction sets were used for training, while the test set remained the same. Fig. 5(a) and (b) , respectively, show the average test accuracy rates and the average number of hyperboxes created for both original and modified FMM.
As can be observed, both original FMM and modified FMM produced almost similar results than when u was small, but original FMM created a larger number of hyperboxes to achieve this result. When u became larger, the number of hyperboxes decreased in both networks, i.e. larger-sized hyperboxes were formed. This led to a rapid fall in the test accuracy rates of original FMM, as shown in Fig. 5(a) . However, modified FMM managed to maintain its accuracy rates with high values of u. In addition, the 95% confidence intervals of the average results indicate the stability of the performance of modified FMM, especially with large values of u.
In Fig. 5(b) , one can notice that, owing to network pruning, modified FMM created fewer number of hyperboxes, even at low values of u. For example, in a single run at u = 0.4, modified FMM used only 5 hyperboxes to produce an accuracy rate of 77.92%. Under the same conditions, original FMM yielded an accuracy rate of 66.88%, with 422 hyperboxes.
The rules extracted from modified FMM, at u = 0.4, with a quantization level of 5, are shown in Table 1 . As each hyperbox is specified by its minimum and maximum points, each feature in the rule contains a linguistic value for the minimum and maximum points. As an example, Rule 1 in Table 1 To compare the performance of FMM (both original and modified versions), Table 2 shows a comparison with eight different classification systems reported in Ref. [28] . Modified   Fig. 4 . The classification process of an input pattern using the Euclidean distance. Fig. 5. (a) The average test accuracy rates and (b) the average number of hyperboxes for the PID problem.
FMM gave the highest testing accuracy, and original FMM ranked second. This indicates that FMM is capable of giving good results. Note that the result of modified FMM is superior to that of FMM by 1.82%, and the number of hyperboxes created by modified FMM was only 85, as compared with 512 hyperboxes in original FMM. This means that the network structure of original FMM is far more complex than that of modified FMM, and justifies the importance of network pruning before rule extraction can be conducted.
The WBC data set
The second experiment was conducted using the WBC data set. The WBC data set contained 699 records of virtually assessed nuclear features of fine needle aspirates from patients, with 458 benign and 241 malignant cases of breast cancer. Again, the training, prediction, and test sets, respectively, comprised 50%, 30%, and 20% of the total data samples. Fig. 6(a) shows the average testing accuracy results for both original FMM and modified FMM, and Fig. 6(b) shows the average number of hyperboxes created.
One can easily notice the difference in the number of hyperboxes created in original FMM and modified FMM. When u was small, original FMM performed better than modified FMM, with the expense of a lot more hyperboxes. Nevertheless, modified FMM gave better testing accuracy as u became larger. For example, in a single run at u = 0.6, the best result obtained by original FMM was 95.71% accuracy with 175 hyperboxes. Under the same condition, modified FMM gave the best result of 96.42% with only four hyperboxes. It is also noticed that the 95% confidence interval estimates of modified FMM were generally small, signifying the stability of the performances of modified FMM statistically. Table 3 shows the extracted rules, with confidence factors, from modified FMM at u = 0.55. There is one rule for class 0 (benign cases) and three rules for class 1 (malignant cases) produced by the modified FMM network. Again, for example, rule 4 can be interpreted as Table 4 compares the results of original FMM and modified FMM with those from a number of classification systems published in Ref. [28] . Note that original and modified FMM ranked first and second in the list. As stated earlier, the 
Features: 1, very low; 2, low; 3, medium; 4, high; 5, very high. Classes: 0, non-diabetic; 1, diabetic. drawback with original FMM is the large number of hyperboxes in its final network structure, rendering rule extraction impractical. As shown in Table 4 , the accuracy rate of modified FMM is lower than that of original FMM by 0.58%, but original FMM created 240 hyperboxes more than that of modified FMM.
Application to fault detection and classification
One of the important industrial applications of pattern classification is fault detection and classification. Fault detection and classification is a research area that is becoming increasingly important owing to complexity of modern industrial systems and growing demands for quality, cost efficiency, reliability and safety [1, 7] . A fault detection and classification system predicts failures, and when a failure occurs, identifies the reason(s) of failures. Thus, explanation and justification of predictions constitute an important part of a useful and usable fault detection and classification system.
In this study, we investigated the applicability of modified FMM to fault detection and classification using a set of real sensor measurements collected from a power generation plant. The system under consideration was a circulating water (CW) system in the plant. Fig. 7 shows a schematic diagram of the CW system. The main function of the CW system is to provide a sufficient and continuous supply of cooling water to the main turbine condensers to condense steam from the turbine exhaust and the steam then flows into the condenser [29] .
A data set of 2439 samples was collected. As tabulated in Table 5 , each data sample consisted of 12 features comprising temperature and pressure measurements at various inlet and outlet points of the condenser, as well as other important parameters. Two case studies were conducted: first, the heat transfer conditions in the condenser and second, the blockage conditions of the condenser tubes.
Heat transfer conditions
The heat transfer conditions were classified into two: efficient and inefficient heat transfer conditions in the condenser. From the data set collected, 1224 data samples (50.18%) belonged to inefficient heat transfer conditions, and 1215 (49.82%) belonged to efficient heat transfer conditions. The same experimental procedure as in the benchmark studies was employed. The training, prediction, and test sets, respectively, contained 50%, 17%, and 33% of the data samples. In the case of original FMM, both the training and prediction sets were used for training, and the test set remained the same. Fig. 8(a) shows the test accuracy rates of original FMM and modified FMM, while Fig. 8(b) shows the number of hyperboxes created by both networks. It can be noticed that original FMM performed better than modified FMM for small values of u, but with far more number of hyperboxes. Nevertheless, the accuracy rates of original FMM became inferior to those of modified FMM when u ! 0.7. For example, original FMM gave an accuracy rate of 93.85%, with 90 hyperboxes at u = 0.7. Under the same condition, the accuracy rate achieved by modified FMM was 94.82%, with only three hyperboxes. The extracted rules from these three hyperboxes in modified FMM are shown in Table 6 . For instance, the third rule can be interpreted as follows. 
Tube blockage conditions
In this experiment, the objective was to predict the occurrence of blockage in the condenser tubes of the CW system. The conditions of the condenser tubes were categorized into two: significant blockage and insignificant blockage. A total of 1313 samples (53.83%) showed significant blockage and another 1126 samples showed insignificant blockage in the condenser tubes. The same proportions of data samples, with the same distribution for training, prediction, and test data sets, as in the previous experiment, were employed. Fig. 9 shows the average test accuracy rates and the number of hyperboxes created for this blockage detection problem. The performances of both FMM networks were more or less the same with small values of u. As u becomes large, modified FMM outperformed original FMM.
For example, in a single run at u = 0.85, original FMM generated 131 hyperboxes to produce an accuracy rate of 89.05%. Under the same conditions, modified FMM used six hyperboxes to produce an accuracy rate of 97.15%. When u = 0.9 and 0.95, the number of hyperboxes generated in both networks was the same. However, the average accuracy rates of original FMM and modified FMM were 91.29% and 95.72%, respectively. This result justifies the usefulness of the proposed modifications in improving the performance of original FMM when a small number of hyperboxes is formed in its final structure. Table 7 shows the extracted rules from modified FMM at u = 0.85. Rule interpretation is similar to those in the previous experiment. For example, the second rule is interpreted as follows. 
Summary
In this paper, we have proposed modifications to FMM for it to maintain a small rule set with a high classification performance, especially large hyperboxes are formed in the network. We observe that when the number of hyperboxes created by FMM is small, i.e. the size of the hyperboxes is large, the accuracy rate of FMM drops. As such, a prediction method using the Euclidean distance combined with the membership function is proposed. The proposed method is applied to FMM after its training phase, thus leaving its incremental learning property and other salient learning features undisturbed. The performance of the proposed modifications has been evaluated using two benchmark (PID and WBC) data sets. The results compare favourably with those from other machine learning methods published in the literature. Applicability of the modified FMM network to a real-world fault detection and classification task has been demonstrated. The results consistently show that, when u is large, modified FAM outperforms original FMM, with more stable results, as indicated by the 95% confidence interval estimates of the average results. The small number of rules extracted from modified FMM also allows the network to explain and justify its predictions, thus making it a practical tool for realworld applications.
Although the results obtained from the experiments are encouraging, more investigations with data sets from different problem domains are needed to further ascertain the effectiveness of the proposed modified FMM network. Besides, further work can be carried out by modifying the rule selection criteria so that the resulting rules are meaningful and easy to interpret, for example, by using genetic algorithms as exemplified in Ref. [30] . 
