Dynamics of FitzHugh-Nagumo (FN) neuron ensembles with delayed couplings subject to white noises, has been studied by using both direct simulations and a semi-analytical augmented moment method (AMM) which has been proposed by the author [H. Hasegawa, E-print: cond-mat/0311021]. For N -unit FN neuron ensembles, AMM transforms original 2N -dimensional stochastic delay differential equations (SDDE) to infinite-dimensional deterministic DEs for the correlation functions of local and global variables. Infinite-order recursive DEs are terminated at the level m, yielding 8(m + 1)-dimensional deterministic DEs. When a single spike is applied, the oscillation may be induced if parameters of coupling strength, delay, noise intensity and/or ensemble size are appropriate. Effects of these parameters on the emergence of the oscillation and on the synchronization in neuron ensembles have been studied. The synchronization shows the fluctuation-induced enhancement at the transition between non-oscillating and oscillating states. Results calculated by the level-5 AMM are in fairly good agreement with those obtained by direct simulations.
I. INTRODUCTION
There has been much studies on effects of noises in dynamical systems with delays. Complex behavior due to noise and delay is found in many systems such as biological systems, signal transmissions, electrical circuits and lasers. Systems with both noises and delay are commonly described by stochastic delay differential equations (SDDEs). In recent years, linear SDDEs of Langevin equation are beginning to gain much attention [1] - [6] . The parameter range for the stationary solutions of the Langevin equation has been examined with the use of the step by step method [1] , the moment mothod [2] and the Fokker-Planck equation (FPE) method [3] [4] .
When we pay our attention to living brains, various kinds of noises are reported to be ubiquitous. A study on noise effects has been one of major recent topics in neuronal systems. It has been shown that the response of neurons may be improved by background noises. The typical example is the stochastic resonance in which weak noises enhance the transmission of the subthreshold level. The transmission delay is inherent because the speed of spikes propagating through axons is finite. Conduction velocity ranges from 20 to 60 m/s, leading to non-negligible transmission times from milliseconds to hundreds milliseconds. Although an importance of effects of delay has been not so recognized as that of noises, there is an increasing interest in the complex behavior of time delays, whose effects have been investigated by using integrate-and-fire (IF) [7] - [11] , FitzHugh-Nagumo (FN) [12] - [14] and Hodgkin-Huxley (HH) models [9] [10] [15] [16] . Exposed behaviors due to time delays are the multistability and bifurcation leading to chaos.
There are two difficulties in studying combined effects of noise and delay in brains. One is that the system is usually described by nonlinear SDDEs, which are generally more difficult than linear SDDEs. Dynamics of individual neurons includes a variety of voltage dependent ionic channels which can be described by nonlinear DEs of Hodgkin-Huxley-type models, or of reduced neuron models such as IF and FN models. The other is that a small patch of cortex consists of thousands of similar neurons. For a study of dynamics of noisy neuron ensembles with time-delayed couplings, we have to solve high-dimensional nonlinear SDDEs, which have been studied by numerical methods like direct simulations (DS) [17] [18] and by analytical methods like FPE [19] . Simulations for large-scale neuron ensembles have been made mostly by using IF, FN and phase models. Since the time to simulate networks by conventional methods grows as N 2 with N, the size of the ensemble, it is rather difficult to simulate realistic neuron clusters. Although FPE is a powerful method in dealing with the stochastic DE, a simple FPE application to SDDE fails because of its non-Markovian property: an evaluation of the probability density at t requires prior knowledge of the conditional probability density between t and t − τ , τ being the delay time [3] [5] .
In a preceding paper [20] (which is referred to as I hereafter), the present author has developed an augmented moment method (AMM) for SDDE, employing a semi-analytical dynamical mean-field approximation (DMA) theory [21] [22] . In I, AMM is applied to Langevin model, transforming the original N-dimensional SDDEs to infinite-dimensional DEs which are terminated at finite level m. Model calculations in I with changing the level m have shown that the results converge at a fairly small m. Actually results obtained by the level-6 AMM are in good agreement with those by DS. It has been demonstrated in I that AMM may be a useful tool in discussing dynamics and synchronization of ensembles described by linear and nolinear delay Langevin equations.
It is the purpose of the present paper to apply AMM to FN neuron ensembles with time-delayed couplings. In the next Sec. II, we apply a AMM theory to N-unit FN neuron ensembles described by non-linear SDDE, in order to get the infinite-dimensional deterministic DEs for the correlation functions of local and global variables. Infinite-dimensional recursive DEs are terminated at the finite level m in the level-m approximation. In Sec. III some numerical results are reported, showing that results of the level-5 AMM are in good agreement with those of DS. Conclusion and discussion are presented in Sec. IV, where a small-delay approximation (SDA) valid for a small delay, will be examined with model calculations.
II. FN NEURON ENSEMBLE

A. Basic formulation
Dynamics of a neuron ensemble consisting of N-unit FN neurons (N ≥ 2), is described by the 2N-dimensional nonlinear SDDEs given by
where
003 and e = 0 [23] [21] , and x i and y i denote the fast (voltage) and slow (recovery) variables, respectively. The third term in Eq. (1) stands for couplings among neurons with the selfcoupling terms excluded [24] . The fourth term of Eq. (1), ξ i (t), denotes the Gaussian white noise given by < ξ i (t) >= 0 and
where β denotes the magnitudes of independent noises and the bracket < · > the stochastic average [25] . The last term I (e) (t) denotes the external input whose explicit form will be shown later [Eq. (63)]. The case of a single FN neuron with a delayed recurrent coupling (N = 1), which is not covered in Eq. (1) and (2), is separately discussed in Appendix A.
We apply AMM developed in I to FN neuron ensemble given by Eqs. (1) and (2), defining global variables for the ensemble given by
and their averages by
We define the correlation functions between local variables, given by
where δx i (t) = x i (t) − µ 1 (t) and δy i (t) = y i (t) − µ 2 (t). Similarly we define the correlation function between global variables, given by
where δX(t) = X(t) − µ 1 (t) and δY (t) = Y (t) − µ 2 (t). Conventional variances and covariances are given by Eqs. (7)- (14) with t = t ′ , for which the symmetry relations: γ 1,2 (t, t) = γ 2,1 (t, t) and ρ 1,2 (t, t) = ρ 2,1 (t, t) are hold. It is noted that γ κ,ν (t, t) (κ, λ = 1, 2) expresses the spatial average of fluctuations in local variables of x i and y i while ρ κ,ν (t, t) denotes fluctuations in global variables of X and Y .
We assume that the noise intensity β is weak and that the distribution of state variables takes the Gaussian form concentrated near the means of (µ 1 , µ 2 ), as previously adopted [21] [22] . Numerical simulations for a single FN neuron have shown that for weak noises, the distribution of x(t) of the membrane potential nearly obeys the Gaussian distribution, although for strong noises, the distribution of x(t) deviates from the Gaussian, taking a bimodal form [26] [27] . Similar behavior of the membrane-potential distribution has been reported also in the HH neuron model [28] [29] . We express Eqs. (1) and (2) in a Taylor expansion of δx i and δy i up to the fourth-order terms. Their averages yield DEs for means of dµ 1 /dt and dµ 2 /dt [Eqs. (21) and (22)]. DEs of variances and covariances may be obtained by using the equations of motions of δx i and δy i . For example, DE for dγ 1,2 (t, t)/dt is given by
After some manipulations with the use of the Gaussian-decoupling approximation [21] , we get DEs for µ κ (t), γ κ,ν (t, t) and ρ κ,ν (t, t) (κ, ν = 1, 2) given by
Equations (21)- (28) include the higher-order terms of γ κ,ν (t, t − τ ) and ρ κ,ν (t, t − τ ), which is due to non-Markovian property of SDDE. Their equations of motions have the following recursive structure (for mτ > 0):
In the process of calculations of Eqs. (33)- (40), we get the new correlation functions of S κ (t, t − mτ ) and S κ (t − mτ, t) (κ = 1 and 2), defined by
They are shown to vanish except for the case of mτ = 0 (for details see Appendix B). The original two-dimensional SDDE given by Eqs. (1) and (2) are transformed to infinitedimensional deterministic DDE given by Eqs. (21)- (40), which arise from the non-Markovian property of SDDE. It is, however, very difficult to simultaneously solve the infinite-order recursive equations given by Eqs, (21)-(40). We may adopt the level-m approximation in which the recursive DEs are terminated at the finite level m, as
leading to 8(m + 1)-dimensional DEs. In the following Sec. III, we will examine the level-m approximation, performing calculations with different m, in order to show that the level-5 approximation may yield results in fairy good agreement with DS [ Fig. 5(b) ). When there are no time delays (τ = 0), DEs given by Eqs. (21)-(40) reduce to
Equations given by Eqs. (46)- (53) are the same as those obtained in Ref. [21] , where eight deterministic DEs are obtained [24] .
B. Emergence of oscillations and their synchrony
It should be noted that the noise contribution is β 2 in Eq. (23) while it is β 2 /N in Eq. (26) . A simple calculation yields
Equation (54) denotes the central-limit theorem. With changing model parameters, the ratio of ρ κ,λ /γ κ,λ are varied, which reflects on the synchronization [Eq. (59)].
The emergence of the oscillation may be monitored by calculating the quantity:
which becomes finite in the oscillation state but vanishes in the non-oscillating state, the over-line denoting the temporal average. Now we consider the quantity given by [21] 
When all neurons are in the completely synchronous states, we get x i (t) = X(t) for all i and then R(t) = 0. In contrast, in the asynchronous states, we get
The synchronization ratio S(t) is defined by [21] 
with
which becomes 1 (0) for completely synchronous (asynchronous) states. The synchrony σ s of the ensemble is defined by
where the overline denotes the temporal average between t 1 and t 2 . Equations (59) and (62) show that σ s → 1 as the ratio ρ 1,1 /γ 1,1 → 1, which is realized near the boundary between oscillating and non-oscillating states, as will be shown later. Some model calculations will be reported in the following Sec. IV. DS has been performed for 2N DEs given by Eqs. (1) and (2) 
. All calculated quantities are dimensionless.
III. MODEL CALCULATIONS
A. Effects of coupling (w) and delay (τ )
In this study, we pay our attention to the response of the FN neuron ensembles to a single spike input of I (e) (t) given by
where Θ(x) = 1 for x > 0 and 0 otherwise, A stands for the magnitude, t in the input time and T w the spike width. We have adopted the parameters of A = 0.10, t in = 100 and T w = 10 [21] . Parameter values of w, τ , β and N will be explained shortly.
When an input spike given by Eq. (63) is applied, the oscillation may be triggered if model parameters are appropriate. The w-τ phase diagram showing the oscillating (OSC) and non-oscillating (NOSC) states is depicted in Fig. 1 , which is calculated for β = 0 and N = 10. For the case of β = 0.01, the OSC region is slightly shrunk compared to that for β = 0, as will be shortly discussed. The w-τ phase is separated by two boundaries in positive-and negative-w regions. Adopting parameters of w and τ shown by circles in the w − τ phase of Fig. 1 (τ = 0, 20 and 60 with w = 0.1), we have calculated time courses of µ 1 (t), γ 1,1 (t, t), ρ 1,1 (t, t) and S(t), whose results are depicted in Figs. 2(a)-2(l), solid and dashed curves denoting results of AMM and DS, respectively. For τ = 0, an output spike of µ 1 (t) fires after an applied input which is plotted at the bottom of Fig. 2(a) [and also of 1(e) and 1(i)]. It is noted that state variables are randomized when an input spike is applied at t = 100 because independent noises have been added since t = 0. Figures 2(b) and 2(c) show γ 1,1 and ρ 1,1 for τ = 0, respectively. The synchronization ratio S(t) for τ = 0 shown in Fig. 2(d) has an appreciable magnitude: its maximum values calculated in AMM are 0.038 and 0.077 at t = 107 and 123, respectively. Figure 2 (e) shows that when a delay of τ = 20 is introduced, an input signal leads to a spike output with an additional, small peak in µ 1 at t = 133. Figures 2(f) and 2(g) show that although a peak of γ 1,1 for τ = 20 becomes larger than that for τ = 0, a peak of ρ 1,1 is decreased by an introduced delay. Maximum values of S(t) calculated by AMM are 0.154 and 0.130 at t = 126 and 140, respectively. We note from Fig. 2 Figure 5(a) shows that the critical w value for the NOSC-OSC transition is w c ≃ 0.0579 for β = 0.0001 both in DS and the level-5 AMM. When we adopt the level-1 AMM, we get the result showing the OSC-NOSC transition at w ∼ 0.6, although we cannot get solutions for 0.0586 < w < 0.060. With the use of the level-2 AMM, we get the transition at w ∼ 0.058. though solutions are not obtainable for 0.0580 < w < 0.0582. We have noted that AMM converges at the level m = 3, above which calculated results are almost identical. It is interesting to note the fluctuation-induced enhancement of the synchrony σ s at the OSC-NOSC transition. This is due to an increase in the ratio of ρ 1,1 (t, t)/γ 1,1 (t, t) in Eq. (59) although both ρ 1,1 (t, t) and γ 1,1 (t, t) are increased at the OSC-NOSC transition. Similar phenomenon has been reported in the nonlinear Langevin model [20] and in heterogeneous systems in which the oscillation emerges if the degree of the heterogeneity exceeds the critical value [30] [31] .
B. Effects of noise (β)
Comparing Fig. 5(b) with Fig. 5(a) , we note that when the noise intensity is increased form β = 0.0001 to β = 0.01, the critical w c value for the NOSC-OSC transition is increased. DS yields w c ≃ 0.060 for β = 0.01 which is larger than w c = 0.0579 for β = 0.0001. In contrast, w c of AMM depends on the adopted level-m approximation: w c = 0.0644, 0.0609, 0.0607 and 0.0607 for m = 1, 2, 3 and 5, respectively, for β = 0.01. We note that results of AMM seem to converge at m = 3, above which the calculated w c is identical. In what follows, results calculated by the level-5 AMM will be reported. Figure 6 (a) shows the β dependence of σ o and σ s for τ = 60, w = 0.06 and N = 10. Results of DS show that the oscillation is suppressed by noises with β > β c ∼ 0.01, where σ o is rapidly decreased and where σ s has a broad peak. AMM calculation yields a smaller critical value of β c ∼ 0.0075. Figure 6(b) shows that the similar β dependence of σ o and σ s is realized also for a larger w = 0.062, for which β c ∼ 0.015 in DS and β c ∼ 0.014 in AMM. A suppression of the oscillation by noises is realized in the Langevin model [20] and in some calculations for systems with heterogeneity [31] , although the noise-induce oscillation is reported in Refs. [19] [32] [33] . In particular, Zorzano and Vázquez [19] (ZV) showed the noise-induced oscillation in FN neuron ensembles (N = ∞) with time delays by using FPE method. The difference between ZV's results and ours may be due to the difference in the adopted FN model and/or ensemble size. In order to get some insight on this issue, we have performed AMM calculations for our FN model with larger ensemble sizes of N = 100 and 1000, and obtained again a suppression of the oscillation by noises [34] . It is not clear for us how ZV took into account the non-Markovian property of SDDE within their FPE method [3] [5].
C. Effects of size (N )
The N dependence of σ o and σ s for β = 0.01, w = 0.06 and τ = 60 is shown in Fig. 7 where open circles (squares) express σ o (σ s ) in DS, and where thin (bold) solid curves denote σ o (σ s ) in AMM. It is shown that with increasing the size of ensemble, σ o is gradually increased at N ∼ N c where σ s has a broad peak, the critical dimension being N c ∼10 in DS and N c ∼ 100 in AMM. Results of our AMM calculations are qualitatively similar to those of DS although calculated N c value is different between the two methods. Our calculations show that σ s has a peak at the critical N c where the transition from NOSC to OSC states takes place.
IV. CONCLUSIONS AND DISCUSSIONS
When the delay τ is very small, we may adopt a small-delay approximation (SDA) proposed in Ref. [3] . With this approximation, we first transform the SDDEs to stochastic non-delayed DEs, and then to deterministic DEs with the use of DMA [21] . For a small τ , we may expand x i (t − τ ) in Eq. (1) as
with which Eq. (1) becomes stochastic non-delayed DEs given by
When we apply DMA to 2N-dimensional stochastic DEs given by Eqs. (2) and (65), we get equations of motions for means, variances and covariances, given by
where a(t), ζ κ,λ (t, t), f ℓ and g ℓ are given by Eqs. (29), (32), (19) and (20), respectively. A numerical comparison between AMM and SDA is made in Fig. 8 , where solid and chain curves denote results of AMM and SDA, respectively. For τ = 0 both methods lead to the same results. For small delays of τ = 1 and 2, results of SDA are in fairly good agreement with those of AMM. As the delay is increased to τ > 5, however, the discrepancy between the two methods become significant. For ensemble to show the oscillation, we have to adopt an appreciable magnitude of delay (τ > ∼ 20), for which SDA method cannot be employed.
In Sec. II, we have obtained the recursive infinite-dimensional DEs. It is, however, possible to yield alternative expressions given by partial differential equations (PDEs) if we define the correlation functions:
introducing a new variable z [see Eqs. (7)- (14)]. For example, equations for C 1,1 (t, z) are given by
. It is noted that Eqs. (76) and (77) correspond to Eqs. (33) and (37), respectively. Then we have to solve 16-dimensional PDEs including µ κ (t), C κ,λ (t, 0), C κ,λ (t, z), D κ,λ (t, 0) and D κ,λ (t, z) with a proper bondary condition in the (t, z) space. As discussed in Sec. IV of I, however, we realized that the recursive method adopted in this paper is much easier than the PDE method which includes very cumbersome, difficult computations. In summary, by using both DS and AMM theory, we have studied dynamics of noisy FN neuron ensembles with delayed couplings when an external spike is applied. Obtained results are summarized as follows. (i) The oscillating state is triggered by an input spike when the coupling strength and delay are properly chosen in the w − τ phase (Fig. 1). (ii) Although the boundary between OSC and NOSC states is nearly symmetric with respect to the τ axis, the property of the oscillation for inhibitory coupling (w < 0) is different from that for the excitatory ones (w > 0) (Fig. 3) . (iii) With increasing the coupling strength w, σ o is abruptly increased above the critical value of w c , where the synchrony σ s is enhanced (Fig. 5 ) (iv) When noise is added to the oscillating state near the NOSC-OSC boundary, σ o and σ s are decreased, and the oscillating state may be suppressed above the critical value of β c , where σ s has a peak (Fig. 6) . (v) When the ensemble size N is increased, σ o is gradually increased at N c , where σ s has a broad peak (Fig. 7) . (vi) Results calculated in AMM theory is in fairly good agreement with those of DS. Items (i)- (v) show that the property of oscillating state depends on the sign and magnitude of couplings, delay, noises intensity and ensemble size in a rather complex way. In particular, items (iii)-(v) express the fluctuation-induced synchronization near the boundary between OSC and NOSC states. In addition to the item (vi), we would like to point out the efficiency of AMM. DS of hundreds trials for a given set of parameters shown in Fig. 2 (a)-2(d) , for example, required computational times of about 100 seconds for N = 10 with the use of by 2.6 GHz PC, while AMM required only about 1 second. This clearly shows that DMA is an efficient method for a calculation of large-scale neuron ensembles with delayed couplings.
where t 1 = t and t 2 = t − mτ , or t 1 = t − mτ and t 2 = t. We will evaluate them by using DEs for δx i (t) and δy i (t), which are linearized around (x i (t), y i (t)) = (µ 1 (t), µ 2 (t)), given by
where a(t) = f 1 (t) + 3f 3 (t)γ 1,1 (t, t). Neglecting the t dependence in a(t), we get formal solutions of Eqs. (B3) and (B4) given by
where A and B are roots of the equation given by z 2 − (a − d) z − a d + b c = 0. By using the method of steps after Frank, Beck and Friedrich [6] , we obtain the step by step functions, from which we get S 1 (t, t − mτ ) = S 1 (t − mτ, t) = β 2 2 ∆(mτ ),
S 2 (t, t − mτ ) = S 2 (t − mτ, t) = 0.
The assumption of a neglect of the t dependence in a(t) may be justified from a comparison of our AMM with those of DS in Sec. III. 
