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Resumen La computación en la nube se está convirtiendo en un me-
canismo predominante para desplegar fácilmente aplicaciones con requi-
sitos especiales, tales como el almacenamiento masivo compartido, o el
equilibrado de carga. Esta funcionalidad se proporciona normalmente
como servicios por las plataformas en la nube. Un desarrollador pue-
de mejorar tanto el despliegue de sus aplicaciones como la productividad
siguiendo un enfoque multi-tenancy, donde diferentes variantes de la mis-
ma aplicación pueden adaptarse rápidamente a las necesidades de cada
usuario (tenant). Sin embargo, gestionar la variabilidad inherente a las
aplicaciones multi-tenant, con cientos de usuarios y miles de configura-
ciones arquitectónicas diferentes, puede llegar a ser una tarea intratable
de abordar manualmente. En este artículo, se propone un enfoque de lí-
nea de producto software en el cual: (1) usamos modelos de variabilidad
con cardinalidad para modelar cada tenant como una característica clo-
nable, (2) automatizamos el proceso de evolución de las arquitecturas de
aplicaciones multi-tenant, y (3) demostramos que la implementación de
los procesos de evolución es correcta y eficiente para un número elevado
de tenants en un tiempo razonable.
Keywords: Cardinalidad, Evolución, Línea de Producto Arquitectóni-
ca, Variabilidad, CVL
1. Introducción
La computación en la nube se está convirtiendo en el principal mecanismo
para desplegar fácilmente aplicaciones con requisitos especiales, tales como el
almacenamiento masivo compartido, escalado automático, o el equilibrado de
carga [2]. Los desarrolladores pueden integrar los servicios ofrecidos por las pla-
taformas en la nube (e.g., Microsoft Azure, Amazon Web Services) como parte
de la arquitectura de sus aplicaciones, disminuyendo así el tiempo de desarrollo.
Diferentes versiones de la misma aplicación pueden ser desarrolladas siguien-
do un enfoque multitenancy [12], donde cada variante de una aplicación puede
ser personalizada según las necesidades de cada usuario (tenant). Sin embar-
go, gestionar la variabilidad inherente en las aplicaciones multi-tenant, donde es
necesario mantener diferentes configuraciones de la arquitectura software para
cada tenant, no es una tarea sencilla. Las Líneas de Producto Software (SPL, del
inglés Software Product Line) [15] constituyen un enfoque ampliamente usado
para especificar la variabilidad en general, y específicamente en arquitecturas
orientadas a servicios [5]. Es aquí dónde las aplicaciones multi-tenant plantean
un nuevo reto: representar de forma explícita y gestionar la existencia de confi-
guraciones simultáneas de los mismos servicios, uno para cada tenant [7].
Además, se debe tener en cuenta la gestión de la evolución de este tipo de
aplicaciones. Los proveedores de las plataformas en la nube están continuamente
evolucionando y actualizando sus tecnologías con el fin de ser competitivos en el
mercado. Por otra parte, la funcionalidad específica de la aplicación puede evo-
lucionar para tener en cuenta nuevas características solicitadas por los usuarios.
En ambos casos, la arquitectura software de la aplicación en la nube debe ser
adaptada para añadir nuevos componentes software o eliminar y reconfigurar los
existentes. Sin embargo, gestionar la evolución de una aplicación multi-tenant
con cientos de usuarios y miles de configuraciones posibles puede llegar a ser
una tarea inabordable manualmente. Aunque existen SPLs en el contexto de las
aplicaciones multi-tenant [5,9,14,19], la mayoría presenta dos principales limi-
taciones: (i) no tienen en cuenta la automatización de la evolución a nivel de
la arquitectura software; y (ii) instancian la SPL de forma individual para cada
tenant. Esto dificulta la realización de los cambios de forma automática y consis-
tente, y aumenta la complejidad de cambiar simultáneamente las configuraciones
arquitectónicas existentes para cada tenant.
Los principales objetivos de este artículo son: (1) identificar los cambios ne-
cesarios en las aplicaciones cuando los requisitos, tanto de la propia aplicación
como de los servicios proporcionados por la plataforma en la nube, cambian; y
(2) obtener de manera simultánea, para cada tenant, una arquitectura softwa-
re evolucionada que sea válida y consistente con la configuración actualmente
desplegada en ese tenant. Para lograr estos objetivos se propone una línea de
productos arquitectónica (PLA) [4] en la que: (i) modelamos la configuración
de cada tenant como una característica clonable usando modelos de variabilidad
con cardinalidad en CVL [10]; (ii) automatizamos el proceso de evolución de
la arquitectura multi-tenant definiendo tres algoritmos que propagan automá-
ticamente los cambios necesarios en la configuración arquitectónica desplegada
en cada tenant; y (iii) demostramos que los algoritmos son correctos y eficien-
tes para un número elevado de tenants. Ilustramos nuestra propuesta con una
aplicación en el dominio del software médico.
El artículo se organiza de la siguiente manera. La Sección 2 describe los retos
principales de nuestra propuesta a través de un caso de estudio. La Sección 3
explica como modelar la variabilidad de las aplicaciones multi-tenant con CVL.
La Sección 4 y 5 detallan nuestro proceso de evolución y los algoritmos propues-
tos. La Sección 6 evalúa nuestra propuesta. Finalmente, la Sección 7 discute el
trabajo relacionado y la Sección 8 las conclusiones y el trabajo futuro.
2. Motivación y caso de estudio
Nuestro caso de estudio es una aplicación para la gestión y administración de
servicios médicos en hospitales. Con el fin de ahorrar en costes de implementa-
ción y mantenimiento, se decide desarrollar la aplicación usando una plataforma
en la nube (e.g., Microsoft Azure) [18]. El objetivo es vender la aplicación médica
a diferentes clientes (hospitales), por lo que para tener configuraciones diferentes
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Figura 1. Arquitectura software de una aplicación multi-tenant en Microsoft Azure.
cada hospital como un tenant. Además, se plantea utilizar varios de los servicios
proporcionados por la plataforma Azure, como la persistencia y la geo-replicación
de datos. Por lo tanto, la aplicación multi-tenant tendrá un conjunto de servicios
comunes disponibles desde la misma máquina virtual y compartidos por todos los
usuarios, y también un conjunto de servicios específicos para cada usuario dispo-
nibles a través de máquinas virtuales específicas para cada usuario. La Figura 1
muestra una instancia de la arquitectura de la aplicación médica instanciada y
configurada para tres usuarios: los hospitales de Málaga, Sevilla y Madrid.
Primero, se proporciona un conjunto de servicios que son comunes para todos
los tenants desde la misma máquina virtual (Máquina Virtual de Servicios
Compunes). Algunos de ellos, estereotipados como «App», son específicos de la
aplicación médica, como el sistema de citas (componente Appointment System)
y el historial médico de los pacientes (Medical History). Otros, estereotipados
como «Azure», son servicios ofrecidos por la plataforma de Microsoft, como el
servicio de persistencia para almacenar los datos clínicos (SQL DataBase) y las
citas de los pacientes (BlobStorage), o la posibilidad de crear múltiples copias de
la información en diferentes centros de datos (GeoReplication). Segundo, ade-
más de estos servicios comunes, la aplicación proporciona para cada tenant un
conjunto de servicios específicos configurados acorde a sus diferentes necesidades.
Por ejemplo, el hospital de Málaga es el único que realiza cirugías vasculares,
por lo que el componente VascularSurgery está incluido únicamente en este
tenant. Análogamente, los componentes Nephrology y Neurology están instan-
ciados para el hospital de Málaga y de Madrid, pero no para el hospital de Sevilla.
Finalmente, no sólo los componentes específicos de la aplicación varían entre los
diferentes tenants, algunos servicios de la plataforma en la nube también pue-
den ser configurados por cada tenant. Por ejemplo, el método de autenticación
es diferente para cada hospital: el hospital de Málaga usa un certificado digital
para autenticar al personal médico en el sistema (componente DigCertAuthent)
y nombre de usuario y contraseña para autenticar a los pacientes en el servicio
de cita médica en línea (UserPassAuthent); mientras que el hospital de Sevi-
lla usa autenticación mediante el nombre de usuario y contraseña para todos
indistintamente, y el hospital de Madrid usa certificado digital para todos.
En las aplicaciones multi-tenant hay características (implementadas como
componentes) que son requeridas por todos los tenants y otras que son variables
y configurables. Esto significa que normalmente sólo un subconjunto de las ca-
racterísticas variables de la aplicación son desplegadas en cada tenant. Teniendo
en cuenta que se deben generar y mantener cientos de configuraciones diferentes
de la aplicación, lo que implica la gestión de miles de componentes, un reto im-
portante es proporcionar mecanismos para representar y gestionar directamente
la variablidad de las aplicaciones multi-tenant.
Pero una vez desplegadas, las aplicaciones multi-tenant tienen que ser adap-
tadas a mejoras tecnológicas y a cambios en las necesidades de los usuarios.
Por ejemplo, nuevos métodos de autenticación (e.g., autenticación biométrica,
autenticación usando redes sociales) o persistencia (e.g., fragmentación de base
de datos, grupos de afinidad) aparecen con frecuencia. Si se quiere proporcionar
estos nuevos servicios a los clientes, éstos se deben incorporar a los tenants que lo
requieran. También se podría cambiar el proveedor de la plataforma en la nube
y migrar la aplicación a una nueva (ej: Amazon Web Services). En este caso,
la parte de la arquitectura de la aplicación que depende de los servicios de la
plataforma tiene que adaptarse a los servicios que ofrece la nueva plataforma en
la nube. Por último, durante la vida de la aplicación, los clientes pueden exigir
nuevas funcionalidades (e.g., un nuevo módulo para la gestión de transplantes o
cambios en los métodos de autenticación para identificar a los pacientes).
Considerando los cambios que es necesario realizar en la arquitectura software
de la aplicación multi-tenant, todas las situaciones mencionadas anteriormente
se pueden representar con tres escenarios diferentes de evolución: (1) un nuevo
componente necesita ser incorporado en la arquitectura software, ya sea propor-
cionado por la plataforma en la nube (Azure) o implementado por el desarrolla-
dor de la aplicación; (2) un componente existente necesita ser eliminado de la
arquitectura software; y (3) un componente existente necesita ser reconfigurado
con nuevos parámetros. Sin embargo, la evolución de una aplicación multi-tenant
implica también tener que calcular y realizar estos cambios para miles de compo-
nentes que se ejecutan en cientos de tenants, convirtiendo el proceso de evolución
en una tarea intratable de abordar manualmente. Por lo tanto, otros retos im-
portantes de la evolución en aplicaciones multi-tenant son el cálculo automático
de los cambios que se deben realizar en cada tenant y la propagación automática
de estos cambios para todos los tenant a nivel arquitectónico. Por otra parte,
este proceso de evolución automático sólo será útil si es correcto y eficiente para
un gran número de tenants, por lo que necesitamos demostrar la eficiencia y la
corrección del proceso de evolución.
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Figura 2. Modelo de variabilidad en CVL y arquitectura software.
3. Gestión de la variabilidad con CVL
En esta sección explicamos cómo nuestra propuesta usa CVL (Common Va-
riability Language) [10] para gestionar la variabilidad de la arquitectura software
de todos los tenant en una aplicación basada en la nube. CVL es un lenguaje in-
dependiente del dominio para especificar y resolver la variabilidad en modelos ba-
sados en MOF.1 Concretamente, como muestra la Figura 2 para nuestro caso de
estudio, modelamos explícitamente la variabilidad de las características que son
específicas de cada tenant (i.e., sub-árbol TenantSpecific[1..*]) y la funciona-
lidad común que comparten todos los tenants (i.e., sub-árbol CommonServices).
El modelo de variabilidad CVL está formado por dos partes. La primera
es una parte abstracta que modela las características opcionales y obligatorias
(VSpecs en CVL, de Variability Specifications) y las restricciones entre ellas
(cross-tree constraints). Esta parte abstracta se define mediante un árbol como
el mostrado en la parte superior de la Figura 2 y especifica la funcionalidad de
la aplicación y los servicios ofrecidos por la plataforma en la nube. La segunda
parte del modelo de variabilidad son los puntos de variación (variation points),
que aparecen en la parte central de la Figura 2. Cada punto de variación está
asociado a una característica del árbol y tiene una o más referencias a elementos
de la arquitectura software. Estos puntos de variación representan modificaciones
específicas a realizar en la arquitectura (i.e., transformaciones modelo a mode-
lo, M2M) cuando una característica ha sido seleccionada en una configuración
concreta del modelo de variabilidad. Cuando hablamos de definir una configu-
ración del modelo de variabilidad nos referimos a seleccionar un conjunto
1 http://www.omg.org/mof/
de características en el árbol que cumplan el conjunto de restricciones. Luego,
el motor de ejecución de CVL es el encargado de ejecutar las transformaciones
M2M asociadas a cada punto de variación según las características selecciona-
das. En CVL una configuración del modelo de variabilidad recibe el nombre de
modelo de resolución (resolution model).
Para dar soporte a diferentes configuraciones para cada tenant, nuestra pro-
puesta define la funcionalidad específica de los tenant bajo una característica
clonable (TenantSpecific[1..*] en la Figura 2). La característica clonable tie-
ne una cardinalidad [1..*] que indica que esta característica puede ser instanciada
una o más veces y todas sus sub-características pueden ser configuradas de forma
diferente para cada instancia. En nuestro ejemplo, la cardinalidad representa el
número de tenants, y cada instancia de TenantSpecific[1..*] define la confi-
guración para ese tenant específico (por ejemplo para el hospital de Sevilla).
Seleccionando las características apropiadas bajo la característica clonable
TenantSpecific[1..*], y ejecutando CVL, nuestra propuesta genera una con-
figuración de la arquitectura como la mostrada en la Figura 1, donde cada tenant
está configurado de acuerdo a sus necesidades.
4. Gestión de la evolución con CVL
Una vez que se ha generado y desplegado una configuración arquitectónica
adaptada a los requisitos de cada tenant, la aplicación multi-tenant es susceptible
de evolucionar debido a mejoras tecnológicas y/o a cambios en las necesidades de
los clientes. Volviendo a nuestra aplicación médica, supongamos que Microsoft
incorpora nuevas funcionalidades a su plataforma: un servicio de recuperación
de datos, un método de autenticación basado en Facebook y un mecanismo
de persistencia. Supongamos también que el proveedor de la aplicación médica
quiere proporcionar estos nuevos servicios a sus tenants (i.e., a sus hospitales).
El primer paso en el proceso de evolución es adaptar el modelo de varia-
bilidad con nuevas características (aparecen en color gris en la Figura 2), y la
arquitectura de la aplicación con nuevos elementos arquitectónicos (la parte in-
ferior de la Figura 2 muestra la arquitectura ya evolucionada). Por ejemplo, las
características Recovery, SocialIdentity, Caching, MongoDB y Sharding han
sido incorporadas en el modelo de variabilidad con el fin de añadir el nuevo ser-
vicio de recuperación, el nuevo método de autenticación, y el nuevo mecanismo
de persistencia (una nueva base de datos no relacional y un nuevo mecanismo de
partición de base de datos). Así mismo, la arquitectura ha sido adaptada con los
nuevos componentes Recovery, SocialIdentityAuth y MongoDB, entre otros.
El segundo paso en el proceso de evolución es calcular de manera automática
y consistente los cambios que son necesarios realizar en todos los tenants que es-
tán actualmente desplegados (Figura 1). El objetivo es que esas configuraciones
ya desplegadas satisfagan el nuevo modelo de variabilidad y los nuevos requisi-
tos de la aplicación. Para automatizar esta tarea nuestra propuesta divide este
segundo paso en dos partes: (i) modificar la configuración actual de todos los
tenants, generando una nueva configuración evolucionada a partir del modelo de
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Figura 3. Algoritmo para evolucionar una configuración.
calcular las diferencias entre la configuración evolucionada y la configuración ac-
tualmente desplegada (algoritmoDifference Configuration). Recordamos que por
configuración nos referimos a una instancia concreta del árbol de características.
El tercer paso es el más complicado en el proceso de evolución y consiste
en propagar automáticamente los cambios previamente calculados a la arqui-
tectura software actualmente desplegada. Para hacer esto, definimos un tercer
algoritmo (Create Weaving Model) que genera un nuevo modelo en CVL que
especifica cómo propagar a la arquitectura software las modificaciones definidas
previamente a nivel de características (nos referimos a este modelo como mode-
lo de composición). Este algoritmo es una de las principales contribuciones del
artículo, debido a que las propuestas existentes que gestionan la evolución con
SPLs (como en [1,8]) sólo abordan el problema de la evolución a nivel abstracto
de características, y requieren modificar manualmente la arquitectura software
para reflejar los cambios calculados — e.g., modificar el fichero de configuración
de cada tenant, o definir manualmente un mapeo entre el modelo de configura-
ción a nivel de características y la arquitectura evolucionada para cada tenant.
Finalmente, CVL es ejecutado con el modelo de composición como entrada con
el fin de obtener la arquitectura evolucionada con los cambios para cada tenant.2
4.1. Evolución del modelo de configuración
El algoritmo para evolucionar la configuración de una aplicación multi-tenant
(Evolve Configuration en la Figura 3) recibe como entrada el modelo de la confi-
guración actualmente desplegada (que será evolucionado), el modelo de variabi-
lidad evolucionado (actualizado previamente por el proveedor de la aplicación),
y la lista de las nuevas características requeridas por los clientes; y genera el
modelo de la configuración evolucionada. El modelo generado representa, a ni-
vel del árbol de características, una nueva configuración válida de la aplicación
multi-tenant con todas las configuraciones de los tenants evolucionados.
La Figura 4 muestra una vista parcial del árbol de características donde, por
limitación de espacio, se ha representado en el mismo árbol las tres entradas
del algoritmo. El algoritmo genera un nuevo modelo donde, en primer lugar, se
copian aquellas características que no cambian de la configuración previa (carac-
terísticas en color blanco). A continuación, se añaden las nuevas características
seleccionadas (marcadas con X), se omiten aquellas características que ya no
son requeridas (marcadas con ×) y se añaden las características cuyos valores
han cambiado (marcadas con ∼). Finalmente, se añaden aquellas características
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Figura 4. Información gestionada por el algoritmo Evolve Configuration.
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Figura 5. Algoritmo para calcular la diferencia entre dos configuraciones.
requeridas por las nuevas restricciones definidas en el modelo de variabilidad
evolucionado (en gris). En nuestro ejemplo, para el tenant Málaga, la caracterís-
tica UserPassword es eliminada, mientras que SocialIdentity es añadida como
nuevo requisito. Además, el parámetro PrivateKey del certificado digital es ac-
tualizado a un nuevo valor tanto para el tenant Málaga (“MALAGA2015”) como
para el tenant Madrid (“MADRID2015”). También la característica Recovery y su
parámetro TimeDays, que especifica el intervalo de copia de seguridad, son añadi-
dos en todos los tenants debido a la nueva restricción (CloudPlatformServices
implies Recovery) en el modelo de variabilidad evolucionado.
Una vez que el modelo de resolución evolucionado ha sido generado, el si-
guiente algoritmo calcula la diferencia entre la nueva y la anterior configuración.
4.2. Cálculo de las diferencias entre configuraciones
El algoritmo Difference Configuration recibe como entrada dos configuracio-
nes (i.e., la configuración previa y la configuración nueva obtenida con el algo-
ritmo Evolve Configuration) y calcula la diferencia entre ellas (Figura 5). Las
diferencias están determinadas por: (1) las nuevas características seleccionadas
en la nueva configuración que no estaban presentes en la anterior (SELECTIONS);
(2) las características de la configuración anterior que han sido eliminadas en la
nueva (UNSELECTIONS); y (3) las características que permanecen en la nueva con-
figuración pero cambian sus valores con respecto a la anterior (MODIFICATIONS).
5. Propagación de los cambios a la arquitectura
En esta sección definimos el tercer algoritmo de nuestro proceso de evolu-
ción, que genera un modelo arquitectónico en CVL para propagar los cambios
a la arquitectura desplegada. En primer lugar, con el fin de definir el algoritmo
de forma precisa, es necesario formalizar los diferentes modelos de CVL — es
decir, el modelo de variabilidad y los modelos de resolución. La formalización
de CVL se encuentra parcialmente publicada en [6], pero sólo formaliza la parte
abstracta (es decir, el árbol de características) del modelo de variabilidad, y no
los puntos de variación ni los modelos de resolución. Como parte de este trabajo,
completamos la especificación definida en [6] para formalizar completamente los
modelos de variabilidad y las configuraciones en CVL.
5.1. Formalización de los puntos de variación en CVL
Los puntos de variación (VPs, de variation points) definen los elementos del
modelo arquitectónico que son variables y pueden ser modificados. Estos también
especifican cómo esos elementos variables se modifican mediante transformacio-
nes de modelo (e.g., en ATL [11]). La semántica de estas transformaciones es
específica de cada tipo de punto de variación. Por ejemplo, algunos puntos de
variación soportados por CVL son la existencia o no de elementos en la ar-
quitectura (ObjectExistence), la existencia de relaciones entre los elementos
(LinkExistence), o la asignación de un valor a una variable (ParametricSlot-
Assignment), entre otros [6].Un tipo importante de punto de variación es Opaque
Variation Point (OVP) que permite definir nuevos puntos de variación persona-
lizados y, por lo tanto, nuevas transformaciones de modelo que no están predefi-
nidas en CVL. Durante la ejecución de CVL, el motor CVL delega su control en
un motor de transformaciones modelo a modelo (M2M) encargado de ejecutar
las transformaciones definidas por los puntos de variación.
Para representar los puntos de variación, definimos una tupla: variationPoints =
(V P, type, ovptype, semantic, binding,MOFRefs), cuyos elementos son:
V P . Conjunto finito, no vacío, de identificadores (nombres únicos) de los puntos de variación.
type : V P → V PType. Función que dado un punto de variación devuelve su tipo de la taxonomía
de puntos de variación disponible en CVL.
ovpType : V P → OV PType. Función parcial que dado un OVP, devuelve el tipo de ese OVP.
semantic : OV PType → SemanticSpec. Función que devuelve la semántica de un tipo de OVP.
Esto incluye tanto la transformación de modelo a ejecutar por el motor M2M de CVL, como el
lenguaje de transformación (e.g., ATL) usado por la transformación.
binding : V P → V SPEC. Devuelve la característica del árbol asociada al punto de variación.
refs : V P → P (MOFRef). Función que devuelve las referencias a elementos de la arquitectura que
están enlazadas con el punto de variación. A esos elementos se le aplicarán las transformaciones.
5.2. Formalización de los modelos de resolución en CVL
Dado un modelo de variabilidad V , un modelo de resolución R para V es una
colección de características seleccionadas o resueltas (V SPECres) del modelo
de variabilidad V . Estas características pueden ser de tres tipos según el tipo
de resolución que requieren: (1) CHOICEres, aquellas características que se
deciden positivamente o negativamente indicando que estarán presentes o no
en la configuración; (2) V ARIABLEres, aquellas características que requieren
asignar un valor a una variable; y (3) CLASSIFIERres, aquellas características
clonables que requieren especificar el número de instancias que se generarán.
Cada selección/resolución en R resuelve exactamente una característica de V .
La formalización de un modelo de resolución R es idéntica a la formalización
de V , incorporando además las siguientes definiciones:
V SPECres. Colección finita, de identificadores (nombres únicos) de las características (VSpecs)
seleccionadas. El conjunto V SPECres está particionado en CHOICEres, V ARIABLEres, y
CLASSIFIERres. CLASSIFIERres incluirá todas las instancias de la característica clonable
TenantSpecific, con un prefijo diferente para cada instancia (e.g., MálagaTenant:TenantSpecific).
El mismo prefijo es usado para los hijos de esa instancia (e.g., MálagaTenant:Authentication).
resolved : V PSECres → V SPEC. Función que dada una característica seleccionada en el mode-
lo de configuración (e.g., MálagaTenant:Authentication), devuelve la característica original del
modelo de variabilidad (e.g., Authentication).
decision : CHOICEres → Boolean. Dada una característica de tipo CHOICEres, devuelve ver-
dadero si la característica fue seleccionada en la configuración o falso en caso contrario.
value : V ARIABLEres → V alue. Función que dada una característica de tipo V ARIABLEres,
devuelve el valor asignado a ella en la configuración.
5.3. Generación del modelo de composición
El algoritmo para generar el modelo de composición (Create Weaving Model)
está definido en la Figura 6. El algoritmo recibe como entrada: (1) la nueva con-
figuración evolucionada (obtenida del algoritmo Evolve Configuration), (2) las
diferencias entre la configuración anterior y la nueva configuración evoluciona-
da (obtenidas del algoritmo Difference Configuration), y (3) dos arquitecturas
software; la arquitectura software de la aplicación completa ya evolucionada y la
arquitectura software correspondiente a la configuración actualmente desplega-
da. La salida generada es un modelo en CVL con la información de los elementos
arquitectónicos que tienen que ser añadidos, eliminados, y/o reconfigurados en
la configuración actual de la arquitectura.
El modelo de composición es una extensión del modelo de variabilidad de
CVL, que incluye la configuración a desplegar junto con los puntos de variación
asociados y las transformaciones de modelo a ejecutar en cada punto de varia-
ción por el motor de CVL (CVL execution engine). De esta manera, primero
el algoritmo extiende el modelo de configuración evolucionado para incluir las
diferencias, en forma de nuevas características, en la configuración del mode-
lo de composición (líneas 2 y 3 del algoritmo en la Figura 6). A continuación,
el algoritmo genera un punto de variación por cada diferencia en la configura-
ción (líneas 5-32) asociando el tipo apropiado de punto de variación con el tipo
de cambio requerido. Por ejemplo, para sustituir un elemento (e.g., un compo-
nente) existente en la arquitectura, asociamos un punto de variación del tipo
FragmentSubstitution (líneas 13-15). Para añadir un nuevo elemento a la ar-
quitectura usamos un OVP (Opaque Variation Point) con una transformación de
modelo encargada de componer (weave) el nuevo elemento (líneas 16-21), que
puede ser diferente para cada característica (línea 17). Para actualizar el valor
de un parámetro usamos el punto de variación ParametricSlotAssignment (lí-
neas 22-23). Por último, para eliminar un elemento existente de la arquitectura
usamos otro OVP con una transformación de modelo que realice la operación de
descomposición (unweaving) (líneas 25-29).
Finalmente, el modelo de composición es ejecutado por CVL para generar la
arquitectura evolucionada con los cambios requeridos para cada tenant.
6. Evaluación
En esta sección evaluamos la eficiencia y corrección de nuestra propuesta
calculando la complejidad en tiempo de los algoritmos presentados en las Sec-
ciones 4 y 5, y modelamos los modelos de variabilidad y configuraciones como
un Problema de Satisfacción de Restricciones (CSP, de Constraint Satisfaction
Problem). Además, se proporciona una implementación Java de los algoritmos 3.
6.1. Eficiencia de los algoritmos de evolución
Para evaluar la eficiencia de los algoritmos analizaremos la complejidad se-
gún el número de operaciones básicas en función del tamaño de la entrada [3].




Algoritmo Create Weaving Model
/* Copiar la nueva configuración evolucionada */
1. Vweaving  NewConf
/* Incorporar diferencias */
2. Vweaving.VSPECres  Vweaving.VSPECres ∪ Diff
3. Vweaving.decision  Vweaving.decision ∪ 
  {(v,true) : v ∈ Diff.UNSELECTIONS}
/* Generar los puntos de variación */
4. vps  (∅, ∅, ∅, ∅, ∅, ∅)
5. for all v ∈ Diff do
6. vp  v ⊕ “VP”
7. vps.VP  vps.VP ∪ {vp}
8. vps.binding  vps.binding ∪ {(vp,v)}
/* Obtener los elementos asociados con la característica v en la arquitectura desplegada */
9. elementsPre  getMOFRefs(v, AppArch)
/* Obtener los elementos asociados con la característica v en la arquitectura evolucionada */
10. elementsEvo  getMOFRefs(v, EvoArch)
11. vps.refs  vps.refs ∪ {(vp, elementsPre ∪ elementsEvo)}
12. if v ∈ Vweaving.CHOICEres ∧ v ∈ Diff.SELECTIONS then
/* Actualizar los elementos existentes en la arquitectura */
13. if elementsPre ≠ ∅ ∧ elementsPre ⊆ AppArch then
14. vps.type  vps.type ∪ {(vp, FragmentSubstitution)}
15. else
/* Incorporar nuevos elementos a la arquitectura (weaving) */
16. vps.type  vps.type ∪ {(vp, OpaqueVariationPoint)}
/* Obtener el tipo de punto de variación */
17. ovpType  getSpecialSubstitution(v)
18. vps.ovpType  vps.ovpType ∪ {(v, ovpType)}
/* Obtener la transformación M2M asociada al punto de variación */
19. spec  getSemanticSpecification(ovpType)
20. vps.semantic  vps.semantic ∪ {(ovpType, spec)}
21. end if
22. else if v ∈ Vweaving.VARIABLEres ∧ v ∈ Diff.MODIFICATIONS then
/* Actualizar los valores para el caso de parámetros */
23. vps.type  vps.type ∪ {(vp, ParametricSlotAssignment)}
24. else
/* Eliminar elementos existentes en la arquitectura */
25. vps.type  vps.type ∪ {(vp, OpaqueVariationPoint)}
/* Obtener el tipo de punto de variación para eliminar elementos (unweaving) */
26. ovpType  getSpecialSubstitution(“unweaving”)
27. vps.ovpType  vps.ovpType ∪ {(v, ovpType)}
/* Obtener la transformación M2M asociada al punto de variación */
28. spec  getSemanticSpecification(ovpType)
29. vps.semantic  vps.semantic ∪ {ovpType, spec)}
30. end if
/* Establecer las referencias requeridas por los puntos de variación (source, target,…) */
31. associateMOFReferences(vps.refs(vp), vps.type(vp))
32. end for
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Figura 6. Algoritmo para generar el modelo de composición en CVL.
Consideramos las siguientes operaciones básicas: (i) la unión de conjuntos con
un solo elemento que se corresponde con la incorporación de una característica
al modelo de variabilidad o configuración; (ii) la diferencia de conjuntos con un
elemento que representa la eliminación de una característica del modelo; y (iii)
la comprobación de pertenencia de un elemento a un conjunto. Formalmente,
sea A el conjunto de características de un modelo y x una característica dada.
El tamaño de la entrada de los algoritmos de evolución es el tamaño del modelo
de variabilidad (m, el número de características) y el tamaño del modelo de re-
solución (n, el número de características seleccionadas/resueltas). El tamaño del
modelo de resolución depende del número de tenants (t) — es decir, t es el nú-
mero de instancias de las características clonables en el modelo de configuración.
Para simplificar, consideramos n = m× t como el peor caso, en el cual todas las
posibles resoluciones para cada característica clonable han sido seleccionadas.
Normalmente n ≤ m× t debido a las restricciones del modelo de variabilidad.
Tabla 1. Complejidad de los algoritmos de evolución.
Algoritmo Complejidad en tiempo
Evolve Configuration (Figura 3) O(5n2 + 3
t
n2 + (9 + t + 1
t
)n)
Difference Configuration (Figura 5) O(4n2 + (8 + t)n)
Create Weaving Model (Figura 6) O(3n3 + 18n2 + 3n)
Para el algoritmo Evolve Configuration el peor caso viene dado para las
entradas con una configuración previa de tamaño n = m × t y unos nuevos
requisitos de tamaño también n = m × t, lo que implica cambios en todas las
características. La eficiencia del algoritmo puede capturarse fácilmente siguiendo
la notación O. Por ejemplo, crear un nuevo modelo de configuración conforme
a la estructura del modelo de variabilidad evolucionado (línea 1 en la Figura 3)
conlleva O(m·n) operaciones. Copiar la configuración previa (línea 2) requiere de
O((3+ 1
t
)n2+t ·n) operaciones en el peor caso. Siguiendo un análisis similar para
el resto del algoritmo, éste tiene una complejidad O(n2). La Tabla 1 muestra
la complejidad computacional para los tres algoritmos. Los dos primeros tienen
una complejidad cuadrática (O(n2)), mientras que la complejidad del tercer
algoritmo es cúbica (O(n3)) en términos de n.
La Figura 7 muestra los resultados de los experimentos empíricos realizados
para los tres algoritmos. La eficiencia en los tres casos depende del número de
tenants (t) y del número de características del modelo de variabilidad evolucio-
nado (m). Los experimentos se llevaron a cabo en un ordenador portátil Intel
Core i3 M350, 2.27GHz, 4 GB de memoria principal, y con la versión 1.7 de
la máquina virtual de Java. Los resultados muestran que para evolucionar una
configuración con 1000 tenants y 1000 características resueltas para cada tenant,
el algoritmo Evolve Configuration tarda 50 segundos de media. Para calcular la
diferencia entre dos configuraciones, el algoritmo tarda 45 segundos. Finalmente,
crear el modelo de composición tarda alrededor de 6 minutos en el peor caso —
i.e., cuando todas las características cambian, y por lo tanto, se debe definir un
punto de variación para cada una de ellas. En cualquier caso, la eficiencia es
aceptable para modelos de variabilidad y configuración de gran tamaño (e.g., un
millón de características).
Figura 7. Eficiencia de los algoritmos de evolución.
6.2. Corrección de los algoritmos de evolución
Para demostrar la corrección de los algoritmos de evolución, hemos mo-
delado el modelo de variabilidad y de configuración usando Choco (http://
choco-solver.org/) una biblioteca Java para Problemas de Satisfacción de
Restricciones (CSPs) [16]. Un problema CSP está definido por una tripleta
(X,D,C), dónde X es el conjunto de variables, D es el dominio de las va-
riables, y C es el conjunto de restricciones. Mapeamos el modelo de variabilidad
en CVL a estos conceptos: (i) las variables son las características del modelo
de variabilidad; (ii) el dominio es {0, 1} para indicar si la característica ha sido
seleccionada o no en una configuración; y (iii) las restricciones, que incluyen las
relaciones padre-hijo del árbol y las restricciones OCL. Choco permite generar
automáticamente un conjunto mínimo de todas las posibles configuraciones que
satisfacen el conjunto inicial de restricciones. Para ello, definimos una función
objetivo en CSP (
∑n
i=1 vi) que minimiza el número de características seleccio-
nadas — i.e., el número de variables con el valor 1. Se puede comprobar que la
salida de los algoritmos se corresponde con una de las tuplas v = {v1, . . . , vn}
generadas por Choco.
7. Trabajo relacionado
A pesar de existir multitud de trabajos centrados en modelar la variabilidad
usando características clonables [7,8,17], sólo algunos de ellos tienen en cuenta
el problema de la evolución de una familia de productos y los correspondientes
cambios en los productos específicos [8,17]. La mayoría de los trabajos gestionan
la variabilidad usando modelos de características clásicos (feature models) en
una SPL [1,5,8], o arquitecturas de referencia [19]. Los modelos de característi-
cas tienen la ventaja de ser muy conocidos y hay muchas herramientas que le
dan soporte (e.g., Hydra Tool presentado en [8]). Sin embargo, el principal incon-
veniente de los modelos de características clásicos es que requieren un proceso
adicional para establecer las relaciones entre la variabilidad especificada a nivel
abstracto (e.g., en el árbol) y los puntos de variación en la arquitectura software.
En [8], un lenguaje independiente para modelar la variabilidad (VML, de Varia-
bility Modeling Language) [13] es usado para establecer la correspondencia entre
las características del árbol y las acciones a realizar en la arquitectura software.
VML depende del lenguaje usado para modelar la arquitectura, y por lo tanto,
es necesario crear manualmente un fichero VML por cada modelo de caracterís-
ticas y por cada lenguaje de modelado de arquitectura. CVL, por el contrario,
facilita la propagación de los cambios a la arquitectura definiendo puntos de
variación como parte del modelo de variabilidad, que además soporta cualquier
arquitectura definida en lenguajes basados en MOF.
Otro punto a tener en cuenta es que la mayoría de las propuestas existen-
tes se centran en modelar la variabilidad de propiedades no funcionales de las
aplicaciones multi-tenant, como por ejemplo el precio de los servicios, su dispo-
nibilidad o satisfacción de los usuarios [5,9,14], o se centran en analizar cómo
las diferentes variaciones en los servicios afectan a los atributos de calidad de la
arquitectura en términos no funcionales (e.g., rendimiento, eficiencia, etc.) [19].
Aunque ambos son aspectos de gran relevancia en el desarrollo de cualquier apli-
cación software, ninguna de las propuestas existentes aborda el modelado de la
variabilidad de los componentes funcionales de la arquitectura (ej: la variabilidad
de un componente de autenticación), como proponemos en este artículo.
8. Conclusiones y trabajo futuro
En este artículo hemos presentado una propuesta que usa el lenguaje CVL
y los modelos de variabilidad con cardinalidad para gestionar la variabilidad y
evolución de un número elevado de tenants en el contexto de aplicaciones en la
nube. Evolucionar miles de configuraciones en aplicaciones multi-tenant es una
tarea intratable de realizar manualmente. Hemos definido tres algoritmos que
automáticamente evolucionan una configuración previa de los tenants, calculan
los cambios que se deben hacer en la arquitectura de la aplicación, y propagan
dichos cambios a la arquitectura multi-tenant usando transformaciones modelo
a modelo. Hemos formalizado los modelos CVL como un problema CSP para
demostrar la corrección de los algoritmos y analizar la eficiencia de los algoritmos.
Nuestro trabajo futuro incluye la reconfiguración dinámica de las arquitec-
turas multi-tenant ejecutando los modelos CVL en tiempo de ejecución.
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