Using an invariant regularization independent framework to avoid spurious evaluation of arbitrary parameters we compute the a.c. conductivity correction C for Coulomb interacting massless Dirac particles in graphene in the collisionless limit (ω ≫ T ) using the polarization tensor approach. In order to remove arbitrarinesses introduced by regularization dependent free parameters of the model, we exploit two constraints to the amplitudes namely transversality of the polarization tensor and a Ward-Takahashi-like identity involving the vertex function and the electron self energy, both stemming from charge conservation. It turns out that while the transversality of the polarization tensor determines C = (19 − 6π)/12, the Ward-Takahashi-like identity involving the vertex function and the electron self energy yields C = (25−6π)/12. We compare our results to previous calculations in the literature.
I. INTRODUCTION
The value of graphene a.c. conductivity corrected by Coulomb interaction has been a matter of debate in recent literature. Its general form for low frequencies can be obtained in the context of renormalization group techniques [1] [2] [3] based on scale relations valid near the quantum critical point:
In the equation above σ 0 = e 2 /4 is known as "minimum conductivity" (in absence of interactions), measured in [4, 5] as σ 0 = (1, 01 ± 0, 04)e 2 /4 , v F is the Dirac fermion velocity, which is renormalized by e 2 4 ln Λ ω due to the Coulomb interaction and Λ is an upper cutoff [6] . In reference [7] it was discussed within quantum field theoretical perturbative approach that divergences can be renormalized in the Fermi velocity and electron wave functions. Thus physical observables which include Coulomb interaction corrections to optical properties of graphene are cutoff independent. The coefficient C is a universal constant that can be calculated within a model that takes Coulomb interaction into account. In order to obtain C, the majority of calculations rely on a perturbative analysis of disorder-free Coulomb interacting electrons. It can be further constrained by charge conservation
which may be translated into two standard Quantum Electrodynamics (QED)-like Ward Identities (WI) [8, 9] , namely transversality of the polarization tensor (first WI) and a relation between the vertex function and the electron selfenergy (second WI). It is important to bear in mind that such analogy is formal, in the sense that we cannot associate to these calculations the general properties of quantum field theoretical S-matrices, Feynman diagrams or symmetry properties of QED Green's functions since we will work in a nonrelativistic frame.
The main results available in the literature are obtained using the Kubo Formula [1, [8] [9] [10] , Electron Polarization Operator [8, 10] and Kinetic Equation [3, 10] yielding different results for C depending on how intermediate divergent integrals are handled in each method. For instance in [10] it was demonstrated that when regulating the Coulomb potential, a sharp cutoff in the integral for large momentum does not produce the same results in the three methods mentioned above. In contrast, a soft cutoff gives C = (19 − 6π)/12 in all methods. Using the Kubo Formula and a sharp cutoff, C was found to be (25 − 6π)/12 in [1] , whereas in [8] the value of C was shown to depend on the order in which the limits of integration bounds were taken, resulting in C = (11 − 3π)/6 or C = (25 − 6π)/12. Furthermore in [9] , still in the framework of the Kubo formula, C was parametrized as C = 19−6π 12 − 1 2 ln be −1/2 , where the parameter b depended on how the cutoff was introduced in the leading contribution to σ(ω). The authors explained that if the cutoff is introduced in the momentum integral associated with the Coulomb potential then b = e 1/2 , leading to C = (19 − 6π)/12, whereas if it was introduced in the Green function then b = e −1/2 resulting C = (25 − 6π)/12. In view of this ambiguity the authors invoked charge conservation expressed by WI's. They claimed that the first WI was compatible with both values of b on grounds of a naive shift in the integration variable (we will come back to this issue in section IV A), however taking the second WI into account the only possible value possible for b is e 1/2 . Dimensional regularization seems a good candidate to tackle this problem should we compare its success in gauge theory perturbative calculations (based on Feynman diagrams) in the Standard Model of particle physics. In this context besides explicitly preserving Ward Identities that encode U(1) local gauge invariance, a library of Feynman integrals is available in textbooks [11, 12] yet care must be exercised with their validity in dimensions lower than 4 (see appendix B).
In [8] the authors used the polarization operator approach and dimensional regularization to handle intermediate divergent integrals in the calculation of the conductivity. They claimed that their previous result presented in [1] lacked a consistent dimensional continuation of Pauli matrices and thus violated the second WI. Moreover a missing term (absent in the physical dimension) related to space-time continuation of the sigma matrix algebra was claimed to account for the discrepancy between the results for C, (25 − 6π)/12 in [1] and (11 − 3π)/6 in [8] .
The purpose of the present contribution is to shed some light on this controversy employing the polarization operator method as in [8] and using a regularization independent approach that operates in the physical dimension of the model. This framework which we call implicit regularization (IR) has been successfully applied to compute Feynman diagrams amplitudes in gauge theories to arbitrary loop order in a symmetry preserving fashion (see [13] and references therein). An important peculiarity of IR which makes it an ideal arena to calculate the conductivity is that it clearly parametrizes arbitrary terms stemming from differences between logarithmically divergent integrals (surface terms -ST) containing one integration variable only ("loop" momentum) in a regularization independent fashion. This appears to be at the heart of controversial results for C. As we shall demonstrate in this paper, we obtain for the a.c. conductivity
where α is an arbitrary finite constant (ST) which parametrizes the regularization dependence. As discussed in [14] , in finite theories arbitrary parameters stemming from cancellation of divergent integrals should be fixed by symmetries of the underlying model or phenomenology. In the present case we invoke the two WI (charge conservation) which in principle may fix arbitrary parameters. In 3+1-dimensional QED, Green functions ought to satisfy Ward identities that fix all arbitrary parameters (ST) to a single value, namely α = 0 which otherwise would spoil gauge symmetry. The vanishing of surface terms in connection with gauge invariance has been demonstrated to be related to momentum routing invariance in Feynman diagrams [13] as well. Contact with other regularization schemes is immediate. For instance α evaluates to zero in dimensional regularization in accordance with the fact that the latter is a gauge invariant scheme. It is important to bear in mind that although QED Ward identities are formally identical to the WI related to charge conservation in the model for the graphene conductivity, they encode in each case different symmetry constants and physical meaning. We shall demonstrate that besides entering in the value of C, α appears explicitly in the two WI's. Whilst α = 0 is consistent with the first WI, the second one is satisfied only if α = 1/4π; in other words the fulfillment of the two WI's (strong condition) is not achieved by a unique value of α. A weak condition in which only one WI is imposed determines C = (19 − 6π)/12 (first WI) or C = (25 − 6π)/12 (second WI).
Notice that our result (3) resembles the Kubo formula result obtained by Sheehy and Schmalian [9] we mentioned earlier. However we will explicitly show within the Electron Polarization Operator approach and working in the physical dimension of the model that a priori arbitrary parameter to be fixed by symmetry requirements appear in both WI's on equal footing. Moreover it will be verified that the constants α and b have different origins and that b plays no role in the conductivity computation (see section V).
This paper is organized as follows: in section II, we present the physical quantities which enter in the computation of the conductivity. Section III contains a general survey on two dimensional implicit regularization at leading order. In section IV, we study the charge conservation Ward Identities of the model. In section V we compute the a.c. conductivity for the graphene and finally, in section VI, we analyze our results in view of physical constraints imposed by the Ward identities and compare with those in the literature. The calculational details are left to the appendices.
II. THE FORMALISM: ELECTRICAL CONDUCTIVITY FROM IMAGINARY TIME CORRELATION FUNCTION
Starting from a tight binding nearest neighbor model, a linear electronic dispersion law near the Fermi level
8 cm/s is consistent with the low energy electronic structure of graphene. The ± signs refer to the conduction band (positive energy) and valence band (negative energy). Thus the Hamiltonian of monolayer graphene is described by two dimensional massless Dirac (quasi)particles with the speed of light replaced by v F and the pseudo-spin corresponding to sublattice indices [15] ,
where σ = (σ x , σ y ) and we included a two-body Coulomb interaction between electrons [16] . The Dirac model for graphene was proposed in 1984 by Semenoff, DiVincenzo and Mele [17, 18] , twenty years before its experimental discovery by Geim and Novoselov [19] who won the Nobel prize in 2010 "for ground breaking experiments regarding the two-dimensional material graphene". Such analogy allows in principle the investigation of relativistic quantum phenomena in benchtop experiments. Besides one in principle may explore quantum field theoretical tools involving planar fermions, namely quantum electrodynamics in 2+1 dimensions, to calculate for instance the polarization operator defined through the effective action of fermions in the presence of electromagnetic fields. The polarization tensor can be interpreted in terms of the conductivity of graphene [8] as well as for the description of other interesting phenomena such as the Hall and Faraday effects, the light absorption rate by graphene sheets and the Casimir interaction of graphene [20, 21] . Of course we must bear in mind that we are effectively treating electron-electron interactions in graphene through non-relativistic Coulomb potential. Some authors argue that a complete theoretical description of the graphene electronic properties are characterized by point charges moving in two spatial dimensions while the photons propagate in three spatial dimensions making the quantum field theoreticallike description of graphene to lie somewhere between QED 3 and QED 4 [16] .
Based on the fluctuation dissipation theorem [22] , the expectation value of the electrical current density operator for real time J( r, t) can be related to the imaginary time polarization tensor
with
µ = 0, 1, 2 and ψ(τ, r) is the two component massless field.
The linear dispersion relation also implies a vanishing density of single-particle states at the Fermi level, which suggests that the effects of the Coulomb interaction between electrons are weak. Moreover graphene can be considered as a Fermi liquid and thus the effective interaction parameters decrease at lower temperatures and frequencies until they reach saturation [24] . In short, effects due to electron-electron interactions seem to contribute as small additive corrections to the conductivity [1] .
The correlation function in the reciprocal space Π µν (q µ ), q µ = (iΩ, q) and q = (q 1 , q 2 ), will be calculated within an expansion in the coupling constant to order e 2 just as in [8] , namely
where Π 0 µν represents the noninteracting contribution which characterizes the minimum conductivity and δΠ µν is the first correction due to Coulomb interaction of the quasiparticles, and
Explicitly, the leading term in (7) reads
where 4 is the number of two component fermionic fields copies for the graphene and G k is the fermion propagator
Defining P 0 µ as in [8] 
Π 0 µν can be abbreviated to
In a similar way, the first correction term to the correlation function can be written as
where P µ is the vertex function
The conductivity correction can be shown to be related to the spatial component of the polarization tensor to next to leading order
whereas the a.c. conductivity is given by lim q→0 σ(Ω, |q|) [8, 10] .
III. IMPLICIT REGULARIZATION AND THE PARAMETRIZATION OF (UN)DETERMINED REGULARIZATION DEPENDENT PERTURBATIVE CORRECTIONS
Implicit regularization (IR) is a momentum space framework that operates on the physical space-time dimension of the underlying model. It assumes an implicit regularization (say, a momentum cutoff) for a general n-loop Feynman amplitude only to allow the application of a mathematical identity at the level of propagators which displays its divergent content as basic divergent integrals (BDI)'s that are written in terms of one internal momentum only. We suggest references [25] [26] [27] [28] [29] [30] for a complete account of IR and discuss here some basic features related to leading order calculations in 2 dimensions.
When a n-loop amplitude is considered, one can reduce the n − 1 internal momenta by judiciously subtracting subdivergencies. The BDI's can be absorbed in the definition of renormalization constants without being explicitly evaluated. The derivatives of BDI's with respect to an arbitrary mass scale, say λ 2 , are also expressible in terms of BDI's which in turn have a lower superficial degree of divergence. Therefore renormalization group functions can be consistently evaluated within this approach. This strategy is compatible with the local version of the BPHZ forest formula based on the subtraction of local counterterms [31] and thus complies with locality, Lorentz invariance and unitarity.
For instance in the case where the ultraviolet behavior is logarithmical, an one loop Feynman amplitude is cast as a finite function of external momenta, a BDI (say I log (λ 2 )) and surface terms expressed by integrals of a total derivative in momentum space. The origin of these surface terms is that logarithmically divergent loop integrals I µν... log (λ 2 ) which contain in the integrand a product of internal momenta carrying Lorentz indices µ, ν, . . . can be expressed in a precise way as a product of metric tensors symmetrized in the Lorentz indices times I log (λ 2 ) (BDI) plus a surface term. Such local, regularization dependent surface terms are intrinsically arbitrarily valued. It was shown that setting them to zero corresponds to demanding momentum routing invariance in the loops of a Feynman diagram [13] . Moreover a constrained version of implicit regularization in which surface terms are systematically set to zero was proven to preserve Ward identities related to gauge and supersymmetry. Such arbitrarinesses are distinguished from finite parameters related to the freedom of defining renormalization constants which are usually fixed by renormalization conditions (i.e. the choice of a renormalization point) [32] . Within IR, regularization dependent terms (surface terms) can be extracted out in a consistent way allowing for a clear discussion of the ambiguities involved in the manipulation of divergent integrals. Because it acts on the physical dimension of the theory, IR is particularly useful to dimensional specific models. In the latter, dimensional regularization methods flaw because of ambiguities in the analytic continuation in the space-time dimension. Chiral, topological and supersymmetric quantum field theories are examples of dimensional sensitive models.
To illustrate this method in connection with our calculation of the a.c. conductivity in graphene, we discuss the quantum mass generation for photons in quantum electrodynamics in 1+1 Minkowski space-time dimension (Schwinger Model). We consider massless fermions for simplicity. This is a good example as in the calculation of graphene a.c. conductivity, after integrating in the frequencies, we end up with momentum integrals in 2-dimensional Euclidean space. Moreover, the photon mass generation is evaluated through the calculation of the vacuum polarization tensor which turns out to be finite even though it is superficially (logarithmically) divergent. This happens to be the case in the polarization tensor and vertex function for the calculation of the conductivity as well. We shall verify how symmetries of the model may or may not fix its intrinsic arbitrary parameters.
In the Schwinger model, the massless photon of the tree approximation acquires the mass e 2 /π, e being the coupling constant, at the one loop level. Since a mass term for the gauge field A must be proportional to A 2 we need to compute the vacuum polarization tensor
A possible realization for the Dirac matrices is γ 0 = σ 2 , γ 1 = iσ 1 , where σ j are the usual Pauli matrices. We evaluate this amplitude using IR. After performing the trace algebra, we separate the divergent content in terms of the loop momentum using the identity
µ being a fictitious mass for the electron which will be taken to zero in the end. Such limit is well defined for infrared safe models. Then it is easy to show that [33] 
in which the arbitrary regularization dependent parameter υ is the difference between two logarithmically divergent integrals
If explicitly calculated in dimensional regularization or Pauli-Villars it evaluates to zero in consonance with the transversal character of the polarization tensor required by gauge invariance. The resulting radiatively generated photon mass is m 2 γ = e 2 /π. However, following R. Jackiw in [14] we can consider υ as an arbitrary undetermined parameter. This is a good example of radiative corrections that are finite and undetermined. As such they should be fixed on symmetry or phenomenological grounds. Thus, in this case, we can assign a vanishing value for υ based either on transversality or the "phenomenological" value of the generated photon mass should it exist at all. However, in its chiral version, the Chiral Schwinger model exhibits an anomalous non-simultaneous conservation of the vector and chiral current [34] similar to the famous AVV triangle anomaly [35] . The democratic display of the anomaly between the two Ward identities can only be achieved if υ is left arbitrary. The calculation by itself should not decide which Ward identity is to be satisfied. In other words, as pointed out in [14] , the answer for such anomalous amplitude is not intrinsic to it, but depends on the context it arises. Yet Pauli-Villars or dimensional regularization preserves vector gauge invariance, this need not be the correct choice if chiral invariance should be enforced.
On the other hand it is easy to see that Ξ µν can be written as a surface term, namely
In [13, 32] we discussed that particular differences between divergent loop integrals with the same degree of divergence such as Ξ µν are closely related to momentum routing invariance (MRI) in an arbitrary Feynman diagram, namely setting surface terms to vanish implements MRI. Such property turns out as a necessary condition which any supersymmetric and gauge invariant regularization that operates in the physical dimension of the underlying field theoretical model must fulfill. This approach can be generalized to arbitrary loop order [32] .
To conclude the discussion involving the Schwinger model, the regularization dependent parameter υ which appeared as a difference between logarithmically divergent integrals, even though the amplitude itself is finite, should be considered undetermined. Quoting again Jackiw in [14] "the Feynman graphs of the Schwinger model need not be regulated, but they give a vacuum polarization with an undetermined local part" which ought to be fixed on physical grounds and not by the regularization. Of course it turns out that Pauli-Villars or dimensional regularization complies with gauge invariance. Indeed the explicit calculation of surface terms within dimensional regularization yields zero. These discussions suggest that quantum symmetry breakings in perturbation theory is somewhat connected to breakdown of MRI in the loops of a Feynman diagram.
As we stated before an explicit evaluation of the loop integrals is not necessary at all. The renormalization constants in a renormalizable quantum field theory can be defined in terms of basic divergent integrals such as
in a n-dimensional Minkowskian space-time. An arbitrary positive (renormalization group) mass scale λ appears via a regularization independent identity which enables us to write a BDI as a function of λ only plus logarithmic functions of µ/λ. At one loop order it reads
It is possible, however, to construct an explicit general parametrization for basic divergent integrals exhibiting arbitrary regularization dependent parameters and revealing the divergent behavior through a cutoff. This allows for a symmetry preserving calculation (for instance in gauge field theories) even if a sharp cutoff is used because spurious values will not be assigned to intrinsic arbitrary parameters. For example, consider the regularization independent derivative of I log (µ 2 ) with respect to µ 2 in integer n-dimensional space-time
Likewise
where
A general parametrization which obeys the relations above is given by
in which α 1 , α ′ 1 are arbitrary dimensionless regularization dependent constants, Λ is an ultraviolet cut-off. The arbitrariness of the surface term defined in (20) becomes evident since
Of course surface terms with an arbitrary number of Lorentz indices can be likewise defined as well as their generalization to arbitrary loop order in accordance to BPHZ theorem, rendering the approach unitary, local and Lorentz invariant [13, 32] . In what follows we will employ the Euclidean version of this program to handle momentum integrals in the calculation of the a.c. graphene conductivity after integrating over the frequencies.
IV. WARD IDENTITIES
We now explicitly calculate the Ward identities in a regularization independent way and establish the constraints they impose on arbitrarinesses inherent to the perturbative calculations.
A. δΠµν Transversality
The first WI implies that
which should be satisfied order by order in perturbation theory. In order to verify equation (29), we first evaluate the noninteracting polarization operator P 0 µ from equations (11) and (12) . The details of this evaluation can be found in appendix A (some remarks about the use of dimensional regularization formulae in D = 2 in this context can be found in appendix B). Explicitly
where β is a dimensionful arbitrary parameter defined as
and ∆ 2 is defined in (A4). Thus the first WI can be calculated as
Note that only the first term on the RHS of (30) is transverse, while the remaining terms give, after some algebra,
which is transverse only if β is chosen to be
We proceed with the analysis of transversality of the polarization tensor at order e 2 . Formally,
where we used
and Σ p,q is defined as
Note that if [G k+q , Σ p,q ] = 0, transversality becomes evident in view of the identity
and the cyclic property of the trace.
As shown in appendix D
where α is a surface term stemming from a shift in the momentum variable defined as
We show in appendix C that the first term on the RHS of (39) is such that
and thus it commutes with G k+q , namely
On the other hand, from (39) we find that
Because G k+q does not necessarily commutes with σ · q, transversality requires that
B. Ward Identity for the Vertex Function
A second WI appears when interactions are taken into account. It can be derived from the definition of P µ in equation (14):
where we used equations (36) and (37) . Let us explicitly verify under which requirements this identity is satisfied. The calculational details found in appendix D show that the RHS of (45) yields
Oh the other hand, the LHS calculation of (45) is presented in appendix F and gives
Comparing equations (46) and (47) with (45), leads us to conclude that the second WI is satisfied only if the free parameter
Note that the value so established for the parameter α is not compatible with the transversality.
V. CALCULATION OF THE AC CONDUCTIVITY
According to section II, the first term of the correlation function (7) produces the "minimum conductivity", and to verify this result we use P 0 µ computed in section IV A:
where we have used β = 2 q 2 /π as in equation (34). After taking the trace as in equation (12) and using the relation between the polarization tensor and the conductivity (15), we find the well-known minimal conductivity
Notice however that the value of β does not enter in the calculation of the minimal conductivity because the term proportional to β vanishes in the limit where q 2 goes to zero. Therefore the minimal conductivity is regularization independent.
For the correction to the conductivity, we take the expansion to order of e 2 , δΠ µν (q µ ), defined in section II and separate it in two parts:
where the first term δΠ a µν expresses the correction to the self-energy
and the second δΠ 
Using equation (15) we verify in appendix E that δΠ a µν leads to a contribution
while δΠ b µν gives, in turn,
In order to obtain the correction to the conductivity, these terms must be combined to result
Note that the logarithmic divergences I log (λ 2 ) and the renormalization scale dependence expressed by ln(λ 2 ) cancel out as they should.
It is noteworthy that the model carries an intrinsic arbitrary parameter represented by α which however is not uniquely fixed should both WI enforced by charge conservation be imposed. We showed that the first WI assigns a value to α = 0 which results in a correction to the conductivity C = (19 − 6π)/12, while the second Ward identity assigns a value to α = 1/4π, leading to a correction C = (25 − 6π)/12.
This result is in contrast with quantum field theoretic QED in 3+1 dimensions where U(1) local gauge invariance expressed by similar Ward identities are fulfilled when surface terms (ST's) vanish (α = 0). As we discussed in the introduction the vanishing of ST's are connected with momentum routing invariance in Feynman diagrams, namely a freedom of labeling internal momenta in the loops allowed by energy-momentum conservation at the vertices. Evidently this need not be the case for our Halmiltonian expressed by equation (4) for which QED-like Ward identities presented in section IV stemming from charge conservation have not uniquely fixed the model free parameter α.
For the sake of comparison with our results we recall the calculation presented in [9] which used a cutoff regulator in the Coulomb potential and computed the self-energy
where the constant b can assume two values b = e 1/2 and b = e −1/2 , but only the former respects the second Ward identity, as discussed in section I. Using the Euclidian version of the general parametrization for I log (λ 2 ) equation (27) ,
we can rewrite our result for Σ p,0 (appendix C)
Note that the arbitrary parameters α andb are independent. The former is the ST discussed in III, while the latter is an arbitrariness in the general parametrization for I log (λ 2 ). Thus we can rewriteb = ln b to recast equation above as
which is just equation (57) apart from the ST. In our calculation the arbitrariness represented by the parameter b cancels out as it is part of the basic divergent integral I log (λ 2 ) while a surface term α survives (as shown in appendix D) in both Ward identities which in our approach are equally important to be considered in the evaluation of the conductivity (see also reference [36] ).
According to our discussion in section III, choosing a regularization procedure ab initio assigns a value to α and β. For example, when one implements dimensional regularization in perturbative calculations, all the ST's like (31) and (40) will evaluate to zero. That is to say, within dimensional regularization C would be assigned the value (19 − 6π)/12 according to (3) . However taking all ST's to zero violates the WI at order e 0 expressed by equation (33) and at order e 2 (equations (45)- (47)).
VI. CONCLUDING REMARKS
We evaluated the a.c. conductivity of Dirac massless particles interacting via a Coulomb potential to leading order in e 2 using the tensor polarization approach. We dealt with intermediate divergencies in the framework of implicit regularization which can be implemented in two fashions namely extracting basic divergent integrals and surface terms or constructing general parametrizations for basic divergent integrals. In both ways the construction takes places in the physical dimension of the model and carefully distinguishes arbitrary regularization dependent parameters. The latter play a crucial role in this model which is finite, that is to say, a new arbitrariness cannot be translated into renormalization group constants or running couplings since the Fermi velocity has already been renormalized by Coulomb interactions. The resulting arbitrary parameter which has caused some debate in the literature on the value of the conductivity is supposed to be fixed by general symmetry properties of the model, just as it happens in ordinary gauge quantum field theoretical models such as QED in 3+1 dimensions. It turns out that two Ward-like identities resulting from charge conservation cannot uniquely determine the value of the conductivity should both be imposed simultaneously. We compared our results with the values obtained in the literature using specific regularizations. We use equation (11)
and upon Feynman parametrization we get
. For the sake of clarity we will denote
dy ≡ y . The integration over ω is finite and yields
the equation above reads
The first and fourth terms on the LHS are linearly divergent and add up to
We now define the basic linear divergence, in the spirit of section III,
In order to explicitate the ambiguity as a surface term, we use
Defining
and inserting into equation (A7), yields
where1 is the 2x2 unit matrix.
Subtracting the zero-frequency mode P
where ∆ ′2 = q 2 y(1 − y) and β ′ = 2β(∆ 2 ) − 2β(∆ ′2 ). Note that this subtraction eliminates the linear divergence. The integration over y gives the final result for P
Appendix B: Dimensional Regularization in the Evaluation of P 0 µ
Here we discuss the evaluation of equation (A8) on te light of Dimensional Regularization. The integrals in equation (A8) are of the form
with different values for D, A and j. However, the expression (B1) is divergent for D + j > 2A, as we can observe in the particular case present in P 0 µ :
This means that any regularization procedure in (B2) must imply a result containing divergent terms.
To emphasize this aspect, we can rewrite (B1) using Schwinger parametrization (Schwinger's trick)
where we can use a 1 = k 2 + M 2 and n 1 = A in (B1) to produce
When using (B4) in (B1), for the particular case j = 0, we have
At this point, we can note that it is only possible to derive a finite result for (B5b) from (B5a) if A − D/2 > 0. In (B5a) we rewrite
For other interval of x, we can consider an analytic continuationΓ(x) such that
In this case, we have thatΓ(−1/2) = −2 √ π in (B7) and Γ(−1/2) is undetermined in (B6) since it is out of the interval of x.
Additionally, from (B7), we can rewrite
In the equation above, the LHS is divergent for −1 < x < 0 and the RHS displays a sum of a finite contribution (Γ(x)) with a divergent part for −1 < x < 0. Replacing (B8) in (B5a) with x = A − D/2, we get
Note that the last term on the RHS appears only in the case the integral is being evaluated outside the region ℜ(A − N/2) > 0 and ℜ(N/2) > 0. In the particular case of (B9), A = 1/2 and D = 2, we get
analytic continuation). This result shows that if one does not consider properly the region of validity, equation (B9) would appear finite producing only the first term in equation (B10).
Since this is not the case here, the equation above shows explicitly the divergent behavior of the integral. This expression is different from the one obtained by [8] in its appendix A. In [37] a divergent integral was considered solely finite in a similar situation (equations (A9) and (A10) in [37] ). The reason for this lies in the direct substitution of A = 1/2 and D = 2 in (B5b) since it was done out of the permitted interval which was set in the transition of (B5a) to (B5b).
If we perform a similar analysis, for equation (B2b), it gives
As a particular case of (B11), with A = 3/2 and D = 2, we have
We can observe that the integrals in (B10) and (B12) can be combined in order to eliminate the divergent contributions found in both expressions. This is related to the fact that
In the equation above we can perform a contraction in the indices to produce
where we used expressions (B10) and (B12). We conclude that the integrals presented initially in (B2) can engender a finite result only when combined in the manner shown in (B14).
Starting from the definition of Σ p,0 (iΩ)
and integrating over ω ′ , gives
It can be further evaluated using Feynman parametrization
where M 2 = −p 2 y(y − 1). Now using identity (17) twice, gives
can be transformed in a basic divergent integral (independent of the momentum p) by using the regularization independent identity
where in the last equality we used equation (40) and a R.G. constant λ has been introduced. This constant will be canceled out in the end of the calculation given that the model is finite. Evaluating the first term in (C5), using (C10), yields
The first and the last terms can be trivially computed using 1 0 dy y/(1 − y) = π/2. The second term is computed as follows
Now we evaluate the second term of (C5)
To evaluate the third term in (C5)
we use Feynman Parametrization and the same definition for M ′2 and k ′ as before, so J ij gives
Carrying out the x and y integrals, yields
For the last term in (C5),
first we compute J ijk using Feynman Parametrization and same definitions as before for k ′ and M ′2 , so that
After some algebra and integrating over k ′ gives
In the equation above, the first, second and third terms produce the same result
while the the forth term is different
Integrating and adding all four terms in equation (C22) yields
Finally, we add all parts of Σ p,0 , computed in equations (C13), (C15), (C19) and (C25), to show the final result for Σ p,0
If one defines a function F ( k) as
where R = ( p + q)y and M 2 = −( p + q) 2 y(1 − y), using appendix C, we can check that
Expanding the function F ( k + q) in powers of q, we have that
we can use the derivative of
and integrate the equation above to find that
The first term in the RHS is (C26), and we will focus on the second term. Using (17) we obtain
Note that the second integral carries an arbitrariness (as defined in (40)), but the y-integral is simple and the result is π. The rest of the terms, which are finite, are null, as shown below. Starting with the third term
Since it's finite, we'll shift k
Integrating in k ′ yields
This integral can be written as
Now focusing on the fourth part in (D7), we can first rewrite the equation
and do a Feynman parametrization. Defining y * = 1 0 dy/ y(1 − y) to simplify the notation
Since one integral cancels out a part of the other, the computation becomes a little bit easier
We integrate the first term in k to obtain
We leave F 2 in this form since it will simplify in the sum with F 3 . Now we analyze the last term (fifth) of (D7), and come back to F 2 right after,
The same procedure used for the evaluation of F 2 can be also applied to the this term. And the result will be
The difference lies in the odd-terms which will be zero due to symmetry. Integrating in k, we can check that the first term of the equation above can be written
Note that F 1st 3
is the same as F 1 (equation (D11)) which is zero. The other terms in (D18) can be added to F 2 with the result
Carrying out the integration over x and y, the result is null. So that all third, forth and fifth terms in (D7) are zero. Finally,
Appendix E: Calculation of δΠxx
In this appendix we compute the Coulomb interacting Polarization Tensor to next to leading order. According to equations (52) and (53), δΠ µν = δΠ 
Taking µ = ν = x, we use equation (37) to rewrite δΠ
Using the result (C26) for Σ k,0 we rewrite the above equation as
where A = 2πI log (λ 2 ) + 1/2 ln λ 2 + 2 ln 2 − 2πα and B = −1/2. Using the definition for the fermionic propagator (10),
Computing the traces of the Pauli matrices, we find
The integration of the two last terms are actually null since k (k
Then integration over ω is simple and gives
We now subtract the zero-frequency mode to get
Since the term involving A does not carry any dependence on k, the integration over k gives
The other part (involving B) is
This is the result of δΠ a xx (iΩ, 0), the first contribution to the quantum correction to the graphene conductivity 
Using the above results in equation (F2) yields
After a Feynman Parametrization, the first term in (F6) reads
where q ′ = p(x − 1) + qxy and
Since the equation above is logarithmically divergent in the k-integral, we make use of (17) to separate this divergence, so that
where it is implied that x,y = 1 0 1 0 dxdy. The last term in equation (F8) evaluates to zero which can be immediately seen after Feynman parametrization.
We can rewrite P 
The other part of (F6) is
Defining A = M 2 and B = ( p − k) 2 , we write 1 A 3/2 B 1/2 = Γ(2) Γ(3/2)Γ(1/2)
and shifting the variable k → k − q ′ for conveninence leads to
In this way
where P
(∞) µ
contains the divergent part of P 
with M ′2 = x(1 − x)( p + qy) 2 + xy(1 − y)(Ω 2 + q 2 ) 2 . In the above equation we used
and the scale relation
We proceed to evaluate the finite terms P 
and the definitions for a and b are equations (F10) and (F11) respectively. Given that
after some simple algebra and integrating over k and x, P 
Finally, the last term 
where we left in evidence some common terms which can help when we are contracting q µ with P µ . This concludes this step of the calculations. Adding all the computed parts (F9) with (F16), (F19), (F21), (F23) and (F25), we get P µ P µ = P 
Now we contract q µ with P µ , expressed in the equation above. q µ P µ can be decomposed as follows
where the superscript denotes each part of the contraction involving terms multiplying Ω, σ · p or σ · q. Firstly 
To further simplify, we use the proprieties that follow from the definition of (F20), (F22) and (F24)
Resulting in
In a similar fashion we can show that
Lastly we evaluate 
Using the following algebraic equation
we carry out the simplifications as before to get
So that adding all the terms (F32), (F33) and (F36) together 
