Abstract. -This paper proposes a method for optimal dynamic control of nonlinear time-invariant systems with a quadratic performance criterion by using the adjoint formulation of the system. From the Lagrangian the adjoint system is derived in terms of the Lagrange Multipliers, which are also called costate variables. Our approach makes the elimination of the costate possible and provides a dynamic control law based on state feedback which can be determined off-line.
INTRODUCTION
Optimal control with a quadratic performance criterion has already been used with great success in linear systems in filtering, estimation and control. The popularity of Linear Quadratic (LQ) optimal control is due to the synthesis of the optimal solutions by the Riccati equation. However, the Riccati equation approach can be applied only to linear dynamical systems, see (Jacobson, 1980) . Many chemical industrial processes, however, have nonlinear characteristics and most of these processes cannot be approximated efficiently by a linear system description. A number of chemical processes are characteristically bilinear, see e.g., heat exchangers. Others, for example, binary distillation columns can be modelled by bilinear dynamics with bilinear control-state constraints. The purpose of this paper is to propose a method to optimal control of nonlinear systems through the generalization of the Riccati equation. In the * This work has been supported by CONICIT, Venezuela which is gratefully acknowledged by the authors. adjoint formulation, a Lagrangian is defined together with Lagrange multipliers, which are also called costate variables. This method is also referred as Lagrange's multipliers or which also implies the Pontryagin's minimum principle, see e.g, (Anderson and Moore, 1990) . The minimum principle in both Lagrangian and Hamiltonian form, yields an expression for the optimal control in terms of the states and the costates. The state and costate equations are derived from the Lagrangian, and together with the minimum principle are necessary conditions for a minimum.
Considering the adjoint equations as dynamics and the expressions for the control as outputs, the costate variables can be eliminated if algebraic controllability of the system is supposed. The costate elimination algorithm proposed in this paper can yield a system of linear equations or nonlinear equations for the costate, which can be solved applying the Gauss elimination or the implicit function theorem, respectively. The obtained differential equation for the controls equipped with the states as inputs, can be considered as a controller, which is defined by the solution of the Riccati equation in the linear case. The problem of the boundary values for the controls are also analyzed.
THE OPTIMAL CONTROL APPROACH
Consider the optimal control problem of a bilinear system (BL-Q) represented bẏ
with a performance criterion
where x(t) ∈ R n is the state vector, u ∈ R m is the control vector, with the boundary conditions x(o) = ξ o and optionally x(T ) = ξ 1 .
Denote the controllability matrix of the system with C which can be represented as
Note that it is enough to define the matrix C with finite number of columns because there exists an x ∈ R n and k > 0 such that
for j ≤ k and l > k.
Proposition 1. The full rank of C, i.e., C = n is necessary condition to the controllability of system (1). 
Then, the Lagrangian function with Lagrangian multipliers ϕ i is
From the Pontryagin's minimum principle, the adjoint equation
and the optimal control has the form
(4) can be considered as a controller depending on the states x and the costates ϕ. The costates will be eliminated, using Gauss elimination or the implicit function theorem. 
Let max
Obviously k 1 ≥ 0. Then, the vector fields
can be chosen such that max rank
It is noticed that for j ∈ I o \ I 1 , (5) is an explicit equation, however (6) is involving its derivativė u j . Hence, in parallel with (6), the following equation will also be considered
Therefore, the right-hand side of (4), (5) and (6') does not involve the derivatives of u j , j ∈ I o \ I 1 . The last modified terms are associated to vectors
is the same as that of
Finally, it is clear from the construction of equations (6') that W o ∪ W 1 with subfamily of (7) corresponding to index family i ∈ I 2 , are linearly independent for appropriate x, u,u. Then, there exits an index family I 2 ⊂ I 1 of cardinality k 2 , such that
If system (1) is controllable, then the construction will be finished, for l, when
Hence, r i can be defined by the relations i ∈ I ri , and i / ∈ I ri+1 . By the definition of r 1 , r 2 , ..., r k ;
The solvability condition of the problem can be given as a maximal rank condition for vector fields belonging to the union
The algorithms developed consecutively yielding the equalities (4),(5),(6),..,(η−1), and (4),(5),(6'),..,
.., k, respectively, have the same rank n, for the terms linear in ϕ. In fact, equalities (4), (5), (6),...,(η) are linear in ϕ. Hence in this case ϕ can be obtained by matrix inversion. However conditions u (j) i , j ≤ r i on the order of derivatives are not true. Equations (4),(5),(6'),.., ((η − 1)') will also satisfy the additional property that at the right-hand side of the equations, derivatives u (j) i do not appear if j > r i , as a consequence of the step by step elimination of the higher order derivatives. ϕ can be obtained from (4),(5),(6'),.., ((η − 1) ) applying the implicit function theorem, since of the rank condition mentioned above. Maximal rank W o ∪W 1 ∪...∪W l = n can be expressed by an equivalent condition in term of the determinant of the insertion matrix
However, condition Det M w (x, u,u, . ..) = 0 together with system dynamics (1) is equivalent to differential algebraic conditions p (u,u, ...) = 0, q(u,u, .. 
p and q will be obtained by state elimination.
(see later in the general case). Summing up, the following theorem is proven.
Theorem 1. Suppose that system (1) satisfies the controllability rank condition max rank C = n.
Then, there exist differential polynomials p (u,u, ...), q(u,u, ...) , integers, r 1 , r 2 , ..., r k ; k i=1 r i = n − k, and analytic functions f 1 (x, u,u, ...),...,f k (x, u,u, ...) , such that, if (x * , u * ) is an optimal solution for the optimal control problem (1),(2), and
Proof. p (u,u, ...) and q(u,u, ...) are the same as in (8). If u * does not satisfy (8), the equations (4), (5), ..., ((η − 1) ) have unique solutions for the costate ϕ as
Then, from (5), (6 ), ... ((η − 1) ), by substitution of (9), the desired differential equation will be obtained
Note that Eq. (10) can be considered as a generalization of the Ricatti Equation (GRE).
Altogether, there are 2n equations with n x i s and k u i s as unknowns. However the order of the coupled system is n = k i=1 r i + 1. If, we know the initial conditions x i (0), i = 1, 2, . . . , n, and the terminal conditions x j (T ), j = 1, 2, .., n the problem can be solved. If the terminal conditions x j (T ), are not known, then the free end conditions imply the boundary conditions
Boundary conditions (10) 
GENERALIZATION FOR NONLINEAR SYSTEMS WITH DRIFT
Consider the optimal control problem for systems with drift represented bẏ
with analytic or algebraic vector fields. The Lagrangian function with Lagrangian multiplier ϕ i
Then, from Eq. (12), we get the adjoint systeṁ
the optimal control in the form u i = ϕ, g i (x) and boundary conditions for ϕ.
Remark 2. Consider that g 1 (x), g 2 (x), . . . , g k (x) are linearly independent, analogously to the BL-Q problem the general quadratic performance criterion will be
However, in this paper, we assume that D = I for simplification. By differentiation of u i , the following linear equations are obtained for ϕ:
. . .
The selection of the control derivatives will be made analogously to the BL-Q problem, defining the index families {1, 2, ..., k}
generate R n at least at x ∈ R n and u,u, ... ∈ R k . However, vectors in (14) may involve derivatives u (j) i for j > r i . In order to obtain equations with derivatives u (14), the same elimination of high order derivatives, for i ∈ I o \ I 1 , i ∈ I 1 \ I 2 , ..., can be applied as in the BL-Q case. The obtained polynomial equation in ϕ, has the same maximal rank in the linear terms, as the original ones, that is u, hence, applying the implicit function theorem, then, equations derived from Eqs. (14) have unique solutions for the costate
at least locally. The solvability condition for the equations (14) can be given as a controllability rank condition, which is guaranteed by the Lie algebra
obtained from (11). For system (11), the associated controllability Lie algebra L, is spanned by the original vectors fields f (x), g 1 (x), ..., g k (x) and, in general, if a Lie product P is in the generator sequence G, then [P, f ], [P, g j ], j = 1, ..., k, and their Lie brackets
.. also belong to the generator sequence G. The reduced Lie algebra L o is generated by G\{f }. However L may be the same that
Then, it is known e.g., from (Jurdjevic and Sussmann, 1972) and (Brockett, 1972) that if L(x) = R n , ∀x then, system (11) is locally controllable. However, the existence and uniqueness of the ϕ, from the equation (14) is equivalent to the rank condition
In general, condition (15) is stronger than local controllability as it is shown in the following example.
Example: Consider the nonlinear system (11), with vector fields
T , for i = 1, ..., n − 1. Note that for this system L(x) = R n and L o (x) = R n−1 , and the system is locally not controllable.
Then, the maximal rank condition for the Jacobian J with respect to ϕ at the zero is a sufficient condition to solubility of (14). This condition can be expressed as
DetJ (x, u,u, . ..) = 0.
Note that (16) can be converted into a condition described in terms of analytic (algebraic) differential equations for u 1 , ..., u k if the vectors fields f, g 1 , ..., g k are analytic (algebraic). In order to show this property, consider the system (11) with output y = DetJ (x, u,u, ...) .
If the rank condition is not satisfied, (17) is equivalent to y = 0. Applying an analytic or state elimination algorithm such as e.g., proposed by (Nijmejer and Van der Schaft, 1990) or (Diop, 1991) , to the system (11-17), differential algebraic analytical equations are obtained Q(u,u, ..., y,ẏ, . ..) = 0.
Hence, y = 0 is equivalent to the non invertibility condition q(u,u, ...) = Q(u,u, ..., 0, 0, ...) = 0. (18) Notice that p and q are uniquely depend on vector fields (14) i.e., on L o .
Theorem 2. Suppose that for system (11) the reduced controllability Lie algebra Lo satisfies the condition max rankL o = n Then, there exist analytic (polynomial) functions p (u,u, ...), q(u,u, ...) 
EXAMPLES
The following examples are to illustrate the procedure.
Example 1. Consider the dynamical system given in the state space as: A 1 x, A 2 x are elements of a basis and the dimension of the system is 3. It means that it is necessary 1 additional elements to calculate ϕ. It is possible to selectu 1 oru 2 into the basis, selectingu 1 , the following linear system for ϕ is obtained
