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Abstract. While qualitative research is experiencing broad acceptance in the
information systems discipline, growing volumes of heterogeneous data pose
challenges to manual qualitative analysis. We introduce an unsupervised machine
learning approach based on graph partitioning to detect hidden information and
structure in qualitative data samples. With the clustering technique, we map
coded data to a graph and formulate a partitioning problem which is solved by
integer linear programming. As a result, clusters of information sources are
identified based on similarities given in the coded data. We demonstrate the
approaches’ ability to detect hidden information in coded qualitative data by
application on coded interview transcripts. With the approach, we draw on a
technique from the operations research discipline and expand the repertoire of
approaches being used to analyze qualitative data in the context of information
systems.
Keywords: qualitative data mining, clustering, graph partitioning, unsupervised
learning, integer linear programming.

1

Introduction

Since 2005 one can see a significant growth in qualitative research publications in
information system (IS) journals which shows the growing relevance of qualitative
research in the IS discipline [1]. Besides studies that are applying qualitative methods
to investigate research topics (e.g. [2–4]), a lot of work is focusing on guidelines
regarding how qualitative research should be conducted within the IS discipline (e.g.
[5–7]). Additionally, qualitative research is often seen as a minor discipline because of
findings which are said to be accompanied with biases (e.g. subjectivity) regarding the
common quality standards [8].
Qualitative research in IS aims to gather a deep understanding of behavioral and
technical issues regarding the role of information technology (IT) and often
supplements quantitative studies in a mixed method approach [9]. Referring to Romano
Jr. et al. (2003) with an increasing amount of available qualitative data it becomes
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necessary to develop approaches to analyze growing volumes [10]. In the context of
qualitative data, especially clustering mechanisms have been discussed in literature
(e.g. [11]) but still remain underused [12]. In the case of clustering being used,
researchers typically perform manual techniques to detect groups based on codes (i.e.
marker for a relevant information given in qualitative data) in qualitative data which
requires extensive resource commitments [13]. Due to this there is a growing field of
scholars who are applying machine-learning techniques on qualitative data. Within this
field, automatic coding techniques based on natural language processing and graph
theory (e.g. [14, 15]) as well as clustering approaches (e.g. [16]) were applied on
qualitative data. However, the clustering techniques are mostly used to cluster
participants with similar profiles of codes instead of clustering codes based on their
relationship to each other. Following this research stream, the paper investigates the
research question how hidden structure in qualitative data sets can be detected
automatically based on code similarities? Answering this question, we develop an
unsupervised learning technique called CodeClust based on the concept of graph
partitioning. We draw on a technique which we developed to solve clustering problems
in the operations research (OR) domain and adopt it to mine and analyze coded
qualitative data. With performing the approach, results are generated that grant
additional and hidden insights regarding the structure and affiliation of qualitative data
constructs. With this, we intend to expand the repertoire of approaches that are used in
qualitative IS research and contribute to future studies by providing a new approach to
analyze qualitative data samples.
The remainder of paper is structured as follows: First, we give a brief overview of data
collection, coding techniques and existing quality criteria in qualitative research. This
leads to the third chapter in which we outline fundamentals and related work in the
domain and present CodeClust. Besides describing data preparation and essential
features of the approach, we illustrate how to use the technique on coded data from
expert interviews. The paper concludes in a discussion of the approach and gives an
outlook towards future research directions.

2

Data Collection, Coding Techniques and Essential Quality
Criteria in Qualitative Research

There exist different techniques of data collection to gather empirical material for the
purpose of data analysis. Non-numeric information is usually collected directly in form
of interviews or indirectly from secondary sources like text documents [17]. This results
in textual information sources like interview transcripts and case descriptions which
serve as a foundation for further analysis. For a detailed view of different methods, data
collection techniques, modes of analysis and quality criteria used in qualitative IS
research, see Keller (2017) [18].
After the data has been collected, the information sources have to be structured for
further analysis in a next step. Grounded theory is a widely used approach and serves
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as a foundation to structure textual information based on coding techniques [19]. The
aim of the coding is to highlight segments of textual data that contain relevant
information in regard to the underlying research question [20]. Therefore, codes
represent information given in the data and serve as a generalization of information. In
this field, Gläser and Laudel (2013) provide a detailed view on coding techniques and
variations in objectives related to coding [19].
In most cases, the coding process itself is done manually. To ensure the quality of the
results, the data sources are coded by different coders and their outputs are merged and
evaluated for similarities. Within this coding process, software tools (e.g., NVivo,
Atlas.Ti, HyperResearch, MaxQDA) are used by the coders and support in attaching
codes to relevant text segments. Additionally, the tools provide functionalities in form
of quantifications and visualizations to process the results.
In terms of quality criteria in qualitative research, validity and reliability are differently
characterized than in the quantitative domain [21].
Although validity aims to ensure the quality and information value, Flick (2014) argues
that flexibility is one major strength of qualitative approaches [22]. Therefore,
communicative validation is a common approach to ensure credibility and accuracy in
qualitative research [21, 23].
Reliability stands for the robustness of findings and the consistency of an approach.
However, in qualitative research identical findings do not always represent reliable
results (e.g. identical responses in interviews may point to prepared answers) [24]. In
order to draw consistent conclusions in qualitative studies, the specific context and the
data collection process itself must be described in very detail. With this, one can ensure
traceability from an intersubjective point of view [25, 26].
In addition, credibility describes the internal validity of qualitative research which can
be ensured by triangulation and negative case analysis [21]. As the researcher functions
as a central part in the research process (i.e. data collection, coding, analysis,
interpretation) some degree of bias is induced because of his personal perception which
may lead to the problem of subjectivity [27, 28]. Therefore, qualitative research
processes should be supplemented with standardized techniques to ensure a nonsubjective evaluation and interpretation of qualitative data. Sarker et al. (2013) support
this point of view by mentioning the strong “[…] need for clarity in the logic underlying
data analysis […]” [29] in qualitative IS research.

3

Clustering Coded Qualitative Data

In qualitative research, scholars are interested in identifying behavioral or structural
pattern to understand the studied phenomenon in the research context. For this purpose,
the available heterogeneous qualitative data must be gathered and processed to structure
the observed information. As mentioned in the last section, one central aspect of this
systematic structuring process is the assignment of codes to specific information. While
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most of this processing is done manually in qualitative research, the machine learning
(also referred as statistical learning) domain provides some techniques to predict and
structure categorical information in an automated manner on the one side and offers
approaches to scale up the coding process on the other side [30].
3.1

Foundations and Related Work

When predicting categories (i.e. discrete variables with nominal or ordinal scale) two
different approaches can be distinguished due to the underlying structure of available
data: (i) supervised learning describes techniques for classification of information based
on labeled data. (ii) unsupervised learning techniques process unlabeled data to detect
structure within the given information. Labeled data refers to a sample that has been
tagged with labels and hence includes information about categories. Therefore, in
supervised learning labeled training samples are used to train different classifiers (e.g.
naïve bayes, support vector machines or decision trees) aiming to categorize
information according to the training data. In contrast, unsupervised learning aims to
detect information in form of clusters (e.g. k-means) or topics (e.g. latent dirichlet
allocation) in unlabeled samples without any prior knowledge about categories. Figure
1 shows the difference between the two approaches of machine learning and gives some
examples.

Figure 1. Unsupervised vs. Supervised Prediction of Categories.
As we aim to detect hidden information in qualitative data samples, this paper focuses
on unsupervised learning in form of clustering. Clusters are defined as sets of objects
(e.g. text documents) which are grouped based on similarities. Most prior work in this
field has its origin in text mining, where documents are clustered based on the similarity
of words to identify certain semantic topics [31, 32]. Besides emphasizing content
representation, clustering is also used to identify dominant information in given
samples [33].
The foundation of previous research is in general based on partitional clustering
methods like K-Means [34] or graph-partitioning approaches [35] where an object
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belongs in exactly one cluster and the number of clusters is given in advance. Besides
that, hierarchical clustering techniques are used where a set of nested clusters is built
by successive merging or splitting [36, 37]. In general, hierarchical clustering strategies
fall into two types: (i) the agglomerative or bottom up approach where clusters are
merged on every hierarchy level and (ii) the divisive or top down approach in which
splits are performed on every hierarchy level. Another approach is called topic
modeling which decomposes information sources into topics and links the information
sources to the identified topics based on certain probabilities. Latent dirichlet allocation
introduced by Blei et al. (2003) is a common technique for topic modeling and is
applicable in most textual based clustering scenarios [39, 40].
Most of the previous work has in common that the occurrence, frequency and/or
combination of words are taken into consideration when building clusters. However, in
qualitative research additional information in form of codes is available which can be
considered in the clustering to detect hidden information. With this paper, we propose
a clustering technique that grasps the relation of codes to each other.
3.2

Concept

Meeting the needs for an automated clustering technique based on the coded qualitative
data, we develop a graph-partitioning approach called CodeClust. The presented
technique is built upon existing clustering approaches and embraces the numerical
structure of coded data which results from the assignment of text segments to codes
(e.g. coding process in grounded theory and content analysis). The intention of the
approach lies in clustering information sources and codes. As Marton (2013) points out,
this is necessary because ”[…] collected data needs to be grouped […] in order to form
relevant corpora for comparison” [41]. Such additional information about groups serves
as a basis and guidance for detailed interpretation and supports the analysis of
subgroups [16, 42].
In our scenario, we assume that these similarities are based on information sources (e.g.
interview transcripts) expressing the same ideas and therefore standing in relation to
each other. For example, groups of experts can be identified in interviews which are
considered to be similar relating to their statements. As CodeClust is a partitional
clustering each object is assigned to one cluster.
The provided graph-theoretic approach has originally been developed to simplify the
complexity of staff scheduling problems in the OR discipline [43]. We adopt our
method from this domain and adapt it to analyze qualitative data to cluster affiliated
information sources in groups with regard to their coding. Before describing the
approach table 1 defines the used mathematical notations.

426

Table 1. Mathematical Notations and Definition

Notation

i
V
E
c
𝑐𝑖

𝑐𝑖

Definition
Total number of information sources
Total number of codes
Index of information sources, i ∈ { , . . . , }
Set of nodes within a graph, with |V| being the total number of nodes
Set of edges between nodes of V within a graph
Index of codes, c ∈ { , . . . , }
Code-frequency of code c within information source i, 𝑐𝑖 ∈ ℕ
Binary value for a code being coded above average within i

In a first step, the coded qualitative data must be represented as a graph to use the
technique. Therefore, the codes are represented as nodes 𝑉 in a graph 𝐺 = 𝑉, 𝐸 .
The total number of nodes |𝑉| is , representing the total number of codes given in the
data set. 𝐸 represents a set of edges between nodes and ′ of V. An edge between two
nodes exists, if both codes represented by the nodes are coded above average within at
least one information source. This is modeled with the binary value 𝑐𝑖 that takes the
following two states:

𝑐𝑖

,𝑖

=

,

𝑐𝑖

>

ℎ 𝑤𝑖

|𝑉|

∑

|𝑉|

𝑐′=

𝑐′𝑖

These binary values 𝑐𝑖 determine the graph, which serves as a basis for the partitioning
technique. In addition, each edge of the graph contains a weight 𝑐𝑐′ that stands for the
number of information sources in which the two codes and ′ are coded above
average:
𝑐𝑐′

𝑛

= ∑
𝑖=

𝑐𝑖

𝑐′𝑖

The graph partitioning problem is solved with integer linear programming (ILP) to
identify two disjunctive sets of nodes 𝐺 = 𝑉 , 𝐸 and 𝐺 = 𝑉 , 𝐸 . For the ILP two
binary auxiliary variables are introduced:

𝑐

𝑐𝑐′

=
=
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𝑤
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ℎ

ℎ

ℎ

The partitioning aims to minimize the weights of edges which lead from subgraph 𝐺
to 𝐺 . To solve this minimization problem, the objective function is formulated under
four constraints:

(1)
(2)
(3)
(4)

min ∑
𝑐

𝑐′

−
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−

∑
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Constraints 1 and 2 ensure that the weights of edges are considered in the objective
function if the particular edge leads from one subgraph into the other. E.g. the first and
second constraint forces 𝑐𝑐′ to be 1 when and ′ are nodes of different subsets (e.g.
and ′ 𝑐𝑐′ is
𝑐 = ; 𝑐′ = ). Hence the weight of the related edge between
considered in the objective function. In the approach, the constraints 3 and 4 are used
to prevent the clusters from becoming very small or vice versa very large. With the
actual setting, it is ensured that a cluster contains at least the fourth part of the total
amount of nodes. These boundaries can be set according to the individual preferences
on the minimum cluster size.
In figure 2, an example is given which shows a graph 𝐺 holding six nodes with different
weights on edges between the nodes. After solving the ILP for the given example two
subgraphs 𝐺 and 𝐺 could be identified where two edges with a weight of 1 are leading
from subgraph 𝐺 to the subgraph 𝐺 and vice versa. In the example the minimal
+
= .
solution of the objective function results in

Figure 2. Example of Graph Partitioning
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As shown in Achatz (1999) the technique can also be performed multiple times on large
datasets to generate more than two subgraphs [43]. As multiple iterations can be
performed by using the output from one iteration as input for the next one, large
qualitative data samples can be analyzed with the approach in an automated manner. In
settings where a code is not mentioned above average, one can either (i) exclude the
code from the partitioning, (ii) assign code to smaller partition or (iii) assign code to
larger partition. In scenarios where every node must be assigned to a cluster option (ii)
or (iii) would be applied. However, in terms of clustering codes, we recommend using
the first option. The specific code is excluded from the partitioning. This does not mean
that the code should be excluded from further analysis. The information from the
general coding can still be valuable for later interpretation.
As in each iteration the sample is only split into two clusters, the appropriate amount
of clusters can be determined with existing measures like the elbow curve method [44]
or a silhouette analysis [45]. In the first method the percentage of variance explained is
used to find the appropriate number of clusters. The second method provides a graphical
representation in form of silhouettes and measures how well an object fits to its cluster
compared to other clusters. Identifying the correct number of clusters, however, is not
a trivial task and there exists a multitude of cluster quality indicators (e.g. [46, 47]).
Regarding the behavior of the approach in higher orders of magnitude, there does not
exist a high sensitivity to the number of observations. However, larger sample sizes
will increase the runtime to solve the formulated partitioning problem with ILP.
3.3

Interpretation

The results from the clustering technique help to answer the question which set of
information sources mention which specific codes. Hence, groups can be identified that
include information sources based on the similarity of their coding. The clustering
serves as an additional insight and makes it possible to identify structure in form of
dependencies between information sources and codes. By just considering the codes,
which are mentioned above average within the information source, the method uses the
code-frequency for clustering. Therefore, it is assumed that information sources that
mention the same codes above average are related to each other. This relation results
from the fact that the information sources contain similar content regarding the research
objective. E.g. if the information sources are interviews one can build groups of experts
based on the similarity of their content-related statements. As a result, it can be
identified which group of experts emphasizes which codes. Combining this with
additional information about experts one can generate specific insights regarding the
meaning and affiliation of identified codes.

4

Application to Field Data

The approach has been used on data from interviews with entrepreneurship experts to
identify success indicators for IT-start-ups [48]. Besides entrepreneurs and investors,
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business angels were chosen as experts to generate a holistic view on the topic. In total
eleven interview transcripts were coded on the basis of the methodology proposed from
Steigleder (2008) [49]. The theory orientated content coding technique results in 22
codes. Each code represents a separate success indicator in the domain. The data set in
table 2 represents the results of the coding process of textual data from the interviews.
Table 2. Data Set of Coded Qualitative Data from Interviews

The values given in the matrix stand for the code-frequency of a particular code in an
information source ( 𝑐𝑖 ). E.g. code c=1 is coded two times in interview i=1 which
results in
equals 2. The variable 𝑐𝑖 is a binary value which equals 1 if a code c is
coded above average in an information source i. If this is not the case, 𝑐𝑖 is set to 0.
Before performing the approach, the graph must be generated based on the values of
𝑐𝑖 . An edge between two nodes (i.e. codes) c and c’ exists, if for at least one
information source i the multiplication of 𝑖𝑐 and 𝑖𝑐′ equals 1. The number of
information sources i for which this is true represents the weight 𝑐𝑐′ of a particular
edge between the nodes c and c’. As represented in figure 3 on the next page the three
codes (c=10; c=15; c=20) are mentioned above average in the sixth interview (i=6)
which results in
=
=
= . Besides that, information sources 6 and 10
mention the codes 10 and 20 above average. Therefore, the weight of
equals 2.
In figure 3 the input and the output of the approach is visualized. The matrix on the left
side shows an unsorted data set of binary values 𝑐𝑖 based on the qualitative data given
in table 2. This represents the graph which serves as an input for the presented approach.
The matrix on the right side in figure 3 represents the data set sorted into two groups
based on the graph partitioning. The first group contains the sources 1, 3, 6 and 10 as
well as the codes 20, 12, 10, 14 and 3. The second group is determined by the rest of
sources and codes, while code 2 is an artefact that cannot be assigned to any group
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because it is not mentioned above average in any information source. One can see that
no source of the second group mentions a code of the first group above average, which
means that each code of the first group is uniquely assigned to it.

Figure 3. Results Generated by the Clustering Technique
Using the approach, we identified that in the first group experts are clustered which
have a strong relation to phases at the beginning of the start-up life cycle. In this group
is one business angel supporting start-ups in the seed and start-up phase and the rest of
experts are entrepreneurs standing at the beginning of their ventures. This observation
is accompanied with the fact that the codes of the first group represent success
indicators which are important when founding and developing the firm. E.g. team
composition (c=12) and accelerator or incubator program (c=14) are aspects
entrepreneurs must deal with at the very start of a venture.
In contrast, experts in the second cluster handle start-up firms in the growth and
expansion phase (e.g. investors, advanced founders). Looking at the codes it becomes
evident that the success indicators handling of market conditions (c=17) and political
and regulatory business environment (c=18) are related to advanced phases in the startup lifecycle as well. Additionally, no expert of group two is mentioning success
indicators of group one above average. In contrast, some experts of group one do
mention codes of group two. This shows that no expert in group two (i.e. expert related
to advanced start-up life cycle phases) emphasizes the success indicators of early startup phases because they seem to be less relevant. Experts in group one (i.e. experts
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related to early start-up life cycle phases) consider the future by focusing not only on
success indicators for the beginning of a venture but also on success indicators of
advanced phases of the start-up lifecycle.
While choosing start-up stakeholders as experts we did not focus on their affiliation
regarding different start-up lifecycle phases. With performing the clustering, we are
able to detect hidden structure in form of subgroups which generates valuable findings
concerning the affiliation of success indicators to lifecycle phases.

5

Limitations and Future Research

As shown in the example the approach provides valuable results and assists in the
detection of hidden structure in qualitative data samples. However, the technique is
subject to some limitations.
First, it is depending on the underlying data. This means, that the results generated can
only be as good as the quality of the gathered qualitative data. Therefore, the clustering
should only be performed on top of a robust data collection and coding process.
Second, although it is transparent how clusters are generated, the findings might still
be biased by a subjectivity in data pre-processing steps and by a wrong interpretation
of clustering results. Therefore, it is important to mention that the clustering results
offer guidance for interpretation and subgroup analysis but should not be applied as
strict decision guidelines.
Third, like other techniques analyzing qualitative data, the approach provides an
indication for the affiliation of codes with regard to the underlying research subject. In
contrast to “[…] statistical methods which require representative data, cluster analysis
does not find generalizable characteristics” [12]. Hence, it is suitable for qualitative
research which aims to understand complex phenomena regarding a specific topic of
interest.
Fourth, although the used code-frequency is a suitable measure to create the graph of
codes it can make sense to include other aspects like the context a code is related to or
actual speech such as laughter. Hence, the frequency measure could be enhanced or
replaced with other subject related aspects.
Fifth, like in other clustering techniques, it has to be considered that there may be
settings where the clustering does not result in interpretable results. This is indicated
by a high value for the objective function related to the sum of all weights of edges. In
this case, there exist outliers which indicate an unstable clustering. Therefore, we
recommend combining multiple manual and automated clustering techniques to
confirm accuracy of generated cluster solutions.
Regarding the limitations, future research should investigate how the approach can be
combined with already existing qualitative data analysis techniques. Especially the
possibilities for complementation should be considered to validate findings on the one
side and supplement them on the other. In addition, the behavior of the presented
approach could be studied in more detail. E.g. the clustering technique can be tested
with a variation of the underlying data. With this the behavior of the partitioning
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procedure can be evaluated with focus on the robustness of the clustering. Furthermore,
we intentionally applied a small data example to introduce the approach in a simple and
understanding manner. Although the clustering delivers stable results for larger data
samples in its original discipline [43], further research should investigate the behavior
with different dimensions of volume. A benchmark of the approach against other
techniques can be based on agreement measures like the Cohen’s kappa [50, 51]. In a
next step, the technique could also be compared to traditional connectivity-based
clustering techniques like hierarchical clustering. As distance metric the proposed 𝑐𝑐′
will be considered to identify similarity of codes.
In addition, the approach is not only suitable in qualitative research scenarios but should
also be considered in the domain of business analytics. Although in these scenarios the
data modeling might be different, the problem formulation remains the same.

6

Conclusion

We introduced a machine learning approach to detect hidden information and structure
in qualitative data samples. Therefore, we used a clustering technique based on a graph
theory to group information sources based on the similarity of codes. With the
approach, we map the coded data to a graph and formulate a graph partitioning problem
which is solved with ILP. As a result, the technique separates the graph into different
clusters based on the similarities given in the coded data. The technique is designed to
be used on textual qualitative data which results from any kind of qualitative coding
process. Hence, the approach can be performed independently of the underlying
methodology and does not replace any existing procedures but complements them.
Until now interpretation of qualitative data mostly relies on the system of codes, their
assigned textual passages and different frequency measures. Most clustering in this
context is performed manually or semi-automated which is contradictory to the
essential quality criteria of intersubjective traceability [22, 29]. Hence, with the
presented automated approach we present a new data modeling and clustering
technique which adds to the existing repertoire of qualitative data analysis methods in
IS. Although the data pre-processing (i.e. data collection, transcription and coding
process) might still be biased by subjectivity, the approach could increase the reliability
of qualitative research approaches regarding interpretation. However, the clustering
should guide and support the researcher in context informed interpretation and code
relationship analysis but should not be used in form of decision rules to split qualitative
data sets.
Referring to Sarker et al. (2012) about 60% of qualitative studies in the IS discipline
use coding procedures to analyze empirical data [1]. Because of this, our approach
could address and complement many existing and future qualitative studies in the IS
domain in terms of applying a mixed methods approach to answer research questions.
Especially when dealing with large volumes of empirical data, the potential of the
clustering could be exploited.
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