Rough Set based reduction algorithm is adopted as a method for feature selection in abrupt shot boundary detection. First, some information of macro blocks is extracted in P frame of MPEG video sequence. Then the information of the motion-activity, the type of macro blocks and the motion-distribution are obtained by analyzing MPEG compressed-domain. Combined these information with the difference of pixel and the difference of histogram the abrupt shot detection can be achieved. The simulation experimental results show that the detection model combined Rough Set with SVM is effective in features selection. Some useful features for abrupt shot detection are discovered.
Introduction
The extensive amount of video coverage today, generates difficulties in identifying and selecting desired information. Obviously, traditional retrieval based on text can not meet these demands, so content-based video retrieval has been proposed as a solution to address this problem [1] . Shot-Boundary detection technique is the foundation of video analysis and content-based retrieval which impact its accuracy. A lot of research works have been done in this field recent years, but there are few research works on video features selection especially in shot boundary detection.
An assumption often made is that the content should remain nearly the same from one frame to the next within one camera shot. So, in general, shot boundaries can be detected by employing a difference metric to measure the change between two consecutive frames. A shot boundary is declared if the difference exceeds a certain threshold. Pixelor block-based temporal image difference [2] - [3] , or difference of gray and color histograms [4] - [5] were supposed to be the measure metric. Histograms are robust to object motion. And they are easy to compute. So they have been widely used in shot-based video analysis. And several authors claimed that this measure could achieve good trade-off between accuracy and speed. Unfortunately there is a problem of segmenting the film into a sequence of shots based on difference of histograms when illumination varies.
Video parsing on MPEG compressed data has been reported by making use of DCT blocks and motion vectors information [4] . A count of non-zero motion vectors was used to detect scene discontinuity. However, this method failed to handle special effects. Meng et al. [6] used the variance of DC coefficients in I and P frames and motion vectors information to characterize scene changes. Sethi and Pate1 [5] used only the DC coefficients of I frame to perform hypothesis testing via luminance histogram. It was assumed that distance between two I frames was fixed and small. The exact location of abrupt changes cannot be located with this method. Liu et al. made use of only information in P and B frames to detect shot boundary changes.
The above related works show that different researchers took different features as input for shot boundary detection. Based on these features, few of them took feature selection as a module of their video retrieval system. They did not pay much attention to finding and selecting important and acoustic features in develop shot boundary detection system.
Video frequency data has the property of non-constitutive and the complexity, including information about text, picture, and sound. At the meantime, the features extracted from the video frequency data are not precise, whereas we use Rough Set in our abrupt shot detection. Rough Set theory was proposed by Z. Pawlak in 1982 as a powerful mathematical analysis tool to process incomplete data and inaccurate knowledge [7] . Without any mathematical description of attributes and features of detected objects in advance, it determines the knowledge reduction and educes decision rules via indiscernibility relations and classes directly from given knowledge classification. So far, Combined Rough Set theory with content based video retrieval, we have achieved a series of research results: proposed a partition algorithm for huge data set based on Rough Set [9] ; developed a motion information based video pre classification retrieval system using Rough classification [10] - [11] ; combined Rough Set with video key-frame extraction and got an acceptable result [12] . In the aspect of shot-boundary detection, we achieved an algorithm referenced to [15] and improved its performance [10] which could effectively detect abrupt shot, but it was still a bit subject to light and object movements. In this paper, an approach to shot boundary detection using Rough Set is introduced which comprehensively utilizes the motion features of P frame in MPEG video sequence, the difference of pixel and the difference of histogram.
Since there are uncertainty and inconsistency in the classification of shot-boundary detection, the rough set method is adopted to construct a better shot type. In our former work, we used Rough Set as an approach for shot-boundary detection .We found that experiment result was not stable when Rough Set was taken as feature selection and classifier. Usually, a higher recognition rate can be achieved when Rough set is taken as feature selection and SVM as classifier. In this paper, we use the method of Rough Set and SVM for shot-boundary detection from video sequence images separately. That is, Rough Set is taken as a module of feature selection and SVM is taken as classifier in shot-boundary detection. Through the experiment we find some useful video features for shot-boundary detection.
After the overall introduction, the rest of this paper is organized as follows. In section 2, some related theory and work are introduced. In section 3, the framework of a shot-boundary detection system (CBVRSYSTEM) is proposed. In section 4, Simulation experiments are done by means of CBVRSYSTEM. Finally, conclusion and future works are discussed in section 5.
Introduction to Rough Set Theory and MPEG -2 Standards

MPEG-2 Standards
Many storage media are organized with MPEG-2 format. Two coding techniques, prediction and interpolation, are adopted in the MPEG-2 video compression algorithm in order to satisfy high compression ratio and random access. There are three specific types of frames in MPEG-2, I frame (intra-coded frames), P frames (predicatively coded frames) and B frames (bidirectional predicatively coded frames). I frames don't need reference frames when coded and their compression ratio is the lowest. I frames are random access points and reference frames for other types of frames. P frames are predicted by use of only one previous I or P frames. Meanwhile they are reference frames for subsequent frames. Because P frames utilize the temporal redundancy of video, their compression ratio is high. B frames are predicted referring to at most two frames (I or P frames) and can't be used as reference frames. Their compression ratio is the highest because of their bidirectional prediction with motion compensation. In the MPEG-2 standard, there is a data structure called GOP (group of pictures), which is shown in Fig. 1 . The count of frames in GOP is a constant, and the first frame in GOP must be the I frame. A frame consists of certain slices, which are composed of arbitrary numbers of macro blocks. Macro blocks appear in raster scanning order in the video stream. A macro block, consisting luminance block or chroma block, is the unit of prediction with motion compensation. The block is the unit of DCT (discrete cosine transforms). Frames are predicted with motion compensation by use of the previous decoded frames (I or P frames), then they are reconstructed via combining the prediction with the coefficient data from the IDCT (inverse discrete cosine transform) outputs. 
Introduction to Rough Set Theory
Basic Concepts
The expression of knowledge in Rough Set is generally formed as an information system. It is defined as:
( , , , ), K U A V P = (1) where U is a finite set of objects and A= C D is a finite set of attributes, C is the condition attribute set and D= {d} is the decision attribute set. With every attribute a A , set of values a V is associated. Each attribute determines a function:
: selected though the whole set of attribute A. Others is designed as condition attributes, defined as C.
Decision Table
A decision table is a formal representation of a data set to be analyzed and is a two-dimensional decision information table, in which each row denotes one example of U, each column denotes one attribute of A, and each element denotes the value of the information function. Table 1 is an example of decision table.
Attribute Reduction Algorithm for Feature Selection
There are many algorithms to reduce values, such as the inductive reduction algorithm, the heuristic reduction algorithm, the reduction algorithm based on decision matrices and so on.
Traditional techniques make use of feature merits based on the information theories, statistics correlation between each feature and the class, or the significant values based on Rough Set theory. All these measures only consider the single feature's effect on the class distinguish ability. However, in general, one feature does not distinguish classes by itself. Therefore, it is desirable to obtain the feature's correlation to the class in the context of other features. The reduction algorithm based on decision matrix [8] is adopted in the paper which is described as follow.
If P and Q are equivalence classes in U, the positive region of Q to ( ) P POSp Q is defined as:
For information 
Shot-Boundary Detection System
Shot boundary detection pre-classification model is shown in Fig.2 , which is composed of such modules as feature extraction, feature selection, classification model. Our system is developed based on MPEG-2 encoder [19]. So, video sequences based on MPEG-2 are taken into consideration as input. 
Feature Extraction
Motion Information from Compressed MPEG Stream
As for MPEG, each video sequence is composed of a series of Group of Picture (GOP). While P can best represent movements of the whole GOP. Here, we will use the P frame information in compression region.
The macro block types are denoted as the field macroblock_type in MPEG stream. However, the field is just used in video decoding, but hardly in video retrieval. Furthermore, they can be divided into three types, which are low change (L), middle change (M) and high change (H). So the change ranges of frames are shown in the field macroblock_type in a certain degree. Via the field macroblock_type, ratios of macro block types are defined as follows:
where Tcount is the whole count of a P frame, and the other Xcount are the count of the macro block type X.
Motion activity is a concept related with the activity of a video sequence or a movement pace. In this paper, we refer to literature [13] to define the motion activity as follow:
In the coordinate system for a P frame, 
We still need to consider the condition of motion activity of the shot with P frame belongs to. We define:
mov Rate denotes the proportion of the motion activity in the shot total activity in the P frame, while mvShot C denotes the average motion activity of the shot where contains the P frame, and n in two formula is the total number of P frames in the shot.
These three attributes related with motion activity indicate the total activities of a video fragment and a few P frame activity in each shot. In the approach of which based on motion activity intensity, the shot-boundary detection must be selected depend on these attributes.
Motion spatial distribution must be paid attention to which describes the distribution of the activity in an image. Two measurements, Rog and Weight, are introduced to describe the special distribution of each image. Referring to the literature [14] , we define: 
Pixel and Color Histogram
Pixel and color histogram are two important clues for the description of video content. For a video frame, the color information summarizes the appearance of the embedded objects well, not considering the location of the pixel. So, it is possible the histograms of two frames are similar, but the contents are completely different. The pixel information summarizes the distribution of the embedded objects well. But, it is easily subjected to the voice and motion. In this paper, we combine two features merit. They can complement each other nicely. The difference of pixel is easy to get. ( , 1) D k k + is defined as the difference between frame K and frame K+1:
where X, Y is the width and height of the picture; ( , )
is the value of the frame K and frame K+1 respectively. The shot-boundary will appear obviously changed based on pixel. Fig.3 and Fig.4 show the pixel difference of a video sequence.
As the three color components of the HSV color space are independent, we first calculate the histogram differences of consecutive video frames on each color component respectively. Fig.5 shows the distribution of the HSV histogram between shot-boundary. And then, we use the maximum histogram difference as the feature. The HSV histogram difference i HD is calculated as follows: max( , , )
i H , i S and i V are the histogram differences of H, S, and V component, respectively. 
Feature Selection
Feature selection module is the key part of our shot-boundary detection system. The purpose of this module is to select valuable features for shot-boundary detection from all features. In this module, features for shot-boundary detection are decreased. Thus, the complexity and cost for the following classification procedure are reduced. It could improve the efficiency of the whole system.
In our system, features selection module is based on the Rough Set theory. The attribute reduction algorithm adopted to select features is introduced in section 2.
Classification Module
SVM are taken as the classifier in our shot-boundary detection system. There are two cases of classification problems: linear separable and linear non-separable. In practice it is necessary to employ the non-separable approach. In statistical learning theory [17] [18], we bound the difference between the expected risk ( ) R , and the empirical risk ( ) emp R , when both training and tests sets are assumed to be generated from the same underlying probability distribution ( , ) P x y . The empirical risk is calculated by:
where l is the size of the training set, is the model parameter and ( , ) 
Experiments and Analysis
In our experiments, the RIDAS system is adopted as a data mining platform, which is developed by Institute of Computer Science and Technology, Chongqing University of Posts and Telecommunications in China [16] . The system integrates almost 30 classical algorithms regarding rough set theory. The experiment data includes 938 frames which are randomly divided by 5 and chosen 376 as training data.
As above introduction, we choose 11 features as the set of shot-boundary condition attributes: Table2, we can see that the results are not stable using Rough Set as classifier. Using these features, we form the decision table as shown in Table1. Let A C D = denotes attributes set of P frame, C is the set of total condition attributes of P frame as listed above, and D is the decision attribute of the P frame, D = { type }. Then with the At the mean time, we define: if the frame is a hard cut frame, type amount 1; if the frame is a gradual transition frame, type amount 2; otherwise type amount 0. In this way, all the frames are classified into 3 types: hard cut frame, gradual transition frame and common frame.
Then, we use Rough Set as feature selection and SVM as classifier. The result is shown in table 3.
From Table2, Table3 and Table4, we can conclude that Rough Set can remove some unimportant condition attributes, while SVM has a good classification result. At the meanwhile, the video features we extract and select can effectively distinguish shot-boundary.
The proposed method is tested on three digital videos. The contents of the experimental data are advertisement, movie fragments and dace fragments. The results are shown in Table5. We calculate Precision and Recall by:
Precision= (Correct boundaries)/ (Correct boundaries + Error boundaries) Recall= (Correct boundaries)/ (Correct boundaries + Missed boundaries) A comparative experiment using color algorithm, pixel algorithm and the algorithm of [15] is done as is shown in Table6. In order to validate the advantage of our method based on Rough Set+SVM in abrupt shot detection, we go on to conduct a contrastive experiment The test video, a fragment of movie lasts for 80 seconds and contains 2684 frames. The performance of our method is compared with the algorithm [15] and the comparison is shown in Fig.6 , we just choose some represent shot-boundary frames.
The algorithm of [15] is based on dual (one big and one small) sliding windows. From the 1 st row of Fig.6 , we can see that the shot-boundary frames extracted by it are still subject to light and object movements. The two adjacent frames are considered as different shot-boundary. In fact, they belong to the same shot. On the contrary, we may see that our method behaves well in overcoming those defects. 
Conclusions and future work
In this paper, based on Rough Set theory, an approach of shot-boundary detection is proposed. Based on Rough Set reduction, some important features for shot-boundary detection are discovered according to our simulation experiment results. Depending on these features, an average recognition rate of 92.55% is achieved using SVM + Rough Set. That is, the video features we select can effectively use to distinguish shot-boundary especially in abrupt shot-boundary detection. In the future, we are going to study further on the gradual transition detection, application to manage the video data, and explore its applications, such as the system of video retrieval. Effective reduction algorithm for video features selection for video retrieval system will also studied.
