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I am among those who think that science has great beauty.
A scientist in his laboratory is not only a technician:
He is also a child placed before natural phenomena which impress him like a fairy tale.
Marie Curie
(French physicist, 1867 - 1934)
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Abstract
After a general definition of phase change materials and a description of their defining
properties, such as the possibility to switch between two room temperature stable phases
at high speed and a contrast in optical and electrical properties, the history of phase
change research is shortly outlined. In this context also already realized and possible
technological applications are presented. These have been a major driving force of phase
change research. Until now, phase change materials have been employed in rewritable
optical media, but the realization of commercial electronical memories is within reach.
For both sorts of applications, the crystallization kinetics is of fundamental importance.
In any kind of application the contrast of the material’s amorphous and crystalline phase
is exploited. The device speed is governed by the speed of crystallization, as this is
the slowest of the switching processes. In many experimental techniques, the nucleation
and growth part of the crystallization process cannot be separated. This information is,
however, crucial for many applications, as due to the presence of crystalline surroundings,
the nucleation part of crystallization may only play an inferior role. Crystallization can
be described with the classical thermodynamical concept for phase transitions introduced
by Gibbs. Two models to describe the crystallization kinetics are presented in this study,
the Johnson-Mehl-Avrami-Kolomogorov model and the Kissinger model. The results of
both models are then connected, in order to be able to compare the experimental results
obtained by both of them later on.
Starting with calorimetry measurements and temperature dependent resistivity measure-
ments, the crystallization process of a large variety of materials is reviewed. With a com-
bination of the precise furnace of the calorimeter and imaging techniques like atomic force
microscopy and optical microscopy, single crystals are experimentally observed. Thus,
nucleation and crystal growth are unraveled.
Within this study the data base on crystallization kinetics of germanium-antimony-
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tellurium alloys is vastly enhanced. Thus, it is possible to derive stoichiometrical trends
for the crystallization temperature, the activation barriers for growth and steady state
nucleation, as well as the Kissinger activation barrier. This can be used to tailor phase
change materials according to the needs of applications.
Finally, this work moves its focus to the effect of the generally oxidized surface of the
measured samples. It will be shown that for some materials the surface oxidation leads
to an earlier crystallization of a layer close to the material’s surface. Afterwards, the
influence of capping layers preventing the surface oxidation will be shown. The effect
of a step-like transition in temperature dependent resistivity measurements is explained
with a simple model based on a parallel circuit. The measurements on the crystallization
kinetics under a capping layer reveal that there is a strong effect of the capping layer in
regards of the crystal growth velocity and the nucleation rate. Hence, many new research
opportunities open up.
Kurzfassung
Deutsche U¨bersetzung des Originaltitels:
”
Kristallisationskinetik von Phasenwechsel-
materialien fu¨r neuartige Datenspeicherkonzepte“
Nach einer generellen Definition des Begriffes
”
Phasenwechselmaterialien“ und der Be-
schreibung ihrer definierenden Eigenschaften wird kurz die Entwicklungsgeschichte der
Forschung an Phasenwechselmedien ero¨rtert. Zu diesen Eigenschaften geho¨rt zum Beispiel
die Mo¨glichkeit mit hoher Geschwindigkeit zwischen zwei, bei Raumtemperatur stabilen
Phasen zu wechseln und der Kontrast in optischen und elektrischen Eigenschaften. In
diesem Zusammenhang werden ebenfalls schon realisierte und noch mo¨gliche Anwendun-
gen aufgefu¨hrt. Diese Anwendungen waren eine starke treibende Kraft fu¨r die Forschung
an Phasenwechselmaterialien. Bisher wurden Phasenwechselmaterialien ausschließlich in
wiederbeschreibbaren optischen Medien eingesetzt. Allerdings steht die Realisierung von
elektronischen Datenspeichern kurz bevor.
Fu¨r beide Arten der Anwendung ist die Kristallisationskinetik von fundamentaler Wich-
tigkeit. In jeder Art der Anwendung wird der Kontrast zwischen amorpher und kristalliner
Phase ausgenutzt. Die Geschwindigkeit der realisierten Bauteile wird durch die Kristal-
lisationsgeschwindigkeit limitiert, da dies der langsamste der Phasenwechselprozesse ist.
In vielen experimentellen Techniken ko¨nnen der Nukleations- und der Wachstumsteil der
Kristallisation nicht getrennt werden. Diese Information ist jedoch fu¨r viele Anwendungen
extrem wichtig, da durch eventuell vorhandene kristalline Ra¨nder, der Nukleationsteil nur
eine untergeordnete Rolle spielt. Kristallisation kann im Allgemeinen mit dem klassischen
thermodynamischen Konzept fu¨r Phasenumwandlungen von Gibbs beschrieben werden.
Im Rahmen dieser Arbeit werden zwei Modelle fu¨r die Beschreibung der Kristallisati-
onskinetik vorgestellt, das Johnson-Mehl-Avrami-Kolmogorov Modell und das Kissinger
Modell. Die Ergebnisse beider Modellvorstellungen werden verbunden, um so die Mo¨glich-
keit zu erhalten die experimentellen Resultate, die durch beide Methoden erlangt werden,
spa¨ter vergleichen zu ko¨nnen.
vii
viii
Beginnend mit kalorimetrischen Messungen und temperaturabha¨ngigen Widerstandsmes-
sungen, werden die Kristallisationsprozesse einer großen Auswahl von Materialen unter-
sucht.
Mit der Kombination des sehr pra¨zisen Kalorimeterofens und abbildenden Techniken wie
Rasterkraftmikroskopie und optischer Mikroskopie ko¨nnen einzelne Kristalle beobachtet
werden. Auf diese Weise besteht die Mo¨glichkeit Nukleation und Kristallwachstum ge-
trennt aufzulo¨sen.
Innerhalb dieser Arbeit wird die Datenbasis der Kristallisationskinetik von Germanium-
Antimon-Tellur-Verbindungen erheblich erweitert. Daher wird es mo¨glich sto¨chiometrische
Tendenzen fu¨r die Kristallisationstemperatur, die Aktivierungsbarrieren fu¨r Kristallwachs-
tum und die stationa¨re Nukleationsrate, sowie fu¨r die Kissinger Aktivierungsbarriere zu
bestimmen. Dies kann ausgenutzt werden, um Phasenwechselmaterialien nach dem Bedarf
von Anwendungen maßzuschneidern.
Letztendlich wird sich diese Arbeit auf den Einfluss der oxidierten Oberfla¨che der gemesse-
nen Proben konzentrieren. Es wird gezeigt, dass fu¨r einige Materialien, die Oberfla¨chenoxi-
dation zur Formierung einer fru¨her-kristallisierenden Schicht nahe der Probenoberfla¨che
fu¨hren kann. Anschließend wird die Auswirkung von Schutzschichten, um eben diesen Ef-
fekt zu verhindern, geschildert.
Der Effekt eines in mehreren Stufen ablaufenden U¨bergangs in den temperaturabha¨ngi-
gen Widerstandsmessungen, wird mit Hilfe eines einfachen Modells, basierend auf einer
Parallelschaltung, erkla¨rt. Messungen der Kristallisationskinetik von Proben, welche mit
einer Schutzschicht versehen wurden, decken auf, dass diese Schutzschicht einen großen
Einfluss auf die Kristallisationsgeschwindigkeit und die Nukleationsrate hat. Dies ero¨ffnet
viele neue Aussichten fu¨r interessante Forschung.
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1 Introduction
1.1 Phase change materials: challenges and opportunities
The term ”phase change materials” is quite general, as every material will undergo a
phase transition of some kind at certain parameters. Thus, a short description of what is
generally called a phase change material and how they can be distinguished from other
material classes will be given. Phase change materials are not defined by the affiliation
to a certain group of the periodic system, but by exhibiting a unique combination of
properties. They have two at least metastable phases with distinct characteristics such
as contrast in density, optical reflectivity and electrical resistivity. In the following these
properties will be discussed in detail.
To call a material a phase change material it is not sufficient to identify two existing
phases. The challenge is to find a material with longtime metastable phases. For phase
change materials these phases are an amorphous and a crystalline one, which might be
the materials stable phase or even a second metastable phase. Both phases should be
stable for decades, when stored at room temperature. At first glance, this is a contrast
to another defining feature of phase change materials, the fast switching between both
phases. The different possibilities to perform this switching will be discussed later in this
chapter. To achieve the high speed switching it is intuitive to say that both phases have
to be similar to each other. But this rises the question how phases with similar structures
can show a drastic difference in the above mentioned properties? This question alone
gives rise to many research opportunities. It has been shown in previous works that phase
change materials show a density difference between amorphous and crystalline phase of 5
% [28] or even more. This property gives us the opportunity to measure crystalline regions
within an amorphous surrounding with the atomic force microscope (see subsection 2.3.3).
However, this density change leads to challenges in sample preparation in general and also
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for the application in optical or electrical memories. Due to the massive change in density,
stresses between substrate and phase change layer are very plausible to occur. Thus, it is
possible that after the switching of the phase, the films crack and are not measurable with
many techniques. The origin of the optical contrast of phase change media, as pointed out
by Welnic et al. [107], is not a smearing of transition energies, as commonly assumed for
amorphous semiconductors, but the result of significant changes in the transition matrix
elements. Of course this feature was indisputable for the application as active layer in
optical media, but it may however be questioned if a material without optical contrast, but
with all other defining features can still be called a phase change material, as this feature
will not be needed for next generation, electrical phase change media. The electrical
contrast between both phases is maybe the most intuitive to understand, as it may be
hard to identify materials, where there is no electrical contrast between a disordered
amorphous phase and a well-ordered crystalline one. However, the difference in resistivity
between both phases of several orders of magnitude is notable. Interestingly, phase change
materials also show an effect commonly called ”threshold switching” [6]. When a voltage
is applied to the amorphous phase change material it will switch onto a higher conducting
state, the so called ”on-state”, which is still amorphous and will switch back to the low
conducting state when the voltage is turned off. This unique combination of features gives
rise to vast challenges to the experimentalist, but also gives the opportunity for interesting
research and the realization of outstanding devices (see section 1.2). The general principle
of phase change media is presented in Figure 1.1. The material can be switched from the
crystalline to the amorphous state, by a short pulse, heating the material well above the
melting temperature. The subsequent fast cooling, exceeding 106 K/s in the active region,
is generally realized by the small dimensions of the active region. A small bit size leads to a
large surface to volume ratio. As the heat transport out of the active region is proportional
to the surface area, large cooling rates are possible. The read-out of the current state of
the active region is realized with a pulse well below the crystallization temperature, which
does not change the state of the active region. To re-crystallize the sample, it has to be
heated for a sufficient amount of time above the crystallization temperature. Although,
this has to be done by the by far longest pulse of all processes, making it the time-limiting
process for devices, this can be done within nanoseconds [15]. As in principle only heat
is needed to switch phase change materials, this concept is the same for all data storage
applications. Optical and electrical memories only differ by the way the heat is applied
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Figure 1.1: Principle of phase change recording. The material can be switched with a
short pulse from the crystalline to the amorphous phase. The pulse has to heat the sample
over the melting temperature Tm. The fast cooling of approximately 106 K/s, which is
needed to freeze the sample in the amorphous phase is realized by the small size of the active
region, leading to a high surface to volume ratio. To re-crystallize the sample, a long time
pulse heating the sample over the crystallization temperature has to be applied. As this
is the longest process in the scheme, this is the time-limiting factor for applications. The
current state of the active region can be read out with a pulse well below the crystallization
temperature, which does not change the materials phase. The principle is the same for
optical and electrical memories. Figure from [99].
to the sample: Where optical data storage uses a laser to do this, in electrical memories
this transition is current-driven.
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1.2 History of phase change research
In the beginning, phase change research concentrated on good glass formers like the
eutectic Ge15Te85 doped
1 with antimony, sulfur and phosphorus [77]. However these
materials showed a relatively slow crystallization process. The first materials showing
faster re-crystallization and good optical contrast were GeTe [19] and Ge11Te60Sn4Au25
[114, 76]. This was the starting point of massive research of materials located along the
pseudo-binary line between GeTe and Sb2Te3 such as GeSb4Te7, GeSb2Te4 and Ge2Sb2Te5
[113, 112]. Many materials related to Ge2Sb2Te5 have been considered or even used as
active layer in commercial phase change media [60, 61, 115, 63]. A second ”family” of
materials often used as active layer in media is doped Sb2Te, with dopant species such
as silver, germanium or indium [48, 43, 54]. The most prominent member of this class of
materials is a composition close to Ag5In5Sb60Te30 which is frequently used in rewritable
digital versatile discs [47]. A third class of materials, consisting of germanium doped
antimony, like Ge15Sb85 has been researched in recent years [7, 116].
Due to the unique combination of properties, explained in before, phase change materials
are extremely interesting for different applications. Most of the possible applications of
phase change materials can be found within the field of data storage. Although, almost
from the beginning of phase change research in the late 1960s people were considering the
usage as active layer in a new kind of electrical memory [77], until now any application on
the market is still within the field of optical data storage. In the following, the development
of phase change data storage will shortly be outlined ranging from the beginning in the
1990s to the not too distant future. Afterwards, new emerging applications in other
categories will be discussed.
The first product employing phase change materials, the PCR2, with a capacity of 500
MB was introduced into the market in 1990. It was followed in 1994 by the PD3 which
had already a capacity of 650 MB. In 1997 the CD-RW4 was introduced into the market,
which had also 650 MB of capacity, but had the advantage that it was not covered with
a protective cartridge and thus could be read in many CD players. In the subsequent
1The expression ”doped” is used in phase change technology also for very large concentrations of the
dopant.
2phase change regenerator
3phase change dual
4compact disc rewritable
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years the next generation of optical data storage, employing a laser with shorter wave-
length, also brought some rewritable species to the market, namely the DVD-RAM5 and
DVD+RW/DVD-RW6 all with capacities of 4.7 GB and differing mainly in the coding
of the actual data. After the massive success of DVD on the market, by replacing for
example the video tape, the next generation of optical disc, the Blu-ray disc, was intro-
duced into the market in 2003, paving the way for high definition video. Its rewritable,
the BD-RE7 reaches capacities of 25 GB per layer. It has to be noted that a competing
product the HD-DVD8, which was in principle based on the same technique, employing
again a laser with lower wavelength has been taken from the market in early 2008. A
summary of the development of optical media and the materials used as active media is
given in Figure 1.2.
Figure 1.2: Ternary phase diagram showing different phase change materials with the
year of their discovery as phase change alloy and their use in the different generations of
optical data storage. Figure from [111].
In summary it can be stated that the improvement of the data density in optical disc
technology has, until this point, been achieved by the employment of lasers with smaller
5digital versatile disc
6digital versatile disc rewritable
7Blu-ray disc rewritable
8high definition digital versatile disc
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wavelengths and by increasing the numerical aperture as shown in Figure 1.3. As this
is accompanied by a placement of the active layer closer to the bottom side of the disc,
problems of scratches on the surface are steadily increasing. The main problem for the
next generation of optical disc technology will be to decrease the laser spot size even
further. In principle this could again be achieved by the use of a laser with a smaller
wavelength. However, the construction of cheap lasers with shorter wavelengths will be
quite challenging, which may lead to a discontinuity of the optical disc concept. A second
possibility is to further decrease the numerical aperture beyond the classical limits by
using near-field optics [23, 46]. This concept has certain drawbacks, for example the need
to control the height of the optics above the disc on such small scales that even dust may
cause problems. However if these challenges can be tackled we might see the time for
discs in protective cartridges return, closing the loop which started in the 1990s.
Figure 1.3: Three generations of optical data storage. Compared are the optics, recording
densities, recording capacities and disc structures. The effective laser beam cross-section
as shown in the bottom part, has been decreased by a factor of two from CD to DVD and
by a factor of five from DVD to BD, leading to even higher gains in recording densities.
Figure from [111].
As mentioned before, since the beginning of phase change material research, the idea to
implement this class of materials in a new kind of non-volatile electronic memory [77] has
always been present. There has been massive research on this topic for the last decades,
converging finally into two memory concepts: The Ovonic unified memory, or ”mushroom
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concept” [44, 35], and the line cell concept [64]. Both concepts are promoted by major
companies. These concepts are illustrated in Figure 1.4.
Figure 1.4: Concepts for phase change random access memory. (a) Schematic diagram
of a typical Ovonic unified memory cell. (b) Schematic of a line cell. In both pictures the
active part of the phase change material (red) undergoing the reversible phase transition
is shown in stripy red. The dielectric surrounding is shown in blue. Figure from [64].
It should be mentioned, however, that prototypes of memories, employing mushroom cells
have already been presented in 2006 [75, 20] and mass production of this devices is rumored
to start soon. The target market of this new devices will be in mobile applications,
replacing the relatively slow flash memory. Also the application as a replacement for the
volatile DRAMs in computers may be possible as recent research has shown [15]. A totally
different approach is currently researched within the EU-Fp6 project ProTeM 9 [4]. In this
concept a phase change active layer can be reversible switched with an conductive atomic
force tip array, benefiting as the techniques mentioned before from the resistivity contrast
between the amorphous and the crystalline phase.
As phase change materials exhibit a very low thermal conductivity [71, 68], they may be
well suited as thermoelectric materials. This assumption can be supported by the fact
that similar systems like Bi2Te3 are already used in such devices [101]. However, further
9Probe-based terabyte memory
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research concerning the thermoelectrical properties has still to be done to verify if phase
change materials show all needed properties.
Another possible application may arise within the field of terahertz radiation [30], as
due to the change in optical constants between the different phases the production of
waveguides is possible.
1.3 Scope of this study
The goal of this study is to enhance the knowledge about the crystallization kinetics of
phase change materials. This is not only of pure scientifical interest, but also crucial to be
able to tailor materials for applications. In chapter 1 the history of phase change research
and the resulting applications is shortly summarized. As the most striking feature of phase
change materials is the very fast crystallization of a meta-stable amorphous phase, research
on crystallization kinetics can be considered the best way to reveal what makes phase
change materials so special. Also from the application side, the crystallization kinetics
are of immense importance, as the crystallization process is the time limiting factor for
the switching speed of phase change media. In chapter 2 the theoretical and instrumental
background for the experiments described later on in chapter 3 will be given. In chapter 3
the amorphous to crystalline transition will be studied with various techniques: differential
scanning calorimetry measurements and temperature dependent resistivity measurements
on a variety of materials will be shown, revealing first valuable information about the
transitions. With a combination of annealing in the calorimeter and imaging techniques
like atomic force microscopy and optical microscopy, the crystallization kinetics of Ge-
Sb-Te materials will be analyzed and empirical trends will be derived. Last but not
least, the effect of surface degeneration due to sample oxidation will be in the focus of
this study, as well as the effect of protective layers used to prohibit oxidation. Finally,
in chapter 4, the conclusions of the scientifical research presented in this work will be
drawn and the implications on the application level discussed. Furthermore, suggestions
for further experiments will be given.
2 Theoretical background
In this chapter the basic theoretical approaches, which were used in the framework of
this thesis, will be outlined. First, the principles of glass formation theory will be shown,
as the phase change materials examined can be classified as marginal glass formers [51].
Afterwards theoretical models describing phase transitions will be shown, which will be
used later on in the experimental part of this thesis to evaluate the measurements of the
phase transition from amorphous to the meta-stable crystalline phase. These parts of this
chapter are mainly based on previous studies. For more details the interested reader is
referred to them [51, 86]. In the last section of this chapter the experimental setups used
within this study will be presented.
2.1 The amorphous phase
As the starting point of all measurements performed for this study is an amorphous phase,
in this section the basic principles governing this phase will be presented. First the general
definition of an amorphous phase will be shortly outlined. Afterwards the temperature
behavior of amorphous solids will be discussed.
2.1.1 From liquid to glass
When a liquid is cooled down below the liquidus temperature Tl it should in principle
instantly crystallize to form a solid phase. However, most liquids show a different behavior:
Upon cooling the liquid becomes more and more rigid. This can be macroscopicly observed
by its shear viscosity η . Thus the molecules and/or atoms of the liquid become less and less
mobile with decreasing temperature. As the process of nucleation requires the formation
of a solid-liquid interface, which is energetically not favorable (see Equation 2.4), it is
9
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possible to undercool liquids below Tl. Now in this situation it becomes possible that
the mobility of the liquid’s molecules has decreased so drastically that a crystalline state
cannot be reached. In this situation the liquid freezes in an amorphous state. This is
the process of ”glass transition”. From the description of this process it becomes directly
plausible that the glass transition strongly depends on the time frame of the cooling
process. Figure 2.1 illustrates this schematically: Faster cooling rates give the liquid less
time to maintain the internal equilibrium, thus leading to lower viscosities and higher
glass transition temperatures. So the cooling rate influences the configuration and the
viscosity of a glass [93]. The process of falling out of equilibrium is strongly dependent
on the time scale. Thus a glass does not stop structural relaxation on larger time scales.
This instability in respect to structural relaxation is negligible on any time scale for
high enough viscosities [69]. As the structural relaxation in glasses is accompanied by a
change of the atomic configuration, it is obvious that macroscopic properties which are
influenced by this will also show a large deviation over time and temperature. For example
the viscosity of some glasses has been reported to increase by several orders magnitude
[69, 18]. Due to the high rigidity of glasses, they can be considered a solid phase. As the
glass is in principle a very rigid representation of a liquid, they share some basic features
like the lack of long-range order. Solids lacking long-range order are generally called
amorphous. The expression glass is historically only assigned to amorphous solids drawn
directly from the melt. Apart from this process, today there is a variety of methods to
realize amorphous solids, like for example chemical vapor deposition, thermal evaporation
and sputter deposition, just to name the most prominent methods. For this study all
samples have been prepared by sputter deposition (see subsection 2.3.1). Thus, they are
no glasses in the classical definition. As the separation between glasses and amorphous
solids in general seems arbitrary, this study will apply the definition by Elliot [29] which
states: ”a glass is an amorphous solid which exhibits a glass transition”.
2.1.2 Temperature dependence of viscosity in undercooled liquids
The temperature dependence of the solid amorphous state usually shows an Arrhenius
behavior over a larger temperature range, as indicated by the straight line in Figure 2.1 [91,
93]. In contrast to this the undercooled liquid does not always show this. Liquids with a
close resemblance of Arrhenius-like behavior are called strong. Typical examples are SiO2,
GeO2 and some metallic glasses [9]. The other extreme are the so-called fragile liquids.
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Figure 2.1: Viscosity η as a function of inverse Temperature for liquids and glasses.
For T > Tl the liquid is in stable equilibrium. At Tg the liquid is forced out of equilibrium
and forms a glass. As this process is strongly depending on the timescale of the cooling
two possibilities are shown: (b) represents slow cooling, while (a) represents faster cooling.
The slower the system is cooled, the longer it stays in internal equilibrium. The glassy
state experiences structural relaxation towards the undercooled liquid, indicated by arrows.
These materials show a large deviation from Arrhenius behavior. Typical examples for this
class of materials are highly coordinated ionic liquids, aromatic hydrocarbons, molecular
liquids and van der Waals bonded liquids [9, 29]. All liquids which do not fit to one of the
extremes, like most of the liquids of geochemical and technological interest [9] are called
intermediate. As a measure of the deviation from Arrhenius behavior the kinetic fragility
m, given by
m =
∂ log10η(T )
∂
(
Tg
T
)
∣∣∣∣∣∣
T=Tg
, (2.1)
can be used as shown by Angell [9, 25]. In summary: The more fragile a liquid is, the more
its temperature behavior differs from the Arrhenius form, the higher is the parameter m.
An illustration of this is given in Figure 2.2.
12 Chapter 2: Theoretical background
T / Tg
1
lo
g
(
/
P
o
is
e
)
1
0

-4
13
str
on
g
fra
gi
lein
ter
m
ed
iat
e
0
more fragile
(larger
fragility )m
Figure 2.2: Qualitative temperature dependence of the Viscosity η in the undercooled
liquid. Depicted are strong, intermediate and fragile liquids in a Tg scaled plot. Graph
from [51].
Many equations have been proposed to model the temperature dependence of the viscosity
[9, 74]. The most widely used is the Vogel-Fulcher-Tammann equation [97, 33, 92, 9]
η(T ) = η0 · exp
(
DTFV
T −TFV
)
(T > TFV ), (2.2)
where η0, D and TFV < Tg are constants. Equation 2.2 has been reported to describe
strong and intermediate liquids very well, whereas the temperature behavior of fragile
liquids could only be reproduced over a comparably small regime of two to four orders of
magnitude [9, 37].
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2.2 Theory of phase changes
As known from classical thermodynamics, the driving force leading to a phase change can
be attributed to a minimization of Gibbs’ free energy, which is defined by
G =U−T ·S+ p ·V, (2.3)
where U denotes energy, V volume and S entropy. At given temperature T and pressure
p, the most stable phase of a material will show the lowest value for G. In addition to
this stable phase, metastable phases, which are identified by local minima in Gibbs free
energy, are possible. As an example the configurational space of a phase change material
is shown in Figure 2.3.
2.2.1 Crystallization
One special case of a phase transition is crystallization. In the classical model crystal-
lization is assumed to be a two step process consisting of nucleation and growth. This
model is based on the assumption that a completely amorphous material has to form a
critical crystal cluster first (nucleation), which than simply grows by a movement of the
amorphous-crystalline interface with the velocity v.
2.2.1.1 Nucleation
The above mentioned formation of critical clusters is governed by a trade-off of two com-
peting mechanisms. On the one hand an increase of the crystalline volume leads to a gain
in Gibbs’ free energy due to the ordering of the atoms. On the other hand the increase
in volume is accompanied by a larger amorphous to crystalline interface, which consumes
free energy. To describe this process, spherical clusters will be assumed. This leads to the
following expression for the difference in Gibbs’ free energy
∆Gtot(r) = ∆Gv · 43pir
3 +σ ·4pir2, (2.4)
where ∆Gv < 0 is the free energy per volume and σ is the specific free interfacial energy.
This formula is illustrated in Figure 2.4. Since possible strain effects are not considered,
Equation 2.4 does not include the elastic energy.
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Figure 2.3: Dependence of ∆G on configurational parameter in an one-dimensional
model. To crystallize in the metastable crystalline state, the system has to overcome the
activation barrier Ea. To reach the stable crystalline phase, the system has to overcome
a second energy barrier. Here it is plotted to be larger than the first activation barrier.
However, in experiment it may also be smaller for some materials. Based on a graph from
[26].
The local maximum of this expression is
rc =
−2σ
∆Gv
. (2.5)
Combining Equation 2.4 and Equation 2.5 gives the free energy, which has to be spent to
form a nucleus of critical size rc
∆Gc =
4
3
pir2cσ =
16
3
pi
σ3
(∆Gv)2
. (2.6)
So clusters of sizes smaller than rc are instable, as every newly added atom leads to an
increasing free energy. Once a cluster has exceeded the critical size, there is a thermo-
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Figure 2.4: Total free energy to form a nucleus (blue line) as sum of the volume term
(black dash-dotted line) and the interface term (red dashed line). At the critical cluster
radius rc the formation of clusters becomes energetically favorable.
dynamic driving force for further growth, which stabilizes these nuclei. Assuming an
equilibrium cluster distribution
n(r)
n0
= exp
(
−∆Gtot(r)
kBT
)
, (2.7)
leads to the following expression for the number of crystal clusters in equilibrium
nc = n0 · exp
(
−∆Gc
kBT
)
, (2.8)
where n0 denotes the total number of atoms. Based on the works of Becker and Do¨ring
[13] and Volmer and Weber [98], the nucleation rate can be determined by the smallest
cluster gaining free energy by the addition of an atom. As shown before, this is true for
nucleation centers with critical cluster size rc. To add another atom to this critical cluster
the activation barrier Ea (see Figure 2.4) has to be overcome. This leads, together with
Equation 2.8, to the nucleation rate J, given by
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J = J0 · exp
(
−∆Gc +Ea
kBT
)
. (2.9)
For the formation of grains, Volmer and Weber apply Boltzmann statistic, whereas Becker
and Do¨ring assume a stationary rate. During fast heating and cooling, configurational
fluctuations in the material are suppressed. The time it takes the system to develop to
the steady state is called incubation time tinc. Within the time frame of the incubation
time, the nucleation rate is lower than predicted by Equation 2.9. The time until the
first crystal develops will hereafter be called the timelag τ . An illustration is shown in
Figure 2.5.
 
Nuc
leat
ion 
rate
 J
t i m e  t0 τ t i n c
J S S  ( s t e a d y  s t a t e )
Figure 2.5: Illustration of the nucleation rate as a function of time. For times smaller
than the timelag τ there is no nucleation. After the incubation time tinc the steady state
nucleation rate JSS is attained. Redrawn after [51].
2.2.1.2 Growth
After stable nuclei have been formed by the nucleation process, crystal growth is realized
by the attachment of more and more atoms to the crystal nuclei. Mathematically, this
can be described by rate equations. To be attached to an existing nucleus an atom has
2.2 Theory of phase changes 17
to overcome the energy barrier Ea (see schematic in Figure 2.4). Thus, the rate at which
new atoms attach to a crystalline nucleus is
ra→c = ν · exp
(
− Ea
kBT
)
, (2.10)
where ν is the atom’s jump frequency. To describe the actual crystal growth process, also
the probability for atoms to be removed from the crystalline phase has to be considered.
As depicted in Figure 2.4, an atom going from the crystalline to the amorphous phase
sees the total energy barrier Ea + |∆G|. So the resulting probability is
rc→a = ν · exp
(
−Ea + |∆G|
kBT
)
. (2.11)
Thus, the probability to add another atom to the crystalline phase is always larger than
the competing effect of removing an atom. Hence, crystals will grow. By summing
Equation 2.10 and Equation 2.11 and multiplication with the phase front δ , the growth
velocity v is obtained:
v = δ ·ν · exp
(
− Ea
kBT
)
·
(
1− exp
(
−|∆G|
kBT
))
. (2.12)
2.2.2 Models on transformation processes
In this section two examples of in literature widely used models for transformation pro-
cesses will be applied to the crystallization of phase change materials. Afterwards, the two
models, namely Kissinger analysis and Johnson-Mehl-Avrami-Kolmogorov theory, will be
linked and the usability of Kissinger’s method for phase change materials will be judged.
2.2.2.1 Kissinger analysis
A common method to analyze crystallization processes is the Kissinger analysis [57].
Kissinger’s first assumption is that the reaction rate ∂χ∂ t shows an Arrhenius-like tem-
perature dependence (Equation 2.13). Although this assumption may be valid for some
material systems, it is not yet proven if this applies to phase change materials. Kissinger
starts with the basic ansatz
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dχ
dt
= A(1−χ)n · exp
(
− Ec
kBT
)
, (2.13)
where χ is the crystalline fraction and A, n and Ec denote constants for a specific material.
n1 is the empirical order of reaction, which is usually unity or fractional. Differentiating
Equation 2.13 leads to
d2χ
dt2
=
dχ
dt
·
[
βEc
kBT 2
−nA(1−χ)n−1 · exp
(
− Ec
kBT
)]
, (2.14)
where β = dTdt is the constant heating rate applied to the sample. The maximum condition
d2χ
dt2 = 0 at the crystallization peak temperature T = Tcp leads to
βEc
kBT 2cp
= nA(1−χ)n−1 · exp
(
− Ec
kBTcp
)
⇔ ln
(
β
kBT 2cp
)
= ln
(
A
Ec
)
− Ec
kBTcp
+ ln
(
n(1−χ)n−1cp
)
.
(2.15)
Neglecting the last term, which is suitable if it is zero or constant (shown by Kissinger
[57]), this equation can be used to obtain the activation energy for crystallization Ec,
employing the linear relationship between ln
(
β
T 2cp
)
and T−1cp
ln
(
β
T 2cp
)
= ln
(
A
Ec
)
− Ec
kBTcp
. (2.16)
Kelton et al.[55] have nicely shown that Ec is not a material constant as assumed by
Kissinger, but strongly depends on the thermal history of the sample. This is not surpris-
ing, as the process of crystallization consists of a nucleation part and a growth part and
at least an influence of thermal history on the nucleation part is highly likely. A more
detailed view of this will be provided in subsubsection 2.2.2.3.
2.2.2.2 Johnson-Mehl-Avrami-Kolmogorov model
Another approach to describe the crystallization process has been provided by Johnson,
Mehl, Avrami and Kolmogorov2 [10, 11, 12]. In this model, the transformed fraction,
1The Kissinger n is not identical with the Avrami exponent n.
2This model will from now on be referred to as JMAK theory.
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so in the case of this study the crystallized part, is described as a function of time for
isothermal processes. For a short summary of the mathematical description of JMAK
theory, we assume as a starting point an infinite system with randomly spread nucleation
sites. First, the probability for an arbitrary place x in this infinite system to be transformed
at time t will be derived: x can only be transformed if in the surrounding of x a nucleation
center has been formed and if the time was sufficient for the transformed region to grow
to x. Thus only nucleation centers can transform x within the time t which are located
within a sphere with radius ri given by
ri =
∫ t
τi
v(t ′)dt ′, (2.17)
where v denotes the growth rate. This basic assumption is valid for any dimensionality
of the system. In the following paragraphs, three- and two-dimensional systems will be
reviewed.
Three-dimensional system With a given nucleation rate J(t) the number of clusters,
formed in the time period τi to τi +∆τ and able to transform x can be calculated. Thus,
the probability for x to be transformed by a cluster in the period ∆τi is
Pi = J(τi) ·∆τi · 43pir
3
i . (2.18)
The absolute probability for x to be transformed within t can now be derived by the
multiplication of all time intervals ∆τi until t, leading to a non-transformed part of the
volume of
Z(t) =∏
i
(
1− J(τi) ·∆τi · 43piri
3
)
= exp
(
∑
i
ln
(
1− J(τi) ·∆τi · 43piri
3
))
.
(2.19)
Development of the logarithm to the first order provides
Z(t) = exp
(
−∑
i
J(τi) ·∆τi · 43piri
3
)
. (2.20)
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Finally transformation of the sum into an integral gives
Z(t) = 1−χ(t) = exp
(
−4pi
3
·
∫ t
0
dτJ(τ) ·
(∫ t
τ
v(t ′)dt ′
)3)
. (2.21)
For special time dependencies of J(t), which will be discussed below, Equation 2.21 can
be integrated and transformed to
χ(t) = 1− exp(−ktn) , (2.22)
where n denotes the Avrami exponent. By plotting ln
(
ln
(
(1−χ(t))−1
))
against ln(t)
in the so called Avrami plot [104], the Avrami exponent can be directly extracted from
the slope. Now three special cases will be discussed and their Avrami coefficient will be
deduced.
The first case assumes that at time t = 0 a fixed number of nucleation centers is already
present. These nucleation centers are not yet grown, resulting in a mathematical form of
the nucleation rate of J(t) = N ·δ (t) where δ denotes the Dirac delta function and N the
number of nucleation centers. Combining this with Equation 2.21 gives
χ(t) = 1− exp
(
−4pi
3
v3N · t3
)
⇔ χ(t) = 1− exp(−ktn)
with
k =
4pi
3
v3N
n = 3. (2.23)
The opposite special case is that at t = 0 no nucleation centers are present, but that they
start to develop at a constant rate J(t) = J0, which is the case of steady state nucleation.
Putting this assumptions in Equation 2.21 provides
χ(t) = 1− exp
(
−pi
3
v3J0 · t4
)
⇔ χ(t) = 1− exp(−ktn)
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with
k =
pi
3
v3J0
n = 4. (2.24)
None of this models contain any time dependency of the nucleation rate. This will be
discussed in the following, with J(t) of the form
J(t) = J0 ·
( t
s
)nˆ
with
nˆ>−1, (2.25)
where s denotes the dimension second and nˆ is a real number. Combined with Equa-
tion 2.21 this yields
χ(t) = 1− exp
(
−4pi
3
v3J0
6
(1 + nˆ)(2 + nˆ)(3 + nˆ)(4 + nˆ)snˆ
· t4+nˆ
)
⇔ χ(t) = 1− exp(−ktn)
with
k =
4pi
3
v3J0
6
(1 + nˆ)(2 + nˆ)(3 + nˆ)(4 + nˆ)snˆ
n = 4 + nˆ. (2.26)
The resulting Avrami exponents for different time dependencies are summarized in Ta-
ble 2.1.
Two-dimensional system For the two-dimensional case the derivation of the model is
analogous to the three-dimensional case shown before. Volumes are replaced by surfaces
and spherical crystals by circular crystals. In analogy to Equation 2.18, the probability
for x to be crystallized within the period ∆τi is
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Table 2.1: Values of the Avrami exponent for different time dependencies of the nu-
cleation rate J for interface controlled growth (time-independent crystal growth velocity).
Presented are models for homogeneous nucleation in the three-dimensional parent phase
(3d) and heterogeneous but random nucleation at the two-dimensional surface of the parent
phase (2d).
Condition 3d 2d
J increases with time n> 4 n> 3
J = const. n = 4 n = 3
J decreases with time n = 3−4 n = 2−3
All crystals nucleate at t = 0 n = 3 n = 2
Pi = J(τi) ·∆τi ·pir2i . (2.27)
Thus the non-crystallized surface fraction Z(t) is
Z(t) = 1−χ(t) = exp
(
−pi ·
∫ t
0
dτJ(τ)
(∫ t
τ
v(t ′)dt ′
)2)
. (2.28)
Alike to the three-dimensional case this can for given time dependencies of J(t) be sim-
plified to
χ(t) = 1− exp(−ktn) . (2.29)
The first special case is like in three dimensions, the presence of all nucleation centers at
time t = 0, so J(t) = N ·δ (t). Putting this in Equation 2.28 provides
χ(t) = 1− exp(−piv2N · t2)
⇔ χ(t) = 1− exp(−ktn)
with
k = piv2N
n = 2. (2.30)
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The second special case assumes a constant nucleation rate J(t) = J0, which can again be
applied to Equation 2.28;
χ(t) = 1− exp
(
−pi
3
v2J0 · t3
)
⇔ χ(t) = 1− exp(−ktn)
with
k =
pi
3
v2J0
n = 3. (2.31)
The more general case of a time dependent nucleation rate is completely analogous to the
3d case, hence putting Equation 2.26 in Equation 2.28 yields
χ(t) = 1− exp
(
−piv2J0 2(1 + nˆ)(2 + nˆ)(3 + nˆ)snˆ · t
3+nˆ
)
⇔ χ(t) = 1− exp(−ktn)
with
k = piv2J0
2
(1 + nˆ)(2 + nˆ)(3 + nˆ)snˆ
n = 3 + nˆ. (2.32)
Table 2.1 gives a summary of the different Avrami exponents for the different assumptions
for the time dependency of J for both three- and two-dimensional case. As shown by
transmission electron microscopy, crystals in the material system characterized in this
work only nucleate at the film surface [51]. Thus the two-dimensional case is the relevant
model for this study.
2.2.2.3 Connection of Kissinger and JMAK models
In the Avrami method the activation barrier for crystallization is determined from an
Arrhenius relationship of the form [102]
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t50% = t0 · exp
(
Et
kBT
)
, (2.33)
where t50% is the time when 50 % of the sample is crystallized. As the Kissinger method
works with the peak temperature for crystallization, it is at least for highly symmetrical
crystallization peaks reasonbale to assume Et = Ec (see [110]). Hence, with Equation 2.22
this yields
t50% =
(
ln(2)
k
)1/n
. (2.34)
Now considering the values of n and k for the different special cases described in subsub-
section 2.2.2.2 gives the theoretical connection between the different activation barriers.
For example for the two-dimensional case of pre-existing nuclei this yields
t50% =
const.
N1/2v
. (2.35)
So in summary for the two-dimensional case
Ec =

Ea n = 2
EJ0+2Ea
3 n = 3
EJ0+2Ea
3+nˆ n> 3
, (2.36)
where EJ denotes the activation barrier for nucleation and Ea the activation barrier for
growth. For the three-dimensional case this has been nicely described by Lu and Wang
[66]. For this study their results have been complemented with the time dependent case
Ec =

Ea n = 3
aEJ0 +bEa 3 < n< 4
EJ0+3Ea
4 n = 4
EJ0+3Ea
4+nˆ n> 4
(2.37)
(0 < a<
1
4
,
3
4
< b< 1).
2.3 Experimental setups 25
This theoretical approach shows like the empirical approach by Kelton et al. [55] that
the Kissinger activation barrier strongly depends on the thermal history of the sample,
as this might also affect the nucleation behavior of a sample. The conclusion of Kelton
et al. that the Kissinger activation barrier only works out for systems where the process
of nucleation and the process of crystal growth are separated in time, can be confirmed
by basic assumption of pre-existent nucleation centers. However, it is not clear if their
statement that this is the only case Kissinger analysis can be applied shows the whole
picture, as the analysis shown here clarifies why the Kissinger barrier depends on thermal
history. Nevertheless, this analysis shows that it is possible to extract information from
Kissinger analysis: If the Kissinger barrier of a given material changes between different
measurements this is strong evidence that the crystallization process has changed in some
way. Additionally, comparisons of different measurement techniques, employing different
types of samples can be performed. However, in which way the crystallization process has
changed can not be clarified with this method.
2.3 Experimental setups
In this section the experimental setups used within this study will be explained. The main
focus will be on the description of the essential setups needed to perform this study, namely
the sputter system, the differential scanning calorimeter and the atomic force microscope.
In the last part of this section additional techniques used within the framework of this
study will be briefly described.
2.3.1 The sputter system
Sputtering is a technique widely used in thin film deposition in industry and research.
The sputter technique offers many advantages like good reproducibility and homogeneity
of the films. For this study all phase change films have been produced with direct current
dynamic magnetron sputtering from stoichiometric targets. A detailed description of this
process will be given in the following. As the properties of films may be influenced by the
geometry of the used sputter machine it will be described afterwards.
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2.3.1.1 Principles of sputter deposition
The basic building blocks needed to setup a sputtering process are a vacuum chamber,
a reservoir of the material and a gas. The material reservoir, referred to as target is
mounted onto a cathode, so that a voltage can be applied with respect to the outer walls
of the chamber. Now after evacuating the chamber to pressures where only small amounts
of water are still left in the system (usually 10−5 mbar are considered to be sufficient),
the chamber is filled with the sputter gas. Due to processes like interatomic collisions or
cosmic radiation, a small fraction of the sputter gas is always ionized. The application
of a large negative voltage to the target with respect to the chamber wall, leads to an
acceleration of the gas ions towards the target surface. Upon impingement of the gas ions
with the target, electrons and atoms of the target species are ejected. The electrons are
accelerated away from the target. Thus, they are able to further ionize gas atoms. This
results in a mixture of ions, electrons and neutral atoms, the plasma. The gas pressure
p, controlled by the gas flow into the chamber and the efficiency of the vacuum pumps
and the electrode distance d, given by the geometry of the sputter system, result in a
break-through voltage UD, where a self sustaining glow discharge can be maintained. It
follows the equation
UD = A · p ·dln(p ·d)+B , (2.38)
where A and B are material’s constants. Hence, by the correct choice of the applied
voltage and working pressure p a plasma can be maintained. The ”sputtered” atoms of
the target species are deposited on all surfaces in the chamber, including the substrates for
film deposition, usually located directly opposite of the target. The choice of the sputter
gas has a major influence on the whole process. Usually, argon is used as it is inert and
thus does not react with any of the sputtered species. However, it has to be stated that it
is always possible that a small amount of argon atoms is implemented into the deposited
films. It is also possible to exchange part of the argon with reactive gases like oxygen
or nitrogen. This results in a technique called reactive sputtering, making it possible to
deposit for example TiN or TiO2 from a titanium target.
An improvement of the sputter technique in general can be achieved by the addition of
a permanent magnet under the target, the so called magnetron sputtering. The result-
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ing magnetic field forces the electrons on cycloid paths, leading to a lengthening of the
electrons free path and an increase of the ionization processes close to the target.
Materials which are electrically conducting can be sputtered with a direct current (DC)
voltage. Electrically isolating materials have to be sputtered with a radio frequency (RF)
voltage, as a DC voltage would result in a charging of the target. The substrate can
either be fixed face to face to the target (static sputtering) or rotated above it (dynamic
sputtering). The latter one results in more homogeneous films with respect to thickness
and stoichiometry, whereas the former one shows higher deposition rates.
The DC dynamic magnetron sputtering from stoichiometric targets used in this study has
different advantages over other film preparation techniques: as the film composition of
the sputtered film is the same as the target composition, the produced film stoichiometry
of different sputter runs is as similar as possible. Furthermore, even materials with high
melting temperatures can easily be deposited in contrast to evaporation techniques. In
general, it is possible to deposit very smooth films on large areas. It has to be noted that
large areas for the sputter system used in this study means up to 3 inch. However this is
just due to the relatively small size of the vacuum chamber and the targets, as the method
in principle can be applied to much larger scales. A schematic view of the sputter process
in a vacuum chamber is given in Figure 2.6.
The properties of sputter deposited films can be controlled by the adjustment of different
parameters:
• The sputter current Isp determines mainly the deposition rate. Hence, the time re-
maining for arriving atoms during the growth process for surface diffusion or nucleus
formation can be adjusted.
• The applied voltage U determines the maximum escape energy of sputtered atoms
and the sputter yield, which is the number of sputtered atoms per incoming ion.
• The ambient pressure p determines the mean free path λ ∝ 1/p
• The target to substrate distance controls in combination with the sputter pressure
p, the probability of collisions for the sputtered species, thus effecting the porosity,
crystallinity and texture of the film.
• The substrate temperature controls as the sputter current Isp the diffusivity and
nucleation of atoms on the substrate, as well as the crystallinity of the films.
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Figure 2.6: Schematic view of a magnetron sputter chamber. The substrates (in red)
are situated over the target (in blue). Ionized gas molecules (red circles), electron (blue
circles) and atoms of the sputtered species (green circles) are shown between target and
substrates. Graph from [51].
For more details the interested reader is referred to [94].
2.3.1.2 The sputter machine
The setup, used to deposit all films needed for this study, the LS 320S by Von Ardenne
is depicted in Figure 2.7. Though the system is a commercial system, it is a very versatile
system. It is able to hold up to four magnetrons. During this study it was equipped
with two magnetrons operated with power sources in DC mode, one for targets of 5 cm in
diameter and one for 10 cm targets. A third magnetron, also for 10 cm targets, is operated
by a power source in RF configuration. In principle the setup is designed for 3 inch wafers.
Smaller sample sizes can of cause be realized by simple inlays for the 3 inch holders. Also
larger wafers can be built into the chamber. A special holder is able to hold up to 120
mm wafers. It has to be noted that in this case the system can only be operated statically
and the film homogeneity is far from optimal, due to the ratio of target to substrate size.
The device is computer controlled and the whole sputter process can be set up in an easy
scripting language, allowing defined and reproducible sample preparation conditions. The
combination of baratron and manometer ensures a good control of the chamber pressure
over a wide pressure range. More details on the device can be found in [31].
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Figure 2.7: Sputter device LS 320S by Von Ardenne:(1): recipient; (2): loading door;
(3): motor for substrate rotation; (4) turbomolecular pump; (5) choke; (6) gasflux con-
troller; (7) manometer; (8) baratron; (9) venting inlet. Graph taken from [31].
2.3.2 Differential scanning calorimetry (DSC)
In this section first the general principles of Differential scanning calorimetry will be
presented. Afterwards, the setup used within this study, the Perkin-Elmer Diamond
DSC will be discussed in detail.
2.3.2.1 Principles of scanning calorimetry
There are two types of differential scanning calorimeter (DSC) setups: Heat flux DSC
and power compensated DSC. Both techniques are based on measuring differential signals
between a sample and a reference. However, they differ in what signal is measured. The
operation principle of both concepts will be shortly outlined in the following paragraphs.
More details on all types of DSCs and the operation principles can be found in [41].
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Heat flux DSC The heat flux DSC employs a single furnace to heat both sample and
reference. The exchange of heat with the environment takes place via a well-defined heat
conduction path with a well-known thermal resistance. The actual measurement signal
is the temperature difference ∆T , which is proportional to the heat flow rate Φ as will
be shown below. There are different types of heat flux DSC, which differ mainly in the
way the heat exchange path is realized. In the following only the heat flux DSC with
a disk-type measuring system will be exemplary described. The operation principle is
shown in Figure 2.8.
furnace
pans
sample reference
disc
Temperature difference ΔT
Figure 2.8: Principle of disc type heat flux DSC. In the furnace (yellow) sample and
reference pans (grey) are located on a disc containing the differential thermocouples. The
measured temperature difference ∆T is proportional to the heat flow Φ.
The characteristic feature of this type of DSCs is that the main heat flow from the fur-
nace to the samples passes symmetrically through a disc of medium thermal conductivity
(common disc materials are for example metals, quartz glass or ceramics). Sample and
reference containers are positioned symmetrically on the disc. Temperature sensors, each
covering more or less the area of the support for the containers, are integrated in the
disc. When the furnace is heated, heat flows through the disc to sample and reference.
In the ideal case of a symmetrical arrangement, the heat flux both into sample and refer-
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ence is identical, leading to zero differential temperature signal ∆T . Upon disturbance of
this steady state equilibrium, a signal proportional to the difference in heat flow rates is
produced,
−∆T ∝ ΦS−ΦR, (2.39)
where ΦS and ΦR denote the heat flux into the sample respectively into the reference and
∆T = TS−TR is the measured temperature difference between sample and reference. The
proportionality constant between both quantities can be derived from calibration mea-
surements. Commercial setups of this type of DSC are available for a temperature range
between -190 ℃ and 1600 ℃. The maximum heating rate is usually about 100 K/min.
The total uncertainty of heat measurements is about 5 %.
Power compensated DSC In a power compensated DSC, sample and reference are
positioned in two separate micro furnaces, which are situated in a surrounding of constant
temperature. The heat to be measured is compensated with electric energy, by increasing
or decreasing an adjustable Joule’s heat. The operation principle is sketched in Figure 2.9.
Each of the setup’s furnaces has a temperature sensor and a heating resistor.
During heating, the same power is applied to both furnaces. In the case of ideal symmetry,
the same temperature is measured in both furnaces. Upon a reaction in the sample, a
temperature difference occurs, which is compensated by additional heating or cooling of
the sample furnace. This compensating heating power ∆P is proportional to the remaining
temperature difference ∆T . Again the heat flow rate Φ is proportional to the measurement
signal ∆T
∆P =−k1 ·∆T (2.40)
Φ=−k2 ·∆T, (2.41)
where k1 and k2 are calibration constants. The measurement range of such systems is
typically between -175 ℃ and 725 ℃. Heating rates of up to 500 K/min can be reached.
The power compensated DSC has some advantages compared to heat flux DSCs:
• The relatively small mass of the furnaces and the short heat conduction path between
heater and sample allow for a very fast response to a sample reaction.
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furnaces
pans
sample reference
Constant heating
temperature block
Figure 2.9: Principle of power compensated DSC. In the two furnaces (yellow) sample
and reference pans (grey) are shown. Each furnace has a temperature sensor and a heating
resistor. The power ∆P needed for the constant heating is proportional to the heat flow Φ.
• Due to the rapid reaction heat flow rates, mainly compensated by electrical heating
power, only small temperature differences ∆T remain between both furnaces. Thus
the calibration is independent from the reactions intensity and kinetics.
• The total compensating energy (
∫
∆Pdt) is equal to the heat of transition.
• The temperature dependence of the control circuit properties is known and strictly
repeatable.
2.3.2.2 The Perkin-Elmer Diamond DSC
Within this study a power compensated DSC, the Perkin Elmer Diamond DSC has been
operated (see Figure 2.10). The furnaces, each weighing less than 1 g, consist of a platinum
iridium alloy (see Figure 2.11). The temperature block containing the furnaces is cooled
by flowing water. This limits the temperature range at the lower limit to about 30 ℃ to
40 ℃, depending on the water temperature. Lower temperatures could be reached with
an optional liquid nitrogen cooling.
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Figure 2.10: Picture of the Perkin Elmer Diamond DSC.
The theoretical upper limit of the machine’s temperature range is 720 ℃. This is further
decreased by the used pans to encapsulate the sample. In this work all samples have been
encapsulated in aluminum pans. As aluminum starts to react with the platinum iridium
alloy of the furnaces at about 600 ℃, the upper limit for measurements is set for safety
reasons to 500 ℃. Due to the small furnaces and the used platinum thermo elements the
temperature accuracy is very high (less than ±0.1 ℃ [81]). For the calibration of the
device very pure samples of materials with well documented transitions are needed. In
Figure 2.11: Picture of the Perkin Elmer Diamond DSC. Visible are the two furnaces
for sample and reference (marked as ”S” and ”R”), each weighing less than 1 g and each
equipped with a separate temperature sensor and heating resistor.
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this study, calibration kits of indium3 and zinc, provided by Perkin Elmer with a purity
of 99.995 % have been used. As zinc melts at about 420 ℃, the calibration is only reliable
up to this temperature regime. For the operation at higher temperatures other calibration
materials have to be used (see for example [88, 16, 40, 87]). Further information on the
calibration process of the Diamond DSC can be found in [79, 80]. The stability of the
baseline and the actual calibration have been tested to be very good [59].
2.3.3 Atomic force microscopy (AFM)
Atomic force microscopy (AFM) may be the most versatile probe microscopy technique
existing nowadays. Its use is widely spread in many laboratories related to material
science. The versatility of this instruments is based on its applicability:
• There is no restriction on the material type. It does not matter if the material under
test is insulating or conducting, organic or inorganic, solid or liquid.
• It is usable in an extremely wide range of environmental conditions.
• It is possible to resolve structures on lateral scales from A˚ to hundreds of µm and
sub-nanometer vertical scale.
The concept of the AFM measurement technique will be shortly outlined below. After-
wards the the instrument used in this study, the Digital Instruments Dimension 3100
will be described. For further information on AFM there is plenty of literature available
[82, 14, 38, 84, 95, 106].
2.3.3.1 Principles of atomic force microscopy
An AFM utilizes a tip, situated on a cantilever. In an ideal case the tip is monoatomic at
its end. If this tip is brought close to the surface of a sample, due to the force interaction
between them, the tip will change its vertical position, causing a bending of the cantilever.
This is detected by the deflection of a laser beam focused on the upper side of the can-
tilever, reflected on a four-segment diode. Scans of the surface are taken by a lateral shift
of the sample in relation to the tip with continuous recording of the cantilever position.
3Tm = 156.6 ℃
2.3 Experimental setups 35
The concept is illustrated in Figure 2.12. There are two general modes of operation for
an AFM: contact mode and non-contact mode. Additionally there are mixtures of these
modes.
Figure 2.12: Operation principle of the AFM. The tip height, and thus also the cantilever
bending, is influenced by the sample surface. A laser is reflected at the backside of the
cantilever, producing a signal on a photodiode array. Graph taken from [45].
Contact mode In contact mode the tip stays in contact with the sample at all times.
Thus the vertical amplitude, controlled by a constant force applied to the cantilever, is
directly proportional to the sample height profile. The constant force is realized by a
constant bending of the cantilever.
Non-contact mode In non-contact mode the AFM cantilever is set to forced oscillations.
The damping of these oscillations is proportional to the sample to tip distance. So now,
by keeping the oscillation amplitude constant by a variation of the vertical tip position,
height information can be gained. The main advantage of non-contact mode is that any
damage to the surface of the sample can be excluded.
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Semi-contact mode In this work the tapping mode has been applied. In principle, it
works like the non-contact mode. The only difference is that the tip ”tapps” the sample
surface during the oscillation. Thus the sample tip interaction is higher, enabling the
usability at atmospheric pressure. All measurements presented in this study employ the
before mentioned tapping mode technique.
2.3.3.2 The DI Dimension 3100
Figure 2.13: Picture of the Digital Instruments Dimension 3100 AFM.
In this study, the Digital Instruments Dimension 3100 AFM has been utilized (see Fig-
ure 2.13). This instrument is in principle capable of any variation of atomic force mi-
croscopy, like electric force microscopy (EFM) or magnetic force microscopy (MFM) and
even scanning tunneling microscopy (STM). However, for most of these techniques, the
hardware has to be modified and the usability of STM at atmospheric pressures may at
least be limited. In lateral dimensions scans of up to 90 µm square are possible with a
typical lateral accuracy between 1 % and 2 %. On the vertical scale the instrument can
handle a z-Range of at least 6 µm with A˚ngstro¨m accuracy.
2.3.4 Optical microscopy
As for some materials investigated for this study the crystals grew to sizes exceeding the
reasonable scale for AFM usage, also a standard optical light microscope has been em-
ployed, utilizing the optical contrast between amorphous and crystalline regions. Within
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Figure 2.14: Picture of the Leica DM2500 M optical microscope.
this study a DM2500 M by Leica has been used (see Figure 2.14) equipped with lenses of
up to 1000x magnification. The camera build into the system was capable of a resolution
of 1280 x 1024 pixels. The microscope was calibrated with a 2 mm Leitz scale. It was
found that one pixel corresponds to 0.08266 µm, leading to an image size of approx. 105
µm x 85 µm. A detailed review of optical microscopy has been provided by Davidson et
al. [24].
2.3.5 Additional basic techniques
In this section techniques employed within this study, which were used to justify informa-
tion gained by the before mentioned methods will be shortly outlined.
X-ray techniques X-ray diffraction (XRD) measurements have been employed to distin-
guish between the amorphous and crystalline phase. X-ray reflectance (XRR) measure-
ments were employed to measure the density and film thickness. As both x-ray techniques
are very common, no further discussion will be given here. The interested reader is referred
to [105].
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Temperature dependent resistivity measurements Temperature dependent resistivity
measurements in van der Pauw geometry (see [96]) have been employed as a complemen-
tary technique to DSC, as the phase transitions occurring in the sample can also be seen
by a change in resistance. For these measurements a custom made setup, described in
[108, 39], has been used.
Optical spectroscopy To determine the film thickness of the prepared films, where
possible, ellipsometry measurements have been employed, as a quick and easy to use tool.
In one case a deeper insight into the nature of the amorphous to crystalline transition
could be gained by Fourier transformed infrared spectroscopy (FTIR) (see section 3.5).
Both techniques are explained in detail in [62].
3 Experimental results and discussion
In this chapter the experimental results will be shown, compared to literature values and
discussed. First, the sample preparation will be reviewed in detail, as it can also have an
influence on the measured quantities. Afterwards, the results of the calorimetric measure-
ments will be presented. As the focus on the application level is moving more and more
towards electrical properties, the calorimetric measurements will be compared to temper-
ature dependent resistivity measurements. The crystallization kinetics, measured with a
combination of the precise calorimeter furnace with imaging techniques, will complete the
picture of the materials under research. As the data base for Ge-Sb-Te alloys is vastly
improved by this study, trends of kinetic properties within this material system can be
derived. The last sections of this chapter will focus on influences of the naturally oxidized
sample surface. To reduce this influence, a capping layer will be put on top of the film.
The effect of this protection layer on properties like the measured transition temperature
and the crystallization kinetics will be reviewed.
3.1 Sample preparation
All samples produced for this study have been prepared by dynamic direct current mag-
netron sputtering from stoichiometric targets (see subsection 2.3.1). The background
pressure was approx. 10−6 mbar, the sputter pressure in argon ambient was 8 ·10−3 mbar.
All samples were prepared in constant power mode with a sputtering power of 20 W to
25 W. Deposition rates were about 0.1 nm/s. As different sample geometries were needed
for the different techniques used within this study, the details of the preparation will be
given in the following.
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3.1.1 Samples for calorimetric measurements
For the kinetic measurements performed at the DSC (see subsubsection 2.3.2.2) sample
masses of at least 1 mg are needed. To produce such amounts of material, which are
considered large within the field of thin film deposition, layers of up to 2 µm thickness are
sputtered. As the substrates are in general much thicker, and thus would dominate the
DSC signal, these films have to be removed from the substrate after the deposition process.
The removal process has been optimized during this study; in the beginning it was usual
to spincoat PMMA1 solved in chlorobenzene on glass substrates. After sputtering on
these coated substrates, the PMMA was totally resolved in acetone, leaving the sputtered
layer floating as flakes. Afterwards, the flakes were fished out of the liquid with a pipette
and put into a DSC sample pan. It was ensured by subsequent weighing series that no
acetone was left in the sample pan. With this procedure the time to produce one DSC
sample was half a day or even more if one considered the time until the PMMA totally
dissolves in the acetone. To speed up this procedure, the PMMA is now only partially
solved in the acetone, to ease scratching off the material. The scratched off material is
afterwards washed with acetone to remove possible remnants of PMMA. An alternative
procedure employing a steel plate as substrate has also been considered, but has again
been abandoned as the before mentioned technique is far more convenient and as it is
not possible to exclude that steel particles remain in the sample. A comparison of the
different techniques, giving a feeling for the influence of possible remnants of PMMA will
be given in the next subsection.
3.1.1.1 Influence of preparation conditions on calorimetric measurements
To ensure that the preparation technique does not affect the measurement, a series of dif-
ferently prepared samples, produced within the same sputter run, has been measured un-
der the same conditions. As material of choice GeSbTe2 is used (see subsubsection 3.2.2.4).
Four kind of samples were produced: For the first one, the material was sputtered on un-
coated steel plate and afterwards scratched off. The three other ones were all sputtered on
PMMA coated glass, but differed in the subsequent treatment. One was directly scratched
off after the deposition, leaving all the PMMA in the sample. Two were scratched off af-
ter bathing the substrates in acetone. One off these was afterwards again washed with
1Polymethylmetaacrylat
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acetone, one was measured directly. To ensure the comparability of these samples, every
measurement was performed with exactly the same measurement routine and comparable
sample masses of about 10 mg each. To minimize the influence of aging effects, samples of
the same sample series were not measured after each other. Instead it was cycled through
the different series. The results of these measurements are summarized in Table 3.1. It
can be learned that the transition temperature does not change significantly. However,
one has to be cautious, as remnants of substrate or PMMA coating cannot be distin-
guished from the sample in regards of mass. Thus, the sample mass is likely to be slightly
overestimated, so the obtained heat of transition ∆H is lower than the real value.
3.1.2 Samples for thin film measurements
For measurements requiring thin films, like the kinetic measurements or the temperature-
dependent resistivity measurements, the phase change layer was directly sputtered onto
the substrate. For the kinetic measurements silicon was chosen as substrate, to enable the
cleaving into small samples of mm size, which fit into the DSC oven. For the temperature-
dependent resistivity measurements, as outlined in subsection 2.3.5, phase change material
was sputtered onto glass substrates. Due to the influence of oxidation, which is discussed
later on (see section 3.6), a capping layer has to be sputtered onto the phase change film, in
order to ensure that the material’s properties are measured and not any surface or oxide
properties. Hence, contacts had to be sputtered onto the glass substrate before phase
change material deposition in order to allow electrical contact to the active layer (see
Figure 3.1). As it is not possible to surround the DSC samples with a protective capping,
the temperature dependent resistivity measurements in this study were performed without
capping if not stated otherwise. Thus it was possible to measure the surface effects on
the transition in both techniques. Nevertheless, if the focus of research is not on the
transitions, but on the actual resistivity of the different phases, capping the films is a
must.
3.2 Calorimetric measurements
In this section the calorimetric measurements performed with the Perkin Elmer Diamond
DSC (see subsubsection 2.3.2.2) will be discussed. First, some short remarks about the
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Table 3.1: Influence of preparation conditions on DSC measurements. Samples P1 and
P2 were produced on steel plate. Samples P4 to P11 were produced on PMMA coated glass.
P4 and P5 were scratched off with the PMMA. P7 and P8 were put shortly in acetone.
P10 and P11 were washed with acetone after scratching. It can be seen that neither the
onset temperature nor the peak temperature of the transition changes much. The error on
the peak temperature over all measurements is about 0.1 K, so within the resolution of the
instrument (see subsubsection 2.3.2.2). The overall error of the onset temperature of about
0.3 K indicates a slight change of the peak form due to the different preparations. A clear
trend can be seen for the heat of transition ∆H; the value for the steel plate preparation is
more than 10 % smaller than the one washed after the scratching. The two other ones,
with PMMA left in the sample still show a deviation of about 5 %. This can be attributed
to remanents of steel respectively PMMA in the sample which lead to an overestimation
of the sample mass.
Sample Onset temperature Peak temperature ∆H
in ℃ in ℃ in J/g
P1 187.97 193.19 -19.7
P2 188.22 193.22 -21.1
P4 187.55 193.01 -21.1
P5 187.41 192.95 -23.0
P7 187.35 193.11 -22.8
P8 188.39 193.16 -21.3
P10 187.84 193.02 -24.2
P11 188.11 193.10 -23.1
Mean: 187.86 193.10 -22.1
Mean error ± 0.32 ± 0.08 ± 1.2
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Figure 3.1: Van der Pauw contacts: The dark regions on the glass substrate are the
contact pads for the 4 point resistivity measurements, which reach below the phase change
region. The phase change region itself with capping can be seen as the reflective region in
the middle. The contacts in this picture are made of sputtered carbon. Usually chromium
is used as contact material. As capping layer ZnS-SiO2, SiO2 or Al2O3 can be used.
calibration and its stability will be given. Then the transitions, measured with DSC
and the temperature dependent resistivity setup, will be shown. In the following part
of this section the heat of transition for all transitions will be summarized. Last the
Kissinger activation barrier will be shown, which can be considered to be equal to the
activation barrier of crystallization (see subsubsection 2.2.2.1). As this interpretation of
the Kissinger barrier is still doubted [86], it will later on be compared to the activation
energy of crystallization, measured by other techniques.
The calorimetric measurements are used as a quick tool to not only obtain the crystal-
lization temperature of a given material under test, but it can also give first hints for the
possibility to measure a material with the method described in section 3.3 to measure the
crystallization kinetics. In general, materials producing sharp transition peaks, already
at low heating rates, tend to be suitable for kinetic measurements.
3.2.1 Calibration of the DSC
As mentioned before (subsubsection 2.3.2.2), the DSC is calibrated using standards like
indium or tin. As the DSC has to be calibrated for a single heating rate, it has either to
be recalibrated each time or the measured transition temperatures have to be corrected.
As the recalibration of the DSC is a very time consuming process, the second option has
been chosen for this study. In order to correct the measured transition temperatures, the
melting temperature of indium has been measured for different heating rates with the
calibration for 1 K/min. This has already been described in [59] and will not be discussed
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here in detail. An example of the results of such measurements can be seen in Figure 3.2.
The use of indium as reference is reasonable, as its melting temperature is in the same
regime as the measured transition temperatures of the phase change materials. These
measurements have to be repeated the latest after each recalibration of the DSC. Due to
the good stability of the device this is only every one or two years.
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Figure 3.2: Heating rate calibration for the DSC. Plotted is the measured melting tem-
perature of indium against the used heating rate. Please note that for heating rates larger
than 50 K/min the data show another linear behavior.
3.2.2 Phase Transitions
From DSC measurements, transitions occurring in the material can easily be identified
by peaks within the heatflow signal. Exothermic peaks denote transitions from one phase
into another energetically more favorable phase, for example the amorphous to crystalline
transition of phase change materials. Transitions which consume energy like melting will
be visible as endothermic peaks. For some materials, also the transition from a metastable
crystalline phase into the stable crystalline phase can be measured. The fact that not for
all materials measured for this study this transition could be measured, does not neces-
sarily mean that there is only one stable crystalline phase, as the measurement regime
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was limited by the usage of aluminum pans to the upper limit of 500 ℃. The transitions
visible in the DSC data are compared with transitions measured at thin films with time
dependent resistivity measurements in van der Pauw geometry (subsection 2.3.5). The
materials measured are mainly from the ternary Ge-Sb-Te system, from which many ma-
terials are already employed in applications (section 1.2). The only exception is AgInTe2
which differs in many ways from the materials generally referred to as phase change mate-
rials, as the next chapters of this study will show. The Ge-Sb-Te materials measured for
this study include binary materials like GeTe1, Ge15Te85 and Sb2Te
2. The ternary Ge-Sb-
Te compounds can be put into two main groups: Those located along the pseudo-binary
line between GeTe and Sb2Te3 like GeSb2Te4, Ge2Sb2Te5 and Ge8Sb2Te11; and those
resulting from a change of the filling of the Ge-Sb sublattice of GeSb2Te4 like Ge2SbTe4
1,
Ge3Sb4Te8
1 and GeSbTe2. Another ternary, Ge3Sb6Te5
3 has been chosen to have a larger
range of stoichiometry variation. In Figure 3.3 the composition of the GeSbTe materials
is illustrated in a ternary diagram. The color code of the alloys shown there is used in all
figures hereafter.
3.2.2.1 GeTe
In the comparison of resistivity measurements and DSC data, GeTe shows a very uncom-
mon behavior. A relatively small DSC signal as shown in Figure 3.4(a) is accompanied
by a large resistivity drop in the temperature dependent resistivity measurements (TDR)
shown in Figure 3.4(b) and vice versa. This will later on (see section 3.5) be revealed
as an effect of surface crystallization by the employment of further measurements. The
actual measured transition temperatures of 175 ℃ (DSC) and 178 ℃ (TDR) for the first
visible transition and 210 ℃ (DSC) and 214 ℃ (TDR) for the second transition, agree
very well. In the DSC data an additional exothermic peak at 280 ℃ is visible. This
cannot be explained with an intrinsic phase change of GeTe as the next possible transi-
tion predicted by the phase diagram, the α-GeTe to β -GeTe transition, should occur at
about 480 ℃ [53]. Possible explanations are, for example, the phase change of regions
with spare germanium, or a contamination with antimony, leading to the formation of
1The measurements on GeTe, Ge2SbTe4 and Ge3Sb4Te8 have been performed by T. Sontheimer in a
diploma thesis advised within this PhD project [90].
2The DSC measurements on Sb2Te have been performed by the author of this study for M. Woda and
might be also presented in his PhD thesis [109].
3The DSC measurements on Ge3Sb6Te5 have been performed for S. Gindner [36].
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Figure 3.3: Ternary diagram of the GeSbTe system. All materials measured for this
study have been marked here. The color code will be used in all other figures of this thesis.
a Ge-Sb-Te material, which has a transition from the metastable NaCl-like phase to the
stable hexagonal phase.
3.2.2.2 Ge15Te85
Ge15Te85 shows very interesting features: It is the only ”good” glassformer researched
within the framework of this study. This can be learned from the glass transition signal
at 125 ℃ in the DSC measurement (see Figure 3.5(a)), which occurs well before the
system crystallizes at 178 ℃. A second exothermic peak at 211 ℃ can be explained by
the crystallization of a region with higher germanium content, resulting from the phase
separation within the material, which is highly probable as in the phase diagram no stable
solid alloys are reported in the vicinity of Ge15Te85 [53]. In the resistivity measurement
(see Figure 3.5(b)) also two drops of one order of magnitude each, can be observed. It
has to be noted that the transition temperatures differ a lot, as the first transition can be
already seen at 156 ℃ and the second one at 202 ℃. As Ge15Te85 has a quite low melting
temperature, its signal is accessible with the DSC. Its signature, the large endothermic
peak at 382 ℃ is very sharp, which is characteristic for eutectic alloys. In literature the
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(a) DSC measurement of GeTe at 5 K/min. A small exothermic heat
release is visible at 175℃. It can be attributed to surface crystallization
(see section 3.5). The main crystallization peak is visible at 210℃. The
second peak at 280 ℃ cannot be explained with any reaction of pure
GeTe.
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(b) Temperature dependent resistivity measurement at 5 K/min. A
large resistance drop of four orders of magnitude can be seen at 178 ℃.
Another small resistance drop of less than one order of magnitude can
be seen at 214 ℃.
Figure 3.4: GeTe
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research on Ge15Te85 is mainly focused on the glass transition: Chebli et al. [17] report
a glass transition at 128 ℃ which is in good agreement with the value measured within
this study. Clechet et al. [22] report a value of 148 ℃ obtained at a heating rate of
36 K/min, which is slightly higher than the value obtained by the author of this study
of 142 ℃ at an even higher heating rate of 50 K/min. Interestingly, they also report a
melting temperature of 389 ℃ which is in good agreement with the value reported here.
The deviation in these transition temperatures might be explained by the slightly different
stoichiometry measured within the work of Clechet et al., which is Ge18Te82.
3.2.2.3 GeSb2Te4
GeSb2Te4 shows the amorphous to crystalline transition at 145 ℃ in the DSC measure-
ments (see Figure 3.6(a)). The transition temperature which can be extracted from the
temperature dependent resistivity measurements, shown in Figure 3.6(b), of 142 ℃ is in
good agreement with previous data. In the literature reported values range from 131 ℃
[112] up to 162 ℃ [113]. This large variation can be explained by slight differences in
stoichiometry and the application of different heating rates. The second phase transition
from the NaCl phase to the hexagonal phase is only visible in the DSC signal. This
transition occurs at 274 ℃. Yamada et al. [112] report here a much lower value of 200 ℃.
3.2.2.4 GeSbTe2
GeSbTe2 is a derivate of GeSb2Te4, as it is simply spoken GeSb2Te4 plus another germa-
nium atom to fill the vacancies. In the DSC curve (see Figure 3.7(a)), the onset of the
glass transition can be seen as an exothermic rise of the baseline right before the crystal-
lization interferes at 184 ℃. For other Ge-Sb-Te materials, which are generally referred
to as marginal glass formers, samples have to be annealed for days in order to relax the
material in the amorphous phase to see this signal [51]. Although the crystallization peak
looks quite sharp, it features a quite long tail which extends over a range of 60 K. In the
resistivity measurement the crystallization begins already at 161 ℃, but it also extends
over a large range of 70 K. This large range of the crystallization process is a hint that
the material is not stable, but decomposes. Assuming this, the differences in transition
temperatures between both techniques might well be explained by the different sample
preparations: As the DSC samples are much thicker, the ratio of bulk-like material to
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(a) DSC measurement of Ge15Te85 at 5 K/min. At 125 ℃ the glass
transition can be seen. At 178 ℃ and 211 ℃ two exothermic peaks
denote crystallization processes. At 382 ℃, the melting can be seen as
a single, sharp endothermic peak characteristic for eutectic alloys.
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(b) Temperature dependent resistivity measurement of Ge15Te85. At
156 ℃ the resistance drops by one order of magnitude. At 202 ℃ a
drop of another order of magnitude can be identified. Data from [1].
Figure 3.5: Ge15Te85
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(a) DSC measurement of GeSb2Te4 at 5 K/min. A clear exothermic
transition at 145℃ denotes the amorphous to NaCl transition. At 274℃
the transition into the hexagonal phase is visible.
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(b) Temperature dependent resistivity measurement of GeSb2Te4 at 5
K/min. A clear exothermic transition at 142 ℃ denotes the amorphous
to NaCl transition. Data from [28].
Figure 3.6: GeSb2Te4
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surface material is larger than for the thin film samples. Thus, if the decomposition pro-
cess is mainly triggered by an oxidation of the surface, which would take germanium out
of the system, as the germanium oxides are the most stable ones [51], the lower transition
of the resistivity sample can be explained by the lack of this germanium leading to lower
crystallization temperatures. As the starting point of the transition is very close to the
transition temperature of GeSb2Te4 it is also highly likely that GeSbTe2 decomposes in
Ge + GeSb2Te4, and that conductive paths of GeSb2Te4 lead to the resistance drop here.
To the best of the authors knowledge no literature values for this material have been
reported.
3.2.2.5 Ge3Sb4Te8
Ge3Sb4Te8 is like GeSbTe2 a close relative of GeSb2Te4. It can be formed by filling
half the vacancies of GeSb2Te4 with germanium atoms. In the DSC measurements (see
Figure 3.8(a)) it shows an amorphous to crystalline transition at 166 ℃. Just like GeSbTe2
the resistivity signal (see Figure 3.8(b)) shows the transition starting a little bit earlier,
at 154 ℃. Also the range of the transition of 40 K is quite large. The same explanation
as provided for GeSbTe2 can be applied here, too.
3.2.2.6 Ge2SbTe4
The last close relative to GeSb2Te4 is Ge2SbTe4, were simply one antimony atom is
replaced by a germanium atom. In contrast to the other derivatives of GeSb2Te4 presented
in this study, this composition seems to be stable: Both the DSC data (see Figure 3.9(a))
and the temperature dependent resistivity measurements (see Figure 3.9(b)) show a very
sharp transition at about 150 ℃.
3.2.2.7 Ge2Sb2Te5
Ge2Sb2Te5 is maybe the best documented material in phase change research and has
become a standard material. Both the DSC data (see Figure 3.10(a)) and the resistivity
measurement (see Figure 3.10(b)) show sharp transitions from amorphous to crystalline.
It has to be noted, that the measured values for both techniques differ slightly, as DSC
gives a value of 155 ℃ and the resistivity measurement a slightly lower one of 148 ℃.
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(a) DSC measurement of GeSbTe2 at 5 K/min. At about 100 ℃ an
exothermic drop of the baseline occurs. As reported before [51] this
can be attributed to a relaxation in the amorphous material. A small
endothermic rise of the baseline before crystallization signal at 184 ℃
is the signature of the glass transition temperature.
5 0 7 5 1 0 0 1 2 5 1 5 0 1 7 5 2 0 0 2 2 5 2 5 0 2 7 5 3 0 01 0 0
1 0 0 0
1 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0 0
1 E 7
1 E 8
Res
istiv
ity i
n a
.u.
	


(b) Temperature dependent resistivity measurement of GeSbTe2 at
5 K/min. The resistance starts to drop at a temperature of 161 ℃.
This process extends with multiple steps visible, over a range of 70 K.
The overall resistivity drop is three orders of magnitude.
Figure 3.7: GeSbTe2
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(a) DSC measurement of Ge3Sb4Te8 at 5 K/min. The data is noisy due
to the relatively small signal. The amorphous to crystalline transition
can be seen at 166 ℃.
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(b) Temperature dependent resistivity measurement of Ge3Sb4Te8 at
5 K/min. The transition starts at 154 ℃. Over a range of 40 K the
resistivity drops by three orders of magnitude.
Figure 3.8: Ge3Sb4Te8
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(a) DSC measurement of Ge2SbTe4 at 5 K/min. A very sharp exother-
mic peak at 152 ℃ denotes the crystallization process.
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(b) Temperature dependent resistivity measurement of Ge2SbTe4 per-
formed at 5 K/min. A very sharp transition occurs at 150 ℃. The
resistivity drops by four orders of magnitude.
Figure 3.9: Ge2SbTe4
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Both values agree well with literature values. For example Garcia et al. [34] report a
value of 145 ℃, Yamada et al. [112] 142 ℃ and Kalb et al. [49] also 155 ℃, to mention
only some. The difference in the reported values might arise due to different measurement
techniques, or differences in sample preparations. The value by Kalb et al. resembles the
one measured in this study, as the sample preparation was almost identical and the same
measurement equipment was used.
3.2.2.8 Ge3Sb6Te5
Ge3Sb6Te5 shows a very sharp transition at 218 ℃ in the DSC curve (see Figure 3.11(a)).
This is in contrast to the resistivity data (see Figure 3.11(b)), where the transition already
starts at 170 ℃ and is smeared out over a range of 70 K. This may be a hint for phase
separation or a strong effect of surface oxidation, as observed in Ge3Sb4Te8 and GeSbTe2.
3.2.2.9 Ge8Sb2Te11
As Ge8Sb2Te11 is a material located on the pseudo-binary tie line between GeTe and
Sb2Te3, it is expected to be more stable than other Ge-Sb-Te alloys. As expected, both
the DSC measurements (see Figure 3.12(a)) and the resistivity measurement (see Fig-
ure 3.12(b)) show a very sharp transition at about 175 ℃. The slight shoulder in the DSC
measurements might be due to the crystallization mechanism of Ge8Sb2Te11, which is
governed by the growth of clusters rather than the nucleation of new clusters. Although
a lot of research is focused on the pseudo binary alloys, no data for the transition temper-
ature of Ge8Sb2Te11 is available. Most research on Ge8Sb2Te11 is done on its structure
[8, 56, 70]. Kim et al. [56] report that films annealed at 100 ℃ were still amorphous,
whereas films annealed at 200 ℃ showed crystalline structures, which is in agreement with
the transition temperature reported here.
3.2.2.10 Sb2Te
Sb2Te has a very low crystallization temperature of about 100 ℃ in the temperature
dependent resistivity measurement (see Figure 3.13(b)). In the DSC measurement the
transition temperature is with 110 ℃ slightly higher (see Figure 3.13(a)). Both values are
in good agreement with the value of Njoroge [73] of 105 ℃ measured at samples produced
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(a) DSC measurement of Ge2Sb2Te5 at 5 K/min. At 100 ℃ a small
exothermic drop of the baseline can be attributed to relaxations in the
amorphous phase. A sharp exothermic peak at 155 ℃ denotes the crys-
tallization process. At 314 ℃ a small but relatively broad peak denotes
the transition from the metastable NaCl-like crystalline state into the
stable hexagonal phase.
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(b) Temperature dependent resistivity measurement of Ge2Sb2Te5 per-
formed at 5 K/min. The resistance drops at 148 ℃ by two orders of
magnitude. Data from [36].
Figure 3.10: Ge2Sb2Te5
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(a) DSC measurement of Ge3Sb6Te5 at 5 K/min. The endothermic step
at 196 ℃ denotes the glass transition. Crystallization can be identified
by the sharp exothermic peak starting at 218 ℃.
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(b) Temperature dependent resistivity measurement of Ge3Sb6Te5 at
5 K/min. The resistivity drops at 170 ℃. The resistance drop is ex-
tended over a range of almost 70 K and covers 4 orders of magnitude.
Data from [36].
Figure 3.11: Ge3Sb6Te5
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(a) DSC measurement of Ge8Sb2Te11 at 5 K/min. The exothermic peak
at 175 ℃ denotes the crystallization process. The peak shows a slight
shoulder on the left side.
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(b) Temperature dependent resistivity measurement of Ge8Sb2Te11 at
5 K/min. The resistance starts to drop at 174 ℃. The drop is quite
steep at the beginning and becomes less steep at the end. Overall it
drops by three orders of magnitude.
Figure 3.12: Ge8Sb2Te11
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with combinatory material synthesis. The difference may arise due to differences in the
temperature accuracy of both setups.
3.2.2.11 AgInTe2
The amorphous to crystalline transition of AgInTe2 starts at about 158℃ in the DSC mea-
surements (see Figure 3.14(a)). The crystallization peak shows a slight shoulder, which
develops into a second peak for faster heating rates. In the temperature dependent resis-
tivity measurement, the transition temperature is with 184 ℃ higher (see Figure 3.14(b)).
Partially this can be attributed to differing heating rates of the two measurements, but
it has to be noted that even a 10 K/min DSC measurement shows smaller values for the
transition temperature. Although AgInTe2 has been widely researched as a candidate
material for applications in nonlinear optics, light emitting diodes or photovoltaic detec-
tors and solar cells [72, 58, 89], to the best of the author’s knowledge no research on the
crystallization has been performed.
3.2.2.12 Transition energies
In this chapter the measured transition energies are given for reference. All values have
been obtained by averaging the values of multiple runs. The results for the amorphous
to NaCl transition are summarized in Table 3.2. If one calculates the transition energy
in eV per atom, two groups of materials can be marked: Those which have transition
energies around 30 meV/atom and those with a transition energy of about 46 meV/atom.
The former ones are most of the ternary Ge-Sb-Te alloys, whereas the later ones are the
binary alloys2 and Ge2SbTe4. An exception is Ge3Sb4Te8, which does not fit in any of
these groups. As the measurement regime of the DSC is limited and some of the measured
materials exhibit no NaCl to hexagonal transition at all, the data base for the hexagonal
transition energies is rather insufficient. It has to be noted that due to the shallow peaks
the error here might be rather underestimated. In general, as seen in Table 3.3 the values
for Ge-Sb-Te materials range from 3 meV/atom to 11 meV/atom.
2Ge15Te85 only belongs in this group if the transition energies of both peaks are summed up.
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(a) DSC measurement of Sb2Te at 5 K/min. A single clear exothermic
peak at 110 ℃ denotes crystallization.
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(b) Temperature dependent resistivity measurement of Sb2Te obtained
at 5 K/min. The resistance drop marking crystallization starts at 100 ℃
and is very sharp. It covers three orders of magnitude. Data from [1].
Figure 3.13: Sb2Te
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(a) DSC measurement of AgInTe2 at 1 K/min. The transition peak at
158℃ has a small shoulder, which develops into a second peak for faster
heating rates.
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(b) Temperature dependent resistivity measurement of AgInTe2 ob-
tained at 5 K/min. The amorphous to crystalline transition is visible
at 184 ℃. The resistivity drops already within the amorphous phase
one order of magnitude. Upon the transition it drops by another order
of magnitude. Further heating in the crystalline phase decreases the
resistivity even further.
Figure 3.14: AgInTe2
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Table 3.2: Amorphous to NaCl transition energies of the measured materials. Values
have been obtained by averaging over multiple runs. The transition temperatures at a
heating rate of 5 K/min are given for reference.
Material Transition temperature Transition energy ∆H
in ℃ in J/g in meV/atom
GeTe 210 -45 ± 8 -47 ± 8
Ge15Te85 1st peak 178 -23 ± 2 -29 ± 3
Ge15Te85 2nd peak 211 -12 ± 1 -14 ± 1
Ge3Sb6Te5 218 -30 ± 5 -35 ± 6
Ge8Sb2Te11 175 -31 ± 2 -35 ± 2
GeSb2Te4 145 -27 ± 2 -32 ± 2
Ge2SbTe4 152 -40 ± 4 -45 ± 5
Ge2Sb2Te5 155 -29 ± 2 -34 ± 2
Ge3Sb4Te8 166 -9 ± 4 -10 ± 5
GeSbTe2 184 -25 ± 1 -29 ± 1
Sb2Te 110 -36 ± 2 -46 ± 3
Table 3.3: NaCl to hexagonal transition energies of the measured materials. Values have
been obtained by averaging over multiple runs. The transition temperatures at a heating
rate of 5 K/min are given for reference.
Material Transition temperature Transition energy ∆H
in ℃ in J/g in meV/atom
GeSb2Te4 274 -8.9 ± 0.3 -11.8 ± 0.4
Ge2Sb2Te5 326 -4.5 ± 2.2 -5.3 ± 2.6
Ge3Sb4Te8 327 -2.5 ± 1.0 -3.0 ± 1.2
GeSbTe2 353 -6.7 ± 0.1 -7.8 ± 0.2
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3.2.3 Kissinger analysis: Heating rate dependence of transitions
Although the application of the Kissinger method, as described in subsubsection 2.2.2.1
to obtain the activation energy for crystallization may not lead to reliable results, as it is
a mixture of growth and nucleation, it is at least a good method to describe the heating
rate dependence of transitions for a given sample. It can be nicely seen in Figure 3.15(a),
Figure 3.15(b), Figure 3.16(a) and Figure 3.16(b) that Kissinger analysis produces linear
trends for all materials measured within this study. The Kissinger plots are distributed
over multiple figures according to the temperature regimes the transitions occurred to
enhance the visibility of the linear behavior.
In Figure 3.15(a) the Kissinger plots for GeTe, Ge15Te85, Ge3Sb6Te5 and Ge8Sb2Te11 are
shown. The second peak of Ge15Te85 shows the largest deviation from linear behavior of
all Kissinger plots presented here. Nevertheless it is in some points very similar to the
Kissinger plot of GeTe. It is highly likely that Ge15Te85 decomposes in two phases: one
Ge-rich which resembles the behavior of GeTe and one Te-rich phase. This behavior is
also consistent with the germanium-tellurium phase diagram [53]. Figure 3.15(b) shows
the Kissinger plots of GeSb2Te4, Ge2Sb2Te5, GeSbTe2, Ge3Sb4Te8 and Ge2SbTe4. It is
remarkable that all materials which are closely related to GeSb2Te4, namely GeSbTe2,
Ge3Sb4Te8 and Ge2SbTe4 show an almost identical slope, although the transition tem-
peratures vary over a range of almost 40 K. In Figure 3.16(a), the Kissinger plots for
the hexagonal transitions of GeSb2Te4, Ge2Sb2Te5, GeSbTe2 and Ge3Sb4Te8 are shown.
Surprisingly, GeSbTe2 and Ge3Sb4Te8 are more similar to Ge2Sb2Te5 than to GeSb2Te4,
implying that their hexagonal phases are similar. Figure 3.16(b) shows the Kissinger plots
for the two peaks of AgInTe2 and Sb2Te. The similarity of the Kissinger plots for AgInTe2
1st peak and AgInTe2 2nd peak, can be read as a hint, that both peaks arise rather from
one process than from different transitions. Thus they can be explained as one single
but asymmetric peak. The parameters of the fitting equations have been summarized in
Table 3.4 for the amorphous to crystalline transition and in Table 3.5 for the transitions
to the hexagonal phase.
3.2.4 Pre-selection of materials for kinetic measurements
For the selection of materials suitable for kinetic measurements the compilation of the
calorimetry and temperature dependent resistivity data is extremely useful. For the ma-
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(a) Kissinger plots of GeTe, Ge15Te85, Ge3Sb6Te5 and Ge8Sb2Te11.
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(b) Kissinger plots of GeSb2Te4, Ge2Sb2Te5, GeSbTe2, Ge3Sb4Te8 and
Ge2SbTe4.
Figure 3.15: Plotted is ln
(
β
T
)
over 1kT in eV, where β denotes the heating rate and T
is the peak temperature of the transition. Only the second peak of Ge15Te85 shows a non
linear behavior. The parameters of the fitting equation have been summarized in Table 3.4.
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(a) Kissinger plots of hexagonal GeSb2Te4, Ge2Sb2Te5, GeSbTe2 and
Ge3Sb4Te8.
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(b) Kissinger plots of AgInTe2 and Sb2Te.
Figure 3.16: Plotted is ln
(
β
T
)
over 1kT in eV, where β denotes the heating rate and T
is the peak temperature of the transition. The parameters of the fitting equation have been
summarized in Table 3.4 and Table 3.5.
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Table 3.4: Fit parameters of the Kissinger plots in Figure 3.15(a), Figure 3.15(b) and
Figure 3.16(b). Fitting equation: ln
(
β
T
)
= A−Ekiss · 1kT . β denotes the heating rate, T is
the peak temperature of the transition.
Material Activation energy (Ekiss) y-axis intercept (A)
in eV in ln(K−1min−1)
GeTe 3.96 ± 0.09 84 ± 2
Ge15Te85 1st peak 1.88 ± 0.02 38 ± 1
Ge15Te85 2nd peak 3.33 ± 0.38 70 ± 9
Ge3Sb6Te5 3.12 ± 0.08 62 ± 2
Ge8Sb2Te11 3.67 ± 0.07 83 ± 2
GeSb2Te4 2.84 ± 0.08 69 ± 2
Ge2SbTe4 2.75 ± 0.09 66 ± 2
Ge2Sb2Te5 3.13 ± 0.18 74 ± 5
Ge3Sb4Te8 2.76 ± 0.06 63 ± 2
GeSbTe2 3.30 ± 0.15 73 ± 4
AgInTe2 1st peak 1.73 ± 0.03 36 ± 1
AgInTe2 2nd peak 1.82 ± 0.07 38 ± 2
Sb2Te 1.64 ± 0.02 41 ± 1
Table 3.5: Fit parameters of the Kissinger plots in Figure 3.16(a). Fitting equation:
ln
(
β
T
)
= A−Ekiss · 1kT . β denotes the heating rate, T is the peak temperature of the tran-
sition.
Material Activation energy (Ekiss) y-axis intercept (A)
in eV in ln(K−1min−1)
GeSb2Te4 4.23 ± 0.14 80 ± 3
Ge2Sb2Te5 2.44 ± 0.29 37 ± 5
Ge3Sb4Te8 2.42 ± 0.08 38 ± 2
GeSbTe2 2.85 ± 0.10 43 ± 2
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terials with two very pronounced steps in the temperature dependent resistivity data
(Ge15Te85, Ge3Sb4Te8 and GeSbTe2) it was not possible to produce any measurable crys-
tallites within the annealing series performed within this study. On the other hand,
all materials where the measurements on the crystallization kinetics were successful (see
section 3.3), showed very sharp transitions in both techniques. Thus, kinetic measure-
ments on Sb2Te should in principle also be possible. For Sb2Te challenges may arise
from the very low crystallization temperature, leading to unwanted crystallization of the
samples upon storage. Although, Ge3Sb6Te5 shows a very sharp transition in the DSC
measurements, the different transition temperature in the comparison to the temperature
dependent resistivity measurement rises further questions.
As DSC and temperature dependent resistivity measurements can be performed very fast,
the combination of both is a strong tool for a pre-selection of materials for the very time
consuming measurements on the crystallization kinetics.
3.3 Kinetic measurements
For the selection of good materials for novel data storage concepts it is essentially impor-
tant to know the kinetics of materials in order to control the device specification later on.
In this study a method introduced by J. Kalb [51] will be used to determine the growth
characteristics as well as the nucleation parameters where possible. The method depends
on the ability to make single crystals visible, which are formed by isothermal annealing
in the DSC oven (see subsubsection 2.3.2.2). In his thesis, J. Kalb took advantage of the
density contrast between the amorphous and crystalline phase of phase change materi-
als. Due to the increasing density of the material upon crystallization, crystallites will
result in depressions of the surface, which can be easily detected with the help of atomic
force microscopy (see subsection 2.3.3). This method has been applied to GeSb2Te4
3,
Ge2SbTe4
4 Ge2Sb2Te5
5 and Ge8Sb2Te11
5 as shown in subsection 3.3.2. As the reasonable
scan size of AFM images is limited to about 50 µm squared, it is hardly possible to obtain
3The measurements on GeSb2Te4 have been partially performed during the authors diploma thesis [59]
and have been partially published in [51].
4The measurements on GeTe and Ge2SbTe4 have been performed by T. Sontheimer in a diploma thesis
advised within this PhD project [90].
5The measurements on Ge2Sb2Te5 and Ge8Sb2Te11 have been performed by M. Linn in a diploma thesis
advised within this PhD project [65].
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good statistics for materials growing larger crystallites. To bypass this problem, within
this study the optical microscope (see subsection 2.3.4) has been employed to detect crys-
tals, taking advantage of the optical contrast between the amorphous and the crystalline
phase. Additionally, as the AFM is limited to scans with only 512 times 512 pixels with
its controller, the resolution of the optical micrographs is better for large areas. This
method has been employed for GeTe6 and AgInTe2. For GeTe it has been checked with
additional AFM scans that the evaluation of the micrographs produces reasonable results.
AgInTe2 is a very special case, as this material exhibits no density contrast at all (as it
can be deduced from Figure 3.17) and only a modest optical contrast (visible in the op-
tical micrographs in Figure 3.52). Thus it was not possible to employ the AFM for this
material and the optical micrographs had to be processed to increase the contrast. The
results on this materials will be presented in subsection 3.3.3. In this section no details
on the comparison of the different Ge-Sb-Te materials will be given. This discussion will
be presented in section 3.4.
3.3.1 Methods of analysis
In this section the evaluation of the data will be described. The evaluation methods have
been used for both combinations of techniques, the DSC-AFM method and the DSC-
microscope method.
3.3.1.1 Growth velocity
To obtain the growth velocity of the material under test as a function of temperature, the
diameter of as many crystals as possible has to be determined. To grow these crystals, the
sample is annealed at a given temperature. By a series of annealing steps and subsequently
performed AFM scans or optical micrographs, depending on the method of choice, the
change in diameter of the crystals is measured. To make this possible the same location
on the sample has to be measured after each step. By using a scratch on the sample as
marker, it is possible to relocate the same site with a precision of some ten nanometers.
By measuring the change in diameter between two subsequent annealing steps ∆D, the
growth velocity,
6The measurements on GeTe and Ge2SbTe4 have been performed by T. Sontheimer in a diploma thesis
advised within this PhD project [90].
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Figure 3.17: X-ray reflection (XRR) measurements on amorphous (red) and crystalline
(black) AgInTe2. The very pronounced similarity shows that there is no density contrast.
The fitted density was 6.17 gcm−3 for the crystalline film and 6.24 gcm−3 for the amor-
phous one.
v =
∆D/2
∆t
, (3.1)
can be calculated with the known annealing time ∆t . In the case of the AFM scans the
crystal diameters have been measured with WSxM software by Nanotec Electronica [42].
For the optical micrographs Engauge Digitizer software [3] has been used to determine the
diameters. The values for the growth velocity obtained from Equation 3.1, already show an
Arrhenius temperature behavior, which is consistent with Equation 2.12 for temperatures
far below the melting temperature,
v = δ ·ν · exp
(
− Ea
kBT
)
·
(
1− exp
(
−|∆G|
kBT
))
(3.2)
≈ δ ·ν · exp
(
− Ea
kBT
)
for T << Tm, (3.3)
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where ν denotes the atoms jump frequency, δ is the phase front and Ea is the activation
energy for growth. By an Arrhenius fit of the data,
v = v0 · exp
(−Ea
kBT
)
, (3.4)
the first estimates for Ea and v0, labeled v00 and Ea0 can be obtained. Now still left to
consider is the finite heating rate of the DSC, which results in growth not only during the
isothermal annealing of the samples, but also during heating and cooling of the sample.
This can be adjusted with the N pairs of temperature and time values (Ti|ti), recorded
by the DSC, used to correct the growth velocity. Assuming an Arrhenius temperature
behavior of the growth velocity (Equation 3.4) in this temperature range, the value Ea0
is used to simulate the growth process
∆D = 2 ·
N
∑
i=1
v(Ti) · (ti− ti−1) (3.5)
= 2 ·
N
∑
i=1
v0sim · exp
(
Ea0
kBTi
)
· (ti− ti−1).
Now the parameter v0sim is varied until the sum of all simulated growths of diameters
(lower part of Equation 3.5) matches the measured mean value ∆D. Afterwards, a new
growth velocity according to Equation 3.4 is calculated. This is now done for every
temperature and a new Arrhenius plot is done, leading to a new value for Ea. The whole
process is repeated until a self-consistent result is obtained.
3.3.1.2 Timelag and nucleation by back-calculation
The nucleation behavior of a given material can be extracted from the same AFM scans
or optical micrographs used to measure the crystal growth velocity. The diameter of
every crystal in a certain area of the samples surface has to be measured. Then, with the
measured time-independent growth velocity, the time at which each crystal nucleated can
be back-calculated. This is only valid if each crystal originates from only one nucleation
center. The validity of this assumption for phase change materials has been shown in
[52]. Again the procedure is performed for different temperatures to get insight into
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the temperature dependence of these processes. The number of crystals is normalized
per unit area rather than per unit volume, because the crystals in Ge-Sb-Te alloys only
nucleate heterogeneously at the film surface, as also shown in [52]. In agreement with
Ruitenberg et al. [85] and Privetera et al. [83], no nucleation can be observed for short
times. The timelag τ is defined as the time when the first crystal nucleates, counted from
the beginning of the first isothermal annealing step. The nucleation rate J(ti) at the time
ti is calculated by
J(ti) =
N˙(ti)
1−χ(ti) , (3.6)
where N(ti) is the number of crystals at time ti. Its derivative N˙(ti) is obtained from a
local linear fit of N ranging over 5 data points each. χ(ti) denotes the crystallized fraction
at time ti obtained by an interpolation of the measured crystallized fractions by JMAK
analysis (see subsubsection 2.2.2.2). N˙ is normalized by (1−χ), as obviously crystals can
only nucleate in the untransformed fraction of the surface. For most Ge-Sb-Te materials
the nucleation rate reaches a steady state. This steady state nucleation rate JSS is plotted
as a function of temperature and fitted with an Arrhenius behavior. According to the
classical theory of steady state nucleation [21], the work to form a critical cluster ∆Gc is
in accordance with Equation 2.9,
∆Gc = EJ−Ea, (3.7)
where EJ is the activation energy for steady state nucleation and Ea is the activation
energy for growth.
3.3.1.3 JMAK analysis
Applying the JMAK analysis as presented in subsubsection 2.2.2.2, it is also possible to
evaluate the time dependent nucleation rate J(t) with the help of the growth velocity v
and the crystallized fraction χ(t). Employing Equation 2.22 for times t < τ yields
χ(t) = 1− exp(−k (t− τ)n) . (3.8)
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The Avrami coefficient k and the Avrami exponent n can thus be derived from a linear fit
of ln(− ln(1−χ)) plotted against ln(t). It has to be noted that due to different possible
definitions of the Avrami equation (Equation 2.29)
χ(t) = 1− exp(−ktn) = 1− exp(−(k∗ · t)n) , (3.9)
differences for k and k∗ will occur7. For the JMAK analysis performed in this study k∗
has been used. As n can be assumed to be constant over the measurement range [51, 90],
the nucleation rate J(t) can be described as
J(t) = J0 ·
(
t− τ
s
)nˆ
, (3.10)
where s denotes the unit second. In the two-dimensional case, which is relevant for the
materials studied in this work is nˆ = n− 3. The prefactor J0 can according to [10] be
calculated as follows
J0 =
kn (n−2)(n−1)n · sn−3
2piv2
. (3.11)
Equation 3.11 directly yields
kn ∝ v2J0. (3.12)
From Equation 3.12 the relation between the different activation energies, Ek, Ea and EJ0
can be derived and yields in accordance with Equation 2.36
Ek =
2
n
Ev +
1
n
EJ0, (3.13)
where Ek is the overall activation energy for the crystallization process.
3.3.2 DSC-AFM method
The combination of DSC and AFM allows very accurate measurements, as the advantages
of both techniques can be combined. The power compensated DSC used within this study
7k∗ = k
1
n
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(subsubsection 2.3.2.2) has a very accurate temperature control, allowing annealings at
the same temperature with an accuracy of ± 0.1 K without any notable temperature
overshoot. The high precision surface mapping of the AFM (subsubsection 2.3.3.2) allows
the detection of very small crystals. In the case of Ge8Sb2Te11 is was due to the rather
large and deep crystals also possible to evaluate the crystal growth perpendicular to the
surface, labeled as z-direction, taking full advantage of the sub-nanometer resolution of
the AFM.
3.3.2.1 GeSb2Te4
The results on the crystallization kinetics presented here were obtained according to the
methods described in subsection 3.3.1. Figure 3.18 shows a annealing series obtained
at 125 ℃. The crystals are visible as dark regions in the amorphous background. The
scratch at the lower right corner of the AFM scans has been used to relocate the same
site after the different ex-situ annealings with an accuracy of some ten nanometers. The
scans show an increasing number of crystals, already indicating that GeSb2Te4 shows a
strong nucleation component in the temperature regime of the measurement, hence it can
be identified as a material which crystallizes ”nucleation dominated”.
Growth velocity By plotting the logarithm of the growth velocity v against the reciprocal
temperature in an so-called Arrhenius plot, the activation barrier for growth Ea can easily
be determined. This is shown in Figure 3.19. Fit parameters are summarized in Table 3.6.
The measured activation barrier for growth Ea is 1.89±0.05 eV. To the best of the authors
knowledge, no literature value is available.
Nucleation and timelag by back-calculation With the experimentally determined
growth velocity, it was possible, employing the back-calculation method, as described
in subsection 3.3.1 to determine the time the first crystal nucleates and thus the timelag
τ and the steady state nucleation rate JSS. With he help of Arrhenius plots, like shown
in Figure 3.20 and Figure 3.21, it was again possible to determine the activation barriers
for these processes. The resulting activation barrier for the timelag Eτ is 2.26±0.05 eV,
the activation barrier for the steady state nucleation rate EJ is 2.92± 0.20 eV. The fit
parameters for the Arrhenius fits are summarized in Table 3.8 and Table 3.7. With the
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(a) 6.28 min (b) 6.28+1.28=8.56 min (c) 8.56+1.28=9.84 min
(d) 9.84+1.28=11.12 min (e) 11.12+1.28=12.4 min (f) height scale
Figure 3.18: AFM scans on GeSb2Te4. Dimension: 2.5 µm by 2.5 µm. Annealed at
125 ℃ in the DSC furnace. Crystals (dark) are visible in the amorphous background
(yellow). The scratch in the lower right corner was used to relocate the site.
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Figure 3.19: Arrhenius plot of the growth velocity v of GeSb2Te4. The slope of the
linear fit provides the activation energy for growth Ea. Fit parameters are summarized in
Table 3.6.
2 9 . 5 0 2 9 . 7 5 3 0 . 0 0 3 0 . 2 5 3 0 . 5 0 3 0 . 7 5 3 1 . 0 0 3 1 . 2 5 3 1 . 5 0 3 1 . 7 5
- 1 1
- 1 0
- 9
- 8
- 7
- 6
- 5
- 4
			

ln(J
SS) 
(J SS
 in µ
m-2
s-1 )

	
1 2 0 1 1 5 1 1 0 1 0 5 1 0 0 9 5
Figure 3.20: Arrhenius plot of the steady state nucleation rate JSS of GeSb2Te4. The
slope of the linear fit provides the activation energy for the steady state nucleation EJ. Fit
parameters are summarized in Table 3.7.
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Figure 3.21: Arrhenius plot of the timelag τ of GeSb2Te4. The slope of the linear
fit provides the activation energy for the timelag Eτ . Fit parameters are summarized in
Table 3.8.
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Figure 3.22: Avrami exponent n of GeSb2Te4. The line represents the weighted mean.
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Figure 3.23: Arrhenius plot of the Avrami coefficient k∗. The slope of the linear fit
provides the activation energy for crystallization Ek. Fit parameters are summarized in
Table 3.9.
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Figure 3.24: Arrhenius plot of the nucleation prefactor J0 of GeSb2Te4. The slope of the
linear fit provides the activation energy for nucleation EJ0. Fit parameters are summarized
in Table 3.11.
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combination of the activation barrier for growth Ea and the activation barrier for the
steady state nucleation EJ it is according to Equation 3.7 possible to calculate the work
needed to form a critical cluster
∆Gc = EJ−Ea = 1.03±0.21 eV. (3.14)
JMAK analysis The analysis by Johnson, Mehl, Avrami and Kolmogorov is, as described
in subsubsection 2.2.2.2 and subsubsection 3.3.1.3, based on measuring the time dependent
crystalline surface fraction χ(t) as a function of temperature and on the measured growth
velocities. By employing Equation 3.8, the temperature independent Avrami exponent n
as well as the Avrami coefficient k∗ can be determined. The Avrami exponent n is plotted
as a function of temperature in Figure 3.22. The resulting temperature independent
value is n = 2.82± 0.17. The Avrami coefficient k∗ is shown in an Arrhenius plot in
Figure 3.23. The fit parameters are summarized in Table 3.11. The resulting activation
barrier, Ek = 2.45±0.12 eV is the activation barrier for the overall crystallization process.
With the measured growth velocity according to Equation 3.11 the nucleation prefactor
J0 can be calculated and by plotting it in an Arrhenius plot, as shown in Figure 3.24, the
activation barrier for the nucleation process EJ0 can be obtained to be 3.50 ± 0.14 eV.
The fit parameters are summarized in Table 3.11. Now with the help of Equation 3.13
and the activation barriers for growth Ea and for nucleation EJ0, the activation barrier for
the overall crystallization process can be calculated. To distinguish it from the measured
value Ek it will be labeled Eck .
Eck =
2
n
Ev︸︷︷︸
1.34 eV
+
1
n
EJ0︸ ︷︷ ︸
1.24 eV
= 2.58±0.11 eV (3.15)
The calculated value of 2.58±0.11 eV agrees well with the measured one of 2.45 ± 0.12 eV.
Both values differ from the Kissinger value obtained in this study (see Table 3.4) of 2.84
± 0.08 eV and the Kissinger value obtained by Yamada et al. [112] of 1.82 eV, whereas
the Kissinger value from [59] of 2.64 ± 0.05 eV is equal within error. This is a hint that
the Kissinger barrier is strongly dependent on the sample history.
As both the activation barrier for nucleation as the measured Avrami exponent differ
much from the other similar materials measured in this study, it may be considered that
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the Avrami exponent does not represent the whole truth, as for the JMAK evaluation only
AFM scans of an early stage of crystallization were available. Considering a value for the
Avrami exponent of 4, the resulting activation barrier for nucleation would be EJ0 = 5.84±
0.31, which fits much better into the regime the other material show (compare Table 3.11).
This assumption is further supported by the fact that with the Avrami exponent of 2.82,
the contribution of the nucleation to the crystallization is with 1.24 eV smaller than
the contribution of the growth component with 1.34 eV, although the material shows
a nucleation dominated behavior. Calculating this fractions with an assumed Avrami
exponent of 4 results in
Eck = 0.95 eV + 1.46 eV = 2.41±0.12 eV, (3.16)
where, as expected, the nucleation component contributes more than the growth compo-
nent. An Avrami exponent of 4 for GeSb2Te4 is more plausible than the measured value
of 2.8, as all other Ge-Sb-Te alloys show a value of roughly 4 and no reason for a deviation
of GeSb2Te4 is apparent.
3.3.2.2 Ge2SbTe4
In Figure 3.25 a annealing series performed at 145 ℃ is shown. The crystals are visible
as dark spots in the brighter amorphous surrounding. Like for GeSb2Te4, the AFM scans
show the growth of crystals of various sizes, indicating a nucleation dominated behavior.
Growth velocity The growth velocities have been measured with the methods already
described before. The Arrhenius plot, presented in Figure 3.26 gives an activation barrier
of growth of Ea = 2.53±0.16 eV. The fit parameters are shown in Table 3.6. To the best
of the authors knowledge the kinetics of Ge2SbTe4 are researched here for the first time,
so that no literature values are available.
Nucleation and timelag by back-calculation Using again the back-calculation method
with the measured growth velocity, the timelag τ and the steady state nucleation rate JSS
were determined. The Arrhenius plots, shown in Figure 3.27 and Figure 3.28, were evalu-
ated to obtain the activation barriers for these processes. The resulting activation barrier
for the timelag Eτ is 2.64±0.16 eV, the activation barrier for the steady state nucleation
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(a) 3 min (b) 3+1=4 min (c) 4+1=5 min
(d) 5+1=6 min (e) 6+1=7 min (f) height scale
Figure 3.25: AFM scans on Ge2SbTe4. Dimension: 10 µm by 10 µm. Annealed at
145 ℃ in the DSC furnace. Crystals (dark) are visible in the amorphous background. The
scratch in the upper right corner was used to relocate the site.
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Figure 3.26: Arrhenius plot of the growth velocity v of Ge2SbTe4. The slope of the
linear fit provides the activation energy for growth Ea. Fit parameters are summarized in
Table 3.6.
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Figure 3.27: Arrhenius plot of the steady state nucleation rate JSS of Ge2SbTe4. The
slope of the linear fit provides the activation energy for the steady state nucleation EJ. Fit
parameters are summarized in Table 3.7.
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Figure 3.28: Arrhenius plot of the timelag τ of Ge2SbTe4. The slope of the linear
fit provides the activation energy for the timelag Eτ . Fit parameters are summarized in
Table 3.8.
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Figure 3.29: Avrami exponent n of Ge2SbTe4. The line represents the weighted mean.
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Figure 3.30: Arrhenius plot of the Avrami coefficient k∗ for Ge2SbTe4. The slope of
the linear fit provides the activation energy for crystallization Ek. Fit parameters are
summarized in Table 3.9.
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Figure 3.31: Arrhenius plot of the nucleation prefactor J0 of Ge2SbTe4. The slope of the
linear fit provides the activation energy for nucleation EJ0. Fit parameters are summarized
in Table 3.11.
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rate EJ is 3.43± 0.40 eV. The fit parameters for the Arrhenius fits are summarized in
Table 3.8 and Table 3.7. With the activation barrier for growth Ea and the activation
barrier for the steady state nucleation EJ the work needed to form a critical cluster ∆Gc
is:
∆Gc = EJ−Ea = 0.90±0.43 eV (3.17)
JMAK analysis Using Equation 3.8, the temperature independent Avrami exponent n
as well as the Avrami coefficient k∗ can be determined. The Avrami exponent n is plotted
as a function of temperature in Figure 3.29. The resulting temperature independent value
is n = 4.17±0.13. The Arrhenius fit of the Avrami coefficient k∗ is shown in Figure 3.30.
The fit parameters are summarized in Table 3.11. The resulting activation barrier for
crystallization is Ek = 2.97± 0.10 eV. With the measured growth velocity according
to Equation 3.11 the nucleation prefactor J0 is calculated and plotted in an Arrhenius
plot, as shown in Figure 3.24, to obtain the activation barrier for the nucleation process
EJ0 = 7.42±0.13 eV. Fit parameters are summarized in Table 3.11. Using Equation 3.13
and the activation barriers for growth Ea and nucleation EJ0, the activation barrier for
the overall crystallization process can be calculated. To distinguish it from the measured
value Ek it will be labeled Eck .
Eck =
2
n
Ev︸︷︷︸
1.21 eV
+
1
n
EJ0︸ ︷︷ ︸
1.78 eV
= 2.99±0.34 eV (3.18)
The calculated value of 2.99±0.34 eV agrees very well with the measured one of 2.97 ±
0.10 eV. The Kissinger value obtained in this study (see Table 3.4) of 2.75 ± 0.09 eV differs
slightly. As expected, the contribution of the nucleation to the crystallization process is
bigger than the contribution of the growth process. Thus, also this material is nucleation
dominated.
3.3.2.3 Ge2Sb2Te5
Figure 3.32 shows an annealing series on Ge2Sb2Te5 performed at 135 ℃. The dark crys-
talline regions are, alike to GeSb2Te4 and Ge2SbTe4, of various sizes, indicating nucleation
dominated behavior.
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(a) 45 min (b) 45+15=60 min (c) 60+15=75 min
(d) 75+15=90 min (e) height scale
Figure 3.32: AFM scans on Ge2Sb2Te5. Dimension: 3 µm by 3 µm. Annealed at
135 ℃ in the DSC furnace. Crystals (dark) are visible in the amorphous background. The
scratch in the lower left corner was used to relocate the site.
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Figure 3.33: Arrhenius plot of the growth velocity v of Ge2Sb2Te5. The slope of the
linear fit provides the activation energy for growth Ea. Fit parameters are summarized in
Table 3.6.
Growth velocity The growth velocities have been measured analogous to the before
mentioned materials. The Arrhenius plot, presented in Figure 3.33 gives an activation
barrier of growth of Ea = 2.20±0.15 eV. The fit parameters are shown in Table 3.6. The
value differs slightly from the value from [51] of Ea = 2.35±0.05 eV, although both values
were obtained employing the same method. It has to be noted that it was not possible
to use the annealing times reported in [51] to reproduce a similar crystal distribution,
indicating that there are changes of the material due to the usage of different targets with
a slightly different stoichiometry or due to a difference in sputter parameters.
Nucleation by back-calculation Using the back-calculation method with the measured
growth velocity the steady state nucleation rate JSS was determined. It was in this case not
possible to deduce the timelag as the back-calculation resulted in negative times for some
temperatures. The Arrhenius plot of the steady state nucleation, shown in Figure 3.34
showed an activation barrier for the steady state nucleation rate EJ of 3.12±0.03 eV. The
fit parameters for the Arrhenius fits are summarized in Table 3.7. With the activation
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Figure 3.34: Arrhenius plot of the steady state nucleation rate JSS of Ge2Sb2Te5. The
slope of the linear fit provides the activation energy for the steady state nucleation EJ. Fit
parameters are summarized in Table 3.7.
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Figure 3.35: Avrami exponent n of Ge2Sb2Te5. The line represents the weighted mean.
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Figure 3.36: Arrhenius plot of the Avrami coefficient k∗ for Ge2Sb2Te5. The slope of
the linear fit provides the activation energy for crystallization Ek. Fit parameters are
summarized in Table 3.9.
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Figure 3.37: Arrhenius plot of the nucleation prefactor J0 of Ge2Sb2Te5. The slope
of the linear fit provides the activation energy for nucleation EJ0. Fit parameters are
summarized in Table 3.11.
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barrier for growth Ea and the activation barrier for the steady state nucleation EJ the
work needed to form a critical cluster ∆Gc is
∆Gc = EJ−Ea = 0.92±0.15 eV. (3.19)
The values reported in [51] show as for the growth velocity, a slight deviation from the
values shown here. There a value for EJ of 3.50 ± 0.17 eV for the activation energy for
nucleation and a value of ∆Gc = 1.15± 0.22 eV the energy to form a critical nucleus is
reported.
JMAK analysis With Equation 3.8, the temperature independent Avrami exponent n
as well as the Avrami coefficient k∗ is determined. The Avrami exponent n is plotted as
a function of temperature in Figure 3.35. The resulting temperature independent value
is n = 4.05± 0.13 which is in good agreement with the value from [51] of 4.00 ± 0.20.
The Arrhenius fit of the Avrami coefficient k∗ is shown in Figure 3.36. Fit parameters
are summarized in Table 3.11. The resulting activation barrier for crystallization is Ek =
2.33±0.39 eV. The value reported in [51] of 2.69 ± 0.03 eV is equal within error, but it
has to be noted that the errors of the values for Ge2Sb2Te5 shown in this work are quite
large. The measured growth velocity according to Equation 3.11 is used to calculate the
nucleation prefactor J0, which is then plotted in an Arrhenius plot, as shown in Figure 3.37,
to obtain the activation barrier for the nucleation process EJ0 = 5.81±1.28 eV. The value
from [51] of 6.08 ± 0.68 eV is despite the large errors surprisingly similar. Fit parameters
are summarized in Table 3.11. Using Equation 3.13 and the activation barriers for growth
Ea and nucleation EJ0, the activation barrier for the overall crystallization process can be
calculated. To distinguish it from the measure value Ek it will be labeled Eck .
Eck =
2
n
Ev︸︷︷︸
1.09 eV
+
1
n
EJ0︸ ︷︷ ︸
1.43 eV
= 2.52±0.41 eV (3.20)
The calculated value of 2.52±0.41 eV agrees within error with the measured one of 2.33
± 0.39 eV. The contribution of the growth to the crystallization process is again smaller
than the nucleation part. The Kissinger value obtained in this study (see Table 3.4) of
3.13 ± 0.18 eV differs quite a lot, whereas the values by J. Kalb [50] of 2.46 ± 0.14 eV and
by Yamada et al. [112] of 2.23 eV agree better. This can be explained by the age of the
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samples measured in this study: the DSC samples were stored at atmospheric ambient for
a long time and thus allowed to oxidize. This had an impact on the nucleation, leading
to a higher activation barrier.
3.3.2.4 Ge8Sb2Te11
Although the AFM scans of Ge8Sb2Te11, shown in Figure 3.38, reveal crystals of various
sizes just as the materials presented before, there are much fewer crystals visible and most
are of comparable sizes. This indicates that Ge8Sb2Te11 is much less nucleation dominated
than the other Ge-Sb-Te material measured for this study. Nevertheless, the expression
growth dominated may be much too strong. The crystalline region of Ge8Sb2Te11 also
led to much deeper depressions in the surface enabling the possibility to also measure the
crystal growth perpendicular to the surface. Additionally, experiments on the kinetics of
films with an additional capping layer could be successfully performed with this premise.
They will be presented in subsection 3.6.2.
Growth velocity In Figure 3.39 the Arrhenius plot for the growth velocity in plane and
perpendicular to the surface is shown. It can be nicely seen that the growth velocity in
z-direction is always lower than in x-y-direction. The similar activation barriers of 2.67 ±
0.08 eV in x-y- and 2.73 ± 0.18 eV in z-direction imply that they only differ by a constant
factor. This can be attributed to two things: First, the z-direction does not directly show
the crystal growth, as on only observes the depression of the surface due to the density
change upon crystallization. Second, there is an effect of the surface itself, which has
to be considered. This will not be further discussed here. For the scope of this work
it is sufficient to know that the crystal growth in z-direction shows the same Arrhenius
behavior as the growth in x-y-direction.
Nucleation by back-calculation The back-calculation method and the measured growth
velocity in x-y-direction is used to determine the steady state nucleation rate JSS. As for
Ge2Sb2Te5 it was in this case not possible to deduce the timelag as the back-calculation
resulted in negative times for some temperatures. The Arrhenius plot of the steady state
nucleation, shown in Figure 3.40, gives an activation barrier for the steady state nucleation
rate EJ of 3.72± 0.17 eV. The fit parameters for the Arrhenius fits are summarized in
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(a) 1 h (b) 1+1=2 h (c) 2+1=3 h
(d) 3+1=4 h (e) 4+1=5 h (f) height scale
Figure 3.38: AFM scans on Ge8Sb2Te11. Dimension: 10 µm by 10 µm. Annealed at
145 ℃ in the DSC furnace. Crystals (dark) are visible in the amorphous background. The
scratch in the lower left corner was used to relocate the site.
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Figure 3.39: Arrhenius plot of the growth velocity v of Ge8Sb2Te11. The squares rep-
resent the growth velocity in plane, the triangle the growth velocity perpendicular to the
sample surface. The slope of the linear fit provides the activation energy for growth Ea.
Fit parameters are summarized in Table 3.6.
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Figure 3.40: Arrhenius plot of the steady state nucleation rate JSS of Ge8Sb2Te11. The
slope of the linear fit provides the activation energy for the steady state nucleation EJ. Fit
parameters are summarized in Table 3.7.
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Figure 3.41: Avrami exponent n of Ge8Sb2Te11. The line represents the weighted mean.
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Figure 3.42: Arrhenius plot of the Avrami coefficient k∗ for Ge8Sb2Te11. The slope
of the linear fit provides the activation energy for crystallization Ek. Fit parameters are
summarized in Table 3.9.
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Figure 3.43: Arrhenius plot of the nucleation prefactor J0 of Ge8Sb2Te11. The slope
of the linear fit provides the activation energy for nucleation EJ0. Fit parameters are
summarized in Table 3.11.
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Table 3.7. With the activation barrier for growth Ea and the activation barrier for the
steady state nucleation EJ the work needed to form a critical cluster ∆Gc is:
∆Gc = EJ−Ea = 1.05±0.19 eV (3.21)
JMAK analysis The temperature independent Avrami exponent n and the Avrami co-
efficient k∗ are determined according to Equation 3.8. The Avrami exponent n is plotted
as a function of temperature in Figure 3.41. The resulting temperature independent value
is n = 3.81±0.04. The Arrhenius fit of the Avrami coefficient k∗ is shown in Figure 3.42.
Fit parameters are summarized in Table 3.11. The resulting activation barrier for crystal-
lization is Ek = 3.12±0.06 eV. The measured growth velocity according to Equation 3.11
is used to calculate the nucleation prefactor J0, which is then plotted in an Arrhenius
plot, as shown in Figure 3.43, to obtain the activation barrier for the nucleation process
EJ0 = 6.47±0.26 eV. Fit parameters are summarized in Table 3.11. Using Equation 3.13
and the activation barriers for growth Ea and nucleation EJ0, the activation barrier for
the overall crystallization process is calculated. To distinguish it from the measured value
Ek it will be labeled Eck .
Eck =
2
n
Ev︸︷︷︸
1.40 eV
+
1
n
EJ0︸ ︷︷ ︸
1.70 eV
= 3.10±0.18 eV (3.22)
The calculated value of 3.10±0.18 eV agrees very well with the measured one of 3.12 ±
0.06 eV. Although the material is less nucleation dominated than the materials measured
before, the contribution of the nucleation to the overall activation barrier is still larger
than the contribution of growth. The Kissinger value obtained in this study (see Table 3.4)
of 3.67 ± 0.07 eV differs a lot, indicating differences in the nucleation due to different
thermal history of the samples or other yet undisclosed effects
3.3.3 DSC-microscope method
As especially the measurements on Ge8Sb2Te11 have shown, the AFM is the tool of choice
when extreme accuracy in the detection of crystals is desired. But when it comes to the
measurements of larger areas, needed when larger and less crystals develop, the optical
96 Chapter 3: Experimental results and discussion
microscope can be the better choice. In principle the AFM can do 100 µm by 100 µm
scans, which would be even larger than the optical micrographs shown below, but the
larger the scan is, the larger is the influence of the piezo, which leads to artifacts. Such
huge AFM images can only be taken using the full range of the piezo at extremely slow
scanning rates, which leads to a wear off of the piezo. Additionally, the AFM is only
capable of scans with 512 x 512 pixels, so that at large scanning areas the resolution of
the optical microscope is better. To prove that the evaluation of the optical micrographs
produce reliable results, for GeTe the crystal sizes obtained by AFM scans and by opti-
cal microscopy have been compared. As the optical microscope is not dependent on the
density contrast between amorphous and crystalline, it is also possible to measure mate-
rials like AgInTe2, which show no density contrast at all. In order to extract the length
information from the optical micropgraphs, the pixels have been calibrated with the help
of commercially available scales.
3.3.3.1 GeTe
As GeTe has a very pronounced optical contrast in the visible regime, in the annealing
series shown in Figure 3.44, crystals can be easily identified as bright spots. Like in the
AFM scans, a scratch, in the middle of the under region of the image, has been used to
relocate the site. In Figure 3.45 a series of AFM scans is shown, used to validate the data
from the optical microscope. Both series show many crystals of equal size and not much
nucleation, making the material a rather growth dominated material.
Growth velocity Figure 3.46 shows the Arrhenius plot of the growth velocities measured
at the optical micrographs. Fit parameters are summarized in Table 3.6. The activation
energy for growth Ea is determined to 2.27 ± 0.01 eV. Lu et al. [67] report a value of
1.77 eV. As there is no error given in this publication and the temperature control upon
usage of a hot-stage will not be as good as with he DSC used to anneal the samples in
this study, this value has to be doubted.
Nucleation and timelag by back-calculation Using the back-calculation method with
the measured growth velocity, the timelag τ and the steady state nucleation rate JSS were
determined. The Arrhenius plots, shown in Figure 3.47 and Figure 3.48, were evaluated
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(a) 5 min (b) 5+2=7 min (c) 7+2=9 min
(d) 9+2=11 min (e) 11+2=13 min (f) 13+2=15 min
Figure 3.44: Optical micrographs of GeTe. Dimension: 105 µm by 85 µm. Annealed
at 165 ℃ in the DSC furnace. Crystals (bright) are visible in the amorphous background
due to the large increase of reflectivity upon crystallization. The scratch in the middle of
the lower part of the images has been used to relocate the site.
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(a) 11 min (b) 11+1=12 min (c) 12+1=13 min
(d) 13+1=14 min (e) 14+1=15 min (f) height scale
Figure 3.45: AFM scans on GeTe. Dimension: 20 µm by 20 µm. Annealed at 165 ℃ in
the DSC furnace. Crystals (dark) are visible in the amorphous background. The scratch
in the upper region was used to relocate the site.
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Figure 3.46: Arrhenius plot of the growth velocity v of GeTe. The slope of the linear fit
provides the activation energy for growth Ea. Fit parameters are summarized in Table 3.6.
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Figure 3.47: Arrhenius plot of the steady state nucleation rate JSS of GeTe. The slope
of the linear fit provides the activation energy for the steady state nucleation EJ. Fit
parameters are summarized in Table 3.7.
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Figure 3.48: Arrhenius plot of the timelag τ of GeTe. The slope of the linear fit provides
the activation energy for the timelag Eτ . Fit parameters are summarized in Table 3.8.
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Figure 3.49: Avrami exponent n of GeTe. The line represents the weighted mean.
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Figure 3.50: Arrhenius plot of the Avrami coefficient k∗ for GeTe. The slope of the linear
fit provides the activation energy for crystallization Ek. Fit parameters are summarized
in Table 3.9.
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Figure 3.51: Arrhenius plot of the nucleation prefactor J0 of GeTe. The slope of the
linear fit provides the activation energy for nucleation EJ0. Fit parameters are summarized
in Table 3.11.
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to learn the activation barriers for these processes. The resulting activation barrier for the
timelag Eτ is 2.66±0.56 eV, the activation barrier for the steady state nucleation rate EJ
is 4.43±0.20 eV. The fit parameters for the Arrhenius fits are summarized in Table 3.8
and Table 3.7. With the activation barrier for growth Ea and the activation barrier for
the steady state nucleation EJ the work needed to form a critical cluster ∆Gc is
∆Gc = EJ−Ea = 2.16±0.20 eV. (3.23)
This means that twice the energy is needed to form a critical cluster in GeTe than in the
Ge-Sb-Te materials researched in this study.
JMAK analysis According to Equation 3.8, the temperature independent Avrami expo-
nent n and the Avrami coefficient k∗ are determined. The Avrami exponent n is plotted
as a function of temperature in Figure 3.49. The resulting temperature independent value
is n = 3.62± 0.46, which is in good agreement with the value of 4 reported by Lu et
al. [67]. The Arrhenius fit of the Avrami coefficient k∗ is shown in Figure 3.50. Fit
parameters are summarized in Table 3.11. The resulting activation barrier for crystalliza-
tion is Ek = 3.05± 0.28 eV. The measured growth velocity according to Equation 3.11
is used to calculate the nucleation prefactor J0, which is then plotted in an Arrhenius
plot (shown in Figure 3.43) to obtain the activation barrier for the nucleation process
EJ0 = 7.34±0.59 eV. Fit parameters are summarized in Table 3.11. With Equation 3.13
and the activation barriers for growth Ea and nucleation EJ0, the activation barrier for
the overall crystallization process is calculated. To distinguish it from the measured value
Ek it will be labeled Eck .
Eck =
2
n
Ev︸︷︷︸
1.25 eV
+
1
n
EJ0︸ ︷︷ ︸
2.03 eV
= 3.28±0.16 eV (3.24)
The calculated value of 3.28± 0.16 eV agrees very within error with the measured one
of 3.05 ± 0.28 eV. It can be learned that the contribution of the growth process to
crystallization is still smaller than the contribution of the nucleation. Again the Kissinger
value obtained in this study (see Table 3.4) of 3.96 ± 0.09 eV differs a lot, indicating
differences in the nucleation due to different thermal history of the samples or due to the
different sample geometries..
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3.3.3.2 AgInTe2
AgInTe2 is a special case of a phase change material: It shows no density contrast (see
Figure 3.17) and so little optical contrast that it was reported to be nonexistent [27]. But
as it can be seen in Figure 3.52, it was possible to use the marginal optical contrast for
evaluation, after the optical images have been enhanced in contrast. In this figure, images
(a) and (c) represent unfiltered images and images (b) and (d) represent filtered images.
In the unfiltered images orange spots are visible, which occur after the first annealing step.
As for the evaluation of the nucleation it would be necessary to evaluate every crystal in
a given region, this could not be done for AgInTe2, as many crystals are at the edge of
the resolution of the optical microscope and also crystalline regions grew from the orange
structures and scratches. Thus the results for AgInTe2 are limited to the growth velocity.
Growth velocity With a selection of crystallites of a size, which made them clearly
visible in the optical micrographs, it was possible to determine the growth velocity. The
Arrhenius plot of the growth velocity is shown in Figure 3.53. The activation barrier Ea
has been determined to be 2.04 ± 0.28 eV. As this value is very close to the Kissinger
activation barrier (see Table 3.4) of 1.73 ± 0.03 eV for the first peak, respectively 1.82 ±
0.07 eV for the second one. Unfortunately, without the knowledge of the Avrami exponent
n, it cannot be clarified if the similarity of these values is an expression of a purely growth
dominated behavior so that according to Equation 2.36 Ekiss = Ea.
3.3.4 Discussion of the different methods to obtain the nucleation
rate
In the subsections before, the crystal nucleation has been determined by two methods,
the back-calculation method and the JMAK method. For all materials the values for the
nucleation rate from these different approaches differ from each other. This behavior has
already been explained in a previous study [51]. The main arguments will be shortly
compiled in the following.
The difference can at least partially be attributed to the different assumptions the analyses
apply. On one hand, the back-calculation method assumes that the nucleation shows a
transient behavior converging finally into a steady state like shown in Figure 2.5. On
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(a) 8 h unprocessed (b) 8 h processed
(c) 8+1=9 h unprocessed (d) 8+1=9 h processed
Figure 3.52: Optical micrographs of AgInTe2. Dimension: 105 µm by 85 µm. Annealed
at 140 ℃ in the DSC furnace. Due to the very small optical contrast between the crystalline
and the amorphous phase visible on (a) and (c), the images have been processed with filters
in order to enhance the contrast. The result is shown in (b) and (d). After this procedure
crystals (bright) are visible in the amorphous background due to the increase of reflectivity
upon crystallization.
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Figure 3.53: Arrhenius plot of the growth velocity v of AgInTe2. The slope of the
linear fit provides the activation energy for growth Ea. Fit parameters are summarized in
Table 3.6.
Table 3.6: Fit parameters of the Arrhenius plots for the growth velocity of GeSb2Te4,
Ge2SbTe4, GeTe, Ge8Sb2Te11 in plane and in z-direction, Ge2Sb2Te5 and AgInTe2. Fitting
equation was ln(u) = ln(u0)−Ea · 1kBT .
Material Ea ln(u0)
in eV in ln(pms−1)
GeSb2Te4 1.89 ± 0.05 60 ± 2
Ge2SbTe4 2.53 ± 0.16 77 ± 5
GeTe 2.27 ± 0.01 69 ± 1
Ge8Sb2Te11 2.67 ± 0.08 78 ± 2
Ge8Sb2Te11 z-dir. 2.73 ± 0.18 76 ± 5
Ge2Sb2Te5 2.20 ± 0.15 65 ± 5
AgInTe2 2.04 ± 0.28 61 ± 8
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Table 3.7: Fit parameters of the Arrhenius plots for the steady state nucleation of
GeSb2Te4, Ge2SbTe4, GeTe, Ge8Sb2Te11 and Ge2Sb2Te5. Fitting equation was ln(JSS) =
ln(JSS0)−EJ · 1kBT .
Material EJ ln(JSS0)
in eV in ln(µm−2s−1)
GeSb2Te4 2.92 ± 0.20 82 ± 6
Ge2SbTe4 3.43 ± 0.40 90 ± 11
GeTe 4.33 ± 0.20 104 ± 5
Ge8Sb2Te11 3.72 ± 0.17 95 ± 5
Ge2Sb2Te5 3.12 ± 0.03 84 ± 1
Table 3.8: Fit parameters of the Arrhenius plots for the timelag of GeSb2Te4, Ge2SbTe4,
and GeTe. Fitting equation was ln(τ) = ln(τ0)+Eτ · 1kBT .
Material Eτ ln(τ0)
in eV in ln(min)
GeSb2Te4 2.26 ± 0.05 -64 ± 2
Ge2SbTe4 2.64 ± 0.16 -69 ± 5
GeTe 2.66 ± 0.56 -66 ± 15
Table 3.9: Fit parameters of the Arrhenius plots for the Avrami coefficient of GeSb2Te4,
Ge2SbTe4, GeTe, Ge8Sb2Te11 and Ge2Sb2Te5. Fitting equation was ln(k) = ln(k0)−Ek ·
1
kBT
.
Material Ek ln(k0)
in eV in ln(s−1)
GeSb2Te4 2.45 ± 0.12 64 ± 4
Ge2SbTe4 2.97 ± 0.10 76 ± 3
GeTe 3.05 ± 0.28 74 ± 8
Ge8Sb2Te11 3.12 ± 0.06 77 ± 2
Ge2Sb2Te5 2.33 ± 0.39 57 ± 11
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Table 3.10: Measured Avrami exponents n of GeSb2Te4, Ge2SbTe4, GeTe, Ge8Sb2Te11
and Ge2Sb2Te5.
Material n
GeSb2Te4 2.82 ± 0.17
Ge2SbTe4 4.17 ± 0.13
GeTe 3.62 ± 0.04
Ge2Sb2Te5 4.05 ± 0.13
Ge8Sb2Te11 3.81 ± 0.04
Table 3.11: Fit parameters of the Arrhenius plots for the nucleation prefactor of
GeSb2Te4, Ge2SbTe4, GeTe, Ge8Sb2Te11 and Ge2Sb2Te5. Fitting equation was ln(J0) =
ln(J00)−EJ0 · 1kBT .
Material EJ0 ln(J00)
in eV in ln(µm−2s−1)
GeSb2Te4 3.50 ± 0.14 85 ± 4
Ge2SbTe4 7.42 ± 0.13 197 ± 4
GeTe 7.34 ± 0.59 163 ± 32
Ge8Sb2Te11 6.47 ± 0.26 149 ± 7
Ge2Sb2Te5 5.81 ± 1.28 15 ± 37
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the other hand, the JMAK analysis yields a nucleation rate that increases linearly with
time. This is obviously contradicting each other. Additionally, both methods have to
employ the time derivative of measured quantities. Whereas the back-calculation method
has to use the time derivative of the number of crystals N, it is the time derivative of the
crystallized fraction χ for JMAK analysis. As a matter of fact, the differentiation of data
is always noisy. However, the order of magnitude of the nucleation rate J will certainly be
correct and the resulting number of crystals N will be comparable between both methods.
As the back-calculation method is based on the direct observation of the crystals, whereas
the JMAK analysis employs the crystallized fraction, the results of the former one may
be considered somewhat more reliable.
3.4 Trends in the Ge-Sb-Te system
One of the general goals of this study was to enhance the database of the measured kinetics
of Ge-Sb-Te alloys in order to be able to observe general trends within this material system.
In this section, the data will be compiled and trends will be derived where possible.
Crystallization temperature For the crystallization temperature of ternary Ge-Sb-Te
alloys a nice trend can be observed. As Figure 3.54 shows, with decreasing tellurium
content8, the crystallization temperature increases drastically. Even more interesting is
that the behavior seems to be linear - or at least close to it - over a vast range. Thus, it
is possible to predict crystallization temperatures of an arbitrary ternary Ge-Sb-Te alloy
with an accuracy of about ±5 K. This is very promising for the composition of materials
for novel data storage concepts, requiring higher crystallization temperatures. Plotted are
both materials located on the pseudo-binary line between GeTe and Sb2Te3, and other
Ge-Sb-Te alloys. It has to be noted though, that this empirically observed trend does not
hold for binary compounds built from any two of the three atoms. Hence, it is highly
likely that the trend also collapses for ternary materials with a very low contribution of
one of the three elements. The trend for the NaCl to hexagonal transition temperature,
as shown in Figure 3.55, is much less pronounced. In general, materials with higher
8Here tellurium content is defined as number of tellurium atoms divided by the total number of atoms
of the given structure.
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Figure 3.54: Crystallization temperature of Ge-Sb-Te alloys as function of tellurium
content. Plotted are only the ternary alloys measured within this study. It can be seen
that the crystallization temperature increases drastically with decreasing tellurium content.
The color code refers to Figure 3.3. Plotted are: Ge3Sb6Te5 (lightblue), GeSbTe2 (yellow),
Ge8Sb2Te11 (dark purple), Ge3Sb4Te8 (magenta), Ge2Sb2Te5 (blue), Ge2SbTe4 (green)
and GeSb2Te4 (red).
germanium content9 show a higher transition temperature. Due to the database here,
which is limited, because not all Ge-Sb-Te alloys show this transition (at least within
the temperature regime accessible within this study), it is hard to predict exact values
for a given Ge-Sb-Te alloy. Also the error of the determined transition temperature will
in most cases be larger than for the crystallization temperature, due to the small but
broad signature of this transition. About the physical origins of these trends can only
be speculated at this point of time. It is possible that the trend for the crystallization
temperature is not due to any feature of the tellurium, but due to the combination of
germanium and antimony10. This is supported by the fact that the binary alloys, lacking
one of the other atoms like GeTe or Sb2Te do not fit in this trend.
9Here germanium content is defined as number of germanium atoms divided by the total number of
atoms of the given structure.
10As of course: TeGe+Sb+Te = 1− Ge+SbGe+Sb+Te .
110 Chapter 3: Experimental results and discussion
0 . 1 4 0 . 1 6 0 . 1 8 0 . 2 0 0 . 2 2 0 . 2 4 0 . 2 6 0 . 2 82 6 0
2 8 0
3 0 0
3 2 0
3 4 0
3 6 0

 
 
	

G e  /  ( G e + S b + T e )
Figure 3.55: NaCl to hexagonal transition temperature of Ge-Sb-Te alloys as function
of germanium content. It can be seen that the transition temperature increases with in-
creasing germanium content. The color code refers to Figure 3.3. Plotted are: GeSbTe2
(yellow), Ge3Sb4Te8 (magenta), Ge2Sb2Te5 (blue) and GeSb2Te4 (red).
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Figure 3.56: Activation energy of growth of Ge-Sb-Te alloys as function of germanium
content. It can be seen that the activation energy of the growth velocity Ea increases in
a linear fashion with increasing germanium content. The color code refers to Figure 3.3.
Plotted are: Ge8Sb2Te11 (dark purple), Ge2Sb2Te5 (blue), Ge2SbTe4 (green) and GeSb2Te4
(red).
Activation barriers Many activation barriers of Ge-Sb-Te alloys have been measured
within this study (see Table 0.1 on page xiv for a compilation, including previous works).
In Figure 3.56 the measured activation barriers for growth for the ternary Ge-Sb-Te alloys
are plotted as a function of germanium content. It can be seen that the higher the
germanium content is, the higher is the activation barrier for growth. The same trend can
be observed for the activation energy for steady state nucleation, as shown in Figure 3.57.
Both plots show in general an almost linear behavior.
The Kissinger activation barriers of the materials located on the pseudo-binary line be-
tween GeTe and Sb2Te3, which should be in general equal to the activation barriers for
crystallization of the unoxidized materials (see discussion in subsection 3.6.2 below), show
a nice linear trend as function of tellurium content. This is illustrated in Figure 3.3. The
energy to form a critical cluster ∆Gc is for all materials around 1 eV, except for GeTe,
which shows a value of about 2 eV. One possible conclusion of this behavior is that the
addition of antimony eases the formation of critical clusters.
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Figure 3.57: Activation energy of steady state nucleation of Ge-Sb-Te alloys as function
of germanium content. It can be seen that the activation energy EJ increases in a linear
fashion with increasing germanium content. The color code refers to Figure 3.3. Plotted
are: Ge8Sb2Te11 (dark purple), Ge2Sb2Te5 (blue), Ge2SbTe4 (green) and GeSb2Te4 (red).
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Figure 3.58: Kissinger activation energy of Ge-Sb-Te alloys located on the pseudo binary
line between GeTe and Sb2Te3 as function of tellurium content. It can be seen that the
activation energy Ekiss increases in a linear fashion with decreasing tellurium content.
The color code refers to Figure 3.3. Plotted are: GeTe (marine blue), Ge8Sb2Te11 (dark
purple), Ge2Sb2Te5 (blue) and GeSb2Te4 (red).
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3.4.1 Tailoring a phase change material
With the trends presented in this chapter it is now possible to tailor a phase change
material to the needs of the application. First, a high crystallization temperature is
desirable to prevent unwanted crystallization. It can be learned from Figure 3.54 that
this can be achieved by using materials with a low tellurium content. If one sticks to
the alloys on the pseudo-binary line between GeTe and Sb2Te3, this directly means that
the maximum reachable crystallization temperature is about 190 ℃, as the minimum
tellurium content is higher than 0.50. A side effect of this is that according to Figure 3.58
also the activation barrier for crystallization will be very high, which is also desirable, as
this means slow crystallization at low temperatures, but fast crystallization at elevated
temperatures.
As suggested by Bruns et al. [15], for the application in electronical memory, only the
growth velocity is important for the speed of devices. This is nice – as restricted to
the pseudo-binary alloys – this is the only thing left to tune. In Figure 3.56 we learn
that increasing the germanium content increases the activation barrier for growth. Thus
combining much GeTe with only one formula unit of Sb2Te3 will give the best results. In
the case of Ge8Sb2Te11 already eight GeTe have been combined with only one Sb2Te3.
Using even more GeTe will lead to further increase of the activation barrier. Furthermore,
it can be learned from the results on Ge2SbTe4 that replacing part of the antimony does
not affect the stability of the material. Thus, a further increase can be gained by also
substituting part of the antimony with germanium. It has to be noted that replacing all
the antimony with germanium seems to be no possible option, as the activation barrier
for growth decreases again for pure GeTe as can be learned from Table 0.1. Additionally,
GeTe shows despite the low activation barrier the highest measured values for the growth
velocity (see Figure 3.59). It is possible that this is an artifact of the employed method,
utilizing the optical microscope, although it has to be noted that the measured growth
velocities have also been supported by AFM scans.
If one does not restrict oneself to this pseudo-binary line, there is even more room for
tuning. The transition temperature can be risen by at least another 30 K as shown by
the example of Ge3Sb6Te5. As the trends for the activation energy for crystallization
and growth velocity are mainly based on pseudo-binary alloys, it is challenging to make
any estimate for these properties for all Ge-Sb-Te alloys. In subsection 3.6.1 it will be
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Figure 3.59: Measured growth velocities for all Ge-Sb-Te materials in an Arrhenius
plot. It can be seen that GeTe shows the highest measured values for the growth velocity.
The color code refers to Figure 3.3. Plotted are: GeTe (marine blue), Ge8Sb2Te11 (dark
purple), Ge2Sb2Te5 (blue), Ge2SbTe4 (green) and GeSb2Te4 (red).
shown that especially non pseudo-binary alloys tend to show severe degeneration effects
at the surface. Also GeTe shows a similar behavior, which will be revealed in the next
section. Nevertheless, for all other pseudo-binary alloys measured in this study no ev-
idence for degeneration was found. The degeneration can be prohibited, as also shown
in subsection 3.6.1, by the usage of a capping layer, which is employed anyhow in most
applications. Thus, for applications no further problems arise from that.
3.5 An uncommon access to surface crystallization at the
model system GeTe
Already in subsubsection 3.2.2.1 the discrepancy between the DSC and the temperature
dependent resistivity measurements was mentioned: The major drop of resistivity at about
178 ℃ (see Figure 3.4(b))corresponds only to a small step signal in the DSC measurement
(see Figure 3.4(a) or Figure 3.60 for a better visibility of the step), whereas the main
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crystallization peak at about 210℃ in DSC can only be identified as a very small resistivity
drop. To explain this behavior, additional techniques like x-ray diffraction (XRD)11 and
optical characterization by Ellipsometry and Fourier Transformed Infrared spectroscopy
(FTIR)12 were applied to accomplish a deeper understanding of the underlying processes.
Samples of about 1 µm thickness were prepared on aluminum coated glass substrate. The
aluminum coating serves as a mirror in the FTIR measurements. To realize the state in
between the both features in the DSC measurements, these samples were annealed in a
conventional furnace at 165 ℃13.
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Figure 3.60: DSC measurement of GeTe obtained at a heating rate of 1 K/min. A small
exothermic heat release is visible at about 175 ℃. The inlet shows an enhancement of this
temperature region for better visibility. The main crystallization peak is visible at about
210 ℃.
The XRD measurement shown in Figure 3.61, reveals first information about the underly-
ing processes: Shown in blue is a measurement on an amorphous sample, where only the
diffuse background is visible. Plotted in red is the measurement of a fully crystalline film.
The peaks at 26°, 30°, 42° and 43° can be identified with peaks belonging to the rhom-
11The XRD measurements were performed by P. Merkelbach [2].
12The optical characterization was performed by S. Kremers [62].
13This temperature is lower than the temperature where the first signal occurs in the DSC and the
temperature dependent resistivity measurements. This is compensated by a longer annealing time.
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bohedral structure. The peak at 27° does not fit in this structure, but can be explained
as a peak of crystalline germanium. Thus the assumption that the second exothermic
peak at 280 ℃ in the DSC measurement (see Figure 3.4(a)) is due to the formation of
germanium is strongly supported by this measurement. In green, a measurement of the
intermediate state is shown. The sample annealed at 165 ℃ clearly shows features both
of the crystalline and of the amorphous phase. Now at this point of the analysis this can
still be interpreted in two ways: either the sample is still a mixture of crystalline and
amorphous regions homogeneously distributed throughout the sample, or it consists of a
two layer system of a crystalline and an amorphous layer.
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Figure 3.61: XRD on GeTe. Comparison of the crystalline (red) and amorphous spectra
(blue), with the spectrum of a sample annealed at 165 ℃ (green). The green curve shows
crystalline peaks and amorphous background [2].
At this point the analysis of the optical measurements can provide further information. In
the upper part of Figure 3.62, FTIR measurements on all three states are shown. Again,
the amorphous and crystalline spectra are shown in blue and red, whereas the intermediate
state is shown in green. It is clearly visible that the intermediate state resembles much
more the crystalline one. This is in contrast to the result of the ellipsometry measurements,
shown in the lower parts of Figure 3.62. There, over a wide energy range, the intermediate
state is almost identical to the crystalline one. As the main difference of both techniques,
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in this case, is the energy range of the light, this can be attributed to different penetration
depths. With larger photon energies the ellipsometer only sees the upper part of the film.
Thus, the results of the measurements are a strong hint for the second possibility to
explain the amorphous crystalline mixture of the intermediate state; there is a two layer
system of an amorphous underlayer covered with an already crystalline film. Figure 3.63
shows the fit of the optical spectra with a modeled two layer system. It can be seen that
the experimental data can be nicely reproduced, which was not possible - at least for the
whole data set - applying a purely crystalline or purely amorphous model. One possibility
to explain this behavior is as follows: due to the oxidation of germanium, the surface layer
has a lower germanium content, leading, as shown in section 3.4, to a lower crystallization
temperature. As GeTe is one of the building blocks of many phase change materials, it is
possible that this effect will occur for any of these materials. However, the effect may be
smaller for alloys with smaller germanium content.
3.6 Effects of capping layers
As in the desired applications as active media in novel data storage concepts, the material
will not be exposed to air, but will be covered with protective layers and/or electrode
materials, it is crucial to know, how the measured properties such as the crystallization
kinetics change with different capping layers. Additionally, as shown in section 3.5, the
exposure to air leads to a degeneration of the surface layer, inducing earlier crystallization
processes. First, the influence on the transition temperature will be deduced from a series
of measurements shown in subsection 3.6.1, originally intended to reveal the origin of the
step-like transition in the temperature dependent resistivity measurements on materials
like Ge3Sb4Te8. Afterwards, the direct effect of a capping layer on the crystallization
kinetics will be demonstrated (subsection 3.6.2). As capping layer (ZnS)60-(SiO2)40 has
been used. The active layer was Ge8Sb2Te11, as it showed the deepest crystals. Similar
experiments on Ge2Sb2Te5 were not successful due to insufficient depth of the crystalline
regions, when they were capped.
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3.6.1 Effects on the material stability and transition temperatures
In subsection 3.2.2 some materials such as GeSbTe2 and Ge3Sb4Te8 showed a step-like
behavior in the temperature dependent resistivity plot upon the amorphous to crystalline
transition (see Figure 3.7(b) and Figure 3.8(b) for example), whereas other materials
like Ge2SbTe4 did not show this effect, but a very sharp transition (see Figure 3.9(b)).
The first assumption to explain this behavior was that these materials decompose into a
germanium rich and a germanium poor part. For a first test of this hypothesis, samples
were prepared with stacks of layers with different germanium content. In Figure 3.64 the
temperature dependent resistivity measurement of such a layer stack is shown. In this case
the layer stack consists of a 10 nm GeTe layer sputtered on a 90 nm layer of GeSb2Te4.
As this figure nicely shows, with this stack a step, like seen for Ge3Sb4Te8 before, could
be produced.
The explanation is as follows: The two layers crystallize at different temperatures:
GeSb2Te4 at 145 ℃ and GeTe at 210 ℃ (see Table 3.2). Thus in the range in between
GeSb2Te4 is already in the low resistance crystalline phase, whereas GeTe stays in the
high resistance amorphous phase. As the two layers can be understood as a parallel circuit
of two resistances, which add up like
1
Rtot
=
1
RGeTe
+
1
RGST124
(3.25)
=
dGeTe
ρGeTe
+
dGST124
ρGST124
, (3.26)
where d denote the material’s thicknesses and ρ denote the material’s specific resistances,
the step can be explained as the mixture of these phases. The next step was to clarify
why Ge3Sb4Te8 consists of layers with different transition temperatures. Figure 3.65
shows what happens if the thickness of the Ge3Sb4Te8 layer is varied: It can be seen that
the resistance drop of the first step gets smaller the thicker the layers get. This can be
explained as follows: The layer which is responsible for this voltage drop is of about the
same thickness, regardless of the total thickness of the film. This results in an increasing
influence of the still amorphous region of the film, which rises the total resistance. This
assumption can be deduced from the following approximation,
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dtot
ρtot
=
d1
ρ1
+
d2
ρ2
(3.27)
with
dtot = d1 +d2 (3.28)
⇔
d1
d2
+ 1
ρtot
=
d1
d2
· 1
ρ1
+
1
ρ2
. (3.29)
For d1d2 ≈ 1, meaning that both layers thicknesses are of the same order of magnitude this
yields
2
ρtot
=
1
ρ1
+
1
ρ2
. (3.30)
Now if it is considered that layer 1 is already crystalline and thus has a much smaller
resistivity ρ1 << ρ2, the resulting total resistivity is mainly governed by ρ1. On the other
hand if d1d2 << 1, meaning that the early crystallizing layer is much thinner than the other
one, this yields
1
ρtot
≈ 1
ρ2
. (3.31)
So the intermediate state should get more resistive with increasing total layer thickness
as observed in experiment (see Figure 3.65). Assuming a constant thickness of the early
crystallizing part of the film, also a quantitative measure of it can be gained from the
data shown in Figure 3.65. For each film thickness three equations can be formulated
1
Rα,α
=
dtop
ρtop,α
+
D−dtop
ρbot,alpha
(3.32)
1
Rγ,α
=
dtop
ρtop,γ
+
D−dtop
ρbot,alpha
(3.33)
1
Rγ,γ
=
dtop
ρtop,γ
+
D−dtop
ρbot,gamma
, (3.34)
where D denotes the total thickness of the sputtered film, R is the measured film resistance
of the total film, the index ”top” indicated quantities belonging to the early crystallizing
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Table 3.12: Calculated thickness of the degenerated layer. Equation 3.34 provides three
equations for 5 variables. Hence, the system can be solved only by the combination of
data for two thicknesses. It is assumed that the thickness of the degenerated layer does
not change for different total film thicknesses. The decrease of film thickness due to
the density decrease upon crystallization is also neglected. Although the density contrast
is usually below 10 %, the calculated numbers here should be understood as a ballpark
number. The mean of the calulated values is 11.5 ± 2.5 nm. Thus, it can at least be
stated that this thickness is of the order of several nanometers.
Layer thicknesses calculated thickness of degenerated layer
in nm in nm
100 & 50 7
100 & 20 14
80 & 50 11
50 & 20 14
layer, the index ”bot” the later crystallizing bottom layer, α denotes amorphous quantities
and γ crystalline ones. It has to be stated that in this calculation it is not considered that
the film thickness decreases upon crystallization due to the density contrast. So altogether
this results in three equations per film thickness, containing five variables. Thus, by the
combination of the experimental data of two film thicknesses this system of equation is
solvable. The results are summarized in Table 3.12. It can be calculated that the early
crystallizing layer is about 11.5 ± 2.5 nm thick.
One possible idea about the origin of the early crystallizing part of the film is that due
to surface oxidation the top layer of the film is deprived of germanium. This is likely as
the oxides of germanium have the largest energy of formation (see [103, 5]). The test of
this hypothesis is to prevent the films from oxidation. To achieve this the films have been
capped in-situ with a protective SiO2 capping. The results are shown in Figure 3.66. It can
be seen that the capped films do not show any step in the resistivity data. The transition
temperature is slightly higher than for the uncapped films. In summary: The capping
of films enhances the stability of the phase change layer: possible decomposition due to
oxidation is prohibited. At least some materials will show higher transition temperatures
if they are protected with a suitable capping layer.
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Figure 3.62: Optical spectra of GeTe. (a) FTIR spectra between 0.05 eV and 1.0 eV.
(b) ellipsometry spectra, ranging from 0.7 eV to 4.0 eV for a reflection angle of 65°. The
crystalline spectra are shown in red, the amorphous ones in blue. In case of the sample an-
nealed at 165 ℃, shown in green, the FTIR spectrum resembles more the amorphous one,
whereas the ellipsometry spectrum is comparable to the crystalline one. Figure courtesy
of S. Kremers [62].
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Figure 3.63: (a) Fit of the optical spectra of GeTe annealed at 165 ℃. (b) Resulting
optical functions. It can be seen that the partially crystalline sample can be nicely described
with the combination of a crystalline layer and an amorphous layer. Figure courtesy of
S. Kremers [62].
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Figure 3.64: Temperature dependent resistivity measurement of 10 nm GeTe on 90 nm
GeSb2Te4. The first drop of resistivity at 145 ℃ can be attributed to the amorphous to
crystalline transition of GeSb2Te4. At about 200 ℃ the GeTe layer crystallizes. These
values are in agreement with the measured DSC transition temperatures (see Table 3.2).
The step-like behavior is similar to materials like Ge3Sb4Te8 (compare Figure 3.8(b)).
This can be explained by a parallel circuit of both layers in the case of the GeTe/GeSb2Te4
stack. Hence, it is highly probable that Ge3Sb4Te8 also decomposes into two layers showing
different transition temperatures.
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Figure 3.65: Effect of sample thickness on the temperature dependent resistivity of
Ge3Sb4Te8. It can be seen that the first step reduces in height for thicker layers, indicat-
ing that the layer responsible for it does not change its thickness very much. One possible
explanation is the oxidation of the surface leading to a layer – deprived of germanium –
with a lower transition temperature.
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Figure 3.66: Temperature dependent resistivity data of Ge3Sb4Te8 with and without
capping. The uncapped sample (closed triangles) shows the step-like behavior whereas the
sample capped with SiO2 (open triangles) shows a sharp transition at a higher transition
temperature.
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3.6.2 Effects on the crystallization kinetics
First experiments on the crystallization kinetics of capped films were performed at
Ge2Sb2Te5, as it is a very good documented standard material. Due to the relatively
shallow crystalline regions in the Ge2Sb2Te5 films, which could not be improved with
thicker layers, it was not possible to resolve the crystallites below the capping. Due to
the large and deep crystalline region in Ge8Sb2Te11, the corresponding experiments were
very successful and will be presented in this section.
3.6.2.1 Ge8Sb2Te11
Figure 3.67 shows an annealing series on Ge8Sb2Te11 capped with (ZnS)60-(SiO2)40. The
crystals, visible as dark regions in the amorphous surrounding resemble in shape and
depth much more those of Ge2Sb2Te5, as shown in Figure 3.32, than those of uncapped
Ge8Sb2Te11 (see Figure 3.38). Due to the (ZnS)60-(SiO2)40 layer on top, the depres-
sions indicating the crystalline regions are not as pronounced as for the uncapped case.
Nevertheless, evaluation of the scans is possible.
Growth velocity Figure 3.68 shows the Arrhenius plot of the measured growth velocities
of Ge8Sb2Te11. Shown as closed symbols is the data for the uncapped films, whereas the
squares denote the growth in surface direction and the triangles the growth in z- direction.
The data for the capped films is shown as open squares. The absolute values for the
capped films are always lower than for the uncapped films in the measurement regime.
The activation barrier for growth Ea increases from 2.67 ± 0.06 eV to 3.29 ± 0.21 eV.
Nucleation The Arrhenius plots of the steady state nucleation rate are presented in
Figure 3.69. Again the absolute values of the nucleation rate are smaller for the capped
films (shown as open squares) than those for the uncapped films (closed squares). The
activation barrier of 3.72 ± 0.17 eV for uncapped films stays equal within error (3.85 ±
0.08 eV for the capped films). With the activation barrier for growth Ea and the activation
barrier for the steady state nucleation EJ the work needed to form a critical cluster ∆Gc
is
∆Gc = EJ−Ea = 0.56±0.22 eV. (3.35)
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(a) 1.5 h (b) 1.5+0.5=2h (c) 2+0.5=2.5 h
(d) 2.5+0.5=3 h (e) height scale
Figure 3.67: AFM scans on Ge8Sb2Te11 capped with (ZnS)60-(SiO2)40. Dimension:
3 µm by 3 µm. Annealed at 165 ℃ in the DSC furnace. Crystals (dark) are visible in the
amorphous background. The scratch in the lower left corner was used to relocate the site.
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Figure 3.68: Arrhenius plot of the growth velocity v of Ge8Sb2Te11 capped with (ZnS)60-
(SiO2)40. The closed squares represent the growth velocity in the plane, the triangles the
growth velocity perpendicular to the sample surface as shown in Figure 3.39. The open
squares the growth velocity of the capped sample. The slope of the linear fit provides the
activation energy for growth Ea. Fit parameters are summarized in Table 3.13.
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Figure 3.69: Arrhenius plot of the steady state nucleation rate JSS of Ge8Sb2Te11 capped
with (ZnS)60-(SiO2)40 (open squares). The closed squares show the data of the uncapped
films. The slope of the linear fit provides the activation energy for the steady state nucle-
ation EJ. Fit parameters are summarized in Table 3.13.
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Figure 3.70: Avrami exponent n of Ge8Sb2Te11 capped with (ZnS)60-(SiO2)40 (open
circles). The closed circles show the data of the uncapped films. The lines represents the
weighted mean.
Thus, by capping Ge8Sb2Te11 with (ZnS)60-(SiO2)40 the energy needed to form a critical
cluster can be reduced by nearly a factor of two.
JMAK analysis According to Equation 3.8, the temperature independent Avrami ex-
ponent n as well as the Avrami coefficient k∗ is determined. The Avrami exponent n is
plotted as a function of temperature in Figure 3.41, where the closed symbols show the
data for the uncapped films and the open symbols the data for the capped ones. The
resulting temperature independent value is n = 4.07± 0.15 which is slightly higher than
the value for the uncapped films of 3.81 ± 0.04. The Arrhenius fit of the Avrami coef-
ficient k∗ is shown in Figure 3.71. The resulting activation barrier for crystallization is
Ek = 3.64±0.18 eV, which is again higher than the uncapped value of 3.12 ± 0.06 eV. The
measured growth velocity according to Equation 3.11 is used to calculate the nucleation
prefactor J0, which is then plotted in an Arrhenius plot, as shown in Figure 3.72, to obtain
the activation barrier for the nucleation process EJ0 = 7.93±0.73 eV. Using Equation 3.13
and the activation barriers for growth Ea and nucleation EJ0, the activation barrier for
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Figure 3.71: Arrhenius plot of the Avrami coefficient k∗ for Ge8Sb2Te11 capped with
(ZnS)60-(SiO2)40 (open squares). Shown as closed squares is the data of the uncapped
films. The slope of the linear fit provides the activation energy for crystallization Ek. Fit
parameters are summarized in Table 3.13.
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Figure 3.72: Arrhenius plot of the nucleation prefactor J0 of Ge8Sb2Te11 capped with
(ZnS)60-(SiO2)40 (open squares). The data for the uncapped films is shown as reference
(closed squares). The slope of the linear fit provides the activation energy for nucleation
EJ0. Fit parameters are summarized in Table 3.13.
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Table 3.13: Fit parameters of the Arrhenius plots for Ge8Sb2Te11 capped with (ZnS)60-
(SiO2)40 for reference the values of the uncapped films are given. E represents the activa-
tion barrier whereas c0 represents the y-axis intercept
Quantity E c0
in eV in ln(∗)
Growth velocity *= pms −1
uncapped 2.65 ± 0.06 77.6 ± 2.1
capped 3.29 ± 0.21 89.9 ± 5.4
Steady state nucleation rate JSS *= µm−2s−1
uncapped 3.73 ± 0.17 94.6 ± 4.7
capped 3.85 ± 0.08 94.6 ± 2.0
Avrami coefficient k∗ *= s−1
uncapped 3.12 ± 0.06 76.6 ± 1.7
capped 3.64 ± 0.18 86.6 ± 4.7
Nucleation prefactor J0 *= µm−2s−1
uncapped 6.47 ± 0.268 149.3 ± 7.1
capped 7.93 ± 0.73 180.5 ± 19.1
the overall crystallization process is calculated. To distinguish it from the measured value
Ek it will be labeled Eck
Eck =
2
n
Ev︸︷︷︸
1.62 eV
+
1
n
EJ0︸ ︷︷ ︸
1.95 eV
= 3.57±0.54 eV. (3.36)
The calculated value of 3.57±0.18 eV agrees very well with the measured one of 3.64 ±
0.08 eV. Also the Kissinger value obtained in this study (see Table 3.4) of 3.67 ± 0.07 eV
agrees well. This leads to the assumption that the too large Kissinger barriers of some
materials compared to the measured activation barriers for crystallization may arise due
to a difference of the measured quantity: The activation barrier for the crystallization
measures – in the extreme case – only the crystallization of the surface, whereas the
Kissinger barrier measures the crystallization of the majority of the film, producing the
most signal.
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3.6.3 Discussion of the results on capped films
In summary, the capping of the films with a thin layer of (ZnS)60-(SiO2)40 or SiO2,
successfully prevented the degeneration of the sample. The results on GeTe, shown in
section 3.5, give rise to the assumption that the degeneration is mainly taking place in
the vicinity of the sample surface. The combination of both results can be read as a hint
that the degeneration is mainly due to the oxidation of the samples. This is supported by
the fact that the step in the temperature dependent resistivity measurements vanishes for
capped films (see Figure 3.66). However, it has also been shown that the application of
a capping layer strongly influences the crystallization mechanism. In the case of (ZnS)60-
(SiO2)40 used as capping presented here, all measured activation barriers were higher than
for the uncapped films. This effect may be desirable for applications, as this ensures low
values of growth velocity and nucleation around room temperature and much higher ones
at the temperature of application. It has to be noted, though, that in the temperature
regime of the measurements performed for this study, the actual values of the measured
quantities were much lower for the capped films. This can be seen in Figure 3.59. Similar
results have been achieved by Ramanathaswamy et al. [78] by employing a transmission
electron microscopy on capped Ge2Sb2Te5 films. They state further that the application
of different capping layers can lead to different outcomes. With a capping layer of GeCrN
they were able to increase the nucleation rate by almost a factor of two. Thus, it is
possible to tune a system with different capping layers.
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4 Conclusion and outlook
In this study, the database of the kinetics of phase change materials, especially of Ge-Sb-Te
materials located on the pseudo-binary line between GeTe and Sb2Te3, has been tremen-
dously enlarged. Hence, it was possible to deduce trends within this material system,
which can be used to tailor pseudo-binary alloys according to the needs of application.
Furthermore, the limit of these alloys, with respect to maximum crystallization temper-
ature has been shown. To enlarge the possibilities to tune the system, it is suggested to
extend research on non pseudo-binary alloys. As many of these alloys tend to decompose,
which leads to unwanted effects, especially in the electrical signals, new challenges arise
here. This work has provided first approaches, to overcome these challenges by show-
ing that the protection of the active phase change layer with a suitable protection layer
may lead to disappearance of those unwanted effects. As the covering with a protective
layer limits the measurements of the crystallization kinetics, with the technique used in
this study, to materials with extremely deep crystals, future works will have to find new
techniques to be able to further expand the knowledge on kinetics. The deep crystals of
Ge8Sb2Te11 made measurements of the crystal growth perpendicular to the surface possi-
ble. It has been shown that the activation barrier is comparable to the activation barrier
of the growth process in plane. Experiments on the behavior in z-direction of other phase
change materials, eventually employing other techniques are highly desirable.
As in this study it has been shown that the kinetics will change due to the application
of capping layers, it is directly evident that work on the influence of different materials
coating the phase change layer is highly desirable. In this work, the influence of a capping
layer, similar to those used in optical discs, has been been described. As the interest in
application is moving more and more in the direction of electrical devices, the influence
on the kinetics by different top electrode materials, is highly interesting. Furthermore,
it may be possible to further tune the materials properties according to the application’s
needs by the choice of the optimal capping layer.
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Further measurements of the crystallization kinetics of non pseudo-binary Ge-Sb-Te ma-
terials may lead to a microscopic understanding of the trends, presented in this thesis,
by providing deeper insights into the empirical trends, found within this study. Thus,
the parameter space for the tailoring of materials could be enhanced, leading to further
optimization of the materials for applications.
The effect of different transition steps in the temperature dependent resistivity measure-
ments of some materials has been explained with a simple model of a parallel circuit of
different regions of the phase change material. With the help of the trends measured for
the crystallization temperature, it was possible to deduce that these regions are formed
due to different germanium concentrations within the film. The results on GeTe, as well
as the fact that it was possible to avoid this behavior with the application of a protection
layer, strongly suggest that this effect is located at the sample surface. One explanation
is the formation of germanium oxide at the sample surface, leading to a deficit of germa-
nium in the top layer of the phase change film. Future experiments, like an analysis of
the stoichiometry as a function of film depth might be useful to confirm this effect.
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