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An RD-set (recursively defined) is a minimal set of positive integers con- 
taining a given seed and closed under a given set of unary linear operations 
(x + ax + b). We examine conditions under which the complement of an RD- 
set may be expressed as the disjoint union of infinite arithmetic progressions. 
DEFINITION. An RD-set 
(alx + b, , a2x + b, ,..., a$ + h : cl , c2 ,..., cm> 
is the smallest set of positive integers containing the seeds c1 ,..., c, , and 
closed under the affine operations x + six + bi . We assume ai 2 2, 
bs >O,andcj > 1. 
In the present paper we wish to examine the complements of these 
RD-sets, and in particular we wish to express these complements as disjoint 
unions of infinite arithmetic progressions. It will be useful to develop 
a few working lemmas. 
DEFINITION. An RD-set is good if its complement in the set of positive 
integers is the disjoint union of infinite arithmetic progressions; otherwise 
it is bad. 
LEMMA 1. If a set S of positive integers is the (not necessarily disjoint) 
union of infinite arithmetic progressions, then it is also a disjoint union of 
injinite progressions. 
Proof See Appendix. 
* Present address: Department of Mathematics, Harvard University, Cambridge, 
Mass. 02138. 
243 
Copyright 0 1975 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
244 D. COPPERSMITH 
LEMMA 2. If(a,x + bl,..., akx + bk : q) isgoodfor each q , 1 \( j < m, 
then (alx + b, ,..., akx + bk : c1 , c2 ,..., cm) is also good. 
Proof. Let Sj be the RD-set formed with seed cj , let Tj be its comple- 
ment in the set of positive integers; let S be the whole per-set and T its 
complement. We have easily S = (Jj Sj and SO T = nj Tj . NOW Tj is the 
disjoint union of infinite arithmetic progressions: 
,” 
so 
The parenthesized expression is the finite intersection of infinite arithmetic 
progressions and is itself an infinite arithmetic progression or else empty; 
further, all unions are disjoint. So S is good, as required. 
The previous lemma shows that it su5ces to consider RD-sets with a 
single seed. 
After introducing one more concept we will be ready for the main 
results of the paper. 
DEFINITIONS. Feedback occurs when a (possibly negative) integer is 
mapped onto itself by a series of applications of one or more of the 
operators x + six + bi . Each such integer is a feedback element. For 
example, if the operators are 2x and 3x + 5, we have two examples of 
feedback: first, 2x : 0 + 0; second 2x: -1 -+ -2 and 3x + 5: -2 -+ -1. 
Feedback like the first example, where only one operator is involved, 
is called single-operator feedback, while that involving two or more 
operators and a cycle of at least two integers is called multiple-operator 
feedback. If a number is part of two different feedback cycles the cycles are 
said to overlap; e.g., if the operators are 2x + 1 and 3x + 2, -1 maps 
onto itself in two different ways. Finally, feedback is said to propagate 
if repeated applications of various operators upon one of the integers 
in the feedback cycle will map that integer into arbitrarily large positive 
numbers. This is usually the case. For example, in the first example above, 
repeated application of the operator 3x + 5 to the feedback element 0 will 
obviously produce arbitrarily large positive integers. N. B. Feedback 
elements need not be part of the RD-set; they are determined solely by 
the operators and not by the seeds of the RD-set. 
THEOREM 1. If there is no feedback among the operators of a given 
RD-set, of if the only feedback present does not propagate into the positive 
region, then the RD-set is good. 
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Proof. By Lemma 2 we need only consider RD-sets with single seeds. 
Let S = (Q~X + b, ,..., a~ + bk : c). Let A be the least common multiple 
of all the ai’s. Let D, be the set of all integers . . . . -2, -1, 0, 1, 2 ,... and 
define inductively Dn+l = ui[aaix + bi 1 x ED,]. The following statements 
about D, are easily proved by induction: 
1. D, contains all elements of S which are obtained with at least n 
steps from c (a step being the application of one of the operators six + bi). 
2. D, contains Dn+l . 
3. D, is periodic, with period A”. 
4. The smallest positive element of D, is at least yaln, where a, is 
the minimum ai and y is a fixed positive number associated with the per-set. 
Statement 4 requires some proof. Let di = --bi/(ai - 1) for each i, 
1 < 1 < k. Then di is the fixed point of operator i. Anything above di 
is mapped to a larger number, while anything below dt is mapped to a 
smaller number. Let dmin and dmsx be the least and greatest di , respectively. 
Notice that d m&x < 0. Any number less than dmin is mapped into a smaller 
(more negative) number by each operator six + bi , while each number 
greater than d,, is mapped into a larger number. Thus the only feedback 
elements are constrained to lie between dmin and dmax ; further, if an 
element of Dn+l lies within this range, its precursor in D, must also have 
been in this range. Letting N be the number of integers in this range 
[dmin , dmax], we see that in the set DN , any integers which remain in the 
range [&in , dmaxl are necessarily feedback elements; by hypothesis, 
they do not propagate into the positive region in this case, and so their 
effect may be ignored after DN . So these feedback elements aside, we 
turn our attention to those integers larger than dmax . Each application of 
an operator increases each of these integers, and it is fairly clear that for n 
large enough, the smallest positive element of Dn+l is obtained from the 
smallest positive element of D, by the operator a,x + bl , where a, is 
the minimum among ai, and bl is the least bi associated with this a, 
(i.e., ai is minimized first, and among equal ai we choose the minimum bi). 
Statement 4 follows from these remarks. 
Now define E,,’ = D,-, - D, , the set-theoretic difference. From 
statement 3 above, E,,’ is periodic with period A”. Having established 
periodicity, we may drop nonpositive numbers; let E,, = E,’ n [l, 2, 3,...]. 
En is semiperiodic: if x is in En, then x + A* is also in E,, , but not 
necessarily x - A”. 
From statement 2 above, the E,, are disjoint. From statement 4, we have 
the fact that the E,, together cover all positive integers. This is true because 
each positive integer is in only finitely many of the D, , and so must 
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eventually be in an E, . That is, [ 1, 2, 3 ,... ] = DO+ = D,+ u E1 = 
Dz+uE,uE,= ~1. = Un E,, (a disjoint union), where D,+ is the 
positive part of D, . 
Finally, from statement 1, each E, contains only finitely many elements 
of S, namely at most those elements which were obtained from the seed 
in less than II steps. These number at most 1 + k + k2 + ... + kn-l. Now 
each E,, , being (semi) periodic, can be expressed as the disjoint union of 
(one-way) finite arithmetic progressions, each of period A”. E, = UT Pnj . 
Each Pnj contains only finitely many elements of S; call this finite inter- 
section Sni . Clearly Pnj - Snj can in turn be expressed as the disjoint 
union of a finite number of (one-way) infinite arithmetic progressions. For 
example, if Pni were the set of all positive integers 1, 2, 3,... and Sni were 
the finite set [2,3, 51, then P,, - Ssj = [l, 6, 11, 16 ,... ] u [7, 12, 17,22 ,... ] u 
[S, 13, 18 ,... ] u [4, 9, 14 ,... ] u [lo, 15, 20, 25 ,... 1. We simply break a 
progression of pitch K into M progressions of pitch MK, where M is large 
enough that each new progression has only one (or zero) “forbidden” 
elements, and this element (if present) is the first item in the new 
progression; then its elimination still leaves an arithmetic progression. 
In this way we construct Pnj - Snj = Uh P& . So finally, collecting 
the arguments, 
= s u u u (PFz5 - s?d = s u u tJ u P:ih 3 a i n i h 
with all unions being disjoint, and each P,& being an infinite arithmetic 
progression. This proves Theorem 1, because we have shown that S is 
good. Q.E.D. 
TI-IEtoREM 2. Suppose the operators six + bi provide a feedback cycle, 
and that one of the numbers f in this cycle (usually the maximum) can be 
propagated into the positive region by an operator a,x + b, (i.e. 
alf + b, > f) such that each prime divisor of a, is also a divisor of some ai 
where the operator a5x -/- bj is involved in the feedback cycle. Then there 
is a seed c for which (aIx -I- b, ,..., akx -I- bk :c) is bad. 
COROLLARY 2a. Any set of operators which provide multiple-operator, 
multiple-element feedback also provides for a bad RD-set, since that operator 
in the feedback cycle which produces the maximum feedback element will 
also propagate that element into the positive region, and said operator 
vacuously satis-es the conditions of Theorem 2. 
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COROLLARY 2b. For any P > 2, N > 0, a > 1, there is a seed c such 
that (Px + N(P - 1), Px + N(P - 1) + a: c) is bad. The first operator 
provides feedback on the element -N and the second operator propagates 
this feedback into the positive region. 
Proof of Theorem 2. Repeatedly apply the operator a,x + bl to the 
maximum feedback element until we reach a positive number L. Apply 
the operator once more to obtain M. Let M be the seed. Since each ai is 
at least 2 and each bi is nonnegative, each element of 
s = (alX + bl ,..., akx + bk + bk : M) 
is greater than L; in particular, L is not in S. But we will show that each 
arithmetic progression through L hits S in&Gtely often, thus S is bad. 
Consider a progression of pitch P passing through L. Let us suppose 
first that P and al are relatively prime. Then the operator a,x + b, applied 
to the modular classes 0, l,..., P - 1 modulo P gives a permutation of 
these classes. Thus, starting from M, and repeatedly applying the operator 
a,x + b, , we must eventually (after, say, K applications) get back to M, 
modulo P; then the (K - 1)st application yielded L, modulo P, and in 
fact for each integer N, the (KN - 1)st application of a,x + bl to M will 
also give L, modulo P. Therefore, the arithmetic progression L + Pm 
contains infinitely many elements of S. 
Now suppose P is not relatively prime to a, . Then find some positive 
integers h, n, and Q such that hP = Qaln and Q is relatively prime to a, . 
This is always possible. Clearly, if the progression of pitch hP through L 
hits S infinitely often, then so does that of pitch P through L. Now, by 
construction, there is some number g such that the feedback element f 
becomes M after g + 1 applications of the operator a,x + bl . As above, 
working modulo Q, the element M becomes itself after K applications of 
the same operator. Therefore, for any m large enough, after mK - (g + 1) 
applications of this operator, the element M becomes f modulo Q. So S 
contains infinitely many elements of the form Qj +J: Now there is a 
finite cycle of operators which maps f back into f (because f is a feedback 
element), and by hypothesis, the product of their ai , raised to some finite 
power, is divisible by a,. So apply this cyde of operators to Qj + f enough 
times and we will get Qj’aln + f where 
j’4” =j(feegaok 4)“. 
operators 
n’ is big enough that j’ is an integer. (This may take some time to convince 
yourself). Finally apply the operator a,x + b, to the result g times to get 
(ap)(a,“) Q j’ + L. The reader may again verify the correctness of this 
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expression and the fact that, by construction, it is actually an element of S. 
So, since hP = alnA, the progression of pitch P starting at L hits S 
infinitely often, and the complement of S cannot be the union of infinite 
arithmetic progressions. This concludes the proof of Theorem 2. 
So far, Theorem 1, has dealt with the case where no feedback is 
propagated, and Theorem 2 with the case where feedback is propagated 
by operators similar to those operators which created the feedback. This 
leaves the case where (single-operator) feedback is propagated by 
operators, each of whose aj has a prime factor not included in the ai of 
that operator producing the feedback (or in the product of the aj , in the 
case of overlapping single-operator feedback; i.e., each of the operators 
2x and 3x produces single-operator feedback on the number 0). We are 
now well enough armed to give sufficient (and almost necessary) conditions 
on the operators such that for some seed they admit of a bad RD-set. 
THEOREM 3. If all the following conditions hold on a set of operators, 
then for some seed the operators yield a bad RD-set. 
(1) Single-operatorfeedback isproduced andpropagated; the feedback 
element is f: 
(2) For some subset of the operators, there is no prime dividing each 
(aibj + bi) - (ajbi + bi) = (ai - 1) bi - (aj - 1) bi . 
(3) If, for each operator in this subset, we de$ne ei to be the ai divided 
by any prime factors which ai shares with any feed-back producing operator, 
then either a feedback propagating operator has ei = 1 (Theorem 2) or 
else there exists a positive integer E divisible by each prime in the et, 
for which for each residue E’ = 0, l,..., E - 1, there is some sequence of 
these operators which, applied to any integer, will yield I? module E, and 
yet the product of the ei over this sequence of operators is exactly E. 
Comment. Our prototypes for this theorem are (2x, 3x + 1,3x + 3: 4) 
and (2x, 3x + 3, 9x + 2: 20), with E = 3 and 27, respectively. 
Proof of Theorem 3. As in Theorem 2, we apply a feedback-propagating 
operator to the feedback element over and over until it is forced into the 
positive region; let the first positive occurrence be L. Apply the same 
operator again to get M, the seed. The claim is that each arithmetic 
progression through L hits the RD-set; this will be proven if we can show 
that each arithmetic progression through the feedback element also hits 
the RD-set, because the same operations which produced L from f (the 
feedback element) will produce Pjx + L from Px +f, where P is the 
pitch of the progression, x is an integer, and j is the product of the ai in 
the operators involved. 
Let P be the pitch of the progression; let P’ be a multiple of P such that 
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P’ = FEflQ, where F is the product of primes contained in the ai of feed- 
back-producing operators, E is defined in the hypothesis, and Q is relatively 
prime to both E and all the feedback-producing operators. We wish to 
exhibit an element of R&set of the form FE*Qx + f: This can be obtained 
by the feedback-producing operators from E”Qy +J By the hypothesis 
(3), some sequence of operators will obtain this from E”-lQy, + g, 
for some gl ; apply (3) again to obtain this from E”-2Qy, + g, ; etc., 
t%rally, this can be obtained from E”Qyn + g, = Qy’ + g’. (This is where 
we make use of the fact that the product of the ci is exactly E; the argu- 
ments by which E”Qy + f can be obtained from E+lQy, + gl , etc., 
are perhaps better justified to the reader by his own reasoning than by my 
explanations.) 
Now we use hypothesis (2) to obtain the Qy’ + g’ from the seed. 
Because Q is relatively prime to each ai in the subset, each operator in the 
subset gives a permutation of the residue classes modulo Q. Thus if R is the 
set of residue classes obtainable, for each operator we have (a$R + bi) = 
(permutation of R). Now by hypothesis (2), for each prime p in Q there 
are two operators in the subset which, under the two different orders of 
combination, yield a constant difference when applied to each integer, and 
this constant difference is not divisible by the prime. Apply the operators 
to R in each order and get two permutations of R; these permutations are 
spaced apart by a number not divisible byp. Yet each is exactly equal to R. 
Thus R is periodic with period, not Q, but Q divided by the highest power 
of p contained in it. Repeat the argument for each p to see that R is the 
complete modular set. (R is nonempty and periodic with period 1.) So 
for any g’, there exists a y’ such that Qy’ + g’ is in the RD-set. Following 
back, this means that any arithmetic progression through f hits the 
RD-set, and so does any progression through L, thus proving the theorem. 
Comment. The subset of operators mentioned in hypothesis (2) 
necessarily contains an operator which does not produce the feedback; 
if all operators produce the feedback, then f = --bJ(ai - 1) = 
-bj/(aj - 1) and the quantity (aibj + bi) - (ajbi + bj) is actually zero, 
and thus is divisible by all primes. 
Comment 2. If hypothesis 2 does not hold, it could well be that some 
prime p divides each (ai - 1) f + bi . In this case, scale everything down 
by a factor of p, leaving f tied. This amounts to replacing the operator 
six + bi by six + (((ai - 1) f + bi)/p) - (ai - l)f, and replacing each 
element y by (y - f)/p + f. Then it is fairly clear that if this new “reduced” 
set of operators admits of a bad RD-set, then so does the original set. The 
reader may verify that the scaling-up of a bad m-set yields another bad 
RD-set. 
250 D. COPPERSMITH 
Comment 3. Hypothesis (2) is entirely equivalent to the more general 
hypothesis, that if for each combination of operators in the subset (with 
repetitions allowed) and any two permutations of the combination, the 
constant differences between the values of those permutations applied to 
a variable x is taken, then these constant differences are relatively prime as 
a group. The equivalence uses the fact that any permutation is the product 
of interchanges of two consecutive elements. A stronger hypothesis is 
allowed, however, which may be more difficult to test: For each pair of 
series of operators from the subset, which take x into Ax + B and Ax + C, 
respectively (i.e., the A is the same), the difference B - C is taken, and it 
is this set of differences (B - C) which must be relatively prime as a group. 
Comment 4. The present version of hypothesis 3 is used because it is 
nearly finitely decidable. A theoretically more pleasing alternative is: 
HYPOTHESIS (3’). For any Q relatively prime to the ai of feedback- 
producing operators but consisting of primes contained in the aj of other 
operators in the subset, andfor any q = 0, l,..., Q - I, there is a sequence 
of operators such that when applied to any integer x the sequence will yield 
something equivalent to q module Q. 
Or, Hypothesis (3”). 
HYPOTHESIS (3”). For any Q consisting of primes contained in any ai 
of operators in the subset, a sequence of operators is guaranteed to produce 
f modulo Q (where f is the feedback element). 
Hypotheses 3, 3’, 3” are nearly equivalent, and the extent of their 
equivalence or nonequivalence is a measure of the necessity of the original 
hypotheses to the badness of an RD-set. 
Comment 5. The reason that, in hypothesis 3, the product of the e+ 
must be exactly E and not larger, is that in (2x, 3x + 2, 9x + 3: l> we 
can never attain 9y, and in (2x, 15x + 3, 15x + 5: l> we can never attain 
15~. Any weaker version of hypothesis 3 would probably be satisfied by 
these sets of operators. 
It seems true that either Theorem 2 or some watered-down version of 
the hypotheses to Theorem 3 (with the above comments in mind) is 
necessary for a RD-set to be bad. This grey region between “sufficient-bad” 
conditions and “necessary-bad” conditions represents the extent to which 
the problem remains unsolved. 
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APPENDIX 
Proof of Lemma 1. Suppose S is the union of one-way infinite 
arithmetic progressions on the positive integers. We wish to show that 
S is the disjoint union of one-way in&rite arithmetic progressions. 
Let S = Up Pj, and let the progression Pj have pitch Qj . For each 
positive integer k, defineN, = (2 x 3 x 5 x . . . x plc>” wherepk is the kth prime. 
Each Qj evenly divides NI, for some k. For each k, starting with k = 1 
and working up, consider the set of j such that Qj divides Nk but not 
N,-, . (For k = 1, consider those j for which Qi divides N1). Replace the 
Pj by a collection of progressions each with pitch Nrc . If two such pro- 
gressions for a given k overlap at all, one of them wholly contains the 
other, and the latter may be deleted. (There is the problem of starting 
point: the progression 10, 15, 20 ,..., is a proper subset of the progression 
5, 10, 15 )..., and this problem has been somewhat solved right here). 
If any progression overlaps with a progression from a previous k, the 
overlap will be complete, as will be shown by induction, and this new 
progression again may be dropped. Finally we have a collection of 
progressions of pitch Nk disjoint from each other and from the previous 
progressions (the result of the first k - 1 iterations). Now the problem of 
starting point arises again. Suppose one of these N,-pitch progressions 
starts at a point beyond Nk ; suppose further that some elements of S are 
of the right residue, modulo N*, to have been included in this progression 
but lie to the left of the starting point of this progression. Clearly there are 
only finitely many such elements for each progression. Each is the element 
of some progression which will be dealt with at some later k’, and since 
Nk divides Nkf , and Nkp progression is a subset of the Nk progression 
except for this stray element (or a finite number of stray elements). For 
a given Nk progression there are only finitely many such stray elements, 
and so there is a maximum k’, call it k”. Now we just break the Nk 
progression into a number of progressions of pitch Nk- , and selectively 
shift the starting points so as to include the stray elements. This validates 
the induction hypothesis, and the proof is complete. 
(This proof is deliberately sketchy; the result is not that vital, but the 
interested reader can work out the details from what is given here.) 
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