Prediction at ungauged sites is essential for water resources planning and management. Ungauged sites have no observations about the magnitude of floods, but some site and basin characteristics are known. Regression models relate physiographic and climatic basin characteristics to flood quantiles, which can be estimated from observed data at gauged sites. However, some of these models assume linear relationships between variables and prediction intervals are estimated by the variance of the residuals in the estimated model. Furthermore, the effect of the uncertainties in the explanatory variables on the dependent variable cannot be assessed. This paper presents a methodology to propagate the uncertainties that arise in the process of predicting flood quantiles at ungauged basins by a regression model. In addition, Bayesian networks (BNs) were explored as a feasible tool for predicting flood quantiles at ungauged sites. Bayesian networks benefit from taking into account uncertainties thanks to their probabilistic nature. They are able to capture non-linear relationships between variables and they give a probability distribution of discharge as a result. The proposed BN model can be applied to supply the estimation uncertainty in national flood discharge mappings. The methodology was applied to a case study in the Tagus basin in Spain.
INTRODUCTION
Flood frequency analyses estimate the frequency of occurrence of a given flood event. They require observed data to conduct a statistical analysis, assuming that flood events are independent and identically distributed (Rao & Hamed ) . However, observed streamflow series are usually short and at-site analyses present large uncertainties, mainly for high return periods. A regional approach is often used to augment the short records with available data from other sites, assuming they all have a similar frequency distribution. This leads to more accurate quantile estimations than at-site studies (Hosking & Wallis ) .
Observed data are only available at gauged sites. Nevertheless, prediction in ungauged basins (PUB) is often required. It entails three steps: (i) identification of homogeneous regions; (ii) estimation of regional quantiles at gauged sites for the return period of interest; (iii) use of a regional method to transfer the known information at gauged sites to ungauged basins (Sarhadi & Modarres ) .
In Spain, a regional flood frequency analysis has been A linear regression model was selected to estimate quantiles at ungauged sites, relating log-transformed flood quantiles to log-transformed catchment descriptors. Several uncorrelated descriptors were used, such as basin area, slope, mean height, basin perimeter, mean annual rainfall and precipitation quantile, among others.
Regression models are often used in PUB studies. Multivariate regression models that relate a hydrological variable to a set of climatic and physiographic characteristics is the most common technique (Kjeldsen & Jones ) . 
Uncertainty analysis
The most important uncertainties when estimating flood quantiles at ungauged sites are summarised in Table 1 . the most appropriate regional technique was selected. As a result, uncertainties derived from these sources were neglected.
Finally, the uncertainties from the regression model
were not considered, as the scope of this paper is focused on proving the ability of a BN model to represent the probability distributions of the uncertainty in flood predictions.
Therefore, the simple OLS regression model used currently in Spain was selected.
Flood frequency analysis
Streamflow discharges are estimated indirectly from obser- In Spain, flood quantiles at a given gauged site are estimated by a three-parameter GEV distribution (Equation (2)) using the L-moments method with a regional shape parameter ( Jiménez-Álvarez et al. ). The flood quantile for a given T-year return period (Q T ) can be obtained by Equation (3),
Figure 1 | Flow chart of the methodology (Pdf -probability distribution function). 
where ζ is the location parameter, α is the scale parameter and k is the shape parameter.
The uncertainty associated with the estimation of Q T or sampling uncertainty (ε s ) is usually expressed as a confidence interval, whose mean is the computed value of the quantile and its lower and upper bounds are given by a Gaussian distribution with zero mean and variance σ 2 T . The asymptotic variance of the three-parameter GEV quantile for the case of a regional shape parameter is given by Equation (4) (Lu & Stedinger ) :
where:
where s is the length of the AMF series, Cov is the covariance and Var is the variance.
Uncertainties are propagated through the flood frequency analysis at each gauged site as follows. First, an ensemble of randomised samples of each record in AMF series (Q ci ) is generated disturbing the observation by ε m (Figure 2(a) ). Then, a flood frequency curve is fitted to each randomised AMF series, obtaining an ensemble of flood frequency curves for each gauged site (Figure 2(b) ).
Afterwards, each Q T from the ensemble of flood frequency curves is randomised by ε s . Finally, the probability distribution of Q T at each gauged site is obtained (Figure 2(c) ).
The uncertainty propagation of ε m and ε s is shown in Figure 2 (c). The effect of both errors on flood quantile estimation is an increase of the variance of its probability distribution.
Multivariate regression analysis
Flood quantiles at ungauged basins located within a hydrological homogeneous region are usually estimated by a multivariate regression analysis, which relates flood quantiles to physiographic and climatic features of the basins (Equation (6)):
where y T is a vector of log-transformed flood quantiles for a given T, X d is a matrix of physiographic and climatic descriptors with a first column of unity, β is a vector with the regression model coefficients and η is the error of the regression model.
The regression coefficients (β) are estimated by the OLS method (Equation (7)), as it was used in the regional analysis carried out in Spain recently (Jiménez-Álvarez et al. ). In this case, the standard error of prediction of the regression model (σ R ) is given by the variance of the residuals (Equation (8)).
where b y T is a vector of predicted values of y T , h is the length of vector y T and m is the number of catchment descriptors used in the regression model.
Goodness of fit of the multivariate regression model is measured by the coefficient of determination (R 2 ) and the adjusted coefficient of determination (R 2 adj ), given by Equations (9) and (10), respectively. Multicollinearity is quantified by the variance inflation factor (VIF) (Equation (11)). A value larger than five indicates that multicollinearity exits.
where y T is the mean of y T and R 2 k is the coefficient of determination between the k th catchment descriptor and the remaining m À1 catchment descriptors used in the regression model.
Generally, a regression model is fitted to a set of deterministic values of y T (Figure 3(a) ). However, in the case of the present paper the values of y T are probabilistic, as a result of the uncertainty analysis carried out above (Figure 3(b) ).
In order to propagate uncertainties through the regression model, an ensemble of regression models were fitted to an ensemble of vectors y T (Figure 3(c) ). Quantiles at ungauged sites are estimated by the ensemble of regression equations, randomising the results by the regression modelling error (η), which is assumed to follow a Gaussian distribution with zero mean and variance σ 2 R (Equation (8)). If quantiles are computed by the traditional model regression, only uncertainties from the regression model are considered. However, the proposed methodology can deal with more sources of uncertainty and, consequently, the variance of the probability distribution of quantiles increases (Figure 3(d) ).
Flood quantile estimation by Bayesian networks
Once the propagation of the uncertainty in the PUB process was developed, flood quantiles could be estimated at any ungauged site in the homogeneous region. The result is not only a deterministic value, but a probability distribution that takes into account the uncertainties in the process. In order to avoid replicating the process every time we need to estimate a quantile at an ungauged site, a BN was used to learn the variability of all the process in terms of conditional probabilities. The joint probability distribution of a set of N quantitative random variables, assuming independence, is given by:
where x i is the quantitative value of the i th variable X i ,
is the joint probability, π x i are the quantitative values of the set of causes or parents of variable X i and P xjy ð Þ is the conditional probability of x given y is known (Castillo et al. ) .
Training of BNs involves two steps: structure learning, which entails choosing a network given by a set of variables and links between them, from a number of possible networks, and parameter learning or fitting, which obtains the parameters of the chosen network from observed data (Buntine ).
The sample length used in the training process has a significant effect on the results given by the BN. Small training data sets can lead to incomplete trained networks, while large data sets can lead to an overfitting. Consequently, the result of the training process can be quantified by means of the conditional entropy (H), which assesses the joint probability distribution of each combination of values and the probability distribution computed by the network after the training process (Equation (13) 
where X is any variable of the network, Π X is the set of the parents of the variable X and π x is a set of given values of the parents of X.
H quantifies the remaining entropy of a random variable and is a measure of its uncertainty (Ihara ). Consequently, its value can be neither high nor low. The evolution of H over the length of the training data set was analysed, with the optimal size being reached when H approaches a constant value.
Once a BN is trained, the validation process is conducted to assess its quality. There are several validation measures. In this study the reliability diagram (RD) and the ranked probability score (RPS) were selected.
Reliability describes how often an observation has occurred given a particular prediction (Wilks ). RDs are used to evaluate the prediction reliability, showing the forecast probability against the observed relative frequency.
A perfect reliability is represented by the main diagonal, where the events predicted with a given probability, p, are observed with that same probability, p.
The RPS is used to assess the overall prediction performance of the probability forecast (Franz & Sorooshian ) .
RPS is obtained from Equation (14),
where J is the number of bins in which the variable has been discretised, P j is the probability given by the BN for the bin j and d j is the observed frequency for the bin j. Values of RPS can lie within the interval [0, 1]. A zero value is a perfect prediction and a one value is the worst prediction. Therefore, a prediction will be better if its value is close to zero.
Stochastic generator of synthetic basins
Since real catchment descriptors are obtained from a digital 
; Requena et al. ).
The copula family that best represents the dependence properties of the observed data was selected. Among the several families of copulas that have been proposed in the literature, the Archimedean have received much attention in hydrological analyses for their large variety and ease of construction (Nelsen ). Therefore, this copula family was used in this study. Archimedean copulas are divided into several subfamilies, with the Clayton, Frank and Gumbel being the most used. The selection process is composed of several steps.
First, independence tests are conducted to determine whether there is a significant association between the variables. The Spearman's rho (ρ) and the Kendall's tau (τ) tests were used.
Secondly, the most suitable copula is selected. The choice of a particular subfamily is based on goodness of fit tests, such as the Cramer-von Mises (S n ) (Equation (15)), or the Kolmogorov-Smirnov (T n ) (Equation (16)),
T n ¼ max
where K n (w) is the empirical distribution of the variables (W 1 , . . . , W n ), K θn (w) is the theoretical distribution introduced by the copula and the variables (W 1 , . . . , W n ) are a transformation of the pairs (X i ,Y i ).
Lower values of the goodness of fit tests lead to better fittings of the copula. Consequently, the copula with the lowest value of the statistics will be selected. Afterwards, a large number of synthetic basins can be randomised with the chosen copula model.
CASE STUDY
The homogeneous region 32 was selected from the regional flood frequency analysis conducted in mainland Spain (Jiménez-Álvarez et al. ). This region is located in the Tagus basin in the central part of Spain (Figure 4(a) ). In the above-mentioned study, 26 gauged sites were used in this region which are represented by red points in Figure 4 (b).
The GEV distribution was selected with a given regional shape parameter equal to À0.1273. A multivariate regression analysis was also carried out, using the following catchment descriptors: the basin area in km 2 (A), the annual maximum 24-hour rainfall for a given T recurrence interval in mm (P T ) and the average height of the basin above mean sea level in m (H m ). Regression parameters (β) were estimated by the OLS method (Equation (7)). Therefore, only uncertainties associated with flood quantile estimation via the regression model (η) were assessed in that study, assuming that errors follow a normal distribution with zero mean and variance given by σ 2 T . The results of R 2 , R 2 adj and VIF statistics are listed in Table 2. A set of eight gauged basins was selected to show how uncertainties propagate through the PUB process. Catchment descriptors of these basins are shown in Table 3 and their location is depicted in Figure 4 
RESULTS AND DISCUSSION
The proposed methodology was applied to the case study. The highest return period considered in Jiménez-Álvarez et al.
(), 500 years, was selected to assess the methodology, since sampling uncertainties increase as the return period does. Table 3 shows flood quantiles for the 500-year return period (Q 500 ) estimated by the deterministic regression model at the eight gauging sites with the regression parameters of Table 2 .
Flood frequency analysis
An ensemble of 100,000 members of AMF series was generated at each gauging station in the 32 region. AMF observed series were disturbed by ε m using a Monte Carlo simulation.
A three-parameter GEV distribution with a regional shape parameter was fitted to each member of the ensemble of disturbed AMF series. Consequently, an ensemble of 100,000 flood frequency curves was generated at each gauging station. Afterwards, an ensemble of Q 500 was computed at the gauging stations, which was disturbed by ε s through the asymptotic variance associated with each flood frequency curve (σ T ). Probability distributions of flood quantiles disturbed by ε m and ε s are shown in black dotted lines in Figure 6 . For the selected sites, the deterministic estimations of Q 500 by the flood frequency analysis can be compared to the probability distributions of Table 4 . Sampling uncertainties of flood quantile estimations are higher than the measurements uncertainties in all selected sites.
Multivariate regression analysis
Once an ensemble of 100,000 Q 500 was estimated at each gauged site, a regression model was fitted to each ensemble member. The catchment descriptors used in the previous study were maintained, in order to compare the improvement of considering the uncertainties that arise in the process.
100,000 regression equations and their σ R were obtained. Consequently, probabilistic regression model coefficients (β) were obtained, instead of deterministic ones. Figure 5 depicts the a posteriori probabilistic distribution of these coefficients. As can be appreciated, the effect of the uncertainties over the coefficients consists of an increase of its variance. At a given basin with known physiographic features, the ensemble of regression models provides an ensemble of deterministic flood quantiles, which were disturbed by η. Finally, a probability distribution at the given basin was obtained.
The probability distribution of Q 500 at the eight selected gauged sites listed in Table 2 is depicted in Figure 6 . Deterministic estimations via the flood frequency analysis without considering uncertainties are represented by green points.
Probability distributions of quantiles estimated by the deterministic multivariate regression analysis affected by η are depicted in solid blue lines while probability distributions of quantiles computed by the ensemble of regression models affected by ε m , ε s and η errors are plotted in solid red lines.
The standard deviation of the disturbed quantiles by η errors is listed in Table 4 . As single uncertainties cannot be added, they partially compensate each other when combined. In some gauging stations, the probability distributions when considering η are not centred with the value of quantiles estimated by the flood frequency analysis. This is caused by the regression model that gives an estimation of the mean hydrological behaviour in the region (Figure 3(a) ).
Stochastic generation of synthetic basins
As the 11,000 real triplets of catchment descriptors that represent real ungauged basins in the selected region were inadequate to train the BN model, a larger set of synthetic basins was generated by means of two copulas fitted to the real basins. The first copula models the dependency between H m and A. The second one between H m and P 500 . The variable H m has the same values in both sets.
As a first step, independency tests between the variables were conducted, which are based on the ρ and τ statistics.
Their results are shown in Table 5 . The high values of the p-value indicate that the null hypothesis may be rejected.
Therefore both copula models can be used to simulate the observed data.
The Clayton, Frank and Gumbel families of Archimedean copulas were fitted to the observed data. The choice of the best model is based on the S n and T n statistics, whose values are listed in Table 6 . The most suitable copula model for both cases is the Clayton copula. Lower values of the statistics indicate a better fit of the copula to the observed data.
An ensemble of 100,000 synthetic basins was randomised from both fitted copulas, giving combinations of the three catchment descriptors as a result. Cumulative probability distributions of the synthetic data set were compared to those of the real data ( Figure 7 ). It can be seen that cumulative distributions of synthetic basins are quite similar to those of observed basins for the three catchment descriptors.
Flood quantiles at the synthetic basins were estimated by the ensemble of regression models. For a given synthetic basin, 10 regression equations were chosen randomly from the ensemble of regression models and 10 plausible flood quantiles were estimated at the basin. The result was disturbed by uncertainties from the regression model. A sample of 10,000,000 Q 500 at 100,000 basins was generated at the end of the process, in order to have a large enough data set to be used in the training process of a BN.
Prediction in ungauged basins by Bayesian networks
Flood quantiles were estimated by the BN depicted in Variables in a BN can be either continuous, providing probability distributions by a given distribution function, or discrete, providing probability distributions by conditional probability tables (CPT). As the uncertainty propagation in the PUB process is assumed not to follow a Gaussian distribution, a discrete BN was chosen. Consequently, variables were discretised into intervals. The number of intervals was determined by a trial and error process. The most accurate predictions were provided by binning P T , A and Q T into 25 equally spaced containers and H m into 20. Since the topology of the network employed in this study has no hidden nodes and the training data set will be large enough thanks to the use of synthetic data, its parameters will be estimated by the maximum likelihood method, which is the simplest and quickest technique. The BN was trained and validated with the ensemble generated in the previous section, being split into two groups. The first group, named training set, had a length of 9,000,000 samples. The second group, named validation set, had a length of 1,000,000 samples.
The size of the training data set has a significant effect over the BN response. Therefore, the minimum size of the training data set was selected by means of the H measure ( Figure 9 ). It can be seen that the asymptotic value of 0.27 is reached when the data set has a length of 2,000,000 samples. Consequently, the BN must be trained on a minimum data set of 2,000,000
samples. However, better results could be achieved with a larger data length. Three training data sets of 2,000,000;
5,000,000 and 9,000,000 members were used to study the BN behaviour in terms of the validation measures.
The trained BN was validated by means of both RD and RPS using the validation data set. The RD compares the observed frequency of an event with its prediction probability computed by the BN. The more similar both variables are, the more reliable the network is. Figure 10 shows that as the size of the training set increases, the prediction probability is more similar to the observed frequency, except for the highest probabilities where a deterioration occurs for lengths of 2,000,000
and 5,000,000. The BNs trained with 9,000,000 and 5,000,000 samples improve slightly the overall result compared to the one trained with 2,000,000 samples.
The RPS measures the prediction performance of the BN. Its results are shown in Table 7 . As the training set size increases, the RPS value is closer to zero, meaning that the trained BN has a better prediction performance. It can be seen that the BN trained with 5,000,000 improves the results of the BN trained with 2,000,000 samples, but the BN trained on 9,000,000 slightly improves the results with 5,000,000 samples. Accordingly, the BN trained with 5,000,000 was selected, as it showed a better performance than the BN trained with 2,000,000 members. On the other hand, the BN trained with 9,000,000 members does not lead to a significant improvement.
The selected BN was used to compute flood quantiles at the eight selected gauged sites and at eight synthetic basins generated by the copula model (Tables 3 and 8 ). The flood quantile probability distributions computed by the ensemble of regression models and disturbed by the three sources of uncertainty considered (ε m , ε s and η) and the BN outputs were tested to come from the same population by means of the Chi-square test at the 5% significance level. Both estimations are plotted in Figures 11 and 12 and results of the Chi-square statistic χ 2 and the p-value of the test are provided in Table 9 . Values of the test indicated that flood quantiles estimated with the ensemble and the BN models are samples from the same population, with both probability distributions being quite similar. However, the BN model computed the probability distributions in a much shorter computation time than the ensemble.
CONCLUSIONS
Prediction of flood quantiles at ungauged sites is usually carried out by a multivariate regression analysis, which relates quantiles to physiographic and climatic catchment descriptors. However, some of the regression models assume a linear relationship between deterministic variables.
In this paper, uncertainty propagation through the PUB process was studied. Uncertainties from flood measurement errors, sampling uncertainties from flood frequency estimations and uncertainties from regression model estimations were introduced in the analysis. The effect of each uncertainty source was quantified. Sampling and modelling errors were found to be the main sources of uncertainty. A large ensemble of regression models was obtained to account for these uncertainties. In addition, the ability of Bayesian networks to deal with uncertainties when flood quantiles are estimated at ungauged basins was assessed. However, Bayesian networks need a large data set in the training process. For this purpose, a set of synthetic basins were generated by means of copula models, which maintain the statistical properties of observed data.
A Bayesian network model was applied to a case study in the Tagus basin in Spain. The topology of the Bayesian network was composed of the annual maximum 24-hour rainfall for a given return period, the area of the basin and the mean height of the basin, as input variables. The From left to right: 2,000,000; 5,000,000 and 9,000,000 samples. output is the flood quantile probability distribution for a given return period.
The Bayesian network was trained on the ensemble of regression models obtained as a result of the uncertainty propagation process and applied to the large set of synthetic basins generated for this purpose. Afterward, the Bayesian network was validated by the reliability diagram and the rank probability score. The analysis showed that a network trained on 5,000,000 samples carried out good predictions, with high reliability and great prediction performance. Also, the comparison of the Bayesian network output to the result of the uncertainty propagation experiment showed that this tool can deal with the uncertainties considered in this process. In addition, the Bayesian network model computes the probability distributions in a much shorter computation time than the ensemble of regression models.
This methodology can be useful for improving national flood discharge mappings, where simplified information about the prediction uncertainty is usually provided. More information would require replicating the Monte Carlo procedure presented in this paper each time a user asks for information at a given point. Therefore, a tool based on this procedure would be hampered by an excessive computing time. The proposed methodology based on BNs can supply the probability distribution of the uncertainty in flood predictions in a very short time.
Finally, Bayesian networks can deal with more sources of uncertainties, such as uncertainties in the input variables.
The uncertainty in the estimation of the annual maximum 24-hour rainfall could be included if available. In addition, more sophisticated regression models could be introduced to improve the representation of regression model errors if they were available in the future.
In conclusion, Bayesian networks are an efficient tool for flood quantile estimation at ungauged basins. They can reproduce uncertainties from several sources and can propagate them efficiently.
