In this paper, we study maximum principles for Laplacian and fractional Laplacian with critical integrability.
Introduction
Maximum principles are fundamental tools in the study of partial differential equations. The classical maximum principle for harmonic functions and subharmonic functions can be traced to the work of Gauss [12] . Later, Hopf established the classical strong maximum principle in [15, 16] . The various versions of maximum principles have been discussed by many researchers: Littman [18] , Trudinger [26, 27, 28] , Gidas, Ni and Nirenberg [13] , Brezis and Lions [5] , Berestycki and Nirenberg [2] , Berestycki, Nirenberg and Varadhan [3] , Brezis and Ponce [6] , Pucci and Serrin [22, 23] , Vitolo [29] , Cavaliere and Transirico [11] , Gilbarg and Trudinger [14] , Protter and Weinberger [24] , and Brezis [4] . For fractional Laplacian, we refer the readers to Caffarelli and Silvestre [10] , Jarohs and Weth [17] , Chen, Li and Li [9] , Cheng, Huang and Li [7] , and Chen and Li [8] .
In this paper, we first study −∆u(x) + c(x)u(x) ≥ 0 in B 1 , B 1 ⊂ R n . Assume that u(x) ∈ H 1 (B 1 ) is a weak solution to this inequality with c(x) satisfying some integrability conditions. The maximum principle usually states that u(x) ≥ 0 in B 1 if u(x) ≥ 0 on ∂B 1 . The strong maximum principle means that u(x) > 0 in B 1 if u(x) ≥ m > 0 on ∂B 1 . Furthermore, the stronger version asserts u(x) ≥ lm in B 1 under the certain conditions, where l is a positive constant.
Here, we consider c(x) ∈ L p (B 1 ). Note that p = n 2 is the critical case. We prove that the maximum principle holds where c L p (B 1 ) is bounded by some positive constant k(n, p) for p ≥ n 2 . The strong maximum principle can be obtained only when p > n 2 . However, the strong maximum principle fails to hold in the critical case. To illustrate this point, we find a counterexample to show that the strong maximum principle is not true no matter how small c L is. This result is unexpected. For completeness, we present the proof of the maximum principle for Laplacian with critical case p = n 2 in B 1 .
Theorem 1 (Maximum Principle) Let u(x) ∈ H 1 (B 1 ) be a weak solution in R n (n ≥ 3) to
there exists a positive constant k(n), such that if c − is bounded by some positive constant k(n, p) for p ≥ n 2 .
As compared to Theorem 1, we are going to clarify that the strong maximum principle is incorrect in the critical case. This counterexample is a key ingredient of this paper.
Theorem 2 There exists a family of functions
Note from Theorem 2 that we find a family of functions u ǫ (x) satisfying the conditions of Theorem 1, but u ǫ (x) is not positive at origin in B 1 and u ǫ (x) > 0 on ∂B 1 . This implies that the strong maximum principle fails to hold although c ǫ L → 0 as ǫ → 0 + . However, we have the stronger version of strong maximum principle for p > n 2 , stated below.
there exists a positive constant
where l is a positive constant depending only on n, p and c L p (B 1 ) .
We now turn to Laplacian with first order term. We show that the maximum principle and strong maximum principle hold if b L p (B 1 ) is bounded by some positive constant k(n, p) for p ≥ n. The crucial observation is that the strong maximum principle can be obtained in the critical case p = n.
Remark 2 From Thoerem 4, it follows that if there exists some positive constant k(n, p) such that b L p (B 1 ) ≤ k(n, p) as p ≥ n, then the maximum principle still holds.
there exists a positive constant k(n, p), such that if
In the following, we consider the fractional Laplacian in R n , which defined as
where s is any real number between 0 and 1, and P.V. stands for the Cauchy principle value. Let
One can see that for any
It is difficult to investigate the fractional Laplacian due to its non-locality. To overcome this difficulty, Cafarelli and Silvester [10] introduced the extension method, which transforms a non-local problem to a local one in higher dimensions. Here, we analyze the non-local problem directly.
For fractional superharmonic functions, Silvestre [25] established the following maximum principle.
Proposition 1
Let Ω be a bounded domain in R n . Let u(x) ∈ L 2s be a lower semi-continuous function onΩ satisfying
in the sense of distribution, then u(x) ≥ 0 in Ω.
Later, Chen, Li and Li [9] provided a simpler proof for this maximum principle by adding the condition u(x) ∈ C 1,1 loc (Ω). One finds that the function still requires lower semi-continuous onΩ. Next, we establish the following maximum principle for fractional superharmonic functions without lower semi-continuous on u(x). In order to overcome this problem, some new techniques are developed.
Throughout this paper, we denote D ′ (B 1 ) as the function satisfying the equation in B 1 in the sense of distribution.
then we have u(x) ≥ 0 in B 1 .
Li, Lin and Liu [19] proved the uniqueness of u(x). In addition, they illustrate that the integrability L Afterwards, we consider the fractional Laplacian with zero order term. We generalize the results of Laplacian and obtain the following maximum principle.
, and satisfies
Similarly, we study the fractional Laplacian with first order term. Due to the non-locality of the fractional Laplacian, more assumptions are required to obtain the maximum principle and the strong maximum principle.
there exists a positive constant k(n, s),
This paper is organized as follows. In Section 2, we present the proofs of the maximum principles for Laplacian. The proofs of the maximum principles for fractional Laplacian are established in Section 3.
Maximum principles for Laplacian

The proof of Theorem 1
Define u − (x) = −min{u(x), 0}. Since u(x) is a weak solution of (1) in H 1 (B 1 ) and u(x) ≥ 0 on ∂B 1 , we have u − (x) ∈ H 1 0 (B 1 ) and
n−2 (B 1 ) by Sobolev embedding theorem. Using Hölder inequality and u − (x) = 0 on ∂B 1 , we derive that if
then
where C(n) is a constant depending only on n.
It means that
Therefore, ∇u
The proof of Theorem 2
Assume that α > 0. Let
Note that u(0) = 0, and
Also, we can derive that
, where
Some direct calculations show that
In the following, by scaling argument, we have
After some calculations, one finds that
and lim
It completes the proof. 6 
The proof of Theorem 3
We can see from Theorem 1 that
Then (3) can be written as
Since
Assuming that f (x) satisfies the following equation
then by classical elliptic estimate, we obtain
where C(n, p) is a positive constant. Let w(x) = u(x)−m+mf (x). It follows from (12) and (13) that w(x) satisfies the following equation
Then w(x) ≥ 0 in B 1 by Theorem 1. Therefore, we have, for x ∈ B 1 ,
Taking into account that there exists some positive constant
The proof of Theorem 4
Define u − (x) = −min{u(x), 0}. Since u(x) is a weak solution of (4) in H 1 (B 1 ) and u(x) ≥ 0 on ∂B 1 , we have u − (x) ∈ H 1 0 (B 1 ) and
Since u − (x) ∈ H 1 (B 1 ), using Sobolev embedding theorem, we obtain u − (x) ∈ L 2n n−2 (B 1 ). By Hölder inequality and u − (x) = 0 on ∂B 1 , if ∇u − L 2 (B 1 ) = 0, we derive that
then we have a contradiction. Therefore,
It implies that u − (x) = 0 in B 1 . Thus, we have u(x) ≥ 0 in B 1 .
The proof of Theorem 5
Letting v(x) = u(x) − m, we have
From Theorem 4, we have v(x) ≥ 0 in B 1 . Thus,
This completes the proof of the theorem.
Maximum principles for fractional Laplacian
In this section, we prove maximum principles for fractional Laplacian.
Preliminaries
Firstly, we recall some results of fractional Laplacian, please see [1] for more details. Let r > 0, for any x ∈ B r and y ∈B c r , the Poisson kernel P r (x, y) is defined by
is the unique pointwise continuous solution of the equation
Next, we consider the equation with a known forcing term on the ball and vanishing Dirichlet data outside the ball. For Laplacian, the Green's function can be used to represent the solution. For fractional Laplacian, Bucur [1] showed the similar results. He provided the representation formula for the equation in terms of the Green's function.
Let r > 0, for any x, z ∈ B r and x = z, define G(x, z) as
and
where c(n, s) is a constant depending only on n and s.
Then it follows that for h(x) ∈ C 2s+ǫ (B r ) ∩ C(B r ),
For Green's function G(x, y), Bucur [1] provided another type of representation which is more concise. It means that for fixed r > 0, n = 2s,
where r 0 (x, z) = (r 2 − |x| 2 )(r 2 − |z| 2 ) r 2 |x − z| 2 and κ(n, s) is a constant depending only on n and s.
In [20] and [21] , the authors gave some interesting results about the fractional Laplacian. Inspired by the ideas from them, we generalize their results and establish the following two lemmas.
Define its mollification u ǫ (x) = η ǫ * u(x) in B 1−ǫ . Then u ǫ (x) satisfies
The proof of Lemma 1. Taking into account the definition of the fractional Laplacian and mollification, it follows that
for x ∈ B 1−ǫ . This is the desired result.
then for v(x) = min{u(x), 0}, we have
The proof of Lemma 2. The proof can be divided into three steps.
Step 1. We first consider that u(x) is a smooth function. Denoting U = {x ∈ B 1 |u(x) < 0}, we assume that U has C 1 boundary. Let ϕ(x) ∈ C ∞ 0 (B 1 ) be a nonnegative function and n be the outward unit normal vector of ∂U . By the definition of the fractional Laplacian, it follows that
we have
For the lower order terms, we have
Combining (25) and (26) leads to
Step 2. In this step, we state that the result of Step 1 still holds when U may not have C 1 boundary. We apply Sard's theorem to overcome this difficulty. Denote u θ (x) = u(x) − θ for θ < 0. By Sard's theorem, we can choose a non-positive monotonically increasing sequence {θ j } ∞ j=1 satisfying θ j → 0, such that the set {x ∈ B 1 |u θ j (x) < 0} has C 1 boundary for each j. For u θ j (x), applying Step 1, we have
According to the definition of v θ j (x), we deduce that
Furthermore, for the set {x ∈ B 1 |u(x) < θ j }, it is easy to verify that
where {x ∈ B 1 |u(x) < θ j } is a sequence of monotonically increasing sets. Then we obtain
Thus, for (28), letting j → ∞, we have
Step 3. It follows from the definition of the mollification in Lemma 1 that u ǫ (x) satisfies
where
Then we have
This is our desired result.
In the following, we prove P ǫ (x) → 0 and
Using Hölder inequality and some properties of the mollifier, we have
, we obtain
For z ∈ B ǫ (0), we know
Also, applying Bǫ(0) η ǫ (z)dz = 1, we have
For I 2 (x), we deduce that
It follows from Hölder inequality that
Combining (30) and (31) leads to
It follows that
Using the same method as estimating P ǫ (x), it is easy to check that
This completes the proof of the lemma.
With the help of the preceding two lemmas we can now prove Theorem 6, 7, 8 and 9.
The proof of Theorem 6
For (7), using Lemma 2, we obtain
Then by Lemma 1, the mollification u − ǫ (x) satisfies
where f (x) is a smooth function. For any r ∈ (0, 1 − ǫ], applying the representation formula of u − ǫ (x), we have
Then for fixed t ∈ (0, 1) and any x ∈ B t , we choose ǫ ∈ (0, 1−t 3 ), and take average of the right side of (34) with r ∈ [1 − 2ǫ, 1 − ǫ], i.e., 
It is straightforward to show that
Furthermore, for x ∈ B t and y ∈ B c 1−2ǫ , we obtain
Combining (35)-(37) yields min{1−ǫ,|y|}
) and C(t, n, s)
Since t is arbitrary in (0, 1), letting t → 1 − , we obtain
It implies that u(x) ≥ 0 in B 1 .
The proof of Theorem 7
Applying Lemma 2, (8) can be transformed to
Let
Then for any p > n n−2s , it follows from Hardy-Littlewood-Sobolev and Hölder inequalities that
) and satisfies the following equation
Combining (38) and (39), we have
Applying Theorem 6, we have v(x) ≥ u − (x) in B 1 . Thus, by Hardy-Littlewood-Sobolev and Hölder inequalities, we obtain
.
Since the fact that there exists a positive constant k(n, s) such that c −
Therefore we have u − (x) = 0 in B 1 . This implies that u(x) ≥ 0 in B 1 .
The proof of Theorem 8 and Theorem 9
The proof of Theorem 8 Using Lemma 2, (9) can be transformed to
Firstly, we estimate T 1 (x). By a direct calculation, we have 
Since u − (x) ∈ L 2s ∩ L 
Hence, the combination of (41) and (42) 
Using Theorem 6, we obtain v(x) ≥ u − (x) in B 1 . Thus, applying the Hardy-Littlewood-Sobolev and Hölder inequalities yields .
Since the fact that there exists a positive constant k(n, s) such that b W 
It follows from Theorem 8 that v(x) ≥ 0 in B 1 . Thus,
The proof is completed.
