Monotone traveling waves have been show to exist for a broad class of nonlocal bistable evolution equations. In this note we examine the spectrum of the operator obtained by linearizing about such a traveling wave and hence show that these waves are exponentially asymptotically stable, up to translation.
Introduction
Perhaps the most familiar mathematical model for the evolution of phase boundaries in material science is the second order Allen-Cahn equation:
where D > 0, f is a bistable function, i.e., f has exactly three roots, say u = ±1 and u = a ∈ (−1, 1) with f (±1) < 0 < f (a). It is well-known that (1.1) has a traveling wave solution connecting u = 1 and u = −1, a solution of the form u(x, t) = φ(x−ct) for some constant c and smooth function φ satisfying φ(±∞) = ±1. It is also known that the wave profile φ is monotone, it is unique up to translation, and exponentially asymptotically stable (see, e.g., [15] ). This stability is in the sense that a perturbation leads to a solution converging to a translate of the wave. That result may be proved in various ways, one of which is by showing that the right hand side of (1.1), linearized at φ, has spectrum in the left half-plane, bounded away from the imaginary axis except for the algebraically simple eigenvalue at zero. The stability then follows from the spectral information by using abstract semigroup theory and invariant manifold/foliation results (see, e.g., [7] or [8] and [9] ). In many biological and physical settings, diffusion is not the only mechanism by which the state at one location affects the state at other locations and it is appropriate to include in the mathematical model certain nonlocal interaction terms. Furthermore, there may be several types of long-range interactions acting at differing length scales. Thus, the reaction-diffusion equation (1.1) is replaced by a more general scalar evolution equation of the form u t − Du xx − F (u, J 1 * s 1 (u), · · · , J n * s n (u)) = 0 (1.2)
for all x ∈ R and t ∈ R + . Here D ≥ 0 is a constant, J * v(x, t) = R J(x − y)v(y, t)dy is spatial convolution, the kernels J i are of class C 1 (R) and nonnegative, and s i are smooth functions, i = 1, 2, · · · , n. It is further assumed thatf (u) ≡ F (u, s 1 (u), · · · , s n (u)) is a smooth bistable function. Besides the Allen-Cahn equation given above, (1.2) includes its nonlocal version, which has been the subject of several recent studies (e.g. [6] , [4] , [16] )
Here f (u) is a bistable function, λ > 0, J(−x) = J(x) ≥ 0, and R J = 1. Other physical or biological models are included in (1.2). Some identified by Xinfu Chen [12] and others may be of particular interest:
• Continuum limit of an interacting particle system with Glauber dynamics and Kac potential (see [14] )
where β > 1 is the reciprocal of absolute temperature and h is an external field
• Excitatory neural model []
where
where α and β are positive constants, H is a smooth approximation of the Heaviside function, S > 0 and θ ∈ (S(0), S(1)) is a parameter.
Existence, uniqueness and stability of a monotone traveling wave connecting the stable homogeneous states for the nonlocal Allen-Cahn equation (1.4) was established in [6] and for the general equation (1.2) in [12] (see also [10] for the nonautonomous almost periodic case). In those works comparison methods were used to show stability. However, the spectral theory for the operator obtained by linearizing (1.2) at the traveling wave, needed for perturbation results or more precise rates of convergence, is lacking. The purpose of this note is to address this issue.
Suppose u(x, t) = φ(x−c 0 t) is a traveling wave solution of (1.2) satisfying φ(±∞) = ±1. Let ξ = x − c 0 t. Then (φ, c 0 ) satisfies
Let L = L(φ, c 0 ) be the linearized operator about the traveling wave φ, defined by
on D(L) to be specified in section 2 below. We prove that the spectrum of L consists of 0, the principle eigenvalue due to the translation invariance of the traveling waves, and the rest of it is located in the left half plane bounded away from the imaginary axis.
As indicated above, an immediate consequence of this result is the exponential stability of traveling wave solutions.
Assumptions and main result
In this section, we will give assumption and main theorem. ***COMMENT on the fact that there is no loss of generality in assuming all J i 's have the same integral. I think A 2 and A 3 should be changed. e.g. A 2 should be 
The following theorem is proved in []:
(b) φ is strictly increasing and of class C 1 .
(c) the traveling wave solution of (1.2) is unique modulo spatial translation.
(d) the traveling wave and its translates is an asymptotically stable family with asymptotic phase.
Let (φ, c 0 ) be a traveling wave solution obtained in Theorem 2.1. We are going to study the spectrum of the linearized operator L about the traveling wave solution (φ, c 0 ) satisfying (1.4) . Let X 0 = { uniformly continuous functions on R which vanish at ± ∞} and L be the linearized operator about the traveling wave (φ, c 0 ) as defined in ( Let us define a normal point for an operator L on a Banach space to be any complex number which is in the resolvent set ρ(L) or is an isolated eigenvalue of L of finite multiplicity. The complement of the set of normal points is called the essential spectrum of L and is denoted by σ ess (L). The following is the main result of this section.
(ii) 0 is an algebraically simple eigenvalue with a positive eigenfunction φ ;
(iv) The adjoint operator L * has a positive eigenfunction corresponding to the simple eigenvalue 0.
An immediate consequence of this is (see [17] ) Corollary 2.3. (i) If c 0 = 0, the traveling wave solution φ(x − c 0 t) and its translates is an exponentially stable family with asymptotic phase.
(ii) There exist positive constants γ and C such that
for all u in the range of L.
********COMMENT there is nothing to indicate why c 0 = 0 is needed. In fact it is not. *********
Proof of Theorem 2.2
We divide the proof of the theorem into several lemmas. First we need the following comparison principle (see also [?] and [12] ). *******COMMENT In this lemma, why not just say R 1 is open? We should say t 0 > τ are fixed times, D ≥ 0 and c 0 is constant. In the proof, I think we need to say T ∈ (0, t 0 ]. Many things in this proof need to be fixed.*********** 
) and u(x, t) ≥ 0 for a.a. x ∈ R 2 and t ∈ [τ, t 0 ]. Assume u(x, t) has the required continuous derivatives and satisfies
Proof. We may assume τ = 0. By assumption, ess inf x∈R u(x, t) is continuous. If the conclusion of the lemma is not true, then there exist constants > 0, T > 0 such that u(x, t) > − e 2Kt for all a.a. x ∈ R, 0 < t < T and ess inf x∈R u(x, T ) = − e 2KT , where
Let z(x) be a smooth function such that min x∈R z(x) = z(0) = 1, sup x∈R z(x) = z(±∞) = 3, |z (x)| ≤ 1, and |z (x)| ≤ 1. Define w σ (x, t) = − 3 4 + σ z(x) e 2Kt , for σ ∈ [0, 1]. Since w 1 (x, t) < u(x, t) for a.a. x ∈ R, and 0 ≤ t ≤ T , and w 0 (x, t) = − 3 4 e 2Kt , there is a minimum σ * ∈ 1 8
, 1 4 such that w σ * (x, t) ≤ u(x, t) for a.a.
x ∈ R, and t ∈ [0, T ]. Since w σ * (±∞, t) ≤ − 9 8 e 2Kt < u(x, t) and u(x, t) > w σ * (x, t) for a.a. x ∈ R 2 , and t ∈ (0, T 0 ], there exist (x n , t n ) and (
, and lim
which is a contradiction. Therefore u(x, t) ≥ 0 for a.a. x ∈ R and t ∈ [τ, t 0 ]. If u ∈ C unif (R × R) and u(x, t) ≡ 0 on R 1 × [τ, t 0 ] and there is a point (x 2 , t 2 ) ∈ R 1 × (τ, t 0 ] such that u(x 2 , t 2 ) = 0. Then (x 2 , t 2 ) is a minimum point. By (3.1), we get (J 1 * u)(x 2 , t 2 ) = 0. We deduce that u(x, t 2 ) = 0 or u(x, t) ≡ 0. This completes the proof.
We are going to use perturbation theory to estimate the essential spectra of L. First, let ζ be a smooth function satisfying ζ(x) = 0 for x ≤ −1, ζ(x) = 1 for x ≥ 1 and ζ (x) > 0 for x ∈ (−1, 1) and let h(x) =f (−1)(1 − ζ(x)) +f (1)ζ(x), wheref is defined in A 2 ). Note thatf (±1) < 0, by assumption A 2 ). Consider the operator
*****COMMENT Since k 0 is not mentioned in (3.3), perhaps it should not be defined here.*** Then we have
Proof. Let λ = α + iβ ∈ C with α > max{f (−1),f (1)} and u(x) = u
is a solution of L 0 u = λu. We will prove that u ≡ 0. ***COMMENT I have deleted γ 0 since it is not mentioned later.***** Consider the Cauchy problem
It has a unique solution v(x, t) = u 1 (x) cos βt − u 2 (x) sin βt. On the other hand, since α > max{f (−1),f (+1)}, we can choose a constant
By the Comparison Lemma, we deduce that |v(x, t)| ≤v(t) for all x ∈ R and t > 0. Therefore, |v(x, t)| = |v(x, t + 2nπ/β)| ≤v(t + 2nπ/β). Letting n → ∞, we deduce u(x) ≡ 0. That proves the injectivity.
To prove the surjectivity of λ − L 0 , let M = {u ∈ C(R) : u(x) = 0 for |x| > R}, where R is a positive constant, and consider the operator A 0 on M defined by
Proof. Similar to the proof of Lemma 3.2, we can prove that λ − A 0 is injective. The lemma follows from the Fredholm theory for elliptic operators on bounded domains.
With this preparation, we can prove
Proof. First let us assume D > 0. Let θ be a smooth nonnegative function on R satisfying θ(x) = 1 for |x| ≤ and θ(x) = 0 for |x| ≥ 1. Let A 1 be an operator defined
For λ > − max{f (−1),f (+1)}, similar to the proof of Lemma 3.2, we can prove that λ − A 1 is injective. On the other hand, for g ∈ M , the equation (λ − A 1 )u = g has a solution. For g ∈ X 0 , let u n be the solutions of (3.8) corresponding to g n = g(·)θ(·/n). We claim that u n C(R) ≤ C g C(R) for some constant C. To prove this, suppose
Then it is easy to verify that the problem
, where ρ 0 > 0 is a constant satisfying α > max{f (−1),f (+1)}+ ρ 0 . Then it is easily to see thatv is a super-solution of (3.9). Therefore, |v(x, t)| ≤ u n C(R) e −ρ 0 t +
. That completes the proof of the claim. Therefore u n C(R) is uniformly bounded, there exist a function u ∈ X 0 and a subsequence, which we label the same, such that u n converges to u in weak * topology. Note that the dual space of linear bounded functionals is the space of complex Borel measures. It is easily see that u satisfies λu−L 0 u = g in distribution sense. Therefore u is a solution in the classical sense. That completes the proof of the lemma for D > 0.
For the case D = 0, we choose a positive sequence such that lim
to the proof above, we can verify that u n C(R) ≤ C g C(R) . Again, by passing the subsequence, we can assume u n converges to some function u ∈ X 0 in the weak * topology. Similar to the above argument, we see that u is a solution to (λ − L 0 ) = g. That completes the proof.
Proof. This is a consequence of Lemma 3.2 and Lemma ?? and regularity theory.
Let L 1 and L 2 be linear bounded operators on X 0 defined by
, respectively, for u ∈ X 0 . Then we have
and therefore it is compact in C([−n, n]) for all n > 0. We can use a diagonal argument to get a sequence {u k } ⊂ (λ − L 0 ) −1 C such that u k converges to some u in C([−n, n]) for each fixed n. Note that L i u(x) (i = 1, 2) converge to zero uniformly with respect to u in a bounded set as |x| → ∞. It easily follows that For the case D = 0 and c 0 = 0, we first show that λ − L is Fredholm with index 0, For λ ∈ S γ 1 = {λ ∈ C : Reλ ≥ γ 1 } for some constant γ 1 to be chosen. Let k i be defined as in (??) for i = 0, 1, · · · , n. By assumption (A 3 ), k 0 (x) ≤ −δ 0 < 0 for all x ∈ R, where δ 0 is a positive constant. Sincef (±1) < 0, by assumption
By the choice of m i , we know that the linear bounded operator B 2 is invertible on X 0 . Therefore, the index of λ − L is 0 since B 0 and B 1 are compact operator on X 0 . This and the simplicity of eigenvalue 0 of L(see Lemma below) imply that X 0 = Range(L) ⊕ N , where N is one dimensional. On the other hand, since 0 is an algebraically simple eigenvalue. We can take N = Ker(L) and hence
is one-to-one and onto, so it has a bounded inverse. In particular, for |λ| small, (λ − L)| Range(L) is invertible and hence if λ = 0, Lψ = λψ has no non-zero solution in X 0 . On the other hand, by Lemma ?? below, Lψ = λψ has no non-zero solution in X 0 for λ = 0 with Reλ ≥ 0. From this and the fact that λ − L is Fredholm with index zero for λ ∈ S γ 1 , we deduce that λ is in the resolvent set of L for λ = 0 with Reλ ≥ −γ 0 for some constant γ 0 > 0.
¿From Lemma 3.10, we deduce that the half plane {λ | Reλ > −γ 0 } consists entirely of normal points of L. This established the (iii) of Theorem ??. The rest of statement follows from the following lemmas.
Proof. First, from λψ − Lψ = 0, we deduce that every eigenfunction is at least C 1 . Suppose λ = α + iβ satisfying α ≥ 0 and β = 0 is an eigenvalue with eigenfunction u = u 1 (x) + iu 2 (x) = 0. Similar to the proof of Lemma ??, we consider the Cauchy problem
It has a solution v(x, t) = u 1 (x) cos βt − u 2 (x) sin βt. Note that v(x, t) ≤ |u(x)| for all x ∈ R and t ≥ 0. We claim that there is a τ > 0 such that v(x, t) ≤ τ φ (x) for all x ∈ R and t ≥ 0. To prove this claim, let θ 0 be a constant satisfying 0 < θ 0 < min{−f (−1), −f (1)}. Since φ(±∞) = ±1, we
)(x) ≤ −θ 0 for all |x| ≥ M and such that |u| is positive at some point x ∈ [−M, M ]. Since φ (x) > 0, there exists a constant τ > 0 such that |u(x)| ≤ τ φ (x) for |x| ≤ M . We prove that the claim holds with this choice of τ . Since lim ±x→∞ u(x) = 0, there exists a constant > 0 such that v(x, t) ≤ τ φ (x) + for all x and t ≥ 0. Let 0 = inf{ : v(x, t) ≤ τ φ (x) + , for all x ∈ R and t ≥ 0}. We prove that 0 = 0. Consider the function w(x, t) = τ φ (x) + 0 e −θ 0 t . We have
for all |x| > M and t > 0. Therefore w is a super-solution of (??) on |x| > M . Notice that w(x, t) ≥ v(x, t) for |x| ≤ M and t > 0 and w(x, 0) ≥ v(x, 0) for all x. The comparison principle (see [1] and [10] ) yields w(x, t) ≥ v(x, t) for all x and t > 0. Therefore v(x, t) = v(x, t + 2nπ/β) ≤ τ φ (x) + 0 e −θ 0 (t+2nπ/β) , for all n ∈ Z + , x ∈ R and t > 0. Letting n → ∞, we get v(x, t) ≤ τ φ (x) for all x. Therefore 0 = 0 and the claim is proved.
Clearly τ 0 can be chosen such that |u(x)| ≤ τ 0 φ (x) for all |x| ≤ M and there is a point x 0 ∈ [−M, M ] such that |u(x 0 )| = τ 0 φ (x 0 ). By the strong comparison principle, we deduce that v(x, t) < τ 0 φ (x) for all x and t > 0. If we choose t such that u(x 0 )/|u(x 0 )| = e −iβt , then v(x 0 , t) = |u(x 0 )| = τ 0 φ (x 0 ) > v(x 0 , t), which is a contradiction. Therefore u(x) = 0 for all x and λ is not an eigenvalue. Now assume that λ > 0 is an eigenvalue with an eigenfunction u(x). Without loss of generality, we may assume u is real and there is a point where u is positive. Then v(x, t) ≡ u(x) is a solution of (3.12) with α = λ > 0 and the initial condition v(x, 0) = u(x). We can follow exactly the same procedure as the above to prove that u(x) ≡ 0. That is λ > 0 is not an eigenvalue. That completes the proof. Lemma 3.9. 0 is an eigenvalue of L and it is algebraically simple.
Proof. Since (φ, c 0 ) satisfies (1.4) and lim z→∞ φ(±z) = ±1, p = φ vanishes at ±∞, it is a positive eigenfunction of L in X 0 with corresponding eigenvalue 0.
To show that 0 is a geometrically simple eigenvalue we use the principle. Suppose that Lv = 0 with v ∈ X 0 and assume, without loss of generality, that v(x 0 ) > 0 for some x 0 . For θ > 0 let w θ ≡ θφ 0 − v. Note that φ (x) > 0. We can choose θ large enough such that w θ (x) ≥ 0 for |x| > M , where M is a constant given as in Lemma lemma2.7. Note that v θ (x, t) ≡ w θ (x) as a function of (x, t) (it is independent of t) satisfies (??) with initial date v(x, 0) = w θ (x). Similar to the proof in Lemma ??, we deduce that w θ (x) ≥ 0 for all x ∈ R. Let θ 0 = min{θ : w θ (x) ≥ 0}. We claim that w θ 0 (x) ≡ 0. In fact, if w θ 0 is not identically zero, we apply comparison principle to v θ 0 (x, t) ≡ w θ 0 (x) to deduce that w θ 0 > 0 for all x ∈ R. Therefore there exists 0 > 0 such that w θ 0 − 0 (x) > 00 for x ∈ [−M, M ]. Similar we apply comparison again to deduce that w θ 0 − (x) ≥ 0 for all x ∈ R. This contradicts the choice of θ 0 . Therefore, φ is a simple eigenfunction corresponding to eigenvalue 0.
To show algebraic simplicity of eigenvalue 0, suppose that there is a v such that Lv = −φ and recall that φ For otherwise, if v or −v is not positive, we can find a function f ∈ X 0 such that f (x) < 0 for all x and < f, v >= 0. Then by Fredholm property, Lu = f has a solution u. Similarly we can choose τ such that τ φ (x) ≥ u(x) and τ φ (x 0 ) = u(x 0 ) for some x 0 . Then, similar to (3.15), L(τ φ − u)(x 0 ) ≥ 0, which contradicts the fact Lu(x 0 ) = f (x 0 ) < 0.
