Abstract-A discrete iterative learning control is presented for a class of discrete-time nonlinear time-varying systems with initial state error, input disturbance, and output measurement noise. A feedforward learning algorithm is designed under a stabilizing controller and is updated by more than one past control data in the previous trials. A systematic approach is developed to analyze the convergence and robustness of the proposed learning scheme. It is shown that the learning algorithm not only solves the convergence and robustness problems but also improves the learning rate for discrete-time nonlinear time-varying systems.
obtained from (1) by using the Leibniz-Newton formula It should be observed that each solution of (1) is also a solution of (35); see, e.g., [18] . We also introduce the following differential equation:
_ y(t) = 0( 0 k)y(t) + q(t)y(t 0 (t)) 
and the proof runs similarly to the proof of Theorem 1 for the "new" functional differential equation (35).
I. INTRODUCTION
The iterative learning control (ILC) method has been proposed by Arimoto et al. [1] for the control systems which can perform the same task repetitively. To date, most of the proposed learning algorithms have been used in applications on robot control where the robot system is required to execute the same motion repetitively, with a certain periodicity. The basic learning controller for generating the present control input is based on the previous control history and a learning mechanism. A recent textbook [2] about ILC for Manuscript received March 13, 1996 . This work was supported by the National Science Council, R.O.C., under Grant NSC86-2213-E-211-004.
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0018-9286/98$10.00 © 1998 IEEE deterministic systems surveys the literature until 1992. For the ILC of continuous-time systems, a popular design [1] , [3] , [4] is the socalled D-type ILC. However, since the derivative action destroys the noise suppression of the control system, a P-type ILC has been studied recently for the control of robotic motion [5] , [6] and for a class of nonlinear systems [7] - [9] . For real implementation of an iterative learning controller, it is necessary to discretize the systems and store the sampled-data of desired output, system output, and control input in memory. Therefore, it is more practical to design and analyze the ILC systems in discrete-time domain. The optimality of the discrete learning control scheme is studied in [10] . Later, [11] proves that the tracking error in [10] will converge to zero if and only if the input-output coupling matrices are full row rank. In [12] , another learning algorithm for the discrete-time system is proposed with the assumption that the state variables are measurable. Recently, the robustness problem has been discussed in [13] for discrete-time linear systems, and the extension to discrete-time nonlinear systems can be found in [14] . Although sufficient conditions are given to ensure the convergence of the learning process, the rate of convergence is often slow since most of the continuous or discrete learning algorithms are designed based on a feedforward structure, and the ith current plant input is generated only by the previous data at the i 0 1th trial. The learning algorithm using more than one past control data for the improvement of learning speed is proposed in [15] . However, the learning structure is only a feedforward learning. The learning process utilizing the advantage of the current feedback error or the feedback configuration can be found in [9] and [16] . In [9] , a P-type ILC using current error for the construction of the learning mechanism is proposed. The plant input is updated by the previous plant input and the current error. In [16] , a D-type ILC is done in a feedback configuration. The learning process is performed in the feedforward input which is updated by the previous plant input and the derivative of previous error. The rapid convergence is shown in both papers either by technical proof [9] or by simulation [16] when compared with the traditional feedforward learning. In the discrete-time systems little work has been done on the performance improvement for ILC, which is certainly an important issue in practical applications.
In this paper, we aim to solve the discrete ILC problem for a class of discrete-time nonlinear time-varying systems with initial state error, input disturbance, and output measurement noise. In order to achieve the control objective, some assumptions, e.g., the global Lipschitz conditions on the nonlinearities, are needed for the technical analysis. These assumptions are not crucial in the field of ILC and are similar to those for ILC design of continuous-time systems [3] , [4] . In addition to convergence and robustness problems, the strategies of improving the learning performance are also presented. A feedforward discrete learning algorithm is designed under a stabilizing controller and is updated by more than one past control data in the previous trials. The stabilizing controller is designed to accommodate state error and input disturbance such that the closed-loop output tracking error in the absence of feedforward learning is within a reasonable bound, and the feedforward iterative learning controller is then updated to meet the performance requirement. It is shown that under some sufficient conditions on the feedforward learning operators, the convergence of the learning system can be guaranteed, and these conditions are independent of the stabilizing controller. This means that the feedforward learning can still work in these uncertain environments without the stabilizing controller, but the learning rate can be improved if a suitable one is used. Furthermore, the tracking error on the final iterate will be a class K function of the bounds on the uncertainties. When all the uncertainties tend to zero, the system output will converge uniformly to the desired one. A numerical example is given to demonstrate the learning performance of the proposed discrete ILC.
II. PROBLEM FORMULATION
We consider the class of discrete-time nonlinear time-varying systems described by the following difference equation:
yi(t) = C(xi(t); t) + i(t) (1) where "i", "t" denote the iteration index and discrete time, respectively, and x i (t) 2 R n ; u i (t) 2 R n ; y i (t) 2 R n for all t 2 [0; N ] and for some positive integer N . Here, w i (t) 2 R n and i (t) 2 R n denote some random input disturbance and output measurement noise, respectively. In the following discussion, the notation k1k will denote the Euclidean norm or any consistent norm. Furthermore, we shall assume the following properties for our class of systems (1). A1) For any realizable output trajectory y d (t) and an appropriate initial condition x d (0), there is a unique control input u d (t) generating the trajectory for the nominal plant. In other words, the following difference equation is satisfied with uncertainties w i (t) = 0; i (t) = 0:
where u d (t) is uniformly bounded for all t 2 [0; N ] with the In order to achieve this control objective, we propose the discrete iterative learning controller as follows.
A2) f (xi(t); t); B(xi(t); t); C(xi(t); t) and
• Stabilizing controller: • Feedforward iterative learning controller:
where
Here the L i0j (t)'s are bounded learning operators to be designed and with the bound
• Plant input at ith iteration:
The class of stabilizing controllers is designed such that the closed-loop output tracking error in the absence of feedforward learning is within a bound b > 3 , and the feedforward iterative learning controller is then updated to meet the performance requirement as stated in the control objective when i ! 1.
In this feedforward learning controller, the previous plant inputs ui01(t); 1 11;ui0m(t) instead of previous feedforward control inputs u f i01 (t); 1 11; u f i0m (t) are used to construct the learning algorithm. Before showing the main results of the proposed discrete ILC system, we define the -norm of a vector v(t) [13] as kv(t)k = sup t 2 [0;N ] a 0t kv(t)k with > 0 and a > 1.
Furthermore, we will use the following notations for the discussion in the next section for the sake of convenience: u f i (t) 
III. ANALYSIS OF CONVERGENCE AND ROBUSTNESS
When the discrete iterative learning controller (3)- (6) is applied to the discrete-time nonlinear time-varying system (1), the analysis of convergence and robustness of the learning scheme is to show 
which will be the key point to guaranteeing the robustness and convergence of the proposed learning controller. Before showing the main results of the learning controller, we first derive the following fact which states the relation between the output error e i (t) and u d (t) 0 u i (t). Since @C(x i (t + 1); t + 1) @u i (t) = @C(x i (t + 1); t + 1) @x i (t + 1)
we can derive that 
We now state the main results in the following theorem. 
By (4), we can find that u b i0j (t) satisfies u b i0j (t) r o kz i0j (t)k + s o`C kx i0j (t)k + s o 3 : (14) Substituting (14) into (13) (kzi0j(t)k + kxi0j(t)k) +`22 +`33 (15) where = max j2[1;m] j ;`1 = maxfro; so`C + L(`C bd + B cd +`C`f )g;`2 = mL`C;`3 = mL + ms o . Now, investigate the properties of kz i0j (t)k and kx i0j (t)k as follows. According to the design of (3), kzi0j(t)k satisfies the following inequality: kzi0j(t)k pokzi0j(t 0 1)k + qo`Ckxi0j(t 0 1)k + qo3: (16) we can take norms on (17) and use Assumption A2) to yield kx i0j (t)k (`f +`Bd)kx i0j (t 0 1)k + b u f i0j (t 0 1) + b(rokzi0j(t 0 1)k + so`Ckxi0j(t 0 1)k + so3) + 2: (18) Combining (16) and (18) 
where z i (0) is chosen to be zero for all i. Now, substituting (20) into (15), we have the following main inequality, which is used to guarantee the robustness and convergence of the learning control system: Part II: Prove the convergence of u f i (t) by using -norm
Multiplying both sides of (21) 
we can now conclude that (22) This implies that the output error is bounded 8i in [0; N], and even the uncertainties that exist will converge to a residual set whose size will depend on the bounds of 1 ; 2 and 3 . Furthermore, if 1 = 2 = 3 = 0, we have limi!1 ky d (t) 0 yi(t)k = 0.
Remark: It is found that the convergence conditions (11) of the learning algorithm are independent of the design of the stabilizing controller. However, if the plant output trajectory can stay within a neighborhood of the desired output trajectory by the stabilizing controller, the convergence of the feedforward learning can be very quick. The utilization of more than one past control data in the feedforward learning is another strategy for performance improvement.
Intuitively, the tracking speed will be faster if the number m in (5) increases. But it is hard to choose the weighting matrices Gi and the learning operators L i0j to satisfy the convergence condition (11) when the number m is large. This would be the main limitation on the design of the feedforward iterative learning controller using large past control data. Since Cx (t + 1)Bi01(t) = 0:08e 0t sin x1;i01(t) + 0:1, we choose the learning operator L i01 (t) as a simple constant one so that yi(t)k with respect to iteration number i is now shown in Fig. 1 for three cases, respectively. Since there is always an initial output error y d (0) 0 y i (0) = 00:096 0 0:01randn, we choose the tolerance bound to be 3 = 0:15 and find that the control objective is achieved at the 50th iteration for Case 1, 25th iteration for Case 2, and 17th iteration for Case 3, respectively. Furthermore, the supremum output tracking errors at 50th iteration for three cases are listed in Table I . It can be found that the convergence and robustness are achieved for all three cases. But this discrete learning algorithm, designed under a stabilizing controller and updated by more than one past control data, really improves the learning speed and the learning performance.
V. CONCLUSION
In this paper, a discrete iterative learning controller is proposed for discrete-time nonlinear time-varying systems with initial state error, input disturbance, and output measurement noise. A feedforward discrete learning algorithm is designed under a stabilizing controller and is updated by more than one past control data in the previous trials. A systematic approach is developed to analyze the robustness and convergence of the learning system. It is shown that under some sufficient conditions on the learning operators, the robustness and convergence of the learning system can be guaranteed even though the system is uncertain and nonlinear time-varying and the learning rate can be improved greatly. The main result of this paper shows that the uniform boundedness between the system output and the desired output is achieved in each iterate and the tracking error on the final iterate is a class K function of the bounds on the uncertainties. When all the uncertainties tend to zero, the system output will converge uniformly to the desired one.
