The monotonicity based method for the inverse acoustic scattering problem is to understand the inclusion relation between an unknown object and artificial one by comparing the far field operator with artificial operator. In this paper, we develop this method to the inverse crack scattering problem. Our aim is to give the following two indicators: One (Theorem 1.1) is to determine whether an artificial small arc is contained in the unknown arc. The other one (Theorem 1.2) is whether an artificial large domain contain the unknown one.
Introduction
Let Γ ⊂ R 2 be a smooth nonintersecting open arc, and we assume that Γ can be extended to an arbitrary smooth, simply connected, closed curve ∂Ω enclosing a bounded domain Ω in R 2 . Let k > 0 be the wave number, and let θ ∈ S 1 be incident direction, where S 1 = {x ∈ R 2 : |x| = 1} denotes the unit sphere in R 2 . We consider the following direct scattering problem: For θ ∈ S 1 determine u s such that where r = |x|, and (1.3) is the Sommerfeld radiation condition. Precisely, this problem is understood in the variational form, that is, determine u s ∈ H 1 loc (R 2 \ Γ) satisfying u s Γ = −e ikθ·x , the Sommerfeld radiation condition (1.3), and
for all ϕ ∈ H 1 (R 2 \ Γ), ϕ Γ = 0, with compact support. Here, H 1 loc (R 2 \ Γ) = {u : R 2 \ Γ → C : u B\Γ ∈ H 1 (B \ Γ) for all open balls B} denotes the local Sobolev space of one order.
It is well known that there exists a unique solution u s and it has the following asymptotic behavior (see, e.g., [1] ):
The function u ∞ is called the far field pattern of u s . With the far field pattern u ∞ , we define the far field operator F :
The inverse scattering problem we consider in this paper is to reconstruct the unknown arc Γ from the far field pattern u ∞ (x, θ) for allx ∈ S 1 , all x ∈ S 1 with one k > 0. In other words, given the far field operator F , reconstruct Γ. In order to solve such an inverse problem, we use the idea of the monotonicity based method. The feature of this method is to understand the inclusion relation of an unknown target and artificial object by comparing the data operator with some operator corresponding to an artificial object. For recent works of the monotonicity based method, we refer to [2, 3, 4, 5, 6, 9] .
Our aim in this paper is to provide the following two theorems.
Theorem 1.1. Let σ ⊂ R 2 be a smooth nonintersecting open arc. Then,
where the Herglotz operator H σ : This paper is organized as follows. In Section 2, we give a rigorous definition of the above inequality. Furthermore, we recall the properties of the far field operator and technical lemmas which are useful to prove main results. In Section 3 and 4, we prove Theorem 1.1 and 1.2 respectively.
Preliminary
First, we give a rigorous definition of the inequality in Theorems 1.1 and 1.2.
Definition 2.1. Let A, B : X → X be self-adjoint compact linear operators on a Hilbert space X. We write
if B − A has only finitely many negative eigenvalues.
The following lemma was shown in Corollary 3.3 of [4] .
Lemma 2.2. Let A, B : X → X be self-adjoint compact linear operators on a Hilbert space X with an inner product ·, · . Then, the following statements are equivalent:
Secondly, we define several operators in order to mention properties of the far field operator F . The data-to-pattern operator G :
where v ∞ is the far field pattern of a radiating solution v (that is, v satisfies the Sommerfeld radiation condition) such that
The following lemma was given by the same argument in Lemma 1.13 of [7] .
Lemma 2.3. The data-to-pattern operator G is compact and injective.
We define the single layer boundary operator
where Φ(x, y) denotes the fundamental solution to Helmholtz equation in R 2 , i.e.,
Here, we denote by 9) and H −1/2 (Γ) andH −1/2 (Γ) the dual spaces ofH 1/2 (Γ) and H 1/2 (Γ) respectively. Then, we have the following inclusion relation:
For these details, we refer to [10] . The following two Lemmas was shown in Section 3 of [8] .
(b) Let S i be the boundary integral operator (2.6) corresponding to the wave number k = i. The operator S i is self-adjoint and coercive, i.e, there exists c 0 > 0 such that
where ·, · denotes the duality pairing in
(d) There exists a self-adjoint and positive square root
Lemma 2.5. The far field operator F has the following factorization:
where G * : L 2 (S 1 ) →H −1/2 (Γ) and S * :H −1/2 (Γ) → H 1/2 (Γ) are the adjoints of G and S, respectively.
Thirdly, we recall the following technical lemmas which will be useful to prove Theorems 1.1 and 1.2. We refer to Lemma 4.6 and 4.7 in [4] . Lemma 2.6. Let X, Y , and Z be Hilbert spaces, and let A : X → Y and B : X → Z be bounded linear operators. Then,
and X ⊆ Y + V, (2.14)
3 Proof of Theorem 1.1
In Section 3, we will show Theorem 1.1. Let σ ⊂ Γ. We denote by R :
the Herglotz operator, respectively. Then by these definitions andĤ * = GS, we have
Using (3.1) and Lemmas 2.4 and 2.5, −ReF − H * σ H σ has the following factorization:
where
is self-adjoint compact, and I L 2 (Γ) is the identity operator on L 2 (Γ). Let V be the sum of eigenspaces of K associated to eigenvalues less than −1/2. Then, V is a finite dimensional and 
for all v ∈ V ⊥ . Since σ ⊂ Γ, we can take a small open arc σ 0 ⊂ σ such that
Before showing contradiction with (3.6), we will show the following lemma.
Proof of Lemma 3.1. (a) By the same argument in (3.1) we have
are the data-to-pattern operator, the single layer boundary operator, and the compact embedding, respectively corresponding to σ 0 . Since
where v ∞ Γ and v ∞ σ 0 are far field patterns associated to scatterers Γ and σ 0 respectively. Then by Rellich lemma and unique continuation we have
and v is a radiating solution to
Thus v = 0 in R 2 , which implies that h = 0.
By the above lemma and using Lemma 2.7, we get
is the orthognal projection on V . Lemma 2.6 implies that for any C > 0 there exists a v c such that
Hence, there exists a sequence
we have as m → ∞,
This contradicts (3.6). Therefore, we have H * σ H σ ≤ fin −ReF . Theorem 1.1 has been shown.
Proof of Theorem 1.2
In Section 4, we will show Theorem 1.2. Let Γ ⊂ B. We denote by
are the data-to-pattern operator and the single layer boundary operator, respectively corresponding to closed curve ∂B. They have the same properties like Lemma 2.3 and 2.4 and we haveH * ∂B = G ∂B S ∂B . (See, e.g., [7] .) We define T :
where v is a radiating solution such that
T is compact since its mapping is from H 1/2 (Γ) to C ∞ (∂B). Furthermore, by the definition of T we have that G = G ∂B T . Thus, we havẽ
where K and K ′ are some self-adjoint compact operators, and
is an extension of the square root of S ∂B,i . Let V be the sum of eigenspaces of K ′ associated to eigenvalues less than
. Then V is a finite dimensional, and for all g ∈ (G ∂B W * )V ⊥ we have 
By the definition of L, we have
, we have 
Collecting (4.6), (4.10), and (4.11) we have
Proof of Lemma 4.1. (a) is given by the same argument in Lemma 3.1. Thus v = 0 in R 2 , which implies that h = 0.
By the above lemma and using Lemma 2.7, we get Ran(H * Γ 0 ) ⊆ Ran(G ∂B ) + (V ∪ W ) = Ran(G ∂B , P V ∪W ), (4.15) where P V ∪W : L 2 (S 1 ) → L 2 (S 1 ) is the orthognal projection on V ∪ W . Lemma 2.6 implies that for any C > 0 there exists a x c such that 
