Abstract. We define a metric on the class of metric spectral triples, which is null exactly between spectral triples with unitary equivalent Dirac operators and *-isomorphic underlying C*-algebras. This metric dominates the propinquity, and thus implies metric convergence of the quantum compact metric spaces induced by metric spectral triples. In the process of our construction, we also introduce the covariant modular propinquity, as a key component for the definition of the spectral propinquity.
Introduction
Our project in noncommutative metric geometry is to define an analytical framework for the study of modulus space of quantum metric spaces, in order to study problems from mathematical physics by means of approximations and other techniques made possible by importing topological and analytical methods to the study of entire classes of quantum spaces. Noncommutative geometry [3] finds its roots in Connes' fundamental observation that the theory of pseudo-differential operators on manifolds, and in particular, of the Dirac operators on Riemannian spin manifolds, has a noncommutative generalization by means of a structure called a spectral triple. It is thus of essential importance for our project to apply our approach to quantum metric geometry to the space of spectral triples, or at least those which provide a quantum metric. We address this very topic in this work by constructing a metric on the class of all metric spectral triples, up to the natural equivalence of these triples, on the model of the 9, 15] , itself a noncommutative analogue of the Gromov-Hausdorff distance [4, 5] . In the process of our work, we also construct the covariant modular propinquity, as the metric upon which the spectral propinquity is built.
The importance of this work is to be found in the applications it opens. Our present work puts a topology on the class of all metric spectral triples. Therefore, it becomes possible to address questions such as perturbations of metric within an analytical framework -quantifying the scale of perturbations, including the effects of changes of underlying topologies, and studying topological properties of classes of quantum spaces obtained from perturbations, such as compactness [8, 1, 13] . We can also discuss approximations of spectral triples by other spectral finites, for instance spectral triples in finite dimension approximating spectral triples on infinite dimensional C*-algebras [7] . We can discuss time evolution of quantum geometries, or any other dynamical process or flows where both the quantum metric and the quantum topology are allowed to change, all within a natural framework based on topology. Understanding such problems should be inherently valuable in mathematical physics: for instance, the original introduction of the Gromov-Hausdorff distance on compact metric spaces [4] was motivated by the study of quantum gravity, and we now offer the possibility to address questions about fluctuations of quantum metrics together with changes in the underlying topology of space-time, including noncommutative space-times. Approximations of physical theories by finite models is also of keen general interest. While approximations of differential structures is generally delicate and at times rigid, the flexibility offered by both spectral triples and introducing noncommutative spaces open new possibilities for interesting research.
In our work, we bring together two notions. A quantum compact metric space is a noncommutative analogue of the algebra of Lipschitz functions over a compact metric space, and is the basic object of study of our project in noncommutative geometry. Their definition has evolved from Connes' original proposition [2] to the current version we now state, owing mostly to Rieffel's observation [20, 21] that the Monge-Kantorovich metric on quantum metric spaces should share a key topological property with the original Monge-Kantorovich metric in the classical picture. Our contribution to the following definition, from [12, 13] , is to impose a form of a Leibniz relation, as a key property for our work on the propinquity.
Definition 1.1. A function F : [0, ∞)
4 → [0, ∞) is permissible when F is weakly increasing from the product order on [0, ∞) 4 and, for all x, y, l x , l y 0 we have F (x, y, l x , l y ) xl y + yl x . Definition 1.2 ( [2, 20, 21, 23, 12, 13] ). For a permissible function F , a F -quasiLeibniz quantum compact metric space (A, L) is a unital C*-algebra A and a seminorm L defined on a dense Jordan-Lie subalgebra dom (L) of sa (A) such that:
(1) {a ∈ dom (L) : L(a) = 0} = R1 A , (2) the Monge-Kantorovich metric mk L defined between any two states ϕ, ψ ∈ S (A) by:
metrizes the weak* topology on S (A), (3) L is lower semi-continuous with respect to
(a), L(b)).
A Leibniz quantum compact metric space (A, L) is a L-quasi-Leibniz quantum compact metric space for L : x, y, l x , l y → xl y + yl x , i.e. for all a, b ∈ dom (L), we have
Connes' original introduction of spectral triples [2] was actually instrumental in his introduction of compact quantum metric spaces in their first version. Spectral triples are abstraction of the Dirac operator acting on the smooth sections of a vector bundle over a Riemann spin manifold. The key idea about spectral triples is that they contain enough information in the classical picture to recover most or all of the Riemannian geometry, yet are formally meaningful over noncommutative algebras, thus opening the possibility to study noncommutative Riemannian manifolds. The most important application of this formalism has been far-reaching generalizations of Atiah-Singer's index theorem. There are varying definitions of spectral triples in the literature, and for our purpose, we start with what seems to be a good common ground met by almost all definitions we are aware of.
Definition 1.3 ([3]).
A spectral triple (A, H , D) consists of a unital C*-algebra A, a Hilbert space H which is a left A-module, and a self-adjoint operator D defined on a dense linear subspace dom (D) of H , such that:
(1) D + i has a compact inverse, (2) the set of a ∈ A such that:
and [D, a] is closeable, with bounded closure is dense in A.
Note that if T is the inverse of D + i, then T is compact if and only if T * T is compact. Thus D + i has compact inverse if and only if (1 + D 2 ) has a compact inverse.
We now add a condition to spectral triples, so that our metric methods may apply to them. Our condition is not commonly found in the literature but it is satisfied by some very important examples. Moreover, at least in the classical picture, this property ought to be present for any spectral triples which recover the underlying geometry, so it seems to us a very natural and desirable property: we ask that spectral triples give rise to quantum metrics, which is clearly the original intent. We thus define: Definition 1.4. A metric spectral triple (A, H , D) is a spectral triple such that, if we set:
then the metric mk D metrizes the weak* topology on the state space S (A) of A.
Metric spectral triples do give rise to quantum compact metric spaces in a natural fashion, which was the original prescription of Connes. To any spectral triple, we can associate a seminorm which will be our L-seminorm canonically induced by a metric spectral triple.
is norm dense in A. If a ∈ sa (A), then there exists (a n ) n∈N in D N converging to a in norm. Now, if b ∈ D then so is b * : if ξ, ζ ∈ dom (D) then:
Now, since ξ ∈ dom (D), the linear map ζ → Dξ, bζ H is continuous, and since
It is immediate to check that D is a linear space, and thus in particular, for all n ∈ N, we have
, and of course as a ∈ sa (A), we have by continuity of ℜ that a = ℜa = lim n→∞ ℜa n , thus proving that dom (L D ) is dense in sa (A).
By Definition (1.4), the Monge-Kantorovich metric mk LD metrizes the weak* topology. In particular, S (A) has finite diameter, as a compact metric space. Let a ∈ sa (A) with L D (a) = 0. Let ϕ, ψ ∈ S (A). We have, by Definition (1.2):
and thus ϕ(a − ψ(a)1 A ) = 0 for all ϕ ∈ S (A). Thus (as a ∈ sa (A)):
We now check that L D is lower semicontinuous. Let (a n ) n∈N in sa (A) with L D (a n ) 1 converging in norm to a ∈ sa (A). Let ξ ∈ dom (D) and let ζ ∈ dom (D) then for any n ∈ N:
and therefore:
So the function ζ ∈ dom (D) → aξ, Dζ H is continuous, and thus aξ ∈ dom (D). 
It then immediately follows that (A, L D ) is a quantum compact metric space.
For our construction to be coherent and move toward our project of applying the theory of the propinquity to metric spectral triples, it is very important that the basic notion of what two objects being the same, i.e. the appropriate notions of isomorphisms, are compatible between metric spectral triples and quantum compact metric spaces.
We propose the following strong notion of equivalence for spectral triples. Equivalence, thus defined, is indeed an equivalence relation on the class of spectral triples and it preserves the typical constructions based on spectral triples in the literature.
On the other hand, there is a natural notion of isomorphism for quantum compact metric space, called full quantum isometries.
Rieffel proved in [22] that quantum isometries can be chosen as morphisms of a category over the quantum compact metric spaces, and full quantum isometries are indeed the morphisms whose inverse is also a morphism in this category. There is a more general notion of Lipschitz morphisms between quantum compact metric spaces [19] which will be important for us later on.
Equivalent metric spectral triples naturally give rise to fully quantum isometric quantum metric spaces. 
Thus ρ is a full quantum isometry from (A,
It is not a trivial matter to decide when two fully quantum isometric quantum compact metric spaces defined as above by metric spectral triples are indeed from equivalent such triples. This matter will be one of the point we address in this work.
Our main contribution to noncommutative metric geometry is the discovery and study of the Gromov-Hausdorff propinquity, a family of metrics on the class of F -quasi-Leibniz quantum compact metric spaces, for any permissible function F , which are analogues of the Gromov-Hausdorff distance. The dual propinquity is the central member of this family, and we refer to [12, 9, 15, 13, 10] for the construction and analysis of this metric. The Gromov-Hausdorff propinquity is a complete metric on the class of F -quasi-Leibniz quantum compact metric spaces up to full quantum isometry, for any choice of a continuous permissible F . The Gromov-Hausdorff propinquity is constructed using the dual analogue of isometric embeddings for quantum compact metric spaces, which we call tunnels: Definition 1.11. Let F be a permissible function, and let
In particular, tunnels give rise to isometric embeddings of the state spaces, though the isometries are of a very special kind, as dual maps to *-monomorphisms, as illustrated in Figure ( 
O O ✤ ✤ ✤ Figure 1 . A tunnel and the dual isometric embeddings of state spaces ֒→ isometry ։ quantum isometry dotted arrows duality relations
There is a natural quantity associated with any tunnels which, in essence, measures how far apart the domain and codomain of a tunnel are for this particular choice of embedding. Notation 1.12. If (X, d) is a compact metric space, then the Hausdorff distance [6] on the class of all closed subsets of (X, d) is denoted by Haus d . If X is a vector space and d is induced by a norm · X , then Haus d is also denoted Haus · X .
is the nonnegative number:
We note that the extent of a tunnel is always finite. The propinquity is thus defined as follows: Definition 1.14. Let F be a permissible function. For any two F -quasi-Leibniz quantum compact metric spaces (A,
The propinquity enjoys the properties which a noncommutative analogue of the Gromov-Hausdorff distance ought to possess, though it was not a trivial task to unearth this definition. Theorem 1.15. Let F be a permissible function. The F -propinquity Λ * F is a complete metric up to full quantum isometry on the class of F -quasi-Leibniz quantum compact metric spaces. Moreover, the class map which associates, to any compact metric space (X, d), its canonical Leibniz quantum compact metric space
where L d is the Lipschitz seminorm, is an homeomorphism onto its range, when its domain is endowed with the Gromov-Hausdorff distance topology and its codomain is endowed with the topology induced by the dual propinquity.
Examples of interesting convergences for the propinquity include fuzzy tori approximations of quantum tori [7] , continuity for certain perturbations of quantum tori [8] , unital AF algebras with faithful tracial states [1] , continuity for noncommutative solenoids [19] , and Rieffel's work on approximations of spheres by full matrix algebras [24] , among other examples. Moreover, we prove [10] an analogue of Gromov's compactness theorem.
We may put restrictions on the class of tunnels under consideration, so we can adapt the construction of the propinquity to smaller classes of quantum compact metric spaces with additional properties. In general, in most applications, tunnels are built from a structure called a bridges.
We prove in this paper that we can construct a distance on the class of metric spectral triples based upon our construction of the propinquity. Our metric, which we will call the spectral propinquity, will be zero exactly between equivalent spectral triples, and it will be stronger than the propinquity. To reach our goal, we make the following observations. First, metric spectral triples give rise to metrical quantum vector bundles in a completely natural manner. This is an important proof-of-concept for our work on the modular propinquity. We then prove that the metric propinquity actually already fully capture the metric properties of spectral triples without any modification to the propinquity: this indicates that our modular propinquity is an appropriate notion of convergence for modules.
Second, we want to encode more than the metric property for metric spectral triples. Our project has given us the idea on how to proceed from there. As is well-known, spectral triples give rise to natural actions of R by unitaries on the underlying Hilbert space of the spectral triple. The propinquity is well-behaved with respect to group, or even monoid actions. In fact, we have defined a covariant version of the propinquity. In this paper, we introduce the covariant version of the modular propinquity in the same spirit as [14, 17, 16] . This is a contribution to our project on its own, so we develop it in its full generality. Now, applying the covariant modular propinquity to the metrical quantum vector bundles defined by metric spectral triples and their canonical unitary actions of R is our spectral propinquity.
D-norms from Metric Spectral Triples
Proposition (1.6) shows that metric spectral triples give rise to quantum compact metric spaces. We now see that in fact, these triples give rise to more structure: they define metrical quantum vector bundles, i.e. a particular type of module structure over quantum compact metric spaces. The importance of this observation is that we have constructed a complete metric on metrical quantum vector bundles -the metric propinquity -and thus, we immediately have a pseudo-metric on metric spectral triples. We recall from [18] the following notion:
for all ω, η ∈ M , we have:
where
is weakly increasing for the product order, and such that H(x, y) 2x 2 y 2 for all x, y 0, (d) for all ω ∈ M and a ∈ A, we have:
is weakly increasing for the product order and such that G(x, y, z) (x + y)z. A triple of functions (F, G, H) as above is called permissible. A Leibniz metrical quantum vector bundle is a (F, G, H)-metrical quantum vector bundle where, for all x, y, z, t 0, we have F (x, y, z, t) = xz + yt, G(x, y, z) = (x + y)z and H(x, y) = 2x 2 y 2 .
, is called a (F, H)-metrized quantum vector bundle, and (F, H) is called a permissible pair.
Quantum metrized vector bundles are modeled after Hermitian vector bundles endowed with a choice of a metric connection, which is used to define the D-norms. The introduction of the more general metrical quantum vector bundles is actually motivated by spectral triples.
The theorem upon which all our present work relies, and which brings together our work on modules in noncommutative metric geometry and noncommutative differential geometry: Theorem 2.3. Let (A, H , D) be a metric spectral triple. If for all a ∈ A we set:
and for all ξ ∈ H , we set:
is a Leibniz metrical quantum vector bundle, which we denote by mvb (A, H , D).
Proof. For any a ∈ dom (L) D and ξ ∈ dom (D), we compute:
Now, H is a Hilbert C-module, and (C, 0) is a Leibniz quantum compact metric space (the only possible one with C*-algebra C) where the L-seminorm is 0. Therefore, (H , ·, · H , D, C, 0, A, L) has all the properties of a Leibniz metrical quantum vector bundle, as long as we prove the compactness of the unit ball of D.
Write N = ker D and
We will find it convenient to write D = {ξ ∈ J : D(ξ) 1}. Let (k n ) n∈N be the spectrum of D 2 restricted to J , chosen so that (k n ) n∈N is increasing to ∞ -and takes any value only finitely many times. Note that k n > 0 for all n ∈ N.
Let (ξ n ) n∈N be a Hilbert basis for J such that
16
. Let ξ ∈ D. We write ξ = n∈N a n ξ n for (a n ) n∈N ∈ ℓ 2 (N) with a n = ξ, ξ n H for all n ∈ N -note that since D(ξ) 1 we have Dξ
As (ξ n ) n∈N is a Hilbert basis, we also have n∈N |a n | 2 1. We then have:
Using Abel summation and since n∈N |a n | 2 1, for all n > N :
As a bounded subset of a finite dimensional space, D ∩ span{ξ 0 , . . . , ξ N −1 } is totally bounded, thus it has a ε 2 √ 2 -dense finite subset F , which is then a
-dense finite subset of unit ball of N , which is totally bounded since N is finite dimensional. Note that if ω ∈ N then D(ω) = ω H .
We then note that if ξ ∈ H with D(ξ) 1, writing ξ = ξ 0 + ξ ⊥ with ξ 0 ∈ N and ξ ⊥ ∈ J , we have Dξ = Dξ ⊥ and since
2 , and therefore:
. Hence:
As ε > 0 is arbitrary, we conclude that the unit ball of D is totally bounded in H . It remains to show that D is lower semicontinuous. We thus now prove that the unit ball of D is closed in · H . Now, let (ξ n ) n∈N ∈ dom (D) converging to ξ in H and with D(ξ n ) 1 for all n ∈ N. Let η ∈ dom (D). We compute:
, and thus for all η ∈ dom (D):
, and thus extends uniquely to H , where it has norm 1 − ξ H . Therefore Dξ H 1 − ξ H and thus
is a quantum compact metric space, we conclude that:
is a Leibniz Leibniz metrical quantum vector bundle.
As we know how to construct Leibniz metrical quantum vector bundles from metric spectral triples, it is only natural to apply the metrical propinquity to them, as defined in [18] . We will review the construction of the modular and metrical propinquity in the next section, and we refer to [18] for details. We do recall from [11, 18 ] the notions of module morphisms and modular quantum isometry which we will now use.
Definition 2.4 ([11, 18]). If
M is an A-module and N is a B-module for two unital C*-algebras A and B, then a module morphism (π, Π) : A 1 → A 2 is a *-morphism π : A → B and a linear map Π : M → N such that for all a ∈ A and ω ∈ M , we have Π(aω) = π(a)Π(ω).
If moreover M and N are Hilbert modules, then (π, Π) is a Hilbert module morphism when it is a modular morphism such that
A modular quantum isometry (π, Π) is a full modular quantum isometry when both π and Π are bijections, π is a full quantum isometry, and
From our perspective, two metrized quantum vector bundles are isomorphic when there exists a full modular quantum isometry between them. Putting all these ingredients together, we get the following notion for isomorphism of metrical quantum vector bundles:
is a full quantum isometry, (3) (π, Θ) is a module isomorphism from M 1 , seen as an B 1 -left module, to M 2 , seen as a B 2 -left module.
Of interest is the meaning of distance zero in terms of the original spectral triples.
The following assertions are equivalent: -there is also a full quantum isometry ι from (C, 0) to itself such that (ι, U ) is a Hilbert C-module map, but of course, ι is the identity. Thus to begin with, ρ = Ad U as (ρ, U ) is a modular morphism: if ξ ∈ H B and a ∈ A then ρ(a)ξ = U (a(U * ξ)) = U aU * ξ. Moreover, since D B • U = D A , we conclude for all ξ ∈ H A :
for all ξ ∈ H A . By Expression (2.1), we have:
We then have for all ξ, ζ ∈ H A :
U . There are several examples where a spectral triple is defined using a positive Dirac operator, which essentially means that such a triple contains only metric information. In case such a positive spectral triple is also a metric spectral triple, then we actually see that the metrized quantum vector bundles contain enough information to obtain: In general, spectral triples involve non-positive Dirac operators, and thus, some information appears lost from the picture we have described so far. To remedy this problem, we bring another idea which we have developed for the propinquity: the construction of a covariant version of our metric. Indeed, any spectral triple defines a canonical action of R by unitary on its underlying Hilbert space. Incorporating this data, which is natl in sight of our work in [14, 17, 16], we will be able to obtain a distance of metric spectral triple up to full equivalence.
We thus develop the covariant version of the modular and metric propinquity in the next section. We do so in full generality on the model of [17] .
The covariant Metrical Propinquity
We construct the covariant version of the modular propinquity. We begin with a brief description of the modular propinquity itself, based on our work in [18] . We employ the same idea of isometric embedding employed with the propinquity, though now for modules:
, for j ∈ {1, 2}, be two (F, H)-metrized quantum vector bundles. A modular tunnel τ = (P, Θ 1 , Θ 2 ) from A 1 to A 2 is given by a (F, H)-metrized quantum vector bundle and, for each j ∈ {1, 2}, a modular quantum isometry Θ j : P → A j .
Notably, the extent of a modular tunnel is simply the extent of its underlying tunnel:
, for j ∈ {1, 2}, be two (F, H)-metrized quantum vector bundles. The extent of a modular tunnel τ = (P, (θ 1 , Θ 1 ), (θ 2 , Θ 2 )),
The modular propinquity is then defined as the usual propinquity, albeit using modular tunnels:
Definition 3.3 ([18]). We fix a permissible pair (F, H). The modular (F, H)-
propinquity is defined between any two (F, H)-metrized quantum vector bundles M 1 and M 2 as:
We were able to establish that:
Theorem 3.4 ([18]).
The modular propinquity is a complete metric on the class of (F, H)-metrized quantum vector bundles up to full modular quantum isometry.
The class of objects we now wish to extend the modular propinquity to consists of metrized quantum vector bundles endowed with a group action, appropriately defined as follows.
Notation 3.5 ([17]).
Definition 3.6. Let (F, J) be a permissible pair. A covariant modular (F, J)-
is given by:
a continuous morphism q from G to H, (5) for each g ∈ G, we have a linear endomorphism β g of M with |||β g ||| M 1 and such that: (a) the pair (α q(g) , β g ) is a Hilbert module map. (b) for all ω ∈ M and g ∈ G, we have:
there exists a locally bounded function K :
We recall from [17] how to define a covariant version of the Gromov-Hausdorff distance between proper monoids. The key ingredient is an approximate notion of an isometric isomorphism, defined as follows:
is a pair of maps ς 1 : G 1 → G 2 and ς 2 : G 2 → G 1 such that for all {j, k} = {1, 2}:
The set of all r-local ε-almost isometries is denoted by:
Local, almost isometries enjoy a natural composition property, which is the reason why the covariant Gromov-Hausdorff distance they define is indeed a metric:
then:
We denote
If (G, δ G ) and (H, δ H ) are two proper monoids, then we define their covariant Gromov-Hausdorff distance Υ((G, δ G ), (H, δ H )) as:
and we proved in [17] that Υ is a metric up to isometric isomorphism of monoids; moreover we study conditions on classes of proper monoids to be complete in [16] . For our purpose, we will focus on how to use these ideas to construct a covariant version of Λ * mod . We begin with a simple observation. The dual-modular propinquity does not involve the computation of any quantity directly involving the modules -the extent of the basic tunnel is all that is needed. Thus, the various requirements placed on modular tunnels, regarding maps being quantum isometries, are sufficient to ensure that the basic tunnel's extent encodes information about the distance between modules. However, for our current effort, it is worthwhile to begin with the observation that indeed, there is a natural form of a "modular extent", although it is no greater than the extent of a modular tunnel.
We begin by identifying a convex subset of linear functionals over a Hilbert module.
Notation 3.9. Let (M , D, A, L) be a metrized quantum vector bundle. For any ϕ ∈ S (A) and ω ∈ M , then we write ϕ ⊙ θ for η ∈ M → ϕ ( η, ω M ). The state space S (M ) of M is:
Remark 3.10. The space S (M ) is not convex in general; it is not the set of extreme points of its convex hull either. Thus, it may be that future applications will prefer to work with the convex hull of S (M ), though for our purpose, such a change would not affect our work, and the present choice is quite natural and easier to handle.
We now define a form of the Monge-Kantorovich metric on the state space of modules.
Notation 3.11. Let (M , D, A, L) be a metrized quantum vector bundle. For any ϕ, ψ ∈ S (A) and ω, η ∈ M with D(ω) 1 and D(η) 1, we set:
The topology induced by the natural metric on the state space of a module of a metrized quantum vector bundle is the weak* topology. Proof. Let (ϕ n ) n∈N be a sequence in S (A) and let (ω n ) n∈N be a sequence in {ω ∈ M : D(ω) 1}.
Assume first that (ϕ n ⊙ω n ) n∈N converges weakly to some linear functional µ over M . By compactness of both S (A) for the weak* topology and of {ω ∈ M : D(ω) 1} in norm, there exists a subsequence (ϕ f (n) ) n∈N of (ϕ n ) n∈N weak* converging to ϕ ∈ S (A), and there exists a subsequence (ω g(n) ) n∈N of (ω n ) n∈N converging to some ω in norm. Note that by lower semicontinuity of D, we have D(ω) 1. Up to extracting further subsequences, we assume f = g without loss of generality.
Let ζ ∈ M and let ε > 0. Since (ϕ f (n) ) n∈N weak* converges to ϕ, there ex-
. Last, as µ is the weak* limit of (ϕ n ⊙ ω n ) n∈N , there exists
Therefore µ(ζ) = ϕ ⊙ ω(ζ) since ε > 0 is arbitrary. As ζ ∈ M is arbitrary as well, we conclude µ = ϕ ⊙ ω. Thus S (M ) is weak* closed. As it is a subset of the unit ball of the dual of M , we conclude that S (M ) is weak* compact. We now prove that (ϕ n ⊙ ω n ) n∈N converges to µ = ϕ ⊙ ω for mk alt . Let ε > 0. Since {ω ∈ M : D(ω) 1} is compact, there exists a finite ε 3 -dense subset F of {ω ∈ M : D(ω) 1}. As F is finite, and since (ϕ n ⊙ ω n ) n∈N converges to ϕ ⊙ ω for the weak* topology, there exists N ∈ N such that if n N then
1}. By construction, there exists η ∈ F such that ζ − η M < ε 3 . Since ω n M D(ω n ) 1 for all n ∈ N and similarly since ω 1, we then have:
Therefore, if n N then mk alt ϕ ⊙ ω, ϕ n ⊙ ω n ε. We now turn to the converse: we assume that (ϕ n ⊙ ω n ) n∈N converges to some ϕ ⊙ ω for mk alt . Let ζ ∈ M \ {0} and ε > 0. By density of the domain of
Hence if n N then, as above:
Hence, (ϕ n ⊙ ω n ) n∈N weak* converges to ϕ ⊙ ω as desired.
The study of convergence for modules seem to benefit [11, 18] from the introduction of the following distance on modules, which is naturally related to the distance of Notation (3.11):
Proposition 3.13 ([11]). Let (M , D, A, L) be a metrized quantum vector bundle. For ω, η ∈ M , we set:
then k D is a metric on M which, on bounded subsets of M , induces the A-weak topology. On bounded subsets for D, the metric k D induces the norm topology.
We now have two analogues of the Monge-Kantorovich metric for metrized quantum vector bundles, and we will understand their relationship during this section. We first observe that the metric introduced in Proposition (3.13) is indeed related to the modular state space:
Proposition 3.14. If ω, η ∈ M then:
Proof. First, if µ = ϕ • ζ ∈ S (M ), then as ϕ ∈ S (A) and D(ζ) 1, we compute:
We now note that, as states are self-adjoint linear maps, i.e. intertwine the adjoint of A and C, they also intertwine the real parts in A and C, and the imaginary parts in A and C: for all a ∈ A and ϕ ∈ S (A):
and similarly:
We also observe that |ℜϕ(a)| Hence:
This concludes our proof.
The first important observation of this section is that the dual modular Monge-Kantorovich metric of Notation (3.11) permits the computation of something akin to the reach of a tunnel, but that this computation leads nothing new. The importance is to reveal the form of the reach of a modular tunnel, as it is the quantity which we will modify to build our covariant modular propinquity, as was done for the propinquity in [17, 16] .
We will use the notion of target sets defined by tunnels. As explained in [12, 9, 15, 11, 14, 17, 16, 18], tunnels are a form of "almost morphisms" which induce set-valued maps which behave as morphisms, using the following definitions:
) is a modular tunnel with P = (P, D, D, L D ), if ω ∈ P and if l D(ω), then the target l-set t τ (a|l) of a is: (N , D B , B, L B ) be two (F, H)-metrized quantum vector bundle s, and let τ = (P, (θ A , Θ A ), (θ B , Θ B )) be a modular (F, H)-tunnel from A to B, with P = (P, D, D, L D ) . We have:
where H = H (1, 1) .
Proof. Let ω ∈ M with D(ω) 1 and ϕ ∈ S (A). By definition of the extent of τ , there exists ψ ∈ S (B) such that mk(ϕ, ψ) χ (τ ). Let η ∈ t τ (ω|1): namely, there exists ξ ∈ P with D(ξ) 1 such that Θ A (ξ) = ω and Θ B (ξ) = η.
We now compute the distance mk
Therefore:
This computation is symmetric in A and B, so our proposition is now proven.
While the expression in our previous proposition seems redundant, it takes a new importance when trying to define a covariant version of the dual-modular propinquity. Indeed, we want to extend our ideas from [17] , where in particular, tunnels need not be equipped with any group actions, and instead we modify an expression of the form given by Proposition (3.16) to account for the actions (this quantity is known as the reach in [9]).
We now define covariant tunnels between covariant modular systems. We emphasize that we do not require any group action on the elements of the tunnels themselves: our covariant tunnels are build by bringing together modular tunnels and local almost isometries, with one small additional condition.
(1) a metrized quantum vector bundle
for each j ∈ {1, 2}, a quantum modular isometry
for all {j, k} = {1, 2} and for all g, g ′ ∈ G j 1 ε , we have:
The covariant reach is a modification of the idea of the Hausdorff distance we used in Proposition (3.16) which includes the action and local almost isometries. For reference and comparison, we also include the reach of a covariant tunnel following [17] .
As our notation involves a lot of data, we will take the liberty to invoke the notations used in Definition 3.17) repeatedly below.
Definition 3.18 ([17]
). We use the notations of Definition (3.17). The ε-covariant reach ρ (τ |ε) of τ is:
Our new definition is:
Definition 3.19. We use the notations of Definition (3.17). The ε-modular covariant reach ρ m (τ |ε) of τ is:
We now follow the pattern identified in [17] and synthesize our various numerical quantities attached to a covariant modular tunnel into a single number:
Definition 3.20. We use the notations of Definition (3.17). The ε-modular magnitude of τ is: We verify that tunnels can be almost composed, which is the reason why, ultimately, our covariant modular metric will satisfy the triangle inequality.
Theorem 3.22. Let (F, J) be a permissible pair. Let ε 1 > 0, ε 2 > 0. Let M 1 , M 2 and M 3 be three covariant modular (F, J)-systems. Let τ 1 be ε 1 > 0-covariant tunnel from M 1 to M 2 and let τ 2 be a ε 2 > 0-covariant tunnel from M 2 to M 3 .
If ε > 0 then there exists a (ε 1 + ε 2 )-covariant (F, J)-tunnel τ from M 1 to M 3 with:
for each j ∈ {1, 2, 3}. Let τ 1 be a ε 1 -covariant tunnel from M 1 to M 2 with:
and let τ 2 be a ε 2 -covariant tunnel from M 2 to M 3 with:
where for all
and for all (ω 1 , ω 2 ) ∈ P 1 ⊕ P 2 :
Using Theorem (3.8), we also have:
and:
Let µ ∈ S (M 1 ). By definition of the modular reach, there exists ν ∈ S (M 2 ) such that, for all g ∈ G 1 ε1 , we have mk
Therefore, the (ε 1 + ε 2 )-covariant reach of τ is bounded above by ε 1 + ε 2 + ε. Altogether, we thus have shown that τ is a (ε 1 + ε 2 )-covariant tunnel with:
We now have the tools to define the covariant modular propinquity.
Notation 3.23. For any permissible pair (F, H), and any two covariant modular systems A and B, the set of all ε-covariant (F, H)-tunnels from A to B is denoted by: 
, inf ε > 0 : ∃τ ∈ Tunnels A
We record that the covariant modular propinquity is indeed a pseudo-metric:
Proposition 3.25. For any permissible pair (F, H), the covariant modular propinquity is a pseudo-metric on the class of covariant modular (F, H)-systems.
Proof. The proof that the covariant modular propinquity satisfies the triangle inequality is now identical to [17] with the use of Theorem (3.22). We also note that if (P, Θ, P i, ς, κ) is a ε-covariant modular tunnel, then so is (P, Π, Θ, ς ′ , κ ′ ) where ς ′ and κ ′ are obtained by swapping the entries of ς and κ, respectively, and these two tunnels have the same ε-magnitude -thus the covariant modular propinquity is symmetric.
We now check that we have indeed defined a metric up to the following notion of equivalence.
Definition 3.26. A full equivariant modular quantum isometry (π, Π, ς, κ) is a modular isometry (π, Π), a proper monoid isomorphism ς : G A → G B and a proper mononoid isomorphism κ : H A → H B such that:
We now prove that the covariant modular propinquity is indeed a metric up to full equivariant quantum modular isometry. It will prove helpful to use the following simple notation:
Notation 3.27. If τ = (P, Θ, Π, ς, κ) is a covariant modular tunnel, then the target sets t τ (·|·) are defined to mean t τ ♭ (·|·), where τ ♭ = (P, Θ, Π). Proof. We need some notations. We write:
By Definition (3.24), for all n ∈ N, there exists a 1 n+1 -covariant modular tunnel (τ n , ς n , κ n ) from A to B with µ m τ n 1 n+1 1 n+1 . We recall from Definition (3.17) that τ n is a modular tunnel, while:
By [17], there exists a full modular quantum isometry
, and a strictly increasing f : N → N, such that:
Furthermore, by [17] applied to both (ς n ) n∈N and (κ n ) n∈N (up to extracting further subsequences), there exists a strictly increasing function f 2 : N → N, a proper monoid isomorphism ς : G A → G B and a proper monoid isomorphism κ : H A → H B such that:
• for all g ∈ G A , we have lim n→∞ ς 1 f (f2(n)) (g) = ς(g) and for all g ∈ G B we have lim n→∞ ς 2 f (f2(n)) (g) = ς −1 (g),
Now, the work in [17] shows that π is in fact full equivariant, in the sense that for all g ∈ H A we have π • α g A = α ς(g) • π. We now prove that the same method can be used here to show that Π is indeed equivariant as well. To ease notation, we rename f • f 2 simply as f .
Let n∈N converges to ̟(g), and since K A is locally bounded, there exists K > 0 such that for all n ∈ N we have
For each n ∈ N, let:
Since β A is strongly continuous and (ς 2 f (n) (g)) n∈N converges to ̟(g), using [18]:
k(η n , γ n ) + (1 + K)l n + 1 and thus, by continuity of µ and construction of Π:
Last, by Definition (3.17), we note that for all g ∈ G A , if N ∈ N is chosen so that g, g ′ ∈ G A [N −1 ] and if n N then, since the map q A is continuous:
This concludes the proof of our theorem.
Our object for this section is technically to define a covariant metrical propinquity. This however is now simple, if maybe for the notations. 
Note that we do not require any action on (A, L A ). To avoid drowning in notations, we will not discuss the now easy construction of a metric where an independent action on (A, L A ) is accounted for: all that is needed will be to replace tunnels by covariant tunnels in the obvious locations. We work here when no such action is present. and (π B , Θ B ) are modules maps.
The magnitude of a metric tunnel is easily defined:
Definition 3.31. If τ = (τ 1 , τ 2 ) is a ε-covariant metric tunnel, then the ε-metrical magnitude of τ is µ m (τ |ε) = max {µ m (τ 1 |ε), χ (τ 2 )}.
The covariant metric propinquity is defined similarly to the other versions of the covariant propinquity:
Notation 3.32. For any permissible triple (F, G, H), and any two covariant metrical (F, J, T )-systems A and B, the set of all ε-covariant (F, G, H)-tunnels from A to B is denoted by: A 1 , L 1 ) to (A 3 , A 3 , L 3 ), with (ε 1 + ε 2 )-magnitude at most µ m (τ |ε 1 )+µ m (γ|ε 2 )+ε. This then can be used to show that the covariant metrical propinquity satisfies the triangle inequality as in [17] .
Similarly, if Λ * met,cov D, C, 0, A, L D ) , we also can associated a canonical action of R by unitaries on H , setting U : t ∈ R → exp(itD). Note that for all t ∈ R, since U t is unitary and since it commutes with D, we have D(U t ξ) = D(ξ) for all ξ ∈ H . We thus define: 
with: U : t ∈ R → U t = exp(itD) and D : ξ ∈ H → ξ H + Dξ H while id is the identity map (seen here as an action of the trivial group {0}).
We thus can apply the covariant version of our metrical propinquity to metric spectral triples. The main result of this work is:
Theorem 4.3. The spectral propinquity is a metric on the class of metric spectral triples up to equivalence of spectral triples.
Proof. As the covariant metrical propinquity is indeed a pseudo-metric, so is the spectral propinquity. It is thus enough to study the distance zero question. Let As Θ is a linear isomorphism of Hilbert spaces, it is a unitary, which we denote by V . As in Theorem (2.7), since (π, Θ) is a module morphism, we conclude that π = Ad V and moreover, V (as it preserves the D-norms) maps dom (D A ) to dom (D B ).
Moreover, equivariance means that for all t ∈ R, we have V U t A V * = U * B . We then observe that on dom (D A ): note that V is continuous and moreover, it preserves the domains of the Dirac operators. So, if ξ ∈ dom (D) then:
Therefore, as desired, (A, H A , D A ) and (B, H B , D B ) are equivalent. It is immediate that equivalent metric spectral triples are at distance zero for our spectral propinquity, concluding our proof.
