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JORDAN PLANE AND NUMERICAL RANGE OF OPERATORS
INVOLVING TWO PROJECTIONS
JAEDEOK KIM AND YOUNGMI KIM
Abstract. We use principal angles between two subspaces to define Jordan
planes. Jordan planes provide an optimal way to decompose Cn in relation
to given two subspaces. We apply Jordan planes to show that two pairs of
of subspaces (M,N) and (M⊥, N⊥) are unitarily equivalent if M and N are
subspaces of Cn in generic position. We compute numerical ranges of sum and
product of two orthogonal projections by using Jordan planes.
1. Principal Angles
In 1875, C. Jordan [10] introduced the principal angles between two subspaces.
Since then, many attempts have been made to develop and derive recursive defini-
tions of principal angles. The principal angles along with principal vectors provide
optimal approaches in describing many properties involving two subspaces. A great
deal of discussion on principal angles was made by A. Galantai and C.J.Hegedus in
[8].
Definition 1.1. Let M and N be two subspaces of Cn with dimM = p and
dimN = q. Assume p ≥ q. The principal angles θ1, θ2, · · · θq between M and N
can be constructed recursively as follows.
cos θi =sup{|〈u, v〉| : u ∈M ∩M⊥i−1, v ∈ N ∩N⊥i−1 , ‖u‖ = ‖v‖ = 1}
=〈ui, vi〉 for some unit vectorsui ∈M ∩M⊥i−1 and vi ∈ N ∩N⊥i−1,
for i = 1, · · · , q
whereMi−1 and Ni−1 are subspaces spanned by {u1, · · · , ui−1} and {v1, · · · , vi−1},
respectively, and M0 = N0 = {0}.
The vectors u1, u2, · · · , uq and v1, v2, · · · , vq are called the principal vectors. The
principal angles are uniquely determined for a pair of subspaces, but the principal
vectors are not. Some properties associated with the principal angles follow from
the construction.
(1) 0 ≤ θ1 ≤ θ2 ≤ · · · ≤ θq ≤ pi2 .
(2) θ1 = 0 if and only if M ∩N 6= {0}. More specifically, if dim(M ∩N) = r,
then θ1 = · · · = θr = 0.
(3) θq =
pi
2 if and only if (M ∩N⊥)⊕ (M⊥ ∩N) 6= {0}.
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The following biorthogonality relation of principal vectors is worthwhile to note.
The relation will play a vital role in computing numerical range of product of
orthogonal projections. A proof of the lemma can be found in [8].
Lemma 1.2. Assume that u1, u2, · · · , uq and v1, v2, · · · , vq are principal vectors
obtained in the recursive definition of principal angles, θ1, θ2, · · · θq, of two subspaces
M and N . Then
〈ui, vj〉 = δij cos θi for i, j = 1, 2, · · · , q.
Among all the principal angles, two of them assume more importance. θr+1 is
referred to as the Friedrichs angle α(M,N) between M and N , and θ1 is referred
to as the Dixmier angle α0(M,N) between M and N . Note that for each k with
θk ∈ (0, pi2 ), there exist two nonparallel and nonperpendicular vectors uk ∈ M and
vk ∈ N .
The collection of principal vectors provides a real nice way of representing one
subspace in terms of the other. Readers may refer to [8] for the proof of the following
lemma.
Lemma 1.3. Assume that M and N are two subspaces of Cn and PM and PN are
orthogonal projections ontoM and N , respectively. If u1, u2, · · · , uq and v1, v2, · · · , vq
are principal vectors corresponding to principal angles , θ1, θ2, · · · θq, of two sub-
spaces M and N , then
PMvj = cos θjuj and PNuj = cos θjvj for j = 1, 2, · · · , q.
The results in Lemma 1.2 and Lemma 1.3 allow us to break down Cn and to
decompose it in an optimal fashion in terms of two subspaces. The next definition
will be used as the building blocks to express many of the results in this paper.
Definition 1.4. If 0 < θk <
pi
2 , the two dimensional subspace spanned by uk and
vk is called the k-th Jordan plane associated with M and N . Jk denotes the k-th
Jordan plane.
An orthogonal decomposition of Cn in terms of two subspaces M and N can be
given as follows:
C
n = (M ∩N)⊕ (M ∩N⊥)⊕ (M⊥ ∩N)⊕ (M⊥ ∩N⊥)⊕R,
where R denotes the orthogonal complement of (M ∩N)⊕ (M ∩N⊥)⊕ (M⊥∩N)⊕
(M⊥ ∩N⊥).
Definition 1.5. Two subspaces M and N of Cn are said to be in generic position
if
(M ∩N)⊕ (M ∩N⊥)⊕ (M⊥ ∩N)⊕ (M⊥ ∩N⊥) = 0.
RM and RN will denote R ∩M and R ∩N , respectively.
Observe that Jordan planes are two dimensional subspaces and mutually orthog-
onal by Lemma 1.2, and if two subspaces M and N are in generic position with
dimM = dimN = p, then there are p Jordan planes.
Over the Jordan plane Jk formed by the two principal vectors uk and vk, we can
establish trigonometric identities by taking the steps described below.
First, let sk be a unit vector in the k-th Jordan plane perpendicular to uk and
〈vk, sk〉 > 0. Note that 〈vk, sk〉 < 1. Second, we choose a unit vector tk ∈ Jk
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satisfying 〈vk, tk〉 = 0 and 〈sk, tk〉 > 0. Then the four vectors uk, vk, sk, tk ∈ Jk
hold the following properties.
Lemma 1.6. Let Jk be the k-th Jordan plane associated with a principal angle
0 < θk <
pi
2 and let uk and vk be principal vectors corresponding to θk, i.e. cos θk =
〈uk, vk〉. Then the four unit vectors uk, vk, sk, tk ∈ Jk constructed in the preceding
argument satisfy the following properties.
(1) 〈uk, vk〉2 + 〈vk, sk〉2 = 1 and 〈vk, sk〉2 + 〈sk, tk〉2 = 1.
(2) 〈uk, vk〉 = 〈sk, tk〉 = cos θk.
(3) 〈vk, sk〉 = −〈uk, tk〉 = sin θk.
Proof. (1) Note that {uk, sk} forms an orthonormal basis for Jk, so we can
write vk = αuk + βsk, where α = 〈vk, uk〉 and β = 〈vk, sk〉. Since vk is a
unit vector, 〈uk, vk〉2 + 〈vk, sk〉2 = |α|2 + |β|2 = |vk|2 = 1. The identity
〈vk, sk〉2 + 〈sk, tk〉2 = 1 can be proven similarly.
(2) It is easy to see from (1) that 〈uk, vk〉2 = 〈sk, tk〉2. Since both 〈uk, vk〉 and
〈sk, tk〉 are positive, 〈uk, vk〉 = 〈sk, tk〉.
(3) Since vk ⊥ tk,
〈vk, tk〉 = 〈〈vk, sk〉sk + 〈vk, uk〉uk, tk〉
= 〈vk, sk〉〈sk, tk〉+ 〈vk, uk〉〈uk, tk〉
= 0.
Since 〈vk, uk〉 = 〈uk, vk〉 = 〈sk, tk〉 6= 0, we have 〈vk, sk〉+ 〈uk, tk〉 = 0.

Observe that if two subspaces M and N of Cn are in generic position, then
dimM = dimM⊥ = dimN = dimN⊥ = p, where 2p = n. Clearly, the collections
of unit vectors {uk}pk=1 and {vk}pk=1, where uk and vk are principal vectors corre-
sponding to the principal angle θk between M and N , form orthonormal bases for
M and N , respectively. Since the pair (uk, vk) spans the k-th Jordan plane, Jk,
for each k = 1, · · · , p, there are p Jordan planes that are mutually orthogonal and
⊕pk=1Jk = Cn.
Lemma 1.7. Assume that M and N are subspaces of Cn in generic position. Let
dimM = dimM⊥ = dimN = dimN⊥ = p, where 2p = n.
Consider the four collections of unit vectors {uk}pk=1, {vk}pk=1, {sk}pk=1, and
{tk}pk=1, where uk, vk, sk, and tk are four vectors constructed in Lemma 1.6 asso-
ciated with Jk. Then the following are true.
(1) {uk}pk=1, {vk}pk=1, {sk}pk=1, and {tk}pk=1 are orthonormal bases for M , N ,
M⊥, and N⊥, respectively.
(2) 〈ui, vj〉 = 〈si, tj〉 = δij cos θi and 〈si, vj〉 = −〈ui, tj〉 = δij sin θi.
(3) uk = (cot θk)sk − (csc θk)tk.
Proof. (1) Note that sk ⊥ uk by the definition of sk and sk ⊥ ui for i 6= k by the
mutual orthogonality of Jordan planes, so sk ∈ M⊥ for each k = 1, · · · , p.
Therefore, {sk}pk=1 is an orthonormal basis for M⊥. Similarly, {tk}pk=1
forms an orthonormal basis for N⊥.
(2) The results follow from Lemma 1.2 and Lemma 1.6.
(3) Note that {sk, tk} is linearly independent, so we can write uk = αsk + βtk
for some α, β ∈ C. To determine α and β, we compute
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0 = 〈uk, sk〉 =〈αsk + βtk, sk〉
=α〈sk, sk〉+ β〈tk, sk〉
=α+ β cos θk.
It follows from 1.7 (3) that
− sin θk = 〈uk, tk〉 =〈αsk + βtk, tk〉
=α〈sk, tk〉+ β〈tk, tk〉
=α cos θk + β.
Solving the system of equations in α and β, we obtain α = cot θk and
β = − csc θk.

Two pairs of subspaces (M1, N1) and (M2, N2) are said to be unitarily equivalent
if there exists a unitary operator U : Cn → Cn such that UM1 = M2 and UN1 =
N2. Jordan proved the following theorem in [10].
Theorem 1.8. Two pairs of subspaces (M1, N1) and (M2, N2) are unitarily equiv-
alent if and only if the following are true.
(1) dim(M1∩N1) = dim(M2∩N2), dim(M1∩N⊥1 ) = dim(M2∩N⊥2 ), dim(M⊥1 ∩
N1) = dim(M
⊥
2 ∩ N2), dim(M⊥1 ∩ N⊥1 ) = dim(M⊥2 ∩ N⊥2 ), dim(R1) =
dim(R2).
(2) The principal angles between M1 and N1 are equal to the principal angles
between M2 and N2.
In the proof of the following theorem, we use the same collections of unit vectors
introduced earlier. The symbol x⊗ y∗ denotes the rank-one operator for x, y ∈ Cn
defined by (x⊗ y∗)(f) = 〈f, y〉x for f ∈ Cn.
Theorem 1.9. If M and N are subspaces of Cn in generic position, then (M,N)
and (M⊥, N⊥) are unitarily equivalent.
Proof. Let dimM = dimM⊥ = dimN = dimN⊥ = p where p = n2 .
Define a mapping U : Cn → Cn by
U =
p∑
k=1
csc θk(tk ⊗ s∗k − sk ⊗ t∗k).
It is easy to see that U∗ = −U . We now compute images of the unit vectors under
U .
Uuj =
(
p∑
k=1
csc θk(tk ⊗ s∗k − sk ⊗ t∗k)
)
(uj)
=
(
p∑
k=1
csc θk(〈uj , sk〉tk − 〈uj , tk〉sk)
)
=csc θj(−〈uj , tj〉sj)
= csc θj sin θjsj
=sj
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This shows that UM = M⊥. Similarly, we can compute Uvj = tj , which implies
UN = N⊥.
Now,
Usj =
(
p∑
k=1
csc θk(tk ⊗ s∗k − sk ⊗ t∗k)
)
(sj)
=
(
p∑
k=1
csc θk(〈sj , sk〉tk − 〈sj , tk〉sk)
)
=csc θj(tj − 〈sj , tj〉sj)
= csc θjtj − csc θj cos θjsj
=csc θjtj − cot θjsj
=− uj by Lemma1.7(3).
Combining the two results, we obtain U∗Uuj = U∗sj = −Usj = uj and U∗Usj =
U∗(−uj) = Uuj = sj . Since {uj, sj}pj=1 is an orthonormal basis for Cn, U is a
unitary operator. Therefore, (M,N) and (M⊥, N⊥) are unitarily equivalent. 
Corollary 1. Assume that two subspaces M and N of Cn are in generic position
with dimM = dimM⊥ = dimN = dimN⊥ = p, where p = n2 . Let {θk}pk=1 be
principal angles between M and N and let {uk}pk=1 ⊂ M and {vk}pk=1 ⊂ N be
principal vectors corresponding to {θk}pk=1, i.e. 〈uk, vk〉 = cos θk.
If we let {sk}pk=1 and {tk}pk=1 be the orthonormal bases for M⊥ and N⊥ as
constructed in Lemma 1.6, then {θk}pk=1 are principal angles M⊥ and N⊥, and
{sk}pk=1 and {tk}pk=1 are corresponding principal vectors.
Proof. The results follow from Theorem 1.8 and Theorem 1.9. 
M and N are said to be in generalized generic position if M ∩N = M⊥ ∩N⊥ =
{0} and dim(M ∩N⊥) = dim(M⊥ ∩N).
Corollary 2. Let M and N be in generalized generic position with dimM =
dimN = p. If {θi}pi=1 and {ηi}pi=1 are principal angles between M and N and
between M⊥ and N⊥, respectively, then θi = ηi for i = 1, 2, · · · , p.
Proof. If we let dim(RM ⊕ RM⊥) = dim(RN ⊕ RN⊥) = r, then dim(M ∩ N⊥) =
dim(M⊥∩N) = p−r. It follows from Theorem 1.9 that θi = ηi for i ∈ {1, 2, · · · , r}.
For i ∈ {r + 1, · · · , p}, θi = ηi = pi2 . 
Let dimM = p, dimN = q, dim(M ∩ N) = a, dim(M⊥ ∩ N⊥) = b, dim(M ∩
N⊥) = c, dim(M⊥ ∩N) = d, and dim(RM ⊕RM⊥) = dim(RN ⊕RN⊥) = 2r. Then
we have p = a+c+r and q = a+d+r. Also, we can see dimM⊥ = n−p = b+d+r
and dimN⊥ = n − q = b + c + r. If we assume p ≥ q, then dimM⊥ = n − p ≤
dimN⊥ = n − q. Let {θ1, θ2, · · · θq} be the principal angles between M and N .
And let {η1, η2, · · · , ηn−p} be the principal angles between M⊥ and N⊥. We have
the following general relationship between the two sets of principal angles.
(1) θ1 = · · · = θa = η1 = · · · = ηb = 0.
(2) θa+1 = ηb+1, θa+2 = ηb+2, · · · , θa+r = ηb+r
(3) θa+r+1 = · · · = θa+r+c = ηb+r+1 = · · · = ηb+r+d = pi2
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2. Numerical Range of PM + PN
In this section we discuss the numerical range of the operators involving two
orthogonal projections. Principal angles and Jordan planes can be useful in deter-
mining the numerical ranges of those operators.
If A ∈M(Cn), the numerical range of A, denoted by W (A), is defined by
W (A) = {〈Ax, x〉 : x ∈ Cn, ‖x‖ = 1}.
The numerical radius of A, w(A), is defined to be w(A) = sup{|λ| : λ ∈ W (A)}.
The next proposition contains some standard properties of W (A) and w(A). A
detailed description, examples, and proofs of the following standard properties of
numerical range can be found in [12].
Proposition 2.1. If A,B ∈M(Cn), then the following are true.
(1) (Hausdorff-Toeplitz) W (A) is convex.
(2) W (A∗) = {λ : λ ∈W (A)}.
(3) w(A) ≤ ‖A‖.
(4) W (A) contains all eigenvalues of A.
(5) If A and B are unitarily equivalent, then W (A) = W (B).
(6) If A is Hermitian i.e. A = A∗, then W (A) ⊂ R and w(A) = ‖A‖.
(7) If α, β ∈ C, then W (αA + βI) = αW (A) + β.
(8) W (A) is compact.
(9) If A = B ⊕ C, then W (A) is the convex hull of W (B) ∪W (C).
Lemma 2.2. If A ∈ M(Cn), then W (A) ⊂ {a+ ib : a ∈ Re(A) and b ∈ Im(A)},
where Re(A) = A+A
∗
2 and Im(A) =
A−A∗
2i .
Proof. Straightforward. 
First, we compute the numerical range of the sum of two orthogonal projections.
Let M and N be two subspaces of Cn, and PM and PN be orthogonal projections
onto M and N , respectively. By Proposition 2.1, W (PM +PN) is a closed bounded
interval in R. We first note that ‖PMx‖2 + ‖PNx‖2 = 〈(PM + PN )x, x〉. An
inequality showing the bounds of ‖PMx‖2+‖PNx‖2 in terms of Dixmier angles can
be obtained.
The following two propositions will be useful in computing W (PM + PN ).
Proposition 2.3. If P and Q are orthogonal projections on Cn,
‖P +Q‖ = 1 + ‖PQ‖.
Proposition 2.4. If PM and PN are orthogonal projections onto M and N , re-
spectively, then
‖PMPN‖ = cos(α0(M,N)) = cos θ1.
Proposition 2.3 can be found in [4] and [13], and Proposition 2.4 in [3]. By
combining the two propositions, we obtain
‖PM + PN‖ = 1 + cos θ1.
Theorem 2.5. Let M and N be two subspaces of Cn. Let θ1 = α0(M,N) and
η1 = α0(M
⊥, N⊥) be the Dixmier angles between M and N and between M⊥ and
N⊥, respectively. For x ∈ Cn,
2‖x‖2 sin2 η1
2
≤ ‖PMx‖2 + ‖PNx‖2 ≤ 2‖x‖2 cos2 θ1
2
.
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Proof. The right side inequality comes from the following.
‖PMx‖2 + ‖PNx‖2 =〈(PM + PN )x, x〉
≤‖(PM + PN )x‖‖x‖
≤‖PM + PN‖‖x‖2
=(1 + ‖PMPN‖)‖x‖2 by Proposition 2.3
=(1 + cos θ1)‖x‖2 by Proposition 2.4
=2 cos2
θ1
2
‖x‖2.
Next, we show that the equality can be attained for some x. Letting x = u1 + v1,
〈(PM + PN )x, x〉 =〈(PM + PN )(u1 + v1), u1 + v1〉
=〈u1 + PMv1 + PNu1 + v1, u1 + v1〉
=〈u1 + cos θ1u1 + v1 + cos θ1v1, u1 + v1〉 by Lemma 1.3
=2(1 + cos θ1) + 2(1 + cos θ1) cos θ1
=2(1 + cos θ1)(1 + cos θ1)
=(1 + cos θ1)‖u1 + v1‖2 = 2 cos2 θ1
2
‖x‖2.
On the other hand,
2‖x‖2 − (‖PMx‖2 + ‖PNx‖2) =(‖x‖2 − ‖PMx‖2) + (‖x‖2 − ‖PNx‖2)
=‖(I − PM )x‖2 + ‖(I − PN )x‖2
=〈(I − PM + I − PN )x, x〉
≤‖I − PM + I − PN‖‖x‖2
=(1 + ‖(I − PM )(I − PN )‖)‖x‖2
=(1 + cos η1)‖x‖2 = 2 cos2 η1
2
‖x‖2.
Therefore, we have
‖PMx‖2 + ‖PNx‖2 ≥ 2(1− cos2 η1
2
)‖x‖2 = 2‖x‖2 sin2 η1
2
.
It can be shown that the equality holds when x = s1 + t1. 
Corollary 3. If M and N are subspaces of Cn, then
W (PM + PN ) =
[
2 sin2
η1
2
, 2 cos2
θ1
2
]
and w(PM + PN ) = 2 cos
2 θ1
2
.
3. Numerical Range of Product of Projections
In this section we describe the eigenvalues and eigenvectors of several operators
involving PM and PN in terms of principal angles and principal vectors. Assume
that M and N are in generic position with dimM = dimN = p. For the sake of
convenience we write λk = cos θk = 〈uk, vk〉 = 〈sk, tk〉 and µk = sin θk = 〈sk, vk〉 =
−〈uk, tk〉 for k = 1, · · · , p. Note that λk, µk ∈ (0, 1) and λ2k+µ2k = 1. We will write
P and Q in place of PM and PN , respectively. The notation EV (A) = {(λ, f) : λ ∈
σ(A) andAf = λf} will be used to denote the collection of the pairs of eigenvalues
and eigenvectors of A.
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Lemma 3.1. Let M and N be two subspaces of Cn in generic position with
dimM = dimN = p. If P = PM and Q = PN , then the pairs of eigenvalues
and eigenvectors for the operators involving P and Q can be given as follows:
(1) EV (P +Q) = {(1 + λk, uk + vk), (1 − λk, uk − vk)}pk=1,
(2) EV (P −Q) = {(µk, uk − 1− µk
λk
vk), (−µk, uk − 1 + µk
λk
vk)}pk=1,
(3) EV (PQ) = {(λ2k, uk), (0, tk)}pk=1 and EV (QP ) = {(λ2k, vk), (0, sk)}pk=1,
(4) EV (PQ+QP ) = {(λ2k + λk, uk + vk), (λ2k − λk, uk − vk)}pk=1,
(5) EV (PQ−QP ) = {(iλkµk, uk − e−iθkvk), (−iλkµk, uk − eiθkvk)}pk=1.
Proof. (1) Recall that Pvk = 〈vk, uk〉uk = λkuk and Quk = λkvk from Lemma
1.3. The result follows from
(P +Q)(uk + vk) = Puk + Pvk +Quk +Qvk
= (1 + λk)(uk + vk)
and
(P +Q)(uk − vk) = Puk − Pvk +Quk −Qvk
= uk − λkuk + λkvk − vk
= (1− λk)(uk − vk).
(2) To compute the eigenvalues and eigenvectors of P −Q,
(P −Q)
(
uk − 1− µk
λk
vk
)
=Puk − P
(
1− µk
λk
vk
)
−Quk +Q
(
1− µk
λk
vk
)
=uk − (1− µk)uk − λkvk + 1− µk
λk
vk
=µkuk +
(
−λk + 1− µk
λk
)
vk
=µkuk +
(−λ2k + 1− µk
λk
)
vk
=µkuk +
(
µ2k − µk
λk
)
vk
=µk
(
uk +
(
µk − 1
λk
)
vk
)
= µk
(
uk −
(
1− µk
λk
)
vk
)
.
Similarly,
(P −Q)
(
uk − 1 + µk
λk
vk
)
= −µk
(
uk − 1 + µk
λk
vk
)
.
(3) Since PQuk = P (λkvk) = λ
2
kuk and PQtk = 0, EV (PQ) = {(λ2k, uk), (0, tk)}pk=1.
Similarly, EV (QP ) = {(λ2k, vk), (0, sk)}pk=1.
(4) Note that
(PQ+QP )(uk + vk) =λ
2
kuk + λkuk + λ
2
kvk + λkvk
=(λ2k + λk)(uk + vk),
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and
(PQ+QP )(uk − vk) =λ2kuk − λkuk − λ2kvk + λkvk
=(λ2k − λk)(uk − vk).
Hence, EV (PQ+QP ) = {(λ2k + λk, uk + vk), (λ2k − λk, uk − vk)}pk=1.
(5) Compute
(PQ −QP )(uk − e−iθkvk) =PQ(uk − e−iθkvk)−QP (uk − e−iθkvk)
=P (cos θkvk − e−iθkvk)−Q(uk − cos θke−iθuk)
=i sin θk cos θkuk − (cos θk sin2 θk + i cos2 θk sin θk)vk
=i sin θk cos θkuk − i sin θk cos θke−iθkvk
=i sin θk cos θk(uk − eiθkvk) = iµkλk(uk − eiθkvk).
Similarly, we can show that (PQ−QP )(uk−eiθkvk) = −iµkλk(uk−eiθkvk).

We turn our attention to determining the numerical range of PQ. Since
PQ =
PQ+QP
2
+ i
PQ−QP
2i
where PQ+QP2 and
PQ−QP
2i are Hermitian, by Lemma 2.2, we have W (PQ) ⊂
{x+ iy : x ∈W (PQ+QP2 ) + iW (PQ−QP2i )}.
Next we prove that the numerical range of PQ on a Jordan plane is an elliptical
disc. The result is quite obvious when we consider that the range of PQ|Jk is a
subspace of Jk. Hence, PQ|Jk can be represented in a 2 × 2 matrix form. The
Elliptic Range Theorem states that the numerical range of such operator is an
(possibly degenerate) elliptic disk. However, we want to elaborate all the steps to
be able to see more details in the process.
Lemma 3.2. If A =
[
0 a
b 0
]
where 0 < b < a, then W (A) is an elliptic disc
centered at the origin whose foci are ±
√
ab, whose major axis is of length a + b,
and the minor axis is of length a− b.
Proof. Let ξ =
[
(cos t)eiφ1
(sin t)eiφ2
]
where t ∈ [0, 2pi] and φ1, φ2 ∈ [0, 2pi] be a parametriza-
tion for a unit vector in a two dimensional space complex Hilbert space. Note
that
〈Aξ, ξ〉 =
〈
A
[
(cos t)eiφ1
(sin t)eiφ2
]
,
[
(cos t)eiφ1
(sin t)eiφ2
]〉
=a(sin t cos t)eiφ2e−iφ1 + b(cos t sin t)eiφ1e−iφ2
=sin t cos t
(
aei(φ2−φ1) + be−i(φ2−φ1)
)
=sin t cos t ((a+ b) cos(φ2 − φ1) + i(a− b) sin(φ2 − φ1)) .
Therefore,
W (A) =
{
sin(2t)
2
((a+ b) cosφ+ i(a− b) sinφ)) : t ∈ [0, 2pi], φ ∈ [0, 2pi]
}
.
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If x = (a+ b) sin(2t)2 cosφ and y = (a− b) sin(2t)2 sinφ, then we obtain the equation
x2(
a+b
2
) + y2(
a−b
2
) = sin2(2t)
which is the closed elliptic disk centered at the origin with foci at ±
√
ab, major
axis of length a+ b, and minor axis of length a− b. 
Lemma 3.3. Let P and Q be two orthogonal projections onto two subspaces M
and N of Cn in generic position. The numerical range of PQ restricted to the k-th
Jordan plane, W (PQ|Jk), is the elliptic disk centered at λ
2
k
2 with foci at 0 and λ
2
k,the
eigenvalues of PQ, with major axis of length λk, with minor axis of length λkµk.
In other words,
W (PQ|Jk) =

x+ iy ∈ C :
(
x− λ2k2
)2
λ2
k
4
+
y2
λ2
k
µ2
k
4
≤ 1

 .
Proof. Note that PQ|Jk = 〈vk, uk〉uk ⊗ v∗k = (uk ⊗ u∗k) · (vk ⊗ v∗k) = (P |Jk)(Q|Jk).
Observe that the matrix representations of P |Jk and Q|Jk with respect to the or-
thonormal basis {uk, sk} for Jk are P |Jk =
[
1 0
0 0
]
and Q|Jk =
[
λ2k λkµk
λkµk µ
2
k
]
,
whence
PQ|Jk =
[
λ2k λkµk
0 0
]
.
Let A = PQ|Jk − λ
2
k
2 I|Jk . Then
A =
[
λ2
k
2 λkµk
0 −λ2k2
]
.
Since 〈uk − tk, uk + tk〉 = 0, ‖uk − tk‖ =
√
〈uk − tk, uk − tk〉 =
√
2 + 2µk, and
‖uk + tk‖ =
√
〈uk + tk, uk + tk〉 =
√
2− 2µk,
U =
[
1√
2+2µk
(uk − tk) 1√2−2µk (uk + tk)
]
is a unitary matrix. Transforming A through U , we have
U∗AU =
[
0 λk(1+µk)2
λk(1−µk)
2 0
]
.
Note that 0 < λk(1−µk)2 <
λk(1+µk)
2 . It follows from Lemma 3.2 and Proposition 2.1
(5) that W (U∗AU) = W (A) = W (PQ|Jk − λ
2
k
2 I|Jk) is the elliptic disk centered at
the origin whose foci are ±
√
λ4
k
4 = ±
λ2
k
2 , whose major axis has length
λk(1+µk)
2 +
λk(1−µk)
2 = λk, and whose minor axis has length
λk(1+µk)
2 − λk(1−µk)2 = λkµk.
Finally, the desired result comes from W (PQ|Jk) =W (A+ λ
2
k
2 IJk) and Proposition
2.1 (7). 
Remark 3.4. Two end points of the major axis ,
λ2
k
±λk
2 , inW (PQ|Jk) are eigenvalues
of PQ+QP2 , and the imaginary parts of the two end points of the minor axis, ±λkµk2 ,
are eigenvalues of PQ−QP2i .
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Let Conv(E) denote the convex hull of E ⊂ C.
Theorem 3.5. If P and Q are orthogonal projections onto two subspaces M and
N of C2p that are in generic position, respectively, the numerical range of PQ,
W (PQ), is the convex hull of the union of all elliptical disks, ∪pk=1W (PQ|Jk). In
notation,
W (PQ) =Conv(∪pk=1W (PQ|Jk))
=Conv

∪pk=1

x+ iy ∈ C :
(
x− λ2k2
)2
λ2
k
4
+
y2
λ2
k
µ2
k
4
≤ 1



 .
Proof. For each f ∈ Jk, 〈PQ|Jkf, f〉 = 〈P |JkQ|Jkf, f〉 = 〈Q|Jkf, P |Jkf〉 = 〈Qf, Pf〉 =
〈PQf, f〉, which implies Conv(∪pk=1W (PQ|Jk)) ⊂W (PQ). On the other hand, let
f be a unit vector in C2p. Since C2p = ⊕pk=1Jk, we can write f = c1f1 + c2f2 +
· · ·+ cpfp for some unit vectors fk ∈ Jk for k = 1, ..., p, where
∑p
k=1 |ck|2 = 1.
Then
〈PQf, f〉 =
〈
PQ
p∑
k=1
ckfk,
p∑
k=1
ckfk
〉
=
〈
p∑
k=1
ck(PQ|Jkfk),
p∑
k=1
ckfk
〉
=
p∑
k=1
|ck|2〈PQ|Jkfk, fk〉 ∈ Conv(∪pk=1W (PQ|Jk)),
so Conv(∪pk=1W (PQ|Jk)) ⊂W (PQ).
Therefore,
Conv(∪pk=1W (PQ|Jk)) =W (PQ).

Recall that in the decomposition of Cn we let RM = M ∩ R and RN = N ∩ R,
where R is the orthogonal complement of (M ∩N)⊕(M∩N⊥)⊕(M⊥∩N)⊕(M⊥∩
N⊥). It is easy to see that RM and RN are in generic position as two subspaces of
R. Observe that PM = PM∩N +PM∩N⊥ +PRM and PN = PM∩N +PM⊥∩N +PRN .
Therefore, the product of orthogonal projections PM and PN can be given as follows:
PMPN =(PM∩N + PM⊥∩N + PRN )(PM∩N + PM⊥∩N + PRN )
=PM∩N + PRMPRN = PM∩N ⊕ PRMPRN .
Now we proved the general case of Theorem 3.5.
Corollary 4. If M ∩N 6= {0}, then W (PQ) is the convex hull of ∪nk=1W (PQ|Jk)∪
[0, 1]. In other words,
W (PQ) = Conv([0, 1] ∪ (∪pk=1W (PQ|Jk)).
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