Extreme value analysis for the prediction of long return period met-ocean conditions is often based upon hindcast studies of wind and wave conditions. The random errors associated with hindcast modeling are not usually incorporated when fitting an extreme value distribution to hindcast data. In this paper, a modified probability distribution function is derived so that modeling uncertainties can be explicitly included in extreme value analysis. Maximum likelihood estimation is then used to incorporate hindcast uncertainty into return value estimates and confidence intervals.
INTRODUCTION
The standard approach to estimation of high return period wave heights is to fit an extreme value distribution (e.g. Weibull, Gumbel, Generalised Pareto) to existing wave data and predict the wave height for a given return period using the fitted distribution. When hindcast data is used instead of actual measured data, the same procedure for distribution fitting and return value prediction is usually used.
Wave hindcasting involves some degree of error due to simplifications/assumptions in the analytical model used and measurement errors in the input data. Whilst comparison against measured data is often used for calibration of a hindcast model, the effect of hindcast modeling errors on return value estimates is not always considered. An important point to consider is that a hindcast model can be calibrated to give unbiased estimates of wave height, but still result in biased return values due to random variation. Given that hindcasting uncertainties are known and can be quantified, there is a question as to whether their neglect during extreme value analysis is appropriate.
In this paper, a method by which modeling uncertainty can be explicitly included in extreme value analysis is presented and compared with results from Monte-Carlo and bootstrap studies. This new method is based upon the use of a modified probability distribution function which incorporates both environmental and hindcast modeling uncertainty. Maximum likelihood estimation of this modified distribution is used to incorporate hindcast uncertainty into return value estimates and confidence intervals.
The method presented here is used to check the robustness of 100 year return wave estimates for some typical datasets subject to a known hindcast error.
BACKGROUND
Hindcasting of met-ocean data using meteorological charts is commonly used as an alternative for direct measurement of wind and wave values during storms. Such hindcasting studies typically show some degree of bias and random variation when compared against measured values. Bias is usually eliminated by calibrating hindcast model results using any available measurements in the area (e.g. via regression methods). The random variation however remains; typically a mean variation between measurements and model predictions of around 1.0m is observed for significant wave height values [1, 2] . A scatter index of 10-15% is representative of modern hindcasts, where the scatter index (S.I.) is defined as:
. . Direct measurement of ocean data (e.g. via wave buoys) also involves random errors, particularly the measurement of wave heights. These errors are, however, generally much smaller than those associated with hindcasting and will not be considered directly in this paper.
An example plot comparing measured to modeled significant wave heights is shown in Figure 1 . This data has been obtained on Australia's North West Shelf; each point corresponding to the maximum wave height observed/predicted during passage of a tropical cyclone. Values have been normalized by the predicted 100 year return period significant wave height, H 100 . The values shown in Figure 1 This type of calibration scheme is most appropriate when the available measurement dataset is inadequate for distribution fitting and hindcasting is being used to significantly extend the measurement dataset.
For this dataset, the distribution of the residuals can be well approximated by the normal (Gaussian) distribution and is taken to be independent of wave height (i.e. an absolute error). By inspection of Figure  1 , the assumption of independence appears a reasonable for this set of data, with the random variation associated with the larger storms similar to that seen for the smaller ones. [2] . It should be noted however that the assumption of independence of random error may not be true for all hindcast models in current use; it may sometimes be more appropriate to describe the error as a function of wave height. Taking independent, normally distributed errors, we can express the hindcast uncertainty via the pdf: Calibration of a hindcast model to eliminate bias does not necessarily result in unbiased extreme value predictions. The addition of any random error to a dataset results in a more highly skewed empirical distribution provided the error is symmetric ( Figure 2) . Hence, the effect of using a sample of hindcast data is to increase the skewness of the sample and so over-predict return values. This paper is primarily concerned with methods for estimating the degree of over-estimation that is likely given that the magnitude of the hindcast error can be reasonably assessed using the σ m calculated during calibration.
Figure 2 -Effect of Hindcast Uncertainty on Sample Distributions

NUMERICAL
SIMULATION METHODS FOR ACCOUNTING FOR MODELING ERROR
Two well established simulation based methods for dealing with a problem of this type are Monte-Carlo methods and bootstrapping.
The Monte-Carlo Approach
An example of the Monte-Carlo approach to account for hindcast error is a numerical simulation of the following steps:
1)
An extreme value distribution is fitted to a calibrated hindcast dataset of size N.
2)
A large number of samples (e.g. 1000) of size N are randomly drawn from this fitted distribution.
3)
A randomly determined error is added to each sample point, taken from the distribution of hindcast error values (i.e. drawn from a normal distribution of zero mean and standard deviation σ m ).
4)
For each sample, a new extreme value fit is conducted, and return period estimates are made.
5)
The mean of the resultant return values is then found
An estimate of the amount of bias due to hindcasting errors is obtained by taking the difference between this value and the return value estimate obtained from the original data.
A broadly similar approach for assessing uncertainties is described in [3] . Used in this way, the monte-carlo approach could be equally well described as a "parametric" bootstrap method. Another bootstrap method that makes more direct use of available data is the residual bootstrap method described below.
The Residual Bootstrapping Approach
The residual bootstrap method is similar, but makes use of sampling from the actual data rather than from fitted distributions:
1)
For each data point in the set of calibrated hindcast values, add a randomly drawn residual (error) from the set of residuals, ε ι (sampled with replacement).
2)
Repeat this a large number of times (e.g. 500), and conduct an extreme value fit on each dataset to obtain return period estimates.
3)
Find the mean of the set of return values.
Once again, an estimate of the amount of bias due to hindcasting errors is obtained by taking the difference between this value and the return value found from the original data. Note that this method bootstraps the hindcast errors only, it is also possible to bootstrap the original set of wave heights as well to account for uncertainty due to sample size.
Both these numerical methods are simple to apply, but suffer from some potentially serious drawbacks when dealing with modeling error:
1)
In both cases, we are adding error to data that already contains error. We are assuming that the bias due to additional error is equivalent to the inherent bias due to using 'contaminated' hindcast data. This may be valid in a lot of statistical applications but is debatable for use in extreme wave analysis due to tail sensitivity, especially for large errors. A method by which these problems can be addressed is by convolving the hindcast error into the extreme value distribution used to conduct the statistical analysis. In this way the effects of hindcast error can be explicitly included, and valid estimates of bias for both truncated and untruncated hindcast datasets can be obtained. This approach is referred to here as the convolution integral approach.
CONVOLUTION INTEGRAL APPROACH
If we assume that the hindcast data is a random variable Z comprised of the sum of two random variables X (distribution of the underlying wave population) and E (hindcast modeling uncertainty), the probability density function of Z (f Z ) is given in terms of the pdfs of X and E by the convolution integral:
If X and E are both Gaussian, this integral has a closedform solution, otherwise this integral cannot be simply solved apart from some special cases (see for example [4] ). The integral is nonetheless amenable to numerical solution. Maximum likelihood estimation of this convoluted distribution to a set of hindcast data will incorporate the hindcast uncertainty into all return value estimates and confidence intervals.
If there is evidence that hindcast error is proportional to wave height an alternative formulation could be used:
In principle, any assumed distribution for the underlying wave population and any description of hindcast uncertainty can be used with this method. In practice, the maximum likelihood method can give poor estimates for some distributions (e.g. the Generalised Pareto), in this case the convolution method may not be feasible.
To illustrate the application of the convolution integral approach, we will assume that the wave population distribution is two-parameter Weibull in form and the hindcast modeling error is independent and normally distributed.
As discussed before, the hindcast error can be described by: 
=
The underlying population distribution is given by the standard Weibull formula with scale parameter a and shape parameter c:
Accounting for a threshold value, t, below which data is not used, the convolution integral becomes: 
∫∫
This can be solved to a reasonable level of accuracy using any numerical integration method (e.g. adaptive Simpson's rule) over some finite bounds (e.g. 0-100m). 
The covariance matrix of the parameters is then given by:
Var a Cov a c A Cov a c Var c
The 'true' return value (y) for a given return period (RP) and annual rate of occurrence of wave heights exceeding the threshold (λ) is found by solving:
where F X is the cumulative density function of x.
Variance in the return value is then obtained using the delta method: 
This method is an approximate one and should be used with a degree of caution, as calculation of the Hessian is prone to numerical error. An alternative approach is to use the profile likelihood method to derive confidence intervals. becomes one of the parameters to be calculated along with a and c. In this way, we not only account for the uncertainty in the modeled wave heights but also the uncertainty in the amount of error involved with hindcasting.
COMPARISON STUDY USING KODIAK WAVE DATA
A publicly available dataset of storm significant wave heights, measured over a period of 19 years at the Kodiak site off the Alaskan coast, has been distributed by the International Association for Hydraulic Research (IAHR) [6] . We shall artificially introduce random error to this dataset in order to test the accuracy of the proposed convolution integral approach for assessing bias, and to compare it against numerical simulation methods.
The Kodiak dataset is shown in Figure 3 , along with a truncated 2-parameter Weibull fit of the data. A threshold level of 6.85m is used here, corresponding with a total of 49 wave height measurements. A storm occurrence frequency of 49/19=2.579 storms/year is used to obtain return period estimates. Based on this data, the nominal 100 year return period wave height is 11.878m. 90% confidence intervals due to sampling variability are included on the plot (asymptotic normal bounds).
In order to assess the degree of bias in the 100 year return values due to random error in the data, modified datasets were created. Normally distributed random errors of zero mean and 0.8m standard deviation were added to the Kodiak dataset to provide 10000 modified datasets 3 . Refitting of the truncated Weibull distribution to each modified dataset to obtain 100 year return values produced the results shown in Figure 4 .
As expected, the general trend is a positive bias in the predicted 100 year wave value, with the amount of bias ranging from -1.6m to +3.4m. The mean bias due to the addition of random error was +0.388m. In other words, for this set of data, a 0.8m standard deviation in the accuracy of each measurement will, on average, result in a 0.388m overestimate of the 100 year wave value (an overestimation of around 3.3%). A test sample with a bias near +0.388m was selected for use in a comparison study of the Monte-Carlo, residual bootstrap, and convolution integral methods for assessing bias. The results are presented in Table 1 . 1000 iterations were used for both the Monte-Carlo and the residual bootstrap analyses. The error residuals were used directly in the convolution integral analysis. It can be seen that the convolution integral approach appears to assess modeling bias reasonably well. The MonteCarlo and Residual Bootstrap methods appear less accurate.
Whilst these results demonstrate that hindcast uncertainty can have an effect on the prediction of design conditions, the variation due to this uncertainty remains quite small in comparison to the sampling uncertainty (see for example the confidence interval in Figure 3 ). For 100 year conditions, the added complexity of using the convolution integral approach does not appear warranted given that the degree of bias is likely to be less than 0.5m for typical levels of hindcast uncertainty. However, in cases where there is a large degree of uncertainty in the hindcast model, perhaps due to there being only a few reliable measurements of storm conditions available in the region, or there is a need to examine very long return period values, such as in a reliability study, the effect of hindcast uncertainty is much more important. This point is illustrated by Table 2 , which shows results for the 10000 year condition for a hindcast standard deviation of 1.2m. Note that if hindcast uncertainty is neglected, the 10000 year wave height is overestimated by over a metre. 
