AbstractPersonalized stent graft is designed to treat Abdominal Aortic Aneurysms (AAA). Due to the individual difference in arterial structures, stent graft has to be custom made for each AAA patient. Robotic platforms for autonomous personalized stent graft manufacturing have been proposed in recently which rely upon stereo vision systems for coordinating multiple robots for fabricating customized stent grafts. This paper proposes a novel hybrid vision system for real-time visualsevoing for personalized stent-graft manufacturing. To coordinate the robotic arms, this system is based on projecting a dynamic stereo microscope coordinate system onto a static wide angle view stereo webcam coordinate system. The multiple stereo camera configuration enables accurate localization of the needle in 3D during the sewing process. The scale-invariant feature transform (SIFT) method and color filtering are implemented for stereo matching and feature identifications for object localization. To maintain the clear view of the sewing process, a visual-servoing system is developed for guiding the stereo microscopes for tracking the needle movements. The deep deterministic policy gradient (DDPG) reinforcement learning algorithm is developed for real-time intelligent robotic control. Experimental results have shown that the robotic arm can learn to reach the desired targets autonomously.
I. INTRODUCTION
Abdominal aortic aneurysm (AAA) is one of the main causes of cardiovascular deaths around the world [1] . Over time, the aneurysm would bulge and increase in size due to blood pressure and various other factors, and could lead to rupture. Aneurysm rupture will result in severe internal bleeding which is fatal unless it is treated immediately by an experienced emergency medical team [2] . Minimally invasive endovascular therapies are procedures designed to mitigate impactful traumas that are commonly associated with traditional open operations, particularly beneficial for patients who are incapable of enduring traditional open surgery [3] . Endovascular stent grafts are designed to treat abdominal aortic aneurysm. By implanting and deploying the stent graft into abdominal aorta, the fabric of the stent graft will tightly seal the top and bottom of the aneurysm allowing smooth Y. Guo, M. Sun, F. Lo and B. Lo are with the Hamlyn Centre for Robotic Surgery, Imperial College London, London SW7 2AZ, UK. (e-mail: yxg352jenny@gmail.com; smiaos@hotmail.com; po.lo15@imperial.ac.uk; benny.lo@imperial.ac.uk) blood flow, reducing the pressure on the aneurysm, and preventing the aneurysm from bursting [4] . In the endovascular surgical procedure for AAA, a collapsed stent (3"'5 *4 */4&35&% */50 5)& 1"5*&/5@4 "#%0.*/"-"035" 5)306() 5)& femoral artery by a vascular surgeon using a catheter and once the stent graft has reached the aneurysm, it will then be deployed. To accurately align and deploy the stent graft into the aneurysm, the insertion of the endovascular catheter is usually guided with X-ray images [5] .
Customized endovascular stent graft is designed to treat AAA. Due to the body size differences, no fixed sizes stent grafts will fit all patients. In addition, due to the structural differences of the abdominal aortas between patients, a stent graft has to be structured specifically for each patient with customized fenestrations. Currently, all customized stent grafts are made by hand sewing. It is a very challenging and time consuming task, as it has to ensure the stent graft is made in accordance to the individual abdominal aortic structure. This is particularly reflected from the inconsistencies between the hand manufactured stent graft and the anatomical model representing the aorta of the patient [6] . The errors are commonly caused by the suture thread being sewn too tightly or loosely as the hand sewing processes are complex and laborious. In addition, the personalized stent graft manufacturing process takes six to twelve weeks, which is too long, as the patients who need surgical interventions are those at risk of aneurysm rupture. The time-consuming production process combined with the challenges in quality control result in a very high manufacturing cost ranging from £12,000 to £30,000 per stent graft [7] .
To reduce the manufacturing time and improve the quality of production, a personalized stent graft manufacturing robotic platform was first proposed by the Hamlyn Centre, Imperial College London in 2014 [8] . In this paper, a novel automated visual-guidance system with reinforcement learning based robotics control is proposed for tracking and guiding the sewing process of the robotic personalized stent graft manufacturing. This system enables precise localization of the needle during the sewing process. The current approach mainly relies on a pair of stereo RGB cameras for sewing site observations and tracking with marker-based needle pose detection [9] . However, the stereo camera could often lose its focus on the constantly moving needle in the sewing workspace and could not provide very precise localization of the needle, as it has a fixed and relatively short focal length. In another study, a stereo microscope is used instead of the RGB cameras [10] providing a close-up view of the sewing site. However, such microscope based vision system suffers from limited viewing space as the results of its high magnification. The needle is likely to leave the microscopic view and the system will lose track of the needle thus causing interruptions and inaccuracy of the sewing process. A novel vision system is proposed in this paper aiming to resolve the issue of accurate needle localization and tracking for robotic sewing. This vision system includes a robotic arm with a stereo microscope mounted to its end-effector which tracks the needle movements. A stereo RGB webcam which covers a wider view of the robotic platform is used to guide the robotic arm movements ensuring the needle is consistently within the center of the stereo microscopic view [11] . The combination of stereo microscope and stereo RGB webcams forms the novel hybrid vision system. In addition, a deep reinforcement learning based robotics controlling algorithm is designed for the visual-servoing and autonomous tracking of the needle movements with the stereo microscope [12] .
II. METHODOLOGY

A. Vision Guidance System with Real-time Calibration and
Feature Tracking The flowchart in Figure 1 illustrates the key processes of the proposed visual guidance system. The key steps include camera calibration and setup, stereo vision based feature extraction, stereo matching, 3D reconstruction, camera coordinate system mapping and real-time object tracking.
The setup for the proposed vision system, as shown in Figure 2 , includes a set of stereo webcam for capturing the global view of the robotic platform and a set of stereo microscope for focusing on the local view of the sewing site with the needle. The stereo microscope is mounted onto the end effector of a robotic arm, and which follows the movements of the needle. Stereo microscope can capture the precise position of the needle in 3D space. The stereo webcam, on the other hand, is placed further away from the sewing site and it is used to capture the global view of the entire robotic system which includes the needle, grasper tools, robotic arms and the stereo microscope. This global view captured by the stereo webcam enables visual-servoing ensuring that the stereo microscope can always capture the needle movements.
As shown in Figure 2 , another single webcam is placed behind the stereo microscope. This webcam is set up to capture the chessboard attached to the back of the stereo microscope for calculating the position of the stereo microscope based on the relationships established from realtime calibration. This novel setup is proposed to avoid the use of any marker or chessboard appeared within the view of the sewing site since it is impractical to find a place to attach any marker in sewing site during the stent graft manufacturing process.
Calibrations of the stereo microscope are performed in the setup of the system to compute the precise locations of the target objects using )"/(@4 .&5)0% [13] . The calibration process starts by capturing multiple images of a black and white chessboard, where corners are detected by the Harris corner detector with subpixel accuracy [14] . Chessboards with square sizes of 0.3cm and 1.26cm are used for calibrating the stereo microscope and the stereo webcam respectively. The global view stereo webcam is calibrated with respect to the local stereo microscope based on a common frame of reference located on the bottom right corner of the chessboard. This enables the re-projected 3D positions of the target needle to be computed with respect to a common world coordinate system. The translation and rotation relationships between the coordinate systems of the stereo microscope and the stereo webcam are determined by calibrating the left stereo microscope with the left stereo webcam prior to the sewing process. During the sewing process, the needle is very likely to leave the limited small local microscopic view. To increase the workspace, another separate single webcam is placed behind the stereo microscope for computing a comprehensive representation of the translation and rotation relationships between the coordinate systems A and B as shown in Figure 2 . Overall, the real-time vision system tracks the needle movements and the stereo microscope mounted on the end-effector of the robotic arm will then be repositioned to ensure that the needle remains in the field of view of the stereo microscope. On the other hand, the stereo webcam is fixed location to capture the global view of the robotic platform. The coordinate mapping is examined by verifying the above procedures with a target object placed at 20 different locations.
The stereo images captured are processed in real-time using the scale-invariant feature transform (SIFT) method for feature detection [15] . SIFT method is chosen as the detected features are invariant to image translation, scaling, rotation and illumination, and it is suitable for real-time object detection. The RGB images are first converted into greyscale so that key points and descriptors can be determined for feature matching between the left and right microscopic images, using the BFMatcher algorithm. The pixel positions of the matched key points are computed from the stereo images. The corresponding RGB color values at the pixel position for each matched key point in the left RGB image were computed, and the key points within the pre-defined colour range are then selected. When two key points representing the end-effector and the target object are detected (in the left-image), which are coloured in red and blue respectively, two matched key points (in the right-image) having the colors which are within the red and blue color ranges in RGB space are selected respectively. Subsequently, the 3D position of the final captured key point is computed based on triangulation and stereo re-projections.
B. Deep Reinforcement Learning based Visual-servoing
Instead of conventional feedback control algorithms, this paper proposes a deep reinforcement learning based visualservoing approach for autonomous control of the sewing process with the vision guidance system. Although feedback control systems can accurately position the end-effectors of robotic arms to any target positions, each system has to be specifically designed and calibrated for the targeted tasks. Using a deep reinforcement learning algorithm, this paper proposes an intelligent control of a robotic arm. Instead of manually designing and configuring a control system, the proposed method let the robotic arm to learn and determine the optimal way to perform the task. The approach consists of two key components. The first component involves a vision feedback device which receives the stereo visual input from the stereo webcam. This enables real-time localization of the needle and the robot end-effector. The second component uses the location outputs from the first component to select the corresponding motor control command to actuate the endeffector of the robotic arm for performing the sewing process.
To perform the sewing process sequence, the robotic endeffector is required to reach a series of different 3D locations. In this paper, experiments are designed to train the robot to autonomously reach fixed target areas in 3D space which are the key steps (i.e. needle positions) of the sewing process. The target area is defined as a cube in 3D with dimension of 4x4x4cm 3 with its center being the position of the target. The deep reinforcement learning agent was trained using the SaintSmart DIY 6-Axis Arm to perform the required target reaching task with 3 degrees of freedom actuated by an Intel Arduino 101 platform. An action space of 0) 1 is defined for all the robotic joints at each time step of the training process. The continuous reward function is defined as in Equation 1 based on the distances between the endeffector and the target locations which are $ , % and & respectively in , and directions. For the sparse reward function, a value of 1 is assigned if the end-effector reaches the target area and otherwise a value of 0 is assigned.
The proposed deep reinforcement learning model uses the deep deterministic policy gradient (DDPG) method [16] for training the robotic arm control. Suppose that an agent (i.e. a robotic arm) is required to executes an action # based on its policy . # # / at state # in time , the transition to the following new state # is dependent upon the received reward . # # / based on the dynamics . # # # /. In the applied DDPG method, an actor-critic method is used though iterative update of the Q-function presented in Equations 2 and 3 for training the defined agent, based on [17] [18] .
. /
The training of the robotic arm control consists of 580 episodes. This number of episodes is determined based on the testing results obtained from empirical observations. The completion of each episode is depended on either the robotic end-effect has reached the target area and stay within the target area for extra 50 training time steps or the maximum limit of 150 time steps is reached. The initial position of the end-effector as well as the position of the target are randomized to enhance the robustness of the learning process.
III. RESULTS AND DISCUSSION
A. Vision Guidance System with Real-time Calibration and Feature Tracking
To validate whether the coordinates of the target object captured by the stereo microscopes can be accurately projected onto the world coordinate system of the stereo webcam, the stereo microscope is first fixed and tests are performed with a target object being moved to 20 different locations. The target object is supposed to be the needle for personalized stent graft manufacturing; however, to ease the experiment, the tip of a pen is used to represent the needle for the studies presented in this paper. The coordinates of the target object at different locations after mapped to the world coordinates are compared against the ground truth. This allows the mapping error between the two coordinate systems to be computed.
The mapping results are shown in Figure 3a . The 20 different coordinates of the target object are labelled as red circles, which approximately overlap the ground truth coordinates that are labelled as blue crosses. The average errors for the coordinates computed for the target object in , and directions are 0.68cm, 0.40cm and 0.62cm, respectively. Figure 3b presents the corresponding ranges for errors in each axis direction, which demonstrate consistent errors in the results for all points considered. This could be due to the fact that the webcams used have a relatively low resolution of 720p with fixed focus. A stereo webcam setup with higher resolution and a more accurate marker could further improve the accuracy of the coordinate projection system. The spacing between every two adjacent points for the mapped results are also compared against the corresponding ground truth values. The error is within 0.1cm for all testing points which is proved to be low for a stereo vision system. This indicates that the proposed stereo vision system is capable of producing accurate mapping results.
As the stereo microscope will be constantly moving following the needle movements, the coordinate system of the stereo microscope and the mapping onto the world coordinate have to be updated dynamically. Accurate mapping of the dynamic coordinate system of the stereo microscope to the static coordinate system of the stereo webcam is validated through estimating the transformational relationships between the two coordinate systems. This is performed by using a single webcam to observe the chessboard attached to the back of the stereo microscope while the stereo microscope is moved to 20 different locations with the target object remain static. Figures 4a and 4b respectively show the 3D Validation results of the coordinate of the target object at a fixed location with the microscope moved to 20 different locations, according to the reference frames of (a) the static stereo webcam (i.e. before re-aligning the coordinates after the stereo microscope was moved) and (b) the dynamic stereo microscope (i.e. after the re-alignment).
positions of the target object with the stereo microscope moving to 20 different locations before aligning the two coordinate systems, and the corresponding projected position after aligning the two coordinate systems dynamically.
As shown in Figure 4a , although the target object remains static, 20 different 3D positions are obtained as the stereo microscope moved to 20 different locations. In contrast, Figure 4b illustrates the 20 coordinates of the static target object in the coordinate system of the stereo webcam where all the points are clustered at approximately the same location after re-aligning the microscopic coordinate system with the webcam coordinate system after each movement. The computed coordinates are compared with the ground truth coordinates of the target object when the stereo microscopes are placed at a reference location. The average errors in , and directions are 0.31cm, 0.20cm and 0.33cm respectively with comparison to the ground truth. Figure 5 presents the distributions of the error values of each point considered. It shows that the maximum errors are all within 0.8cm for each axis except for one point. Nevertheless, this particular point with the maximum error of 0.84cm in x-direction has very low error of 0.02cm in y-direction so that the overall error remains small. The results demonstrate accurate mapping of the dynamic coordinate system of the stereo onto the static coordinate system of the stereo webcam. The error is mainly due to the low webcam resolution and the inherent inaccuracy of the camera calibration process with the chessboard. This can be improved by using a more accurate marker attached to the stereo microscopes replacing the chessboard. Figure 6 illustrates the matched key points using the SIFT algorithm for target object (represented as the tip of the pen) which are detected and matched on both stereo images taken by the stereo microscope while the target is placed at a single static location. Only the matched key points at the tip of the pen (i.e. in black) are selected to represent the point of interest. It shows that the robustness of the stereo matching between the left and right cameras despite of the fact that the pen appears at slightly different orientations and locations in the images. The color filtering method ensures that the points of interest at the tip of the pen are correctly detected.
The above results demonstrated that the SIFT algorithm is effective in feature detection for small objects. It is also capable of following a specific feature point within a certain color range, and more accurate object tracking can be performed at a later stage for the deep reinforcement learning based visual-servoing.
B. Deep Reinforcement Learning based Visual-servoing
The experiments for validating the proposed deep learning framework for visual-servoing were conducted in real-world scenarios with a 3-DOF robotic arm as shown in Figure 7a . The feasibility of the DDPG-based visual-servoing system in learning the required tasks of target reaching and target tracking is tested. During the training phase, the position of the target is kept fixed and the robot arm was initialized to the same pose. Figure 7b demonstrates the training history showing the values of the reward function with respect to training episodes throughout the training process. As the training process proceeds, the value of the reward function rises from approximate -28 to -3. This demonstrates that the robot agent can learn to take the actions that maximize the reward. The learnt policy was tested on the same robot with the stereo webcams are placed at the same location. The testing results are demonstrated that the end-effector can reach the target area in approximate 20 seconds and stay within the target area in a stable manner. The distance from the starting position of the end-effector and the target is approximately 25cm. Figure 8 shows a sequence of screenshots taken from a video depicting the motion of the trained robot arm using the proposed stereo vision system to reach the target. The breaking-down steps for a complete reaching motion are shown from Figure 8a to Figure 8f , which shows that the trained robot is capable of reaching the desired target location autonomously.
The above results demonstrate that the DDPG-based visual-servoing system is capable of learning target reaching skills from exploring the real-world information from scratch. The visual perception of the position-based visual-servoing system is from stereo cameras to obtain the absolute positions of the end-effector and the target object in 3D space. Although it has been demonstrated that the robot is capable of reaching the fixed target and stay within the target area in a stable manner, additional training steps are required to enhance the robustness of the trained model by generating random initial arm poses as well as randomizing the target positions in 3D space.
The speed at which the robot arm completes the reaching tasks is limited by the delays of the implemented Arduino controlling platform for joint angle actuations. A feasible solution is to replace angle control by torque control for faster actuation speed. In addition, the action boundary can be enlarged to increase the maximum joint angle chosen at each time step thus also accelerating the control speed.
IV. CONCLUSION
In this paper, a vision guidance system with a deep reinforcement learning based visual-servoing method for robotic motion control is developed for personalized stent graft manufacturing. A hybrid vision system consists of a static stereo webcam and a dynamic moving stereo microscope is proposed for real-time target object tracking and feature detection of very fine robotic needle manipulation for stent graft manufacturing. The precision errors of the computed 3D positions of the tracked object demonstrated the accuracy of the coordinate mapping and object localization. In addition, the use of a DDPG algorithm for visual-servoing is proposed for automatic actuation of the robotic arm to reach the desired locations. The experiment results have shown the ability of the proposed for self-optimization of the robotic control through the learning process. This paper presents a novel intelligent visual robotic control system for stent graft manufacturing. Future work will focus on the implementation of an end-to-end policy for learning hand-eye coordination for robotic reaching and following, combining a deep autoencoder with reinforcement learning. Instead of using the conventional stereo vision technique for object identification and 3D localization that are applied in this paper, the state space representation can also be learnt directly from the monocular images independently of the camera calibration. 
