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Reziume˙. Tyrimo objektu yra atsitiktini ↪u dydži ↪u, sudarancˇi ↪u dviej ↪u bu¯sen ↪u Markovo grandin ↪e, sumos
serij ↪u schemoje. Ši ↪u sum ↪u skirstiniai aproksimuojami parametrine mat ↪u šeima, sudaryta iš vis ↪u galim ↪u
toki ↪u sum ↪u ribini ↪u skirstini ↪u, diskretizuot ↪u tolydžiais atvejais. Sprendžiamas Kolmogorovo uždavinys:
vertinamas aproksimavimo tikslumas, parenkant tinkamiausi ↪a mat ↪a iš parametrine˙s šeimos. Straipsnyje
aprašomas bendras Kolmogorovo uždavinio sprendimo metodas bei pateikiami galutiniai rezultatai
aproksimuojant vienu iš mat ↪u.
Raktiniai žodžiai: Markovo grandine˙, Kolmogorovo uždavinys, asimptotinis skleidinys, variacijos metrika.
1. Uždavinys
Nagrine˙jama homogenine˙ dviej
↪
u bu¯sen
↪
u Markovo grandine˙ su bu¯senomis E1 ir E2,
pradine bu¯sena E1 ir pere˙jimo tikimybi ↪u matrica P:
P =
(
p q
q p
)
, (1.1)
kur p + q = 1 ir q + p = 1.
Pažyme˙kime Xk(n) atsitiktinius dydžius, ↪igyjancˇius reikšmes 1 ir 0, kai grandine˙
patenka
↪
i bu¯senas E1 ir E2, atitinkamai. Pastebe˙sime, kad nagrine˙jama serij ↪u schema,
t.y. pere˙jimo tikimybi
↪
u matrica priklauso nuo n. Tokiu bu¯du, atsitiktine˙ nuli
↪
u ir
vienet
↪
u seka {Xk(n), k = 1,2, . . . ,n} sudaro Markovo grandin ↪e su pradine bu¯sena
1 ir pere˙jimo tikimybi
↪
u matrica P.
Nagrine˙sime atsitiktini
↪
u dydži
↪
u Xk(n) sum ↪a
ξn = X1(n) +X2(n) + · · · + Xn(n). (1.2)
Šios sumos tikimybin
↪
i mat
↪
a žyme˙sime Pn(m|p,p) = P {ξn = m}.
Dobrušin [4] darbe parode˙, kad neišsigimusiais ribiniais skirstiniais tiriamos statis-
tikos ξn tiesine˙ms funkcijoms tegali bu¯ti 7 tikimybiniai skirstiniai.
Mešalkin [7], Iljašcˇenko [5] ir Anisimov [1] savo darbuose tyre˙ bendresn
↪
i baigtinio
bu¯sen ↪u skaicˇiaus atvej↪i ir taipogi užraše˙ visus galimus ribinius skirstinius. Klausimas
apie tesing
↪
a konvergavimo greit
↪
i ir optimal
↪
u aproksimuojancˇio mato bei jo parametr
↪
u
parinkim
↪
a bet kokioms Markovo grandine˙s tikimybi
↪
u p ir p reikšme˙ms yra atviras
iki šiol.
408 M.J. Mikalauskas
Tyrimo tikslu yra Kolmogorovo uždavinio (žr., [6]) sprendimas aprašytai dviej
↪
u
bu¯sen
↪
i Markovo grandinei, t.y. radimas funkcijos ρ0(n), tenkinancˇios s ↪alyg ↪a:
lim
n→∞ sup0p,p1
inf
k=1,2,...,7 infa,b∈R
ρ
(
Pn(p,p),k(a,b)
)
ρ−10 (n) = 1, (1.3)
kur ρ yra pilnos variacijos metrika, o parametrine˙ mat
↪
u šeima {k(a,b), k =
1,2, . . . ,7}, sudaryta iš vis
↪
u galim
↪
u atitinkamai normuotos ir centruotos sumos ξn ri-
bini ↪u skirstini ↪u, diskretizuot ↪u tolydžiais atvejais.Šiame straipsnyje tiriamas statistikos ξn skirstinio aproksimavimas vienu iš mat ↪u
šeimos skirstiniu 2(a,b), kurio charakteristine˙ funkcija yra
h(t |a)eb(h(t|a)−1). (1.4)
ˇCia h(t |a) = aeit1−(1−a)eit – geometrinio skirstinio charakteristine˙ funkcija ir 1 a > 0.
Skirstinys 2(a,b) yra ribiniu sumai ξn, esant s ↪alygoms: nq → b∞, q→a>0.
2. Rezultatai
1 TEOREMA. Jeigu q = o(q) ir (nq)−1 = o(1), kai n → ∞, tai
inf
a,b>0
ρ
(
Pn(p,p),2(a,b)
)= 4ln2√
2π
q√
nq
(
1 + o(1)), (2.1)
ir parametrus a ir b reikia parinkti taip:b = nq(1 + β), β = α +
1+p−ln4
nq
(1 + o(1));
a = (q + q)(1 + α), α = q
q
(
1 − 0,5q − q
q+q
)
(1 + o(1)). (2.2)
3. Metodika
Atsižvelgdami
↪
i tai, kad pilnas 1 teoremos
↪
irodymas daug kart
↪
u viršyt
↪
u apribojimus
straipsnio apimcˇiai, pateiksime
↪
irodymo metodo aprašym
↪
a.
Norint tiksliai vertinti atstum ↪a tarp mat ↪u pagal variacij ↪a, esminiu yra lokalini ↪u
tikimybi
↪
u užsirašymas patogia išraiška. Paprascˇiausia tikimybi
↪
u Pn(p,p) formule˙ yra
labai griozdiška:
Pn+2(m + 1) =
n1∑
k=1
CkmC
k
n−mpm−kqk+1pn−m−kqk
+
n2∑
k=0
CkmC
k−1
n−mpm−kqkpn−m−k+1qk, (3.1)
kur n1 = min{m;n − m}, n2 = min{m;n −m + 1}.
Kolmogorovo uždavinys Markovo grandine˙ms 409
A. Bikelis pasiu¯le˙ elegantišk
↪
a formul
↪
e, kurios paprastesne˙ forma naudojama [3]:
Pn+2(m + 1)
=
{
n+1
(2π)2
∫ 1
0
∫ π
−π
∫ π
−π w0(t)g
n
0 (t, θ,α)e
−iθm dt dθ dα, kai 0m n;
pn+1, kai m = n + 1.
(3.2)
ˇCia
w0(t) = q + qeit ;
g0(t, θ,α) = αeiθ (p + qe−it ) + (1 − α)(p + qeit ).
Pasirodo, kad ir aproksimuojancˇi ↪u mat ↪u (išskyrus vien ↪a iš j ↪u – diskretizuot ↪a nor-
mal
↪
uj
↪
i, t.y., kai j = 2,3, . . . ,7) lokalias reikšmes galima užrašyti analogiška formule:

(j)
n+2
(
m + 1|an,bn
)
=
{
n+1
(2π)2
∫ 1
0
∫ π
−π
∫ π
−π wj (t)g
n
j (t, θ,α)e
−iθm dt dθdα, kai 0m n;

(j)
n+2
(
n + 1|an,bn
)
, kai m = n + 1.
(3.3)
Straispnyje nagrine˙jamu atveju (j = 2) turime:
w2(t) = an,
g2(t, θ,α) = αeiθ g21(t) + (1 − α)g22(t),
g21(t) =
(
1 − an + ane−it
)
e
1
n
bn(e
it−1),
g22(t) = e 1n bn(eit−1).
Pastebe˙sime, kad visais atvejais po trigubu integralu turime n-tuosius charakteris-
tini
↪
u funkcij
↪
u laipsnius. Tai
↪
igalina panaudoti Bergstremo tipo [2] asimpotinius sklei-
dinius (kai j,k = 2,3, . . . ,7, j = 0):
P
(j)
n+2(m + 1)− (k)n+2(m + 1) = Q˜(1)jk (m) + Q˜(2)jk (m)
+ · · · + Q˜(s)
jk
(m) + R˜(s+1)
jk
(m), (3.4)
cˇia
Q˜
(l)
jk(m) =
n + 1
(2π)2
∫ 1
0
∫ π
−π
∫ π
−π
	˜
(l)
jk(t, θ,α)e
−iθm dt dθ dα,
R˜
(s+1)
jk (m) =
n + 1
(2π)2
∫ 1
0
∫ π
−π
∫ π
−π
r˜
(s+1)
jk (t, θ,α)e
−iθm dt dθ dα,
	˜
(l)
jk(·) = wk(·)	(l)jk(·) +
(
wj(·) −wk(·)
)
	
(l−1)
jk (·),
r˜
(s+1)
jk (·) = wk(·) r(s+1)jk (·) +
(
wj(·) − wk(·)
)
	
(s)
jk (·),
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(l)
jk(·) = Cln
(
gj (·) − gk(·)
)l
gn−kk (·),
r
(s+1)
jk (·) =
n∑
µ=s+1
Csµ−1g
n−µ
j (·)gµ−(s+1)k (·)
(
gj (·) − gk(·)
)s+1
.
↪
Ivertinus skleidinio (3.4) narius, pradedant antruoju, ir liekam
↪
aj
↪
i nar
↪
i (pvz., stan-
dartiniu Helderio nelygybe˙s ir Parsevalio lygybe˙s kombinavimo metodu), tenka tirti
pirmojo nario asimptotin
↪
i elges
↪
i. Tai susiveda
↪
i integral
↪
u
Al(m) = 12π
∫ π
−π
(eit − 1)lν(t)e−itm dt, l = 0,1,2,3, (3.5)
asimptotikos tyrim ↪a, kai σ → ∞. ˇCia ν(t) yra sveikaskaitinio gardelinio su maksi-
maliu žingsniu 1 mato Furje transformacija, o σ yra standartinis nuokrypis.
Nagrine˙jant pilnos variacijos metrik
↪
a, tenka sumuoti toki
↪
u integral
↪
u tiesines kom-
binacijas absoliutiniu dydžiu pagal m:
∑
m
∣∣∣∣ 3∑
l=0
dl(p,p,a,b)Al(m)
∣∣∣∣, (3.6)
cˇia dl(·) yra nuo m nepriklausancˇios išraiškos.
Bu¯tent de˙l sumavimo pagal m, integral
↪
u asimpotikos liekamojo nario
↪
ivertinim
↪
u
reikia netolygioje formoje. Šiam tikslui užtenka perrašyti tiriamam atvejui reikiamas
Centrine˙s ribine˙s problemos lokalini
↪
u asimptotini
↪
u skleidini
↪
u su netolygiu lieamuoju
nariu teoremas. Gautos išvados atrodo taip:
1 TEIGINYS. Visiems l = 1,2,3 teisinga lygybe˙
σAl(m) = σ−lϕ(xm)Hl(xm) + rl(xm), (3.7)
ir egzistuoja konstantos c1(l) tokios, kad visiems xm teisingos nelygybe˙s∣∣rl(xm)∣∣(1 + |xm|l+2) c1(l)(	−1 + σ−1)l+1. (3.8)
Naudoti
↪
iprastiniai žyme˙jimai: ϕ(x) – standartinis Gauso tankis, Hl(x) – l-tasis
Ermito polinomas, o xm = (m− γ1)σ−1.
Paskutiniame etape tenka (3.6) išraišk
↪
a minimizuoti pagal laisvus parametrus a
ir b. Pakeitus integralus Al(m) atsižvelgiant ↪i tapatybes (3.7) ir pritaikius Eulerio–
Makloreno sumavimo formul
↪
e, pereinama prie atitinkam
↪
u integral
↪
u minimizavimo.
Šiam tikslui yra naudojamas žemiau pateikiamas teiginys.
2 TEIGINYS.
inf
d1,d2∈R
∫
R
∣∣H3(x) + d2H2(x) + d1H1(x)∣∣ϕ(x)dx = 4 ln 2√2π . (3.9)
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SUMMARY
M.J. Mikalauskas. Problem of Kolmogorov for Markovian chains
The sums of random variables from two-state Markovian chain in the schemes of series are investigated.
The sums are approximated by parametrical set of measures, which is constituted by all possible limit
measures of such sums, after making discrete in continuous cases. The problem of Kolmogorov is under
solution: the accuracy of approximation by the most relevant measure from parametrical set is evaluated in
terms of metrics of variation. The common solution scheme of Kolmogorovæs problem is described and
the final results for one particular parametrical measure are presented.
Keywords: Markovian chain, problem of Kolmogorov, asymptotical expansion, metrics of variation.
