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Abstract—We present a method for analyzing the phase noise
of oscillators based on feedback driven high quality factor res-
onators. Our approach is to derive the phase drift of the oscillator
by projecting the stochastic oscillator dynamics onto a slow time
scale corresponding physically to the long relaxation time of
the resonator. We derive general expressions for the phase drift
generated by noise sources in the electronic feedback loop of the
oscillator. These are mixed with the signal through the nonlinear
amplifier, which makes them cyclostationary. We also consider
noise sources acting directly on the resonator. The expressions
allow us to investigate reducing the oscillator phase noise thereby
improving the frequency precision using resonator nonlinearity
by tuning to special operating points. We illustrate the approach
giving explicit results for a phenomenological amplifier model.
We also propose a scheme for measuring the slow feedback noise
generated by the feedback components in an open-loop driven
configuration in experiment or using circuit simulators, which
enables the calculation of the closed-loop oscillator phase noise
in practical systems.
I. INTRODUCTION
SELF-sustained oscillators have a major technological sig-nificance. Such devices, generating a periodic signal at
an inherent frequency, are often developed to serve as highly
accurate time or frequency references [1].
In this paper, we present a systematic formalism for cal-
culating the frequency precision of oscillators comprised of
a high quality factor (Q) resonator driven by a sustaining
electronic feedback loop. This type of architecture is common
in time and frequency references, such as quartz crystal or
MEMS based systems. The high-Q resonator provides the
basic frequency determining element; the electronic feedback
system injects the energy needed to sustain the motion without
perturbing the resonator frequency too much. The intuition is
that increasing the Q of the resonator improves the frequency
stability, and this is confirmed by the Leeson analysis [2],
which provides the standard expression for quantifying the
performance. The sustained motion forms a limit cycle in the
phase space of dynamical variables of the system; a limit
cycle in a deterministic system is purely periodic, and would
have perfect frequency precision. Deviations from this simple
description are due to noise in the system, which may come
from thermal, electronic, vibrational or other sources. Thus the
analysis of the frequency precision of oscillators requires the
calculation of the effect of stochastic terms in the dynamics.
An important concept in describing an oscillator is the phase
variable Φ. This can be thought of as the angle defining the
position of the phase space point around the limit cycle. By
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a suitable (nonlinear) transformation of variables, the limit
cycle can be rendered circular, with the phase advancing
uniformly in time in the deterministic system. The frequency
of the oscillator is then given by the constant rate of advance-
ment of the phase ω = Φ˙ with the dot denoting the time
derivative d/dt. Since oscillators are sustained by a feedback
mechanism, and not by an external clock, they possess a
phase invariance property which makes the phase sensitive
to stochastic perturbations. The stochastic phase dynamics
broaden the peaks in the power spectrum of the oscillator
output representing the periodic motion of the limit cycle, and
degrade its performance.
General schemes have been developed to calculate the
stochastic phase dynamics and resulting precision degradation
of oscillators [3], [4], [5], [6]. However, these require complex
numerical implementation. The numerical calculations are
made more difficult in the case of high-Q resonators due to
the disparate time scales in the system: the relaxation rate
towards the limit cycle, which will typically be of order ω/Q
with Q the resonator quality factor (perhaps modified by the
loading of the feedback system), leading to a relaxation time of
order Q times the period of the oscillator. We are particularly
interested in situations where the resonator is driven into its
nonlinear regime, where the frequency becomes dependent on
the amplitude of oscillation. This regime becomes increasingly
important as devices are made smaller, so that the amplitude
of motion must be increased to be readily detected, and has
been suggested to be important in various noise suppression
techniques. Driving the resonator into the regime of nonlinear
dynamics further adds to the difficulty of numerical solution.
Root-finding methods, rather than direct time simulations, have
the problem of multiplicity of solutions, and the need to
investigate the stability of the different solutions. An additional
drawback is that it may be hard to discern the dependence on
system parameters, without an exhaustive set of calculations,
and little intuition is gained that might help in the design of
improved performance.
Our analysis is made by focusing on the complex envelope
function describing the oscillatory motion in terms of the
slow modulation of oscillations at the linear resonance fre-
quency of the resonator (which we call the carrier frequency),
a common and widely used method for analyzing weakly
nonlinear systems [7], [8], [9]. Since the high-Q resonator
acts as a strong filter, we can calculate the effects of the
feedback system by focusing on the output of the amplifier
(both deterministic and stochastic) at the carrier frequency.
The behavior of the amplifier system will in general not have
a strong dependence on frequency (i.e., the behavior will
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2effectively be constant over the band of frequencies of order
ω/Q, characteristic of the width of the resonator response),
and we can characterize the performance as if the input to the
amplifier were periodic, neglecting the slow time dependence
of the envelope function. Thus our approach combines two
widely used methods: the envelope formalism for describing
the interesting weakly nonlinear behavior of driven resonators,
with the analysis of amplifier performance for periodic input
signals. This approach formalizes the intuitive way of under-
standing feedback oscillators in terms of resonator behavior
driven by feedback characterized by an amplitude, a phase,
and some noise. As a result, the dependence on the variety
of system parameters becomes evident, and developing ideas
to suppress the degradation due to noise becomes easier.
Experimental results related to the ideas presented here can
be found in Ref. [10].
Complex envelope function approaches have been used
before to discuss noise properties of oscillators, see for ex-
ample Refs. [11], [12], [13]. The novelty of our work is in
combining a complex envelope description of the resonator
with a full treatment of realistic feedback systems, including
the possibility of strong nonlinearity leading to complicated
statistics of the feedback noise. An important result is that we
show how to reconcile the cyclostationarity of the amplifier
noise with a periodic input signal with the fact that the
statistics of the oscillator noise must be stationary, since there
is no time reference for a free running oscillator.
The outline of the paper is as follows. In the next section
we elaborate on the architecture of oscillators we consider
and establish the basic ideas and methods of the approach.
We then derive the complex envelope noise for various noise
sources in the oscillator system, and describe general schemes
for eliminating or reducing the oscillator phase noise. In the
following section we apply these methods to a phenomenolog-
ical model of amplifiers represented by a nonlinear gain func-
tion, and describe specific methods for improving oscillator
performance by choosing optimal operating points. Finally we
consider the application of the method to more realistic models
of the amplifier, including a way to simulate or experimentally
measure the components of the feedback noise relevant to the
oscillator performance using an externally driven, open-loop
system. Details of the calculations are deferred to appendices.
II. OSCILLATORS IN THE ENVELOPE FORMALISM
A. Basic setup
R
esonator
Weakly nonlinear
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Fig. 1. Architecture of a precision oscillator, consisting of a resonator, a
sustaining amplifier, and a phase shifter.
Figure 1 gives a general schematic of the oscillator archi-
tecture we consider. It consists of a resonator driven by a
feedback loop containing an amplifier and a phase shifter.
The resonator is described by an equation of motion of the
form
q¨ +Q−1q˙ + q + bq3 + cq2q˙ = Q−1d(t). (1)
We have scaled time in units of ω−10 , with ω0 the linear
resonance frequency, so that the resonance frequency in the
scaled units is 1. The second term on the left hand side of
Eq. (1) is the linear dissipation and introduces the quality
factor Q. The term Q−1d(t) on the right hand side is the
driving force. In the closed loop oscillator the drive will
come from the feedback and must balance the dissipation for
sustained oscillations; we have included the explicit factor of
Q−1 in the drive term so that oscillations onset for d = O(1).
We include the noise forces by taking d(t)→ d(t)+ξ(t) with
ξ(t) a stochastic variable. The nonlinear term bq3 acts to shift
the resonant frequency as the amplitude of oscillation grows.
We have also included a nonlinear correction to the dissipation
cq2q˙ which may also be present [14], [9]. We will phrase much
of the discussion in the context of a mechanical resonator, such
as a quartz element or a MEMS or NEMS device, for which q
is the displacement in a particular mode, but the results apply
equally well to electrical or other resonators.
Precision oscillators are typically constructed from res-
onators with large values of Q, and we develop our approx-
imate treatment of the resonator through an expansion in the
small parameter ε = Q−1. We treat the dynamics of the
resonator by introducing a slowly varying complex envelope
A = aeiΦ with magnitude a and phase Φ modulating the
oscillations at the resonance frequency, writing the output
signal of the resonator as
q(t) = 12A(T )e
it + c.c. +O(ε), (2)
with T = εt a dimensionless slow time scale. The symbol c.c.
denotes the complex conjugate. From Eq. (2), the complex
amplitude A(T ) is obtained from q(t) by averaging over a
period
A(T ) =
1
pi
∫ ε−1T+pi
ε−1T−pi
q(t)e−itdt. (3)
The O(ε) terms in Eq. (2) represent higher order terms in the
expansion, including, for example, harmonics.
Noise suppression using a nonlinear resonator occurs when
the resonator is driven hard enough so that the change in
the frequency due to the dependence of the frequency on
amplitude is comparable to the line width of the linear
resonance spectrum, given by the dissipation in the resonator
[12], [13], [15], [16]. For a high-Q resonator the line width
is much less than the frequency itself, so that the resonator
remains weakly nonlinear under these conditions, even though
the resonator response for a fixed drive level and frequency
may show complex behavior such as a multiplicity of solutions
[9]. The weak nonlinearity means that the frequency change
is small compared to the resonance frequency and harmonic
production is small. The weak nonlinearity is introduced into
the formalism by supposing the nonlinear coefficient b to be
3O(ε), so that for q = O(1) the nonlinear frequency pulling
is comparable to the linear resonator line width. The O(ε)
terms in Eq. (2) include higher harmonics generated by this
nonlinearity.
The amplifier in the sustaining feedback loop, on the other
hand, may be strongly nonlinear, producing harmonics of
its input signal, and up- and down-conversion of noise by
mixing with the signal. However the frequency response of
the feedback system will typically be broad compared with
the line width of the resonator, i.e. the output of the feedback
is approximately constant as a function of frequency over the
relevant frequency range. This means that in considering the
effect of the feedback loop on the resonator, we may ignore
the slow time dependence A(T ), and effectively study the
behavior for a periodic input to the amplifier at unit frequency
(frequency ω0 in unscaled units). Note that the oscillator will
not usually operate at exactly this frequency, but sufficiently
close to this so that the behavior of the amplifier will not
be significantly different. The output of the feedback system
that drives the resonator will then be periodic at the same
frequency, but now including harmonics, together with noise
which will appear cyclostationary [17], i.e., the statistics will
not be stationary, but will rather be periodic at the frequency
of the drive signal.
The final element of the feedback loop is a phase shifter
which is used to set the phase of the feedback so that it
sustains the motion of the resonator counteracting the intrinsic
dissipation as well as phase shifts deriving from the other parts
of the feedback loop, we will suppose that there is a tunable
component giving a total phase shift that can be tuned to select
special operating points of the system.
B. Closed loop equation of motion
The effect of the feedback drive on the resonator may now
be calculated using the envelope formalism by projecting the
feedback signal and noise onto the dynamics near the carrier
frequency – the effect of other harmonics is made negligible
by the strong filtering action of the high-Q resonator. We
introduce the complex amplitude of the drive D(T ) in analogy
with Eq. (2) through
d(t) = 12 iD(T )e
it + c.c. + d1(t), (4)
where the factor of i is included so that real D corresponds to
positive feedback. The term d1(t) adding to the slow modula-
tion of the basic oscillation, involves harmonics eint, n 6= ±1:
these may not necessarily be small compared with the first
term, since the amplifier may be strongly nonlinear, but will
have a small effect on the resonator motion since they are
are non resonant. D(T ) may be obtained from d(t) using an
integral analogous to Eq. (3)
D(T ) = − i
pi
∫ ε−1T+pi
ε−1T−pi
d(t)e−itdt. (5)
Then writing b = εα and c = εη, where the ε factor reflects the
weak nonlinearity, and using the standard reduction procedure
[7], [9] on Eq. (1), leads to the equation of motion for the
complex amplitude of the form
dA
dT
+ f(A) =
1
2
D, (6)
where
f(A) =
1
2
A+
(
1
8
η − 3
8
iα|A|2
)
A (7)
gives the intrinsic resonator terms, with α quantifying the
strength of the nonlinear frequency pulling and η the size of
the nonlinear correction to the linear dissipation represented
by the term 12A. For feedback drive, the drive term is
D(T ) =
[
g(a)ei∆ + ΞeiΦN
]
eiΦ. (8)
The first term in the braces gives the deterministic driving from
the feedback with the real quantity g(a), the strength of the
driving, given by the magnitude of the fundamental harmonic
of the output from the amplifier. The feedback will sustain
the oscillations when the driving cancels the dissipation term
proportional to q˙, which occurs when the phase of the drive is
near pi/2 relative to the phase of q. The parameter ∆ allows
for a phase shift of the feedback relative to this value. The
second term in the braces gives the stochastic driving from
noise Ξ(T ) = ΞR(T ) + iΞI(T ) a complex stochastic noise
acting on the slow time scale. It is convenient to define these
noise components introducing a constant phase offset ΦN from
the resonator phase Φ. The value of ΦN will be chosen later
to simplify the correlations of ΞR,ΞI . Note that Ξ is defined
relative to the phase Φ of the complex amplitude, which is
dynamic on the slow time scale T . As we will explicitly
demonstrate, the statistics of the noise Ξ on the slow time scale
are then stationary, that is, 〈Ξα(T )Ξβ(T ′)〉 = Cαβ(T − T ′),
reflecting the fact that there is no fixed time reference for a self
sustained oscillator. The slow noise is therefore characterized
by the spectra Sij(Ω) (for i, j either R or I) defined by
〈Ξi(Ω)Ξj(Ω′)〉 = 2piεδ(Ω + Ω′)Sij(Ω), (9)
with Ξi(Ω) the Fourier transform
Ξi(Ω) =
∫ ∞
−∞
Ξi(T )e
−iΩT dT, (10)
and where the factor of ε corresponding to the transformation
to the slow time scale is included for convenience in the defi-
nition of Sij(Ω). To calculate the phase noise of the oscillator
we need SRR(Ω), SII(Ω) and the symmetric combination of
the cross-correlation SsRI(Ω) = SRI(Ω) + SIR(Ω).
We can separate the noise into two components. The first
component is noise in the feedback driving, typically arising
from amplifier noise. The feedback noise results from various
noise sources in the feedback circuit mixed with the periodic
signal by the nonlinearity in the amplifier and any limiters
in the loop, and so has complicated statistics. For a truly
periodic signal in the loop the noise statistics is periodic
rather than stationary. Nevertheless, we will show that the
contribution to the slow noise Ξ is stationary. The second
noise component is from stochastic forces acting directly on
the resonator: examples are thermomechanical noise associated
with the dissipation of the resonator (analogous to Johnson
noise in a resistor) and parameter noise such as fluctuations
in the resonance frequency or dissipation coefficients.
4C. Amplifier gain function
The amplifier gain function g(a) together with the phase
shift ∆ are obtained by examining the drive Q−1d(t) on the
resonator from the output of the amplifier-phase shifter system
with a periodic input a cos t, ignoring noise terms. The drive is
then projected onto the slow time scales using Eq. (5) and the
result is set equal to g(a)ei∆.1 We implement this calculation
for a phenomenological model of the amplifier in §V. For
a practical implementation the calculation would probably
be done using circuit simulator models for the amplifier, or
g(a),∆, could be determined experimentally.
D. Operating point
The first task is to find the operating point of the closed
loop oscillator in the absence of noise as a function of the
feedback phase, and the amplifier parameters.
We write the amplitude equation (6) for the oscillator, first
without noise
dA
dT
+
[
1− 1
4
(3iα− η)|A|2
]
A
2
=
g(a)
2
eiΦei∆. (11)
Equation (11) separates into two real equations
da
dT
= −a
2
(
1 +
η
4
a2
)
+
g(a)
2
cos ∆ = fa(a), (12)
dΦ
dT
=
3
8
αa2 +
g(a)
2a
sin ∆ = fΦ(a),
and the amplitude of oscillation, a0, and the frequency Ω0,
satisfy fa(a0) = 0, fΦ(a0) = Ω0. From these equations we
can find explicit results for Ω0(a0) and ∆(a0)
Ω0 =
3αa20 ±
√
16g2(a0)/a20 − η2a40 − 8ηa20 − 16
8
,
∆ = tan−1
(
2Ω0 − 3αa
2
0
4
1 +
ηa20
4
)
. (13)
These equations can be inverted numerically to give the
operating point in terms of the feedback phase a0(∆),Ω0(∆)
given the amplifier gain function g(a).
E. Phase noise
The spectral output of a deterministic limit cycle is ideal,
consisting of sharp peaks (delta functions) at the oscillator
frequency and its harmonics. Such a system would be a perfect
clock or frequency reference. The degradation of the perfor-
mance is due to noise acting on the system. The wanderings
of the phase variable from the ideal uniform progression ω0t
caused by the noise leads to a broadening of the spectral peaks.
Often, this phase noise is characterized by plotting the spectral
density of the oscillator signal, on a log scale, as a function
of the frequency offset ω − ω0.
For frequency offsets small compared with the relaxation
rate of perturbations returning to the limit cycle, typically of
1In principle, the phase shift could depend on the input amplitude, but
since this is an important control parameter of the oscillator system, we will
assume that it is dominated by linear components, so that there is no important
amplitude dependence.
order ω0/Q, and for small noise amplitude, the phase noise
can be calculated in terms of the projection of the noise
along the phase sensitivity vector v⊥. The direction of the
phase sensitivity vector may be related to the isochrons [18],
[19], the surfaces in the phase space of the oscillator (here
a curve in the two dimensional a,Φ space) such that all
points on the surface asymptote to the same phase point on
the limit cycle in the long time limit when the perturbation
away from the limit cycle has decayed. The vector v⊥ is
perpendicular to the direction of the isochron at the limit cycle.
The phase sensitivity vector is also the zero-eigenvalue adjoint
eigenvector of the linearized time evolution near the fixed point
giving the oscillator state [3], and in this approach is often
called the perturbation projection vector.
In the complex amplitude formulation, the result may be
derived as follows. Equation (6), with the complex amplitude
represented in magnitude-phase form by the vector x = (a,Φ),
may be written as
dx
dT
= f(a) + ΞRvR + ΞIvI , (14)
where f(a) = (fa(a), fΦ(a)) and the noise vectors
vR =
1
2
(
cos ΦN ,
sin ΦN
a0
)
, (15)
vI =
1
2
(
− sin ΦN , cos ΦN
a0
)
,
define the coupling of the two components of noise to the
system. Equation (14) corresponds to adding the stochastic
terms to Eqs. (12). The phase noise is calculated by linearizing
Eqs. (14) in the small noise. For small frequency offsets, the
da/dT term in the magnitude component of the linearized
Eqs. (14) can be neglected, giving an explicit equation for
the magnitude fluctuations in terms of the noise. Inserting
these into the phase fluctuation equation then gives a single
stochastic equation for the phase evolution [15]
φ˙ = PR ΞR + PI ΞI , (16)
where φ = Φ− Ω0T , and the constants PR, PI
PR = vR · v⊥, PI = vI · v⊥, (17)
are the noise projections along the phase sensitivity vector
given by
v⊥ =
(
−f
′
Φ(a0)
f ′a(a0)
, 1
)
. (18)
More formally, the methods of Ref. [4] may be used to derive
these results, see Appendix A. A key simplification of our
approach is that v⊥ and the noise vectors vR,vI are constant
vectors [15]. This comes from the fact that the oscillator phase
Φ does not appear on the right hand side of Eq. (14) in either
the deterministic or stochastic terms, ultimately deriving from
the phase symmetry of the description in terms of the complex
amplitude.
We have written the vectors in terms of two components
(va, vΦ) giving the magnitude and phase coordinates. A more
intuitive representation is given by defining vectors in the two
dimensional phase space of the limit cycle. Vectors v, such
as vR,I , are given, in polar form in this space, by multiplying
5the phase component by a0: v → vaaˆ0 + a0vΦΦˆ0, where
aˆ0, Φˆ0 are unit vectors in the magnitude and phase directions
at the point on the limit cycle. Adjoint vectors v†, such as the
phase sensitivity vector v⊥, are given by dividing the phase
component by a0: v† → v†aaˆ0 + a−10 v†ΦΦˆ0. This preserves
the scalar products v† · v. In this representation, the vectors
vR,I ,v⊥ all rotate at the rate Ω0 together with the point on
the limit cycle. Of course, the scalar products PR, PI giving
the noise projections remain time independent.
The oscillator phase given by Eq. (16) is a stochastic process
quantified by the variance V (τ) = 〈[δφ(T+τ)−δφ(T )]2〉 with
δφ(T ) = φ(T )− 〈φ(T )〉.2 This variance can be calculated by
Fourier transforming Eq. (16)
V (τ) =
4ε
pi
∑
i,j=R,I
PiPj
∫ ∞
0
Sij(Ω)
[
sin(Ωτ/2)
Ω
]2
dΩ.
(19)
A simple common case (see below) is if the spectrum of the
slow noise is white, Sij(Ω) = Fij independent of Ω: in this
case the variance grows linearly in time
V (τ) = ε
∑
i,j=R,I
PiPjFij τ, (20)
corresponding to a random walk of the phase or phase
diffusion.
The spectrum of the oscillator is the Fourier transform of
the autocorrelation function of the output of the oscillator
which we take to be the displacement of the resonator q(t) =
a cos(t+Φ). Neglecting amplitude fluctuations and after tran-
sients have died out, the spectral density of the displacement
can be written as S(ω) = a20[S¯(ω+ ω¯0) + S¯(ω− ω¯0)]/4 with
S¯(ω) = F [e− 12V (t/Q)], (21)
and ω¯0 is the scaled oscillation frequency. The well known
Leeson expression [2] for the phase noise spectrum results
from evaluating S¯(ω) away from the carrier frequency where
the Fourier transform in Eq. (21) is dominated by small
times for which the variance V (τ) is small.3 In this case the
exponential can be expanded to first order, so that for Ω not
too small
S¯(εΩ) =
∑
i,j=R,I PiPjSij(Ω)
Ω2
. (22)
Equation (22) together with expressions for the slow noise
spectra Sij(Ω) provide a complete prescription for calculating
the phase noise of oscillators in the regimes usually of interest.
It reproduces the standard result [2] for the oscillator phase
noise as a function of the offset frequency ωm, namely an ω−2m
dependence for white noise sources (Sij(Ω) = constant), ω−3m
for 1/f noise sources (Sij(Ω) ∝ Ω−1), etc., and provides a
simple route to a quantitative calculation. The phase noise is
conventionally quoted as
L(ωm) = 10 log10
[
S¯
(
ωm
ω0
)
1
ω0
]
(23)
2There are corrections to the drift frequency also proportional to the noise
strength that give a small shift of the oscillator spectral peaks that we do not
address here.
3More complete expressions for the noise spectra in other limits are
discussed in Ref. [15].
in dBc/Hz [15], [4].
III. CALCULATING THE SLOW NOISE
The slow noise Ξ(T ) is given in terms of the noise ξ(t)
in the drive function d(t) by averaging over one period as in
Eq. (5). The real and imaginary components are given by
ΞR(T ) =
1
pi
∫ ε−1T+pi
ε−1T−pi
ξ(t) cos(t+ ψN )dt, (24)
ΞI(T ) = − 1
pi
∫ ε−1T+pi
ε−1T−pi
ξ(t) sin(t+ ψN )dt,
with ψN = Φ + ΦN + pi/2 the phase deriving from the
phase factor used in defining Ξ in Eq. (8) and the fac-
tor of i introduced in Eq. (4). From these expressions the
Fourier transforms ΞR(Ω),ΞI(Ω) and then the correlations
〈Ξi(Ω)Ξj(Ω′)〉 and hence the spectral densities of the slow
noise Sij(Ω) can be obtained. We now evaluate these spectral
densities for feedback and resonator noise sources.
A. Feedback noise
As described in §II-A, to calculate the noise generated by
the amplifier (and other components that might be in the circuit
such as a phase shifter and a limiter) it is sufficient to consider
a periodic input signal a cos(t+ Φ), neglecting the slow time
dependence of a and Φ. The noise ξ(t) is then cyclostationary,
with statistics that are periodic. Following the approach of
Roychowdhury and Long [17] the correlation function of the
noise is expressed in the form
〈ξ(t)ξ(t′)〉 =
∑
n
Rn(t− t′)eint, (25)
and then
Rn(τ) =
∫
dω
2pi
Qn(ω)e
iωτ , (26)
with Qn(ω) the harmonic power spectral densities (HPSDs).
For stationary noise we would have Qn 6=0 = 0, and so nonzero
values of these quantities demonstrate the cyclostationary
nature of the noise. The Qn satisfy the symmetry relations
Qn(−ω) = Qn(ω − n), Q−n(−ω) = Q∗n(ω). (27)
We consider a single stationary noise source ξs(t) with
spectrum given by the Fourier transform of the correlation
function Qs0(ω) = F [〈ξs(t)ξs(0)〉]. This noise goes through
the various feedback components and transforms to the noise
ξ(t) in the feedback drive d(t). Since both noises ξ(t), ξs(t)
are assumed to be small perturbations, they are related through
the linear response function of the time-varying system be-
tween the noise source and the output of the feedback system
ξ(t) =
∫ ∞
−∞
h(t, t′)ξs(t′)dt′, (28)
where h is a periodic function with the same periodicity as the
input signal to the amplifier [17], i.e. h(t+ 2npi, t′ + 2npi) =
h(t, t′) for any integer n, and will in general depend in a
nonlinear way on the input signal. The quantity h(t, t′) is now
written in terms of harmonic transfer functions (HTFs) of the
6feedback system. It is useful to define these for zero input
phase Φ = 0, and then the response for a general phase Φ is
given by a time translation. Thus we write
h(t, t′) =
∑
n
einΦhn(t− t′)eint, (29)
with the zero-phase harmonic transfer functions Hn(ω) =
F [hn(t)] satisfying H−n(−ω) = H∗n(ω) since h(t, t′) is real.
Following Ref. [17], the HPSDs of the output noise Eq. (28)
are related to the stationary spectrum of the noise source
through
Ql(ω) = e
ilΦ
∑
n
Hn(−ω−n)Qs0(ω+n)Hl−n(ω+n). (30)
The slow noise spectra 〈Ξi(Ω)Ξj(Ω′)〉 are evaluated from
Eqs. (24) in terms of Ql. This is done in Appendix B
using the fact that ε is small. There we derive Eq. (9),
showing that the slow noise is indeed stationary as already
mentioned, and calculate results for the spectral densities
Sij(Ω) in terms of the spectrum Qs0(ω) of the noise source
and the HTFs Hn of the amplifying system. To calculate the
phase noise of the oscillator Eq. (19) or Eq. (22) we need
SRR(Ω), SII(Ω) and the symmetric combination of the cross-
correlations SsRI(Ω) = SRI(Ω)+SIR(Ω). As described in the
Appendix, the results for these quantities fall into two classes
depending on the nature of the noise sources.
1) Broadband noise: The spectrum of many noise sources,
such as Johnson noise of resistors, will not have structure on
the O(ε) frequency scales corresponding to the width of the
response of the resonator. We call these sources broadband.
For these sources we derive the results Eqs. (B.11) in the
Appendix
SRR(Ω) = 2
{∑
n
Qs0(n)|Hn−1(−n)|2 (31)
+ Re[e2iψ¯N
∑
n
Qs0(n)Hn−1(−n)H∗n+1(−n)]
}
,
SII(Ω) = 2
{∑
n
Qs0(n)|Hn−1(−n)|2
− Re[e2iψ¯N
∑
n
Qs0(n)Hn−1(−n)H∗n+1(−n)]
}
,
SsRI(Ω) = −4Im[e2iψ¯N
∑
n
Qs0(n)Hn−1(−n)H∗n+1(−n)],
with ψ¯N = ΦN + pi2 and Re, Im denoting real and imaginary
parts. Note that there is no dependence on Ω on the right hand
sides of Eqs. (31) so that the noise is white on the frequency
scale of the slow time dependence.
In defining the noise Ξ in Eq. (8) we included a reference
phase ΦN to be chosen to simplify the correlations of the
slow noise. In particular we choose ΦN to eliminate the cross
correlation SsRI . The resulting expression for the slow noise
is white with uncorrelated quadratures with spectra
SRR = 2
{∑
nQs0(n)|Hn−1(−n)|2 (32)
±|∑nQs0(n)Hn−1(−n)H∗n+1(−n)|},
SII = 2
{∑
nQs0(n)|Hn−1(−n)|2
∓|∑nQs0(n)Hn−1(−n)H∗n+1(−n)|},
where the two possible sign choices, resulting from choices
of ΦN differing by pi/2, correspond to the arbitrary choice of
which of two orthogonal directions to assign to ‘R’ and which
to ‘I’.
The expressions (32) have the intuitive interpretation that the
slow noise (i.e. the noise near the carrier frequency) is given by
the noise source intensity at various harmonics of the carrier
frequency mixed up or down to the vicinity of the carrier
with a strength depending on the HTFs of the amplifier. On
the other hand, a completely linear amplifier would generate
stationary feedback noise, giving the slow noise intensities
SRR = SII = 2Qs0(1)|H0(1)|2. (33)
We calculate the phase noise for this case in §V-D3.
The slow noise strengths can be reduced if it is possible to
put a filter, filtering the signal around the carrier frequency,
between noise generating but linear early stages of the ampli-
fier and later nonlinear stages. In this case only the n = ±1
components get through to the nonlinear stages where up and
down conversion of the noise occurs. In this case (we call
“filtered white noise”) we find
SRR = 2Qs0(1)(|H0(1)| ± |H2(−1)|)2, (34)
SII = 2Qs0(1)(|H0(1)| ∓ |H2(−1)|)2.
This type of noise was analyzed in Ref. [20].
2) 1/f noise: The second class of noise sources important
to consider are those with intensity Qs0(ω) growing as the
frequency f = ω/2pi decreases. Many amplifiers show such
noise with an intensity often growing at low frequencies as a
power law f−ν with ν close to unity. Such noise is typically
described as 1/f noise. For this type of noise source we derive
the results Eqs. (B.13) in the Appendix
SRR(Ω) = 2Qs0(εΩ)|H1(0)|2{1 + cos[2(φH − ψ¯N )]},
SII(Ω) = 2Qs0(εΩ)|H1(0)|2{1− cos[2(φH − ψ¯N )]},
SsRI(Ω) = 4Qs0(εΩ)|H1(0)|2 sin[2(φH − ψ¯N )]. (35)
where φH is the phase of H1(0), i.e., H1(0) = H∗−1(0) =
|H1(0)|eiφH . We now make the cross correlation SsRI zero by
choosing ψ¯N = φH giving ΦN = φH − pi2 . With this choice
of reference direction the two quadratures of the noise have
the spectra
SRR(Ω) = 4Qs0(εΩ)|H1(0)|2, SII(Ω) = 0. (36)
Equation (36) shows that for a single 1/f noise source, the slow
noise lies along a line in the complex amplitude space (making
an angle ΦN to the vector of the feedback signal) rather than
filling out a ball as for broadband noise sources. This has
the important consequence of the potential to eliminate the
resulting phase noise by tuning the phase sensitivity vector to
be perpendicular to this direction [21]. We demonstrate this
for the phenomenological amplifier model in §V-C1b below.
Also note that the slow noise inherits the spectrum Qs0(εΩ) of
the noise source, which is up-converted from near zero to near
the carrier frequency (through the harmonic transfer function
H1), as shown by measurements of amplifier phase noise in
[22].
7The 1/f noise leading to Eqs. (36) will dominate close
to the carrier frequency (small Ω), but as Ω increases this
contribution may become smaller than terms analogous to the
n 6= 0 terms of Eq. (32) – see Eqs. (B.14) in the Appendix. Far
enough away from the carrier where these terms dominate we
may choose a new value of ΦN to make SsRI in Eqs. (B.14)
zero, and then the slow noise spectra become
SRR(Ω) = 2
{∑
n 6=0Qs0(n)|Hn−1(−n)|2 (37)
±|∑n 6=0Qs0(n)Hn−1(−n)H∗n+1(−n)|},
SII(Ω) = 2
{∑
n 6=0Qs0(n)|Hn−1(−n)|2
∓|∑n6=0Qs0(n)Hn−1(−n)H∗n+1(−n)|},
as in Eq. (32) without the n = 0 terms. Thus the slow noise
crosses over from 1/f near the carrier to white further away
from the carrier.
B. Resonator noise
Two types of noise acting directly on the resonator are
expected. Firstly, there will be an additive noise force term in
Eq. (1) related to the linear dissipation term via the fluctuation-
dissipation theorem. This is thermomechanical noise for a
mechanical resonator and Johnson noise for an electronic res-
onator. The spectrum is usually white4 and the noise intensity
is proportional to the temperature and the dissipation coeffi-
cient. There may also be additive noise associated with the
nonlinear dissipation. The second type of noise is parameter
fluctuations. For example the mass of a mechanical resonator
may fluctuate due to gas molecules binding and unbinding
from the structure, and the stiffness may fluctuate due to
temperature fluctuations. The spectra of these noises may be
white, white filtered by a response of the device (e.g. thermal
fluctuations will be quenched above a time scale determined
by the thermal contact to the environment), or 1/f. Since
the q¨ “mass” term and the q “spring constant” term are the
largest terms in the equation of motion (1), fluctuation of these
coefficients are likely to be most important, and we will focus
on these, although other fluctuations are easily included by
analogous methods.
1) Additive noise: Averaging an additive noise εξ(t) over a
period as in Eq. (24) to obtain the slow noise Ξ(T ) corresponds
to sampling the noise near the carrier frequency. The resulting
noise is white on the slow time scale and isotropic
SRR(Ω) = SII(Ω) = 2Qs0(1), (38)
SsRI(Ω) = 0,
with Qs0(ω) the spectrum of ξ(t). For thermodynamic noise,
such as thermomechanical noise, the noise strength is related
to the dissipation coefficient via the fluctuation-dissipation
theorem. For a mechanical resonator, this gives
Qs0(ω) = 2Q
kBT
K
, (39)
with K = mω20 the stiffness constant. A similar result applies
to an electronic LCR resonator with the capacitance replacing
the stiffness constant.
4The spectrum is non-white in the quantum regime ω & kBT/~.
2) Parameter noise: For a fluctuating mass m → m(1 +
εξm(t)) there will be an additional stochastic drive term
−εξm(t)q¨ on the right hand side of Eq. (24). Similarly, for a
fluctuation spring constant K → K(1+εξK(t)) there will be a
stochastic drive term −εξK(t)q. As in calculating the feedback
noise, to leading order in the noise strength and the small
parameter ε we may evaluate these source terms neglecting
the slow time dependence of the amplitude A(T ), leading to
noise source terms εa cos(t + Φ)ξm and −εa cos(t + Φ)ξK .
These are of the same form, and so we need to calculate the
slow noise from a noise source εa cos(t+ Φ)ξs(t).5
We could proceed by evaluating the integrals in Eq. (24)
etc., but it is easier to recognize the slow noise from the
multiplicative parameter noise as being equivalent to the slow
noise from an ideal square-law mixer, and then using the
formalism of §III-A. The only nonzero components of the
harmonic transfer functions of such a mixer with input signal
a cos t are H1(ω) = H−1(ω) = 12a. Then the choice ΦN = 0
leads to the expressions for the slow noise spectra
SRR(Ω) =
1
2a
2Qs0(2), (40)
SII(Ω) = a
2[Qs0(εΩ) +
1
2Qs0(2)],
SsRI(Ω) = 0,
where Qs0 is the spectral density of ξs(t). The Ω dependence
on the right hand side can be ignored except for 1/f noise when
the first term in SII dominates. Notice that the up-conversion
of the low frequency noise source Qs0(Ω ' 0) leads to noise
purely in the phase direction SII , as might be expected for
noise leading to fluctuations in the resonance frequency of the
resonator. This is the case for a 1/f noise source. However, for
a broadband noise source, the down conversion of the noise
near twice the carrier frequency Qs0(2) leads to an additional
isotropic contribution. For white noise sources Qs0(ω) = f0
the noise is predominantly along the phase direction SII =
3SRR =
3
2a
2f0.
Fluctuations in the other parameters of the resonator can be
treated analogously. Note that fluctuations in the dissipation
coefficient γ → γ(1 + ξγ) will lead to a stochastic force
εa sin(t + Φ)ξγ , with a pi/2 phase shift from the mass
or stiffness constant fluctuations. The results for SRR, SII
will correspondingly be interchanged, so that the noise is
predominantly along the magnitude quadrature, as expected
physically.
IV. STRATEGIES FOR REDUCING THE PHASE NOISE
We now discuss strategies to reduce the oscillator phase
noise using the feedback phase to tune the oscillator to oper-
ating points where the sensitivity to particular noise sources
is reduced or eliminated. An important ingredient that allows
this approach is that the oscillator frequency Ω0, given by
setting dΦ/dT = Ω0 in Eq. (12), depends on the feedback
phase ∆ through both terms in fφ: the first term describes the
nonlinear frequency dependence of the resonator, and depends
5For independent mass and spring constant fluctuations we add the resulting
phase diffusion; if the two noises are correlated, for example both resulting
from a temperature fluctuation, we add the noise amplitudes before calculating
the phase diffusion.
8on ∆ through the dependence of the oscillation amplitude on
this parameter; the second term gives the direct dependence of
the oscillator frequency on the feedback phase, present even
for a linear resonator.
As we have demonstrated in the previous section, a single
noise source will in general lead to a simple frequency
dependence of the slow noise spectra appearing in Eqs. (19,22)
for the oscillator phase noise: broadband noise sources lead to
constant spectra, and a noise source with intensity increasing
at low frequencies as f−ν will, when upconverted by nonlinear
processes, lead to slow noise spectra varying in the analogous
way Sij(Ω) ∝ Ω−ν .
In general the oscillator phase noise will result from the
combination of many different noise sources, perhaps with dif-
ferent spectra, leading to complicated frequency dependences
Sij(Ω) for the total noise. It is not likely that tuning the single
parameter ∆ will lead to a strong suppression of the noise
Eq. (22) over a significant frequency range in this situation.
If however the oscillator noise is dominated by a single
noise source, or at least by noise sources with the same spectra
over some range of interest, the frequency dependence on the
right hand side of Eqs. (19,22) will be common to all the terms
in the sum and can be factored out. Furthermore, the value of
ΦN can be chosen to make the cross-correlation SsRI zero, so
that the noise forms a (noncircular) ball in the two-dimensional
complex amplitude space, with independent fluctuations of
strengths SRR(Ω), SII(Ω) along and perpendicular to the
direction specified by ΦN . The oscillator phase noise is then
the sum of the effects of these two independent noises, given
by their projections along the noise sensitivity vector v⊥.
It is useful to separate the geometric characteristics of the
noise, given by the shape and orientation of the noise ball,
from the overall spectrum. To do this we define the total noise
spectrum Stot = SRR +SII and the effective phase sensitivity
P 2eff(∆) given by the weighted combination of P
2
R and P
2
I
P 2eff(∆) =
SRR
Stot
P 2R +
SII
Stot
P 2I . (41)
Note that P 2eff is independent of frequency over frequency
ranges for which SRR, SII have the same frequency depen-
dence. Using this expression, Eq. (22) for example becomes
S¯(εΩ) =
P 2eff(∆)Stot(∆,Ω)
Ω2
. (42)
It should be noted that Stot may depend implicitly on the
feedback phase ∆. For example, the up and down conversion
of noise by mixing with the signal in the amplifier depends on
the magnitude of the input signal to the amplifier determined
by the resonator amplitude a0(∆). Thus the full noise opti-
mization with respect to the feedback phase must be performed
on the whole expression Eq. (42). However, the focus of our
work is to use the nonlinear behavior of the resonator to
reduce the phase noise, exploiting the phase space geometry
of the noise forces and the phase sensitivity of the resonator
expressed by Peff. This behavior can be conveniently displayed
by plotting the quantity 10 log10
[
P 2eff(∆)
]
, corresponding to
the conventional way of describing the phase noise, Eq. (23).
Usually both SRR, SII will be nonzero so that the noise
perturbations form a ball in phase space. In this case, it
will typically not be possible to eliminate the effects of both
components of the noise by tuning the oscillator to a special
operating point. However, if one component of the noise is
zero, so that the noise perturbations lie along a line vn in
phase space, it will often be possible to eliminate the effect
of the remaining noise on the oscillator phase by tuning the
parameters so that the direction of this line is orthogonal to
the phase sensitivity direction, v⊥ · vn = 0 ⇒ Peff = 0. We
first explore this possibility of complete noise elimination, and
then strategies for noise reduction when this is not possible.
A. Complete noise elimination
We can identify two situations where the complete elimina-
tion of a noise source is possible.
1) Feedback noise with a saturated amplifier: For a satu-
rated amplifier, where the magnitude of the output is indepen-
dent of the input, or if a limiter is included in the circuit after
the amplification stage, the noise in the magnitude quadrature
of the feedback is suppressed, and the noise is purely in the
feedback phase quadrature: with the choice ΦN = ∆ we get
ΞR = 0. Thus only the projection PI = vI · v⊥ is relevant
to the phase noise. Using Eqs. (12,15,17), explicit calculation
shows that the phase sensitivity to amplifier noise in the phase
quadrature can be directly related to the dependence Ω0(∆)
of the oscillator frequency on the feedback phase [20]
PI =
1
g(a0)
dΩ0
d∆
. (43)
This result has the intuitive interpretation that noise in the
phase quadrature is equivalent to taking fluctuations in the
phase-shift parameter ∆. Equation (43) shows that this noise
has no effect on the phase diffusion for values of the phase
shift ∆ for which the frequency is insensitive to ∆, and the
condition for eliminating the effect of feedback phase noise is
dΩ0/d∆ = 0. This result generalizes the proposal of Greywall
et al. [12], [13] where they showed through both theory and
measurements that the effect of the amplifier noise ΞI on
the oscillator phase noise could be eliminated by choosing
a feedback level and phase so that the resonator is driven
exactly at the Duffing critical point where the amplitude-
frequency and phase-frequency curves of the driven resonator
become nonmonotonic. This generalized principle was also
applied previously in [23] to eliminate amplifier noise in a
quartz crystal oscillator. The condition was reinterpreted and
generalized in a number of papers [15], [20], [10], [21].
2) 1/f noise: In §III-A2 we showed that a single dominant
1/f noise source in the feedback loop or in a parameter of
the resonator leads to slow noise along a line vn in phase
space, instead of forming a ball. This leads to the potential for
elimination by finding parameters for which v⊥ ·vn = 0 [21].
For parameter noise in the mass or stiffness constant leading to
fluctuations in the resonance frequency, vn is along the phase
direction of the resonator motion. Noise in this quadrature
has a direct effect on the oscillator phase noise (note that the
component of v⊥, Eq. (18), in this direction is unity), and
cannot be reduced by adjusting the feedback phase. Noise in
the dissipation coefficient leads to slow noise in the magnitude
direction, and the resulting phase noise is eliminated by tuning
9to the operating point where ∂fΦ/∂a = 0 (see Eq. (12)).
Correlated fluctuations in the parameters, for example due to
temperature fluctuations of the device may lead to a vn in
some general direction, and it may be possible to eliminate
the phase noise by tuning to where v⊥ is perpendicular to
this direction. For feedback noise, both v⊥ and vn depend
on the phase shift ∆, and the possibility of tuning v⊥ · vn
to zero for this noise depends on the detailed characteristics
of the amplifier. We investigate this for a phenomenological
amplifier model in §V.
B. Incomplete noise quenching
Some useful noise quenching can still be obtained in the
general case where ΞR,ΞI are both nonzero and imperfectly
correlated, so that the noise perturbations form a ball in phase
space.
For feedback noise, the best way to do this will depend on
the details of the amplifier configuration, and so a calculation
of P 2eff(∆) is required. One generic approach is to move the
amplifier operation point to a more saturated condition, which
will tend to reduce the noise component along the magnitude
of the feedback, and then to use the nonlinear properties
of the resonator to reduce the effects of the other noise
quadrature. Useful insights on this approach can be obtained
from a phenomenological model of an amplifier described by
a nonlinear gain function discussed in the following section.
For the direct resonator noise and the noise sources most
likely to be important, we found that ΦN = 0, so that
the noise along the magnitude and phase quadratures of the
resonator motion are uncorrelated. These noise sources will
be independent of the feedback phase. Again, the noise in
the phase quadrature directly adds to the oscillator phase
noise and cannot be eliminated by adjusting the feedback
phase, although the effect is reduced by going to larger
oscillation amplitudes. Thus the best that can be done is to tune
the feedback phase to eliminate the effect of the magnitude
quadrature of the noise, i.e. to eliminate amplitude-phase noise
conversion. This occurs where ∂fΦ/∂a = 0. Note that this
condition involves the cancellation of the contributions from
the two terms in fΦ(a), Eq. (12), namely the first term giving
the dependence of the resonator frequency on the amplitude
of motion, and the second term deriving from the feedback
loop and present even for a linear resonator. The possibility
of eliminating amplitude-phase conversion using a nonlinear
resonator was demonstrated in Ref. [15], and is discussed for
the phenomenological amplifier model in the next section.
V. PHENOMENOLOGICAL AMPLIFIER MODEL
In this section we investigate the noise properties of an
oscillator with the amplifier treated phenomenologically. We
represent the amplifier by an instantaneous transfer function
relating the drive on the resonator given by the output from
the amplifier qout to the input to the amplifier qin given by the
output from the resonator in the closed loop,6 so that
d(t) = qout = qsA(Gqin(t)/qs). (44)
The function A(y) is linear for small y, so that changing G
changes the linear gain of the amplifier. The function A(y)
also describes the nonlinearity of the amplifier that develops
for qin ∼ qs/G, and saturates at the value 1 for large positive y,
so that qout saturates at qs. As an example we use the amplifier
function
A(y) = r 1− e
−2y
r + e−2y
, (45)
which gives a linear gain 2rG/(1 + r) and saturation values
qs for large positive qin and −rqs for large negative qin. For
r = 1 the function reduces to A(y) = tanh(y).
In addition, we include a phase shift (time delay) element
which gives a phase shift in the fundamental of pi/2 + ∆ so
that ∆ = 0 corresponds to positive feedback. In the following
analysis, the phase shift is applied after the amplifier, although
it could equally well be applied before.
A. Gain function
To connect with the envelope treatment of the resonator in
the closed loop, we need to determine the spectral components
of the output signal of the amplifier for a periodic input
qin(t) = a cos(t + Φ). The resulting drive on the resonator
is
d(t) =
∑
n
Gne
in(t+Φ), (46)
with the spectral components Gn given by
Gn =
qs
2pi
∫ pi
−pi
A[Ga cosx/qs] cos(nx)dx. (47)
Only the components G1 = G−1 resonantly drive the res-
onator contributing to D(T ) in Eq. (6), and the other compo-
nents may be neglected. G1(a) then gives the effective gain
function for a periodic signal at unit (scaled) frequency, so that
the gain function in the equation for the complex amplitude
(6) is
g(a) =
qs
pi
∫ pi
−pi
A[Ga cosx/qs] cosx dx. (48)
The gain function g(a) is an odd function of a, and for the
function A given in Eq. (45) has the limits g(a → 0) =
gla with the linear gain gl = 2rG/(1 + r), and saturation
value g(a → ∞) = gs = 2qs(1 + r)/pi. For some purposes
it is useful to have an approximate analytic expression for
g(a): as shown in Fig. 2 the function can be reasonably well
approximated by
g(a) ' gs tanh
[
gl
gs
a
]
. (49)
6In the case of a mechanical resonator, we include the transduction from
the displacement of the resonator into the electrical domain, and the electrical
signal driving the displacement as part of the “amplifier”.
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Fig. 2. Gain function g(a) for the complex amplitude: solid curves - results
from Eq. (48) with the amplifier function A(y) given by Eq. (45); dashed
curves - approximate expression Eq. (49). Results are shown for r = 1 (upper
curves) and r = 0.3 (lower curves).
B. Operating point
Using Eqs. (13) with g(a0) evaluated using Eq. (48) gives
the amplitude of oscillation a0 and the oscillation frequency
Ω0 as the phase shift ∆ is varied. As an example, the oscillator
response curve is shown in Fig. 3 for r = 1, qs = 3 and
various values of the amplifier gain parameter, and using a
value of the resonator nonlinear dissipation η = 0.1. Note that
the oscillations only occur over a limited range of feedback
phases ∆, with the range increasing with increasing G > (1+
r)/2r (given by unit linear gain gl = 1).
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Fig. 3. (a) Output vs. input curve for the amplifier given by Eqs. (44) and
(45); (b) oscillation amplitude a0 vs. oscillation frequency Ω0 as the feedback
phase shift is changed; (c) and (d) are the oscillation amplitude and frequency
as a function of the feedback phase shift ∆. The solid lines in (b), (c), and
(d) are produced with Eqs. (13) and (48) for the gain values G = 2, 4, and
8 (values increase with increasing gain) and the dashed lines correspond to
saturated gain limit and are given by Eqs. (50). Other parameters are qs = 3,
α = 1, η = 0.1, and r = 1.
As the amplifier gain increases, the feedback approaches
the constant level gs, and in this limit there is an explicit
expression for the oscillation amplitude and frequency as a
function of the phase-shift
a0 = η
−1/2a¯(gsη1/2 cos ∆), Ω0 = fΦ(a0), (50)
with the function a¯ given by
a¯(x) =
(
2
9
)1/3 (√
3(27x2 + 16) + 9x
)1/3
−
(
32
3
)1/3 (√
3(27x2 + 16) + 9x
)−1/3
. (51)
C. Noise models
1) Noise at the input to the amplifier: As a first example
of a noise source, we suppose there is an additive stationary
noise at the input qin(t) → qin(t) + ξs(t). This noise is
characterized by the single nonzero HPSD Qs0(ω). The output
signal will also be noisy d(t) → d(t) + ξ(t) with ξ(t) the
cyclostationary noise characterized by the HPSDs Ql(ω). To
relate the output noise to the input noise source we use the
expression (30). For the amplifier function Eq. (44) with input
qin(t) = a0 cos(t), we find the harmonic transfer functions of
the amplifier H¯n(ω) = H¯n independent of ω, with
H¯n =
G
2pi
∫ pi
−pi
A′[Ga0 cosx/qs] cos(nx)dx, (52)
where A′(y) = dA(y)/dy. Including the effects of the phase
shifter (which we assume does not add additional noise) gives
the harmonic transfer function of the amplifier and phase
shifter combination
Hn = i
nein∆H¯n. (53)
These harmonic transfer functions are independent of the
frequency.
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Fig. 4. Dependence of the slow noise strengths SRR, SII on the amplifier
nonlinearity according to Eqs. (56) for the amplifier function Eq. (45) with
r = 1 and with white noise of strength f0 at the amplifier input. The noise
strengths are scaled by 2G2f0 and are plotted as a function of Ga0/qs for
an input signal to the amplifier a0 cos t.
a) Broadband noise: Since all H¯n Eq. (52) are real, a
convenient choice of the noise reference phase ΦN that renders
the cross correlation SsRI in Eq. (31) zero is ΦN = ∆, so that
ΞR gives the noise in the magnitude quadrature of the feedback
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drive and ΞI the noise in the phase quadrature. Then Eqs. (31)
can be written in the convenient form
SRR =
∑
n
Qs0(n)(H¯n−1 + H¯n+1)
2, (54)
SII =
∑
n
Qs0(n)(H¯n−1 − H¯n+1)2,
where we have used the result H¯n = H¯−n, Qs0(−n) =
Qs0(n). These equations describe the important effect the
nonlinear amplifier has on the noise, converting the noise at
the harmonics labeled by n to the carrier frequency. Taking
the high gain limit (G→∞) in the Fourier coefficients of the
amplifier derivative (52) gives7
H¯2n ' (−1)n qs(1 + r)
pia0
, H¯2n+1 = 0, (55)
which upon substitution into (54) gives SRR(Ω) = 0, verifying
for a saturated amplifier that the noise is entirely in the phase
quadrature of the feedback.
For a white noise source, Qs0(ω) = f0 independent of ω,
Eqs. (54) simplify to the values
SRR = 2f0(M0 +M2), SII = 2f0(M0 −M2), (56)
where
Ml =
∑
n
H¯nH¯l−n
=
G2
2pi
∫ pi
−pi
{A′[Ga0 cosx/qs]}2 cos(lx)dx. (57)
This gives
SRR = 2G
2f0
1
pi
∫ pi
−pi
{A′[Ga0 cosx/qs]}2 cos2 x dx,
SII = 2G
2f0
1
pi
∫ pi
−pi
{A′[Ga0 cosx/qs]}2 sin2 x dx.
(58)
These functions are plotted in Fig. 4 for r = 1. As the
saturation level Ga0/qs increases, the noise in the magnitude
quadrature is suppressed, and the noise in the phase quadrature
SII dominates. Note that for r = 1, M2, H¯2 ≤ 0, so that the
choice ΦN = ∆ corresponds to SRR < SII .
For filtered white noise we take only the n = ±1 terms in
(54) and get
H¯0 + H¯2 =
G
pi
∫ pi
−pi
A′[Ga0 cosx/qs] cos2(x)dx = dg
da
∣∣∣∣
a=a0
,
H¯0 − H¯2 = G
pi
∫ pi
−pi
A′[Ga0 cosx/qs] sin2(x)dx = g
a
∣∣∣
a=a0
,(59)
(using integration by parts for the last equality) so that the
noise spectra are
SRR = 2f0
(
dg
da
)2∣∣∣∣∣
a=a0
, SII = 2f0
(g
a
)2∣∣∣∣
a=a0
. (60)
Since noise that is filtered around the oscillation frequency is
equivalent to fluctuations in the signal itself, these feedback
7Using the equation cos(nx) = Tn(cosx) with Tn(y) =∑bn/2c
k=0
( n
2k
)
(y2 − 1)kyn−2k , and T2n(0) = (−1)n, T2n+1(0) = 0.
noise spectra can be directly obtained by linearizing the
expression
g(|A+ ξ|) A+ ξ|A+ ξ|e
i∆ (61)
in the small complex noise ξ, as shown in Ref. [20].
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Fig. 5. Dependence of the slow noise strength SRR on the amplifier
saturation nonlinearity for 1/f noise at the input to the amplifier specified
by the function Eq. (45) with r = 0.5. The quantity H¯21 scaled by (qs/a0)
2
is plotted as a function of Ga0/qs for an input signal to the amplifier a0 cos t.
The full expression for SRR is given by Eq. (63).
b) 1/f noise: For 1/f noise we write Qs0(ω) = S1/f (ω),
with, for example [4]
S1/f (ω) = 4f0
∫ ∞
ωc
1
x2 + ω2
dx
=
2pif0
|ω| −
4f0 arctan(ωc/ω)
ω
, (62)
cutting off the low frequency divergence below ωc which is
assumed small compared with ε, so that the 1/f spectrum ex-
tends well below the frequency corresponding to the resonator
line width. Equations (35,53) now yield ΦN = ∆ to eliminate
ΞsRI , and then Eqs. (36) give
SRR(Ω) = 4H¯
2
1S1/f (εΩ), SII(Ω) = 0. (63)
Note that amplifier noise in this case is represented by just
one vector (the noise is in the magnitude quadrature of the
feedback), and the spectrum of the noise is 1/f in the slow
frequency. For the amplifier function Eq. (45) the value of H¯1
is zero for r = 1 giving an odd function A(y), since the up-
conversion of the 1/f noise to the carrier frequency depends on
the quadratic nonlinearity of the amplifier function. For r 6= 1,
the contribution of the 1/f noise first increases with increasing
gain or drive level as the quadratic nonlinearity becomes larger,
and then decreases, since the amplifier saturation quenches the
noise in the magnitude quadrature. An example for r = 0.5 is
shown in Fig. 5.
As discussed in §III-A2, away from the carrier (larger Ω) the
slow noise may cross-over to a white-spectrum characterized
by a different ΦN and the strengths given in Eq. (37).
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2) Capacitor noise: For additive 1/f noise at the amplifier
input the slow noise vector is aligned with the feedback
magnitude. In practical systems, there may be other 1/f sources
which do not lead to such a simple result. As an example
of such a situation we consider 1/f noise in a capacitance
in the feedback system. In a real system, this is likely to
be an internal component of the amplifier, but purely for
illustration we consider noise in a phase shifter implemented
by an RC filter after the amplifier with noise in the capacitor
C → C(1 + ξs). The feedback is taken as the voltage on the
resistor. The equation for the charge qc on the noisy capacitor
is
dqc
dt
= −qc − qc,in
τ
+
ξs(t)qc
τ
, (64)
where qc,in(t) is the input signal (in charge units) and τ is
RC scaled by the resonator frequency. Linearizing the solution
to this equation in the noise strength leads to the harmonic
transfer functions [21]
H1(ω) =
a0τ(1 + ω)e
i(∆+φc)
2
√
τ2 + 1
√
τ2(1 + ω)2 + 1
, Hn 6=±1(ω) = 0,
(65)
with tanφc = 1/τ . Here ∆ is the phase shift, including a
contribution φc from the RC filter (i.e. ∆ = φc if there are
no other phase shifting elements). For broadband noise we
substitute this in Eqs. (32) with Qs0(ω) = f0, which gives
SRR = 6f0|H1(0)|2, SII = 2f0|H1(0)|2, (66)
whereas for 1/f noise we get
SRR(Ω) = 4|H1(0)|2S1/f (εΩ), SII(Ω) = 0, (67)
where in both cases ΦN = ∆ + φc − pi/2. Again, we witness
the result that broadband noise is expressed as a ball in the
complex amplitude phase space, whereas 1/f noise is just a
line. The direction of the noise ball (broadband) or line (1/f)
is now aligned at an angle φc − pi/2 to the direction of the
feedback.
D. Oscillator phase noise
We now present results for the oscillator phase noise, focus-
ing in particular on special operating points of the oscillator
where the detrimental effects of the amplifier and resonator
noise are reduced or even eliminated using the nonlinear
behavior of the resonator. The procedure is a follows. For
a particular noise source, the slow noise forms a ball in
the resonator phase space with axes making an angle ΦN
to the complex amplitude, and with uncorrelated noises with
spectra SRR(Ω) and SII(Ω) along and perpendicular to the
direction defined by ΦN . The quantities ΦN , SRR, SII were
calculated for various noise sources in the previous section.
The resulting phase noise is then given by the projection of
these two independent noises along the phase sensitivity vector
of the resonator, given by Eq. (18) with the amplitude a0
given by the operating point §V-B. We focus in particular on
the dependence on the feedback phase induced by P 2eff(∆),
Eq. (41). In special cases, one of the strengths SRR, SII may
be zero, so that the noise acts along a line rather than filling
a ball. In this case it may be possible to eliminate the effects
of a particular noise source by tuning ∆ to make Peff = 0.
1) White feedback noise: To calculate the oscillator phase
noise due to a white noise source at the amplifier input we
use the results from Section V-C1a to give the phase variance
Eq. (20) V (τ) = 4εf0M0P 2eff τ and the phase noise spectrum
away from the carrier Eq. (22) S¯ = 4f0M0P 2eff/Ω
2 with
P 2eff =
1
2
[
P 2R
(
1 +
M2
M0
)
+ P 2I
(
1− M2
M0
)]
. (68)
The quantity P 2eff giving the ∆ dependence of the oscillator
phase noise is plotted in Fig. 6 for the symmetric amplifier,
r = 1, and various values of the amplifier gain. In the high
gain limit the Ml Eq. (57) can be evaluated explicitly8
M0 = −M2 = 4Gqs
3pia0
, (69)
and substituting these into (68) gives
P 2eff = P
2
I =
pi2
16q2s
[
dΩ0
d∆
]2
, (70)
using Eq. (43) and g(a0 →∞) = 4qs/pi. Since the amplifier
is saturated in this limit, there is only noise in the phase of
the feedback, and the condition dΩ0/d∆ = 0 defines two op-
erational points for which all the feedback noise is eliminated
[15], [13], as shown in Fig. 6. This condition is supported
by phase noise measurements of a NEMS oscillator with a
saturated amplifier [10]. Fig. 6 also shows that significant
noise reduction is achieved for the unsaturated amplifier in the
vicinity of these points. The results for filtered white noise at
the amplifier input, given by Eqs. (60), show similar trends,
and are plotted in Ref. [20].
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Fig. 6. Dependence of the phase noise on the feedback phase for a white
noise source at the amplifier input. The quantity 10 log10 P
2
eff, Eq. (68), is
plotted for the same parameters as in Fig. 3: solid line – gain values G = 2, 4,
and 8 (phase noise curves decreasing with increasing gain); dashed line – high
gain limit where the feedback level is constant.
2) 1/f feedback noise: In Section V-C1b we showed that
the leading order effect of 1/f noise at the input of the
phenomenological amplifier is 1/f slow noise acting on the
complex amplitude that is purely in the magnitude quadrature
8Note that for a direct evaluation of the sum in Eq. (32) with Qs0 → const.,
each Hn is independent of G for G→∞ but the sum then diverges.
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Fig. 7. Dependence of the phase noise on the feedback phase for a 1/f
noise source at the amplifier input. The quantity 10 log10 P
2
R is plotted: solid
curves – gain levels G = (0.8, 1.01, 10) ·Gc with Gc ' 2.12 (phase noise
decreasing with increasing gain); dashed curve – the high gain limit where
the feedback level is constant. Other parameter values are r = 0.5, qs = 3,
α = 1, and η = 3. The phase shift value which gives zero noise is ∆R =
−pi/4.
of the feedback ΦN = ∆,ΞI = 0. Thus if the phase sensitivity
PR can be tuned to zero, the effect of the 1/f noise on the
oscillator phase noise is eliminated. For the model we are
considering, it turns out from Eqs. (12,15,17,18) that PR is
zero for the phase shift value ∆ = ∆R = − arctan (3α/η),
independent of the amplifier parameters. Combining this result
with the requirement for positive oscillation amplitude a > 0
yields the condition on the amplifier gain G > Gc = (1 +
r)
√
1 + 9α2/η2/2r. If the oscillator parameters satisfy this
condition, 1/f noise at the amplifier input can be eliminated
by tuning to the special value ∆R. The full behavior of P 2R as
a function of the feedback phase and for various amplifier gain
parameters is shown in Fig. 7. Note that in contrast to Fig. 6
for white noise, the phase noise resulting from the 1/f noise
source can be completely eliminated even using an unsaturated
amplifier.
In the more general case for which ΦN 6= ∆, as in our
example of capacitor noise, the ability to eliminate 1/f noise
depends on the parameters characterizing the amplifier. This
was studied in Ref. [21].
3) Linear amplifier: If the resonator has nonlinear damp-
ing, the closed loop oscillator can be constructed using a
linear amplifier g(a) = Ga, with the resonator providing the
saturating nonlinearity. The HSPDs of such an amplifier are
H¯0 = G, H¯n 6=0 = 0, and Eq. (12) gives the expression for
the oscillation amplitude in this limit a20 = 4(G cos ∆− 1)/η.
For white noise at the amplifier input the phase noise can be
calculated explicitly. For example the phase variance Eq. (20)
is
V (τ) = εf0
[
9α2 + η2
8η
G2
G cos ∆− 1
]
τ, (71)
with a corresponding result for the spectrum S¯, Eq. (22). Al-
though this expression cannot be tuned to zero, it is minimized
(for fixed α) for ∆ = 0, G = 2, and η = 3α, when the factor
in the braces becomes 3α. 1/f noise at the amplifier input does
not contribute to the oscillator phase noise, since there is no
up conversion of 1/f noise by the linear amplifier (H¯1 = 0).
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Fig. 8. Amplitude-phase noise conversion factor as a function of the
feedback phase ∆. The quantity 10 log10[(f
′
φ(a0)/f
′
a(a0))
2] is plotted for
the same parameters as in Figs. 3,6: solid curves – gain values G = 2, 4, 8
(amplitude-phase conversion decreasing with increasing gain); dashed curve
– the high gain limit where the feedback level is constant. Other parameter
values are α = 1, η = 0.1, qs = 3, r = 1. Note that the amplitude-phase
noise conversion is eliminated for ∆/pi ' 0.4.
4) Resonator noise: As discussed in §IV-B, the oscillator
phase noise induced by noise forces in the magnitude quadra-
ture of the resonator motion (amplitude-phase conversion)
can be eliminated where f ′Φ(a0) = 0. Since the resonator
noise sources are independent of the feedback phase, the full
∆ dependence of this contribution is given by the square
of the first (amplitude) component of v⊥ in Eq. (18), i.e.
by [f ′φ(a0)/f
′
a(a0)]
2. This is plotted in Fig. 8 for the same
parameters as in Figs. 3,6. An interesting feature is that the
point of strong noise suppression (∆/pi ' 0.4) is close to the
right dip in the phase noise in Fig. 6. These two points actually
approach each other for η = 0 and a saturated amplifier
with a constant feedback level gs in the limit gs → ∞, and
this can be exploited to suppress both amplifier noise and
the magnitude quadrature of the resonator noise as shown
theoretically and experimentally in [15], [10]. Since noise
in the damping coefficient (originating from a fluctuating
resistor in an electronic resonator circuit, for example) is given
by Eqs. (40) with SRR, SII interchanged, 1/f noise in this
coefficient is eliminated where f ′Φ(a0) = 0. As discussed
before, the phase quadrature of the resonator noise acts directly
on the oscillator phase noise, and cannot be quenched by
tuning ∆, although its effect is reduced by going to large
oscillation amplitudes.
5) Linear resonator: It is interesting to compare the results
of the previous sections with those for a linear resonator, given
by setting α = η = 0 in Eqs. (11,12). The phase sensitivity
vector Eqs. (12,18) becomes
v⊥ = (−a−10 tan ∆, 1). (72)
This vector is perpendicular to the feedback vector, as shown
in Fig. 9, i.e. if we choose ΦN = ∆ then v⊥ · vR = 0. This
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Fig. 9. Noise vectors in the complex amplitude phase space for a linear
resonator and a noise source at the input to the amplifier. The red arrow is the
resonator amplitude A, the blue arrow is the feedback drive D with a phase
shift ∆ from the resonator signal, and the black arrow is the phase sensitivity
vector v⊥. The shaded ellipse shows the alignment of the noise ball, with
axes parallel and perpendicular to the feedback direction. Note that for a linear
resonator v⊥ is perpendicular to the feedback vector and the noise ball axis
corresponding to ΞR: this is not in general true for a nonlinear resonator.
means that feedback noise in the magnitude quadrature does
not contribute to the oscillator phase noise, leaving only the
contribution from noise in the phase quadrature. Using the
noise vectors Eq. (15) with ΦN = ∆ then gives a simple
explicit expression for the ∆ dependence of the oscillator
phase noise proportional to P 2I SII =
1
4a
−2
0 sec
2 ∆SII (SII
may depend on ∆ due to the amplitude dependent mixing
behavior of the amplifier).
Thermodynamic resonator noise has a similar dependence
of the phase noise on ∆ for the linear resonator: this noise
source is isotropic, and any choice of ΦN gives uncorrelated
noise in the two quadratures with SRR, SII equal. This gives
the oscillator phase noise proportional to the same expression
1
4a
−2
0 sec
2 ∆SII , now with SII = 12Stot independent of ∆.
These expressions for the oscillator phase noise show the
familiar a−20 reduction as the resonator amplitude grows. In
addition there is a worsening of the phase noise proportional
to sec2 ∆ if the feedback phase is shifted away from the value
∆ = 0 giving maximum oscillation amplitude. In either case,
the phase noise only has a smooth dependence on ∆ showing
that resonator nonlinearity is crucial to the dramatic noise
reduction near special operating points seen in Fig. 6.
Note that the phase sensitivity vector v⊥ does not lie along
the limit cycle in Fig. 9, so that there is amplitude-phase noise
conversion even for the linear resonator. Also note that sending
the amplifier to the saturated limit does not open the possibility
of complete noise elimination for a linear resonator.
VI. REALISTIC AMPLIFIER MODELS
In this section we extend the results of Section V to realistic
descriptions of the amplifier. If the noise sources of the am-
plifier can be well modeled in terms of stationary noise added
at the input of the amplifier, the formalism of Section V is
readily generalized. This may often be a good approximation,
since noise from early stages of a compound amplifier, will be
amplified most, and may dominate noise from later stages. The
output noise is then given by Eqs. (32,36) with the Hn given
by the harmonic transfer functions for the amplifier with an
input a0 cos t. These may readily be calculated given a model
of the amplifier, perhaps using a circuit simulator package.
More generally, there may be additional noise sources
from the internal components of the amplifier. Rather than
calculating the various harmonic transfer functions Hn and
combining them to form the output noise, we develop an
approach to directly find the slow noise terms using either
circuit simulator calculations or experimental measurements
of the amplifier in an appropriate open loop configuration.
In this approach the amplifier is driven with a signal
a cosω0t with a the amplitude for a particular operating point
of the closed loop oscillator. The output of the amplifier is
then mixed with a copy of the input signal shifted by a phase
ΦM , and the result is fed into a low pass filter which transmits
frequencies ω < ωb with ωb  ω0. The noise in the output of
this combination is then the desired amplitude equation noise
Ξ.
We now show how this setup reproduces the amplitude
equation noise. The generalization of Eq. (30) for the case
of cyclostationary input noise is [17]
Qol(ω) =
∑
n,k
Hn(−ω − n)Qik(ω + n)Hl−n−k(ω + n+ k).
(73)
Suppose the noise at the output of the amplifier is characterized
by the HPSDs Qal(ω). After mixing this signal with cos(t+
ΦM ), the HPSDs of the noise at the output of the mixer are
Qml(ω; ΦM ) =
∑
k,n
H(m)n H
(m)
l−n−kQak(ω + n)e
i(l−k)ΦM ,
(74)
with H(m)n here the harmonic transfer functions of the mixer
which are H(m)n=±1 = 1/2, and H
(m)
n = 0 otherwise [17]. This
gives
Qml(ω; ΦM ) =
1
4
[
Qal(ω − 1) + Qal(ω + 1) (75)
+Qa(l+2)(ω − 1)e−2iΦM + Qa(l−2)(ω + 1)e2iΦM
]
.
Now we perform the low frequency filtering of this signal to
extract just the stationary l = 0 component, which is
Qm0(ω; ΦM ) =
1
4
[
Qa0(ω − 1) + Qa0(ω + 1) (76)
+Qa2(ω − 1)e−2iΦM + Qa−2(ω + 1)e2iΦM
]
.
The slow noise spectra, Eqs. (B.10) in the Appendix, can now
be calculated by
SRR(Ω) = 4Qm0(εΩ; ΦN +
pi
2 ), (77)
SII(Ω) = 4Qm0(εΩ; ΦN + pi),
SsRI(Ω) = 4[Qm0(εΩ; ΦN +
3pi
4 )−Qm0(εΩ; ΦN + pi4 )].
The phase noise of the closed loop oscillator is given by
substituting these quantities into (19) or (22).
APPENDIX A
DERIVING THE PHASE EVOLUTION EQUATION
In this appendix we derive the phase evolution equation
(16) and the expression (17) for the noise sensitivity vector.
We use the method of secular perturbation theory, essentially
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following the approach of Demir et al. [3], but in the simpler
context of our discussion where the limit cycle solution can
be determined as the fixed point of dynamical equations. The
Floquet stability analysis of the limit cycle then reduces to the
simpler discussion of the stability of a fixed point.
We could present the method using the two component
vector x ≡ (a,Φ) notation Eq. (14). Instead, we will for-
mulate the argument in the Cartesian space X ≡ (X,Y ) ≡
(a cos Φ, a sin Φ), since this more closely follows Ref. [3]. In
these coordinates, the limit cycle representing the oscillating
solution in the absence of noise is a point rotating at rate
Ω0 around a circle of radius a0 given by the operating point
fa(a0) = 0, fΦ(a0) = Ω0, see §V-B.
To simplify the analysis, we go to a coordinate system
rotating at the rate Ω0. In this rotating frame the equation
of motion (6) of the complex amplitude takes the form
dX
dT
= F(a) + Ξ, (A.1)
with F the deterministic terms and Ξ the noise terms. Because
of the phase invariance of the amplitude equation (6), in the
rotating frame F has no explicit time dependence and depends
only on the magnitude a = |X|, and the statistics of the noise
Ξ are stationary. The limit cycle is given by the fixed point
X0(Φ0) = (a0 cos Φ0, a0 sin Φ0) determined by F(a0) = 0,
and depending on an arbitrary phase Φ0.
Now consider the effect of the noise Ξ, assumed small.
Since there is no restoring force on the phase Φ, even small
noise may generate a large phase change over long times. We
therefore write the solution to the stochastic equation as
X(T ) = X0(Φ(T )) + X1(T ), (A.2)
where X1(T ) is a small correction and the evolution of the
phase is slow (i.e. large changes in Φ take a long time T ),
both related to the small strength of the noise. Substituting into
the stochastic equation of motion (A.1) leads to the equation
linearized for the small correction X1
dX1
dT
− J ·X1 = − dX0
dΦ
∣∣∣∣
X=X0
dΦ
dT
+ Ξ, (A.3)
with J the Jacobian of the linear stability analysis.
Jij =
∂Fi
∂Xj
∣∣∣∣
X=X0
. (A.4)
There are two stability eigenvectors of the Jacobian. There is
a zero eigenvalue eigenvector corresponding to the arbitrary
phase of the fixed point solution. This vector can be written
(with a choice of normalization corresponding to a unit phase
change)
e0 =
dX0
dΦ
∣∣∣∣
X=X0
= a0Φˆ0. (A.5)
with Φˆ0 the unit vector tangential to the limit cycle (circle of
fixed points) at the fixed point X0. The second eigenvector has
a negative eigenvalue, and corresponds to the relaxation onto
the limit cycle. It is most easily derived from the equations
in polar (i.e. magnitude-phase) coordinates, Eqs. (12): the
eigenvalue is f ′a(a0) and the eigenvector is
e1 ∝ f ′a(a0)aˆ0 + a0f ′Φ(a0)Φˆ0, (A.6)
with aˆ0 the radial direction at the fixed point (so that the fixed
point is X0(Φ0) = a0aˆ0).
Now consider the term J·X1 in Eq. (A.3). If we expand X1
in components along e0, e1, the Jacobian kills the component
along the zero eigenvalue direction e0 leaving just the com-
ponent along e1 multiplied by λ1. Therefore, if we multiply
Eq. (A.3) on the left by a vector e†0 that is perpendicular to
e1 so that e
†
0 · e1 = 0, the equation becomes
d
dT
(e†0 ·X1) = −(e†0 · e0)
dΦ
dT
+ e†0 ·Ξ. (A.7)
The component e†0 · X1 of X1 will grow to large values
over long times, violating the assumption that X1 is a small
correction, unless the right hand side of Eq. (A.7) is zero.
This secular condition gives the phase evolution equation. If
we choose the normalization of e†0 to be e
†
0 · e0 = 1, then
e†0 defines the phase sensitivity vector V⊥, and the stochastic
phase evolution equation is
dΦ
dT
= V⊥ ·Ξ. (A.8)
This result corresponds to the intuitive understanding that,
since deviations along e1 relax back to the fixed point and
do not change the phase Φ, it is only the component of the
noise perpendicular to this direction, i.e. along e†0 ≡ V⊥, that
contribute to the phase evolution. The precise way in which
this happens is specified by Eq. (A.8). Using Eqs. (A.5,A.6),
the explicit result for the phase sensitivity vector is
V⊥ = −f
′
Φ(a0)
f ′a(a0)
aˆ0 +
1
a0
Φˆ0. (A.9)
Note that V⊥ is not along the limit cycle in general. To return
to the magnitude-phase components of §II-E, the component
of V⊥ along Φˆ0 is multiplied by a0: this gives Eq. (18) in
the main text.
The theorems of linear algebra tell us that e†0 is the zero-
eigenvalue adjoint eigenvector (hence the notation), and so
can be obtained as the eigenvector of the adjoint Jacobian:
this provides a useful way for obtaining the vector in higher
dimensional situations, but is not necessary here.
APPENDIX B
DERIVATION OF THE SLOW DYNAMICS NOISE SPECTRUM
The Fourier transform of the autocorrelation Eq. (9) with
Eqs. (10,24) is
〈Ξ˜R(Ω)Ξ˜R(Ω′)〉 =
∫ ∞
−∞
dT
∫ ∞
−∞
dT ′〈ΞR(T )ΞR(T ′)〉
× e−iΩT e−iΩ′T ′
=
1
pi2
∫ ∞
−∞
dT
∫ ∞
−∞
dT ′
∫ ε−1T+pi
ε−1T−pi
dt
∫ ε−1T ′+pi
ε−1T ′−pi
dt′
× 〈ξ(t)ξ(t′)〉 cos(t+ ψN ) cos(t′ + ψN )e−iΩT e−iΩ′T ′
=
ε2
pi2
∫ ∞
−∞
dt′′
∫ ∞
−∞
dt′′′
∫ t′′+pi
t′′−pi
dt
∫ t′′′+pi
t′′′−pi
dt′ (B.1)
× 〈ξ(t)ξ(t′)〉 cos(t+ ψN )N cos(t′ + ψN )e−iΩεt′′e−iΩ′εt′′′ .
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Changing the order of the t′′ and the t integration gives∫ ∞
−∞
dt′′
∫ t′′+pi
t′′−pi
dte−iΩεt
′′ →
∫ ∞
−∞
dt
∫ t+pi
t−pi
dt′′e−iΩεt
′′
=
2
Ωε
sin (piεΩ)
∫ ∞
−∞
dte−iΩεt, (B.2)
and doing the same with t′′′ and t′ gets us to
〈Ξ˜R(Ω)Ξ˜R(Ω′)〉 = 4
pi2ΩΩ′
sin (piεΩ) sin (piεΩ′)
×
∫ ∞
−∞
dt
∫ ∞
−∞
dt′〈ξ(t)ξ(t′)〉 cos(t+ ψN ) cos(t′ + ψN )
× e−iΩεte−iΩ′εt′ , (B.3)
and similarly
〈Ξ˜I(Ω)Ξ˜I(Ω′)〉 = 4
pi2ΩΩ′
sin (piεΩ) sin (piεΩ′)
×
∫ ∞
−∞
dt
∫ ∞
−∞
dt′〈ξ(t)ξ(t′)〉 sin(t+ ψN ) sin(t′ + ψN )
× e−iΩεte−iΩ′εt′ , (B.4)
and
〈Ξ˜R(Ω)Ξ˜I(Ω′)〉 = − 4
pi2ΩΩ′
sin (piεΩ) sin (piεΩ′)
×
∫ ∞
−∞
dt
∫ ∞
−∞
dt′〈ξ(t)ξ(t′)〉 cos(t+ ψN ) sin(t′ + ψN )
× e−iΩεte−iΩ′εt′ . (B.5)
Putting in the cyclostationary noise Eq. (25) gives
〈Ξ˜R(Ω)Ξ˜R(Ω′)〉 = 4
pi2ΩΩ′
sin (piεΩ) sin (piεΩ′)
×
∑
l
[ ∫ ∞
−∞
dsRl(s) cos se
iΩ′εs
×
∫ ∞
−∞
dt cos2(t+ ψN )e
−i[(Ω+Ω′)ε−l]t
+
∫ ∞
−∞
dsRl(s) sin se
iΩ′ε (B.6)
×
∫ ∞
−∞
dt cos(t+ ψN ) sin(t+ ψN )e
−i[(Ω+Ω′)ε−l]t
]
,
which then allows us to perform the dt integration and get
〈Ξ˜R(Ω)Ξ˜R(Ω′)〉 = 2
piΩΩ′
sin (piεΩ) sin (piεΩ′)
×
∑
l
{∫ ∞
−∞
dsRl(s) cos se
iΩ′εs ×
[2δ(l − ε(Ω + Ω′)) + δ(l + 2− ε(Ω + Ω′))e2iψN
+ δ(l − 2− ε(Ω + Ω′))e−2iψN ]
− i
∫ ∞
−∞
dsRl(s) sin se
iΩ′εs ×
[δ(l + 2− ε(Ω + Ω′))e2iψN
− δ(l − 2− ε(Ω + Ω′))e−2iψN ]
}
. (B.7)
In the small ε limit, we can make the approximation δ(l −
m− (Ω + Ω′))→ δl,mδ(Ω + Ω′)/ which gives
〈Ξ˜R(Ω)Ξ˜R(Ω′)〉 = 2piεδ(Ω + Ω′)SRR(Ω), (B.8)
with
SRR(Ω) = Q0(εΩ− 1) +Q0(εΩ + 1) (B.9)
+ Q−2(εΩ + 1)e2iψN +Q2(εΩ− 1)e−2iψN .
where Eq. (26) is used to get the last expression. Using the
symmetry Eqs. (27), and repeating this calculation for the other
correlation functions gives
SRR(Ω) = Q0(εΩ− 1) +Q0(εΩ + 1) (B.10)
+ 2Re[Q2(εΩ− 1)e−2iψN ],
SII(Ω) = Q0(εΩ− 1) +Q0(εΩ + 1)
− 2Re[Q2(εΩ− 1)e−2iψN ],
SsRI(Ω) = SRI(Ω) + SIR(Ω) = 4Im[Q2(εΩ− 1)e−2iψN ].
The expressions Eq. (30) for Qn gives the important result that
the slow noise spectral densities SRR(Ω) etc. are independent
of the phase Φ of the complex amplitude, so that the slow
noise is stationary, independent of the evolution of the phase
of the oscillator in the slow time scale.
Typically, since the sustaining part of the closed loop system
has a broad frequency response, we might not expect the
noise spectra Qn(ω) to have significant structure on the small
frequency scale εΩ, so that these terms in the arguments of
Eqs. (B.10) could be neglected, consistent with the neglecting
the other terms in ε. This is indeed the case for broadband
noise sources, such as white noise. However, the noise itself
may induce a nontrivial dependence of Qn(ω) on small fre-
quency changes. This occurs for amplifying systems producing
1/f noise, which becomes large for small frequencies: the
up conversion of the low frequency noise by mixing with
the carrier signal via the amplifier nonlinearity leads to a
significant dependence of Q±2, Q0 on the frequency deviation
from frequency ±1, and the εΩ terms in Eqs. (B.10) cannot
be neglected in this case. To make further progress we treat
these two cases in turn.
A. Broadband noise
For broadband noise, we may indeed ignore the εΩ terms in
Eqs. (B.10). Then substituting Eq. (30) into these expressions
gives
SRR(Ω) = 2
{∑
n
Qs0(n)|Hn−1(−n)|2 (B.11)
+ Re[e2iψ¯N
∑
n
Qs0(n)Hn−1(−n)H∗n+1(−n)]
}
,
SII(Ω) = 2{
∑
n
Qs0(n)|Hn−1(−n)|2
− Re[e2iψ¯N
∑
n
Qs0(n)Hn−1(−n)H∗n+1(−n)]},
SsRI(Ω) = −4Im[e2iψ¯N
∑
n
Qs0(n)Hn−1(−n)H∗n+1(−n)],
with ψ¯N = ΦN + pi2 . These are Eqs. (31) of the main text.
B. 1/f noise
For 1/f noise sources, the most important terms in the slow
noise are given by Eqs. (B.10) and then restricting n in the
17
sum in Eq. (30) so that n + ω = O(ε). We can also neglect
the dependence of the Hn on the small frequency εΩ in these
terms so that Hn[±(ω + n)] ' Hn(0). This gives
Q0(εΩ± 1) ' Qs0(εΩ)|H1(0)|2, (B.12)
Q±2(εΩ∓ 1) ' e±2iΦQs0(εΩ)[H±1(0)]2.
Writing H1(0) = H∗−1(0) = |H1(0)|eiφH and substituting into
Eqs. (B.10) gives
SRR(Ω) = 2Qs0(εΩ)|H1(0)|2{1 + cos[2(φH − ψ¯N )]},
SII(Ω) = 2Qs0(εΩ)|H1(0)|2{1− cos[2(φH − ψ¯N )]},
SsRI(Ω) = 4Qs0(εΩ)|H1(0)|2 sin[2(φH − ψ¯N )]. (B.13)
These are Eqs. (35) of the main text. The neglected n 6= 0
terms in Eq. (30) will give an additional white contribution to
the slow noise corresponding to the n 6= 0 terms in Eqs. (B.11)
SRR(Ω) = 2
{∑
n 6=0
Qs0(n)|Hn−1(−n)|2 (B.14)
+ Re[e2iψ¯N
∑
n
Qs0(n)Hn−1(−n)H∗n+1(−n)]
}
,
SII(Ω) = 2
{∑
n 6=0
Qs0(n)|Hn−1(−n)|2
− Re[e2iψ¯N
∑
n 6=0
Qs0(n)Hn−1(−n)H∗n+1(−n)]
}
,
SsRI(Ω) = −4Im[e2iψ¯N
∑
n
Qs0(n)Hn−1(−n)H∗n+1(−n)].
As mentioned above, for these 1/f noise calculations we
have retained the O(ε) corrections terms in the frequency
arguments in Eq. (B.10) but not in the prefactors. Since there
are also O(ε) deviations of the oscillator frequency from the
linear resonance frequency, it might be a concern that this is
not a consistent approximation. In Ref. [21] we calculate the
slow noise resulting from 1/f noise sources explicitly retaining
these terms, and obtain the same results as in Eqs. (B.13).
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