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vRESUME
Les reseaux de nouvelle generation visent a converger les reseaux xes et mobiles he-
terogenes an d'orir tous les services a travers un reseau coeur tout IP. Faisant parti du
reseau d'acces mobile, un des principaux objectifs du reseau 4G est de permettre une releve
ininterrompue entre les reseaux cellulaires et WIFI pour ainsi favoriser l'apprivoisement de
services video mobiles exigeant des criteres de qualite de service tres stricts a moindres cou^ts.
Cependant, l'uniformisation du trac au niveau de la couche reseau favorise sa centralisation
a travers un reseau coeur IP partage par tous les operateurs, la rendant ainsi comme une cible
vulnerable de choix pour les pirates informatiques. La conception de solutions securitaires
dans un environnement ou les entites ne se connaissent pas a priori s'annonce comme une
ta^che tres ardue.
La these se penche sur quatre problematiques importantes dans les reseaux de nouvelle ge-
neration dont chacune est traitee dans un article distinct. Les deux premiers articles touchent
a la securite dans un contexte decentralise, a savoir les reseaux mobiles ad hoc (MANETs),
alors que les deux derniers proposent des mecanismes innovateurs pour securiser des solutions
visant a reduire la consommation de bande passante et d'energie, en conformite avec le virage
vert informatique promu par les operateurs reseautiques. Plus precisement, le troisieme ar-
ticle traite de la securisation des ots multicast dans un environnement a haut taux de perte
de paquet et le dernier propose une solution d'optimisation de route securitaire pour mobile
IPv6 (MIPv6) utilisant une version amelioree de l'algorithme de generation d'adresses cryp-
tographiques (CGA) et les extensions de securite du systeme de nom de domaine (DNSSEC).
Les systemes de detection d'intrusion (IDS) pour les MANETs bases sur la reputation
des nuds classient les participants du reseau selon leur degre de conance. Cependant,
ils partagent tous une vulnerabilite commune : l'impossibilite de detecter et de reagir aux
attaques complices. Le premier article propose un IDS qui integre ecacement le risque
de collusion entre deux ou plusieurs nuds malveillants dans le calcul de la abilite d'un
chemin. L'algorithme propose ne se limite pas qu'au nombre et a la reputation des nuds
intermediaires formant un chemin, mais integre egalement d'autres informations pertinentes
sur les voisins des nuds intermediaires d'un chemin pouvant superviser le message original et
celui retransmis. Le IDS propose detecte ecacement les nuds malicieux et complices dans
le but de les isoler rapidement du reseau. Les simulations lancees dans divers environnements
MANETs contenant une proportion variable d'attaquants complices montrent bien l'ecacite
du IDS proposee en orant un gain en debit considerable comparativement aux solutions
existantes.
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A l'instar de prevenir les comportements egostes des nuds par la menace d'e^tre prives
de certaines fonctions, voire me^me isoles du reseau, due a une baisse de reputation, le second
article opte pour un incitatif non-punitif en la monnaie virtuelle plus communement appelee
nuglets. Plus precisement, l'article presente un cadre de travail issu de la theorie des jeux
base sur la competition de Bertrand pour inciter les nuds intermediaires a retransmettre
les messages selon les requis de QoS demandes par la source. Pour qu'un nud source envoie
ou accede a un ot sensible a la QoS comme par exemple les applications en temps reel,
il debute par envoyer un contrat qui specie les criteres de QoS, sa duree et son prix de
reserve. Sur reception du contrat, les nuds intermediaires formant une route entre la source
et la destination partagent les informations sur eux-me^mes et celles recueillies sur les nuds
voisins, anciens et courants pour estimer la probabilite de bris de contrat ainsi que le nombre
de competiteurs actifs. Ces deux parametres sont cruciaux dans le processus de xation des
prix. Une fois les reponses de route recueillies, la source choisit la route la moins chere. Le
cadre de travail multijoueur propose, base sur la competition de Bertrand avec des rmes
asymetriques et ayant acces a de l'information imparfaite, possede un equilibre de Nash en
strategies mixtes dans lequel le prot des rmes est positif et baisse non seulement avec le
nombre de competiteurs, mais aussi avec l'impression d'une precision accrue que les compe-
titeurs ont sur le cou^t de production du joueur. Les resultats montrent que l'incertitude sur
les cou^ts augmente le taux de la marge brute et la uctuation des prix tout en diminuant les
chances d'honorer le contrat.
Dans un autre ordre d'idee, l'intere^t sans cesse grandissant des operateurs a converger les
reseaux xes et mobiles dans le but d'orir une releve sans interruption favorise l'utilisation
des applications video mobiles qui surchargeront rapidement leurs reseaux. Dans un contexte
du virage vert qui prend de plus en plus d'ampleur dans le domaine des telecommunications,
la transmission des ots en multidiusion (multicast) devient essentiel dans le but de reduire
la consommation de bande passante et la congestion du reseau en rejoignant simultanement
plusieurs destinataires. La securisation des ots en multidiusion a ete largement etudiee
dans la litterature anterieure, cependant aucune des solutions proposees ne tient compte des
contraintes imposees par les liaisons sans l et la mobilite des nuds, en particulier le haut
taux de perte de paquets. La necessite d'un mecanisme de distribution de cles regeneratrices
ecace et pouvant supporter un grand bassin d'abonnes pour les reseaux mobiles n'aura
jamais ete aussi urgent avec l'arrivee de la convergence xe-mobile dans les reseaux 4G.
Le troisieme article presente deux algorithmes de cles regeneratrices bases sur les cha^nes de
hachage bidirectionnelles pour le protocole de distribution de cles logical key hierarchy (LKH).
Ainsi, un membre ayant perdu jusqu'a un certain nombre de cles de dechirement consecutives
pourrait lui-me^me les regenerer sans faire la reque^te de retransmission au serveur de cles.
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Les simulations eectuees montrent que les algorithmes proposes orent des ameliorations
considerables dans un environnement de reseau mobile a taux de perte de paquet, notamment
dans le percentage de messages dechires.
Le souci d'ecacite energetique est egalement present pour les operateurs de reseaux cel-
lulaires. D'ailleurs, pres de la moitie des abonnements sur Internet proviennent presentement
d'unites mobiles et il est attendu que ce groupe d'utilisateurs deviennent le plus grand bassin
d'usagers sur Internet dans la prochaine decennie. Pour supporter cette croissance rapide du
nombre d'utilisateurs mobiles, le choix le plus naturel pour les operateurs serait de remplacer
mobile IPv4 par MIPv6. Or, la fonction d'optimisation de route (RO), qui remplace le rou-
tage triangulaire inecace de MIP en permettant au nud mobile (MN) une communication
bidirectionnelle avec le nud correspondant (CN) sans faire passer les messages a travers
l'agent du reseau mere (HA), est deciente au niveau de la securite. L'absence d'informations
pre-partagees entre le MN et le CN rend la securisation du RO un de de taille. MIPv6 adopte
la routabilite de retour (RR) qui est davantage un mecanisme qui verie l'accessibilite du MN
sur son adresse du reseau mere (HoA) et du reseau visite (CoA) pluto^t qu'une fonction de se-
curite. D'autres travaux se sont attaques aux nombreuses failles de securite du RR, mais soit
leur conception est fautive, soit leurs suppositions sont irrealistes. Le quatrieme article pre-
sente une version amelioree de l'algorithme de generation cryptographique d'adresse (ECGA)
pour MIPv6 qui integre une cha^ne de hachage arriere et ore de lier plusieurs adresses CGA
ensemble. ECGA elimine les attaques de compromis temps-memoire tout en etant ecace. Ce
mecanisme de generation d'adresse fait parti du protocole Secure MIPv6 (SMIPv6) propose
avec un RO securitaire et ecace gra^ce a DNSSEC pour valider les CGAs qui proviennent
d'un domaine de conance et qui permet une authentication forte pluto^t que l'invariance de
source. Le vericateur de protocoles cryptographiques dans le modele formel AVISPA a ete
utilise pour montrer qu'aucune faille de securite n'est presente tout en limitant au maximum
les messages echanges dans le reseau d'acces.
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ABSTRACT
Next generation networks aim at oering all available services through an IP-core network
by converging xed-mobile heterogeneous networks. As part of the mobile access network,
one of the main objectives of the 4G network is to provide seamless roaming with wireless
local area networks and accommodating quality of service (QoS) specications for digital
video broadcasting systems. Such innovation aims expanding video-based digital services
while reducing costs by normalizing the network layer through an all-IP architecture such as
Internet. However, centralizing all trac makes the shared core network a vulnerable target
for attackers. Design security solutions in such an environment where entities a priori do not
know each other represent a daunting task.
This thesis tackles four important security issues in next generation networks each in
distinct papers. The rst two deal with security in decentralized mobile ad hoc networks
(MANETs) while the last two focus on securing solutions aiming at reducing bandwidth
and energy consumption, in line with the green shift promoted by network operators. More
precisely, the third paper is about protecting multicast ows in a packet-loss environment
and the last one proposes a secure route optimization function in mobile IPv6 (MIPv6) using
an enhanced version of cryptographically generated address (CGA) and domain name service
security extensions (DNSSEC).
Most intrusion detection systems (IDS) for MANETs are based on reputation system
which classies nodes according to their degree of trust. However, existing IDS all share the
same major weakness: the failure to detect and react on colluding attacks. The rst paper
proposes an IDS that integrates the colluding risk factor into the computation of the path
reliability which considers the number and the reputation of nodes that can compare both
the source message and the retransmitted one. Also, the extended architecture eectively
detects malicious and colluding nodes in order to isolate them and protect the network. The
simulations launched in various MANETs containing various proportions of malicious and
colluding nodes show that the proposed solution oers a considerable throughput gain com-
pared to current solutions. By eectively selecting the most reliable route and by promptly
detecting colluding attacks, the number of lost messages is decreased, and therefore, oering
more ecient transmissions.
Instead of thwarting selshness in MANETs by threatening nodes to limit their network
functions, the second paper opts for a non-punishment incentive by compensating nodes for
their service through the use of virtual money, more commonly known as nuglets. The last
paper presents a game-theoretic framework based on Bertrand competition to incite relaying
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nodes in forwarding messages according to QoS requirements. For a source to send or access
QoS-sensitive ows, such as real-time applications, it starts by sending a contract specifying
the QoS requirements, its duration and a reservation price. Upon receiving a contract sub-
mission, intermediary nodes forming a route between the source and the destination share
their current and past collected information on themselves and on surrounding nodes to esti-
mate the probability of breaching the contract and the number of active competitors. Both
parameters are crucial in setting a price. Once the source gets the responses from various
routes, it selects the most cheapest one. This multiplayer winner-takes-all framework based
on Bertrand competition with rms having asymmetric costs and access imperfect informa-
tion has a mixed-strategy equilibrium in which industry prots are positive and decline not
only with the number of rms having an estimated cost below the reservation price but also
with the perception of a greater accuracy on a player's cost that competitors have. In fact,
results show that cost uncertainty increases rms' gross margin rate and the prices uctuation
while making the contract honoring much riskier.
On another topic, with the growing interest in converging xed and mobile networks,
mobile applications will require more and more resources from both the network and the
mobile device. In a social-motivated context of shifting into green technologies, using mul-
ticast transmissions is essential because it lowers bandwidth consumption by simultaneously
reaching a group of multiple recipients. Securing multicast ows has been extensively studied
in the past, but none of the existing solutions were meant to handle the constraints imposed
by mobile scenarios, in particular the high packet-loss rate. The need for a low overhead self-
healing rekeying mechanism that is scalable, reliable and suitable for mobile environments
has never been more urgent than with the arrival of xed-mobile convergence in 4G networks.
The second paper presents two self-healing recovery schemes based on the dual directional
hash chains for the logical key hierarchy rekeying protocol. This enables a member that has
missed up to m consecutive key updates to recover the missing decryption keys without asking
the group controller key server for retransmission. Conducted simulations show considerable
improvements in the ratio of decrypted messages and in the rekey message overhead in high
packet loss environments.
The concern of energy eciency is also present for mobile access network operators. In
fact, nearly half of all Internet subscribers come from mobile units at the moment and it
is expected to be the largest pool of Internet users by the next decade. The most obvious
choice for mobile operators to support more users would be to replace Mobile IP for IPv4
with MIPv6. However, the Route Optimization (RO) function, which replaces the inecient
triangle routing by allowing a bidirectional communication between a mobile node (MN) and
the corresponding node (CN) without passing through its home agent (HA), is not secure and
xhas a high overhead. The lack of pre-shared information between the MN and the CN makes
security in RO a dicult challenge. MIPv6 adopts the return routability (RR) mechanism
which is more to verify the MN reachability in both its home address (HoA) and care-of
address (CoA) than a security feature. Other works attempted to solve the multiple security
issues in RR but either their design are awed, or rely on unrealistic assumptions. The third
paper presents an enhanced cryptographically generated address (ECGA) for MIPv6 that
integrates a built-in backward key chain and oers support to bind multiple logically-linked
CGAs together. ECGA tackles the time-memory tradeo attacks while being very ecient.
It is part of the proposed secure MIPv6 (SMIPv6) with secure and ecient RO which uses
DNSSEC to validate CGAs from trusted domains and provide strong authentication rather
than sender invariance. The AVISPA on-the-y model checker (OFMC) tool has been used to
show that the proposed solution has no security aws while still being lightweight in signalling
messages in the radio network.
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1CHAPITRE 1
INTRODUCTION
La convergence des reseaux heterogenes xes et mobiles visent une uniformisation globale
an de reduire les cou^ts ainsi que de rendre plus accessibles les services interactifs et video
tout en assurant leur continuite dans les releves verticales a travers les dierents reseaux
et medias. Puisque cette evolution technologique mondiale ne peut e^tre assuree que par la
centralisation des ots de donnees a travers un reseau coeur partage par tous les operateurs,
a savoir Internet, les pirates informatiques ont alors une cible d'attaque de choix sur laquelle
porter leurs attaques. Le de est d'autant plus grand avec le mouvement du virage vert
qu'entreprend l'industrie des telecommunications et les ressources tres limitees des unites
mobiles en contraste avec les applications video de plus en plus gourmandes qui poussent la
recherche a concevoir des solutions securitaires ecaces.
Cette these porte sur trois aspects importants des reseaux de prochaine generation.
D'abord, les reseaux mobiles ad hoc (MANETs), consideres comme une des technologies
les plus prometteuses il y a une decennie, a vu son developpement ralentir considerablement
suite a la complexite de mettre en place un protocole de routage securitaire qui tient compte
de l'independance des nuds et du systeme decentralise et distribue. En eet, contrairement
aux reseaux classiques ou la fonction de routage est assuree par des entites de conance, cette
fonction critique est prise en charge par les nuds qui ne servent que leur intere^t individuel
pluto^t que collectif. Les services video exigent une bande passante importante engendrant des
cou^ts enormes aux operateurs de reseaux. Dans ce contexte, les ots multidiuses (multicast)
vont devenir un enjeu important de competitivite. Ainsi, le second volet de la these traite
de la securisation du trac d'une source vers plusieurs destinataires dans un environnement
ou la qualite du signal radio est instable. Toujours dans l'optique de l'ecacite energetique
et de la reduction de la bande passante, le mecanisme d'optimisation de route (RO) dans
mobile IPv6 (MIPv6) presente des failles importantes compromettant l'adoption du proto-
cole comme remplacement a MIPv4 du^ a l'accroissement exponentiel du nombre d'usagers
mobiles a s'abonner dans les annees a venir.
Ce chapitre d'introduction presente d'abord quelques concepts de base qui serviront d'an-
crage a la comprehension des sujets abordes. Suivront ensuite, les elements de la problema-
tique, les objectifs de recherche qui en decoulent et la methodologie adoptee. Pour terminer,
les principales contributions de cette these et leur originalite seront discutees alors qu'une
esquisse des autres chapitres clo^turera le chapitre.
21.1 Denitions et concepts de base
Cette section est reservee a l'introduction de quelques concepts utiles dans la compre-
hension des solutions existantes et de celles proposees. La premiere partie se penche sur la
denition des reseaux informatiques mobiles et du mode de fonctionnement des protocoles de
base. Les reseaux ad hoc, la multidiusion du trac et le protocole MIPv6 avec ses modes du
tunnel bidirectionnel (BT) et de la route optimisee seront donc introduits. La seconde moitie
presente les attaques les plus populaires portees dans les reseaux ainsi que les objectifs de
securite de base avec quelques primitives de securite pour les realiser.
1.1.1 Reseaux informatiques mobiles et protocoles
Reseaux mobiles ad hoc (MANETs)
Les reseaux mobiles ad hoc est un regroupement d'unites mobiles dotes d'au moins une
interface reseau sans l permettant de communiquer avec d'autres nuds sans infrastructure
central. Les nuds du reseau doivent donc assurer a la fois le ro^le de routeur, permettant
d'acheminer les messages de maniere autonome, et de station ho^te, pour recevoir et initier
l'envoi de messages. Le reseau ad hoc se distingue des reseaux classiques par leur topologie
tres dynamique et aleatoire et par les ressources limitees poussant les nuds a se comporter
de maniere egoste. La Figure 1.1 illuste la procedure typique de recherche de route par lequel
une source voulant rejoindre une destination debute par envoyer une reque^te de route que les
nuds intermediaires retransmettent jusqu'a atteindre la destination. Cette derniere repond
alors a l'aide d'une reponse de route qui revient jusqu'a la source et qui lui indique le chemin
a utiliser pour envoyer ses donnees.
Multidiusion
La multidiusion permet une communication un-a-plusieurs par lequel une source rejoint
simultanement un groupe de destinataires a l'aide d'un seul message que les routeurs du
reseau, supportant la transmission diusee selective, peuvent copier et envoyer dans un ou
plusieurs de leurs ports (voir Figure 1.2). Dans le any-source-multicast, plusieurs sources
peuvent emettre leurs messages dans le me^me groupe et un nud y adhere en precisant
simplement l'adresse multicast qu'il desire s'abonner. La simplicite de cette methode cache
cependant la dicile ta^che de la decouverte des sources que doivent eectuer les routeurs ainsi
que le manque inherent de contro^le d'admission permettant a tous les nuds d'envoyer des
donnees. Au contraire, le single-source multicast force les abonnees a preciser non seulement
l'adresse multicast, mais egalement l'identite de la source des ots qu'ils desirent recevoir.
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Figure 1.1 Exemple de fonctionnement du protocole de routage DSR.
Figure 1.2 Exemple d'une multidiusion
4Mobile IPv6 (MIPv6)
Mobile IP est une extension de mobilite sur la couche IP an pour preciser des champs im-
portants pour permettre, entre autres, aux nuds mobiles (MN) de lier son adresse du reseau
visite (CoA) avec celui de son reseau mere (HoA). La forte croissance du nombre d'abonnes
mobiles pousse les operateurs de reseaux mobiles a envisager une alternative a MIPv4 qui
ore un nombre d'adresses IP trop limite. MIPv6 devient donc un candidat naturel pour
les operateurs qui desirent garder les operations de signalisation toujours initiees par le MN.
Tout comme MIPv4, le MN possede 2 adresses IP dont celle du reseau mere est permanente
alors que celle du reseau visite est temporaire, conservant ainsi le tunnel bidirectionnel (BT)
dans lequel tout le trac passe par l'agent du reseau mere (HA)(Figure 1.3). Cependant
IPv6 Untrusted Network
(Internet)
Home Agent
MN
vHA
Untrusted radio network
CN
Tunnelled Packet
Figure 1.3 Tunnel bidirectionnel dans MIPv6
MIPv6 n'ore pas le routage triangulaire par lequel uniquement les donnees echangees en
amont entre le MN et le nud correspondant (CN) doivent obligatoirement traverser le re-
seau mere. Au contraire, le protocole permet une communication directe et optimale entre le
MN et le CN (Figure 1.4), reduisant considerablement la surcharge vers le reseau mere ainsi
que les delais. La reticence des operateurs a adopter MIPv6 s'explique principalement par le
manque de contro^le lors de l'utilisation du RO par le MN ainsi que les failles de securite qui
y sont inherentes.
1.1.2 La securite des reseaux
Principales attaques dans les reseaux informatiques mobiles
L'usurpation d'identite est l'une des attaques les plus dommageables dans les reseaux
informatiques en permettant a un attaquant d'emprunter l'identite de sa victime avec tous
les privileges qui lui sont associes. Il ne s'agit pas simplement de retransmettre des messages
interceptes de sa victime, mais pluto^t de forger des messages en utilisant l'identite de sa
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Figure 1.4 Optimisation de route dans MIPv6
victime. Cette attaque est precurseur au man-in-the-middle (MITM) ou la communication
entre la source et la destination traverse par un intermediaire malicieux qui peut lire ou
modier le contenu a son gre. Pour qu'elle soit reussie, l'attaquant doit pretendre e^tre la source
aux yeux du destinataire et le destinataire aux yeux de la source. Typiquement, l'attaque se
limite a usurper uniquement l'identite de l'un des deux ro^les pour ainsi lire les messages et les
retransmettre au bon destinataire. L'attaquant peut me^me modier les messages envoyes par
la victime dont l'identite a ete usurpee sans que l'autre ne puisse detecter la modication. Le
man-in-the-middle est une vulnerabilite commune des protocoles ne pouvant garantir qu'une
authentication faible.
Les denis de service (DoS) representent une autre categorie d'attaques tres exploitees
dans lesquelles l'attaquant epuise assez de ressources de la victime pour qu'il ne puisse plus
repondre aux reque^tes legitimes. Deux causes sont souvent a l'origine de telles attaques :
l'inondation ou une mauvaise implementation du protocole ou du service. L'inondation est
une attaque generalement distribuee (DDoS) par laquelle plusieurs nuds envoie de multiples
reque^tes en continue vers sa victime sans se soucier de la reponse. Les reque^tes ciblent une
operation qui exige un temps de calcul non negligeable et un nombre important de ressources.
Elle est extre^mement dicile, voire impossible, a contrer due a sa nature legitime qui n'ex-
ploite aucune faille. Le second type d'attaque DoS vise une faiblesse dans l'implementation
des protocoles ou services s'executant sur la victime ne necessitent pas la participation de
plusieurs nuds. En eet, elles s'acharnent sur une vulnerabilite logicielle qui permet a dis-
tance de rendre le service (ou encore pire le systeme en general) instable au point de ne plus
pouvoir repondre.
La Figure 1.5 montre d'autres attaques qui sont speciquement liees aux MANETs. Ces
attaques regroupent celles dites passives, dont le but est de collecter de l'information sans se
faire detecter, et actives qui interrompt le bon fonctionnement du reseau en envoyant ou en
modiant des messages. Cette these ne porte pas sur les attaques dans les MANETs en soi,
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Figure 1.5 Classication des attaques portees dans les MANETs
mais pluto^t sur la stimulation des nuds a collaborer ensemble pour assurer la fonction de
routage du reseau.
Objectifs de base d'une solution securitaire
L'integrite, la condentialite et la disponibilite des donnees sont les trois objectifs pri-
maires qu'un protocole securitaire doit combler. L'integrite des donnees signie qu'aucune
alteration non autorisee n'est possible et est donc intimement liee a l'authentication. Une
authentication faible survient lorsqu'aucune relation n'existe a priori entre les entites im-
pliquees et elles doivent donc s'echanger de l'information pour pouvoir s'authentier par la
suite. Puisque ce premier echange n'est pas authentie, un attaquant peut facilement s'y
introduire en pretendant e^tre une entite legitime. Au contraire, une authentication forte si-
gnie que les parties se connaissent prealablement a un echange authentie. L'integrite d'un
message l'empe^che egalement d'e^tre rejoue ulterieurement par un attaquant qui l'intercepte
et le retransmet dans un autre environnement, independamment s'il peut lire ou analyser son
contenu.
La condentialite d'un message assure que son contenu ne peut e^tre lu que par le ou
les destinataires. Par consequent, si une tierce partie intercepte le message, elle ne pourrait
le comprendre, l'analyser ou encore y repondre. Cet objectif est crucial lors de l'echange
7d'information sensible qui compromettrait le bon fonctionnement du protocole.
Finalement, la disponibilite des donnees se denit comme etant la capacite de fournir des
ressources ou des services a un moment specique, ou continuellement pendant un intervalle de
temps donne. Les attaques de denis de service causees soit par une inondation ou l'exploitation
d'une faille visent explicitement a contrer cet objectif.
Primitives cryptographiques de securite
Les primitives cryptographiques sont des algorithmes de bas niveau utilises dans les sys-
temes de securite informatique et qui sont en general divulguees publiquement. Les fonctions
de hachage (i.e. SHA, MD5, etc.) et de chirement (i.e. AES, 3DES, blowsh, etc.) sont
les 2 categories de primitives les plus souvent denies. Une fonction hachage transforme de
maniere irreversible une entree en un hash de plus petite taille qui est souvent utilise comme
empreinte cryptographique pour verier que l'entree n'a pas ete modiee. Cependant, puisque
tout nud peut regenerer un nouveau hash, l'empreinte doit e^tre chiree pour eviter des mo-
dications non autorisees.
La nature des algorithmes de chirement peut e^tre symetrique ou asymetrique tout de-
pendamment si les cles de chirement ont ete prealablement partagees ou non. Le chirement
symetrique est beaucoup plus ecace mais exige une relation preexistante entre les entites
pour ne pas devoir divulguer les cles. Ainsi, a la fois l'authentication et la condentialite des
donnees sont satisfaites si un message est chire avec la cle symetrique partagee et secrete.
Au contraire, le chirement asymetrique denit une paire de cles par entite dont l'une est
publique et divulguee, alors que l'autre est privee et n'est connu que par celle l'ayant generee.
Ainsi, un message chire avec la cle publique d'un nud ne peut e^tre dechire que par la
cle privee correspondante, assurant ainsi la condentialite. D'autre part, si une empreinte
cryptographique est chiree avec la cle prive, elle peut e^tre validee par la cle publique qui
est accessible a tous les nuds, assurant l'authentication (et l'integrite par l'utilisation du
hash). L'avantage des deux types de cle peut e^tre combine avec le chirement hybride qui
permet a deux entites inconnues de s'echanger une cle symetrique en la chirant par une cle
asymetrique. Le chirement hybride est le mecanisme le plus repandu a travers les solutions
de securite.
La suite de protocoles IPSEC, proposant les ente^tes d'authentication (AH) et de chire-
ment de donnees (ESP), a introduit le concept d'association de securite (SA) dans laquelle les
primitives cryptographiques de securite negociees entre deux entites sont regroupees. Chaque
SA n'est valide que pour un type de trac precis et pour une seule direction. Ainsi, un tunnel
securise entre deux nuds necessite au minimum 2 SAs. Des extensions permettant a un
SA de lier logiquement plusieurs nuds existent et sont particulierement utilisees dans les
8protocoles de diusion.
1.1.3 La theorie des jeux dans les reseaux informatiques
Les outils de la theorie des jeux servent a predire la performance d'un reseau ou encore
a concevoir des mecanismes incitatifs menant a la realisation des objectifs denis dans le
contexte ou les nuds qui y participent agissent de maniere rationnelle. Plus precisement, la
theorie des jeux sert a modeliser l'interaction entre 2 ou plusieurs joueurs a comportement
rationnel dont la solution est trouvee dans une optimisation a plusieurs niveaux qui tient
compte des actions (strategies) des competiteurs. Elle s'applique notamment bien dans les
MANETs puisque les nuds qui y participent sont autonomes et de nature decentralisee,
donc propice aux comportements egostes menant a la satisfaction des intere^ts personnels
pluto^t que collectifs.
Fonction d'utilite et equilibre de Nash
Les preferences des joueurs sont exprimees a travers la fonction d'utilite qui est partagee
par tous les joueurs. Quoique les variables qui la composent ont des valeurs dierentes d'un
joueur a l'autre, l'expression de la fonction d'utilite doit e^tre la me^me pour tous les joueurs.
Elle denit le gain ou la perte d'un joueur suite a une action qu'il a entreprise et considerant
les actions possibles des autres joueurs. Dans le cas d'une competition basee sur le prix, la
fonction de prot et de cou^t sont alors utilisees pour exprimer les preferences des joueurs.
Le point d'equilibre dans un jeu est atteint lorsque tous les joueurs optimisent leur fonction
d'utilite selon l'information sur les strategies des autres competiteurs qui leur est accessible.
Ainsi, lorsque la derivee de la fonction d'utilite est nulle pour tous les joueurs, representant
du me^me coup la meilleure action possible face aux actions possibles des autres joueurs,
l'equilibre de Nash est atteint. Si pour tous les mouvements possibles des autres, l'equilibre
mene toujours vers les me^mes actions pour un joueur donne, l'ensemble de toutes ces actions
constitue une strategie pure. Il peut y avoir plusieurs points d'equilibre de Nash menant a une
selection aleatoire de strategies pures, nommee strategies mixtes. Puisqu'une strategie mixte
assigne une probabilite a chaque strategie pure, elle peut e^tre vue comme une generalisation
de cette derniere.
Les types de jeux
Un jeu peut prendre plusieurs formes dependamment de son contexte et des suppositions
posees. La liste ci-dessous decrit dierentes caracteristiques d'un jeu (un jeu peut en posseder
une ou plusieurs) :
9{ cooperatif ou non-cooperatif : un jeu est cooperatif lorsque les joueurs forment une
coalition pour s'engager dans un me^me but. La communication inter-joueur devient un
element cle pour un jeu cooperatif, alors qu'il est generalement interdit dans un jeu
non-cooperatif ;
{ symetrique ou asymetrique : un jeu est symetrique lorsque les gains ou les pertes pour
une strategie particuliere ne depend que des actions jouees par les autres pluto^t que de
l'identite des autres joueurs. Ainsi, si pour une me^me action executee par les joueurs, le
premier joueur tire un gain dierent du joueur 2, le jeu est asymetrique. La Figure 1.6
montrent un exemple de jeu symetrique et asymetrique ;
Figure 1.6 Exemple d'un jeu symetrique (gauche) et asymetrique (droite)
A B
A 5,5 0,10
B 10,0 3,3
A B
A 5,3 0,10
B 10,0 3,5
{ somme nulle ou somme non-nulle : un jeu possede une somme nulle lors que la somme
des gains et des pertes de tous les joueurs et pour toutes les combinaisons de strategies
possibles est nulle. En d'autres termes, un joueur ne tire un gain que si un autre joueur
subit une perte de me^me valeur ;
{ simultane ou sequentiel : un jeu est simultane si les joueurs ignorent les actions choisies
precedemment par les autres. Au contraire, si un joueur considere les strategies des
autres qui ont ete jouees precedemment dans sa prise de decision, le jeu est alors se-
quentiel et le temps devient un facteur important a considerer dans la fonction d'utilite ;
{ information parfaite ou imparfaite : si tous les joueurs connaissent les actions selection-
nees par les autres depuis le debut du jeu, alors le jeu est base sur de l'information
parfaite. Ce type d'information necessite au prealable d'avoir un jeu sequentiel puisque
par denition, un jeu simultane implique que pas tous les joueurs connaissent les mou-
vements precedents des autres.
Marche oligopolistique : la competition de Bertrand vs Cournot
Les oligopoles sont caracterises un nombre restreint de rmes (vendeurs) face a une multi-
tude de consommateurs (demandeurs). La competition peut alors s'eectuee sur une base de
prix ou de quantite selon les modeles respectifs de Bertrand et de Cournot. Les deux reposent
essentiellement sur les me^mes suppositions :
1. Il y a au moins deux rmes qui produisent des produits homogenes ;
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2. Les rmes ne cooperent pas ensemble (aucun cartel tolere) ;
3. Les rmes sont rationnels et agissent pour maximiser leur prot selon la decision des
competiteurs ;
4. Les rmes agissent simultanement en choisissant une quantite (Cournot) ou un prix
(Bertrand) ;
5. Les consommateurs achetent en minimisant leurs cou^ts d'achat.
Le choix du modele depend strictement du contexte d'application. Generalement, lorsque la
capacite de production peut e^tre facilement modiee, la competition de Bertrand s'applique
mieux. Il est important d'eectuer le bon choix puisque les implications des deux modeles
dierent. En eet, dans une competition de Bertrand, il ne sut que la presence de deux
rmes (dans contexte de joueurs symetriques ayant acces a de l'information parfaite) pour
obtenir une competition parfaite dans laquelle les prix sont reduits au cou^t marginal des
rmes. Ce me^me resultat n'est atteint par la competition de Cournot que si le nombre de
rmes en competition est inni. Dans le cadre de cette these, la competition de Bertrand
cadre mieux le contexte d'application ou la source (consommateur) denit le produit desire
et les rmes entrent en competition pour lui orir le meilleur prix.
1.2 Elements de la problematique
Se pencher sur la securite dans les reseaux mobiles de nouvelle generation signie de
considerer a la fois les MANETs, les reseaux d'acces 4G cellulaires ainsi que les applications
video. Une approche proactive dans la securisation des MANETs en orant des solutions
cryptographiques est problematique d'une part du^ a la gestion des cles dans un environne-
ment decentralise et d'autre part par des ressources tres limitees qui poussent les nuds aux
comportements egostes. En eet, malgre la disponibilite de telles solutions, encore faut-il
que les participants trouvent l'intere^t de les utiliser et de collaborer ensemble an de satis-
faire de maniere securitaire les fonctions de routage. La mise en place d'incitatifs punitifs
avec un systeme de detection d'intrusion base sur la reputation des nuds ou, au contraire,
d'incitatifs positifs avec un mecanisme de recompenses ou de compensation devient alors
cruciale. Quoique leur but soit commun, les deux ecoles de pensee ont des caracteristiques
qui divergent. D'une part, les IDS bases sur la reputation des nuds sourent d'abord de
l'abus des seuils de classe qui permet a un nud de volontairement se comporter de maniere
egoste juste avant d'atteindre le seuil de tolerance maximale qui l'isolera du reseau pour
ensuite regagner la reputation perdue en agissant selon les normes. Repete continuellement
par plusieurs nuds, cet abus peut facilement compromettre la stabilite du reseau. De plus,
lorsque les nuds surveillants sont complices aux nuds malveillants, il sera alors impossible
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pour les autres nuds de detecter les defaillances et d'isoler les coupables du reseau. La Fi-
gure 1.7 illustre une attaque dans laquelle la complicite des nuds malicieux B et C permet
une modication non-autorisee du message. Il est a noter que l'instabilite des liaisons sans
l et l'individualite des nuds presentent des problemes inherents a l'evaluation des nuds
voisins et distants pour leur attribuer une reputation precise.
Figure 1.7 Exemple d'une attaque complice entre les nuds B et C
Les modeles economiques, dans lesquels la monnaie virtuelle, connue sous le nom de
nuglets, permet a la source de compenser les nuds intermediaires pour les ressources hy-
pothequees dans la retransmission de ses messages, representent une alternative interessante
a la reputation qui s'adapte mieux aux caracteristiques des MANETs. Neanmoins, quoique
les modeles economiques pour les protocoles de routage dans les reseaux informatiques clas-
siques aient ete extensivement etudies dans la litterature, la realite des MANETs est trop
dierente pour qu'ils puissent e^tre repris ou me^me servir de base. Mise a part la necessite
d'un materiel infraudable, tel qu'une carte a puce, dans chacun des nuds du reseau pour
assurer la bonne gestion des nuglets, les interferences et l'absence d'unite centralisee pouvant
favoriser l'echange d'information inter-nuds viennent considerablement complexier le mo-
dele notamment lors de l'integration du support a la QoS. Les solutions existantes se basent
sur des suppositions irrealistes pour les MANETs ou encore celles supportant la QoS ne se
penchent que sur un critere particulier de QoS tres specique sans pouvoir servir de base
pour etendre le modele en y ajoutant des criteres QoS supplementaires.
La multidiusion a ete un sujet tres convoite dans la derniere decennie par les chercheurs
en que^te de reduire la bande passante dans les reseaux. L'enjeu est d'autant plus important
aujourd'hui avec l'apprivoisement de services video (tels qu'IPTV) de plus en plus gourmands
en ressources par les utilisateurs mobiles. Les solutions de securisation des protocoles de
multidiusion existantes ne sont pas adaptees a supporter un groupe de nombreux membres
dynamiques pouvant s'abonner a plusieurs ots a tout moment et en etant exposes a un
environnement a haut taux de perte de paquets. Le besoin d'un protocole de distribution de
cles regeneratrices n'aura jamais ete aussi urgent avec l'arrivee de la convergence des reseaux
xes et mobiles dans les reseaux 4G.
La derniere problematique abordee dans cette these concerne le mecanisme d'optimisa-
tion de route pour MIPv6. L'absence d'information pre-partagee entre le MN et le CN fait
de la securisation dans RO un de de taille. La solution du return routability decrite dans
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la specication de MIPv6 exige plusieurs echanges entre le MN, son HA et le CN et n'as-
sure que l'accessibilite du MN a travers ses adresses HoA et CoA pluto^t que de securiser la
communication. En eet, cette solution est vulnerable a l'usurpation d'identite menant vers
de multiples attaques tres nefastes telles que le man-in-the-middle, redirection des ots et
les denis de services. D'autres solutions lient le prex de l'adresse du sous-reseau mere a un
certicat an d'assurer l'authentication des MNs a travers son HA, mais leurs suppositions
ne sont pas realistes. En eet, le certicate-based binding update (CBU) necessite une infra-
structure d'authentication fragmentee a travers tous les domaines qui forcerait les operateurs
en competition a collaborer ensemble en s'echangeant les certicats lies aux prexes de leurs
sous-domaines. Pour pallier la gestion des certicats qui peut e^tre tres problematique en
considerant plusieurs prexes de sous-domaine appartenant a un nombre grandissant d'ope-
rateurs, une approche hierarchique a egalement ete proposee. HCBU se e sur le deploiement
global d'une certication en cha^ne a 3 niveaux lie au prex d'une adresse sous-reseau IPv6
qui permettrait a un nud voulant valider l'adresse de remonter la hierarchie de certicats
jusqu'a la racine (entite de conance). Quoique HCBU elimine l'exigence pour les operateurs
de maintenir une infrastructure d'authentication, le consortium IETF n'envisage pas un
deploiement 3-tiers de ce genre.
Une approche plus decentralisee a l'authentication est oerte par la generation d'adresses
cryptographiques qui permet au MN de generer son adresse a partir de son propre certicat
qu'il a lui-me^me genere. L'usurpation d'identite ne devient alors possible que si l'algorithme
de generation d'adresse mene vers l'adresse de sa victime (collision d'adresse) a partir d'un
certicat genere. Avec l'emploi du mecanisme d'extension de hachage, le risque de collision est
faible. Cependant, CGA est vulnerable a l'attaque du temps-memoire permettant de mettre
en place une table avec toutes les dierentes valeurs de Hash-2 et ainsi garantir d'usurper
l'adresse de sa victime en un maximum de 259 operations de hachage. De plus, puisque
l'empreinte cryptographique n'inclut pas l'adresse du nud, CGA est aussi vulnerable aux
attaques de rejeu.
Malgre ses faiblesses, CGA a ete integre dans plusieurs solutions alternatives au RR
et a celles basees sur les certicats geres par des autorites de certicats. Parmi celles-ci, le
RFC4866 de Arkko et al. (2007) reprend le RR mais en permettant au MN de generer son HoA
via le CGA et ainsi assurer une authentication faible. Cependant, l'absence d'information
pre-partagee entre le MN et le CN permet a un attaquant interceptant les messages initiaux
et de s'introduire entre les deux (MITM). De plus, puisque le CoA n'est pas un CGA, tout
MN avec une adresse HoA legitime peut usurper l'adresse d'une victime et ainsi lui rediriger
ses ots (attaque par redirection). La solution decrite dans le RFC4866 detaille bien ce risque
et propose de pallier les eets de maniere reactive en s'assurant que le MN reponde au CoA
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specie dans le BU selon en veriant periodiquement selon son degre de conance. Une telle
approche reactive ne sera jamais optimale et ouvre la porte aux abus qui peuvent e^tre nefastes
si exploites simultanement par plusieurs attaquants ciblant la me^me victime.
Les elements de la problematique presentes se resument aux quatre questions suivantes
qui meneront vers les objectifs de recherche et chacun des quatre articles completant la these :
{ Est-il possible d'integrer le risque d'attaque complice dans le calcul du chemin le plus
able dans les MANETs et d'eviter les abus des seuils de reputation interclasses ?
{ En optant pour un incitatif de recompenses pluto^t que punitif, est-il possible d'elabo-
rer un modele economique selon des suppositions realistes s'adaptant au protocole de
routage dans les MANETs dans le but de supporter plusieurs criteres de QoS ?
{ Est-ce realisable de concevoir un protocole securitaire pour la multidiusion de ots
video en temps reel dans un contexte d'un tres grand nombre d'abonnes sous un envi-
ronnement mobile a tres haut taux de perte de paquets ?
{ La conception d'un protocole d'optimisation de route pour MIPv6 orant une authenti-
cation forte decentralisee et basee sur une information pre-partagee non condentielle
et facilement geree est-elle realisable dans les limites technologiques existantes presen-
tement dans Internet ?
1.3 Objectifs de recherche
L'objectif principal de cette these est de concevoir des solutions securitaires pour les
reseaux mobiles de nouvelle generation pour favoriser l'apprivoisement de services video mo-
biles. Ce but necessite d'une part la cooperation entre les nuds dans les MANETs pour
qu'ils retransmettent les messages recus sans intention malsaine individuelle ou collective.
D'autre part, les besoins en ressources des applications video etant sans cessent grandissante
et l'industrie des telecommunications qui mise de plus en plus sur le virage vert, l'ecacite
energetique et la reduction de la bande passante sont deux elements cles de competitivite. Le
second volet se concentre donc sur la securisation du protocole de distribution de cles pour
la multidiusion et du mecanisme d'optimisation de route de MIPv6. Plus precisement, les
sous-objectifs suivants sont vises :
1. Concevoir un IDS avec une classication plus exhaustive reduisant l'abus des seuils
interclasses en plus de considerer le risque d'attaques complices dans le calcul de la
abilite des chemins ;
2. Comparer cette solution avec le protocole de routage DSR et le IDS original watch-
dog/pathrater ;
3. Concevoir un cadre de travail modelisant mathematiquement un systeme economique,
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base sur l'information imparfaite liee a l'incertitude du nombre de competiteurs et de
leurs cou^ts de production, permettant la xation de prix face a une reque^te de route
speciant des criteres de QoS et un prix de reserve ;
4. Trouver l'equilibre de Nash en strategies mixtes et evaluer l'impact des prix et la per-
formance du reseau face a l'incertitude ;
5. Concevoir un protocole de distribution de cles regeneratrices pour la multidiusion
securitaire supportant un grand nombre d'abonnes dans un environnement mobile a
haut taux de perte de paquets ;
6. Comparer la performance du protocole de distribution de cles regeneratrices pour la
multidiusion avec LKH ;
7. Concevoir une version amelioree du CGA orant une authentication integree ecace
tout en eliminant le compromis temps-memoire qui reduit la complexite de l'attaque
d'usurpation ;
8. Concevoir une solution securitaire d'optimisation de route pour MIPv6 en utilisant des
infrastructures existantes ou approuvees par l'IETF assurant une authentication forte
et ainsi eliminer toutes vulnerabilites tout en limitant le nombre de messages echanges
dans la liaison radio ;
9. Verier et valider formellement la securite du CGA et du mecanisme d'optimisation de
route pour MIPv6 proposes par leur implementation dans un vericateur de modele a
travers un vericateur de protocoles cryptographiques dans le modele formel.
1.4 Esquisse methodologique
Les objectifs xes sont principalement axes sur 4 aspects distincts dont le l conducteur
demeure d'ameliorer la securite des reseaux mobiles de prochaine generation. Le premier sujet
portant sur un IDS dans les MANETs necessite d'abord la conception d'une classication
beaucoup plus exhaustive des nuds limitant les transitions entre chacune des classes. En-
suite, le nombre de nuds observateurs ainsi que leur reputation viennent s'ajouter dans le
calcul du chemin le plus able an de reduire le risque d'attaques complices qui ne peuvent
e^tre detectees. Le IDS propose ainsi que les composants watchdog et pathrater originaux
seront ensuite implementes dans le simulateur Qualnet sous le language C/C++ an de
les comparer dans diverses congurations de mobilite et du ratio d'attaquants malicieux et
complices.
Les sous-objectifs 3 et 4 necessitent une bonne ma^trise des concepts de la theorie des jeux
dans le but de modeliser mathematiquement le protocole de routage selon les suppositions
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posees. Apres avoir elabore sur les etapes du protocole en detaillant le contenu des messages
et valide le realisme des suppositions posees, le choix du type de jeu doit e^tre soigneusement
selectionne pour ensuite etablir la fonction d'utilite (de prot) selon le type d'information
retenu par les joueurs. L'existence de l'equilibre de Nash doit ensuite e^tre prouvee et trouvee.
Le comportement des joueurs rationnels doit ensuite e^tre evalue en implementant le modele
sous MATLAB qui permet la resolution de systeme d'equations dierentielles. L'impact de
l'incertitude sur le prix et le respect des criteres de QoS durant la duree complete du contrat
ne sont que quelques metriques de performance importantes a evaluer.
Vient ensuite le projet sur la multidiusion dans lequel la revue de litterature identiera
les solutions les plus prometteuses dans un environnement mobile a haut taux de perte de
paquets. Il s'agira ensuite de voir comment une cha^ne de hachage bidirectionnelle pourra
e^tre integree au LKH an d'obtenir des cles regeneratrices. La solution proposee est ensuite
implementee dans Qualnet an de comparer le taux de donnees indechirables a celui de
LKH dans divers scenarios.
Finalement, une comprehension de l'algorithme CGA est necessaire pour atteindre le sous-
objectif 7 et ainsi ajouter une composante aleatoire dans le calcul du hash-2 an de contrer
l'attaque temps-memoire. La conception d'un protocole d'optimisation de route, impliquant
a la fois le HA du reseau mere et celui du reseau visite dans des domaines de conance,
integrera l'algorithme CGA ameliore dans l'objectif d'orir une authentication forte. La
solution sera implemente sous AVISPA, un vericateur de modeles formels a la volee pour
s'assurer de n'avoir aucune vulnerabilite.
1.5 Principales contributions de la these
Chacun des sujets traites dans cette these ont mene a des contributions, certaines plus
importantes que d'autres. D'abord, la recherche eectuee dans les IDS des MANETs a per-
mis notamment d'utiliser le positionnement des nuds ainsi que la reputation des nuds
surveillants comme facteurs inuencant le risque de collusion entre deux nuds malicieux
consecutifs. Quoique mineure, cette contribution ouvre une nouvelle voie de recherche en fa-
vorisant l'exploitation de toutes les informations disponibles sur le reseau, pluto^t que de se
limiter uniquement a la reputation des nuds intermediaires pour caculer la abilite d'une
route.
Une seconde contribution plus innovatrice vient de la conception d'un modele economique
base sur la competition de Bertrand pour stimuler les nuds a cooperer pour satisfaire les
criteres de QoS durant toute la duree du contrat. Ce modele est le premier a inclure une
incertitude de participation de la competition qui est fonction du prix xe et du cou^t de
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production des competiteurs tout en considerant leur nature asymetrique. Se limitant uni-
quement a la bande passante, ce cadre theorique ne forme qu'une base qui peut e^tre etendue
dans le but d'y integrer d'autres criteres de QoS. L'avantage principal vient des suppositions
posees qui sont realistes dans le contexte des reseaux mobiles ad hoc, une critique presente
dans la plupart des modeles appliques dans le domaine.
A un niveau moins theorique, le protocole de distribution de cles pour la multidiusion
propose est le seul a pouvoir supporter a la fois les cles regeneratrice et un tres grand bassin
d'abonnes sans voir une degradation importante de la performance avec le temps. Malgre sa
sensibilite aux frequentes revocations d'usagers, cette solution vient a point dans un contexte
de reseau de prochaine generation dont un des buts principaux est d'orir des services video
(IPTV) en permettant une releve verticale sans interruption entre divers reseaux xes et
mobiles caracterises par un taux non-negligeable de perte de messages. Les cles regeneratrices,
permettant a un abonne de continuer a pouvoir dechirer les donnees malgre avoir manque
un certain nombre de cles consecutifs, n'etaient disponibles que pour SDR. Cependant, la
performance de SDR se degrade rapidement avec le temps plus le nombre d'usagers s'abonnent
au ot de multidiusion. LKH au contraire ore une performance beaucoup plus stable,
mais ne supporte pas les cles regeneratrices. Cette solution vient donc pallier des problemes
importants limitant le developpement technologique au niveau des applications sensibles a la
perte de paquets.
Pour terminer, deux autres innovations interessantes sont issues suite a la recherche portee
sur la securisation de l'optimisation de route pour MIPv6. D'une part, l'integration d'une
cha^ne de hachage inversee dans le calcul du hash-2 permet a la fois une authentication faible
et de contrer les attaques temps-memoire. De plus, l'algorithme d'extension de hachage peut
s'executer en arriere-plan et ainsi utiliser la prochaine cle de la cha^ne de hachage inversee
lorsque le nud est invite a generer une nouvelle adresse (comme dans le cas d'une releve). La
version amelioree du CGA propose egalement de lier plusieurs adresses ensemble lorsqu'un
lien logique existe entre elles permettant une certaine hierarchie ou une entite d'autorite et
de conance autorise l'utilisation de l'adresse generee. C'est notamment le cas dans MIPv6
ou le MN possede le HoA et le CoA qui sont respectivement lies au HA du reseau mere et
visite. Ainsi, la solution d'optimisation de route securitaire proposee innove d'une part en
liant le HoA avec le HA, et le CoA avec le vHA. Le MN doit donc faire autoriser ses adresses
aux autorites de conance du domaine (HA et vHA) qui leur enregistre et associe un sous-
domaine unique. D'autre part, la solution se base sur les domaines de conance comme source
susante d'information pour assurer une authentication forte. Avec la n du deploiement
global de DNSSEC prevu pour la n 2011, la solution se base sur des suppositions realistes
exigeant une simple gestion de noms de domaines de conance pour permettre a deux entites
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qui a priori ne se connaissent pas de s'authentier a travers les empreintes cryptographiques
des entites de conance.
1.6 Plan de la these
Suivant l'introduction, le chapitre 2 presente une revue critique de la litterature sur les
quatre sujets abordes dans cette these. Le prochain chapitre porte sur la conception d'un
IDS qui integre le risque d'attaques complices dans le calcul des chemins et est detaille dans
l'article intitule Collusion-resistant reputation-based intrusion detection system for MANETs
publie dans International Journal of Computer Science and Network Security (IJCSNS).
Toujours dans les MANETs, le chapitre 4 presente un article intitule An extensible game-
theoretic framework based on Bertrand competition for QoS support in MANETs with uncer-
tain asymmetric costs qui a ete soumis dans la revue IEEE Transactions on Mobile Compu-
ting. Ce dernier utilise les outils de la theorie des jeux pour proposer un modele economique
base sur la competition de Bertrand an de stimuler la cooperation entre les nuds d'une
me^me route a satisfaire les exigences de QoS pendant une duree denie dans un contexte ou
les joueurs sont asymetriques et accedent a de l'information imparfaite sur les competiteurs.
Le protocole de distribution de cles regeneratrices pour la multidiusion intitule An e-
cient and secure self-healing scheme for LKH est presente au chapitre 5. L'article correspon-
dant a ete publie dans la 3e edition speciale Security and Management de la revue Journal
of Network and Systems Management de l'editeur Springer.
Le chapitre 6 presente le dernier article intitule Secure Route Optimization for MIPv6
using Enhanced CGA and DNSSEC qui a ete accepte pour publication dans l'edition speciale
Mobility Management and Security Issues for Mobile Wireless Networks de la revue Jour-
nal of Telecommunications Management de l'editeur Henry Stewart publications. La version
amelioree du CGA et le mecanisme securitaire de l'optimisation de route pour MIPv6 y sont
detailles.
La discussion generale en regard des aspects methodologiques et des resultats en lien avec
la revue critique de litterature suit au chapitre 7.
Pour terminer, le chapitre 8 conclut la these en synthetisant les travaux qui ont ete
eectues et en exposant les limitations sur chacun des sujets abordes.
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CHAPITRE 2
REVUE CRITIQUE DE LA LITTERATURE
Ce chapitre se consacre a une revue critique de la litterature pour les quatre sous-
problemes consideres dans la securisation des reseaux mobiles de nouvelle generation. D'abord,
les plus importants systemes de detection d'intrusion bases sur la reputation des nuds dans
les MANETs sont detailles et leurs vulnerabilites sont decrites. En second, les modeles eco-
nomiques pour xer une somme incitant les nuds intermediaires a utiliser leurs ressources
pour transferer les messages d'une source sont etudies. Pour le troisieme sous-probleme, les
protocoles de distribution de cles pour la multidiusion sont presentes en explicitant leurs
domaines d'application suggeres. Pour terminer, les algorithmes de generation d'adresses
cryptographiques CGA et CGA++ sont detailles et les dierents types de solutions pour la
fonction d'optimisation de route de MIPv6 sont presentes.
2.1 Les incitatifs a la cooperation inter-nuds dans les MANETs
Les nuds dans les MANETs possedent des ressources tres limitees qui les poussent
qu'a satisfaire leurs propres intere^ts. Sans aucun incitatif, il n'y a donc aucune raison de
croire qu'un nud consommera volontairement une partie de ses ressources pour transferer
le message d'un autre nud. Or, pour obtenir un reseau fonctionnel sans infrastructure central
autoritaire, les nuds doivent combler les fonctions de routage. Les incitatifs peuvent e^tre de
nature punitive ou beneque en utilisant respectivement la reputation des nuds ou encore
la monnaie virtuelle comme moyens pour stimuler les nuds.
2.1.1 Les systemes de detection d'intrusion bases sur la reputation des nuds
pour les MANETs
La reputation d'un nud est une evaluation subjective basee sur le comportement de celui-
ci qui peut e^tre partagee avec les voisins. Les pionniers (Marti et al. (2000)) ont distingue
deux composants distincts formant le IDS : le watchdog et le pathrater. Le watchdog s'occupe
d'evaluer et de classier les nuds decouverts selon les observations eectuees localement ou
encore recues par d'autres nuds observateurs (Michiardi et Molva (2002); Buchegger et
Boudec (2002)). Une modication non-autorisee au messsage originale ou encore la non-
retransmission du message incremente le compteur d'actions malicieuses du nud evalue et
s'il atteint un certain seuil, le nud est alors isole temporairement du reseau ou encore de
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maniere permanente si le nombre de recidives est trop eleve. Le pathrater calcule la abilite
d'un chemin selon la reputation des nuds intermediaires et choisit celui ayant la plus haute
moyenne, contrairement a la vaste majorite des protocoles de routage pour les MANETs qui
aurait selectionne le plus court chemin.
Dans la solution originale (Marti et al. (2000)), les observations se limitent simplement a
s'assurer que le message a ete retransmis sans modication. Ainsi, un observateur, qui peut
egalement faire parti de la route, sauvegarde temporairement le message original retrans-
mis (ligne pleine) et le compare a la reponse passive (ligne tiretee) recue du nud evalue
(Figure 2.1). Il est important de noter que les particularites des liens sans l, comme l'inter-
Figure 2.1 Exemple d'observations par reponses passives
ference, qui sont hors de contro^le des nuds peuvent causer la detection d'un faux positif.
Pour cette raison, les nuds malicieux ne sont jamais isoles de maniere permanente. Les
simulations montrent que les nuds malicieux repetant les me^mes actions continuellement
sont detectes ecacement. Cependant, il sut aux attaquants de jauger leurs actions selon
les seuils de reputation des dierentes classes ou encore de proter des nuds qui ne l'ont
pas encore evalue pour continuer a operer sans entrave.
Les dierents IDS pour les MANETs se distinguent principalement par le type d'obser-
vations eectuees sur les nuds evalues et les classes qui y sont associees, ou encore si les
observations indirectes recues de voisins distants sont admises. CONFIDANT (Buchegger et
Boudec (2002)), par exemple, permet les alertes ciblant les actions malicieuses des nuds
distant et aectant negativement leur reputation, de circuler a travers le reseau. Cette stra-
tegie est inevitablement vulnerable aux attaques de diamation. CORE (Michiardi et Molva
(2002)) est similaire a CONFIDANT mais ne permet que la propagation d'alertes par renfor-
cement positif dans lesquelles les nuds sont felicites par leurs bonnes actions. Uniquement
les observations directes peuvent diminuer la reputation d'un nud.
La Table 2.1 compare les IDS les plus connus selon dierents criteres. Cependant, peu
importe les types de comportements observes ou les echanges d'alertes entre les nuds, aucun
IDS ne considere le risque d'attaques complices dans lesquelles le message peut e^tre modie
sans que la source en soi averti et que la reputation du nud fautif ne descende.
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Tableau 2.1 Comparaison du Watchdog/Pathrater, CONFIDANT et CORE
Watchdog /
Pathrater
CONFIDANT CORE
Acceptation des
alertes a
distance
observations nega-
tives
Non Oui Non
observations posi-
tives
Non Non Oui
Detection de
comportements
non-conformes
Modication de mes-
sages de routage
Non Oui Non
Modication des
donnees
Oui Oui Non
Non-retransmission
des messages de
routage
Non Oui Oui
Non-retransmission
des donnees
Oui Oui Oui
Isolement permanent des nuds Non Oui Oui
2.1.2 Les modeles economiques bases sur la theorie des jeux
La monnaie virtuelle (nomme nuglets par Zhong et al. (2003)) a mene vers la conception
de modeles economiques regissant la xation de prix pour des biens et services par les joueurs
rationnels. Contrairement a la reputation qui necessite une surveillance constante des nuds
voisins et qui est sensible aux caracteristiques intrinseques des liens sans l qui peuvent
mener a l'isolement de nuds legitimes (faux positifs), la monnaie ne sert que de moyen de
compensation aux nuds intermediaires pour le service de retransmission rendu. Elle suppose
cependant la gestion securisee de nuglets qui peut e^tre comblee par l'entremise d'une autorite
centralisee ou decentralisee telle que par l'utilisation des cartes a puces.
Les equilibres de la competition de Bertrand
Les equilibres de Nash des modeles bases sur la competition de Bertrand ont ete etudies
sous diverses caracteristiques de jeu et de suppositions. L'exemple typique est le paradoxe de
Bertrand Tissier (1984) dans lequel deux rmes symetriques entrent en competition en xant
des prix simultanement en connaissant le prix maximal que les consommateurs sont pre^ts a
payer. L'unique equilibre de Nash mene vers une competition parfaite ou les prix egalisent
le cou^t marginal de production, et donc vers un prot nul. Dans le cas ou la fonction de
cou^t est strictement convexe, indiquant un cou^t unitaire grandissant avec le nombre d'unites
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produits, les auteurs Dastidar (1995) et Hoernig (2002) prouvent l'existence d'un equilibre
en strategies mixtes.
Or, notamment dans les MANETs, il est rare, voire impossible, de s'assurer de l'homo-
geneite des nuds. Il est donc plus approprie de supposer l'asymetrie des rmes. Dans un
contexte de cou^ts marginaux constants, Blume (2003) montre que l'equilibre dans un duopole
est atteinte lorsque la rme avec le cou^t de production le plus bas xe un prix egale au cou^t
de production de la seconde rme. La me^me conclusion regne en considerant une oligopole
a plusieurs joueurs puisqu'uniquement les deux rmes avec les cou^ts de production les plus
bas participent a la competition (Marquez (1997)).
Les modeles consideres supposent encore l'acces a de l'information parfaite sur les cou^ts
de production des competiteurs. Dans un contexte de jeu non-cooperatif, la communication
entre les joueurs est inexistante et force donc les joueurs a estimer les cou^ts des competiteurs
selon une distribution probabiliste. Les auteurs Vives (1999) et Spulber (1995) montrent
l'existence d'un equilibre bayesien de Nash dans un modele qui associe la perception des
cou^ts de production des competiteurs a une fonction de densite de probabilite continue a
support compact lorsque les cou^ts marginaux demeurent constants.
Parallelement a l'estimation es cou^ts des competiteurs, leur participation a la competition
est elle aussi incertaine. Janssen et Rasmusen (2002) ont integre une probabilite d'activite
constante dans le modele de competition de Bertrand avec rmes symetriques pour trouver
l'existence d'un equilibre a strategies mixtes ou les prots de l'industrie sont positifs et
descendent avec le nombre potentiel de rmes entrant dans le marche. Ainsi, la competition
parfaite n'est atteinte que dans le cas d'un nombre inniment grand de rmes potentiels, et
une competition moins feroce fait monter les prix jusqu'a atteindre le prix monopolistique. Il
faut cependant noter que ce modele suppose une probabilite d'activite qui est constante et qui
ne depend pas de la perception des cou^ts de production des competiteurs. Or, une rme qui
cro^t posseder un cou^t de production moindre a celui de ces competiteurs va necessairement
avoir tendance a participer, alors qu'au contraire, une rme qui cro^t e^tre desavantage risque
de ne pas y participer. La probabilite d'activite devrait donc e^tre fonction de la perception
des cou^ts de production des competiteurs. En second lieu, le modele propose suppose des
rmes symetriques qui partagent le me^me cou^t marginal.
L'application de la theorie des jeux dans les reseaux informatiques mobiles
L'usage de la theorie des jeux dans les reseaux informatiques classiques n'est pas recent,
comme en temoigne Dasilva et al. (2000) et Lazar et al. (1997). Ce n'est que depuis quelques
annees que l'intere^t de l'appliquer dans les reseaux mobiles, notamment les MANETs, s'est
manifeste. Qiu et Marbach (2003) se questionnent sur la bande passante optimale a reserver
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que les nuds intermediaires doivent selectionner a la reque^te de la source et y xer un prix.
Le jeu iteratif et non-cooperatif propose se base sur la demande externe et les ressources
restantes en bande passante et en energie pour construire la fonction d'utilite et l'optimiser.
Une telle approche presente des simplications qui rendent le modele defaillant a plusieurs
niveaux. D'abord, l'absence de communication entre les nuds intermediaires (joueurs) les
force a proposer une bande passante qui diere l'une de l'autre. Or, puisque la bande passante
d'un chemin est limite par la plus petite bande passante allouee, il existe un risque important
de sur-allocation pour un ou plusieurs nuds intermediaires. Cette sur-allocation pousse a
la hausse non seulement les prix, mais egalement le taux de rejet de reque^te de service par
manque de ressources non-allouees. D'autre part, les auteurs ne considerent pas les inter-
ferences ou autres caracteristiques propres aux MANETs comme la mobilite et la abilite
des liens radio. A ce propos, les auteurs dans Lu et Pooch (2004) ont repris les solutions de
marchandage de Nash en l'etendant a plusieurs joueurs pour conclure qu'une compensation
egale doit e^tre donne aux nuds intermediaires et aux voisins subissant les interferences.
Les outils de la theorie des jeux permettent egalement de concevoir un protocole de
routage avec des regles de jeu qui menent vers un equilibre d'optimum social (Pareto) qui
respecte les objectifs desires. COMMIT (Eidenbenz et al. (2008)) et Ad Hoc-VCG (Anderegg
et Eidenbenz (2003)) sont deux exemples qui couvrent la decouverte de route et les phases de
retransmissions de messages. Les auteurs montrent que la strategie optimale des joueurs est de
divulguer leurs informations privees reelles et qu'ils n'ont aucun intere^t a mentir. Toutefois,
les auteurs ne detaillent aucunement comment les joueurs denissent leurs cou^ts et xent
leurs prix. De plus, COMMIT suppose que la destination agisse toujours legitimement en
choisissant la route qui cou^te la moins chere.
De maniere globale, toutes les solutions proposees negligent les applications en temps reel
qui requierent des criteres de QoS tres strictes et qui sont generalement denis par la source
et non pas dictes par les nuds intermediaires. Finalement, aucune solution ne considere
la competition inter-routes pluto^t qu'intra-route. Quoique les nuds doivent e^tre consideres
comme des entites independantes et rationnels, durant les phases de decouverte de route
et de retransmission de messages, les nuds intermediaires d'une me^me route collaborent
ensemble et entrent en competition contre les autres nuds intermediaires formant des routes
alternatives. Cette distinction importante n'est consideree dans aucune solution existante.
2.2 Les protocoles de distribution de cles pour la multidiusion
La multidiusion permet a un groupe d'abonnes de recevoir simultanement un message a
l'aide d'une seule transmission du message par la source. La ta^che de dupliquer le message aux
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bonnes interfaces repose donc sur les routeurs du reseau. La securite dans la multidiusion
repose essentiellement sur la condentialite des cles expirees a l'arrivee de nouveaux abonnes
(backward key secrecy) et des nouvelles cles a la revocation d'abonnes existants (forward key
secrecy). La plupart des protocoles de distribution de cles sont hierarchiques et le serveur de
contro^leur de cle de groupe (CGKS) cree et maintient un arbre dont chacune des feuilles est
associee a un abonne et chaque racine intermediaire est un nud logique possedant une cle
partagee avec un ou plusieurs abonnees. Les protocoles Logical Key Hierarchy (LKH) (Wong
et al. (2000); D. et al. (1999)) et Subset-Dierence Revocation (SDR) (Naor et al. (2001))
sont les deux protocoles de distribution de cle pour la multidiusion les plus populaires.
LKH doit maintenir l'etat du systeme a travers son arbre hierarchique pour eectuer une
mise-a-jour ciblee des cles de chirement. Au contraire, SDR est un protocole sans etat
puisque l'emplacement des abonnes dans l'arbre est invariant et leur permet de recevoir une
information initiale necessaire pour dechirer les nouvelles cles de trac soit directement ou
apres une manipulation de cette derniere (fonction de hachage).
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Figure 2.2 Exemple d'arbre binaire hierarchique
La dierence entre LKH et SDR repose essentiellement sur l'information initiale recue
issue de la divergence dans la creation et la gestion de l'arbre. Un abonne sous LKH recoit
les cles des nuds logiques qui se trouvent plus haut que la feuille le representant dans
l'arbre hierarchique. Sous SDR, les cles envoyes par le GCKS sont celles des nuds logiques
representant les sous-ensembles dans les branches non-liees a la feuille de l'abonne. De plus,
les cles dans les nuds logiques sous SDR sont generalement liees a l'aide d'une fonction de
hachage de gauche (FG) et de droite (FD). Soit l'arbre initial montre a la Figure 2.2, KLX
la cle du nud logique LX et KX la cle prive de l'abonne X, ou X est un entier naturel,
l'equivalence des cles sous SDR est :
{ KL2 = FG(KL1) ;
{ KL3 = FD(KL1) ;
{ KL4 = FG(FG(KL1)) = FG(KL2) ;
{ KL5 = FD(FG(KL1)) = FD(KL2) ;
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{ KL6 = FG(FD(KL1)) = FG(KL3) ;
{ KL7 = FD(FD(KL1)) = FD(KL3) ;
Puisque l'arbre doit demeurer inchange en tout temps sous SDR, il est important d'estimer
correctement le nombre potentiel d'usagers pour creer un arbre pouvant supporter tous les
abonnes.
Sous LKH, lorsqu'un abonne se joint au groupe de multidiusion, il recoit les cles de
chirement de tous les nuds logiques faisant parti de la branche allant de la racine jusqu'a
la feuille qui lui correspond. Au contraire, sous SDR, il recoit les cles des nuds logiques au
sommet des sous-ensembles non-lies a la feuille qui associe l'abonne nouvellement joint. A
partir de ces cles, il peut trouver les cles des nuds logiques de plus bas niveaux en appliquant
la bonne fonction de hachage. La Figure 2.3 montre un exemple ou un nud se joint au groupe
selon LKH et SDR. De plus, si un nud quitte temporairement le groupe pour y rejoindre
par la suite, SDR replace le nud a la me^me feuille qu'il avait quitte et aucun transfert de
cle n'est necessaire puisque l'arbre, et par consequent les cles, demeure toujours inchange. Le
cou^t de la mise-a-jour des cles pour une arrivee sous LKH est relativement constant.
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(a) Messages echanges dans LKH (b) Messages echanges dans SDR
Figure 2.3 Exemple d'execution a l'arrivee d'un nouvel abonne pour LKH et SDR
Lors d'une revocation dans LKH, les nouvelles cles sont chirees par les cles des nuds
logiques non-lies aux abonnes revoques. Sous SDR, ces me^mes cles sont chirees par les cles
des nuds logiques du sous-ensemble plus haut dans la hierarchie. La Figure 2.4 montrent
les echanges de cles engendres par la revocation d'un abonne sous LKH et SDR respective-
ment. Dans l'exemple, les nuds revoques appartiennent au me^me sous-ensemble ce qui rend
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Figure 2.4 Exemple d'execution au depart de deux abonnes pour LKH et SDR
SDR plus ecace que LKH. Cependant, dans le cas plus general, alors que l'arbre peut e^tre
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facilement balance sous LKH, la revocation de plusieurs membres appartenant a dierents
sous-ensembles augmente drastiquement la complexite des messages de mise-a-jour des cles
sous SDR comme montre la Figure 2.5 (Chen et Dondeti (2003a); Zhu et al. (2003); Zhu et
Jajodia (2003); Dutta et al. (2007)).
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(b) Arbre resultant sous LKH (b) Arbre resultant sous SDR
Figure 2.5 Gestion de l'arbre logique sous LKH et SDR
Dans un contexte d'IPTV ou le bassin d'abonnes est tres grand et le nombre de revocations
peut devenir tres signicatif, la dependance des evenements a la complexite des messages de
mise-a-jour des cles de SDR rend LKH un meilleur candidat comme protocole de distribution
de cles dans la multidiusion.
D'autres solutions telles que les arbres a fonction de hachage (OFT) Sherman et McGrew
(2003) et ELK Perrig et al. (2001) utilisent une approche semblable a LKH et SDR sans
apporter un reel avantage.
2.2.1 Distribution able de cles
Dans un environnement mobile, les pertes de messages arrivent frequemment. Or, LKH
est extre^mement sensible a la perte d'un message de mise-a-jour des cles qui exige alors aux
abonnes cibles par le message d'eectuer a tour de ro^le une reque^te vers le GCKS pour une
retransmission. Les protocoles de distribution able de cles visent a diminuer ce risque en
optant pour la redondance partielle d'information. Le Proactive FEC (Zhang et al. (2003))
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utilise le code de Reed-Solomon an d'envoyer en multidiusion des bloques d'information
redondante (parite) permettant la reconstruction des cles manquantes simultanement par les
abonnes ayant subit une perte de messages de mise-a-jour des cles. Il faut cependant bien
calibrer la taille des bloques an d'eviter d'inonder les abonnes qui ont un faible taux de
perte de paquets. Le protocole de distribution able WKA-BKR (Setia et al. (2002)) est
une technique simple qui consiste en la retransmission des cles groupes selon la probabilite
qu'elles soient mal recues par les destinataires. En ciblant ainsi les abonnes susceptibles de
ne pas recevoir les cles et en leur envoyer les me^mes cles plusieurs fois, il y a une plus grande
chance qu'ils les recoivent. Une methode hybride, le WFEC-BKR (Zhu et al. (2003)), propose
de remplacer l'envoi direct des cles dans WKA-BKR par des bloques de parite comme dans
Proactive FEC. Il est a noter que les protocoles de distribution able imposent une certaine
surcharge au reseau et ne sont pas aussi ecaces que les cles regeneratrices. Cependant, ils
peuvent s'appliquer dans LKH et ainsi supporter un plus grand bassin d'utilisateurs.
2.2.2 Distribution de cles regeneratrices
Une alternative plus ecace consiste en la distribution de cles regeneratrices permet-
tant ainsi a un abonne de manquer un certain nombre de messages de mise-a-jour des cles
consecutifs avant de ne plus pouvoir dechirer le trac. SDR se demarque a ce sujet avec la
possibilite de regenerer les cles manquantes (Zhu et al. (2003)). Soit m le nombre maximal
de cles manquantes consecutives alloue, l'idee est de diviser les abonnes en m+1 groupes
selon leur duree d'inscription et de transmettre les m cles precedentes de groupe chirees
avec la cle courante individuellement en multidiusion. An d'empe^cher un nouvel abonne
d'acceder aux anciennes cles ou encore de partager les cles avec d'autres abonnes qui se
joints a dierents moments, la cle de chirement courante est lie au temps et a une duree
de session. Pour ce faire, la cle de chirement courante est associe (a l'aide d'un XOR) a
une cle precedente inconnue par le nouvel abonne. Pour la duree de la session, une cha^ne de
hachage de taille m+1 est construite en appliquant iterativement la fonction de hachage H :
Km(i); Km 1(i); Km 2(i); :::; K0(i) ou K0(i) = H(K1(i)) = H2(K2(i)) est la cle de groupe
de la racine que tous les abonnes doivent posseder pour dechirer le trac. Ainsi, un abonne
ayant recu la cle Ki j(i) au temps j peut retrouver les cles Ki j 1(i); :::; K0(i)8i m < j < i
et ainsi dechirer un maximum de j cles, d'ou vient la propriete regeneratrice des cles distri-
buees. Il est cependant essentiel que l'abonne ait recu de maniere able la cle courante pour
qu'il puisse par la suite benecier des cles regeneratrices qui lui permettront de manquer
jusqu'a j messages de mise-a-jour des cles consecutifs avant de ne plus pouvoir dechirer le
trac.
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2.3 Les solutions d'optimisation de route pour MIPv6
Permettre une communication directe entre le nud mobile (MN) et le nud correspon-
dant (CN) sauve une bande passante considerable sur le reseau mere du MN qui n'aura plus
a servir d'intermediaire. Par contre, une telle approche enleve tout contro^le a l'operateur
pour s'assurer que le MN opere selon les politiques du reseau mere ou encore pour le facturer
selon l'usage. De plus, supposant qu'aucune restriction n'est imposee au MN par son opera-
teur, encore faut-il que la communication entre le MN et le CN puisse e^tre securisee. Ainsi,
puisque tous les nuds mobiles protent d'une liberte complete sur les messages envoyes et
les destinataires, plusieurs attaques peuvent e^tre portees sur dierents reseaux ou encore des
victimes ciblees. Le but minimal recherche des solutions proposees est donc d'assurer une
authentication entre le MN et le CN dans un contexte marque par l'absence d'information
pre-partagee entre deux entites a priori inconnues l'une de l'autre.
2.3.1 La solution standardisee d'optimisation de route du return routability
dans MIPv6
Le return routability (RR) est la solution de base proposee dans le protocole MIPv6
(Johnson et al. (2004)). Pour debuter, le MN envoie deux reque^tes au CN contenant chacune
un temoin distinct. La premiere reque^te nommee Home Token Init (HoTI) traverse le reseau
mere du MN et provient de l'adresse de reseau mere attribuee au MN (HoA). Quant au
Care-of Init(CoTI), la seconde reque^te provient de l'adresse que le reseau visite a attribuee
au MN (CoA) et se rend directement au CN. Suite a la reception des deux reque^tes, le CN
genere une cle d'authentication a partir d'une cle maintenue secrete par le CN, des deux
adresses du MN (HoA et CoA) et de deux nonces crees aleatoirement. Chaque moitie de cette
cle generee sera envoyee en clair au HoA et au CoA du MN faisant ainsi traverser le Home
Token (HoT) et le Care-of Token (CoT) a travers deux reseaux distincts. Le MN reconstruit
ainsi la cle avec une simple concatenation et envoie une mise-a-jour du lien (binding update
(BU)) authentiee avec cette cle au CN.
Ce mecanisme consiste principalement en la verication de l'accessibilite du MN a travers
ses deux adresses et ne securise aucunement l'optimisation de route dans MIPv6, rendant
ainsi le RR vulnerable a de multiples attaques :
1. Detournement de session (Session Hijacking)
Il sut qu'un attaquant intercepte le temoin mere dans le HoT pour qu'il puisse de-
tourner une communication existante entre un MN et un CN vers lui me^me. Il debute
par forger un CoTI avec sa propre adresse IP (au lieu du CoA du MN victime) et l'en-
voie ensuite au CN qui lui repondra avec un CoT. L'attaquant concatene alors le HoT
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intercepte et le CoT recu pour authentier le BU qui remplacera le CoA de sa victime
avec l'adresse de l'attaquant qui aura comme consequence de detourner le ot que le
CN avait avec la victime vers l'attaquant. Pour que cette attaque soit reussie, le CoTI
doit e^tre recu par le CN avant la mise-a-jour des nonces. Autrement, l'attaquant devra
soumettre egalement un HoTI et intercepter le HoT a nouveau.
2. L'homme du milieu (Man-in-the-middle)
Une version plus transparente de l'attaque du detournement de session est celle de
l'homme du milieu dans laquelle l'execution est similaire a l'exception que l'attaquant
retransmet les donnees recues du CN vers sa victime. Si le ot n'est pas chire, l'atta-
quant peut le visionner et l'absence de signature lui permettrait de le modier.
3. Les denis de service (Denial of Service (DoS))
Le RR est vulnerable a de multiples attaques de DoS visant le CN. Ayant intercepte
NHoT temoins HoT et NCoT temoins CoT du me^me CN, un attaquant pourrait exiger
au CN de rediriger NHoT  NCoT ots en tres peu de temps. Une autre attaque plus
simple serait d'envoyer plusieurs reque^tes HoTI et CoTIs au CN pour qu'il genere une
multitude de temoins en peu de temps. Malgre la facilite d'execution de ces attaques,
une bonne implementation du RR limitant le nombre d'operations a executer simulta-
nement viendrait corriger cette problematique. Les attaques de DoS dans le RR peuvent
egalement cibler les reseaux visites. Il sut qu'un attaquant s'y connecte, envoie les
reque^tes de RR et repond avec un BU authentie pour rediriger ses ots vers le reseau
connecte. En repetant de multiples fois cette operation pour ensuite se deconnecter du
reseau visite, il exploite le delai de verication de l'accessibilite des adresses du MN par
le CN (plusieurs minutes) pour inonder le reseau visite.
2.3.2 Les solutions d'optimisation de route basees sur les certicats
Les attaques du detournement de session et de l'homme du milieu sont possibles dans RR
dues a l'absence d'authentication. Une solution serait de ne permettre des operations de RO
que par des entites de conance. Pour ce faire, le Certicate-based Binding Update (CBU)
(Deng et al. (2002)) exige le deploiement d'une autorite centrale de certicats (CA) pour
chacun des operateurs an de lier le prexe du sous-reseau de l'adresse du reseau mere (HLSP)
avec un certicat dont la cle privee sera gardee secretement par le HA. Ainsi, l'etablissement
du RO est initie par le MN qui envoie une reque^te a son HA et ce dernier se charge de fournir
le certicat lie au HLSP en prouvant son authenticite a l'aide d'une signature. Une cle secrete
d'authentication de BU est alors partagee entre le HA et le CN suite a un echange Die-
Hellman authentie par le certicat. Le HA retransmet alors cette cle au MN a travers un
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tunnel securise preexistant et ce dernier envoie alors un BU authentie au CN pour naliser
l'execution.
Malgre l'apport de proprietes de securite interessantes vis-a-vis le RR, cette solution
repose sur une infrastructure d'authentication fragmentee a travers les domaines de tous les
operateurs. Une telle supposition est irrealiste et pose de serieux problemes d'extensibilite et
de exibilite. En eet, les dierentes administrations sont generalement reticentes a partager
leurs informations ou a faire conance a un CA appartenant a l'un de ses competiteurs. De
plus, CBU ne valide pas l'adresse CoA specie dans la reque^te d'optimisation de route envoye
par le MN vers son HA. Il serait ainsi possible a un MN legitime mais malicieux de rediriger
les ots vers une victime ou un reseau.
Pour contrer ces dicultes, le protocole Hierarchical Certicate Based Binding Update
(HCBU) (Ren et al. (2006)) propose une certication en cha^ne a trois niveaux ou la racine
(connue par tous) (niveau 1), les fournisseurs de services (niveau 2) et le domaine du MN
(niveau 3) signent le prexe des sous-reseaux HoA et CoA du MN. La verication d'une
adresse est faite a travers le certicat qui est valide en remontant la hierarchie jusqu'a trouver
l'autorite de conance. De plus, le MN doit egalement prouver e^tre le proprietaire legitime
du CoA en soumettant une signature du HA du reseau visite a son HA du reseau mere.
Plus securitaire que CBU, le HCBU (ou encore sa version optimisee D. Kavitha (2010))
suppose un deploiement global de l'infrastructure de certication a 3 niveaux qui requiert des
modications structurelles globales et une collaboration etroite entre plusieurs consortiums
qui regissent Internet. Etant donne la portee relativement limitee de son usage et l'eort
considerable a consacrer a un tel deploiement n'est pas justie. De plus, dans un souci de
minimiser les messages de signalisation, HCBU ne verie pas l'existence d'une route bidirec-
tionnelle entre le MN et le CN avant son etablissement, ce qui peut devenir problematique
notamment si les ots traversent un reseau aussi heterogene que l'Internet.
2.3.3 Algorithmes de generation cryptographique d'adresses
Dans le but d'orir une authentication decentralisee sans infrastructure, Aura (2003)
propose CGA, un algorithme innovateur permettant a un nud de generer son adresse en la
liant a une cle publique et ainsi en prouver sa possession en fournissant une signature avec
sa cle privee. L'idee est de remplir les 64 derniers bits d'une adresse IPv6 avec le resultat
(hash-1) venant du hachage de la concatenation du modicateur, de l'adresse du sous-reseau,
du compte de collision et la cle publique. Puisque 5 bits sont reserves, le nombre d'operations
de hachage sans collision assurant l'usurpation d'une adresse CGA a partir d'une paire de cle
publique/privee est de 259. An d'augmenter cette complexite, l'auteur propose l'extension de
hachage (hash-2) dans laquelle le modicateur est incremente jusqu'a l'obtention de 16SEC
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bits de 0 suite au hachage de la concatenation du modicateur, 9 octets de 0 et la cle publique,
ou SEC est un entier entre 0 et 7 representant le niveau de securite desire. La complexite
d'usurpation du CGA passe alors de 259 a 259+16SEC . Cependant, cet eet beneque vient
au detriment des operations de hachage necessaires pour generer un CGA qui passe de 1 a
216SEC .
Malgre l'extension de hachage proposee, CGA est vulnerable a l'attaque du compro-
mis temps-memoire dans laquelle dierentes valeurs valides du modicateur dans le hash-2
peuvent e^tre pre-calculees pour un SEC et une paire de cle publique/privee donnes. En eet,
les elements invariants dans le calcul de hash-2 permettent de calculer a l'avance des valeurs
du modicateur respectant 16SEC bits de 0, venant ainsi annuler la complexite ajoutee a
l'usurpation du CGA par l'extension de hachage. Ainsi, en supposant aucune collision dans
le calcul du hash-1 avec les composants du hash-2 listes dans la table, il faudrait 259 entrees
pour ramener la complexite d'usurper un CGA de 259+16SEC a 259.
L'attaque de rejeu (replay attack) est egalement possible puisque la signature prouvant
la possession du CGA n'inclut pas l'adresse source du message. Ainsi, un attaquant pourrait
emmagasiner les messages envoyes de sa victime et obtenir son modicateur et sa cle publique
(deux composantes divulguees publiquement) pour ensuite changer de sous-reseau, generer
un nouveau hash-1 a partir modicateur et la cle publique obtenus de sa victime pour reeter
la nouvelle adresse du sous-reseau et y retransmettre les messages emmagasiner.
CGA++ (Bos et al. (2009)) est une alternative a CGA concue dans le but de pallier
ses vulnerabilites. Pour contrer l'attaque de rejeu, les auteurs proposent d'incorporer dans
le hash-1 une empreinte digitale du modicateur, du compte de collision et de l'adresse
du sous-reseau empe^chant ainsi de retransmettre les messages dans un autre contexte que
celui precise par les composants de la signature. Cette strategie est ecace, mais requiert
une validation cryptographique asymetrique exigeant une monopolisation des ressources et
un temps de calcul non-negligeable. Pour contrer l'attaque du compromis temps-memoire,
CGA++ integre l'adresse du sous-reseau dans hash-2 et hash-1. Etant donne les 64 premiers
bits dedies au sous-reseau dans CGA, il faudrait 264 tables contenant chacune 259 entrees
(en supposant aucune collusion dans le calcul du hash-1 avec les entrees de la table) a un
attaquant pour annuler la complexite apportee par l'extension de hachage. Cependant, en
pratique, l'attaque du compromis temps-memoire pourrait simplement cibler les sous-reseaux
les plus populaires pour ainsi elargir au maximum le bassin des victimes potentielles en
limitant le nombre de tables a pre-calculees. De plus, cette pratique est problematique dans
un contexte de mobilite ou une unite mobile, limite en ressources, doit regenerer son adresse
cryptographique a chaque releve.
31
2.3.4 Les solutions d'optimisation de route basees sur CGA
Arkko et al. (2007) ont repris l'adresse du reseau mere generee de maniere cryptogra-
phique(CGHoA) qui a ete introduite dans CAM-DH (M. Roe (2002)) et CGA-OMIPv6
(W. Haddad (2005)) dans le but d'ajouter une authentication faible decentralisee au RR
sans exiger de suppositions irrealistes. Pour limiter les abus que des MNs legitimes mais ma-
licieux peuvent causer en usurpant l'adresse IP de sa victime comme son CoA dans l'envoi
d'un BU vers le CN, le RFC4866 propose egalement une autorisation basee sur le credit.
Cette solution est cependant limitee a plusieurs niveaux. D'abord, l'authentication faible
permet a un attaquant ayant acces aux messages initiaux entre le MN et le CN de se faire
passer pour l'un ou l'autre. L'attaque de l'homme du milieu devient alors possible en permet-
tant a un attaquant de generer son propre CGA et de communiquer avec le CN pour ensuite
retransmettre ces messages vers sa victime. De plus, les auteurs se contente de mitiger les
eets de redirection des ots suite a l'envoi d'un BU vers le CN avec une adresse usurpee
pluto^t que d'eliminer le probleme. En eet, le mecanisme d'autorisation base sur le credit se
e sur la conance etablie avec le CN pour rediriger les ots vers la nouvelle adresse speciee
par le MN. Plus cette conance est elevee, plus les messages seront transferes vers la nouvelle
adresse avant que celle-ci ne soit validee. Autrement, si cette conance est en deca d'un seuil,
le CN doit verier l'accessibilite du MN a cette nouvelle adresse avant de rediriger les ots.
Or tout systeme base sur le credit ou la reputation laisse une zone grise permettant l'abus des
dierences entre le seuil de classes. Cette approche est vulnerable a une attaque de deni de
service distribuee qui permettrait a un groupe de plusieurs MNs de se synchroniser pour agir
correctement pendant un certain temps et ainsi accumuler des credits, pour ensuite rediriger
les ots simultanement vers une me^me victime. Pour terminer, puisque la solution proposee
dans le RFC4866 est base sur le RR, l'echange d'un nombre tres grand de messages dans le
reseau d'acces radio va certainement desenchanter les operateurs qui peuvent voir leur cou^t
augmenter signicativement en adaptant le protocole.
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Abstract
Most intrusion detection systems (IDS) for mobile ad hoc networks (MANETs) are based on
reputation system which classies nodes according to their degree of trust. However, existing
IDS all share the same major weakness: the failure to detect and react on colluding attacks.
The proposed IDS eectively integrates the colluding risk factor into the computation of
the path reliability which considers the number and the reputation of nodes that can com-
pare both the source message and the retransmitted one. Also, the extended architecture
eectively detects malicious and colluding nodes in order to isolate them and protect the
network. The simulations launched in various MANETs containing various proportions of
malicious and colluding nodes show that the proposed solution oers a considerable through-
put gain compared to current solutions. By eectively selecting the most reliable route and
by promptly detecting colluding attacks, the number of lost messages is decreased, and there-
fore, oering more ecient transmissions.
Keywords: Intrusion detection system (IDS), mobile ad hoc networks, reputation system,
colluding attack, network security
3.1 Introduction
Cooperation enforcement models for mobile ad hoc networks (MANETs) are based either
on trust management mechanisms Marti et al. (2000); Michiardi et Molva (2002); Buchegger
et Boudec (2002); Liu et al. (2004); Rebahi et al. (2005) or virtual money Zhong et al.
(2003); Xue et al. (2003). The latter give nodes an incentive to well behave by receiving
an amount of virtual money with which they pay other nodes to forward its messages or
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access distant services. On the other hand, the incentives based on trust entice a node to
well behave to keep good relations with its neighbors and thus preventing them to drop
messages and become isolated from the network. The degree of trust between nodes is
measured through a reputation system by which a node sees its reputation increase after it
well-behaved or decrease otherwise. Therefore, the threat of a punishment, resulting in a
drop of its reputation, pushes nodes to well behave.
Because every node in MANETs functions not only acts as host but also as a router, the
critical operation of forwarding packets may easily be interrupted or corrupted for various
reasons, either voluntarily or not. Misbehaving nodes are generally categorized into 3 groups:
selsh, malicious and colluding. Selsh nodes main concern is to save as much resource as
possible by minimizing the amount of data message forwarding while maintaining a minimum
cooperation (above the threshold) to remain in the network. The objective of malicious
nodes is to disrupt the network by disseminating false information, overloading neighbors
or modifying forwarded messages. Finally, a colluding attack Marshall et al. (2003) occurs
when two or more selsh or malicious nodes collaborate to make an attack without being
detected. By observing actions of surrounding nodes, reputation-based solutions can be quite
eective against internal active attacks or selsh behaviors. However, to our knowledge very
few IDSs consider colluding attacks Ghosh et al. (2005, 2004). Works who do either focus on
wormholes attacks Mahajan et al. (2008); Su et Boppana (2007) or only work for optimized
link state routing protocol (OLSR) Suresh P. et al. (2010); Sterne et al. (2007).
This paper proposes a mechanism to detect generic colluding attacks while also thwarting
them by extending the pathrater component of reputation based IDS. The research goal is to
design an intrusion detection system against colluding attacks in MANETs. In Section 3.2, a
discussion about the strengths and limitations of current IDSs for MANETs is presented. The
proposed solution exposed in Section 3.3 starts by presenting the assumptions and follows
with the methods and the algorithms proposed. In Section 4, the experimental results are
presented. Finally, Section 5 summarizes the contributions and concludes the paper.
3.2 Existent IDSs for MANETs
IDSs are composed of 3 distinct modules: detection, lter and reputation. The detection
module monitors the behaviors of the surrounding neighbors and sends the information to the
lter module which reveals events worth noticing. Finally, the reputation module establishes
a score system which rewards or punishes the nodes according to the received events. The
authors of Marti et al. (2000) are the pioneers of the MANETs IDSs with the introduction
of the Watchdog and Pathrater scheme. These two techniques signicantly improve the
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throughput in MANETs in the presence of compromised or malfunctioning nodes.
3.2.1 The watchdog component
The Watchdog component is responsible of monitoring the received messages in promis-
cuous mode with the purpose of making sure that it has forwarded the message without
alteration. Assuming the links are bidirectional (i.e. omnidirectional wireless antennas),
when intermediary nodes forward the message to its neighbor, it can also verify that the next
hop correctly retransmit the message through the use of the passive acknowledgement. If
the message remains unaltered within a specied timeout, the next hop well behaved, else
it is misbehaving. According to his behaviors, his reputation will be adjusted. A node can
classify a neighbor into one of these 3 classes:
{ normal: regroups well-behaving nodes;
{ suspect: transitory state for closely monitored nodes;
{ malicious: temporary banned and isolated nodes.
Because a node changes state when his reputation reaches a predened threshold, an
attacker can easily exploit the gaps between the thresholds to periodically drop messages. If
exploited by several nodes, this simple attack can considerably aect the network throughput.
To provide more accurate reputation scores many IDSs propagate indirect observations across
the network.
CORE Michiardi et Molva (2002), for example, dierentiates incoming reputation alerts
by grouping them in 3 distinct classes: direct observations, indirect observations (alerts re-
ceived from distant neighbors) and functional reputation alerts (behavior to accomplish a
specic task). The idea is to increase the accuracy by collecting a larger number of alerts,
each having a dierent weight on a node's reputation depending on its type. CONFIDANT
Buchegger et Boudec (2002), which operates similarly to CORE, also accepts indirect ob-
servations but their weight is proportional to the reputation of the issuer. Also, in order to
reduce the number of alerts crossing the mobile ad hoc network, CONFIDANT only con-
siders negative alerts issued on misbehaviors detections. Note however, the propagation of
reputation alerts make these IDSs vulnerable to blackmail attacks.
3.2.2 The pathrater component
In order to mitigate the eects of misbehaving nodes, the Pathrater selects the most
reliable route available instead of simply choosing the shortest route. The reliability of a
path is obtained by calculating the average reputation of the intermediary nodes.
The presented approaches suer from collusion attacks where two or more adjacent at-
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tackers that are being part of a route collaborate to drop or falsify messages (assuming no
encryption is employed). Figure 3.1 illustrates the case where nodes B and C collude to
modify message M1 without alerting the source. Consequently, the destination D receives a
falsied message while source A remains unaware of an intermediary node's misbehavior.
Figure 3.1 Colluding attack
3.3 The proposed collusion-resistant IDS for MANETs
As depicted in Figure 3.2, the proposed IDS classies nodes into seven classes: FRESH,
PRIVILEGEDMEMBER, REGULARMEMBER, LITEMEMBER, INSTABLE, SUSPECT
and BANNED. According to their rank, each node is treated dierently. Splitting the MEM-
BER class into 3 distinguishes well-working nodes from very reliable ones in which more
important responsibilities can be assigned.
When a node discovers new neighbors through route discoveries or source routing analysis
in which no reputation have been previously assigned, they are moved to the FRESH class.
Starting with a rating of 0, a fresh node is closely monitored by its neighbors for a period
of TNEW and is not permitted to send its own messages. After the preliminary observations,
the node migrates to LITE MEMBER if its rating respects the minimal threshold for that
class. In other cases, it heads to the SUSPECT class and his rating resets to 0.
Nodes that are part of LITE MEMBER can fully participate in the network by acting
as a host, an intermediary node and also a source. The rating of a Lite Member node must
be between REPLITE and REPREG while the number of ascendant transitions between the
UNSTABLE and LITE MEMBER classes below TRLITE. The most reliable nodes are part of
the REGULAR and PRIVILEGED MEMBER classes. They inherit the functionalities of the
LITE MEMBER class and ensures the most delicate tasks such as packet rerouting and the
participation in local consensuses (see 3.3.2). By creating 2 classes for reliable nodes, it oers
more exibility with the attribution of important responsibilities while reducing intra-class
tolerance abuse. To be part of these classes, nodes must respect the minimum reputation
threshold and their number of transitions with lower-rating class must not exceed TRREG
or TRPRIV.
When a node's rating goes below REPLITE, it heads to the Unstable transient state
where the nodes are temporary placed for reexamination. When entering the UNSTABLE
class, their rating is reset to 0 and can only act as hosts and intermediary nodes. After
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Figure 3.2 State machine diagram depicting the operation of the proposed solution
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TUNSTABLE, their condition is reevaluated. If they are unable to upgrade to the LITE
MEMBER class (either because their rating is too low or the number of maximum transitions
has been exceeded), then they will be temporarily isolated in the SUSPECT class.
Suspect nodes are temporary isolated from the network by not being able to send, re-
transmit or receive any messages for a period of TSUSPECT. During that time, they will be
closely monitored by their neighbors for a period of TINSPECT where any misbehavior will
drag the defective node to the permanent dismal list. If no misbehaviors have been noticed,
the node will be allowed to reintegrate the network through the UNSTABLE status.
Finally, banned nodes are part of a subjective dismal list maintained by each node indi-
vidually which forbids them to reenter the network at a later time.
3.3.1 Pathrater and colluding risk factor
All source routing protocol headers provide rich information on the networks topology.
The proposed system collects this information and creates a connectivity table which keeps
track of the existent links between nodes. Note that if the assumption that all connections are
bidirectional stands, the matrix will be symmetric and only half has to be saved in memory.
The following model uses the connectivity table in order to wisely choose the most reliable
routes by reducing the risk of colluding attacks.
The objective
max
X
j2Jp
TLi(j); i 2 Ip; p 2 P (3.1)
As with other reputation based algorithms, the main objective is to select the path with the
highest reputation. However, the computation of the route trust level considers the colluding
attack risk factor.
The idea behind the evaluation of the colluding attack risk factor is to determine the
number and reputation of available nodes which can detect colluding attacks. Such node
must be able to receive messages from an intermediary node j 2 Jp and the next intermediary
node j+1 2 Jp in the path p 2 P . These nodes will be called surveillance nodes. The partial
trust level of intermediary node j calculated by the source node i who is seeking the safest
route to reach the destination is given by :
TL0i(j) = nj
X
k2Kj
X
z2(Kk\Kk+1)
wTLz(k)TLz(k)
jKk \Kk+1j (3.2)
The rst and most important criterion is the respect of the minimal number of surveillance
nodes NminKi between the current and the following intermediary node. Once that number
is reached, the average of the gathered trust levels about the surveillance nodes is evaluated.
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Table 3.1 Primary factors
Sets
N Set of all nodes
P Set of all nodes forming a path from the source to the destination, P  N
Ip Set of source nodes for path p 2 P; jIpj = 1
Jp Set of intermediary nodes for path p 2 P; jJpj = jP j   2
Ki Set of neighbors to i 2 N (where jKij is the cardinality of Ki representing
the number of neighbors of i)
Constants
TLiMIN minimal allowed trust level for i 2 N
NminKi minimal number of jKij ; i 2 N
TLiMINALERTminimal trust level to consider an alert
MEi(j) maximum tolerance margin between the trust level received from node i 2 Kj
for node j 2 N and the current trust level
Variables
TLi(j) trust level of node j 2 N from node i 2 N point of view
wTLi(j) 0-1 variable such that wTLi(j) = 1 if and only if TLi(j)  TLiMIN; i; j 2 N
nj 0-1 variable such that nj = 1 if and only if nodes jKj \Kj+1j  NminKi ; j 2
Jp
wij 0-1 variable such that wij = 1 if and only if TLi(j)  TLiMINALERT andTLj(x) TLi(x)TLi(x)  MEi(j); i; j; x 2 N
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In order to demote surveillance nodes with reputation reports below TLiMIN, trust levels
below that threshold are brought down to 0. Note that this strategy requires second hand
information to be exchanged among nodes, making this protocol vulnerable to blackmail
attacks. A simpler approach would be for the source nodes i to rely only on their own obser-
vations to evaluate the surveillance nodes k and thus eliminate trust level alerts propagation
across the network. Equation 3.4, similar to the previous, shows the algorithm add-on to the
pathrater which takes the risk of colluding attacks into consideration.
TL0i(j) = nj
X
k2(Kj\Kj+1)
wTLi(k)TLi(k)
jKj \Kj+1j (3.3)
Based on Liu et al. (2004); Rebahi et al. (2005) in an environment which permits trust level
alerts propagation, the complete trust level can be evaluated with:
TLi(j) =
1
jKjj
X
k2Kj

WTLi(k)  TLk(j) CRi(k) (HMAXi  Hi(k))
CMAXi HMAXi +
nj
X
z2(Kk\Kk+1)
wTLz(k)TLz(k)
jKk \Kk+1j
1A (3.4)
By denying trust level alerts forwarding, many simplications can be applied. First,
the factors involving the number of intermediary nodes who forwarded the alerts may be
eliminated. Also, because a local consensus (see 3.3.2) is processed every time a neighbor
node changes state, it is not necessary to consider the aging on the alerts. Such concept
may still be employed in case some nodes misses the direct alerts from their neighbors, but
the probability is generally very slim unless they are overcharged or the network is locally
congested. However, such concept makes it dicult for a node to have an accurate precision on
foreign nodes. The introduction of the factor 1/Hi(j) palliates this uncertainty by minimizing
the inuence of those reputations on the path selection. Of course, this factor must be chosen
wisely to avoid selecting the path only on the reputation of the closest next intermediary node.
The pathrater equation 3.6 is therefore simplied in two terms which can be calibrated by
introducing the  and  coecients. Note that  +  = 1 and ;  > 0. These coecients
vary in function of the network's security objectives and on available information on the
network and remain constant.
TLi(j) = 
TLi(j)
Hi(j)
+ nj
X
k2(Kj\Kj+1)
wTLi(k)TLi(k)
jKj \Kj+1j (3.5)
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3.3.2 Local Consensus
Reputation based IDSs rely on the quality and the quantity of gathered information to
select the most reliable path available. Many IDSs such as CONFIDANT therefore permit
foreign nodes to spread their direct observations across the network. Such technique de-
nitely increases the quantity of available information, but does not validate the quality and
makes it more vulnerable to blackmail attacks. In order to reduce congestion and increase
trac eciency, while still maintaining adequate reputation accuracy, nodes initiate the lo-
cal consensus upon a node migration to another state. By rst updating the reputation of
the concerned node, all neighbors exchange the reputation of the evaluated node to reach a
consensus.
By limiting the propagation of the trust level alerts to their direct neighbors, blackmail
attacks will be hard to conduct while still keeping great accuracy locally on nodes reputation.
In fact, all gathered reputation alerts are rst validated to make sure that the reputation
on the concerned node is not too far from the one evaluated with direct observations. Once
accepted, it is also pondered with the reputation of source node. However, the lack of
information on foreign nodes deeply lowers the accuracy in the path reliability evaluation for
the source nodes. Consequently, reliable nodes mandated to select the most reliable routes
many will execute many path redirections. The formal model follows.
As a simple prevention against blackmail attacks, only alerts issued from nodes above
a specied trust level will be accepted. The variable wij discards trust level alerts from
unreliable sources with a trust level below TLiMIN. Note that strategy may not be the most
accurate. In fact, honest overloaded nodes will usually see their trust level decrease for not
forwarding messages and consequently be rejected from local consensuses. On another hand,
overloaded nodes will most likely miss a lot of observations on their neighbors and their
assigned trust levels will most likely be outdated, therefore acting similarly to blackmail
attacks.
As a second attempt to avoid blackmail attacks, gathered trust level alerts must not dier
too much from the current node reputation. This criterion is expressed by the second term.
Although this article declares the tolerance margin as a constant decided preliminarily by
the network administrator, it would be more adequate to be dynamic according to network
factors such as the local trac.
When a node detects a state transition among one of his neighbors, it locally broadcasts
a trust level alert specifying the concerned node and his new state. In order to lower the
risk of blackmail attacks, only rst order observations are exchanged. When a node receives
and accepts a trust level alert, it updates the reputation of the concerned node according to
equation 3.6. If this pushes the node to migrate to a dierent state, it informs his neighbors.
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Upon all gathered alerts, the trust level updates are weighted by the reputation of the
sources which participated in the local consensus. Because the current node i has a perfect
score according to his behaviors, it will have more inuence in the update.
TLi(x) =
X
j2Ki
wij  TLi(j) TLj(x)P
j2J wij  TLi(j)
; x 2 Ki (3.6)
3.4 Simulation results and analysis
3.4.1 Simulation design
The experiments have been conducted using Qualnet 4.0 to evaluate the proposed solution
by comparing its application layer's throughput with the one of the dynamic source routing
(DSR) protocol and the watchdog and pathrater (WDPR) IDS. The chosen primary factors
with their respective levels are illustrated in Table 3.2 and the simulation details are showed
in Table 3.3.
Table 3.2 Primary factors
Factors Levels
Name Symbol Name Description
Number of nodes N High 60 nodes
Average 35 nodes
Low 15 nodes
Percent of A High 35%
malicious nodes Average 20%
None 0%
Percent of C High 70%
colluding attackers Average 35%
None 0%
Mobility M High Low : 2mps
High : 20mps
Average Low : 0mps
High : 10mps
None immobile
3.4.2 Results and Analysis
Figure 3.3 plots the average throughput in an environment with 20% of selsh nodes
and 35% of colluding attackers. Results show that the network, exposed to the dened
environment, should be composed of at least 25 nodes to get a decent throughput. Because
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Table 3.3 Simulation details
Static factor Description
Simulation Time 3 minutes
Terrain 2km  2km
Number of executions per scenario 30 dierent seeds
Application
protocol CBR
Number transfers 2
throughput 4096 bps
Node position Random
Node direction Random waypoint
the territory surface is a lot bigger than the wireless broadcasting range, enough nodes should
be available in order to nd a route to the destination. On the other hand, a high density leads
to interferences causing a high collision rate, thus explaining the slight throughput fall when
the network totals 60 nodes. Most interestingly, the proposed solution outperforms DSR and
WDPR especially in a medium size network. In fact, WDPR and DSR are vulnerable to
colluding attacks and thus greatly aected when the number of safe colluding-free routes is
limited.
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Figure 3.3 Overall throughput as a function of the number of available nodes in the network
(20% malicious and 35% colluding)
Figure 3.4 compares the throughput under various percentages of selsh nodes who drop
messages at a specied rate. The network has been congured with 60 xed nodes and no
colluding attackers. Results show that the throughput tends to stabilize with the increasing
number of selsh nodes for the proposed IDS while decreasing linearly for DSR and WDPR.
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This can be explained by the rerouting feature which permits highly reliable surveillance
nodes to select an alternative path to reach the destination without having the source to wait
for his timeout to expire or for an alert to reach him. However, if most surveillance nodes
are selsh, they will not reroute the messages and thus the throughput will rapidly decrease.
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Figure 3.4 Overall throughput as a function of the percentage of selsh nodes in the network
(60 xed nodes and no colluding attackers)
As expected, Figure 3.5 shows that the new proposed security mechanisms developed to
counter colluding attacks perform almost independently of the ratio of colluding attackers
(but below a given threshold). It also shows how WDPR is vulnerable, reaching the same
throughput as the DSR protocol with no security mechanisms in place. One could argue that
70% of colluding attacks is not a realistic scenario. It is important to note that a colluding
attack occurs when a colluding attacker precedes a selsh node. Therefore, a presence of 70%
of colluding attackers in a 20% selsh acting nodes means that there is a 14% (20%  70%)
risk of a colluding attack to happen. Also, in order to aect the throughput, the colluding
attack must occur in a selected path to reach the destination. If the percentage of colluding
attackers is too high, the lack of legit surveillance nodes will corrupt our security mechanisms
by always selecting the worse path. On the other hand, if the ratio is too low, there will
simply not be any colluding attacks in our simulations.
Ad hoc networks are distinguished from other mobile networks by his dynamic topology.
As depicted in Figure 3.6, the delay of convergence for the routing protocol to adapt from
sudden route failures and topology changes will inevitably have negative impacts on the
network's throughput.
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Figure 3.5 Overall throughput as a function of the percentage of colluding attackers in the
network (60 xed nodes and 20% selsh attackers)
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Figure 3.6 Overall throughput as a function of the nodes mobility (60 mobile nodes and no
attackers)
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Many factors contribute to the important throughput fall. First, the topology, maintained
locally in each node, updates via the reception of route error alerts. However, in such an
environment, these error messages may not reach the source and therefore it remains unaware
of any changes. Because the functionalities of DSR, from which many IDSs are based on, are
dependant on accurate topology information, mobility deeply aects our IDS. Second, the
continuous arrival of new nodes and the departure of neighbors also inuence the throughput
in two ways. Because IDS' performance is directly related to the acquired knowledge on
active nodes in the network, nodes that briey cross a neighborhood will not get properly
classied by his peers. Because new nodes are classied as FRESH, the network will not be
able to take advantage of the legitimate nodes in the participation of local consensus or on
the detection of colluding attacks. Figure 3.7 illustrates how ecient are the new security
mechanisms to counter colluding attacks in a very hostile environment with a high colluding
attack risk (24.5%). First, the local consensus enables a fast detection of misbehaving nodes.
Also, the pathrater selects the safest route based not only on nodes' reputation, but also on
the current network's topology to exploit surveillance nodes to react on colluding attacks by
retransmitting the lost message via an alternative route.
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Figure 3.7 Protocols comparison in a hostile environment (60 xed nodes, 35% selsh and
70% colluding)
3.5 Conclusion
In this paper, we have presented a new pathrater algorithm evaluating the reliability of
routes not only by the reputation of the intermediary nodes, but also by the number and
46
reputation of available surveillance nodes. Their scope is to monitor transmissions between
two adjacent intermediary nodes and detect colluding nodes. If they are part of highly
reliable classes, they can also reroute the original message through another path. Also, the
local consensus technique enables an eective reputation evaluation by exchanging alerts with
direct neighbors which greatly reduces communication overhead as compared to the schemes
that maintain global reputation.
Simulations results show that colluding attacks do not aect the proposed IDS as much
as the original watchdog and pathrater. In fact, the overall network throughput remained
constant with the arrival of colluding attackers while decreasing drastically with WDPR and
DSR.
On the other hand, the practice of choosing the paths with a higher node density will
also increase the risk of transmission collisions due to an environment more conducive to
internode interferences. It is safe to conclude that the proposed IDS performs better than
others in a realistic mobile ad hoc scenario with lightweight trac.
An interesting future work would be on implementing a dynamic calibration based on
statistical analysis to automatically determine optimal threshold values. The adaptative
solution will therefore optimize the parameters for the pathrater such as the rating increment
and decrement amounts, the timeout delays and isolation times, and the aected weight on
the colluding factor. Many QoS attributes of the networks will be gathered and shared among
peers to dynamically set these thresholds to their optimal values and consequently increase
throughput regardless of the changing conditions aecting the network.
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Abstract
Thwarting selshness in MANETs requires the integration of reputation-based or nuglets-
based (virtual money) incentive mechanisms in the routing protocols to stimulate cooper-
ation between nodes. This paper presents a game-theoretic framework based on Bertrand
competition with rms having asymmetric costs and access imperfect information to incite
relaying nodes in forwarding messages according to QoS requirements. For a source to send
or access QoS-sensitive ows, such as real-time applications, it starts by sending a contract
specifying the QoS requirements, its duration and a reservation price. Upon receiving a con-
tract submission, intermediary nodes forming a route between the source and the destination
share their current and past collected information on themselves and on surrounding nodes
to estimate the probability of breaching the contract and the number of active competitors,
and then set a price according to both parameters. the source then selects the cheapest
route. The mixed-strategy equilibrium indicates positive industry prots which decline not
only with the number of rms having an estimated cost below the reservation price but also
with the perception of a greater accuracy on a player's cost that competitors have. Results
show that cost uncertainty increases rms' gross margin rate and the prices uctuation while
making the contract honoring much riskier.
Keywords: Bertrand competition, asymmetric costs, uncertainty, imperfect information,
mixed strategy, game theory, mobile ad hoc networks, quality of service
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4.1 Introduction
Two distinct security objectives in ad hoc networks which must be satised in order to
assure the network's well behaviour: thwart malice and mitigate selshness. The former
involves using security primitives to ensure integrity, condentialityCapkun et al. (2003);
Ng et Seah (2003); Miyao et al. (2008) and authenticationHu et al. (2005) for features such
as naming or addressing of nodes and neighbour discovery protocols. On the other hand,
resources scarcity in MANETs leads to selshness. Such a behaviour disrupts the network
functionalities with unfair bandwidth sharing and unwilling packet forwarding. Although
these issues cannot be eliminated, they can be mitigated with the use of incentives to stimulate
intermediary nodes to forward packets on behalf of other nodes Afergan (2006); Zhou et al.
(2004); Lu et Pooch (2004); Anderegg et Eidenbenz (2003); MacKenzie et DaSilva (2006);
Michiardi et Molva (2003); DaSilva et Srivastava (2004); Xiao et al. (2005); Yoo et Agrawal
(2006); Srivastava et al. (2005).
These incentives can take the form of either reputation systems Buchegger et Boudec
(2002); Jaramillo et Srikant (2007); Michiardi et Molva (2002) or virtual monetary transfers
Qiu et Marbach (2003); Eidenbenz et al. (2008); Xue et al. (2003); Zhong et al. (2003).
Reputation-based solutions collect statistics from surrounding nodes with direct and possibly
second-hand (indirect) observations from which they set a reputation (score or rating) for
every nodes they discover. The source then picks the route with the highest reputation
average. On the other hand, the virtual money incentive works by remunerating (rewarding)
the intermediary nodes for their forwarding service with the sender's money which in turn
can be used to send their own packets or access a service.
Routing protocols based on pricing schemes have been extensively studied for classic
networks in the past Dasilva et al. (2000); Lazar et al. (1997). More recently, authors in
Qiu et Marbach (2003) propose a non-cooperative iterative game where each node selects
the optimal bandwidth they can allocate to a source for which it sets a price according
to its external demand and remaining bandwidth and energy. However, such game design
poses issues for real-time applications that require stringent QoS requirements that only
sources are aware of. Also, the lack of communication pushes intermediary nodes to over-
allocate bandwidth since the route's maximum bandwidth is limited to the lowest allocation
among intermediary nodes. Bandwidth over-allocation not only increases the price for the
relay service, but also causes a higher discarded service requests rate because of the lack of
unallocated resources. Finally, the authors fail to address the interference issues or consider
other important MANETs characteristics such as mobility and radio reliability. On that
note, authors in Lu et Pooch (2004) extended the Nash Bargaining Solutions to support
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multiple players and found that the equilibrium is reached when compensating equally the
intermediate nodes and their neighbours. A more classical cost-ecient routing protocol
design is detailed in COMMITEidenbenz et al. (2008). Similar to Ad Hoc-VCG Anderegg et
Eidenbenz (2003), it covers the route discovery and the packet forwarding phases in which
the players optimal strategies is to say their true private values (truthfulness property).
This paper presents a game-theoretic framework based on Bertrand competition with un-
certain asymmetric costs aiming at supporting QoS for real-time applications in MANETs.
Section 4.2 details Bertrand competition models under various costs and uncertainty as-
sumptions. The QoS framework under Bertrand competition with asymmetric costs and
uncertainty follows in section 4.3. The empirical results and the conclusion completes the
paper in sections 4.4 and 4.5.
4.2 Background and related work
Bertrand competition models have been studied with various cost assumptions. When two
symmetric rms compete by simultaneously setting prices and the market demand possesses
a nite choke-o price, the famous \Bertrand paradox" reaches the unique Nash equilibrium
when the price equals the marginal cost for zero prot earnings. If no nite choke-o price
exists and monopoly revenues are unbounded, authors in Kaplan et Wettstein (2000) show
that on top of the pure strategy zero prot Nash equilibrium, there exists a continuum of
atomless mixed strategy equilibria in which rms earn positive prots. Others in Dastidar
(1995); Hoernig (2002) have showed the existence of pure and mixed strategies for decreas-
ing returns to scale cost functions (strictly convex costs) while Baye et Kovenock (2008)
proved that no equilibrium exists for concave costs unless the \winner-takes-all" sharing rule
is adopted Vives (1999).
When rms have asymmetric costs and constant marginal costs, Blume (2003) showed
that the equilibrium in a duopoly is reached when the low-cost rm sets a price equal to the
higher marginal cost while the high-cost rm uniformly randomizes its price on a interval
above. Author in Marquez (1997) extended the game for multiple players with asymmetric
xed costs and concluded that only the two most low-cost rms enter the market.
One last extension to the Bertrand model is the cost uncertainty, that is when rms are
aware of their own cost but are unsure of the cost type of their rivals. Authors in Spulber
(1995); Vives (1999) showed that a Bayesian Nash equilibrium always exists when rms
have constant marginal costs drawn from a continuous probability distribution with compact
support. Moreover, if the cost function is parameterized with the uncertainty parameter
drawn from a continuous probability distribution, rms make positive prots by pricing above
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marginal cost. A mixed strategy for discrete cost uncertainty also exists as demonstrated by
the author in Routledge (2010).
Competition uncertainty Janssen et Rasmusen (2002) in which a rm may be inactive
with a known probability has also been integrated into the Bertrand pricing model. Given a
constant activity probability for each rm, the model has a mixed-strategy equilibrium where
industry prots are positive and decline with the number of rms. This result is intuitive
as less competition typically leads to higher prices until reaching monopoly. First note that
the model assumes that the probability of a rm entering the market is kept constant and
independent of the price. This assumption is unrealistic as a rm becomes active when the
price is above its marginal cost. Second, the model only considers symmetric rms who share
the same marginal cost.
Authors in Lizhi Wang et Valenzuela (2007) consider the Bertrand, Cournot and Supply
Function Equilibrium oligopoly models for the electricity bidding market with demand un-
certainty . Although their results cannot be transposed for MANETs, they are the pioneers
in integrating the unit reliability in a Bertrand competition pricing model. The mobility and
node reliability for MANETs have been modelled by Cook (January 2009). Note however,
that the unit reliability modelling has been oversimplistically reduced to a Weibull distribu-
tion, neglecting the individual impact of interferences and radio reliability.
4.3 The QoS framework under Bertrand competition with asymmetric costs
and uncertainty
4.3.1 Game description
Assumptions
The proposed framework relies on the following assumptions:
{ the existence of a tamper-proof hardware or smartcard on each node to securely manage
virtual money and to only transfer money from the sources to the intermediary nodes
if the contract is not breached for its entire duration;
{ each node behaves rationally to maximize its utility function;
{ nodes do not lie when disclosing private information about themselves or past collected
information;
{ no collusion exists between sources and destinations to lie about the number of com-
petitors and the identity of the intermediary nodes.
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Modeling routing as a two-step game
The game is modelled as a Bertrand oligopoly where the sources are the consumers looking
for a route at the cheapest possible price. On the other hand, the intermediary nodes forming
disjoint routes between the source and the destination are the rms who want to maximize
their prots. The proposed routing protocol design extends the dynamic source routing
protocol D. Johnson (2007) to allow a two-step game.
First, a source publishes a contract dening its QoS requirements and duration along with
the reservation price (RP) in a route request (RREQ) to reach a destination. Upon receiving
the RREQ, the intermediary nodes rst verify if they can meet the QoS requirements and
if so, they append their identity along with their own and others private information to
share and then broadcast the modied RREQ until reaching the destination. After waiting
a timeout to receive all RREQs on a given contract, it creates a route reply (RREP) for
each RREQ and appends not only all the information that resided in the RREQ but also
the number of disjoint routes with the identity of the intermediary nodes composing them.
Upon sending the RREP back to the source, a consensus on the price to set occurs among
the intermediary nodes according to the available information in the RREP.
Second, the source selects the cheapest route among the received responses and pay
the winning intermediary nodes by splitting the bid price equally among them (excluding
the destination). Note that if non-disjoint routes exist for the same contract, the common
intermediary nodes only select the route with the cheapest cost. Otherwise, nodes will create
competition and thus lowering their gross margin (GMR) and utility, going against a rational
behaviour. If two or more non-disjoint routes have the same lowest cost, one is chosen
randomly. Therefore, each RREP received by the source is linked to a disjoint route (rm).
The proposed framework limits the QoS requirements to bandwidth allocation only. It
is however meant to be extended to include many other QoS metrics. The information
exchanged between nodes is thus limited to:
{ radio reliability shape and scale of the Weibull distribution;
{ residual energy and remaining nuglets (money) about themselves and about past and
current neighbours;
{ average interference and its related number of observations and variance;
{ mobility volatility information and current and past neighbours.
Formal game characteristics
More formally, the type of the game has the following characteristics:
{ Bertrand oligopoly : the competition is purely based on pricing where the sources
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(consumers) pay a coalition of intermediary nodes (oligopolists) forming a path to the
destination for relaying the data according to QoS requirements dened by the sources;
{ coalition-cooperative : the coalition of nodes within a player share private information
among them through RREQs to set a price for the contract (there is no cooperation
between players);
{ asymmetric : players have dierent payos and costs due to variable private information
among nodes.
{ simultaneous : players set a price simultaneously for a given contract relying only on
past private information of a subset of nodes;
{ imperfect information : players rely on past collected data on various nodes and there-
fore their beliefs on the accuracy of the private information leads to a Bayesian mixed
strategy Nash equilibrium.
4.3.2 Notations
The sets are:
N: set of all the nodes in the ad hoc network;
I: set of all subsets of nodes 2 N forming disjoint routes (rms) between the source and
destination, exclusive 2 N;
K: set of all knowledge variables;
C: set of all contracts;
Q: set of all QoS requirements.
The variables are:
cqt contract dened by a duration t 2 t and q 2 Q;
pi price set by player i 2 I;
kin knowledge (information) acquired on node n 2 N by player i 2 I;
kij knowledge acquired on player j by i (i,j2 I);
Bn Amount of nuglets in bank for node n 2 N ;
En Residual energy for node n 2 N .
The functions are:
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Cn(c
q
t)  Cn The expected cost infringed to node n 2 N for respecting contract
cqt 2 C for its entire duration T ;
Ci(c
q
t)  Ci The expected cost infringed to player i 2 I computed as jij 
max(Cn)8n 2 i;
P [BC(cqt)n] CDF representing the probability for node  P [BCn] n 2 N to fail
in respecting the contract cqt 2 C for its entire duration T (0 
P [BC(cqt)n]  1);
P [BC(cqt)i] Cumulative distribution function on the  P [BCi] breach of contract
cqt 2 C probability for player i 2 I;
En(c
q
t) Expected required energy for node n 2 N to honor contract cqt for its
entire duration t;
in(p; c
q
t; k
i
n) Cumulative distribution function (CDF) in(p)over p on the probabil-
ity for node n 2 N to participate in contract cqt 2 C according to player
i based and its knowledge kin 2 K; i 2 I (equivalent to Pr [Cn  p])
(0  in(p)  1);
ij(p; c
q
t; k
i
j) Cumulative distribution function (CDF)  ij(p) over p on the prob-
ability for player j 2 I to participate in contract cqt 2 C according
to player i based and its knowledge kij 2 K; i 2 I (equivalent to
Pr [Cj  p]) (0  ij(p)  1);
Fi(p; i(p)) Mixing CDF on the probability for player  Fi(p) i 2 I to oer a better
or equal price than p (equivalent to Pr [pi  p]) (0  Fi(p)  1);
i(p; c
q
t; k
i
j) Expected prot for player i 2 I by setting a price p for the contract
cqt 2 C and knowledge kij 2 Ki;8j 2 I n fig;
Un(p;Bn; En; c
q
t) Expected utility for node n 2 N given its private information, price p
and contract cqt 2 C.
4.3.3 Node preferences
Property 1: The utility function monotonously increases with the selected price
@Un (p;Bn; En; c
q
t)
@p
> 0 (4.1)
Property 2: The utility function monotonously increases with the accumulated nuglets and
the remaining energy
@Un (p;Bn; En; c
q
t)
@Bn
> 0 (4.2)
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and
@Un (p;Bn; En; c
q
t)
@En
> 0 (4.3)
Property 3: The user's marginal utility decreases with the remaining nuglets
lim
Bn!1
@Un (p;Bn; En; c
q
t)
@Bn
= 0 (4.4)
Property 4: The utility function monotonously decreases with the required energy to satisfy
the request
@Un (p;Bn; En; c
q
t)
@En (c
q
t)
< 0 (4.5)
Property 1 is justied by the fact that a player always seeks to receive the maximum
money for their relay services. Simultaneously, a player also wants to accumulate as much
nuglets as possible, increasing their buying power to access more available services or sending
their own packets. Property 3 reects the unsatisfactory nature of humans in which the more
one possesses, the more he wants. Finally, energy being a scarce non-renewable resource,
property 4 considers the energy consumption.
4.3.4 Node reliability
The node reliability is an important aspect to the proposed model as it enables players
not only to compute their own failure probability, but also their competitors'. Let BCn(c
q
t)
(BCi(c
q
t)) be the event where node n 2 N (player i 2 I) breaches the contract cqt 2 C by
not respecting its requirements, the breach of contract probability by only considering the
radio reliability modelled using the Weibull distribution with n and n; n 2 N representing
its scale and shape:
P [BC(cqt)n]  P [BCn] =1  exp (
T
n
)
n
P [BC(cqt)i]  P [BCi] =1 
Y
n2i
exp (
T
n
)
n 8i 2 I (4.6)
Interference
The denition of radio spectrum interference in the proposed model is reduced to the
bandwidth consumption for which the node is not paid for. In fact, when a node transmit a
message, it induces an interference range for which nodes within it are negatively impacted
with a lower available spectrum. As with the relative mobility, the nodes' interference is a
metric estimated using past collected information but because they are not weighted according
to the time they occurred, information older than a threshold must be erased. Let Cnr be
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the random variable representing the remaining capacity for node n 2 N after accepting
the submitted contracts, Cnint and bCnint be the average and variance of the capacity used by
interference given X observations, focusing only on interference, P [BCn] follows a predictive
Student's t-distribution CDF:
Cnr   CnintbCnintq1 + 1X  T
X 1
n
P [Cnint  Cnr ]  StudentCDF
 
TX 1n ; X   1; bCnint
P [BCn] = 1  P [Cnint  Cnr ] ; 8n 2 i
P [BCi] = 1 
Y
n2i
StudentCDF
 
TX 1n ; X   1; bCnint 8i 2 I
(4.7)
Mobility
Relative mobility between nodes is measured using the average connectivity volatility to
estimate the stability of the link. It is computed by counting every arrival or departure of a
neighbour and averaged through time. The memoryless property of the exponential function
makes it a good candidate to model mobility. Let T be the random time variable, tn;n+1 the
duration of the last unbroken link between node n and the next forwarding node n+1 (n 2
N) and !n;n+1 their volatility, by considering only mobility, the failure probability becomes:
P [BCn] = 1  P [T  tn;n+1 +T j T  tn;n+1]
= 1  P [T  T ]
= 1  exp !n;n+1T ; 8n 2 i
P [BCi] = 1 
Y
n2i
exp !n;n+1T ; 8i 2 I
(4.8)
Probability of failure
Assuming constant shape and scale parameters in the Weibull distribution for all nodes
(n = ; n =  8n 2 N) and combining the radio reliability, the interference and the mobility
results in:
P [BCi] =1 

exp (
T
 )
n
Y
n2i
StudentCDF
 
TX 1n ; X   1; bCnint
Y
n2i
exp !n;n+1T
!
8i 2 I
(4.9)
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4.3.5 Utility and cost functions
For nodes to evaluate the cost of accepting a contract in monetary terms, the utility
function is used to compute the minimum price for the node to remain neutral in accepting
or not the contract. An example of the utility function in 4.10 that respects the preferences
stated in 4.3.3 can be as follows:
Un (p;Bn; En; c
q
t) = ln (Bn + (1  P [BCi]) p)+
ln (En   (1  P [BCi])En (cqt))
8n 2 i; i 2 I
(4.10)
The cost is therefore given by :
Un (0; Bn; En; 0) =Un (Cn; Bn; En; c
q
t)8n 2 N
ln (Bn) + ln (En) = ln (Bn + (1  P [BCi])Cn)+
ln (En   (1  P [BCi])En (cqt))
Cn =
Bn
(1  P [BCi])
En
En   (1  P [BCi])En (cqt)
  1

8n 2 i; i 2 I
(4.11)
It is easy to show that the cost function is strictly convex:
d2Cn
(dEn (c
q
t))
2 =
2BnEn
(En   En (cqt))3(1  P [BCi])
> 0
8n 2 i; i 2 I
(4.12)
4.3.6 Bertrand pricing model
Before setting a price, rms are uncertain about the number of other rms that will
compete for a given contract. A rm i 2 I enters the market only if the price p is equal or
above its cost Ci. However, the knowledge a rm has on a potential competitor may not
be accurate, thus causing an uncertainty around the rival's cost and market participation.
ij(p; c
q
t; k
i
j)  ij(p) represents the CDF over price p of a rm j 2 I to be active for a given
contract cqt 2 C I from the standpoint of rm i 2 I with the knowledge kij it has on j. If rm
j's cost is certain and the price p is below it, than ij(p) = 0. On the other hand, if p > Cj
than rm i is sure that rm j is active ij(p) = 1.
In the context of knowledge uncertainty, a rm estimates the competitors participation
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using past collected information on neighbours and shared among the rm's coalition of
intermediary nodes. The price interval in which 0 < ij(p) < 1 represents the uncertainty
around the competitor's cost. The uncertainty is therefore reected by the slope of ij(p).
Similarly to the interference estimation, the cost uncertainty is modelled using the pre-
dictive Student's t-distribution where Cn and bCn are the sampling average and the variance
cost of node n 2 i given Xn shared observations among intermediary nodes of rm i 2 I:
p  CnbCnq1 + 1Xn  T
Xn 1
in(p; c
q
t; k
i
n)  StudentCDF
 
TXn 1; Xn   1; bCn
(4.13)
in(p) is the condence level that the real cost of node n 2 N for accepting the contract
falls in the interval

 1; p CnbCnp1+ 1X

according to the knowledge owned by player i 2 I.
Consequently, the higher the price set by a rm i, the higher the probability that the cost of
node n 2 j from a competitor j 2 I is covered and it participates in the market.
The game however is played with rms where each player is a coalition of possibly many
nodes and thus a subset of N (i  N8i 2 I). Let jij be the number of intermediary nodes
(size of subset i  N) in a disjoint route (rm i), the cost of a rm (route) is:
Ci = jij max (Cn) 8n 2 i; i 2 I (4.14)
Extending the route cost denition, ij(p) is therefore characterized by the node nmax 2 j
in competitor j 2 I n fig which is believed by player i 2 I to have the highest cost average
Cnmax according to its Xnmax shared observations with a probability close to 1:
nmax = argmax
n2j
 
arg
 
in(p; c
q
t; k
i
n)  1

Cj = jjj  Cnmax
p  CjbCnmaxq1 + 1X  T
Xnmax 1
ij(p; c
q
t; k
i
j)  StudentCDF
 
TXnmax 1; Xnmax   1; bCj
dij(p; c
q
t; k
i
j)
dp
 StudentPDF
 
TXnmax 1; Xnmax   1; bCj
(4.15)
Let Wini be the event that rm i wins the contract given N potential competitors, rm
i's expected payo from accepting contract by charging pi given the knowledge on competing
58
rms is:
P [Wini] =
NX
k=1
k 6=i
"
NY
j=k
 
1  ij(p; cqt; kij)
 
k 1Y
l=1
il(p; c
q
t; k
i
j) (1  Fl(p))
#
i(p; c
q
t; k
i
j) =P [Wini] [(1  P [BCi]))) p  Ci]
(4.16)
The strictly decreasing returns to scale or the strictly convexity of the cost function
guarantees the existence of a mixed strategy equilibrium Hoernig (2002). In equilibrium,
rm i must be indierent between all pure strategies and therefore the derivative of equation
in respect to p is zero (di
dp
= 08i 2 I).
4.3.7 Example with 2 competing rms
Figure 4.1 illustrates the state of a MANET at a given time from which steps describing
how the game is played are detailed. As depicted by Table 4.1, there are 3 available routes,
but only 2 of them are disjoint and can be rms. Because the route cost is determined only
by the number of intermediary nodes and the maximum node cost, nodes 1&2 choose node 3
which has a cost of 100 as opposed to 120 for node 4. If both nodes 3&4 had cost lower than
nodes 1 and 2, then both nodes could have been chosen equally as it would not have impacted
the route cost. Table 4.2 shows the computed costs for each node according to the shared
knowledge. From rm 2 standpoint, route 1 is composed of 3 nodes where the node with the
highest cost is node 3 with 100 and precision of 10 observations and variance of 1. Therefore,
route 1 estimated cost is determined by the triplet (3 100; 10; 1) and consequently a12 =
Studentcdf (T
9; 10; 1) where p 100
1
p
1+ 1
10
 T 9. For simplicity, P [BC1] = P [BC2] = 0%.
1
S
2 3
4 D
5 6 7 8
Figure 4.1 Example of a 2-player routing game
For the given network, the proposed framework integrated in the DSR routing protocol
follows these steps :
1. A source S sends a RREQ to reach destination D (S,D 2 N) at 0.1Mbps for 3 minutes
with a reservation price (RP) of 400.
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Table 4.1 Available routes (rms) and true cost
Route Firm Cn Ci
1-2-3 1 80-90-100 300
1-2-4 - 80-90-120 360
5-6-7-8 2 60-50-40-80 320
Table 4.2 Resulting (Cn; X; V ar(Cn)) triplet per node estimated from the shared knowledge
PPPPPPPPPNode
Firm
1 2
1 - (82,5,2.5)
2 - (91,7,1.5)
3 - (100,10,1)
5 (57,2,1.75) -
6 (50,10,0.5) -
7 (42,4,1) -
8 (81,2,4) -
estimated C1 - (300,10,1)
estimated C2 (324,2,4) -
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2. Intermediary nodes verify that the requested bandwidth is available. If so, they append
their identity and private information (radio shape and scale parameters, average inter-
ference and variance, mobility volatility, residual bandwidth and energy) on themselves
(precise) and other nodes (estimated with average, variance and number of observa-
tions) to the RREQ and forward it until reaching the destination D. In this case, the
destination receives 3 RREQs.
3. After waiting for the timeout expiration, the destination sends a RREP per received
RREQ appending the competing routes on top of all information present in the corre-
sponding RREP.
4. Intermediary nodes compute the cost of respecting the contract for their own route
(known) (equation 4.14) and competitors (uncertain) (equation 4.15). Table 4.1 shows
the true cost of both rms while Table 4.2 show the estimated cost per node (and rms
- last 2 lines) according to rms.
5. Firms now set the price according to the expected prot functions:
1(p) =

(1  12(p)) + 12(p) (1  F2(p))

[(1  P [BC1]) p1   C1]
2(p) =

(1  21(p)) + 21(p) (1  F1(p))

[(1  P [BC2]) p2   C2]
(4.17)
The equilibrium to this game is :
F1(p)
8>>><>>>:
0 for p  p1min
1 

1 a21(p)
a21(p)
 h
(1 P [BC2])[RP p]
(1 P [BC2])p C2
i
p1min  p  p1max
1 for p  p1max
F2(p)
8>>><>>>:
0 for p  p2min
1 

1 a12(p)
a12(p)
 h
(1 P [BC1])[RP p]
(1 P [BC1])p C1
i
p2min  p  p2max
1 for p  p2max
where pimin = RP  
aji (p
i
min) [(1  P [BCj])RP   Cj]
(1  P [BCj])
and pimax = minfRP; arg(aji (p)  1)g; i 2 I; j 2 I n fig
(4.18)
Many dierences are visible between F1(p) and F2(p) illustrated in Figures 4.2 and 4.3.
First, the minimum price dened by pimin for players 1& 2 are respectively 320 and 327. Also,
the accentuated slope in F1 shows that player 1 believes that its rival has an accurate view on
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its cost while the player's 2 belief that the risk for player 1 to get its cost wrong is reected
in the slope of F2. This leads player 2 to pick a price in the interval [327, 400] (F2(400)  1)
while player 1 plays the pure strategy p2 = C2 = 320. The average price of player 2 being
332, the average gross margin rate (GMR) for players 1 & 2 is respectively of 6.25% and
3.6%. The fact that player 2 is aware that rm 1 cost is lower than is explains why it is
forced to price closer to its cost.
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Figure 4.2 Mixing CDF for player 1
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1
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F 2
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Figure 4.3 Mixing CDF for player 2
The perception on the accuracy of a player's cost by its competitors directly impacts pimin
and pimax; i 2 I. The higher its accuracy, the lower the player i will set its price as pimin and
pimax decreases.
4.4 Analysis and Empirical results
4.4.1 Simulation and empirical results
The simulations have been run on MATLAB r2009b to numerically solve the system of
partial dierential equations obtained by deriving the prot function in respect to the price
variable simultaneously for all players. However, the lack of a MANET simulation block (in
Simulink) forced some simplications in the implementation:
{ Signal-related radio characteristics such as fading are ignored;
{ Interferences are caused only by neighbours in the transmission range and therefore no
hidden node issues are considered;
{ All links are bidirectional;
{ Mobility does not follow known mobility patterns such as the random way point but is
limited in shuing the global connectivity table every minute.
Table 4.3 shows the details about the simulations. Note that the mobility is expressed in
% which indicates the probability of a node to change status with another node. For example,
62
Table 4.3 Simulation details
Parameter Value
Simulation Time until end of contracts
Number of runs per scenario 10
Contracts number of contracts 5
Start time random
Bandwidth (Kbits) 100, 200, 300, 350 , 400
Duration (minutes) 3, 2, 5, 4, 3
Reservation Price 300, 300, 800, 600, 650
Nodes initial position random
radio capacity 1 Mbit
mobility pattern random shue
initial nuglets random in [100 5000]
initial energy random in [1000 5000]
Weibull shape () 2
Weibull scale () 100
Energy consumption (per Kbits*minute) 3
Timeout expiration of information 10 min
for a 5% mobility and a contract of 5 minute duration, if node 1 is currently connected with
node 2, there is a (0:95)5) = 77% probability that node 1 remains connected with 2 for the
entire duration of the contract.
A node's knowledge is characterized by the amount of private information collected on
surrounding nodes that have not expired. It is limited by the size of the history buer and by
mobility which enables nodes to have information on more nodes in the network. However,
these two factors push prices in opposite directions. On one hand a lower uncertainty leads to
lower pimin and p
i
max prices, but on the other, a higher mobility leads to a higher P [BCi] and
thus a higher cost and price. For this reason, the impact of knowledge on the gross margin
rate is better reected through a variable buer size with a constant mobility rate as shown
in Figure 4.4.
Also note that the buer size also impacts the failure probability which relies on past
information on bandwidth to estimate interference. The diculty in accurately estimating
future bandwidth interferences by the lack of knowledge inherently increases the rate of breach
of contracts computed asnumber of breached contracts
number of accepted contracts
. Figure 4.5 shows how a greater knowledge
helps players make a better choice to avoid service disruptions.
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4.4.2 Discussion on factors that impact prices
The contract specications (RP, bandwidth, duration) all have an impact on prices. First,
the requested bandwidth determines the energy required to support the contract for its whole
duration which inherently impacts the cost of production. Note that the model can be
extended to include as many multiple QoS parameters as wanted. However, for specications
that do not impact energy such as time-related QoS parameters like end-to-end delay or
jitter for example, a more extensible failure probability (P [BCi]) model is required. In either
cases, it impacts the cost and thus adding upward pressure on prices. The inuence of the
reservation price, the last element of a contract, is easily visible in equation 4.18 as the more
it rises, the more pimin and p
i
max increase.
The most interesting factor on the price is the uncertainty on players' competitiveness
which aects the slope of the activity probability. A player's best response depends on his
belief (or perception) of the amount of knowledge its competitors have about its cost. The
more a player believes that competitors have an accurate view on its cost, the more its prices
(pimin and p
i
max) fall. Inversely, if a player thinks that others have little or no information
about its cost, then it will tend to put higher prices. A secondary eect on the uncertainty
is the variation in prices which tends to be higher when uncertainty grows (Figure 4.5).
Finally, a larger number of nodes increases the probability for a node of having a low-cost
competitor, thus forcing it to reduce its price to remain competitive. Yet, a node must be
aware of such competition to lower its gross margin rate. Figure 4.4 conrms that even with
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a network with more than 3 times more nodes in the network, if nodes have little or no
knowledge, prices remain high. A steep drop in GMR then occurs when nodes become aware
of the increasing competition.
4.4.3 Discussion on the assumptions
One of the core concepts of this framework is uncertainty which is tightly linked with
knowledge. Therefore, rational nodes may tend to maliciously falsify or limit the information
they disclose. The rst debatable assumption is the absence of collusion between sources
and destinations. Among the information they use to set prices, rms rely on the destina-
tion to disclose the number of competitors along with the identity of the intermediary nodes
composing the available routes. As the consumer best interest is to pay as little as possible,
sources could collude with destinations to publish inexistent disjoint routes and then publish
a false low cost on the involved intermediary nodes (low-cost competitors). The use of cryp-
tographic solutions can partially tackle the issue by forcing nodes to sign their submitted
private values (information). However, along with the key management issues in a decen-
tralized environment, the destination could still create inexistent nodes to falsely give the
impression of increasing competition. This remains an open issue.
Second, in the proposed framework, a rm is a coalition of nodes where they share private
information about themselves and other nodes they communicated with previously. In the
case of a monopoly, the price xed by a rm will always be the reservation price stated in
the contract if such price covers the cost. However, when competition reigns, a rational node
could tend to lie if by doing so, the contract is still accepted by the source and its GMR
increases. To counter this, the framework is designed to compute the cost according to the
highest cost among the intermediary nodes of a route and then split the price billed the
source equally among intermediary nodes of the winning route. Therefore, if a node discloses
a higher cost to force the coalition to set a price higher than what competitors believe its
route cost is, chances are that the source selects a cheaper price from a competitor. The lie
thus transforms a potential gain into nothing, which goes against a rational behaviour. The
same logic holds when lying about competitors' costs.
4.5 Conclusion
This paper presents a framework based on Bertrand competition with uncertain partici-
pation for rms with dierent cost. The model extends existing works by supporting multiple
asymmetrical rms and by generalizing the activity probability based on the price. It has
been constructed in regards of a routing protocol supporting QoS parameters for MANETs
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with the scope of analyzing the expected performance of the network in terms of prices and
data ow disruptions when nodes behave rationally. The results show that knowledge on
other participants' cost improves the network's welfare by reducing the breaches of contracts
while enticing nodes to price closer to their cost.
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Abstract
With the growing interest in converging xed and mobile networks (FMC), mobile applica-
tions will require more and more resources from both the network and the mobile unit. In
such context, multicasting is essential because it lowers bandwidth consumption by simulta-
neously reaching a group of multiple recipients. Securing multicast ows has been extensively
studied subject in the past decade, but none of the existing solutions were meant to handle
the constraints imposed by mobile scenarios, in particular the high packet-loss rate. The need
for a low overhead self-healing rekeying distribution that is scalable, reliable and suitable for
mobile environments has never been more urgent than with the arrival of FMC in 4G net-
works. This paper presents two self-healing recovery schemes based on the dual directional
hash chains (DDHC) for the Logical Key Hierarchy (LKH) rekeying protocol. This enables a
member that has missed up to m consecutive key updates to recover the missing decryption
keys without asking the group controller key server (GCKS) for retransmission. Conducted
simulations show considerable improvements in the ratio of decrypted messages and in the
rekey message overhead in high packet loss environments.
Keywords: Secure multicast, Logical key hierarchy, Group rekeying protocol, Group key
management, Dual directional hash chains, Multicast recovery scheme, Secure group com-
munications, Group controller key server, Mobile applications, High packet loss
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5.1 Introduction
Fixed-mobile convergence in 4G networks will lead the way into more complex and
resource-hungry mobile applications such as mobile TV, video teleconferencing and stock
quote distribution. Network operators and service providers face an important dilemma: on
one hand, the demand for such applications is strong, but on the other, the high bandwidth
consumption in the radio access network dramatically increases the price for such services,
thus making them unattractive. Multicast transmission is a key factor in the successful de-
ployment of high bandwidth applications oered in both xed and mobile networks. In order
for the operators to charge customers for their requested services, multicast security mecha-
nisms must be put in place to provide key distribution, data origin authentication, and policy
management.
To ensure data condentiality of a multicast ow, all members of a multicast group
share the same key (referred as the group key) that is used for encrypting the data. The
group key management (GKM) schemes are responsible of generating and updating the keys
to ensure the forward and backward secrecy. Forward secrecy is an important property
which makes it impossible for a revoked or a departed member to decrypt the multicast
data or rekey messages after leaving. Similarly, the backward secrecy property ensures that
the multicast messages prior of a member joining the group remain undecryptable for that
member. Another very important security property is its resiliency to collusion attacks. A
revoked member could exchange all its keys with another revoked user to decrypt messages
they were not entitled to. However, a revoked member could also collude with a current
member who knows the actual group key to learn group keys that were used after the former
was evicted but before the latter joins the group.
Most group key management protocols are tree-based, meaning that the Group Key Con-
troller Server (GCKS) constructs a tree where each logical node possesses a key shared among
a restricted number of current members of a multicast group. Among the many group rekey-
ing protocols that have been proposed, each having their own merits, the logical key hierarchy
(LKH) and the subset-dierence revocation (SDR) algorithms are the most two popular. The
former is a stateful protocol in which the rekeying overhead is strictly correlated to the state
of the membership (the logical tree) during the rekeying instance whereas the rekeying over-
head of SDR depends on the membership (tree with subsets) over the entire multicast session.
LKH seems to outperform SDR in immediate rekeying or small batch rekeying Weifeng Chen
(2008); Zhu et al. (2003). In fact, the rekeying overhead in LKH is fairly stable whereas it
increases parabolically in SDR with the increasing number of revoked users Zhu et Jajodia
(2003); Ioannidis et al. (2005). Thus, LKH oers more scalability and stability over time and
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is the most suitable rekeying protocol for generic multicast services in 4G networks Chen et
Dondeti (2003b).
Other approaches for scalable rekeying such as one-way function trees (OFT) Sherman
et McGrew (2003) and ELK Perrig et al. (2001) also involve the use of a hierarchical key
tree in which keys at higher levels of the tree are needed by more members than keys at
lower levels. More recently, Maximum Distance Separable (MDS) Raj et Lalith (2009) codes
have been introduced as an alternative to encryption algorithms in tree-based group key
management protocols where members of a multicast group are able to recover the group
shared key through the erasure decoding of MDS codes.
A key distribution that is reliable or better yet, oers self-healing properties is of particular
interest to mobile environments where users can experience high packet loss. Stateless group
management protocols have a clear advantage by giving a legitimate user the ability to extract
the new group key despite the number of missed rekeying materials. A self-healing mechanism
for SDR enabling members to reconstruct missed group keys has also been proposed Zhu et al.
(2003). On the other hand, LKH lacks robustness against packet loss and makes it impossible
for a member who missed a single rekey message to decrypt any subsequent rekey or data
messages.
The main contribution of this paper is to present two self-healing schemes for LKH based
on the dual directional key chains (DDHC) and to show how well it reacts to dierent mobility
scenarios in 4G networks. The remainder of this document is organized as follows. Section 5.2
discusses the existing works in more details followed by the proposed self-healing schemes for
LKH in section 5.3. An analytical analysis and the simulation results are detailed in sections
5.4 and 5.5 respectively. Finally, a brief summary outlining key observations concludes the
paper.
5.2 Background concepts and related work
5.2.1 Logical Key Hierarchy group rekeying protocol
The simplest approach for group rekeying is for the group key server to individually
encrypt the group key with the shared private key of each member and unicast it. Therefore,
the more members are part of a multicast group, the more rekey messages must be sent
unicast. Obviously, such method is not scalable since the rekeying cost increases linearly
with the group size.
Tree-based multicast key distribution D. et al. (1999); Wong et al. (2000) considerably
helps to reduce the bandwidth overhead. In this rekeying scheme, the GCKS constructs and
maintains a tree where the leaves are the members of a multicast group. Each node of the tree
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is associated with key. The root key is shared among all multicast members and is therefore
the group key. The other keys are used to encrypt other keys during a rekeying process and
are known as key encryption keys (KEKs). Every member is aware of the keys along the
path from the leaf to the root.
When a new member joins the group, the GCKS adds the leaf node to its logical tree. To
satisfy the backward secrecy, all the keys along the path from the corresponding leaf node
to the root need to be refreshed. The GCKS then encrypts these new keys with the private
key of the new node and sends it unicast. Also, the GCKS individually encrypts these new
keys using their previous key and multicasts it for every existing members to decrypt the
rekey message and update its corresponding key. Because the new member ignores the old
previously used group and key encryption keys, the backward secrecy is respected.
When a node is revoked, the GCKS refreshes all the keys known by the revoked member
and then deletes the corresponding leaf node. Each of the new key is individually encrypted
using the keys from the siblings of all the logical nodes along the path from the root to the
deleted leaf node. Because those encryption keys are unknown to the departed member, the
forward secrecy is assured.
Figure 5.1a illustrates an example of a balanced binary logical tree handling a small
multicast group of 7 members (named 1 through 7). With the arrival of a new authorized
member (8) as showed in gure 5.1b, the GCKS adds a leaf node next to 7 and updates the
keys from the path linking the new node, or its sibling 7, to the root. The multicast message
is constructed by encryption each new key with the previous KEK, resulting in the following
rekey message K7(K7 8); K5 7(K5 8); K1 7(K1 8), where K2(K1) means key K1 is encrypted
using key K2. The unicast message sent to 8 is simply the concatenation of all the new
keys encrypted with the private shared key of 8: K8(K7 8; K5 8; K1 8). As depicted in gure
5.1c, the revocation of user m3 will force the GCKS to update all the keys the departed
member possesses and send the following rekey multicast and unicast message respectively:
K5 8(K
0
1 8); K12(K
0
1 4; K
0
1 8) and K4(K
0
1 4; K
0
1 8).
Stateful key distribution performance is extremely dependant on the rate loss of rekey
messages. As depicted in gure 5.2, when a member j misses a rekey message, it may be
unable to decrypt subsequent rekey and data messages. More precisely, in a rekey event
caused by a join event, only the keys from levels above the missed rekey message can be
decrypted. On the other hand, in a leave event, the rekey message subsequent to a missed
one can be decrypted only if its level is greater or equal to the level of the missed rekey
message.
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Figure 5.1 LKH execution example
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Figure 5.2 Detailed LKH key manipulation for join and leave events
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5.2.2 Optimized key recovery mechanism for LKH
A member who is unsuccessful in decrypting keys can explicitely request the GCKS for
retransmission. A simple but inecient way is for the GCKS to send the most current
keys of all the nodes in the path from the root to the leaf node corresponding to the node
who requested a key recovery. Such technique may make the GCKS send keys the member
already possesses. The chamois key recovery scheme Cho et al. (2004) objective is to enable
the recovery of any group key and only the useful KEKs by simply keeping the current
key-tree along with the following information that reects the update history of each node:
{ an array of w 2-bit ags, where w is the maximum amount of group data and rekey
messages a node can buer, indicating if event i is a join or leave event
{ the last index of an event that causes an update of the corresponding key
Also, the GCKS generates the group key by computing GKi = PRF (sKey; i) where PRF
is a one way pseudo-random function, sKey is secret key only known to the GCKS and i is
the index of the event. By using this information, the GCKS can compute the level of missed
rekey message and thus eectively send only the required keys to the member who requested
it.
5.2.3 Reliable Key distribution
Reliable key distribution schemes essentially aim at a better reception rate of rekey mes-
sages in soft real-time at the expense of higher bandwidth overhead. By assigning weights
to nodes, sending hints or simply resending the keys multiple times before the next event
that triggers another rekey message, the number of undecryptable data messages will be
considerably decreased.
In Zhang et al. (2003), authors have proposed Proactive FEC in which, instead of resend-
ing the rekey messages, the GCKS uses a Reed-Solomon erasure (RSE) coder on blocks of
k encrypted keys to generate h forward erasure encoding (FEC) redundant information also
known as parity packets. By multicasting blocks of the encrypted keys and parity packets,
members may be able to recover lost encrypted keys. The number of parity packets is com-
puted from the proactive factor dened as (h+ k)=k. The proactive factor must be properly
adjusted in order to limit the bandwidth overhead and avoid sending too many parity packets
to nodes who are not experiencing a considerable packet-loss rate.
Authors in Setia et al. (2002) have proposed the weight key assignment (WKA) and the
batched key retransmission (BKR) algorithms. The rst aims at assigning replication weights
to encrypted keys based on the members' loss rates. The GCKS then packs the encrypted
keys with similar weights into the same set of packets. The higher the weight on a key is,
72
the more frequent it will be retransmitted. BKR aims at packing the keys needed by several
members instead of processing them one by one. WKA-BKR has been shown to have a
lower bandwidth overhead than Proactive FEC scheme over a wide range of group sizes and
membership dynamics and in network loss conditions. However, because RSE encoding used
in FEC is more ecient than the simple key retransmissions, Proactive FEC has a lower
latency.
An hybrid approach of the two previous reliable key distribution methods in which the
authors essentially take the WKA-BKR algorithm and replace the key retransmissions with
FEC (parity) blocks. WFEC-BKR Zhu et al. (2003) thus benets from a low bandwidth
overhead and a relatively low latency.
5.2.4 Self-Healing key distribution
All the reliable key distribution methods described above increase the reception rate of
rekey message at the expense of a higher overhead. Self-healing key distributions enable a
member to recover a key that has been lost without sending a retransmission request and
without applying the reliable key distributions mentioned above.
Unconditionally self-healing secure schemes using threshold access structure based on
polynomial interpolation, more commonly known as Shamir's secret, have been the rst
to be proposed. The pioneers in Staddon et al. (2002) have provided formal denitions,
lower bounds on the resources as well as some constructions of unconditional self-healing key
distribution schemes based on polynomial functions. However, their solution suers from
inconsistent robustness, high overhead and expensive maintenance cost. By generalizing the
denitions and lowering the bounds, authors in Blundo et al. (2007); Liu et al. (2003); Hong et
Kang (2005) proposed some more ecient constructions. The use of a sliding window in More
et al. (2003) makes error recovery consistently robust while the reuse of masking polynomials
reduces broadcast size and key storage signicantly. However, because self-healing schemes
based on Shamir's secret limit the number of revoked users to the degree of the polynomial,
these solutions are unattractive. Using a more generalized vector space secret Padro et al.
(1999); Tian et al. (2008) by considering a monotone decreasing family of rejected subset of
users instead of a monotone decreasing threshold structure helps solve this issue.
By slightly relaxing security properties, computationally self-healing secure schemes Dutta
et al. (2008, 2007); Kausar et al. (2007) are much more ecient. In Shi et al. (2007), a time-
limited node revocation based on Dual Directional Hash Chains (DDHC) has been proposed
for securing multicast ows in wireless sensor networks (WSN). A DDHC consists of a forward
and backward key chains going in opposite directions and generated by repeatedly applying
a one way hash function from an initial random seed. When a member joins a group, the
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GCKS securely sends it the current forward key and the backward key corresponding to its
revocation time. Upon reception, the member constructs its backward chain by applying
the one-way function on the received backward key. As shown in gure 5.3(a), because the
group trac key is generated by combining both the current forward and backward key, the
legitimate member possesses all the necessary keys for decryption between its joining and
revocation time. Note however, that the member is unable to compute the forward keys
prior to its joining time or the backwards keys after its revocation time, thus respecting the
forward and backward secrecy. This self-healing construction is very ecient but suers from
a serious security drawback in which two revoked nodes can collude to retrieve decryption
keys they were not entitled to, or more precisely between the time from the rst revocation
and the second join as shown in gure 5.3(b). The issue exists for the same node who
wants to rejoin the same group after being revoked earlier. It is also important to note that
this solution was developed in the context of a single WSN where their security and trac
requirements greatly dier from managing multimedia streams in FMC scenarios. While the
proposed solution makes use of DDHC to provide self-healing properties, it oers a much
more global approach by integrating a hierarchical architecture to improve scalability in a
context of supplying dierent media multicast trac in multiples xed and mobile networks
where security policies dier from one administrative domain to another.
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Figure 5.3 DDHC keys in a non collusion and collusion scenarios
Authors in Zhu et al. (2003) proposed a group key recovery scheme that adds an m-
recoverability self-healing property to SDR in which the maximum number of previous group
keys a legitimate user can recover is m. As per the SDR concept, member nodes are par-
titioned into m+1 subgroups depending upon their membership duration. For each group
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rekeying, the GCKS generates a one-way key chain of size m+1 (i.e., for a rekeying at time
T(i), the chain would be Km(i); Km 1(i); :::; K0(i) where K0(i) = H(K1(i)) = H2(K2(i)) =
::: = Hm(Km(i)) and H is a one-way hash function). Each key of the chain is dedicated to a
specic subgroup according to the time the members joined the group. The longer a member
has been in the group, the higher the degree of the key (up to m) it receives with which it
can derive the keys up to K0(i). The GCKS securely and reliably sends these keys by en-
crypting them with their corresponding subset key. The nal step is to multicast the group
key securely. To address the colluding attack between a revoked node and a newly joined
member, the group keys are encrypted with a combination (using a XOR) of a previously
received key and the current one from the chain. More precisely, for a current member that
joined at T(j), (i m) < j < i, it receives Ki j(i) which enables to recover the keys between
K0(j) and K0(i) by decrypting i-j keys of the m keys from the multicasted rekey message by
the GCKS. This solution unfortunately inherits the main SDR drawback of increasing com-
munication complexity when the number of revoked users grows. In fact, it is tightly related
to the number of subsets in the multicast group, and therefore, the storage, computation and
bandwidth overheads can be important drawbacks.
5.3 Self-healing schemes for LKH
This section presents the proposed self-healing schemes for LKH based on the DDHC.
Both schemes allow members to reconstruct the decryption keys without asking the GCKS
if it missed up to m consecutive rekey messages. In scheme I, members prot from the self-
healing properties in both the join and leave events, but it is vulnerable to rejoining/colluding
attacks and revocation processes are more complex to manage. On the other hand, scheme
II temporary disables self-healing on a leave event, but is much more robust and scalable.
5.3.1 Denitions and notations
The following denitions and notations (table 1) will be used in the description of the
schemes:
{ Self-healing period : maximum number of consecutive rekey messages a member node
can miss before being unable to regenerate the keys;
{ Refreshing period: the window of time before a new set of forward and backward keys
are generated for the LKH hierarchy (refreshing period  self-healing period, typically
refreshing period >> self-healing period);
{ Batch revocation period: time between two batched revocation events;
{ Logical node: a node in the LKH tree that is not a leaf nor representing a participant
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in the multicast group;
{ Group members: participants in the multicast group (correspond to the leaf nodes in
the LKH tree);
{ Level in the LKH tree: level or depth in which the logical node is located in the LKH
tree; the higher the level of a logical node, the more child nodes it possesses (the root
node level is 1).
Table 5.1 Sets, variables and notations
I Set of all logical nodes in the LKH tree
J Set of all the group members in the multicast group
Si Set of all siblings of i 2 I (Si  I)
NPj Set of logical nodes i 2 I forming the path between the member j and the root
logical node of the LKH tree (NPj  I)
fki k-ith forward key of i 2 I
bki k-ith backward key of i 2 I
sfi Forward key seed of i 2 I
bfi Backward key seed of i 2 I
PKj Private key for member j 2 J
rekeyt Multicast rekey message triggered at eventt
eventt The event that occurred at time t (join or leave)
kti Position of the pointer of the backward and forward key chain of i 2 I at eventt
mi Self-healing period of i 2 I (mi  0)
li Level of the logical node i 2 I in the LKH tree. Note that the level of a node is
larger than that of the parent node by 1 and the root node level is 1.
lrekey
t
j Highest level of the logical node i 2 NPj of the updated keys for member j 2 J
in rekeyt. For example, in gure 5.4, for eventr = join of member 8, lrekey
r
1 = 1
and lrekey
r
7 = 3.
5.3.2 Scheme I
The core idea in the proposed schemes is the construction of a DDHC for every logical
nodes in the LKH tree. More precisely, the GCKS constructs backward key chains for each
level of the LKH tree which must be long enough to handle the join and leave events that
occur during the refreshing period. When the GCKS updates the keys at eventt = join=leave
of member j 2 J , it increments kti8i 2 NPj and updates the forward key by applying once the
one way function f
kti
i = H(f
kti 1
i ) and deletes the old backward key b
kti 2
i from the backward
chain. The current encryption/decryption key is simply a combination (such as using a XOR)
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of both the forward and backward key at the pointer current position ki. The GCKS may
also update mi to adjust the self-healing period according to the key loss rate.
In more details, when eventr = join of member j, the GCKS provides the triplet PKj(f
kri
i ;
b
kri+mi
i ;mi)8i 2 NPj to the newly joined member j. For the current subscribed members, only
the backward key f
kri 1
i  bk
r
i 1
i (b
kri+mi
i ;mi)8i 2 NPj is sent.
When a member j is revoked, the GCKS must make sure to send the updated keys to
all subscribed members without using an encryption key known by the revoked member.
Because mi8i 2 NPj keys were sent in advance by the GCKS, the complexity in handling
secure rekey transmission is a lot higher than the regular LKH process. In fact, after a
member is revoked at time/event r, it still possesses the valid decryption keys f
kti
i  bk
t
i
i 8i 2
NPj; r   1  t  r   1 + mi;mi  0 which enables it to decrypt midata messages and
rekey messages after the revocation rekeying process has been completed. To address this
issue, upon a revocation of member j, the GCKS must ag every key from every chain for all
I 2 NPj the revoked member still possesses. When the GCKS sends a subsequent updated
key, it must ensure that the encryption key that is being used is not agged. In such cases,
the GCKS searches a logical node from a higher level with a current unagged backward and
forward key until reaching the member node in which case the key will be sent in unicast
(see gure 5.4 for an example). By doing so, the rekey message will contain more keys than
the original LKH scheme because every time the GCKS goes up 1 level in the LKH tree, the
number of keys to send for a rekey event is multiplied by the degree of the LKH tree. Thus,
in an environment with frequent revocation, this scheme is unsuitable because it dramatically
increases the overhead.
To limit the overhead, it is important for this scheme to nd the optimal self-healing
period per logical node in the LKH tree. A high mi; i 2 I helps members recover keys
(lower key loss rate), but also increases the overhead during the rekey messages following a
revocation. Based upon the number of retransmission request, the GCKS must nd the best
tradeo between the self-healing period and the performance degradation.
Upon receiving the rekey message, the group members repeatedly applies the hash func-
tion to the new backward key until resulting in the current backward key. The same number
of iteration to reach the current backward key from the new one will be applied to the current
forward key to update its forward key. The new member j, on the other hand, constructs its
initial backward key chain by simply applying the one way hashing function the number of
times dened by mi;8i 2 NPjto the received backward and forward key. Figure 5.5 illus-
trates an example how a member who missed a rekey message decrypts and regenerates the
missed keys.
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Figure 5.4 Self-healing LKH key distribution example with join and leave events for scheme
I
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Figure 5.5 Example of a self-healing key recovery
5.3.3 Scheme II
The idea behind this second scheme is to nd a tradeo between keeping the self-healing
properties for every events and its performance degradation and vulnerability to collusion
attacks. The objective is to address rekeying cost increase and the colluding attack issues
without so much aecting the self-healing properties.
The rekeying cost increases in the rst scheme due to the valid midecryption keys f
kti
i 
b
kti
i 8i 2 NPj; r  1  t  r  1+mi;mi  0 known by member j after eventr = leave, forcing
the GCKS to encrypt the same key multiple times using keys from higher-level siblings not
connected to the revoked member. Therefore, if eventr = leave of member j, there are two
ways that can handle this issue:
1. The GCKS securely sends b
kri+mi+m
0
i
i ;m
0
i8i 2 NPj where mi is the self-healing period
of eventr 1 and use bk
r
i+mi
i for the encryption key of the next event;
2. The GCKS reconstructs the backward or the forward key chain after each user revoca-
tion.
These techniques provide immediate revocation but also temporarily disable the self-healing
property. Thus, the backward keys sent after a member is revoked must be sent reliably
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in order for subscribed members to decrypt the next data and rekeying messages. Because
frequent revocation events is problematic, batch revocation must be used with a timeout that
oers the best tradeo between the key loss ratio and an acceptable user revocation delay is
used.
The collusion attacks in scheme I are made possible because of the reuse of the same
backward and forward key chains after a user is revoked. The simplest way to solve both
problems is for the GCKS to perform one of the two following tasks after a revocation event:
1. reconstruct the backward key chain according to the estimated number of join events
between two batched revocation events;
2. generate a new forward key.
Note that both strategies can simultaneously be performed if the security policies forbidden
any valid encryption information to be known by a revoked member. However 2 keys must
be sent instead of one for each legitimate node, thus increasing the bandwidth complexity.
The recommended strategy to address the collusion attacks and the increase in commu-
nication complexity after a member revocation is to reconstruct a new backward key chain
between batched revocation events. Because the chain must only accommodate the new join
events between 2 batched revocation events, it greatly reduces the storage requirements. At
each batched revocation timeout, the GCKS securely and reliably sends bmii ;mi8i 2 NPj of
each revoked members j.
5.4 Analytical analysis
5.4.1 Security observations and proofs
Scheme I incurs the following security observations:
1) Scheme I oers self-healing regenerating properties without sending a request to the
GCKS as long as the encryption key has not been missed more than m consecutive
times. Consequently, LKH now has the m-statelessness property which guarantees that
a member can go oine and miss as much as m rekey messages and still be able to
participate in the multicast group upon the reception of the rekey message on his return.
(a) A member can miss even more than m consecutive rekey messages and still be able
to decrypt some or all of the key encryption keys (see gure 5.6 for an example).
Proof 1. A member who successfully decrypted a backward key i from a rekey message for
eventr possesses valid keys for b1i ; :::; b
kri+mi
i 8i 2 NPj. Therefore, having missed mi consecu-
tive key updates, a member receives the rekey message f
kri+mi
i  bk
r
i+mi
i (b
kri+mi+1+m
0
i
i ;m
0
i)8i 2
NPj for event
r+mi+1 = join=leave where m
0
i is the new self-healing period. The decryption
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key f
kri+mi
i  bk
r
i+mi
i for event
r+mi+1 = join=leave is known by the member and can therefore
reconstruct the backward chain Hm
0
i(b
kri+mi+1+m
0
i
i );
Hm
0
i 1(bk
r
i+mi+1+m
0
i
i ); :::; b
kri+mi+1+m
0
i
i ) and update the forward keyf
kri+mi
i = H
mi(f
kri
i ). utProof
1.a. A member may miss more than m rekey messages and still be able to decrypt the rekey
messages and reconstruct the chains because:
{ Consecutive rekey messages do not necessarily contain updated keys from the same
logical nodes (this is especially true for high level nodes in the LKH tree). Note however
that the group key used to encrypt data is the lowest level key of the LKH tree and
therefore always updated during an event.
{ Updated keys issued from a member revocation or following a member revocation (see
gure 5.6) are encrypted with a higher level KEK which may have not been updated
in every of the last m events.
ut
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Figure 5.6 Example of key recovery for scheme I after missing more than m rekey messages
2) Inversely, a member is unable to decrypt a key in rekeyt when the decryption key
has been missed more than m consecutive times. More specically, if rekeyt8r  t 
r + mi; i 2 NPk messages have been missed by member k, then if eventr+mi = join,
then all decryption keys for levels min(ljrekeyt)8r  t  r +mi for members i 2 J are
invalid. On the other hand, if eventr+mi = leave, then all decryption keys for levels
min(ljrekeyt)8r  t  r +mi are invalid if min(ljrekeyt)  ljrekeyr+mi8r  t  r +mi.
Proof 2. A backward key b
kri+mi
i is encrypted with f
kri 1
k  bk
r
i 1
k ; lk  li. More precisely, if
eventr = join,lk = li, else if event
r = leave then lk > li. After m+1 events, keys will be
encrypted with keys f
kri+mi+q
k  bk
r
i+mi+q
k 8q  1; lk  li which are unknown for members who
missed m+1 or more consecutive updates of the same key. In rekeyt, each key sequentially
corresponds to a level in the LKH tree going from 0; 1; :::ljrekeyt . Therefore, if b
kri
i 8i 2 NPj
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is present in rekeyt, then b
kri
k 8i 2 NPj; 1  lk  li keys are present as well. Consequently,
if a member j missed m+1 consecutive rekey messages, it would have missed m+1 updates
of keys of logical nodes i where 1  li  min(ljrekeyt)8r  t  r +miand be unsuccessful in
decrypting any key or data encrypted with it. ut
3) Scheme I is computationally secure and provides forward and backward secrecy.
Proof 3: Because it is computationally hard to inverse a one-way hashing function (H 1(bki ))
and thus making it impossible for a member who possesses keys Hj(key)8j > c to nd
Hc(key)8C  0. More specically, the backward key chain is constructed as follows H i(sbi);
:::; sbi8i  1 allowing a member who possesses Hj(key) to compute all the prior keys but
not the next keys, thus assuring the forward secrecy. On the other hand, the forward key
chain (sfi; :::; H
i(sfi)8i  1) makes it impossible for a member who possesses keys Hj(key)
to compute all the next keys but not the prior keys , thus assuring the backward secrecy.
Combining the forward and backward key thus provides forward and backward secrecy. ut
4) Scheme I is vulnerable to rejoining/colluding attacks.
Proof 4: This scheme simply applies DDHC for each level of the LKH tree and thus inherits
the same drawbacks as DDHC. The proof is trivial by extending the issue illustrated in gure
5.3(b) for every level of the LKH tree. ut
5) A revoked member will be able to continue to decrypt data messages for m events.
Proof 5: After eventr = leave, the GCKS encrypts the data with f
kr1
1  bk
r
1
1 . But because it
has sent b
kr1+m1 1
1 ;m1  1to the revoked member at the previous event, the revoked member
knows b
kr1
1 ; :::; b
kr1+m1 1
1 which enables it to decrypt the data messages for up to m1 events. ut
Scheme II incurs the following security observations:
1) The m-statelessness property of scheme I is still preserved, however it is only eective
as long as the key is not refreshed by a member revocation event.
Proof 1. The previous proof 1 still stands as long as the m consecutive missed rekey messages
are generated from eventr = join8r  t  r +mi. In fact, when eventr = join for member
j, the GCKS sends f
kri 1
i  bk
r
i 1
i (b
kri+mi
i )8i 2 NPj. A member who received a previous rekey
message from eventt = join8r   1   m0i  t  r   1, is therefore capable of decrypting
rekeyr. When eventr = leave, the GCKS reconstructs a new backward chain and sends
f
kri 1
i  bk
r
i 1
i (b
m
0
k
k )8i 2 SNPj ; k 2 NPj which not only requires the reception the last updated
key for i, but it is crucial for members to receive the new backward key to construct the new
chain and re-establish the self-healing property. ut
2) Observation 2 from scheme I still stands as long as the m+1 consecutive missed rekey
messages are sent from join events. If eventr = leave, then decryption keys f
kti
i bk
t
i
i 8i 2
NPj; t < r are invalid.
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Proof 2. The proof 2 from scheme I still stands for rekey messages issued from eventt = join.
When eventt = join, the GCKS constructs a new backward key chain which must be used
immediately to decrypt the next data/rekey messages for the logical nodes in the path from
the revoked member to the root. ut
3) Observation 3 from scheme I and its proof stands.
4) Scheme II is no longer vulnerable to rejoining/colluding attacks.
Proof 4: When a member j is revoked at eventr, the GCKS computes a new backward key
chain making all past and current decryption keys invalid for the aected logical nodes. A
member must receive rekeyr in order to decrypt future data and rekey messages. When
member j rejoins the same group at eventk8k > r, it will receive PKj(fk
k
i
i ; b
0kki +mi
i ;mi)8i 2
NPj where H
i(b0k
k
i +mi
i ) 6= bk
t
i
i 8i  0; t < r. In fact, the keys between the member revocation
and its second rejoin events cannot be recomputed because of an unknown information (the
new backward key chain), thus making the solution resilient to rejoining attacks. The same
missing information occurs when two revoked members (or one revoked and one recently
joined member) share their backward and forward keys to compute decryption keys they
were not untitled to receive (keys between the earliest revocation and the latest join events).
ut
5) A revoked member will immediately be revoked no longer be able to continue decrypt
data messages for m events.
Proof 5: A eventr = leave of member j triggers the GCKS to generate a new backward
key chain b
kri
i 8i 2 NPj which makes the new encryption key not entirely based on previous
known information. Because the root is always part of NPj and the new information will
only be shared among the subscribed members, it disables the ability for the revoked member
to decrypt future data messages. ut
5.4.2 Eciency Analysis
This subsection compares the key storage and rekeying cost of our schemes with LKH.
Member and GCKS key storage
Table 5.2 presents a summary the key storage comparison for the worse case scenarios.
Because LI  LII  0, where LI is the length of the backward key chain for scheme I is
very memory expensive for the GCKS compared to the others. In fact, it must construct the
backward key chain for the complete refreshing period as opposed to scheme II where the
backward key chain can be much shorter to supply the number of join events only for the
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batched revocation period. The impact is limited on the members if the self-healing period
is kept to a minimum but still accommodating its rate loss.
Table 5.2 Worse case key storage comparison
LKH Scheme I Scheme II
GCKS storage dn 1
d 1
dn 1
d 1  (LI + 1)  n  LI dn 1d 1  (LII + 1)  n  LII
Member storage logd n+ 1 (max(mi) + 1) logd n+ 1 (max(mi) + 1) logd n+ 1
Rekeying cost
Another important evaluation metric is the overhead when processing a rekeying triggered
by a join or leave event. As shown in table 5.3, the number of keys to send when a new member
joins the group is higher for the proposed self-healing schemes because the decryption key is
composed of a forward and a backward key whereas the decryption key is a single randomly
chosen key in LKH. Note that the numbers of keys to send in scheme I depends on the
number of revocation members in the last m events and their location in the LKH tree. The
best case occurs when they were no revocation in the last m events (and therefore no agged
keys) where the overhead is the same as LKH for eventr = leave and logd n keys bigger for
eventr = join because 2 keys instead of 1 must be sent to the new member. On the contrary,
the worse case is when at least 1 member per group of d members sharing the same lowest
level logical node of the tree is revoked in the last m events, thus with all the keys agged
by the GCKS. Such extreme case leads to a number of keys that increases exponentially, but
the probability of occurrence is relatively low.
Table 5.3 Rekeying cost comparison
LKH Scheme I Scheme II
New key distribution
amount triggered by a
join request
2  logd n [3  logd n; logd n+ dd 1  (dlogd n   1)] 3  logd n
New key distribution
amount triggered by a
leave request
d  logd n [d  logd n;  logd n+ dd 1  (dlogd n 1)] ] d  logd n
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5.5 Experimental results
This section compares LKH with the proposed self-healing addon schemes by showing
empiric results obtained using Qualnet 4.5.1 simulator from Scalable Networks. The scenario
details and along with the results follow.
5.5.1 Performance metrics and primary factors
The scenario details are described in table 5.4.
Table 5.4 Experiment details
Static factor Description
Simulation Time 20 minutes
Number of nodes 100
Terrain area 22km x 8km
Number of executions per scenario 10 dierent
seeds
Multicast application protocol MCBR
Throughput 1Mbps
Base Station properties Wireless Connection Type WiMAX
Number 3
Radio Range 8km
Node position Random
Node direction Random way-
point
LKH tree Balanced
binary tree
batch revocation timeout 5 minutes
Conducted simulations are performed in regards to the ratio of undecryptable data mes-
sages and the rekeying cost with "a one factor at a time" experiment. The ratio of unde-
cryptable data messages is dened as the number of data messages that have unsuccessfully
been decrypted on the total number of received data messages. Therefore, the loss of data
messages is not considered in the experiment. The rekeying cost is the bandwidth overhead
quantied with the number of sent keys caused by a join/leave event or a request from a
legitimate member. Table 5.5 shows the primary factors considered for each session.
5.5.2 Empirical results and analysis
Figure 5.7a shows that member's mobility negatively impacts LKH performance while its
eects are contained in the proposed self-healing schemes. It is safe to assume that the higher
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Table 5.5 Executions details
Impact of Primary Factors
mobility Rekey Retransmissions 0
Buer 0s
Revocation None
retransmissions Mobility 30 mps
Buer 0s
Revocation None
buer Rekey Retransmissions 3
Mobility 10 mps
Revocation None
revocation Rekey Retransmissions 0
Buer 0s
Mobility 30 mps
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Figure 5.7 Performance evaluation results
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the mobility, the higher the number of missed rekey messages. Because LKH is stateful while
the proposed schemes are m-stateless, as long as the number of consecutive missed rekey
messages is below or equal to m, the self-healing schemes greatly outperforms LKH.
The buer enables data messages storage for a specic time that to allow members to
decrypt previously unsuccessful decrypted data messages. First, note that it may be irrel-
evant for applications with strict real-time requirements to decrypt previous data. Second,
buering needs storage capacity dedicated for every multicast stream which may vary with
the members' devices or simply be absent. As shown in gure 5.7b, it only really benets
LKH mainly because the self-healing period make members know in advanced m decryption
keys, therefore limiting the use of the buer. The inuence of the reliable key delivery meth-
ods by statically setting a number of retransmissions for every sent key also share a similar
behavior as suggests gure 5.7c.
Finally, the impact of the percentage of members who get revoked on the undecryptable
data ratio and the communication overhead is studied. LKH increase in performance seems
with a stronger number of member revocation can be explained by an increase of rekey
messages when more of them are issued by the GCKS. Figure 5.7d also shows that scheme I,
characterized by a continuous self-healing property oers a more constant ratio than scheme
II which resets the self-healing period after every batched revocation process. Note that the
overhead includes the number of keys sent by multicast and unicast transmissions triggered
either by an event or a member's request for keys. As the analytical analysis suggests, the
communication overhead of scheme I increases exponentially when the keys owned by logical
nodes are agged which is caused by revocation of members. The results shown in gure 5.7e
conrm the pattern.
The empirical results show a major improvement over the stateful LKH in scenarios where
packet loss is non-negligible such as in typical mobile scenarios. The proposed solution ad-
dresses urgent and critical needs in providing secured multicast ows for users using mobile
devices with low resources in experiencing uid multimedia ows even while managing han-
dovers. The two schemes also provides exbility for the network operators to meet their
security policies.
5.6 Conclusion
In this paper, two self-healing schemes based on the DDHC have been proposed for
LKH to tackle secure multicast in a mobile environment. Although its weakness in collusion
attacks and overhead increase after revocation events, scheme I can be suitable for real time
applications with loose security requirements where passed data have little interest and the
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number of revocation is low. Such services may include the stock market quote distribution
or weather forecast. A more robust and scalable collusion-free approach has been proposed
in scheme II in which the self-healing property is maintained between two revocation events.
To maximize the self-healing period, batched revocations with variable timeouts have been
used. Results show major improvements over LKH in the ratio of undecrypted data messages
and bandwidth overhead.
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Abstract
At the moment, nearly half of all Internet subscribers come from mobile units and it is ex-
pected to be the largest pool of Internet users by the next decade. The most obvious choice
for mobile operators to support more users would be to replace Mobile IP for IPv4 with
MIPv6. However, much work is required for its most attractive feature, the Route Optimiza-
tion (RO) mechanism, to be ecient and secure. RO replaces the inecient triangle routing
by allowing a mobile node (MN) to bidirectionnally communicate with the corresponding
node (CN) without passing through its home agent (HA). The lack of pre-shared information
between the MN and the CN makes security in RO a dicult challenge. MIPv6 adopts the
return routability (RR) mechanism which is more to verify the MN reachability in both its
home address (HoA) and care-of address (CoA) than a security feature. Other works at-
tempted to solve the multiple security issues in RR but either their design are awed, or rely
on unrealistic assumptions. This work rst presents an enhanced cryptographically generated
address (ECGA) for MIPv6 that integrates a built-in backward key chain and oers support
to bind multiple logically-linked CGAs together. ECGA tackles the time-memory tradeo
attacks while being very ecient. It is part of the proposed secure MIPv6 (SMIPv6) with
secure and ecient RO which uses DNSSEC to validate CGAs from trusted domains and
provide strong authentication rather than sender invariance. The AVISPA on-the-y model
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checker (OFMC) tool has been used to show that the proposed solution has no security aws
while still being lightweight in signalling messages in the radio network.
Keywords: Route Optimization, Return routability, cryptographically generated address,
Mobile IPv6, DNSSEC
6.1 Introduction
The ght between MIPv6Johnson et al. (2004) and PMIPv6Gundavelli et al. (2008) as
the chosen standard in the mobile industry to replace MIPv4Perkins (2002) has never been
ercer. The dierences between those two mobility protocols are more than just technical,
their essence on which they were conceived are completely dierent. On one hand, the user in
MIPv6 has complete control of its operations because the network is completely passive and
only the MN can initiate any action. On the other, PMIPv6, with the introduction of the mo-
bile access gateway and the local mobility anchor, implements many mobility functionalities
through the network. Because the focus in this paper is on MIPv6, it is important that the
proposed Route Optimization (RO) mechanism ts in the MN-initiated actions' philosophy.
Two modes are available for data to be transferred between the MN and the CN. First, the
bidirectional tunnelling (BT) (Figure 6.1) sends data in an IP-in-IP tunnel using the MN's HA
as the intermediary entity that encapsulates and decapsulates the received data. Although
inecient especially when the MN and the CN are relatively near each other compared to
the HA, BT is the preferred option for the operators because it does provide more control or
monitoring for billing or other purposes.
IPv6 Untrusted Network
(Internet)
Home Agent
MN
vHA
Untrusted radio network
CN
Tunnelled Packet
Figure 6.1 Bidirectional tunneling
IPv6 Untrusted Network
(Internet)
Home Agent
MN
vHA
Untrusted radio network
CN
Data Packet
BU/BAck
Binding Cache
MN HoA :: MN CoA
Figure 6.2 Route Optimization
RO (Figure 6.2) enables the data to be exchanged directly between the MN and the CN
where the MN lls the MIP destination option with its HA and the CN uses the routing type
2 to send packets to the MN. Prior in exchanging data directly between the MN and the
CN, the return routability (RR) Johnson et al. (2004) (Figure 6.3) mechanism is executed
to test the reachability of the MN's HoA and CoA. More precisely, the MN initiates the RR
by sending the Home Token Init (HoTI) tunnelled through its HA and the Care-of Token
Init (CoTI) directly to the CN, both carrying a distinct init cookie which is later returned.
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Upon reception, the CN generates the HoT and CoT each containing a cleartext keygen token
generated by taking the rst 64 leftmost bits of H(KCN jHoAjNi j0) and H(KCN jCoAjNj j1)
respectively where Ni and Nj are the nonces and KCN is a 20 bytes long random string
kept secretly by the CN. Once the MN receives the HoT and CoT messages from the CN,
it hashes the concatenation of both keygen tokens to generate the binding management key
(Kbm) which is used to sign binding updates (BU) to the CN. It is important to note that,
as stated previously, RR is not meant to secure the RO process, but mainly to test the
reachability of both addresses of the MN. Consequently, multiple vulnerabilities Nikander
et al. (2005); Kavitha et al. (2010) can be conducted to the MIPv6 RO mechanism or its
optimized version W. Haddad (2005).
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CoT w/ other half of Kbm 
BU w/ HMAC(Kbm) 
MN HA CN 
Home and care-of keygen 
token generation 
Kbm  
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Figure 6.3 Return routability in MIPv6
This paper presents secure MIPv6 (SMIPv6), a secure and ecient RO mechanism for
MIPv6 based on cryptographically generated address (CGA) and domain name service se-
curity extensions (DNSSEC) which has been veried through an on-the-y model checker
(OFMC). Section 6.2 rst points out the security issues with RR and then discusses and
analyzes the available alternatives. Section 6.3 and 6.4 detail the Enhanced CGA (ECGA)
and the secure RO for MIPv6 using ECGA and DNSSEC. The AVISPA guidelines of protocol
implementation along with the results then follow in Section 6.5. Section 6.6 presents the
security analysis of the proposed solution and Section 6.7 concludes with a brief summary
outlining key observations.
6.2 Background concepts and related work
6.2.1 Security issues with RR
The main scope of RR is to ensure that the MN is reachable in the stated HoA and CoA
and, only as a secondary objective, it provides a rudimentary way to authenticate and option-
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ally provide condentiality assuming the symmetric key sent in clear text through the HoT
and the CoT has not been intercepted. Obviously, such assumption makes RR unsuitable to
a typical network architecture in which messages are exchanged through untrusted networks
such as the internet or any other shared network. The following presents the most important
security threats in RR.
Session hijacking and Man-In-The-Middle (MITM) attacks
It is sucient to sni only the HoT from a CN for an attacker to forge and send a
CoTI with its own IP instead of the MN's CoA. The CN therefore responds with the CoT
which the attacker uses in combination with the intercepted HoT to generate a valid binding
update management key (KBU). It can then send a legitimate BU to the CN to redirect the
ow towards him and act as an intermediary between the MN and the CN and read all the
messages.
Denial of service (DoS) and ooding attacks
DoS attacks typically exploit limitation in a target's resources and therefore, mobile nodes,
thus the MNs and possibly even the CN, are the most vulnerable because of their limited
computation power, memory space and bandwidth. An attacker could dramatically increase
the CN's workload by intercepting NH home and NC care-of tokens and send NHNC legit-
imate BUs forcing the CN to store many sessions in memory and redirect multiple ows in
a very short period of time. Note however, that in order to make this attack successful, the
forged BUs must be sent to the CN before the nonces are refreshed. Network ooding DoS
attacks can also be led on MNs or, more broadly, on a visited network if an attacker manages
to redirect only signaling MIPv6 messages without being in the data path. Such a favorable
environment enables the attacker to send forged HoTIs and CoTIs with any HoA and CoA
and intercept the related keygens to redirect the ows where it wishes. A similar but easier
alternative would be to enter a visited network, establish multiple RO sessions and simply
detach from its care-of link while sending acknowledgements to the CNs to make them believe
that it is still active on its CoA W. Haddad (2009).
6.2.2 Certicate-based RO protocols (CBU and HCBU)
Authors in Deng et al. (2002) propose two RR alternatives by introducing a certi-
cate scheme and only make the trusted entities execute RO related operations. First, the
Certicate-based Binding Update (CBU) protocol makes use of a Certicate Authority (CA)
that issues a certicate for every home link subnet prex (HLSP) where the private key is
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kept secretly by the HA. As depicted in Figure 6.4, upon receiving a RO request and after
exchanging nonces with the CN, the HA provides its HLSP and public key through its certi-
cate signed by a trusted CA. It then starts an authenticated Die-Hellman (DH) exchange
by signing EXCH0 with its private key in order to share a secret key KDH which is then used
to generate KBU .
CBU's design has many aws starting with the disclosure of the secret value x used in the
computation of KDH that an attacker can easily compute by applying a logarithmic function
(x=logg(g
x)) if the public components g, gx are intercepted. Also, the lack of validation of
the CoA enables a legitimate but malicious MN to spoof any victim's IP or subnet lead-
ing to redirection attacks. Secondly, the assumptions are unrealistic and impractical. The
presence of fragmented authentication infrastructures across dierent domains is necessary
to let the CN validate the CA that issued the HLSP certicate, and thus avoid MITM and
impersonation attacks. Yet, this poses scalability and exibility issues in trust management
when expanding this at structure into a more global approach. Furthermore, the dierent
administrative domains are typically reluctant in sharing information or accept trusted CA
certicates from competitors.
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Figure 6.4 Route Optimization in CBU
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Figure 6.5 Route Optimization in HCBU
To tackle the CBU issues, the same authors proposed the Hierarchical Certication-based
Binding Update (HCBU) that uses a 3-layer chain certication scheme in which the root
CAs (known by everyone) (layer 1), the intermediate ISPs (layer 2) and nally the MN's
domain (layer 3) sign the 64-bit long IPv6 HoA and CoA subnet prex of the MN. The trust
delegation enables the CAs in the operator's domain to generate chain certicates for the
MN's HoA and CoA which can be validated up to the global trusted CAs. Also, the MN
must supply a proof of ownership of its CoA signed by the visited HA (vHA) to its HA prior
the establishment of RO (Figure 6.5).
Although HCBU (or its optimized version D. Kavitha (2010)) is certainly more secure than
CBU, the authors' assumptions are unrealistic. First, the global deployment of a 3-layer chain
certication of IPv6 subnet prex is currently nonexistent and such implementation requires
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much structural changes and collaboration between many consortiums. Because there is no
other use for it, the incentive for such approach is very limited. Second, HCBU does not verify
if a bidirectional route exists from the CN to the MN prior to the acceptation of the BU and
redirection of the ow. In fact, links across the internet core are composed of numerous
automated systems having dierent policies (QoS, security, etc.) that may force upstream
and downstream ows to travel in dierent paths between the same 2 nodes, or worse, deny
one of them. Third, the authors assume that the security policies between the vHA and HA
or between the CN and the HA are always compatible, thus avoiding the scenarios where
the HA generates a key too long for the CN or the vHA signature is non compliant with the
HA minimal requirements. Beside the assumptions, HCBU is still vulnerable to the network
ooding attack described in W. Haddad (2009).
6.2.3 Cryptographically Generated Address (CGA)
The scope of a CGA is to prevent spoong attacks by binding the sux of an IPv6 address
with a self-generated certicate and signing the hashed message authentication code (HMAC)
of each message with its private key. More precisely, CGA provides sender invariance Drielsma
et al. (2007) in which participants that initially share no relationships at all, to authenticate
messages only once the link between the CGA and its certicate has been acknowledged by
the other parties. In fact, any node, including an intruder, can generate a pseudonym (in
this case the CGA), which may not be linked to the real identity of the node. This may
lead to a MITM attack if the initial messages between two nodes are tempered with such in
S. Bradner (2003). Note, however that an intruder is unsuccessful in signing or decrypting
messages belonging to someone else's pseudonym. Sender invariance is therefore weaker than
authentication where the real identities between participants are known prior communicating
and do not rely on an initial leap of faith about the pseudonymous identity.
CGA Generation
After generating its public/private key pair, the node constructs a random 128-bit modier
to compute hash-1 using a given H hash function:
Hash-1 = H (Modier j Subnet j Collision count j Public Key)
The rst 64 bits of a CGA IPv6 address are reserved for the subnet while the remaining 64
bits are the rst leftmost 64 bits of hash-1. By providing its CGA parameters (components
in hash-1), a node's CGA can be validated with a single hash operation and the message
can be validated through the HMAC signature. Having generated its own certicate, an
attacker can perform a bruteforce attack on its modier to match a victim's CGA and steal
94
its pseudonym. CGA must therefore be resilient to such attack as it will break the sender
invariance property. Because 5 bits of a CGA are reserved, an attacker requires a maximum
of 259 hash operations to spoof a CGA given a known modier and certicate. To increase the
strength against such attack, the hash extension technique has been proposed where hash-2 is
computed prior to hash-1. The scope is to increment the modier until the results is 16*SEC
bits of 0:
Hash-2 = H (Modier j 9 bytes of 0 j Public Key) = 16SEC bits of 0
The value of the SEC parameter varies between 0 and 7 and is directly related to the
strength of the CGA. As shown in Table 6.1, the higher the SEC value is, the higher the
computational cost to generate the CGA. Consequently, the number of required hash opera-
tions is increased by a factor of 216SEC which brings the maximum operations for a successful
brute-force attack from 259 to 259+16SEC .
Table 6.1 Computation time of CGA on a AMD64 processor according to Bos et al. (2009)
SEC value 1 2 3
Required Time 0.2 sec 3.2 hrs 24 yrs
Time-memory tradeo attack
Because hash-2 is computed with invariant elements that are not related to the node's
network attachment, suitable modiers for a given SEC value can be pre-computed over time.
In fact, assuming no hash-1 collision, a table listing at least 259 pre-computed valid modiers
for known public/private key pairs would guarantee an attacker to hit a victim's CGA with
259 hash operations independently of the SEC value, disabling the hash extension security
gain. An easy solution would be to include the subnet in both hashes (hash-1 and hash-
2), thus greatly complicating the attack by forcing a pre-computed table for each available
subnet. However, such approach forces a node to recompute its hash-2 every time it changes
subnet. As shown in Table 6.1, for SEC=2, it will require a node to wait several hours before
it can attach to the network. In a mobile environment where subnet migration is frequent,
this delay is not tolerable.
Replay attack
The authentication in CGA relies in the digital signature added at the end of each sent
messages, but the fact that the IP header (the source address) is excluded from the signature
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opens the door to several replay attacks as detailed in Bos et al. (2009). The easiest one
is for an attacker to sni and store messages of its victim while obtaining its modier and
public key. The attacker then changes subnet, regenerates the victim's CGA by recomputing
hash-1 with the victim's CGA parameters and replay the stored messages after changing the
source address.
6.2.4 CGA++
In Bos et al. (2009), authors propose small modications to CGA in order to tackle
the time-memory tradeo attack issue by providing authentication in the computation of the
CGA. To do so, they rst include the subnet in the computation of both hashes. After hash-2
is computed, a signature of the modier, collision count and subnet prex is concatenated with
the corresponding public key and then hashed to form hash-1. As discussed earlier, including
the subnet in hash-2 requires the MN to regenerate its CGA every time it changes subnet
which imposes prohibitive delays in a mobile environment. The authors chose to do so to
counter the time-memory tradeo attack which in theory would require 264 tables to cover all
the available subnets in IPv6. However, in practice, because subnets are statically congured
and remain unchanged once they have been assigned to the operator by IANA, there is a
higher risk that subnets used in major network operators who have a large proportion of
customers are targeted rst by attackers. By focusing on the most popular subnets, the
number of required pre-computed tables is greatly reduced while the number of potential
victims remains large.
6.2.5 Enhanced Route optimization for MIPv6 (RFC 4866) and other CGA-
based RO protocols
As an alternative to certicate-based RO, authors in Arkko et al. (2007) combined the
cryptographically generated home address (CGHoA) introduced in M. Roe (2002); W. Had-
dad (2005) with the existing RR concepts. They also propose more optimized ways (Figure
6.6) to reduce latency by introducing semi-permanent security associations (SA) and credit-
based authorization to enable early BUs. The former mechanism establishes a renewable
permanent shared secret token (a symmetric key known as the permanent home keygen to-
ken) between the MN and the CN to avoid using resources validating the computationally
expensive CGHoA (asymmetric) for future BUs. Note however that the rst BU to a CN
must include the CGHoA's signature to prevent an attacker that intercepted a HoT to forge
a BU with it.
The credit-based authorization allows the CN to send packets to a non-tested MN's CoA
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Figure 6.6 Correspondent node registration with authentication based on reachability veri-
cation at the home address with concurrent care-of address test
(unveried state) until no more credits for the MN is available. Credits are added when
payload packets from the MN's CoA are received by the CN while being in VERIFIED state.
This enables the MN to trigger the early BU technique (after a handover) in which the ow is
redirected to the new care-of address, while the mobile node's reachability at the new care-of
address is veried concurrently. The CN moves the care-of address to VERIFIED state once
reachability verication completes.
This solution adds the sender invariance property to the BU in RR. However, an in-
truder can achieve a MITM attack by intercepting the initial signalling messages from a
MN, exchanging with the MN's destination using the attackers own generated CGHoA and
responding back to the MN. Because the MN ignores the true identity of the CN, it will
validate the attacker's responses.
Also, it oers no way for the CN to verify the ownership of the MN's CoA other than
using the CoT which main purpose is to test the CoA reachability. Therefore, a malicious
but legitimate MN could redirect ows to any IP by spoong the CoA. The credit-based
authorization mitigates the eects, but can be problematic when a legitimate MN is unable
to perform the reachability test in time because of a temporary problem (handover delay,
congestion, interference, etc.) and sees its ow cut o. Also as with any reputation/credit
based system, the spread between the thresholds can always be exploited by an attacker who
well behaves to gain credits and then spends them on ooding a victim. By coordinating
this attack with multiple other malicious and colluding nodes or zombies with valid CGAs,
a distributed denial of service (DDoS) could easily take a target down. Finally, operators
might be reluctant in using a protocol with such a high signalling overhead in the radio access
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network.
6.2.6 Other solution-related protocols
To conclude this section, DNS security extensions (DNSSEC) Arends et al. (2005a,c,b) and
the ush request signalling W. Haddad (2009) are briey introduced. Authors in W. Haddad
(2009) propose a simple solution to repel network ooding aimed at a malicious MN who,
after initiating an exchange with the CN, detaches itself from the visited network but keeps
regularly sending ACK to the CN to keep alive the ow. To achieve this, the authors rst
assume that a \symbiotic" relationship exists between the MN and the network it resides in
by means of CGA and secure network discovery protocol (SeND)Kempf et Koodli (2008).
When the AR detects that the MN is not present anymore in its network, it may immediately,
or after a timeout, send a signed Flush Request (FR) with a proof of relationship to the CN
that keeps sending messages to the disconnected MN. Note that W. Haddad (2009) presents
a concept more than a complete solution.
DNSSEC proposes changes to the DNS protocol to tackle the cache poisoning attack
where a malicious node responds to a DNS query before the DNS server claiming that the
requested full qualied domain name (FQDN) points to a forged IP address. DNSSEC enables
authentication of DNS responses through digital signatures and public-key cryptography. A
DNS server authoritative of a domain is trusted through a chain of trust leading to a set
of known and trusted DNS root zone. The deployment of DNSSEC at the DNS root was
implemented on July 15th 2010 and while the .org top-level domain already oers DNSSEC,
a full deployment is expected to be completed by the end of 2011.
6.3 Enhanced CGA (ECGA)
This section presents ECGA which is part of the proposed secure RO in SMIPv6. It
details the generation of an ECGA and the support for binding multiple CGAs together.
6.3.1 Notation for ECGA
fMgK : Message M is encrypted with key K
X j Y: Concatenation of components X & Y
Hx(M): The xth (default is 1) hash of message M
PKA: Private key of entity A (asymmetric)
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6.3.2 The construction of Enhanced CGA (ECGA): Hash-2 and Hash-1 compu-
tation
A backward key chain of length p 2 N , as shown in Figure 6.7, is constructed by applying
a hash function H repeatedly on a secret key s:
Hp(s); Hp 1(s); :::; bi; :::; H(s)where bi = H(bi 1) = H i(s) and 1  i  p 8i; p 2 N
bp … b1 b2 b3 b4 
Figure 6.7 Example of a backward hash chain
It is important to note that while the backward key chain is constructed from right to
left, the keys must be used from left to right to provide authentication. In fact, any node
intercepting bi can generate bj for i  j  p (the left part of the chain) by applying the hash
function repeatedly, but, it is computationally infeasible to nd the right part bj for 1  j  i
where i  p 8i; j; p 2 N . For example, let TW be the time window in which a key must
reside in, a party that previously received a backward key bi authenticates the key bj, for
j < i, if Hx(bj) = bi where x  TW 8x; i; j 2 N . No other node could have found bi prior to
its disclosure because H x(bj) is very complex to compute. In other words, for a node that
previously received the backward key bi and wants to validate the current backward key bj,
it simply hashes bi until nding a match with bj. If not match has been found within TW
maximum allowed hashing operations, the validation process fails.
Once the backward key chain is constructed, both hashes in CGA use current backward
key bi and are generated the following way:
Hash-2: H(Modier j bi j Public Key) = 16SEC bits of 0
Hash-1: H(Modier j bi j Subnet j Collision count j Public key)
As soon as a valid modier in hash-2 (using bi) has been found, the node may start to
compute the next modier in hash-2 using the following backward key bj from the chain,
where j < i , 8i; j 2 N . Once the new modier has been found for bj, both parameters are
used in the next CGA to generate and bi is removed from the chain if it is not used by any of
its addresses. The operation is then repeated with the next backward key, and so on. This
removes the need for a node to know the subnet it is going to attach to before starting to
execute the hash extension technique.
6.3.3 Binding multiple CGAs together
ECGA oers support to bind multiple logically-linked CGAs together through cascading
them or by simply adding them independently in the hash-1 computation. This is especially
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useful to bind the MN's HoA and CoA addresses. Table 6.2 presents an example of CGA
generation using the cascading mechanism:
Table 6.2 Example of cascading CGAs
CGA Hash-1
CGA1 H(Modier1 j bi1 j Subnet j Collision count j PublicKey1)
CGA2 H(Modier2 j bi2 j Subnet j Collision count j CGA1 j CGA1 Parameters j
PublicKey2)
CGA3 H(Modier3 j bi3 j Subnet j Collision count j CGA2 j CGA2 Parameters j
PublicKey3)
In the previous example, CGA3 integrates CGA2 which itself integrates CGA1 into its
hash-1 computation, binding all 3 CGAs. For a signature to be valid for CGA3, it must
contain a proof of all 3 entities such as a HMAC signed by all 3 parties in the reverse order:
fffHMACgPK3gPK2gPK1. However, it may be that node 3 is not known to node 1 and thus
cannot authenticate it. In that case, the HMAC can be signed in the forward order, but
because any node could intercept and sign ffHMACgPK1gPK2 to pretend that nodes 1 & 2
approved CGA3, HMAC must contain information specic about node 3.
When node 3 is bound to nodes 1 & 2 but nodes 1 & 2 are not bound together, the
inclusion method can be used by adding the CGA of nodes 1 & 2 in the computation of
hash-1 for CGA of node 3:
H([modier3 j subnet j Collision count j CGA1 j CGA1 parameters j CGA2 CGA2 parameters
j publicKey3])
Again, the signature must contain a proof of all 3 nodes, but because nodes 1 & 2 are not
logically bound, node 3 may provide 2 signatures, one showing the relation between nodes 1
& 3, and the other between nodes 2 & 3: ffHMACgPK3gPK1 and ffHMACgPK3gPK2.
6.4 Secure route optimization in SMIPv6 using ECGA and DNSSEC
The main idea behind using DNSSEC and ECGA is to authenticate a message according
to the domain it originated from. This section rst presents the objectives and assumptions
of the proposals. Second, the integration of ECGA in the SMIPv6 is detailed. Finally, the
notation used in describing the secure RO proposal lows along with the detailed execution
in various MIPv6 scenarios leading to the RO.
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6.4.1 Objectives
The objectives of the secure RO proposal are :
{ Be as secure as HCBU while relying on realistic assumptions;
{ Lean towards providing authentication globally rather than the sender invariance by
validating the CGA (pseudonym) through the use of DNSSEC and trusted domains;
{ Provide more exibility and control to mobile operators when allowing RO.
6.4.2 Assumptions
For the proposed solution to strongly authenticate the MN's HoA and CoA to the vHA
and the HA respectively, the following assumptions must be met:
1. 64 bits are sucient for the care-of subnet;
2. Whitelist of trusted domains are kept up to date by the operator administrators (in
HA and vHA);
3. DNSSEC is deployed globally;
4. Operators protect their network by analyzing and ltering all incoming and outgoing
messages.
To provide global strong authentication, an additional assumption is necessary
5. A trusted authority that publishes a list of trusted mobile operator domains
6.4.3 ECGA in SMIPv6
When a MN rst boots, it starts by constructing a backward key chain long enough to
support many creation of CGCoAs and avoiding refreshing its CGHoA too often. Table 6.3
shows how CGAs are generated in SMIPv6 to provide secure RO while Table 6.4 presents
their related signature. Note that bi and bj are the backward keys of the MN from the same
chain where 1  j  i 8i; j 2 N .
6.4.4 Notation for the secure RO solution
On top of the notation used for ECGA 6.3.1, these are used for the RO solution:
PSKA B:Preshared secret key between A & B
KA B: Symmetric private key between A & B
M(X j Y)Message M sent with parameters X & Y
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Table 6.3 ECGA in SMIPv6
CGA Hash-1
CGHA H(ModierHA j Subnet j Collision count j PublicKeyHA)
CGVHA H(ModierV HA j Subnet j Collision count j PublicKeyV HA)
CGHoA H(ModierHoA j bi j Subnet j Collision count j CGHA j CGHA parameters j
PublicKeyMN)
CGCoA H(ModierCoA j bj j Subnet j Collision count j CGVHA j CGVHA parameters
j CGHoA j CGHoA parameters j PublicKeyMN)
Table 6.4 Signatures used for secure RO in SMIPv6
CGA Signature
Home Token fH(CGHoA j CGHoA parameters)gPKHA
Visited Token fH(CGCoA j CGCoA parameters)gPKVHA
Auth Token fffH(CN j CGCoA j CGCoA parameters)gPKMNgPKHAgPKVHA
6.4.5 Bootstrapping in home network
When the MN rst bootstraps into its home network, it must approve its generated
CGHoA to its HA and in return, the HA registers a MN's FQDN linked to its CGHoA using
DNSSEC and sends the MN the home token used when attaching to a visited network. Figure
6.8 details the message sequence.
MN AR HA 
Message 1 
MN execution 
HA  
execution 
Message 2 
DNS 
Message 3 
Message 4 
Figure 6.8 Bootstrapping process of a MN in its Home Network
6.4.6 MN's attachment to visiting network
When the MN enters a visiting network (Figure 6.9), the execution is similar to its home
network's bootstrap with the exception that the signature request is authenticated through
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Message 1: AR ! MN : Router Advertisement(Home subnet j CGHA) j CGHA
Parameters j fHMACgPKHA
MN Execution: MN generates its CGHoA using its CGHA and subnet
Message 2: MN ! HA: Signature Request(CGHoA) j CGHoA Parameters j
fHMACgPSKMN HA j fHMACgPKMN
HA Execution: HA authenticates the message through CGHoA validation and preshared
info and generates the signed home token
Message 3: HA $ DNS Server : using DNSSEC, the HA registers the MN's HoA
FQDN and links it with CGHoA
Message 4: HA ! MN: Signature Response(home tokenj HoA FQDN) j CGHA Pa-
rameters j fHMACgPKHA
the signed home token and the MN's public key used for its CGHoA.
MN AR vHA 
Message 1 
MN execution 
VHA  
execution 
Message 2 
DNS 
Message 3 
Message 5 
Message 4 
Figure 6.9 MN enters a new visiting network
Message 1: AR ! MN: Router Advertisement(Visited subnetjCGVHA)jCGVHA
ParametersjfHMACgPKVHA
MN Execution: MN generates its CGCoA using the claimed CGVHA and subnet
Message 2: MN ! VHA: Signature Request(CGCoAj home token)jCGCoA
ParametersjfHMACgPKMN
Message 3: VHA $ DNS Server: using DNSSEC, the VHA executes a forward-
conrmed reverse DNS (FCrDNS) on the CGHoA and CGHA and
makes sure their domain is the same
VHA Execution: VHA rst that the MN home network's domain is trusted and then
authenticates the message through the validation of CGHA, CGHoA
and home token, and if successful, generates the signed visited token
Message 4: VHA$ DNS Server: using DNSSEC, the VHA registers the MN's CoA
FQDN and links it with CGCoA
Message 5: VHA ! MN: Signature Response(visited token jCoA FQDN)jCGVHA
ParametersjfHMACgPKVHA
Once the MN successfully attaches to the visited network, it must send a BU to its HA
and alert it of its new CGCoA (Figure 6.10).
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MN HA DNS 
Message 1 
HA  
execution 
Message 2 
Message 3 
Figure 6.10 Binding Update to HA
Message 1: MN ! HA: BUj visited token jCGCoA ParametersjfHMACgPKMN
Message 2: HA $ DNS Server:using DNSSEC, the HA executes a FCrDNS on the
CGCoA and CGVHA and makes sure their domain is the same
HA Execution: the HA rst checks its whitelist of allowed domains and then authenticates
the message through the validation of CGVHA and CGCoA by making
also sure that the backward key used for CGCoA is part of the chain.
The HA could also force its MN to change to the next backward key if
the time allowed to use that key exceeds the one specied in its security
policies
Message 3: HA ! MN: BAckjCGHA ParametersjfHMACgPKHA
6.4.7 Secure RO for SMIPv6
For the CN to validate the CGCoA, it requires a signature involving the MN, the VHA
and the HA. Figure 6.11 details the message sequence of the proposed solution where Auth
Token=H(CNjCGCoAjCGCoA Parameters)
MN VHA HA 
Message 1 
CN 
execution 
Message 2 
DNS 
Message 3 
Message 5 
Message 4 
CN 
Message 6 
HA 
execution 
vHA 
execution 
Figure 6.11 Secure and ecient route optimization message sequence
The symmetric key KMN CN along with the signed visited token are used to authenticate
the MN's new CGCoA to the CN when the handover has been executed inside the same
visited domain. Otherwise, the Auth Token must be signed by the new vHA and thus
becomes invalid and the RO execution must start from the beginning.
104
Message 1: MN ! HA: RO Authentication(CNjCGCoAjCGCoA
ParametersjfAuth TokengPKMN)jCGCoA ParametersjfHMACgPKMN
HA Execution: Validation of the Auth Token and its policies to see if RO is allowed for
the MN and the visited domain
Message 2: HA ! VHA: RO Authentication(CNjCGCoAjCGCoA
ParametersjffAuth TokengPKMNgPKHA)jMN credentialsjCGCoA
ParametersjfHMACgPKHA
VHA Execution: Validation of the Auth Token and if credentials received comply with
its policies, sign the token and send it to the CN
Message 3: VHA ! CN: RO Authentication(CNjCGCoAjCGCoA
ParametersjfffAuth TokengPKMNgPKHAgPKVHA)jCGVHA
ParametersjfHMACgPKVHA
Message 4: CN $ DNS Servers: using DNSSEC, the CN executes a FCrDNS to
ensure that the CGHoA and CGHA are on the same trusted domain.
It repeats the operation for the CGCoA and the CGVHA
CN Execution: The CN validates all CGA addresses while making sure the CGHoA and
its parameters are the same then the current one used for bidirectional
tunnelling (BT). Then, it generates a symmetric key KMN CN
Message 5: CN ! MN: fAUTH Response(KMN CN)gPublicKeyMN
Message 6: MN ! CN: BUjfHMACgKMN CN
6.4.8 Flush Request for SMIPv6
When the MN detaches from its visited network while leaving ongoing ows active, the
VHA informs the sources to stop sending their ow. The Flush Request (FR) message is sent
from the VHA to the CNs:
FR(CN j CGCoA j CGCoA Param)j CGvHA Param j CGvHASign
6.5 AVISPA implementation guidelines and results
The bootstrapping executions in the home and visited networks, the BT and the RO
of SMIPv6 have been implemented in HLPSL. This section briey presents the key ideas
on how the proposed solution was implemented in AVISPA Armando et al. (2005) model
checker. Secondly, the results show that the solution respects the stated security goals.
6.5.1 Security Goals
The proposed solution implements all security goals available in AVISPA:
1. weak authentication to ensure sender invariance of the router advertisement messages;
2. strong authentication for all other messages sent from the MN, HA, VHA and the DNS
server;
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3. secrecy to ensure condentiality of symmetric keys held by the MN and shared with its
HA and the CNs.
DNSSEC enables a node to securely verify if a CGA is part of a trusted domain. Given
that a CGA cannot be spoofed, receiving a message from a CGA signed by a trusted entity
(HA/VHA) of a trusted domain increases the security property for messages from sender
invariance to authentication. However, because no assumption has been given about the
knowledge of trusted domains to the MN, it must rely initially on the sender invariance
property for the router advertisements.Note that the sender invariance is implemented in
AVISPA using the weak authentication on goal along with a witness and wrequest security
predicates using the message's source identity as the authenticator and the authenticated. As
an example, the home router advertisement uses the (HA,HA,<goal id>, CGHA's signature)
parameters.
6.5.2 Roles and their initial knowledge
In AVISPA, the message sequences along with the security predicates are conned within
roles and represent the core of the implementation. Figure 6.12 shows the initial knowledge
for each roles in the route optimization of SMIPv6 and how they have been instanciated.
6.5.3 Sessions and intruder knowledge
Figure 6.13 shows the tested scenarios where the intruder took the place of the MN, the
HA and the VHA. The knowledge of the intruder includes the PSK with the HA (useful
when the attacker acts as a MN), the PSK with the DNS (useful when the attacker acts as
a HA), the registered domain owned by the intruder, its registered FQDN, its self-generated
certicate and available public information related to the HA, VHA and the DNS server.
6.5.4 AVISPA results
Both back-ends oered in AVISPA, the On-the-Fly Model-Checker (OFMC) and the
Constraint-Logic-based Attack Searcher (CL-AtSe), have been used to verify security aws
in SMIPv6 using the Dolve-Yao intruder model. The OFMC is a reactive and demand-based
model checker that uses symbolic techniques to convert the states to build an innite tree out
of the analysis of the protocol. On the other hand, the CL-AtSe transforms each step into a
set of constraints on the attacker's knowledge which is then tested against the provided set
of security goals. As Figure 6.14 shows, both AVISPA back-ends, launched with a bounded
number of sessions, conclude that the proposed solution is secure according to the goals in
6.5.1.
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6.6 Security Analysis of SMIPv6
As part of the analysis on the proposed solutions, the assumptions are rst discussed
followed by the compatibility issues of SMIPv6 with MIPv6 extensions, to conclude with the
advantages and limitations.
6.6.1 Discussion on the assumptions
64 bits IPv6 subnets
Some works Deng et al. (2002); Arkko et al. (2007) argue that using CGA for the MN's
CoA would interfere with its addressing or that because the MN's CoA is not permanent,
there is no interest in being cryptographically generated. While it is true that the MN's CoA
change every time it changes subnet, ECGA uses a pre-computed hash-2 and only requires one
hash operation to generate its new CGCoA while guaranteeing at least the sender invariance
property (to CN) or authentication (to VHA) in untrusted networks. As for interfering with
its addressing, the rst 64 bits are reserved for the subnet and should typically be enough.
If not, because ECGA hash extension is not vulnerable to the time-memory attack, it would
be possible to reduce the number of bits dedicated to it and compensating by increasing the
SEC.
White list of domains
For an entity to authenticate a message, it is crucial to have a list of domains that it can
trust. The mobile operators must maintain a list of domains that allow its MNs to:
{ Connect to the domain, update the binding cache and allow BT
{ Allow RO
This adds control, exibility and scalability to operators who can congure its whitelist of
domains according to the agreements it holds with its competitors. Wildcards cannot be
used as it would let any registered domains to be trusted.
DNSSEC global availability
As opposed to a global scale certicate authorities or subnet certication using chain
certicates, DNSSEC is already being deployment today and is scheduled to be available
worldwide by the end of 2011.
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Mobile operators secure their network
To keep their trusted status, mobile operators have every incentive to secure their network
by analyzing every incoming and outgoing messages. If attacks can be lead from an operator,
it may loose its trust relationships with other operators and consequently see its customers
being deny RO or event BT in visited networks.
Centralized list of trusted mobile operator domains
This assumption is the most questionable as it requires a centralized list of all mobo
domains to be published and maintained by a trusted authority. It can be realized in many
dierent ways such as a website or a DNS-based white list DNS (2011).
6.6.2 Compatibility issues with MIPv6 alternatives: FMIP, HMIP, PMIP
An important aspect of SMIPv6 is that the MN-oriented philosophy of MIPv6 in which
all operations are initiated by the MN is kept. This allows MIPv6 alternatives like FMIPv6
Kempf et Koodli (2008) and HMIPv6 Soliman et al. (2005) to be compatible with the pro-
posed solution. For PMIPv6's Gundavelli et al. (2008) network-initiated handovers, the MN's
CGCoA must be computed by a network equipment and thus requires a point-to-point radio
link to secretly send the private key to the MN or to authenticate it so the network can sign
the MN's messages before heading to the untrusted network.
6.6.3 Advantages and limitations
ECGA
To tackle the replay attacks, ECGA includes the MN's CGCoA in the signature, either
through the signed visited token or the Auth Token which are required to establish a BT or
RO. Therefore, even if an attacker uses the CGCoA parameters in a new subnet, the CGCoA
will change and the signatures become invalid. Also, the hash-2 computation in ECGA
includes a backward key for the double purpose of weak authentication and prohibiting pre-
computed hash-2 tables, thus eliminating the time-memory tradeo attack. Therefore, for an
attacker to impersonate another's ECGA, it must not only match the vitim's hash-1 and hash-
2, but also nd the next backward key that will be used. This additionnal complexity is kept
as long as a node changes at least TW times its backward key in the average time required
for an attacker to perform a successful impersonation attack. Otherwise, an attacker could
use the victim's current (or past if TW>1) backward key and the impersonation complexity
falls to the same as CGA.
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Moreover, ECGA avoids inicting additional delays by enabling a node to pre-compute
hash-2 before having the subnet it is going to attach to. Therefore, it would be possible
to dynamically adjust the SEC parameter according to the rate of generation of new CGAs
(which is linked to MN's mobility), the average available processing power and remaining
energy. From a security standpoint, a higher value of SEC is always preferred, but the more
processing power, energy consumption and computation time is required. Table 6.5 compares
CGA, CGA++ and ECGA.
Table 6.5 Comparison of worse case operations in CGA, CGA++ (using a 1024-bit RSA key)
and ECGA. All timings are expressed in hash function evaluations. The parameter sec=s is
the security parameter used for hash extensions, TW is the validation time window and jkeyj
is the length in bits of a backward key
Metric CGA CGA++ ECGA
Time for address generation
with sec=0 1 1+210:9 1
with sec  1 1+216s 1+216s+10:9 1+216s
Time for address verication
with sec=0 1 1+25:5 1+TW
with sec  1 2 2+25:5 2+TW
Impersonation time *
with sec=0 259 269:9 259+jkeyj
with sec  1 259+16s 259+16s+69:9 259+16s+jkeyj
Address renewal time when
moving to a dierent network
with sec=0 1 1+210:9 1
with sec  1 1 1+216s+10:9 1
Resistance against the
time-memory tradeo attack No Yes Yes
Resistance against the
replay attack No Yes Yes
Storage requirement for
validator None None Backward key
generator None None Hash chain
Background address generation Not required No Yes
* Assuming the backward key has been changed at least TW times during the average time
it requires for a sucessful impersonation attack
Secure RO proposal for SMIPv6
The authentication in SMIPv6 is based on the domains' ECGA trustiness through DNSSEC
and its whitelist. First, the MN must prove ownership of its addresses through ECGA. Sec-
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ond, the ECGA must be linked to a trusted entity in a trusted domain and a signed through
signed through the home and visited tokens. By receiving such information, a party that
trusts both the home and visited domains of the MN, can authenticate the messages as long
as no attacks can be lead from within a trusted domain. It is therefore important for a mobile
operators to analyze and lter all incoming and outgoing trac. For example, a malicious
MN who spoofs another node's ECGA using its own self-generated certicate to send mes-
sages can be easily detected by comparing the public key of the attacker and the legitimate
owner.
Because a priori no information about the CN is known, it is only possible to ensure its
sender invariance. Therefore, any attacker intercepting the initial request from a legitimate
source can act as a CN. Futhermore, if the same attacker comes from a trusted domain, it can
authenticate himself to the CN and execute a MITM attack. This security issue is inherent
to the anonymous nature of the CN and is impossible to tackle unless pre-shared information
is available. Such attack can even be lead by a colluding node in untrusted domains that
receives the tokens and certicate of a MN in a trusted domain and that manages to intercept
messages going to its partner. On the other hand, as long as a MN from a trusted domain
does not share its private key, it would be possible for a trusted domain to block routing type
II messages from its wireless network to avoid a MN to impersonate a CN.
Also, it is important for the trusted entity CGA to use a high SEC value to avoid spoof-
ing and thus compromise the entire RO operations. Futhermore, because its address must
also be known globally, the trusted entity FQDN should either be hardcoded (for example
ha.domain.com) or be a record inside the trusted zone. This prevents a MN to use any valid
address from the same trusted domain to impersonate the trusted entity.
For an intruder that is not in a trusted domain nor colludes with any node in such domain,
it must not only spoof a ECGA that is linked to a trusted domain, but will need the signed
home and visited tokens to match its own generated ECGA parameters in order to execute a
valid RO. These signatures can only be used if there is a hash collision with, respectively, the
H(CGHoA j CGHoA Parameters) and H(CGCoA j CGCoA Parameters). The probability
of such collision is 2 length of hash and is therefore inversely proportional to the length of the
hash.
A complete comparison of SMIPv6 with existing solutions is available in Table 6.6.
6.7 Conclusion
This paper proposes Secure MIPv6 (SMIPv6) that includes a new secure and ecient RO
using an enhanced version of CGA (ECGA) and DNSSEC for MIPv6 to tackle the RR weak-
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Table 6.6 Comparison of existing route optimisation protocols and the proposed SMIPv6
solution
Vulnerabilities and limitations R
R
C
G
A
-O
M
IP
v
6
C
A
M
-D
H
R
F
C
48
66
C
B
U
H
C
B
U
S
M
IP
v
6
Session hijacking X
Man-in-the-middle X  X  X
Spoong X    
Replay    
Redirection X  X  X
Flooding X X X X X X
Resource exhaustion DoS  X    
Rely on nonexisting architectures X
High radio signalling overhead  X  X 
Nonexisting MN-CN reachability tests X X
Scalability and exibility issues  X
: Partially vulnerable
nesses and the unrealistic assumptions of existing works. First, ECGA integrates a backward
key chain in the HASH-1 computation which makes it resilient to replay and time-memory
tradeo attacks while increasing the impersonation bruteforce complexity and still be very ef-
cient in its generation and verication. Second, by combining ECGA and DNSSEC, SMIPv6
removes the burden of managing certicates, and thus improves the exibility and scalability
for network operators that only need to maintain a list of trusted domains. Moreover, the
use of trusted domains enables the HA, VHA and CN to strongly authenticate all incom-
ing messages and thus tackling all major attacks while relying on realistic assumptions and
keeping the radio signalling overhead to a minimum. Results using AVISPA prove that the
proposition is safe and does not contain any security aw.
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role session (
MN, HA, DNS, VHA, CN : agent, % Agents declaration
PSK MNHA : symmetric key, % PSK in MN's SIM card
PSK HADNS : symmetric key, % Access for managing home domain (zone)
PSK VHADNS : symmetric key, % Access for managing visited domain (zone)
PK HA : public key, % Public Key of HA
PK VHA : public key, % Public Key of visited HA
PK DNS : public key, % Public Key of DNS server
HA Domain : text, % Zone/domain of the MN's home network
VHA Domain : text, % Zone/domain of the MN's visited network
HA FQDN : text, % FQDN of trusted entity in the MN's home network
VHA FQDN : text, % FQDN of trusted entity in the MN's visited network
PRF : hash func) def= % Hash function used for ECGA and signatures
local
S,R : channel (dy)
composition
homeagent (MN, HA, DNS, VHA, CN, S, R, PRF, HA Domain, HA FQDN,
VHA FQDN, PSK MNHA, PSK HADNS, PK HA, PK DNS)
/n mobilenode (MN, HA, DNS, VHA, CN, S, R, PRF, PSK MNHA)
/n dnsserver (MN, HA, DNS, VHA, CN, S, R, PRF, HA Domain, VHA Domain,
HA FQDN, VHA FQDN, PSK HADNS, PSK VHADNS, PK DNS)
/n visitedagent (MN, HA, DNS, VHA, CN, S, R, PRF, VHA Domain, HA FQDN,
VHA FQDN, PSK VHADNS, PK VHA, PK DNS)
/n correspondantnode(MN,HA,DNS,VHA,CN, S, R, PRF, PK DNS, HA Domain,
VHA Domain, HA FQDN, VHA FQDN)
Figure 6.12 HLPSL specication of the role sessions
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role environment() def=
intruder knowledge = kiha, kidns, i domain, i fqdn, pki,prf,pkha, pkdns, ha domain,
vha domain, ha fqdn, vha fqdn
composition
session(mn, ha, dns, vha, cn, kmnha, khadns, kvhadns, pkha, pkvha, pkdns,
ha domain, vha domain, ha fqdn, vha fqdn, prf)
/n session(i, ha, dns, vha, cn, kiha, khadns, kvhadns, pkha, pkvha, pkdns, ha domain,
vha domain, ha fqdn, vha fqdn, prf)
/n session(mn, i, dns, vha, cn, kiha, kidns, kvhadns, pki, pkvha, pkdns, i domain,
vha domain, ha fqdn, vha fqdn, prf)
/n session(mn, ha, dns, i, cn, kmnha, khadns, kvhadns, pkha, pki, pkdns, ha domain,
vha domain, ha fqdn, vha fqdn, prf)
/n session(i, i, dns, i, cn, kmnha, khadns, kvhadns, pkha, pki, pkdns, ha domain,
vha domain, ha fqdn, vha fqdn, prf)
end role
Figure 6.13 HLPSL specication of role environment
113
% OFMC
% Version of 2006/02/13
SUMMARY
SAFE
DETAILS
BOUNDED NUMBER OF SESSIONS
PROTOCOL
C:nprogran 1nSPANntestsuitenresultsnRO.if
GOAL
as specied
BACKEND
OFMC
STATISTICS
parseTime: 0.00s
searchTime: 1.22s
visitedNodes: 55 nodes
depth: 6 plies
CL-ATSE
SUMMARY
SAFE
DETAILS
BOUNDED NUMBER OF SESSIONS
TYPED MODEL
PROTOCOL
C:nprogran 1nSPANntestsuitenresultsnRO.if
GOAL
As Specied
BACKEND
CL-AtSe
STATISTICS
Analysed : 19580 states
Reachable : 978 states
Translation: 11.45 seconds
Computation: 0.11 seconds
Figure 6.14 Results from AVISPA for SMIPv6
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CHAPITRE 7
DISCUSSION GENERALE
Ce chapitre porte sur une analyse globale des travaux accomplis dans cette these. Elle
debute par revenir sur les questions posees dans le chapitre d'introduction dans le but de
voir si les objectifs ont ete atteints en discutant brievement des resultats et de leur portee.
Les aspects methodologiques menant vers la conception et l'evaluation de performance des
solutions proposees viennent conclure le chapitre.
7.1 Synthese des travaux et rencontre des objectifs
Cette these a donne lieu a trois publications scientiques, un article soumis et cinq brevets
industriels protegeant les idees des chapitres 5 et 6. Le travail derriere chacun de ces livrables
ciblait des objectifs speciques et il est donc important de se pencher sur l'atteinte de celles-ci.
Le systeme de detection d'intrusion presente au chapitre 3 modelise bien mathematique-
ment le risque d'une attaque complice dependamment du positionnement des nuds et de
leur degre de conance. Une classication plus exhaustive des nuds et une restriction plus
severe entre les transitions reduit les abus de seuils interclasses sans toutefois les eliminer
completement. En eet, les resultats montrent bien l'amelioration apportee au debit, en
comparaison avec le IDS standard watchdog/pathrater ou encore simplement le protocole de
routage DSR sans IDS, notamment dans un contexte d'un nombre important d'attaquants
complices. Le premier objectif est donc rencontre avec succes malgre que certaines vulnera-
bilites sont toujours presentes mais exigent une coordination accrue entre les nuds malicieux
pour e^tre exploitees. Un article sur le sujet a ete publie dans la revue International Journal
of Computer Science and Network Security.
Toujours dans les MANETs, la deuxieme question relate de la conception d'un cadre de
travail theorique pour inciter les nuds a cooperer an de respecter des criteres de QoS
pendant une periode de temps speciee tout en supposant des conditions realistes. L'article
du chapitre 4 presente un modele economique de xation de prix incitant les nuds a cooperer
pour retransmettre les messages selon des criteres de QoS. Ainsi, un protocole de routage
simple a ete concu pour les applications en temps reel avec support de QoS dans lequel la
source compense les nuds intermediaires avec de la monnaie virtuelle qui leur donne un
pouvoir d'utilisation du reseau pour soit transmettre leurs propres messages ou acceder a des
services distants. La modelisation des comportements rationnels est faite sous la forme d'un
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jeu en considerant une incertitude due a l'information imparfaite circulant dans le reseau. Ce
cadre de travail ne forme qu'une base sur lequel d'autres facteurs peuvent venir s'y greer
pour predire le comportement des nuds dans d'autres types d'applications. Les resultats
montrent bien la performance attendu du reseau en terme de uctuation des prix et de bris de
contrats selon l'incertitude des cou^ts des autres joueurs. L'objectif issu de la seconde question
a donc ete atteint. L'article traitant le sujet a ete soumis a la revue IEEE Transactions on
Mobile Computing.
Le second volet de la these traite de la multidiusion a laquelle la troisieme question
cherche a concevoir un protocole securitaire pour des applications video a grande echelle
telles IPTV supportant un grand nombre d'abonnes qui utilisent a la fois des unites mobiles
(PDA) et xes (television). Le protocole de distribution de cles pour la multidiusion presente
au chapitre 5 se base sur LKH, qui est reconnu pour sa stabilite au niveau de la complexite
par un balancement aise de l'arbre, dans lequel une cha^ne de hachage bidirectionnelle est
inclue a chaque nud logique de son arbre hierarchique. La solution permet la conguration
dynamique d'une periode de gra^ce permettant de regenerer les cles perdues dependamment
du taux de reception des messages de mise-a-jour des cles de l'utilisateur. Le faible taux de
donnees indechirables sous un environnement a grande mobilite susceptible aux pertes de
messages temoigne de l'ecacite impressionnante de la solution comparativement au LKH de
base sans cles regeneratrices. Le troisieme objectif a donc ete rencontre avec brio comme le
prouve la publication dans la revue Journal of Network and Systems Management de l'editeur
Springer ainsi que les deux applications de brevet approuvees par Ericsson(P28200US: Self-
healing encryption keys & P296309US: Self-healing key distribution for LKH ).
La derniere problematique entoure la securisation de l'optimisation de route dans MIPv6
dans le but d'orir une authentication forte en se basant sur des technologies existantes
et en optant pour une gestion simpliee de l'information pre-partagee. La recherche eec-
tuee sur le sujet a mene a une nouvelle version du CGA, nomme ECGA, qui inclut une
cha^ne de hachage inversee pour empe^cher le pre-calcul du hash-2. L'imbrication de plusieurs
adresses CGA en cascade est egalement possible pour construire une hierarchie de dependance
d'adresses qui force l'annulation du CGA si l'une des adresses imbriquees devient invalide.
L'algorithme d'ECGA a ensuite ete integree au nouveau protocole d'optimisation de route
qui utilise DNSSEC pour assurer une authentication forte basee sur le nom des domaines
de conance. La solution proposee au chapitre 6 repond completement a la derniere ques-
tion posee comme en temoigne sa publication dans la revue Journal of Telecommunications
Management de l'editeur Henry Stewart publications ainsi que l'acceptation des 3 applica-
tions de brevet par Ericsson (P32688US: Enhanced cryptographically generated addresses for
secure route optimization in mobile Internet protocol & P33327US: Secure route optimization
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in mobile Internet protocol using trusted domain name servers & P33328US: Cryptographi-
cally generated addresses using backward key chain for secure route optimization in mobile
Internet protocol). L'implementation du protocole a ete eectuee sous le vericateur de pro-
tocoles cryptographiques dans le modele formel AVISPA pour s'assurer de l'absence de toute
vulnerabilite.
7.2 Methodologie
La these traite de problematiques dont certaines sont plus theoriques (chapitres 3 et 4)
et d'autres plus appliquees (chapitres 5 et 6). De plus, dependamment des objectifs atten-
dus, a savoir s'ils touchent la performance generale du reseau ou de s'assurer de l'absence
de vulnerabilite, certains elements dans la methodologie utilisee pour concevoir et evaluer
la performance des solutions proposees vont varier. Cependant, chaque evaluation de per-
formance necessite un plan d'experimentation qui detaille soigneusement les facteurs et les
sessions a etudier.
La modelisation mathematique a permis le calcul du risque d'attaques complices dans les
MANETs et conjointement aux outils de la theorie des jeux, notamment les concepts issus
de la competition de Bertrand, le cadre de travail modelisant un protocole incitatif pour
supporter des criteres de QoS a pu e^tre concu.
L'evaluation de la performance diere d'une solution a l'autre dependamment du con-
texte de la conception et des objectifs xes. Par exemple, l'implementation du IDS du
chapitre 3 et du protocole de distribution de cles de groupe pour la multidiusion detaille au
chapitre 5 ont ete eectues en C/C++ dans le simulateur de reseaux QualNet (2009). Les
indices de performance peuvent alors e^tre tres detaillees etant donne la disponibilite d'une
panoplie de metriques. D'un autre co^te, l'objectif principal du protocole d'optimisation de
route pour MIPv6 est d'e^tre securitaire et de n'e^tre vulnerable a aucune attaque. Ainsi, son
implementation a ete eectue sous Automated Validation of Internet Security Protocols and
Applications(AVISPA) Armando et al. (2005), un vericateur de protocoles cryptographiques
dans le modele formel, qui valide la securite des echanges de messages en regard des objectifs
d'authentication, d'integrite et de condentialite des messages. Finalement, dans un con-
texte plus theorique, MATLAB (2009) a ete utilise pour resoudre les systemes d'equations
dierentielles partielles et trouver l'equilibre de Nash pour voir le comportement a long terme
du reseau.
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CHAPITRE 8
CONCLUSION ET RECOMMANDATIONS
Pour conclure cette these, les dierentes contributions sont mises en evidence en mettant
l'emphase sur les innovations apportees dans le domaine de la securite des reseaux informa-
tiques mobiles. Les limitations suivront ensuite pour terminer avec les recommandations sur
des voies de recherche ulterieures qui pourraient susciter de l'intere^t.
8.1 Contributions de la these
Cette these touche a la securite des reseaux mobiles ad hoc et cellulaires dans dierents
contextes d'application. Cette diversite a mene vers des contributions touchant un plus
large eventail de problematiques mais toujours sous le theme generale d'ameliorer la securite
des reseaux mobiles de nouvelle generation. Plus precisement, la liste qui suit resume les
principales contributions de la these.
1. Modelisation mathematique du risque d'attaques complices et son integration dans le
composant pathrater du systeme de detection d'intrusion pour les MANETs. Ainsi,
le critere de selection d'une route ne se limite pas simplement a la moyenne de la
reputation des nuds intermediaires composant le chemin, mais integre egalement le
nombre de nuds observateurs passifs pouvant surveiller les echanges de messages ainsi
que leur reputation. Une classication plus exhaustive des nuds dans le composant
watchdog du IDS evite l'isolement des nuds faussement accuses comme defaillant et
reduit les risques d'abus des seuils interclasses sans toutefois l'eliminer completement.
Une comparaison avec DSR et la solution originale watchdog/pathrater a ete eectuee.
2. L'utilisation des outils de la theorie des jeux a donne lieu a la modelisation du com-
portement rationnel des nuds dans un protocole de routage simple permettant a la
source d'emettre un contrat dans lequel ses criteres de QoS a respecter pendant une
certaine duree sont species. Le modele se fonde sur les principes d'une competition de
Bertrand et considere des suppositions realistes notamment au niveau de la qualite de
l'information recue par les nuds et a la volonte d'un joueur de participer au marche
selon le cou^t estime des competiteurs. La performance theorique du protocole en termes
de taux de bris de contrat et de la tendance des prix selon l'incertitude des cou^ts des
competiteurs a egalement ete montree.
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3. Conception d'un protocole de distribution de cles regeneratrices pour LKH supportant
des applications videos en temps-reel pour un tres grand nombre d'abonnes sur des
unites autant xes que mobiles. La solution ore une performance impressionnante
comparativement a LKH dans un environnement a haut taux de perte de paquets
comme le montre l'evaluation de performance eectuee. Une analyse de la securite
et de la complexite montrent l'absence de vulnerabilite et la stabilite des cou^ts de la
mise-a-jour des cles avec un nombre grandissant d'abonnes.
4. Conception d'un algorithme de generation cryptographique d'adresse base sur CGA qui
inclut une cha^ne de hachage inversee et supporte l'imbrication d'adresses en cascade
pour ns d'eliminer l'attaque du compromis temps-memoire et de monter une hierarchie
d'adresses jusqu'a l'atteinte d'une entite de conance. Cette version amelioree de CGA
est a la base de la solution du point suivant.
5. Conception d'un protocole d'optimisation de route pour MIPv6 qui, avec une simple
gestion de domaines de conance, assure une authentication forte avec l'utilisation de
DNSSEC. Cette solution utilise une authentication decentralisee et utilise des tech-
nologies existantes aujourd'hui ou sur le point d'e^tre deployees, contrairement aux so-
lutions dans la litterature avec un me^me niveau eleve de securite.
8.2 Limitations
L'identication des limitations des travaux presentes est une etape importante a l'avance-
ment de la science. Ainsi, pour chacun des quatre articles, les limites sont detaillees. Dans le
chapitre 3, le calcul du chemin le plus able tient compte du nombre d'observateurs ainsi que
de leur reputation qui sont en mesure de capter le message a transferer et celui a retransferer
par le nud intermediaire. Cependant, la reputation d'un nud observateur depend de son
comportement dans la retransmission des messages. Il est ainsi possible qu'il agisse d'une
maniere exemplaire dans sa ta^che de relayeur de messages, mais qu'il mente sur les observa-
tions detectees. Un groupe de nuds malicieux peut ainsi favoriser la selection d'un chemin
qui inclut des nuds intermediaires pouvant modier les messages sans que les observateurs
complices ne denoncent l'action. De plus, l'abus des seuils intra-classe demeure toujours pos-
sible malgre la classication plus exhaustive des nuds. Cette problematique est inherente
a tout systeme base sur le credit ou la reputation. Une autre limite, plus generale, est la
surcharge de travail imposee aux nuds intermediaires qui sont ables et entoures de nuds
observateurs legitimes. Les nuds egostes sont ainsi avantages par leur utilisation moindre
de ressources energetiques et en bande passante.
Tous les mecanismes incitatifs bases sur un modele economique necessitent un materiel
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infraudable pouvant assurer une gestion integre de la monnaie virtuelle. Dans un contexte
decentralise comme la solution proposee au chapitre 4, l'utilisation de la carte a puce devient
essentielle. Quoique cette technologie existe depuis fort longtemps, son adoption dans les
unites mobiles n'est pas assuree. Il aurait de plus ete interessant d'inclure dans le modele
d'autres metriques importantes de QoS pour les applications en temps reel telles le delai de
bout en bout ou encore le jitter. Finalement, la conversion du modele en un jeu dynamique ou
repete aurait ajoute davantage de realisme etant donnee l'apprentissage faits par les nuds
selon les observations eectuees au cours du temps.
Comme decrit au chapitre 5, l'utilisation d'une cha^ne de hachage bidirectionnelle dans
le protocole de distribution de cles regeneratrices presente des risques de collusion entre des
usagers (ou un me^me usager) qui ont ete abonnes a dierents moments an de dechirer
le trac entre le premier depart et la seconde arrivee au groupe. La deuxieme version du
protocole (scheme 2 ) regle cette problematique, mais vient au detriment de la performance
lors de la revocation d'usagers. Le meilleur compromis est donc d'opter pour une revocation
groupee (batched revocation).
La principale limite du protocole d'optimisation de route presente au chapitre 6 est de
forcer le reseau visite a suivre le me^me protocole que le reseau mere. Or dans un contexte ou
de nombreux operateurs existent au niveau mondial, imposer une telle condition requiert un
consortium commun. Si un protocole visite ne supporte pas l'optimisation de route proposee,
la communication tunnelisee devient la seule option securitaire. De plus, il aurait ete in-
teressant d'implementer la solution dans un simulateur dans le but d'evaluer sa performance
notamment au niveau des delais.
8.3 Suggestions de travaux futurs
Suite aux limitations identiees, d'autres avenues de recherche paralleles peuvent e^tre
interessantes a entreprendre. Cette these conclut avec la presentation de quelques recom-
mandations.
L'objectif du protocole de distribution de cle propose pour la multidiusion est de sup-
porter un tres grand nombre d'abonnes tout en ayant une complexite relativement stable
avec le nombre d'arrivees et de departs, et en orant un bon taux de dechirement du trac
malgre les pertes de messages de mise-a-jour des cles. Or, une alternative interessante serait
d'utiliser SDR comme base et de proposer des extensions permettant a ce protocole d'orir
une complexite stable independamment des actions des usagers. L'avantage de SDR sur
LKH est qu'une extension de cles regeneratrices existe deja et n'est pas sensible au depart
des abonnees.
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En second lieu, il serait interessant considerer la securisation de l'optimisation de route
dans Proxy Mobile IPv6 (PMIPv6) qui est une version de MIPv6 ou les ta^ches de l'unite mo-
bile sont leguees au reseau des operateurs. Quelques travaux traitent deja du sujet B. Sarikaya
(2008); Song et al. (2009); Han et al. (2008), mais aucune solution ressort du lot en orant
une authentication forte et une gestion simpliee tout en etant ecace.
Pour terminer, le modele economique presente au chapitre 4 ore une bonne base theorique
an de l'etendre pour y integrer de nouvelles metriques de QoS selon les applications desirees
pour les MANETs. Il serait donc interessant d'exploiter ce potentiel en considerant, par
exemple, des criteres de QoS plus souples et donc tolerants au bris ou defaillance temporaire.
Egalement, une etude pourrait e^tre portee sur la periode de temps dynamique a laquelle
les nuds intermediaires sont payes. Ainsi, au lieu de limiter les paiements uniquement a
l'echeance du contrat, il aurait peut-e^tre ete plus protable pour la source de considerer une
duree de contrat plus petite dans le cas ou par exemple plusieurs routes alternatives sont
disponibles. Aussi, pour les applications dont l'ordre des messages n'est pas une priorite,
le modele pourrait e^tre etendu pour diviser un me^me contrat a travers plusieurs joueurs.
Finalement, comme mentionnee dans la section 8.2, l'ajout du dynamisme au modele, ou les
actions precedentes d'un joueur ont un impact sur les decisions a venir, serait certainement
un atout important malgre la complexite mathematique qu'il pourrait engendrer.
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