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Abstract
We present a universal method for the large-
scale prediction of the atomic structure of clus-
ters. Our algorithm performs the joint evolu-
tionary search for all clusters in a given area
of the compositional space and takes advantage
of structural similarities frequently observed in
clusters of close compositions. The resulting
speedup is up to 50 times compared to cur-
rent methods. This enables the first-principles
studies of multi-component clusters with full
coverage of a wide range of compositions. As
an example, we report an unprecedented first-
principles global optimization of 315 SinOm
clusters with n ≤ 15 and m ≤ 20. The obtained
map of Si-O cluster stability shows the exis-
tence of both expected (SiO2)n and unexpected
(e.g. Si4O18) stable (magic) clusters, which can
be important for miscellaneous applications.
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The unique properties of nanoparticles are ex-
tensively used in optoelectronics, photovoltaics,
photocatalysis, biomedicine, etc. These proper-
ties are closely linked to the atomic structure of
particles, what is more explicit in the small par-
ticles and nanoclusters.1,2 Despite the impor-
tance of knowing the structure, its experimental
determination remains very difficult.3 For this
reason the main body of structural informa-
tion on clusters is obtained via first-principles
calculations4 which were mostly done either
for monoatomic clusters or for binary clusters
of stoichiometric composition corresponding to
the bulk compounds, while clusters of general
composition were studied only in few publica-
tions.5,6 Such an accent in ab initio research
ignores the fact that the chemistry of clusters
is much richer than that of solids because of a
large share of surface atoms. Multi-component
clusters often have stable compositions, which
are far from chemical compounds presented in
the bulk x–T phase diagram. This is of inter-
est not only for basic chemistry of clusters. It
significantly increases the scope of candidate
nanomaterials for practical applications such
as: the development of efficient and affordable
catalysts7,8 and magnets,9 the investigation of
complex processes of nucleation and particle
growth,10–12 etc.
The bottle-neck of first-principles activity in
cluster studies is the computational cost of
atomic structure determination, which is a
global optimization of the total energy among
all possible atomic configurations. There are
several methods of structure prediction (basin
and minima hopping,13,14 simulated anneal-
ing,15 evolutionary algorithm,16 etc.), however
they all involve thousands of local optimiza-
tions (relaxations) even for finding a structure
of one cluster. In the applications mentioned
above, the computation of atomic structure
and the screening of stability and properties
are required in wide regions including hundreds
of cluster compositions, therefore such first-
principles investigations turn out extremely ex-
hausting. To reduce the computational cost,
the global optimization is frequently performed
in combination with semiempirical methods of
force fields.17,18 The success greatly depends on
the model potential, which is often difficult to
make sufficiently accurate. Here we suggest a
different approach to this problem, which does
not invoke semiempirical potentials at all. Our
method predicts all clusters in the whole given
area of compositions simultaneously in a highly
efficient manner that incorporates exchange of
structural information, i.e. learning between
clusters of different compositions. The effec-
tiveness of our approach is based on the fre-
quent similarity of structural motifs in clusters
of close compositions. We will refer our tech-
nique to as variable-composition cluster search
in contrary to the previous, fixed-composition
approaches.
Our method is derived from the evolution-
ary algorithm implemented in the USPEX
code,16,19,20 proved to be successful for predict-
ing novel materials.21,22 Briefly, the algorithm
is based on the analogy with natural selection:
first population of structures (the 1-st genera-
tion) is created randomly and locally optimized.
Certain percentage of best structures serves as
parents for the next generation, which is pro-
duced using the so-called variation operators:
cross-over, mutation, etc. Then the next popu-
lation is locally optimized and so on, until the
convergence is achieved.
Our technique performs a joint evolutionary
search for the whole given area of compositions
at once. It required introducing two major in-
novations. First, the selection of the fittest con-
figurations (selecting best parents) is performed
on equal footing for clusters of all compositions.
Second, we developed new variation operators
to provide the transfer of structural information
between clusters of different compositions.
Lets consider the new selection procedure in
more detail. It is grounded in the notion of
“magic” clusters. We classify a cluster as magic
if a pair of such clusters is stable against the
transfer of one atom between them. Giving it a
formal description, we denote a composition of
cluster with the formula Xn1Yn2 ...Znk by a vec-
tor n = (n1, n2, . . . , nk). If an atom of sort s
is added or removed, the composition becomes
n±s = (n1, . . . , ns ± 1, . . . , nk). The cluster is
magic if the second-order differences of the en-
2
ergy:
∆ssE(n) = E(n
+
s ) + E(n
−
s )− 2E(n) (1)
are positive for all sorts s. Having the (non-
regular) set of magic compositions, we build the
reference energy surface Eref(n) as a piecewise
linear interpolation of ’magic’ energies over all
given area of compositions. A configuration is
classified as ’best’ and selected to participate as
a parent for the next generation, if its energy
falls in the interval Econf(n)−Eref(n) ≤ ∆Esel.
The interval ∆Esel is defined so that the share of
the best configurations is Nbest/N ∼ 0.6− 0.8.
We note that the global thermodynamic stabil-
ity of clusters is not required, as any cluster
system is unstable with respect to growth or
coalescence: the only truly thermodynamically
stable cluster is the infinite one, i.e. a crys-
tal. This situation is totally different from the
variable-stoichiometry prediction of crystalline
structures,23 which provides only the thermo-
dynamically stable phases.
Our method uses all variation operators of the
standard fixed-composition approach:20 (1) cre-
ating structures with random point symmetry;
(2) permutations of chemically different atoms;
(3) softmutation (displacement of atoms along
eigenvectors of the softest vibrational modes)
and (4) heredity (creating child structure from
fragments of two parents). Among these op-
erators only heredity is suitable for structural
exchange between clusters of different compo-
sitions and was modified accordingly. To fur-
ther enhance such exchange, three new varia-
tion operators are introduced: (5) transmuta-
tion (change of chemical identity of randomly
selected atoms), (6) removal of one atom from
the cluster, and (7) addition of one atom to the
cluster.
For operators (6) and (7) a location, where
one atom should be removed or added, is of
importance. The choice of an atom i to be re-
moved is defined by its effective coordination
number Oi:
Oi =
∑
j exp(−(rij −Ri −Rj)/d)
maxj exp(−(rij −Ri −Rj)/d) (2)
Here rij is the distance between atoms i and j,
Ri and Rj are the covalent radii of atoms i and
j depending only on their chemical identities,
and d = 0.23 A˚ is the empirically determined
parameter.24 The i-th atom is removed with a
probability pi proportional to maxi∈s[Oi] − Oi,
where s is the identity of an atom i. Thus, the
removal of weakly-bound atoms is preferable.
The same applies to the choice of an atom to
which an additional atom should be attached.
Such atom addition enhances coupling between
a weakly bound atom and the remainder of clus-
ter that gives the maximum gain in binding en-
ergy.
We note that new add/remove atom operators
usually do not create new structural motifs, but
spread the good ones between different compo-
sitions, thus providing the thorough exploration
of the low-energy areas of the landscape. Other
operators, considering their greater stochastic-
ity, are responsible for a sufficient level of struc-
tural diversity. Such an approach provides a
balance between scattering of trials for the ef-
fective sampling of search space and focusing in
the most promising regions which is crucial for
any heuristic optimization scheme.
The seven variation operators show varying
efficiency for different systems and even at dif-
ferent stages of evolutionary search. To take
this into account we developed a control pro-
cedure which changes on-the-fly the number of
offspring produced by each operator consider-
ing their efficiency at previous stages of the
search.25 To increase structure diversity, our
method uses yet another, very powerful tool,
namely, antiseeds. It gives energy penalty for
structures which are best for too many gener-
ations.20 This expedient allows one to reliably
determine structures of all non-magic clusters
belonging to the area of compositions, as well
as low-energy isomer structures.
One may recollect that many researchers tried
to exploit structural similarity of clusters of
close compositions by hand.10,26–28 However,
the number of possible configurations is still ex-
tremely large. For this reason such manual sam-
pling requires too much effort and often fails.
In contrast, our method makes similar sam-
pling fully automatically, integrating it into the
3
Figure 1: Convergence rate of variable- and
fixed-composition methods. Energy deviations
from the ground states averaged over all com-
positions as a function of number of relaxations
is given for (a) Lennard-Jones clusters with 30-
60 atoms and (b) SinOm clusters (n = 6−8 and
m = 10−16) calculated by the MNDO method
(the logarithmic scale is used).
general evolutionary process. Combined func-
tioning of all variation operators, new selection
scheme, antiseed technique and other features
give synergistic effect that results in the high
performance of our method.
We test our technique on two model systems:
Lennard-Jones clusters with 30-60 atoms and
SinOm clusters (n = 6 − 8 and m = 10 − 16)
within the semiempirical MNDO approach as
implemented in the MOPAC package.29 We
compare the convergence speed of the new
approach with the standard fixed-composition
technique implemented in the USPEX code.20
Fig. 1 shows the energy deviations from the
ground state averaged over all compositions as
a function of the number of relaxations for both
methods. This integral characteristic of the
convergence rate shows a great speedup of the
new method (∼ 5 times for LJ clusters and
up to 50 times for SinOm clusters). A more
thorough analysis presented in Supplementary
Information (SI) shows high efficiency of new
variation operators which produce most of low-
energy offspring of the new method.
As the first real application, we chose SinOm
clusters owing to their practical importance
and great structural diversity (crystalline sil-
ica alone has 14 structural forms). The search
was performed at the ab initio level within
the unprecedentedly large range of composi-
tions (1 ≤ n ≤ 15 and 0 ≤ m ≤ 20 i.e. 315
cluster compositions). We note that the ear-
lier investigations of SinOm were either done
for relatively small clusters (n ≤ 7)6,26,28,30,31
or focused on stoichiometric compounds (SiO)n
or (SiO2)n.
4,10,27,32,33 Even for these compounds
it is often seen that newer papers report lower-
energy structures than the older ones. As an ex-
ample, we mention recent study of (SiO)n clus-
ters which were constructed “by hand”, join-
ing fragments of (SiO2)n and Sin clusters to-
gether.10 Surprisingly, these structures turned
out to be better than those reported in all pre-
vious studies using global optimization tech-
niques.
We perform our global optimization combined
with density functional calculations within the
PAW-PBE approximation implemented in the
VASP code.34,35 The energies of 10 best struc-
tures for each composition were refined us-
ing the GAUSSIAN code36 with the B3LYP/6-
311+G(2d,p) approach.37 Comparison of our
results with earlier publications4,6,10,26–28,30–33
showed that 101 optimal structures of SinOm
clusters were correctly reproduced by us, 17
better ones were found, and 197 clusters were
studied for the first time to our best knowledge
(see table 1 in SI). Fig. 2 shows SinOm sta-
ble (magic) clusters which are divided into four
groups discussed below. The optimal structures
of all 315 clusters are given in SI (table 2).
Scanning over wide composition areas re-
veals trends in cluster structure and related
properties. To illustrate this point, we ex-
plore the stability patterns of SinOm clusters
using two criteria. The first one character-
izes the resistance toward the transfer of Si
or O atoms between clusters. It calculates
second-order differences over Si and O atoms
(∆Enn(n,m) and ∆Emm(n,m) of Eq. (1))
and takes the minimal one: ∆min(n,m) =
min{∆nnE(n,m),∆mmE(n,m)}. The second
criterion calculates dissociation energies for
all possible fragmentation channels SinOm →
SikOl + Sin−kOm−l with 0 ≤ k ≤ n and 0 ≤ l ≤
m:
4
Figure 2: Optimal structure of selected stable SinOm clusters, divided into 4 groups: (a), (c) the
most stable clusters with n : m ∼ 2 : 3 and n : m = 1 : 2 respectively; (b) silicon-rich clusters and
(d) super-oxidized clusters (m ≥ 2n + 1)
Ediss(n,m, k, l) = E(k, l)+E(n−k,m−l)−E(n,m)
(3)
and picks the lowest of them: Ediss(n,m) =
mink,l{Ediss(n,m, k, l)}.The higher is Ediss(n,m),
the more resistant to fragmentation the clus-
ter is. In stable clusters both ∆min(n,m) and
Ediss(n,m) should be positive, while a negative
value of ∆min(n,m) or Ediss(n,m) is a sign of
instability.
Fig. 3 shows the contour maps of calculated
∆min(n,m) and Ediss(n,m) as functions of n and
m. In both figures, the areas of high stability
look like mountain ridges or islands. As ex-
pected, silica (SiO2)n clusters are highly stable
according to both criteria. Surprisingly, SinOm
clusters with n ∼ 2/3m exhibit comparable sta-
bility. These clusters resemble (SiO2)n, but are
constructed of Si–O–Si bridges only and have no
Si=O double bonds (see Fig. 2a). As seen in
Fig. 3a there are also several minor stability is-
lands running along n ∼ 4+2m/3, n ∼ 6+2m/3
and n ∼ 10 + 2m/3. Such non-stoichiometric
compounds are also rather stable according to
the second criterion (Fig. 3b). They contain
excessive silicon, which segregates as a compact
group of Si atoms, attached to the skeleton of
Si–O bonds only (see Fig. 2b). Such clusters
are of interest due to experiments on growth of
long silicon nanowires from gas-phase SiO [24].
Another interesting class of stable compounds
is super-oxidized Si4O10 and SinO2n+1 (n ≥ 5)
clusters (see Fig. 2d). The latter have rela-
tively low values of ∆min, but quite high values
(2.5-3 eV) of Ediss(n,m). We also distinguish
the Si4O18 cluster which is notably stable by
the first criterion. Interestingly, this cluster is
similar to recently synthesized P4O18 cluster,
38
but has free-ending O3 groups instead of closed
ones in P4O18 (see Fig. 2d). The important fea-
ture of super-oxidized clusters is spin-polarized
groups with O-O bonds providing their high re-
activity, which may determine the toxicity of
silica particles.6,39
The exploration of (SiO)n clusters is of inter-
est for astrophysics due to the presence of SiO
molecules in the circumstellar space and their
role in formation of silicates. We note that these
clusters do not form a distinct range of ∆min or
Ediss. For this reason they can transform to
neighboring, more stable clusters that should
be taken into account in interpreting their op-
tical signatures.
5
Figure 3: The relief map of stability in SinOm clusters according to two criteria: (a) ∆min(n,m) (in
eV) as a function of n and m, showing resistance to transfer of Si or O atom between two identical
clusters, (b) Ediss(n,m) showing resistance to dissociation into fragments. Regions of instability
are marked by blue color
Concluding, we have developed a new method
for simultaneous prediction of structures of
clusters in vast areas of composition. Com-
paring to currently used methods our approach
demonstrated 5-50 times speed-up, allowing for
massive ab-initio calculations of nanoclusters at
reasonable costs. The availability of such an ef-
ficient tool opens the door to wide exploration
of trends in chemistry of multi-component nan-
oclusters, to study cluster features connected
with the bulk x–T phase diagram, and to the
search for new, nonstoichiometric ’islands of
stability’, which can be interesting for appli-
cations. These prospects for nanomaterials sci-
ence are supported by our first-principles study
of SinOm clusters in a very wide range of com-
positions. We present the overall picture of
stability in these clusters and show numerous
ridges and islands of stability, which are very
distinct from well-studied silica clusters. We
hope, this first attempt gives strong impetus to
wide ab initio research in the plethora of im-
portant multi-component cluster systems with
rich chemistry.
Acknowledgement A.R.O. is supported by
the Russian Science Foundation (No. 16-13-
10459). We also thank Russian Foundation for
Basic Research (No 16-02-00612, 18-32-00991
and 17-02-00725). Calculations were performed
on the Rurik supercomputer at MIPT, on MVS-
10p cluster at the Joint Supercomputer Center
(Russian Academy of Sciences, Moscow, Rus-
sia) and Lobachevsky cluster at the University
of Nizhny Novgorod.
References
(1) A. P. Alivisatos Science, 1996, 271, 933–
937
(2) Petkov, V.; Hessel, C. M.; Ovtchin-
nikoff, J.; Guillaussier, A.; Korgel, B. A.;
Liu, X.; Giordano, C. Chem. Mater.,
2013, 25, 2365–2371
(3) Foster, D. M.; Ferrando, R.; Palmer R. E.
Nat. Commun., 2018, 9, 1323
(4) Catlow, C. R. A.; Bromley, S. T.;
Hamad, S.; Mora-Fonz, M.; Sokol, A. A.;
Woodley, S. M. Phys. Chem. Chem. Phys.,
2010, 12, 786–811
(5) Bhattacharya, S.; Levchenko, S. V.; Ghir-
inghelli, L. M.; Scheffler, M. Phys. Rev.
Lett., 2013, 111, 135501–135505
6
(6) Lepeshkin, S.; Baturin, V.; Tikhonov, E.;
Matsko, N.; Uspenskii, Yu.; Naumova, A.;
Feya, O.; Schoonen; M. A.; Oganov; A. R.
Nanoscale, 2016, 8, 18616–18620
(7) Petkov, V.; Maswadeh, Y.; Lu, A.;
Shan, S.; Kareem, H.; Zhao, Y.; Luo, J.;
Zhong, C.-J.; Beyer, K.; and Chapman, K.
ACS Appl. Mater. Interfaces, 2018, 10,
1087010881
(8) Petkov, V.; Maswadeh, Y.; Zhao, Y.;
Lu, A.; Cronk, H.; Chang, F.; Shan, S.;
Kareem, H.; Luo, J.; Zhong, C.-J. et al.
Nano Energy, 2018, 49, 209-220
(9) C¸elika, O¨; Fırat, T. J. Magn. Magn.
Mater., 2018, 456, 11-16
(10) Bromley S. T.; Martin, J. C. G.;
Plane, J. M. C. Phys. Chem. Chem. Phys.,
2016, 18, 26913–26922
(11) Wang, N.; Tang, Y. H.; Zhang, Y. F.;
Lee, C. S.; Lee, S. T. Phys. Rev. B, 1998,
58, 16024–16026
(12) Zhang, R.-O.; Lifshitz, Y.; Lee, S.-T. Adv.
Mater., 2003, 15, 635–640
(13) Wales, D. J.; Doye J. P. K. J. Phys. Chem.
A, 1997, 101, 5111–5116
(14) Goedecker, S. J. Phys. Chem., 2004, 120,
9911–9917
(15) Deem M. W.; Newsam, J. M. Nature ,
1989, 342, 260–262
(16) Oganov, A. R.; Glass, C. W. J. Chem.
Phys., 2006, 124, 244704–244718
(17) Li, X.-P.; Lu, W.-C.; Zang, Q.-J.;
Chen, G.-J.; Wang, C. Z.; Ho, K. M. J.
Phys. Chem. A, 2009, 113, 6217–6221
(18) Rehman, H.; Springborg, M.; Dong, Y. J.
Phys. Chem. A, 2011, 115, 2005–2015
(19) Oganov A. R.; Lyakhov A. O.; Valle M.;
Acc. Chem. Res., 2011, 44, 227
(20) Lyakhov, A. O.; Oganov, A. R.;
Stokes, H. T.; Zhu, Q. Comp. Phys.
Comm., 2013, 184, 1172–1182
(21) Kvashnin, A. G.; Zakaryan, H. A.;
Zhao C.; Duan Y.; Kvashnina Yu. A.;
Xie C.; Dong H.; Oganov A. R. J. Phys.
Chem. Lett, 2018, 9, 3470-3477
(22) Semenok D. V.; Kvashnin, A. G.;
Kruglov I. A.; Oganov A. R. J. Phys.
Chem. Lett, 2018, 9, 1920-1926
(23) Oganov, A. R.; Ma, Y.; Lyakhov, A. O.;
Valle, M.; Gatti, C. Rev. Mineral.
Geochem., 2010, 71, 271–298
(24) Cordero, B.; Go´mez, V.; Platero-
Prats, A. E.; Reve´s, M.; Echeverr´ıa, J.;
Cremades, E.; Barraga´n F.; and Al-
varez, S. Dalton Trans., 2008, 21,
2832–2838
(25) Bushlanov P. V., Blatov V. A.,
Oganov A. R. Comput. Phys. Comm.
2018, DOI: 10.1016/j.cpc.2018.09.016
(26) Lu, W. C.; Wang, C. Z.; Nguyen, V.;
Schmidt, M. W.; Gordon, M. S.; Ho, K. M.
J. Phys. Chem. A, 2003, 107, 6936–6943
(27) Wang, H.; Sun, J.; Lu, W. C.; Li, Z. S.;
Sun, C. C.; Wang, C. Z.; Ho, K. M. J.
Phys. Chem. C, 2008, 112, 7097–7101
(28) Liu, N.; Zhao, H.-Y.; Zheng, L.-J.; Qin, S.-
L.; Liu, Y. Chem. Lett., 2016, 644, 219–
224
(29) MOPAC2016, James J. P. Stew-
art, Stewart Computational Chem-
istry, Colorado Springs, CO, USA,
HTTP://OpenMOPAC.net (2016)
(30) Zang Q. J.; Su Z. M.; Lu W. C.;
Wang C. Z.; Ho K. M. J. Phys. Chem.
A, 2006, 110, 8151–8157
(31) Caputo, M. C.; Ona, O.; Ferraro, M. B. J.
Chem. Phys., 2009, 130, 134115
(32) Hu, S.-X.; Yu, J.-G.; Zeng, E. Y. J. Phys.
Chem. A, 2010, 114, 10769–10774
7
(33) Reber, A. C.; Paranthaman, S.; Clay-
borne, P. A.; Khanna. S. N.; Castle-
man, A. W. ACS Nano, 2008, 114, 10769–
10774
(34) Kresse, G.; Hafner, J. Phys. Rev. B, 1993,
47, 558–561
(35) Kresse, G.; Furthmu¨ller, J. Phys. Rev. B,
1996, 54, 11169–11186
(36) Frisch, M. J.; Trucks, G. W.;
Schlegel, H. B.; Scuseria, G. E.;
Robb, M. A.; Cheeseman, J. R.; Scal-
mani, G.; Barone, V.; Petersson, G. A.;
Nakatsuji, H.; et al. Gaussian 09, Revi-
sion A.1, Gaussian, Inc., Wallingford CT,
2009
(37) Stephens, P. J.; Devlin, F. J.; Chabalowski
C. F.; Frisch, M. J. J. Phys. Chem., 1994,
98, 11623–11627
(38) Dimitrov A.; Ziemer B.; Hunnius, W.-D.;
Meisel, M Angew. Chem., 2003, 42, 2483
(39) Baturin, V. S.; Uspenskii, Yu. A.;
Lepeshkin, S. V.; Fokina, N. A.;
Tikhonov, E. V. J. Magn. Magn.
Mater, 2018, 459, 272-275
8
