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This paper extends a result of Fujita [On the blowing up of solutions to the 
Cauchy problem for ut = Au + tPia, J. Faculty Science, U. of Tokyo 13 
(1966), 109-1241 to show that solutions u = u(t, x) for t > 0 and x E Ii2 to 
the equation 11~ = Au + u* with ~(0, x) = a(x) must grow at a rate faster than 
exp(ll3c 11”) at some finite time t, as long as a(r) is nonnegative and not almost 
everywhere zero. 
In [l], Fujita considers solutions u = u(t, X) for t > 0 and x E Rm of the 
initial value problem 
ut = Au + uI+~ t > 0, SE R”, (1) 
u(0, x) = a(x), (2) 
where LY is a positive constant. Let &[O, T] denote the set of all continuous 
functions u = ~(t, X) on [0, T] x Rm satisfying 
I u(t, x)1 G M will by IIs}, O<t<T, XER” 
for some constant M > 0 and /I E (0,2). Fujita shows that if 0 < ma < 2, 
for each nonnegative solution, u, of (1) with smooth initial value, there is To 
for which u $ E[O, To]; whereas, if ma > 2, there are uniformly bounded 
solutions of (1). In fact, letting 
H(t, x) = (4d)-mlz exp(-11 x \lz/(4t)> t&O, XER~, 
Fujita shows that for rnc~ > 2, there are positive solutions of (1) and (2) 
uniformly bounded by MH(t, x). 
In this paper, the case m = 2, a: = 1 is considered; and it is shown that the 
former result obtains: 
THEOREM. If a is non-negative and positive on a set of positive Lebesgue 
measure, no solution of (1) and (2) can have its restriction to [0, T) x Rm in 
tp[O, T] for every T > 0. 
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The basic method involves replacing (1) by a difference integral equation 
[Eq. (IO)-where the operator Er is defined by (5)], which was considered 
probabilistically by the author [2]. The results there show essentially that (10) 
has a bounded nonzero solution if and only if the random walk generated by 
the random variable X is transient; that is, (10) will have bounded solutions 
if m 2 3, but not if m = 1 or m = 2. The nonexistence of bounded solutions 
is obtained by analytically deriving an inequality which is roughly equivalent 
to one of the form 
i K,(O) > CIH(n, 0) exp )cs exp ‘ca i N(K, 0) 
1 k=l II 
(3) 
for appropriate constants cr , c., , and ca . Since H(k, 0) = (47rk))“L!2, if 
m=2 
K,(O) 3 (clpz) exp{ca’nc3) (4) 
which tends to cc, as n -+ CD. Note that for nz 3 3, the bound in (3) remains 
bounded. 
If (1) is considered for arbitrary 01, an equation analogous to (10) with the 
exponent 2 replaced by 1 + 01 should be obtained. Techniques similar to 
those used in [2] should then yield an inequality essentially equivalent to (3) 
but with H(K, 0) raised to the 01 power in the inner esponential. This would 
yield the bound given in (4) as long as am = 2; and, thus, for any 01 and m 
with elm = 2, the exponential growth of solutions should hold. However, the 
details are only checked here in the case a: = 1 and m = 2. 
Proof of Theorem. Let u E G”[O, T] be a solution of (1) and (2) with 
initial value a on [0, T] x R2. As in [ 11, define for t > 0, N E R2 
J(t, x) = J H(t, y) a(x + y) dy = E,a(x + X) (5) 
where X denotes a random variable distributed according to ~V(0,2t). First 
note that since translating the initial function a(x) translates both the solution 
u and the function J, Lemma 1 of [l] can be applied to obtain (with 01 = I) 
1 1 --__ Jh 4 u(t, 4 >at=t for 0 -5: t ,( T, .x E R”. (6) 
Also note that for n < T - 1, u(n + t, CC) E &[O, l] is a solution to (1) on 
[0, l] x R2 with initial value u(n, x). Hence, applying (6), if n < T - 1, 
1 1 ___- 
J& 4 u(n + t, .4 
> t for0 c< t < T-n 
ON SOLUTIONS TO Ut = dU + U2 IN TWO DIMENSIONS 293 
where for 0 < t < T - n and x E Rz, 
Jn(t, x) = J fqt, y) u(n, x + y) dY = J%(n, x + -9 (8) 
Now since u > 0, Proposition A.2 of [l] implies that 0 < Jn(l, X) < 1; 
hence, applying (7) with t = 1, for n ,< T - 1, 
Jn(19 x) u(n + 13-4 3 1 _ Jn(l, &“) /- n 9 > J (1 x) + Jn2(l, x). (9) 
Let k’,(t) be defined inductively for n = 0, 1, 2,..., and x E R2 by 
Kl(x) = 44, K+,(x) = -w,(x + X) + wG(~ + 4>*. w 
Then a direct induction argument using (9) shows that 
u(n, x) 2 K,(x) for n = 0, 1, 2 ,..., T-l and NER=. (11) 
Therefore, from (8), for n = 0, l,..., T - 1 and x E R2, 
Jn(l, x) = Ep(n, x + X) 3 EIKn(x + X). (W 
Solving the quadratic identity in (10) shows that, for n = 0, l,..., T - 1 
and x E R2, 
],(I, x) 3 - 4 + +[I + 4Kn+&)]1’2. (13) 
But in [2] it is shown that as long as U(X) is positive on a set of positive 
Lebesgue measure, K,+1(O) + +co as n + co. So let N be such that 
Kv+r(O) > 2. Then, if T is chosen so that T 3 N + 2, (13) implies that 
J/VU, 0) > 1. (14) 
However, applying (7) with t = I, n = iV, and 2; = 0 yields 
JN(:,O)al+ 
1 
U(N+I,0)2 l* (15) 
This contradicts (14) and, thus, proves the theorem. 1 
Remark 1. Note that although Lemma 2.1 of [l] is stated for initial 
function, a, smooth, no condition on a is actually required so long as 
u(t, x) - a(x) as t + 0 for each s. 
Remark 2. For a(x) = b exp(- a (1 zc II*), Eq. (10) can actually be solved 
iteratively to obtain 
f(,W = “c” 4, -d--r,, II x II”) 
i=l 
(16) 
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for appropriate bin and tin . Unfortunately A& grows too quickly to find 
KJx) even using a computer. However, lower bounds for K,(x) can be 
formed by combining terms in (16) using a fixed set of values for tin . Using 
1000 values, computer calculations yielded the following values of n for 
which K,(O) > 2 (and, h ence, at which u(n + 2, z) must blow up): for 
b = 1.0, 71 = 10; for b = .75, n = 16; and for b = .50, n = 46. For b = .25, 
the lower bound using 1000 values for tin actually decreased, and there 
seemed to be no reasonable way to obtain a reasonable bound for a value of n 
with K,(O) > 2. Lower bounds are given in [2], but they lead to the bound 
n < e1552s which is obviously too conservative. 
Remark 3. There is actually a major qualitative difference between 
differential equation (1) and difference equation (10). From (16) K,(x) -+ 0 
as 11 x Ij -+ 00 for any n, although any solution must grow at a rate faster 
than expfll x II”} as /I x II+ co. This phenomenon persists if we consider the 
difference equation exactly analogous to (1) (this equation would be yielded 
by (10) assuming X to be a Bernoulli random variable). Thus, no difference 
equation solution can approximate a solution to (1) for II x 11 large enough. 
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