Detecting viewer interest in video using facial and heart rate responses by Chakraborty, Prithwi Raj
 DETECTING VIEWER INTEREST IN VIDEO USING 
FACIAL AND HEART RATE RESPONSES 
 
A THESIS SUBMITTED TO  
FACULTY OF SCIENCE AND ENGINEERING  
OF QUEENSLAND UNIVERSITY OF TECHNOLOGY 
IN FULFILMENT OF THE REQUIREMENTS FOR THE DEGREE OF 
DOCTOR OF PHILOSOPHY 
 
 
 
 
 
Prithwi Raj Chakraborty 
Faculty of Science and Engineering 
Queensland University of Technology 
2017 
 
 
  
ii 
 
Keywords 
Viewer interest, Facial expression recognition, Interest expression, Statistical hypothesis 
test, Heart rate, Video segmentation, Sports video highlight, Movie highlight, Multimedia 
retrieval, Human computer interaction, Machine learning. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
iii 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
iv 
 
Abstract 
Interest is a knowledge-based and anticipatory emotion, which is known to be the central 
and the most frequently aroused emotion in video viewing. Unlike prototypical emotions 
(i.e., happiness, sadness, fear, disgust, anger, and surprise), interest carries motivational 
and exploratory attributes that encourage a viewer to engage with the video content. 
Automatic analysis of evoked interest in the viewer is therefore more practical in the case 
of video viewing. Existing studies predominantly use other emotion types for affect-
related measurements and applications. A few studies measure interest in viewing context 
but with static visual stimuli. Video is a dynamic stimulus type that contains auditory and 
visual channels; as well, it has time-varying affects on viewers. Video thus is more suitable 
as stimuli in viewing context.             
Emotions evoked during video viewing indicate certain episodes of viewing where the 
viewer felt interested into the viewed content. Such information about viewer interest 
manifests through viewer responses, which are either visually observable or physiological 
signals, both of which include facial expression, eye gaze, and heart rate. Detection of 
viewer interest from viewer responses (in response to video stimuli) is challenging due to 
subjective biasing and individual preferences. The visual and physiological signals are 
subtle and each of them has different characteristics in response to the same video stimuli. 
Moreover, they do not necessarily correlate with interest-evoking events occurring in the 
video.  Existing studies do not consider whether the feature distributions of these signals 
have any potential similarity, difference, or stimuli dependence. These factors are crucial 
for designing a domain-general detection model for viewer interest. 
This project develops a methodology to measure viewer interest using facial and heart rate 
responses of viewers. It demonstrates the feasibility of a generic model trained to detect 
viewer interest in sports and movie videos. The project tests the methodology with facial 
expression and heart rate responses from 12 and 20 subjects collected in response to 5 
sports and 20 movie stimuli. The data collection setup involves a closed room with a video 
camera and two heart rate sensors. A number of machine learning techniques and time-
varying features are utilised to conduct the experiment.       
The main goal of this project is investigating machine learning and statistical techniques to 
detect viewer interest using facial expression and heart rate signals in response to sports 
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and movie stimuli. Three experiments have been conducted towards designing a more 
general detection model for viewer interest using: (1) soccer clips; (2) soccer and tennis 
clips; (3) sports and movie clips. For testing the methodologies, this project detects 
interesting and not-interesting video segments using the viewer interest detection 
outcomes and validates them against subjective feedbacks. A methodology has been 
explored for detecting sports video highlights using facial expression and heart rate 
signals, where their amplitudes are relatively high. Statistical methods have been adopted 
to demonstrate the complementary nature as well as the temporal asynchrony of facial 
expression and heart rate signals with the video highlight events.   
Subsequent experiments demonstrate the significant statistical differences between the 
distributions of facial expression and heart rate features obtained in response to soccer and 
tennis clips. Similar statistical differences are demonstrated across the feature distributions 
obtained in response to movie clips tagged with different emotion labels. The feasibility of 
a sports-general classification model is presented by comparing sports-general, sports-
specific and cross-sports classification approaches over the facial expression and heart rate 
features extracted in response to soccer and tennis clips. The sports-specific approach 
achieves higher accuracy (53%) than the sports-general (41%) and cross-sports (44%) ones 
in classifying interesting and not-interesting segments from soccer and tennis clips. 
An extension of this methodology presents the feasibility of a cross-domain classification 
approach by testing the facial expression and heart rate features obtained in response to 
sports and movie clips. It has been demonstrated that a domain-specific classification 
approach outperforms (accuracy: 48-60%) the cross-domain approaches (accuracy: 57-
67%). This presents a coherent conclusion by confirming that a domain-specific has 
consistent performance over a domain-general approach in classifying ‘interesting’ and 
‘not-interesting’ video segments.  
This project also demonstrates the usability of visual eye gaze and attention features in 
classifying the facial expression of ‘interest’ from the facial videos. The performance is 
higher when the tests are conducted with the facial videos recorded in response to 
relatively longer duration clips (accuracy: 67%). This outcome suggests that the visual 
reaction of a viewer depends on the characteristics of the viewed content. It has also been 
demonstrated that interest consists of both positive and negative experiences. The 
correspondence between interest and positive experience is slightly higher than between 
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interest and negative experience. Three main contributions of this PhD project include 
defining viewer interest; demonstrating the usefulness of facial expression and heart rate 
signals to measure viewer interest; and establishing feasibility of a general viewer interest 
detection model.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
vii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
viii 
 
Table of Content 
CHAPTER 1 : INTRODUCTION ................................................................................................. 1 
1.1 Background and Motivation ................................................................................................. 1 
1.2 Research Aims ........................................................................................................................ 4 
1.3 Contributions.......................................................................................................................... 5 
1.4 Significance and Application ................................................................................................. 5 
1.5 Thesis Structure ..................................................................................................................... 5 
CHAPTER 2 : LITERATURE REVIEW ..................................................................................... 7 
2.1 Definition of Viewer Interest as Emotion ............................................................................. 7 
2.1.1 Interest in Video Viewing ............................................................................................... 8 
2.1.2 Polarity of Viewer Interest ............................................................................................ 10 
2.1.3 Dimensions of Viewer Interest ...................................................................................... 12 
2.2 Measuring Viewer Interest .................................................................................................. 14 
2.2.1 Viewer Interest Cues ..................................................................................................... 16 
2.3 Automatic Detection of Viewer Interest ............................................................................. 20 
2.3.1 Attention and Interest Expression Features ................................................................... 20 
2.3.2 Facial Expression Features ............................................................................................ 21 
2.3.3 Internal Emotion (Heart rate) Features .......................................................................... 23 
2.4 Detection Techniques ........................................................................................................... 25 
2.5 Fusion Techniques................................................................................................................ 27 
2.5.1 Naïve Bayes Combiner .................................................................................................. 28 
2.5.2 Majority Voting ............................................................................................................. 28 
2.6 Evaluation of Viewer Interest Detection ............................................................................ 29 
2.7 Existing Datasets .................................................................................................................. 30 
2.7.1 MAHNOB-HCI ............................................................................................................. 30 
2.7.2 LIRIS-ACCEDE............................................................................................................ 33 
2.7.3 DECAF .......................................................................................................................... 34 
2.7.4 AMIGOS ....................................................................................................................... 34 
2.8 Research Gaps ...................................................................................................................... 35 
2.9 Summary............................................................................................................................... 35 
CHAPTER 3 : FRAMEWORK ................................................................................................... 37 
ix 
 
3.1 Pre-processing ...................................................................................................................... 39 
3.1.1 Facial Expression Recognition (FER) ........................................................................... 40 
3.1.2 Eye and Face Landmarks Extraction ............................................................................. 41 
3.1.3 Heart Rate Data Processing ........................................................................................... 42 
3.2 Feature Extraction ............................................................................................................... 43 
3.2.1 Facial Expression (FE) Features Extraction .................................................................. 43 
3.2.2 Attention and Interest Expression Features Extraction ................................................. 43 
3.2.3 Heart Rate Features Extraction ..................................................................................... 45 
3.3 Feature Selection and Feature Fusion ................................................................................ 46 
3.3.1 Pearson Correlation Coefficient .................................................................................... 46 
3.3.2 Sequential Forward Feature Selection ........................................................................... 47 
3.3.3 Feature Fusion .............................................................................................................. 47 
3.4 Classification Techniques .................................................................................................... 48 
3.4.1 Adaboost ....................................................................................................................... 48 
3.4.2 Support Vector Machine ............................................................................................... 49 
3.4.3 Gaussian Mixture Model ............................................................................................... 50 
3.5 Decision Fusion .................................................................................................................... 51 
3.6 Conclusion ............................................................................................................................ 51 
CHAPTER 4 : DETECTING VIEWER INTEREST IN SPORTS VIDEO HIGHLIGHTS . 53 
4.1 Study with Sports Stimuli ................................................................................................... 54 
4.1.1 Stimuli .......................................................................................................................... 55 
4.1.2 Experimental Setup ....................................................................................................... 56 
4.1.3 Participants ................................................................................................................... 57 
4.1.4 Data Collection Procedure ............................................................................................ 58 
4.1.5 Ground Truth Annotation.............................................................................................. 59 
4.2 Threshold-based Highlight Segmentation ......................................................................... 60 
4.2.1 Video Segmentation using Facial Expression ............................................................... 62 
4.2.2 Video Segmentation using Heart Rate .......................................................................... 65 
4.2.3 Segment-based Decision Fusion ................................................................................... 67 
4.3 Performance Evaluation of Highlight Detection ............................................................... 67 
4.3.1 Analysis of Results ....................................................................................................... 70 
4.4 Discussion ............................................................................................................................. 77 
4.5 Conclusion ............................................................................................................................ 79 
CHAPTER 5 : DETECTION MODEL FOR VIEWER INTEREST ACROSS SPORTS 
GENRES ....................................................................................................................................... 81 
5.1 Data ....................................................................................................................................... 83 
x 
 
5.2 Ground Truth Design .......................................................................................................... 84 
5.3 Difference in Distributions of Viewer Interest Features ................................................... 84 
5.3.1 Facial Expression Features ............................................................................................ 84 
5.3.2 Heart Rate Features ....................................................................................................... 85 
5.3.3 Statistical Hypothesis Test............................................................................................. 87 
5.3.4 Results of Statistical Variation in Viewer Interest ......................................................... 89 
5.4 Viewer Interest Detection .................................................................................................... 92 
5.4.1 Cross-validation ............................................................................................................ 93 
5.4.2 Classification Procedure ................................................................................................ 94 
5.4.3 Decision Fusion ............................................................................................................. 95 
5.4.4 Detection Performance .................................................................................................. 95 
5.5 Discussion ............................................................................................................................. 97 
5.6 Conclusion ............................................................................................................................ 98 
CHAPTER 6 : VIEWER INTEREST DETECTION IN SPORTS AND MOVIE ................ 101 
6.1 Study with Movie Stimuli .................................................................................................. 102 
6.1.1 Participants .................................................................................................................. 102 
6.1.2 Movie Stimuli .............................................................................................................. 103 
6.1.3 Data Collection Procedure ........................................................................................... 107 
6.2 Statistical Difference in Viewer Interest Features (Movie Data) .................................... 108 
6.2.1 Heart Rate and Heart Rate Variability Features ........................................................... 108 
6.2.2 Facial Expression Features .......................................................................................... 110 
6.2.3 Statistical Hypothesis Test........................................................................................... 110 
6.2.4 Hypothesis Test Results .............................................................................................. 113 
6.3 Cross-domain Detection with Sports and Movie Data .................................................... 113 
6.3.1 Feature Extraction ....................................................................................................... 114 
6.3.2 Ground Truths ............................................................................................................. 115 
6.3.3 Cross-domain Classification ........................................................................................ 115 
6.3.4 Analysis of the Results ................................................................................................ 118 
6.4 Within-domain Detection with Movie Data ..................................................................... 121 
6.4.1 Feature Extraction and Classification .......................................................................... 121 
6.4.2 Classification Results .................................................................................................. 122 
6.5 Interest Expression Classification with Sports Data ....................................................... 126 
6.5.1 Facial Video Data ........................................................................................................ 126 
6.5.2 Annotation of the Facial Expression of Interest ........................................................... 128 
6.5.3 Extraction of Interest Expression Features .................................................................. 130 
6.5.4 Feature Normalisation and Feature Performance......................................................... 134 
6.5.5 Classification Procedure .............................................................................................. 137 
6.6 Interest Expression Classification with Movie Data ........................................................ 141 
xi 
 
6.6.1 Classification Procedure ..............................................................................................141 
6.6.2 Classification Results ...................................................................................................143 
6.7 Association of Viewer Interest with Positive and Negative Emotions ............................145 
6.7.1 Feature Separation .......................................................................................................145 
6.7.2 Training and Testing ....................................................................................................146 
6.7.3 Results on Correspondence of Viewer Interest with Positive and Negative Emotions .148 
6.8 Discussion ............................................................................................................................149 
6.9 Conclusion ...........................................................................................................................150 
CHAPTER 7 : CONCLUSION AND FUTURE WORK .........................................................153 
APPENDICES .............................................................................................................................157 
BIBLIOGRAPHY .......................................................................................................................157 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xii 
 
List of Figures 
 
Figure 2.1: Two-dimensional valence-arousal space       .................................................................. 8 
Figure 2.2: Estimated locations of the discrete emotions       .......................................................... 12 
Figure 2.2: Viewer interest components/dimensions and cues       .................................................. 14 
Figure 3.1: Overall system framework       ...................................................................................... 38 
Figure 3.2: (a) 10 eye landmark points and (b) 49 face landmark points from Chehra tracker       . 42 
Figure 4.1: Illustration of data collection setup where two participants are watching (a) soccer clip, 
(b) tennis clip via monitor       ......................................................................................................... 57 
Figure 4.2: Data collection protocol for soccer and tennis clips       ................................................ 59 
Figure 4.3: Experimentation framework for viewer interest detection       ...................................... 61 
Figure 4.4: Detailed framework for viewer interest detection that corresponds to soccer video 
highlights       .................................................................................................................................. 63 
Figure 4.5: Examples of detected segments from positive (POS) and negative (NEG) facial 
expression for all subjects       ......................................................................................................... 71 
Figure 4.6: Detected segments from non-neutral facial expression (NNEU) and heart rate (HR) for 
all subjects       ................................................................................................................................ 73 
Figure 4.7: Averaged (a) Jaccard index and (b) detection rate for different soccer events for video 
segments       ................................................................................................................................... 73 
Figure 5.1: Experimentation framework for viewer interest classification       ................................ 83 
Figure 5.2: Schematic representation of the data selection procedure for the hypothesis test     ..... 87 
Figure 5.3: The p-values of 54 hypothesis tests on the distributions of (a) POS; (b) NEG; and (c) 
NNEU scores of facial expression samples       ............................................................................... 89 
Figure 5.4: Histogram plots of (a) skewness and (b) kurtosis for the samples of POS, NEG, NNEU 
scores and HR (bpm)       ................................................................................................................ 91 
Figure 6.1: Histogram plot of 13 emotion tags for each of the 20 clips of MAHNOB-HCI     . ... 103 
Figure 6.2: Valence and arousal values for each clip in the MAHNOB-HCI dataset       .............. 104 
Figure 6.3: K-mean cluster plots of regressed valence-arousal values from LIRIS-ACCEDE dataset 
(K=5)       ...................................................................................................................................... 105 
Figure 6.4: Data collection protocol for movie clips       ............................................................... 107 
Figure 6.5: Hypothesis test result (h-values) for: (a) heart rate (bpm); (b) heart rate variability (RR 
interval) data; and (c) facial expression data       ........................................................................... 112 
Figure 6.6: Experimentation framework for cross-stimuli viewer interest classification       ........ 114 
Figure 6.7: The distributions of the GMM likelihood scores obtained when a GMM interesting 
model is tested with interesting (genuine) and not-interesting (impostor) segment       ................ 120 
Figure 6.8: The distributions of the GMM likelihood scores obtained when a GMM ‘interesting’ 
model is tested with ‘interesting’ (genuine) and ‘not-interesting’ (impostor) segment, and vice 
versa for GMM ‘non-interesting’ model      .................................................................................. 123 
xiii 
 
Figure 6.9: The distributions of the scores of genuine and impostor tests when interesting  and not-
interesting segments are tested against the interesting GMM model (δINT) for: (a) facial expression; 
(b) heart rate; (c) heart rate variability modalities      ....................................................................125 
Figure 6.10: Experimentation framework for classification of interest expression       ..................126 
Figure 6.11: Eye (a) and face (b) landmark points obtained from Chehra tracker output       ........127 
Figure 6.12: Sample image sequence of a participant’s facial video where 49 facial landmark 
points       .......................................................................................................................................128 
Figure 6.13: Detailed framework for classification of interest expression       ...............................129 
Figure 6.14: Low-level geometric distance features       ................................................................132 
Figure 6.15: Correlation coefficient of 15 selected features from low-level and mid-level features
 ......................................................................................................................................................136 
Figure 6.16: Performance of the low-level geometric and mid-level geometric features      .........136 
Figure 6.17: A schematic representation of a video (clipk) which is divided into set of segments 
using the labels, Lk. The frame indices of clipk are denoted here as f1, … fN       ...........................138 
Figure 6.18: Precision and recall scores for 10 clips      ................................................................140 
Figure 6.19: Rate of precision (PR), recall (RR), and specificity (SR) obtained in 5-fold, 10-fold, 
and leave-1-facial video-out cross-validation.       .........................................................................144 
Figure 6.20: A facial video represented as sequences of frame-based interest labels, YINT 
(‘interested’, ‘not-interested’) and FER labels, YFER (‘POS’, ‘NEG’, ‘NEU’)       ........................145 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xiv 
 
List of Tables 
 
Table 2.1: Visual and physiological cues related to viewer interest ................................................ 19 
Table 2.2: Viewer interest features ................................................................................................. 24 
Table 2.3: Codes (0-12) and names of the emotion tags/labels used for self-reporting in emotion 
elicitation experiment for MAHNOB-HCI dataset ......................................................................... 31 
Table 2.4: Dimensional emotion labels and sources of the MAHNOB-HCI stimuli clips .............. 32 
Table 3.1: List of the extracted feature set………………………………………………..45 
Table 4.1: Details of the stimuli clips (adopted from [84]) ............................................................. 56 
Table 4.2: Annotation of the two types of ground truth segments (HL, MA) obtained from three 
soccer clips (including the number of soccer events annotated for HL and MA) ............................ 60 
Table 4.3: Average misalignment score for the three soccer events across the detected segments . 74 
Table 4.4: Precision, recall, and F1 scores of highlight event detection .......................................... 76 
Table 5.1: Features extracted from facial expression and heart rate data ........................................ 86 
Table 5.2: Strategies to separate features into training-testing sets and to cross-validate ............... 93 
Table 5.3: Clip-wise precision-rates (PR), recall-rates (RR), and accuracy (F1-score in %) of 
sports-specific, sports-independent, and cross-sports classification models for FE, HR, and their 
fusion .............................................................................................................................................. 96 
Table 6.1: Details of source and duration of 20 stimuli used in this experiment ........................... 106 
Table 6.2: Mean and standard deviation of the percentage of F1-scores obtained for three 
modalities in two cross-data classification approaches ................................................................. 118 
Table 6.3: Mean and standard deviation of the percentage of F1-scores obtained for three 
modalities in two cross-data classification approaches ................................................................. 122 
Table 6.4: List of all interest expression features and their aggregation methods ......................... 131 
Table 6.5: Classification performance in term of percentage (%) of the specificity and F1-score 140 
Table 6.6: Mean and standard deviation of the F1-scores obtained in 5-fold, 10-fold, and leave-1-
facial-video-out cross validations ................................................................................................. 143 
Table: 6.7: Percentage of the number of ‘interested’ and ‘not-interested’ segments predicted as 
positive, negative, and neutral segments. The total number of ‘interested’ and ‘not-interested’ 
segments, count of them, which are predicted as positive, negative, and neutral segments .......... 148 
Table: A.1: Accuracy (F1-scores) obtained in cross-domain classification using thresholds on 
GMM scores for (a) Tennis vs Movie, (b) Movie vs Tennis cases ............................................... 157 
(a) Train: Tennis, Test: Movie ...................................................................................................... 157 
(b) Train: Movie, Test: Tennis (clip 4) ......................................................................................... 158 
 
 
xv 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xvi 
 
List of Abbreviations 
 
SVM Support Vector Machine 
GMM Gaussian Mixture Model 
FE Facial Expression 
HR Heart Rate 
EG Eye Gaze 
FEL Face and Eye Landmark 
FER Facial Expression Recognition 
AU Action Unit 
mRMR Minimal Redundancy Maximum Relevance 
LBP Local Binary Pattern 
PCA Principal Component Analysis 
  
 
 
 
 
 
 
 
 
 
 
 
xvii 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xviii 
 
List of Publications 
 
1. Chakraborty, P.R., Zhang, L., Tjondronegoro, D. and Chandran, V., 2015, June. Using 
viewer's facial expression and heart rate for sports video highlights detection. In 
Proceedings of the 5th ACM on International Conference on Multimedia Retrieval (pp. 
371-378). 
2. Chakraborty, P.R., Tjondronegoro, D., Zhang, L. and Chandran, V., 2016, June. Automatic 
Identification of Sports Video Highlights using Viewer Interest Features. In Proceedings of 
the 2016 ACM on International Conference on Multimedia Retrieval (pp. 55-62).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xix 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xx 
 
Statement of Original Authorship 
The work contained in this thesis has not been previously submitted to meet requirements for an 
award at this or any other higher education institution. To the best of my knowledge and belief, this 
thesis contains no material previously published or written by another person except where due 
reference is made. 
Signature: 
Date: 09 June, 2017 
xxi 
QUT Verified Signature
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xxii 
 
Acknowledgements 
 
First, I would like to thank my principal supervisor – Associate Professor Dian Tjondronegoro for 
his endless support through my PhD study. He has been a great mentor towards my PhD journey. I 
have learnt a lot from him about writing, research, and professional knowledge. I also would like to 
express my gratitude to my two associate supervisors – Professor Vinod Chandran and Dr. Ligang 
Zhang. They have helped me a lot to improve my technical knowledge and writing skills. I pass my 
gratitude to my associate supervisor, Professor Yuefeng Li for being into my supervisory team and 
mentoring me. 
I would like to thank my parents and my wife, who always have been supported my overseas 
study. Without them, it would be very difficult for me to pay attention to my PhD study. I also 
want to thank all my colleagues in QUT Mobile Innovation Lab. I express my gratitude to all the 
anonymous students and staff of QUT who helped in my research with their participation in my 
studies. I thank Ms. Jennifer Beale, who helped me to edit my PhD thesis.          
  
xxiii 
 
  
xxiv 
 
CHAPTER 1: INTRODUCTION 
 
1.1 Background and Motivation 
 
Interest is a distinct emotion type as it has all the attributes an emotion should have, such 
as expression, cognition, and motivation. It is an anticipatory emotion that encourages 
people to engage with a new situation or object, which is an essential aspect in real-life 
contexts like viewing, and learning [1]. Video viewing, in particular, is an important and 
regular involvement that serves entertainment, knowledge, and affective roles in daily life. 
The interest (emotion) evoked in a viewer during video viewing can be termed as viewer 
interest. Automatic detection of viewer interest is applicable in measuring people’s interest 
and engagement levels in movies, sports, TV program and online lectures. This project 
investigates techniques and methods to detect viewer interest in video viewing.   
Use of correct stimulus type is crucial when designing experiments for capturing viewer 
interest information. Video is a useful stimulus type as video viewing is the closest real-
life experience that can be designed in a laboratory. Video is the combination of auditory 
and visual channels, which increases the likelihood of evoking interest in the viewer. 
Video is a continuous and dynamic stimulus type where the interest level of the viewer 
might vary along with the video play. Use of video stimulus thus shows how the viewing 
experience goes with time. Investigating interest in video viewing is more practical, as 
interest has been reported as the most frequent and central emotion in video viewing. 
Interest has been reported as people’s natural tendency to pay attention and intensely 
engage in response to video stimuli.  
Use of a suitable video domain is another vital factor for designing experiments for viewer 
interest detection. Video domains include movie, news, live TV program, and sports. 
News video is very much prone to subjective bias, as it may contain political, accidental, 
economical news, and its breadth is larger than any other video domain. A live TV 
program is sometimes difficult to accommodate in a controlled experiment setup. Short 
length movie and music clips have been predominantly used in current literature to 
understand emotional responses of viewers. Movie scenes carry easily perceivable emotion 
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components and have potential to evoke the similar emotion in viewers. Movie stimuli 
cover diverse emotions. Movie stimuli are thus easier to obtain/prepare and label. Sports 
videos are suitable for viewer interest analysis (as well), since they have temporally 
structured segments that contain distinguishable highlight events. Preparing ground truth is 
thus easier for sports video. The highlight events in sports stimuli are expected to make 
strong engagement with viewers.  
Interest evoked during video viewing is implicitly and explicitly manifested through 
biological responses of viewers, such as facial expression, eye gaze, and heart rate, which 
can be termed as viewer response. Facial expression and eye gaze are our direct and 
natural means of communication and recording of them is less intrusive as no bio-sensors 
are involved. Eye gaze response indicates whether a viewer is looking at the screen or 
distracted from viewing. Facial expressions in adults are subtle and do not necessarily 
manifest the evoked interest. Physiological responses (e.g., heart rate), on the other hand, 
manifest our evoked interest, though they do not tell whether the emotion evoked is 
actually because of video viewing (e.g., the viewer might feel interest in a distracting 
object rather than the video). Facial expression, eye gaze, and physiological responses 
therefore complement each other in obtaining complete information about viewer interest 
during video viewing. 
Detecting interested state of a viewer from a combination of viewer response signals is 
challenging. The main reason is that viewer interest information manifested through facial 
expression (FE), eye gaze (EG), and heart rate (HR) has different sensitivity to video 
stimuli, as each of these responses corresponds to different sensory and communication 
systems of the human body [2]. General aggregation techniques (e.g., average, max, 
weighted sum) applied over the multimodal signals might not capture the varying 
characteristics of each signal in response to viewed video. Fusion techniques at different 
levels might be useful to combine viewer response signals with different sensitivities. 
Moreover, facial expression, eye gaze, and heart rate represent three generalised 
dimensions of video viewing, namely, attention, explicit emotion, and implicit emotion, 
and their combination is expected to represent complete viewer interest information 
(discussed in Section 2.1.3) [3-5]. This project adapts a categorical approach to classify the 
facial expression, visual eye gaze, and heart rate features into interested and not-interested 
states. Categorical approach considers each emotion as discrete and fundamentally 
distinguishable state, which makes the emotion analysis easier [6]. This approach also 
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considers that any emotion is a combination of the basic emotions (i.e., happiness, fear, 
anger, surprise, disgust, sad) and can be described using them [7]. This project only 
considers interest, since interest has different nature and cues from the other known 
emotions and a mixing may create complexity in experiment design and analysis. The 
binary classification method utilises feature and decision fusion techniques.  
Subject and video dependencies are crucial for designing an effective model for viewer 
interest detection, as subjects may have personal preference towards video content. The 
statistical distributions of the features extracted from viewer response signals may vary 
across different video domains and subjects. This subsequently influences the feasibility of 
a detection model that is domain/genre and subject general. It is still unclear whether a 
universal detection model can be used in analysing viewer interest from videos of all 
domains, or it needs to be subjective and domain-specific. A domain-specific detection 
model might not be applicable in real life, as it would be trained with a particular video 
domain data, while we are used to watch videos from different genres and domains. This 
project investigates the feasibility of domain-general and domain-specific detection 
models for viewer interest analysis. Movie and sports videos have different genres, which 
makes these two domains ideal for investigating domain/genre and subject dependencies in 
detecting viewer interest. A domain-general model is challenging to build, as it would 
need huge amount of data on different video domains and different subjects. However, a 
universal model can be generalised in some extent where it can achieve better and 
extended detection ability than a domain-specific model, using sophisticated features and 
techniques. This feasible level of the universal model would work across most of the video 
domains and multiple subjects.       
This project adopts and explores experimentation methodology to detect viewer interest in 
two video domains (i.e., sports and movie) using facial expression, visual eye gaze, and 
heart rate signals. This project utilises several classification approaches for detecting 
viewer interest (i.e., detecting interested and not-interested states). The detected viewer 
interests are subsequently mapped with the video to detect interest evoking (i.e., 
interesting) events/segments, as a way to evaluate the detection methods. Fusion 
techniques are applied to check how the viewer response signals perform better in 
individual and fused manners.  
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1.2 Research Aims 
 
This project progressively investigates the generalisability of a detection model for viewer 
interest. Two main challenges in modelling viewer interest are subject and (video) 
domain/genre dependencies. For overcoming the subjectivity, it is necessary to investigate 
a general (viewer interest) model that works across people. Besides, viewer interest 
responses for an individual vary across different genres and domains of video. This can be 
addressed by investigating general and domain-based models.   
This project tests the generalisability incrementally in three stages. In the first stage, a 
baseline model is built for viewer interest detection and its feasibility tested against one 
sports genre that has structured highlight events. Because of this, there is less chance of 
subjectivity and thus more suitability for testing the feasibility. This baseline model is 
extended in the next stage where the generalisability of viewer interest detection is tested 
against two sports genres in which highlight events are less structured. The feasibility of a 
sports general model has been tested here. In the third stage, the scope of generalisability 
is extended with movie and sports stimuli. The feasibility of a domain-general  detection 
model for viewer interest is tested here. Three experiments are conducted in these three 
stages, where feature and decision fusions are applied to verify whether a fusion would 
perform better than individual signals. The main research question is: 
How can viewer interest in video be detected using a combination of viewers’ facial 
expression, visual eye gaze and heart rate signals? 
 
The research aims of this project are as follows. 
(1) To investigate the usefulness of facial expression, visual eye gaze, and heart rate 
responses in modelling viewer interest as well as to test the methodology by detecting 
interesting events from movie and sports videos. 
(2) To empirically evaluate the time-varying (synchronicity, duration) and subject-varying 
natures of viewer response signals.   
(3) To investigate how the distributions of viewer interest features affect viewer interest 
detection in sports and video stimuli.     
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(3) To investigate the generalisability of a domain-general (viewer interest) detection 
model.                            
 
1.3 Contributions 
 
The original contributions of this project are as follows: 
(1) It demonstrates the usefulness of viewers’ facial and heart rate responses in detecting 
viewer interest. 
(2) It attempts to build a general model for viewer interest detection that would work 
across video domains, genres, and persons.  
(3) It defines the construct of viewer interest and proposes methods to measure it. 
 
1.4 Significance and Application 
 
Analysis of viewer responses helps to automatically tag, index, and recommend unseen 
videos [8, 9]. Measured interest in response to video stimuli can be used as affective tags 
for that video. Such affective tags are useful in automatic video indexing and assist in 
searching and browsing unseen videos. Other notable applications include predicting 
movie ratings and candidate preference of voters [10, 11]. Automatic analysis of facial 
expression, eye gaze, and heart rate data facilitates understanding engagement level and 
affective/emotional state of viewers, which can be applicable in other contexts such as 
health, education, and transport. Applications in these contexts include real-time patient 
monitoring, measuring student engagement during lecture, fatigue and stress level 
detection while driving. 
 
1.5 Thesis Structure 
 
The remaining chapters of the thesis are organised as follows: 
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Chapter 2 reviews existing work related to understanding viewer interest in response to 
video stimuli. Literature on viewer interest is discussed. Methods and techniques on 
feature extraction; feature selection from multimodal signals; viewer interest classification; 
decision fusion; performance evaluations have been discussed. This chapter also 
summarises the research gaps in current literature. 
Chapter 3 describes the experimental framework used in this thesis. The techniques 
adopted and used to measure facial expression, attention, interest expression, and emotion, 
are described, along with the different classification and fusion techniques for viewer 
interest detection. 
Chapter 4 presents the baseline model (stage 1) for detecting viewer interest using soccer 
data. The experiment evaluates the baseline model against the highlight events using facial 
expression and heart rate data.  Data collection and annotation procedures of sports are 
also discussed. A threshold-based video segmentation and highlight detection method has 
been proposed in this chapter. The performance of facial expression and heart rate, and 
their fusion are discussed. 
Chapter 5 extends the baseline model (stage 2) presented in Chapter 4 by using sports 
stimuli from different genres. Distributions of the viewer interest features (extracted from 
the facial expression and heart rate data) are investigated to check whether there is any 
potential difference in the distributions across soccer and tennis data. The feasibility of a 
sports-general detection model is evaluated. 
Chapter 6 presents a more generalised model for viewer interest detection by using both 
sports and movie stimuli (stage 3). Data collection and annotation procedure, feature 
details, and classification of viewer interest are discussed. Results of statistical tests on 
movie vs movie and sports vs movie data are presented and discussed. Feasibility of a 
domain-general detection model is investigated and results are presented. Generalisability 
of interest against other typical emotions are also presented and discussed. The 
performance of the interest expression features (eye gaze based) is demonstrated as well. 
Chapter 7 concludes the dissertation with a summary of the research, and provides future 
directions for research into viewer interest detection.        
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CHAPTER 2: LITERATURE REVIEW 
 
This chapter reviews the relevant literature and theories, and presents the current state of 
the prior work. Literature discussed in this chapter is related to interest, viewer interest, 
emotion, viewer interest cues, viewer interest features, and several classification and 
fusion techniques.    
 
2.1 Definition of Viewer Interest as Emotion 
 
Emotions evoked in viewer during viewing are generally known as affect of the stimuli 
[12, 13]. Current studies use two different approaches to analyse affect: categorical and 
dimensional. The categorical approach specifies emotions as discrete states such as 
happiness, sadness, surprise, anger, fear, and disgust. Changes in these states lead to strong 
behavioural and action tendencies in viewing. The major advantage of the categorical 
approach is that the discrete emotion states are easier to process and generalise and thus it 
is the mostly adopted approach in automatic analysis of affect [14]. The dimensional 
approach represents emotions in an n-dimensional space [15-17]. Valence-arousal space is 
a popular 2-dimensional model, where valence describes the degree of pleasantness from 
negative to positive and arousal describes the degree of excitement from calm to excited 
[17, 18]. Interest has been found more linearly correlated with ranked arousal [19]. Figure 
2.1 illustrates the 2-dimensional valence-arousal space and a mapping between categorical 
emotions and this 2-dimensional space. The dimensional approach is useful to represent 
those emotions which are complex and cannot be labelled into a singular state. For 
example, Hanjalik and Xu [20] represented transitions of predicted emotions in video 
viewing with a set of valence-arousal curves. 
Categorical approach is proven useful in emotion analysis [21]. This approach is simpler 
compared to dimensional approach, as it comprises detection of the category and then 
measuring the varying intensity along a dimension of intensity [22]. Using a categorical 
approach is more practical in video viewing as the viewer goes through a number of 
discrete states of emotions. The analysis facilitates understanding how the viewer 
navigates through these discrete states, as emotion here has a qualitative label rather than a 
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quantitative measure. Malatesta (1990) reported emotions as discrete in characteristics 
from a motivational point of view. They are not constituted by quantitative variations in 
dimensional spaces; rather, they are identifiable states [23]. Ekman (1970) proposed six 
basic (discrete) emotion categories (i.e., happiness, surprise, sadness, anger, fear, and 
disgust); recognition and expression of which are universal and independent of cultural 
differences [18, 24]. Izard (1971) claimed interest, contempt, guilt, and shyness as 
fundamental emotion categories [25-27]. Interest, in particular, has a strong correlation 
with the affect of viewers [28], as it represents viewer’s preference to intensely watch, 
actively engage, and spend attention towards the video [1]. This project investigates 
interest using the categorical approach in video viewing context. 
 
  
(a) (b) 
 
Figure 2.1: Two-dimensional valence-arousal space, (a) basic diagram (adopted from [17]), (b) 
categorized emotion in valence-arousal space (adopted from [29]) 
 
2.1.1 Interest in Video Viewing 
 
Psychologists define interest as a knowledge emotion that involves us with certain objects, 
events, or situation [30, 31]. Knowledge or epistemological emotions include shifts in the 
understanding or knowledge about the world. Interest motivates us for learning and 
exploration that subsequently help us to grow a set of skills, knowledge, and experience 
[3]. According to Simon-Thomas et al. (2009), four knowledge emotions are interest, 
amusement, awe, and relief [32]. Interest bears certain levels of certainty, anticipated 
effort, and attentional activity [33]. Other psychology theories have grouped interest with 
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contempt, regret, embarrassment, and jealousy, rather than with the six prototypical 
emotions [4].  
Interest is the most frequently aroused and basic emotion in viewing [1]. It is the felt 
impulsion of desire to engage with a situation or an object [34]. Modern psychology 
claims interest to be associated with attention, curiosity, activation, and concentration [3]. 
Engagement, activation, and attention are the key components of video viewing, which are 
aligned with the coping ability of the viewer. A viewer who is interested in certain part of 
the video is expected to pay attention, be actively engaged, and hold an urge to know what 
is happening next [1]. To be interest evoking (i.e., interesting), an event should be 
evaluated in term of pleasantness, engaging, newness, and ability to understand [35]. 
According to appraisal theory, novelty and coping potential are the two central appraisal 
components of interest [36]. While novelty signifies newness of an event, coping potential 
indicates the ability of a person to understand complexity/novelty of that event. Video 
content that the viewers are unable to understand is expected neither to engage them nor to 
evoke interest. Interest attracts people to new, unfamiliar things, so an unseen video would 
attract more viewer attention than the seen ones [3]. Engagement theories confirm that 
narratives can lead people to higher levels of interest and learning during viewing [28]. 
This phenomenon is extended with fact that we prefer higher complexity in appraising an 
event with increase of our experience on that/similar event(s), which confirms that 
appraisals of coping potential affect interest [36]. A video viewing environment includes 
all these discussed components, namely, viewer, viewed content, attention, engagement, 
and activation, which position interest at the centre of video viewing [1].  
Existing studies that investigate interest in viewing context ignore video stimulus. Silvia 
(2005) assessed interest using randomly generated polygons, poetry, and pictures from 
books and journals. Subjects were presented with the stimuli in a simple to complex 
manner and they reported felt level of interest and perceived level of complexity [37, 38]. 
In a similar study, participants rated their impression in response to random pictures on 
interesting vs uninteresting and boring vs exiting scales [36]. For measuring the interest 
expression of infants, Langsdorf et al. (1983) used mannequins, live person faces, and 
lifeless objects [5]. Video stimuli, unlike these static ones, are temporal, where viewer 
experience is time varying. The interest level of a viewer varies over time while watching 
video content. Measuring interest in response to video is therefore more challenging, as a 
time varying mapping between viewer responses and viewed video content is required. As 
9 
 
a stimulus type, video is expected to be stronger in evoking interest as it combines both 
auditory and visual channels to deliver any information. In a study of stress measurement, 
paired audio and video stimuli have been found to decrease the stress level significantly 
[39].  
Other studies that have used video stimulus to understand viewer behaviour in viewing, 
have conducted their experiments on prototypical emotions and affect-based applications 
(e.g., engagement measurement, emotion modelling), which are not related to interest. 
Haridakis (2002) utilised violent TV programs to understand if TV violence influences 
viewer aggression, and validated it against subjective ratings [40]. Arapakis et al. (2009) 
used TRECVID 2007 videos (including news magazine, science news, news reports, 
documentaries, and educational programmes) and prototypical face expressions to predict 
the relevance of topics in video viewing [41]. Similar stimuli were used in [42] to measure 
affect from viewers’ facial expressions in order to detect affective video summaries. Ong 
et al. (2010) proposed a video summarisation method using visual eye gaze and heart rate 
responses collected in response to short movie clips. This method estimates an overall 
weight for each presented video shot using a threshold-based weight adjustment for each 
of pupil size, eye gaze, and heart rate variability features. Subjects’ post-selection of 
desired video shots are used rather than self-reports on interestingness [43]. Current work 
does not consider investigation of interest in a video-viewing context.     
 
2.1.2 Polarity of Viewer Interest 
         
Existing studies do not clearly conclude whether interest corresponds with positive 
emotions only, or integrates negative emotions as well. Answering this argument is 
important to understand viewer interest, which depends on the characteristics of the stimuli 
as well as viewers. Some theories claim interest to be a positive emotion, while others 
report that interest incorporates negative emotion as well. Some studies confirm the 
association of interest with high pleasantness (i.e., enjoyment) and attention [6, 44]. In 
these studies, participants recalled their experiences regarding different emotions and were 
interviewed about their experiences. Afterwards they posed the facial expression they felt 
during the experience and rated their experiences. Some other studies reported that the 
nature of interest includes being positively motivating, exploratory and attention-bearing 
10 
 
[5, 45]. Smith et al. (1985) presented interest in a pleasantness vs effort scale space, along 
with other discrete emotions. Figure 2.2 illustrates that interest is characterised by high 
pleasantness and low effort.  
In contrast, other studies have reported different conclusions. According to them, interest 
attracts people to new, unfamiliar things, which might appear as harmful and cause 
negative experience to people [3, 46]. Some appraisal models claim that interesting events 
do not necessarily need to be pleasant. They should rather be new, exploring, and 
motivating which might lead towards disappointment and disgust [38, 47]. Studies on 
visual arts have found poor correlation between interest and pleasantness. Here, 
participants were asked to view a number of randomly generated polygons with varying 
complexity levels and to pick the most interesting one. It has also been reported that in 
some cases disturbing paintings are more interesting but less pleasant [35]. Interest and 
enjoyment/pleasantness are reported as disjoint emotions which have different sources, 
causes, functions, and consequences [45]. Pleasantness is more frequent, but interest is 
more permanent [1]. Another study found that the measured interest level is higher for 
both pleasant and unpleasant visual stimuli, while lower for neutral visual stimuli [19]. 
 This discussion has revealed that whether interest is a positive emotion only has 
justification on both sides. The counter conclusions report pleasantness to be both 
correlated and uncorrelated with interest. For example, it has been found that viewers 
reacted negatively to positive news images and positive displays. Conversely, viewers 
reacted positively to negative news and negative displays [48]. Given the counter findings, 
interest is still important in human lives, as we need a mechanism that encourages trying 
new things: though the outcome is uncertain, it can be new knowledge, new experience 
that might be useful [46]. Empirical investigation is therefore required to understand 
the positive and negative natures of interest in video viewing.   
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 Figure 2.2: Estimated locations of the discrete emotions are plotted in a ‘Pleasantness’ (X-axis) vs. 
‘Anticipated effort’ (Y-axis) scale space (this figure is redrawn from [6]) 
 
2.1.3 Dimensions of Viewer Interest 
 
Interest has all the attributes of a typical emotion. In general, these are facial and vocal 
expressions, changes in physiological responses, patterns of cognitive appraisal, 
motivational and subjective feelings. Interest has a pattern of cognitive appraisals and 
subjective experience. Expressive and physiological components of interest are associated 
with activation and concentration [3] [35]. Interest also has been reported (in Section 
2.1.2) as attention-bearing [5, 45]. The video viewing context includes many of these 
emotion components of interest such as cognition, expression, physiological response, and 
attention. An interested viewer is expected to be attentive and/or emotionally responsive. 
Based on the psychology theories of interest, viewer interest can be defined in a space of 
three generic emotion dimensions (i.e., emotion components): attention/engagement, 
explicit emotion, and implicit emotion. Each of these dimensions can be represented with a 
number of bio-sensory responses of viewers (e.g., eye gaze, facial expression, heart rate) 
[3, 4]. These responses are the primary source of viewer interest information, as interest 
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evoked in viewers is expected to manifest throughout these responses [49]. A 
mathematical representation of viewer interest (VI) thus can be derived using the common 
knowledge from the current studies, as a combination of attention (AT), explicit emotion 
(EE), and implicit emotion (IE) (as shown in Equation 2.1). The α, β, γ are variables, 
which represent the time-varying intensity of attention, explicit emotion, and implicit 
emotion respectively. As discussed in Section 1.1, to obtain complete information about 
viewer interest, all three dimensions of viewer interest should be considered while 
measuring it.     
VI = α. AT + β. EE + γ. IE (2.1) 
For measuring viewer interest along the three emotion dimensions, a multi-level 
association is required across the three dimensions, the related viewer responses, and the 
respective cues for the viewer responses. Figure 2.2 illustrates such a multi-level 
association. If we consider viewer interest as the parent concept, then the three dimensions 
(i.e., attention, explicit emotion, implicit emotion) can be represented as its children 
components. The three emotion dimensions of viewer interest are represented through the 
measurable viewer response signals, of facial expression, eye gaze, and heart rate, each of 
which has a distinct pattern when interest is induced. For example, open mouth, dropped 
jaw, smile indicate interest in term of facial expression. Viewer interest is subject-varying 
and thus it might not manifest equally through all of these cues. A combination of all three 
aspects is therefore required. In a study with infants, Langsdorf et al. (1983) integrated the 
three dimensions of viewer interest (along with limited cues) by using heart rate, visual 
fixation, and facial movement features, which were found to react differently in response 
to (static) visual stimuli. This work investigated the underlying relationship among the 
three signals, rather than detecting interest [5]. Ong et al. (2010) measured viewer interest 
by considering that heart rate and eye gaze (pupil size, gazing point) would capture the 
affective highlights of video content [43]. This project utilises three viewer response 
signals, visual eye gaze, facial expression, and heart rate, to detect viewer interest in 
video viewing.  
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Figure 2.2: Viewer interest components/dimensions and cues 
 
2.2 Measuring Viewer Interest 
 
Prior work relies on both manual and automatic methods of capturing viewer response 
during viewing. Manual methods are obtrusive because they involve viewers reporting 
explicitly about their viewing experience through annotation or survey. A viewer manually 
identifies emotional content from a video clip by his/her conscious visual observation and 
reports them back (e.g., rating, annotation). For example, click-through feedback is 
predominantly used in information retrieval applications [9]. Verbal self-reporting such as 
interview records the level of recall of viewers [50]. Visual self-reporting uses a visual 
survey tool (e.g., Self-Assessment Manikin) to record affective reaction in term of rating, 
annotation, and valence-arousal scale [17, 50-52]. Self-reports in particular are useful for 
collecting first-hand information of participants’ experiences [50], validating physiological 
responses, and training machine learning systems [52]. However, self-reports are attention-
diverting, interruptive, and unrealistic for dynamic changes [17, 50, 53, 54], so their 
outcomes might not be accurate, as participants may forget all the different emotions felt 
during the experiment [52]. This project uses self-report for collecting subjects’ 
feedback to prepare ground truth for the experiment.  
In automatic methods, spontaneous and nonverbal viewer responses are collected without 
any conscious input from the viewers [54], as implicit viewer responses are captured using 
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sensors (e.g., video camera, eye tracker, heart rate monitor) [50]. This method is 
unobtrusive and non-disruptive [17, 52], because viewers do not need to provide any 
active feedback while watching [42]. People display the same nonverbal behaviour when 
interacting with computers as when interacting with other people and this makes nonverbal 
viewer responses a powerful tool for measuring affect and interest [55]. The majority of 
automatic approaches collect real-time eye gaze information [56], facial expression [15, 
42, 50, 57] and physiological responses [49, 58-60] during viewing. The sensors are 
sometimes affected by temperature and body movement [61], lighting conditions, and 
occlusion [52, 53, 56].  
Most of the prior experiments, which studied viewer interest, did not use any biological 
response from viewers. They used subjective feedback as measurements [36-38]. Silvia 
(2005) conducted multiple experiments on random polygons, poems and pictures, where 
participants (only) self-reported perceived levels of interest and complexity after viewing 
these stimuli [37]. Ainley et al. (2002) measured interest in topics and reading texts based 
on subjective ratings and survey [31]. In similar studies, participants viewed pictures and 
paintings as well as reading poems of different interest and complex levels, and self-
reported them [35, 62]. Zen et al. (2016) measured interestingness in online video by 
measuring conscious mouse activity of viewers, where a number of mouse movement 
features (local, global, and spectral) are used in estimating interest score [63]. A few 
studies utilised viewers’ biological responses to measure interest in viewing context. In 
[5], a multivariate analysis of infants’ biological responses in response to static stimuli 
revealed that each response has a different reaction pattern to stimuli. Expert-coded visual 
expressions were used to label all response data for each infant and only those periods 
were further analysed where noticeable interest indications were present. Peng et al. (2011) 
computed binary a attention score as an interest measure, based on eye gaze and facial 
expression in response to video clips [56]. This project adapts a number of interest 
descriptors used in [5] and [56]. However, these studies neither detect viewer interest 
nor consider all three emotion dimensions. 
Majority of the existing literature has ignored latency between human reaction and 
occurrence of interesting video event. Related affect studies have not put attention on the 
latency between human reaction and occurrence of interesting events in video. A study on 
human cognition reported that neurons in human brain responded to stimuli with latency of 
around 100 milliseconds. The motor activation (i.e., initiating a cognition process) 
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occurred after 300-400 milliseconds of stimuli onset  [64]. Another study has reported that 
the earliest emotional effect is about 282 milliseconds after stimulus onset [65]. These 
latency times mentioned in current literature are very small in duration and might not 
create any asynchrony issue while analysing viewer responses. Despite, this project applies 
smoothing technique over facial and heart rate responses to tolerate the latency offsets. In 
addition, a 90% overlapped sliding window is used to make sure that the features 
computed within the time window still can capture the temporal dynamics of the responses 
regardless of the presence of latency.                                                 
 
2.2.1 Viewer Interest Cues 
 
Interest has distinct patterns when manifested through visual and physiological responses 
[5, 25]. A number of explicit and implicit cues indicate these patterns. Associations 
between viewer interest cues and their source signals are illustrated in Figure 2.2. Different 
viewer response signals have different contributions and sensitivities towards viewer 
interest, as they are sourced from different sensory channels of human body. Obtaining 
comprehensive information about viewer interest requires consideration of the three 
emotion dimensions of viewer interest: attention; explicit emotion; implicit emotion. 
Attention and engagement are potentially expressed through eye gaze information, along 
with some particular head and face postures (e.g., eye fixation, saccade, head rolling, and 
face leaning). Explicit emotion is visible responses, which can be our expression of face. 
Facial expression is mainly facial muscle movements, constituting distinct emotion 
expressions for emotion categories such as happiness, sadness, surprise and fear. [61, 66, 
67]. Interest has such a distinct expression of face as well (discussed in ‘Interest 
expression’ subsection) [5]. Unlike attention and expression cues, implicit emotions 
manifest through our internal bodily cues, which are invisible. Heart rate, skin response, 
and respiration are examples of such invisible viewer response signals carrying 
information about our implicit emotions. Cues manifesting attention, explicit emotion, and 
implicit emotion might have different meanings, complementing each other. Therefore 
aggregating them is crucial for a complete understanding of viewer interest.      
Attention: Information about our cognitive attention is primarily carried through eye gaze 
direction and movements [68]. While looking at an interesting object, our viewing 
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behaviour includes certain characteristics, including fewer eye blinks, fewer saccades, 
higher fixation, longer gaze, head nods, and large head motions [56]. Current studies have 
measured visual attention to TV content using eye movements, point of gaze, fixations, 
saccades, smooth pursuit, eye blink, head orientation and movement [56, 61]. To measure 
distraction from video viewing, existing studies have also examined the distributions of 
eye gaze points on TV and second screens (e.g., mobile phone, tablet) during TV programs 
and commercials. They have found that people spent 58-63% and 29-30% of their total 
viewing time on TV screen and mobile devices (as second screen) respectively [68, 69]. 
Content structure and required cognitive effort (for visual information processing) are the 
two vital factors that influence viewer interest. Visual content, along with audio, has been 
found easier to understand, while the textual content along with them has been found to 
make the understanding difficult [69]. Unlike unstructured video stimuli, structured movie 
clips elicit viewer responses which have  a stronger  correlation with viewers’ neural 
responses [70].      
The length of gaze and visual fixation carry valuable information about our cognitive 
attention. According to prior research, the mean length of our uninterrupted gaze to TV 
content that would indicate attention is around 7 seconds, with 2 seconds of the median 
gaze [71]. A more recent study reported that the mean gaze length indicating attention is 
under 2 seconds [69]. According to another study, an informed and active monitoring 
contains gaze length of less than 1.5 seconds while gaze around 2-5 seconds reflects active 
but unfamiliar monitoring. A moderate length look with 6-15 seconds indicates stable 
engagement [72].  
Interest expression: There have been explorations towards which parts of our body carry 
recognisable interest cues. Current literature defines the facial expression associated with 
interest as interest expression. There is preliminary evidence that this expression of face 
has distinguishing patterns and descriptors, which are accompanied by involuntary facial 
movements [30]. Only a few studies have investigated interest expression, which differs 
from typical facial expression as interest expression involves distinct postures of eye, 
eyebrow, lip, mouth, jaw, and head [3]. Izard (1971) is among the first who claimed that 
interest has a unique and recognisable expression in face. Izard (1971) reported that the 
head position was more recognisable than regular facial movements in the case of interest 
expression [25]. According to Hass (1970), interest is more expressed through eyes than 
any other parts of our face [73, 74]. Overall, there is an agreement on interest expression 
17 
 
cues through eyes, face components (mouth, lip, cheek), and head motions. Eye-related 
cues including widened eyelids, raising and lowering of eyebrows, knitted brows, straight 
eye fixation, and squinted eye are associated with interest expression (some of them are 
reported for infants). Other facial behaviours like open-relaxed mouth, raised cheeks, 
parted lips, dropped jaw are also indicative to interest. Head oriented cues such as still and 
tilted head are known to be associated with interest [74]. There are therefore 
commonalities among interest expression, attention, and other facial expression cues.  
Facial expression: Automatic facial expression analysis is important because of the 
significant role of face in our emotional and social lives. Facial expressions convey our 
day-to-day emotions directly and naturally and are considered to be the primary means of 
communication for our emotions [2, 75]. Facial responses clarify the current focus of our 
attention and regulate our interactions with our surroundings [2]. Viewers spontaneously 
express their feelings through their facial expressions [56]. Facial expression theories 
describe emotion as six universal discrete states: happiness, fear, surprise, disgust, anger, 
and sadness. Emotion states such as interest and contempt are more subtle [76]. Facial 
expressions are the results of certain specific combinations of facial muscle movements. 
Many of these individual muscle movements are common among several facial 
expressions [67]. Peng et al. (2011) measured facial expressions using relative sizes and 
positions of facial components including eyes, nose, cheek, and chin [56]. Joho et al. 
(2009) used the motion magnitudes of several facial cues, which correspond to 
deformations on the face [42].         
The emotion category represented by universal facial expressions can be further 
categorised into the higher-level emotion categories, positive, negative, and neutral, where 
positive might combine happiness and surprise and negative might combine fear, disgust, 
anger, and sadness. Previous study has generalised facial expressions into positive and 
neutral categories for viewer interest measurement [56]. The generalisation is important in 
investigating the association of interest with positive and negative emotions empirically. 
Grouping the universal emotion categories into more general categories (e.g., positive, 
negative) would provide better understanding about this association between interest and 
other emotions. It is still uncertain whether interest always associates with positive 
emotion only. It is also reported that joy/happiness and interest are caused by appraisals, 
which have different functions and actions [3]. Facial expression analysis could facilitate 
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verifying this argument empirically through investigations between interest and general 
(positive or negative) emotion categories.  
Table 2.1: Visual and physiological cues related to viewer interest 
Components/Signals Signal 
sources 
Cues/Indicators References Visual 
examples 
Interest expression Face Raised cheek, open mouth, 
pursed lips, parted lips 
[5], [74]  
 
Open mouth 
 
Pursed lips 
 
Brow raise 
 
Eye knit 
 
Eye squint 
 
Smirk 
 
Eye widen 
 
Eye Brows raise and knit, eye 
widen and round, eye squint, 
lower eye brow, straight eye 
fixation, eye closed   
Head Head stillness, head turns 
Regular facial 
expression  
- Smile, smirk [10, 15, 42] 
Attention/engagement Eye Eye widen, higher fixation, 
fewer blink, fewer saccade 
[67], [68], 
[69], [11] 
Face Smile, (no) side-talking 
Head Large head motion, head nods 
Implicit emotion (i.e., 
heart rate) 
Chest/wrist Acceleration and deceleration, 
beats-per-minute, beat-to-beat 
interval 
[5], [74] 
 
Implicit emotion: Physiological responses such as heart rate, skin response, and 
respiration carry emotion information and cues, which are invisible. Heart rate carries 
direct indications of our anticipated cognitive effort. Heart rate increases with the 
anticipation of our response to stimuli [67]. Heart rate acceleration and deceleration 
respectively correlate with negative feeling, and evaluation process of novelty and 
complexity [5]. The deceleration of heart rate is indicative of short-term 
attention/engagement as an involuntary physiological response [77]. A similar conclusion 
has been found in [48], where viewer heart rate was found to be very slow in response to 
negative news images. Heart rate features like beats-per-minute, beat-to-beat interval, 
acceleration and deceleration have been used in earlier studies to measure interest [5, 74]. 
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Table 2.1 provides a list of respective interest cues carried by different signals, from 
different parts of our body (e.g., face, head, eye, and wrist). 
 
2.3 Automatic Detection of Viewer Interest 
 
Studies in psychophysiology confirm that affective responses are manifested through 
visual and physiological responses such as blood flow, skin response, and respiration 
pattern [2]. The visual and physiological cues are captured in terms of numerical features 
for automatic analysis. The interest cues are discussed in Section 2.2.1. Feature extraction 
is an essential step in pattern recognition. Features are distinguishable and measurable 
attributes of data that reflect changes in the data property. While a cue is a sign or 
indication of a certain phenomenon (e.g., eye widen indicates interest), a feature is 
measurable property of data (e.g., geometric distance between two eyelid points) which 
may (or may not) capture the cue information. This section discusses extraction techniques 
of viewer interest features for attention, interest expression, facial expression, and heart 
rate signals.  
 
2.3.1 Attention and Interest Expression Features 
 
According to the behavioural study [70], the level of our attention fluctuates throughout 
day-to-day activities such as watching TV, reading, listening to class lectures, or driving. 
Attention level is reflected through our neural response, eye gaze, and face-head postures. 
Prior work has found correlation between subjective annotations and subjects’ EEG 
responses to stimuli [70]. Eye gaze plays a major role in expressing attention, engagement, 
and distraction. The pupil size and gaze direction are used in measuring interest in movie 
viewing [43]. Eye gaze patterns have been used in measuring the visual attention of TV 
viewers in a dual-screen (primary: TV, secondary: mobile phone, tablet) viewing setup. As 
noted, the gazing time for TV and second screen have been found to be 63% and 29% of 
the total viewing time respectively. The average gaze lengths for TV and second screen are 
found to be respectively, 1.9  and 1.2 seconds [69]. A similar study using point of gaze (as 
feature) has found in 97% cases that lengths of participants’ gaze events are less than 1 
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second [68]. Fixation, another eye gaze feature, has been used to measure level of attention 
for advertisements [78].  
Besides eye gaze features, existing work has utilised face and head oriented features for 
measuring attention. Face distance and angle, head orientation, head size, head position 
and head size have all been computed from a number of facial landmark points and used as 
features to automatically measure viewers’ engagement level for TV programs [61]. 
Another study has computed frame-by-frame interest score using an attention model, 
which comprises geometric and appearance features including eye blink, saccade, and 
head motion. Eye blink and saccade have been detected using positions of eyeball, eye 
corners, and eye lids, while head motion has been computed using face displacement 
between consecutive frames [56]. Engagement in movie watching has been computed 
using optical flow and motion history features from image derivatives in x and y directions 
[11]. A study on visual imagery has found a relation between effort-related appraisals and 
eyebrow activity, where facial EMG of eyebrow, forehead, and cheek are taken as viewer 
response and their means have been used as features [67]. Another study, which measured 
interest expression using visual features of infants, including length of eye fixation, 
number of fixations, total fixation along with facial movement and heart rate features, 
found high correlation among visual fixation, facial movement and heart rate features [5].          
 
2.3.2 Facial Expression Features  
 
Facial expression and activity features extracted from head and face regions have been 
used for affect analysis in movie, drama and TV commercial clips [15, 42]. Head oriented 
features (i.e., head roll, head position) can be aggregated with facial features to measure 
low/high engagement levels [61]. Such systems can be used for automatic video editing 
and viewer experience modelling [56, 79]. Crowd-sourced facial response (smirk, smile, 
and valence) to video stimuli on presidential debates can be used to measure voting 
preference and it has been found that facial response has a subjective bias [10]. 
Thresholding of facial expression and heart rate features can be used to detect potential 
highlight segments from soccer videos [80]. However, such a method is too simplistic and 
does not capture complex correlations and statistics between features.   
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Facial action units (AUs) have been used to measure facial expressions of joy and surprise 
in response to online advertisements, and to correlate them with viewer attention. It has 
been reported here that joy and surprise increase the tendency to pay attention [78]. Action 
units extracted from facial videos are utilised to extract a number of moment and transition 
features for predicting affective ratings for short video clips [81]. Facial action units and 
histogram of oriented gradients (HOG) features have been used for smile and smirk 
detection as measurement of viewer preference (based on 22 face points) and of 
engagement in video [10, 11]. Six facial expressions have been computed and are grouped 
into two higher-level expressions (i.e., positive and neutral) using appearance and 
geometric features, with around nine facial regions (eyes, nose, and mouth). These binary 
facial expressions are then aggregated with other signals for measuring viewer emotion 
[56]. An index of interest is computed using AFFEX (i.e., a system for detecting affect 
expressions by holistic judgements) [82], which provides a temporal sequence of interest 
indicators from a facial video utilizing movements around eyebrows, eyelids, mouth, and 
cheek [5]. In [74], a number of upper facial, lower facial, and head movement features 
have been found correlated with interest in response to film stimuli. These features include 
duration of eye close, duration and number of eye blinks, eyeball area, eyelid widening, 
amount of lips parted, amount of head turn, and stillness. 
A major portion of existing facial expression work has focused on general emotion/affect 
analysis of video stimuli and implicit video tagging. These studies have not specifically 
focused on interest-related behaviour, but they use features that in some cases are subsets 
of interest indicators. Many of these studies recognize facial expressions using appearance, 
geometric and motion features from facial video and classify them into typical emotional 
states, which are then mapped back with the video content to detect potential interesting 
video segments or affective highlights. Head motion and local deformations in 12 face 
regions (e.g., eyebrows, eyelids, mouth) are used as features to detect facial expressions 
and generalize them into one of three pronounce levels (neutral, high, and low). 
Expressions grouped into the high pronounce level are then utilized to extract video 
highlights [42]. A similar study examining raw movements of facial points (rather than 
expressions) found that the upper part of the human face is more indicative to affect 
(interest)-evoking highlights than the lower part [15]. A viewing experience model has 
been proposed using eye movements and binary facial expressions (positive and negative). 
For facial expression recognition, this model used local and global facial components 
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around eyes, middle of eyes, nose, mouth, cheek, and wrinkle variation [79]. To measure 
topical relevance between user query and searching results, Arapakis et al. [57] has used 
facial expression recognition, where changes in facial regions are measured from facial 
landmarks in term of motion unit (MU). An approach for automatic highlight tagging has 
used head motion (using locations of eyes, transitional and rotational speeds), as well as 
facial geometric and appearance features from 61 facial landmarks (around mouth, eye, 
eyebrow, nose, lips, cheek) [75]. However, the main limitation is the existence of emotions 
that do not have distinct facial expressions. Moreover, it has been mentioned that subjects 
reported feelings of their emotions, which were manifested through physiological response 
without showing any visible change in facial activities [76].  
       
2.3.3 Internal Emotion (Heart rate) Features  
 
Heart rate features play an important role in viewer interest detection. Common sources of 
the heart rate signal are chest, electrocardiogram (ECG), and wrist (with 
photoplethysmogram (PPG)) [17]. The impact of negative video over viewers’ attention 
has been measured with beats-per-minute. It has been found that negative video causes 
decrease in heart rate, indicating an increase in short-term attention and excitement [77]. 
Mean of heart rate and range of heart rate acceleration and deceleration have been found 
useful in measuring interest- and effort-related appraisals [67, 82]. Heart rate along with 
skin response has been found to have poor correlation with self-reported interest ratings 
[74]. A summary of viewer interest features is provided in Table 2.2.  
A majority of the existing work on physiological signals measures emotions and affects in 
viewing context. Physiological signals such as heart rate, respiration, and skin response 
potentially reflect changes in underlying attitude or mood of viewers. Heart rate and heart 
rate variability (HRV) have been extensively used for emotion and affect assessment. 
Heart rate is inversely proportional to valence and interest [83]. Peak heart rate increases 
with pleasantness and HRV decreases with happiness, sadness, and fear [17, 58, 84]. 
Time-domain and frequency-domain features extracted from heart rate (or ECG) signal are 
useful for measuring viewer interest. Heart rate and its standard deviation, skewness, 
kurtosis and spectral power in frequency bands can be used to measure dimensional 
emotion scores [85]. Fast and significant changes in these features can also indicate 
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emotional events [60]. Beats-per-minute, high-frequency components of HRV and 
deceleration of heart rate can be used to detect emotional patterns evoked by film and 
sports video stimuli; however, these features are found to vary across different film 
categories and types of pictures [86, 87].  
Table 2.2: Viewer interest features 
Components/Signals Features References 
Interest expression Length of eye fixation, number of fixations, total fixation, 
eye close and eye blink lengths, eyeball area, eyelid 
widening, lips parting, degree of head turn and stillness 
[5], [74] 
Regular facial 
expression 
Deformation of mouth, eyelids, and eyebrows, head’s 
rotational and translational speeds, facial muscle 
electromyography, motion unit 
[42], [15], 
[88], [10], [89] 
Attention/engagement Eye blink, saccade, line of eye gaze, point of gaze, eye 
fixation, face distance and angle, head roll, head position, 
head size, head motion, optical flow in image, motion 
history, AUs, HOG,  
[69], [68], 
[78], [61], 
[11], [10], [56] 
Internal emotion (i.e., 
heart rate) 
Beats-per-minute, mean heart rate, beat-to-beat interval, 
range of acceleration 
[77], [67], [5], 
[74] 
 
HRV Features: Heart rate variability, is the variations in heart rate, is measured using 
time series of beat-to-beat intervals [83]. Standard deviation of the average of beat-to-beat 
heart beats (SDNN) can be used as a statistical index of HRV [90]. The beat-to-beat 
intervals (i.e., RR intervals) are considered as a reliable marker of our autonomous nervous 
system (ANS). Energy in the low frequency band (LF, 0.04-0.15 Hz), high frequency band 
(HF, 0.15-0.40 Hz), and very low frequency band (VLF, 0.0033-0.04 Hz) is indicative of 
sympathetic modulation and excitement [43]. Fear, anxiety, and pain decease the high 
frequency component of HRV in adults [91]. Depression and anger are significantly 
correlated, respectively with the VLF-SDNN and the ratio of HF and LF (LF/HF 
increases) [92]. Linear and statistical features are sometimes unable to capture subtle and 
complex information that can be obtained by nonlinear features [93]. Nonlinear features 
such as Poincaré plot, Recurrence plots, and approximate entropy of RR intervals can 
detect level of stress, which can be an indicator of perceived interest [94]. Current study 
used Poincaré features and wavelet-based spectral features of HRV for affect recognition 
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in response to music excerpts [95]. In physiological studies, users need to wear invasive 
bio-sensors which might interrupt their viewing experience [2]. However, these biosensors 
create discomfort while viewing and the spontaneous viewing behaviour is hampered.  
In summary, viewer interest cues manifest through distinguishable descriptors of face, eye, 
head, face, and heart rate response. Eye blink, saccade, fixation, gaze, face distance, face 
angle, head motion are measurable features of attention. Fixation length, blink, eye 
closure, eyeball area, eyelid, lips, head stillness are considered as interest expression 
features. Heart rate features including mean, beat-to-beat interval, acceleration, and 
deceleration indicate interest.     
   
2.4 Detection Techniques 
 
Extracted features are further used to train a detection model that can detect interested and 
not-interested states of viewers. A number of classification techniques are adopted for this 
viewer interest detection. Extracted features from visual and physiological signals are 
processed using statistical and machine learning techniques to detect viewer interest. 
Statistical analyses are useful to investigate the nature/distributions of the data as well as to 
determine the significance of the obtained results. A large body of psychological studies 
working on interest has focused only on statistical analysis. For example, ANOVA and 
correlation techniques are used to examine any potential relation between interest-
associated behaviours from the upper facial part, lower facial part, and head [74]. 
Multivariate ANOVA test for assessing the relationship between interest expression and 
facial and physiological features found that the effect of stimuli type over visual fixations 
was significant, while the effect was negligible over heart rate acceleration [5]. A similar 
test, conducted to measure the relation between appraisal and facial as well as 
physiological signals (i.e., forehead, eyebrow, check, heart rate, skin conductance), has 
applied regression technique to detect the correlation between appraisals and the measured 
signals. It has found a strong correlation between heart rate and effort manipulation [67]. 
Zero-order Pearson correlations and principle axis factor analysis have been applied to 
measure the relationship between participants’ ability to understand interest and their 
interest rating. The study has found that stimuli with higher complexity had higher 
correlation with interest [37]. Within-person relations between interest and appraisal have 
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been estimated by multilevel random-coefficient modelling. The correlation between 
interest and pleasantness for disturbing images is measured using t-test and it has been 
found that interest and pleasantness have different appraisals [35].             
Machine learning techniques including classification and regression are useful in 
measuring viewer interest. In [80], highlight segments from soccer video have been 
detected with simple thresholding applied over facial expression and heart rate signals 
separately. The detected highlights are then fused, in terms of a frame-by-frame set union 
method. Linear regression has been applied on facial expression and heart rate features for 
computing valence-arousal scores [8, 11]. Support vector machine (SVM) has been used to 
classify facial expression features to measure viewers’ engagement levels and voters’ 
preferences [10, 61]. These methods are validated against subjective assessments using 
correlation techniques. Correlation is also useful to measure the similarity between the 
extracted features, which can help in determining the most complementary set of features 
for classification purposes [85, 87]. Model-based techniques such as Gaussian mixture 
model (GMM) have been used in estimating interest from music and music video, using 
content-based features and it has been found that GMM has higher performance than 
support vector regression [96, 97].  As evaluation matrices, the most popular accuracy 
measures (of the classification/detection method) are classification rate, precision, 
sensitivity, specificity, G-mean, Cohen’s kappa. Classification rate is the number of 
successful hits relative to the total number of classifications [98]. 
Use of deep learning and convolution neural network (CNN) has been a popular trend in 
multimedia and affect analysis. Previously, deep learning techniques are extensively used 
in speech, language, and vision processing. Prior work found them useful for emotion 
recognition in audio-visual signals [99]. CNN is used to extract deep learning features as a 
part of feature selection process. These deep learning features are later used in 
classification/regression with any classical techniques (e.g., SVM, Adaboost, and GMM). 
Multilayer deep belief network (DBN) has been used in emotion recognition from 
(recorded) speech and facial movement (recorded with motion capture marker) signals. 
The baseline DBN is a two-layer model, where the first hidden layer learns the audio and 
video features and a concatenated version of these learned features are used as the input to 
the second hidden layer. The adapted DBN models achieve an accuracy between 65.25% 
and 66.12% [99]. Another similar work has proposed generalized discriminant analysis 
based on deep neural network (DNN) for emotion recognition in acoustic signals. Overall, 
26 
 
the proposed technique outperforms the SVM-based baseline model and achieves a 
weighted accuracy of 61.7% [100].   
In summary, existing literature used statistical and machine learning techniques in viewer 
interest and affect detection. The statistical techniques used include ANOVA, t-test, 
Pearson correlation, random-coefficient modelling. SVM, GMM, Adaboost, CNN, DNN 
and threshold-based technique are commonly adapted machine learning techniques in 
affect-related studies. This project adapts a number of statistical and machine learning 
techniques.                           
 
2.5 Fusion Techniques 
 
Determining effective methods for fusing multimodal data is a key challenge in classifying 
viewer interest, as each modality has a different sensitivity towards the video contents 
[101]. Performance of multimodal analysis of viewer responses often depends upon the 
abstraction level at which these modalities are to be integrated or fused [2]. In general, 
feature-level and decision-level fusions are applied in the classification of viewer response 
signals. In feature-level fusion, feature vectors from different signals (i.e., modalities) are 
concatenated into one feature vector. Feature selection and classification techniques are 
then applied onto it. In decision-level fusion, classification techniques are applied to each 
modality of signals and classification output is fused [51]. Feature-level fusion is less 
sensitive to noise and sensor failure, but provides less detailed information than data-level 
fusion. Decision-level fusion is mostly used because it is evident that a late integration 
approach can provide higher recognition in classification [2]. Decision-level fusion can 
handle non-commensurate data (i.e., incomparable and non-combinable), non-coincident 
sampling. Decision-level fusion also reduces diverse multimodal data to a common format, 
which can be easily combined [102].  
Kalman fusion, artificial neural networks (ANN), and hidden Markov models (HMM) are 
useful for feature-level fusion, while Bayesian belief integration, Dempster-Shafer, 
weighted sum, weighted product, and fuzzy based fusion are techniques for decision-level 
fusion. For example, Soleymani et al. (2012) [51] fused classification decisions on eye 
gaze and EEG data using a weight-based fusion technique and this decision fusion 
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outperforms feature fusion. Gupta et al. (2016) applied an equal-weight linear combination 
of decisions obtained from unimodal classification of EEG, ECG, GSR, and head pose 
signals [95]. Peng et al. [56, 79] fused features from eye movement, eye blink, head 
motion, and facial expression using fuzzy rule based technique. A decision fusion using 
fuzzy k-means clustering algorithms has achieved better performance than using classical 
k-means algorithm in person detection [103]. Instead of fusing, each of these modalities 
could be analysed and correlated separately with emotional states to see which modality 
has significant chance to reflect user emotion. Some fusion techniques are discussed 
briefly in the next paragraphs. 
 
2.5.1 Naïve Bayes Combiner 
 
The Naïve Bayes combiner is a well-known decision fusion technique. It assumes that the 
classes are independent. If c is the number of classes, this method computes a c×c 
confusion matrix, CMi for each classifier, Di by applying Di over the training set. Each (k, 
s)th entry of the confusion matrix, cmi(k,s) is the number of elements of the data set whose 
true class is wk but is assigned as ws by classifier Di. If Nx is the number of elements 
whose class labels is wx, then (cmi(k,s)/Nk) and (Nk /N) are the estimates of posterior and 
prior probabilities respectively [104]. Bayesian network models has been applied in fusing 
face, skin colour, skin texture, and mouth motion for vision-based speaker detection [105]. 
The Bayesian network has also been used in multimodal fusion in camera-based person 
tracking [106]. 
 
2.5.2 Majority Voting 
 
Majority voting, is a subset of rule-based fusion techniques, is described by R+1 
thresholds, one for each sensor and one for the required number of votes. Each vote is 
provided by a sensor to imply if the confidence level is greater than the threshold [107]. 
Majority voting picks a class when wither all classifiers agree; or at least more than half of 
the classifiers agree; or on that specific class; or predicted by at least one more than half 
the number of classifiers, or obtains highest number of votes [108]. Pupil size and gazing 
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point of viewers have been used to classifying video shots into respective emotion states. 
A majority voting is used to obtain the final label from cumulative pupil response, 
frequency component, Gini coefficient, contour ellipse area features [109]. Majority voting 
is simplistic to adapt and it does not depend on other parameters rather than the input 
labels/decisions.  
 
2.6 Evaluation of Viewer Interest Detection 
 
Measuring viewer interest in video viewing subsequently facilitates detecting interesting 
segments from full-length videos. These interesting segments can be used in evaluating the 
performance of the automatic viewer interest detector. A summarised version of a full-
length video resolves the issue of rapid increase of digital media, so that users can have a 
quick overview instead of watching the whole video [110], [111]. Two complementary 
approaches that detect key video segments use either audio-video features (within the 
video) or viewer responses [54, 84]. A recent study utilises computer vision techniques to 
measure gestures and postures of players and referees in soccer video, which achieves 
67% (maximum) precision in highlight detection [112]. Internal techniques do not address 
the semantic difference between a viewer's interest and content-based features [57, 83]. 
Existing works use mostly facial expression and physiological responses to detect 
interesting video segments. Appearance, geometric and motion features from facial image 
are utilised to first classify the facial expression and then map it to video to detect 
emotion-evoking video segments. These approaches also utilize facial muscle movements 
and head movements to capture upper body behaviour in order to detect interesting video 
segments [15, 42, 61]. Eye gaze, blood pressure, and heart rate features have been used for 
emotion recognition in affective movie and music video tagging [17, 51, 52].  
In detecting highlights from movie clips using facial expression of viewers, the expression 
of ‘surprise’ has been found to be more indicative (F1-score: 0.18) of highlights than the 
expression of ‘happy’ (F1-score: 0.10) [42]. A similar work has found that the motion 
features from the upper part of the face are more useful (mean precision: 0.14 – 0.40) in 
detecting personalized highlights. Disgusted and neutral facial expressions are found to be 
outperforming other categories in detecting highlights. The mean precision for disgusted 
varies between 0.17 and 0.34, while for neutral it is between 0.18 and 0.31) [15].  
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A multimodal emotion recognition system (in response to movie clips) has found that eye 
gaze features achieve 71% and 60% classification rate for arousal and valence scales 
respectively. It also demonstrates that the decision fusion method performs better (arousal: 
66%; valence: 58% classification rate) than the feature fusion method (arousal: 76%; 
valence: 68% classification rate) [49]. An EEG-based study with movie clips and images 
has achieved an average accuracy of 63-64% and 55-56% for arousal and valence ratings 
of viewers (respectively) [113]. A similar approach that uses emotions predicted from 
participants’ physiological responses to characterize movie scenes has reported the 
existence of correlation between the physiological features and valence-arousal scores 
obtained from the participants. A physiological signal such as volume of the blood 
pressure has negative correlation (ρ = -0.33), while skewness of the galvanic skin response 
is positively correlated (ρ = 0.43) with the arousal level [85]. The average of the mean 
absolute error between estimated arousal scores and participants’ feedback is 0.15, while 
for valence scores it is 0.11. Heart rate has been reported to achieve 58% to 71% accuracy 
in detecting emotion event from YouTube clips in a Gaussian process-based supervised 
classification scenario. The galvanic skin response achieves higher accuracy (66% to 
78%). 
 
2.7 Existing Datasets 
 
A review of relevant datasets includes the MAHNOB-HCI, LIRIS-ACCEDE, DECAF, 
AMIGOS datasets, which are publicly available and are related to this project. 
  
2.7.1 MAHNOB-HCI 
 
The MAHNOB-HCI [114] is a dataset which includes multimodal data synchronously 
collected from 27 participants in response to affective stimuli. The multimodal data 
includes face videos, audio signals, eye gaze, galvanic skin response, skin temperature, 
respiration, ECG, and EEG. This particular data is built for research in emotion 
recognition and affective tagging. Facial expression has been recorded from six views with 
a 60 frames-per-second (fps) frame rate. The eye gaze data, including gaze direction, pupil 
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diameter, eye closure and distance from screen, have been recorded at 120 Hz sampling 
rate. The ECG, GSR, respiration, and skin response data have been recorded at 1,024 Hz 
sampling rate.  
This dataset has two parts: the first part contains emotion data in response to 20 stimuli; 
the second part contains the affective tagging of 28 images and 14 videos. The first part is 
known as the emotion elicitation experiment, where participants were shown 20 video 
clips and their facial expression and physiological responses were recorded. After 
watching each stimuli clip participants self-reported their emotion tag/label; arousal; 
valence; dominance; predictability, which are included in the dataset. Emotion tags/labels, 
and their corresponding emotion codes, (adopted from Table 5 in [115]) are presented in 
Table 2.3. The discrete valence-arousal scores from the participants were recorded in a 1-9 
point scale.   
Table 2.3: Codes (0-12) and names of the emotion tags/labels used for self-reporting in emotion 
elicitation experiment for MAHNOB-HCI dataset 
Emotion codes Emotion names 
0 Neutral 
1 Anger 
2 Disgust 
3 Fear 
4 Joy, Happiness 
5 Sadness 
6 Surprise 
7 Scream 
8 Bored 
9 Sleepy 
10 Unknown 
11 Amusement 
12 Anxiety 
 
The 20 clips, which were used as final stimuli, were selected from 155 clips through a 
preliminary study. These 155 clips were manually selected from 21 movies. In the 
preliminary study, the 155 clips were shown to more than 50 participants and the 
participants reported their felt arousal-valence and emotional keywords. 14 video clips 
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which received the maximum number of tags in different emotion classes were selected. 
The other 3 clips were obtained from online resources (YouTube and Blip). The remaining 
3 clips were weather forecast reports (AccuWeather). The duration of these 20 clips varies 
between 34.9 and 117 seconds [49]. Table 2.4 (adopted from Table 1 in [49]) lists the 
names, sources, and emotion labels (reported by participants in preliminary experiment) of 
the 20 clips used in the emotion elicitation experiment. The clip names are obtained from 
the metadata file included within the dataset. 
Table 2.4: Dimensional emotion labels and sources of the MAHNOB-HCI stimuli clips 
Clip id Emotion labels Clip names Video clip sources 
1 Act, Unp 69.avi Hannibal 
2 Act, Unp 55.avi The Pianist 
3 Med, Pls 58.avi Mr. Bean’s holiday 
4 Act, Neu earworm_f.avi Ear worm (blip.tv) 
5 Med, Neu 53.avi Kill Bill VOL I 
6 Med, Pls 80.avi Love actually 
7 Med, Pls 52.avi Mr. Bean’s holiday 
8 Cal, Pls 79.avi The thin red line 
9 Med, Neu 73.avi The shining 
10 Med, Pls 90.avi Love actually 
11 Act, Unp 107.avi The shining 
12 Med, Unp 146.avi Gangs of New York 
13 Act, Unp 30.avi Silent hill 
14 Med, Unp 138.avi The thin red line 
15 Cal, Unp newyork_f.avi AccuWeather New York weather 
report (YouTube) 
16 Act, Unp 111.avi American history X 
17 Cal, Neu detroit_f.avi AccuWeather Detroit weather report 
(YouTube) 
18 Act, Pls cats_f.avi Funny cats (YouTube) 
19 Cal, Neu dallas_f.avi AccuWeather Dallas weather report 
(YouTube) 
20 Act, Pls funny_f.avi Funny (blip.tv) 
 
This project uses 8 of these 20 video clips in one of the user studies. Only 8 clips are 
used as most of the clips in this dataset are short and thus might not be suitable to 
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evoke interest. The visual and physiological data are not used, as they are collected 
using different signals (e.g., EEG). In addition, the subjective feedbacks do not 
contain any ‘interest’ rating and thus not suitable in term of ground truth for this 
project. The face videos are not used because the setup is more constrained than this 
project adopts. The clips are selected based on the self-reported valance-arousal scores 
and emotion tags provided by 27 participants during the emotion elicitation experiment. 
The detail of the selection criteria and the experiment appears in Chapter 6. 
 
2.7.2 LIRIS-ACCEDE  
 
This dataset [116] is a video dataset for affective content analysis. This dataset includes 
9800 excerpts, obtained from 160 movies with a length of 73 hours, 41 minutes and 7 
seconds. These 160 movies include 40 high quality feature films and 120 short films, 
which are under Creative Commons licenses. The movie genres included horror, drama, 
documentary, comedy, animation, action, adventure, thriller, and romance. The 1000 
excerpts are manually segmented in a prior pilot test, while the other excerpts have been 
automatically segmented using a robust cut and fade in/out detection algorithm [117]. 
Total duration of the 9800 video clips is 26 hours, 57 minutes and 8 seconds. It is claimed 
that the length of these excerpts is long enough to evoke emotion within viewers.  
Annotations of these excerpts are done by crowdsourcing with a pairwise comparison. 
Pairwise comparison is chosen, as it is less complex than putting an absolute value, and 
requires less effort for an annotator to understand the rating scale. The quicksort algorithm 
was used to generate the comparisons and rank the video excerpts according to the 
annotations gathered from CrowdFlower (https://www.crowdflower.com/). Annotators 
were asked to select the one stimulus from the pair that matched better with the given 
emotion. Annotations were obtained from 1517 trusted people from various countries. The 
inter-annotator reliability in term of agreement for arousal and valence ratings are 86.2% 
and 83.5% respectively. A support-vector-regressor was utilised to compute valence-
arousal values from the valence-arousal ranking obtained from quick sort algorithm. The 
regressed values were rescaled between [-1, 1]. This project uses only 5 clips from this 
dataset as stimuli. The clip lengths are very short (shorter than MAHNOB-HCI clips) 
it is hard to perceive the content (found in manual observation). In addition, 
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including more clips could create imbalance and incomparability across the three 
sources of the stimuli. This might create challenge to compare and generalise the 
obtained results as well.    
 
2.7.3 DECAF 
 
This multimodal dataset [118] contains peripheral physiological responses including 
Magnetoencephalogram (MEG), horizontal Electrooculogram (hEOG), Electrocardiogram 
(ECG), Trapezius Electromyogram (tEMG), and Infra-red facial video signals. The 
sampling frequencies of MEG and facial video signals are 1 KHz and 20 fps. The signals 
were recorded from 30 subjects in response to 40 one-minute music videos and 36 movie 
clips. Subjective feedback includes valence (scale 0 to 4), arousal (scale -2 to 2), and 
dominance (scale 0 to 4) ratings, where each subject had a maximum of 15 seconds to 
provide each rating. The stimuli music videos were obtained from another public dataset, 
DEAP [119]. The 36 movie clips are compiled from 58 clips, based on self-assessed 
valence-arousal ratings and emotion tags from 42 volunteers. Besides subjective response 
and ratings, this dataset also contains a separate emotion annotations for the movie clips 
from seven users. The MEG and other physiological features achieved higher performance 
for arousal in movie clips (F1-score: 0.66), while the peripheral audio-visual features 
achieved higher performance for valence in music clips (F1-score: 0.83).  
 
2.7.4 AMIGOS 
 
Another multimodal dataset, AMIGOS [120], includes affective data in response to both 
short and long videos with individual viewers and groups of viewers. The responses 
include EEG, ECG, GSR, frontal and full body video, which are collected in two settings. 
Firstly, 40 subjects watched 16 short emotional clips and secondly, the subjects watched 4 
long clips. Subjects’ annotations were collected in term of valence, arousal, control, 
familiarity, liking and basic emotions. The 16 short clips were compiled from 36 clips 
available in  [118]. The clips were distributed in a four-quadrant valence-arousal space and 
3 clips were chosen from each quadrant, which have higher valence and arousal. The 
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remaining 4 clips were selected from [114]. The length of short clips varies between 51 
and 150 seconds.    
 
2.8 Research Gaps 
 
1. Investigation of interest in video viewing context using multimodal data from facial 
expression, eye gaze, and heart rate signals is required. The three emotion dimensions of 
interest need to be empirically incorporated. 
2. Analysis of the statistical distributions of viewer interest data for sports vs sports, movie 
vs movie, and sports vs movie has not been conducted in current studies. This is important 
to understand the statistical nature of the features and their suitability to be used in 
classification. 
3. Polarity of viewer interest has not been empirically evaluated. Subjective biasing and 
stimuli-dependence in understanding viewer interest has not been considered in prior 
work. 
4. Demonstration of a system resembling the collection of multimodal viewer interest data 
using non-invasive sensors to classify interesting and not-interesting video segments. 
 
2.9 Summary 
 
This chapter discussed the existing work in terms of methods, experiment, theory, and 
result. The gaps identified show what has not been considered by existing work: that is, 
subjectivity, stimuli-dependence, fusion of multimodal signals, statistical difference of the 
distributions of the viewer interest features, feasibility of a domain-general classification 
model, and interest expression of face. Chapter 3 presents a framework to address these 
issues, then Chapter 4, 5, and 6 present application of the adopted methodology with 
respective research questions, experiment, and outcomes.   
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CHAPTER 3: FRAMEWORK 
 
This chapter discusses the overall framework of viewer interest detection. This overall 
framework is developed progressively, where the viewer interest detection has become 
more generalised and sophisticated. Starting with a threshold-based baseline model, the 
framework has adopted machine learning techniques to capture subtler viewer interest 
cues, as well, it adds more modalities.       
Stage 1: A baseline model is built for viewer interest detection in soccer stimuli. This 
sports genre has distinguishable highlight events and thus is suitable for testing the 
feasibility of detection. Heuristic thresholds are applied over facial expression and heart 
rate modalities to detect interest. The detected interest is then tested against highlight 
events, to verify if viewer interest corresponds with highlight events. Threshold-based 
detection is simplistic so it might not capture the complex nature of viewer interest.  
Stage 2: The baseline model adopts an additional sports genre (tennis) and sophisticated 
techniques. A generalised model that works across different sports genres is tested with 
facial expression and heart rate modalities. The stimuli contents have less structure in this 
case. The feasibility of this sports-general viewer interest detection model is analysed by 
adopting more sophisticated classification techniques.        
Stage 3: The final generalised and subject-independent detection model is evolved that 
works across movie and sports genres. To test its generalisability, movie and sports stimuli 
are utilised. Eye gaze response is added, with facial expression and heart rate as additional 
modality, to investigate if eye gaze provides any additional information about viewer 
interest. Movie events are even lesser structured than sports and the model built here is 
expected to be more robust across different video domains. A number of classification 
techniques are applied for detecting viewer interest, which makes it technically a more 
sophisticated model.     
Throughout these three stages, feature and decision fusion techniques are applied to 
investigate if fusion is improving the detection performance to any extent. Time-domain 
and frequency-domain features from facial expression, heart rate, and eye gaze are 
extracted and machine learning and signal processing techniques are applied. Correlation, 
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classification accuracy, and other statistical measures are utilised for performance 
evaluation. Each of these techniques is introduced with its background information. 
In terms of techniques, viewer interest detection includes sub-steps such as pre-processing, 
feature extraction, feature selection, feature fusion, detection (i.e., binary classification), 
and decision fusion. Figure 3.1 illustrates the general system overview. 
 
Figure 3.1: Overall system framework 
This system collects facial video (with video camera) and heart rate (with sensor) data. 
Facial videos are processed and expressions are obtained by applying a facial expression 
recognition (FER) system [121] over facial video data. The FER system provides emotion 
scores for positive, negative, and neutral emotion categories. Eye gaze and facial landmark 
data are separately obtained by applying Chehra face tracker [122] over the same facial 
video data. The state-of-the-art Chehra face tracker is found to produce more accurate and 
robust landmarks than the FER system. These eye gaze and facial landmark data are then 
used for extracting attention and interest expression features. Heart rate data are processed 
separately for interest-related feature extraction, as shown in Figure 3.1. Before extracting 
any features, all these separate data are pre-processed to remove noise and to reduce 
redundancy. Normalisation, interpolation, mean-subtraction, z-score standardization and 
principle component analysis (PCA) are used in pre-processing. Time-domain and 
frequency-domain features are extracted from facial expression, attention, interest 
expression, and heart rate signals. Discriminative features are selected using (a) correlation 
38 
 
with ground truth data, and (b) manual selection of principle components. A sequential 
forward selection technique is primarily applied and it has been found that this technique 
only selects one feature and discards the others. This technique thus has not been used 
further in this thesis. Both feature and decision fusion techniques are applied over the data. 
Feature-level fusion is conducted with manual concatenation, which is simpler than using 
other techniques such as serial or parallel combination. Feature fusion is conducted 
separately for each of facial expression, attention/interest expression, and heart rate 
signals. The Gaussian mixture model and Adaboost are used as classifiers to classify state 
of interest from the fused features for facial expression, attention/interest expression, and 
heart rate signals. Therefore, there are three classifier outputs, which are further fused 
using decision fusion techniques such as Naïve Bayes combiner.        
 
3.1 Pre-processing 
 
This section discusses the pre-processing procedure applied over the collected data in two 
main streams: facial video and heart rate. The facial videos are further processed to extract 
two separate data: facial expression and landmark. The pre-processing mainly applies 
missing value handling, normalisation, and smoothing (filtering) techniques over the raw 
data. Existing studies utilise filtering, linear interpolation, resampling techniques for pre-
processing purpose [12, 49]. The missing value substitution is applied for facial expression 
and landmark data, as there are missing frames in the video. Missing samples in heart rate 
data are replaced as well. Facial expression video and heart rate data are pre-processed 
separately. Pre-processing of facial expression video involves recognition of facial 
expression with an existing recognition system. The output frame-by-frame scores are 
further smoothened and imputed to remove noise and to replace missing instances. Heart 
rate data is smoothened as part of pre-processing. Two different-length windows are 
applied for smoothing due to different sampling frequency of the two signals.     
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3.1.1 Facial Expression Recognition (FER) 
 
The facial videos are processed with the facial expression recognition (FER) system 
(described in [121]). The facial expression signal is directly obtained from the outputs of 
the FER system. The FER system is trained with non-lab-based data from TV, news, and 
World Wide Web. The training data is primarily annotated with five annotators into six 
basic and neutral emotion categories. To reduce conflict between the perceptions of 
emotions, the annotations are further deduced into positive (POS), negative (NEG), and 
neutral (NEU), where, positive comprises basic emotions including happiness while 
negative includes other basic emotions including fear, sadness, and anger.  
This system detects the facial region from the first frame of the input video with a multi-
view Viola-Jones (VJ) face detector. This system extracts 68 facial landmark points with a 
multi-view active shape model (ASM) tracker, which is known as a simpler and faster 
tracker. The multi-view versions of both VJ and ASM are adapted to handle robust pose 
variations. Scale-invariant feature transform (SIFT) features are extracted around each of 
53 facial landmark points (points on the face boundary are excluded). The gradient vector 
histograms based on a 4 × 4 patch around each point are used in computing the SIFT 
descriptor. The SIFT features are combined into a texture feature vector. 
Besides, a number of geometric distances (i.e., 43) between the 53 landmark points are 
computed using facial animation parameters (FAPs), which can handle arbitrary faces. 
These distances are invariant to translations and rotations of the facial geometry. SIFT 
features are dimensionally larger than the FAP features and thus are dimensionally 
reduced using the minimum redundancy maximum relevance (mRMR) algorithm. A 
feature-level fusion is then applied to fuse SIFT and FAP features using concatenation. A 
C-SVM classifier then classifies the fused features into one of the positive, negative, or 
neutral categories. The FER system with fusion of SIFT and FAP features achieves an 
accuracy of 63% when applied on QUT video data. The fusion of SIFT and FAP features 
obtains higher accuracy (71.3%) than LBP (70.3%) alone when FEEDTUM dataset is 
used. The same fusion achieves higher accuracy than LPQ features when applied on 
SFEW dataset [121]. 
The FER system takes the recorded facial expression videos (of the subjects) as input and 
provides a frame-by-frame probabilistic (emotion) intensity score for each of the three 
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emotion categories (i.e., PPOS,NEG,NEU). Each of these scores varies between [0, 1] and their 
sum equals to 1 (i.e., PPOS+PNEG+PNEU=1). Therefore, the FER outputs can be represented 
as a two-dimensional intensity score signal of time (discrete as frame numbers). The 
number of frame-by-frame scores in each second depends on the frame rate of the facial 
video. The frame-by-frame intensity scores can be noted as a facial expression (FE) signal. 
The intensity values for the missing frames are obtained using linear interpolation of the 
scores from two neighbouring frames. A frame is dropped when the ASM tracker in FER 
system cannot track the face, due to, for example, rapid movement or eye closure. We 
compute a non-neural (NNEU) score for each frame by taking the maximum of positive or 
negative scores. Therefore, for each frame we obtain four intensity scores (i.e., PPOS, NEG, 
NEU, and NNEU). All these scores are smoothed using a moving average low-pass-filter of 5 
seconds span to eliminate rapid fluctuation or over-smoothing within the frame-by-frame 
scores. The scores are not further normalised since they are already normalised (i.e., scores 
vary between [0, 1]) [101]. 
 
3.1.2 Eye and Face Landmarks Extraction 
 
The ASM tracker in the FER system sometimes fails to track the face due to rapid head 
movement and eye closure. Sophisticated applications such as subtle facial and eye 
behaviour analyses demand a more robust face tracker so that the rapid as well as the fast 
head and face movements can be tracked properly. For obtaining time-varying eye gaze 
and facial landmark data from recorded facial videos, this research uses a real-time face 
and eye landmark detection system (Chehra) [122]. Two datasets containing images in the 
wild have been used to independently train the cascades of linear functions with parallel 
cascades of linear regression (Par-CLR) method. An incremental version of Par-CLR 
(iPar-CLR) is initialised using the trained models. The iPar-CLR adds new training 
samples in an incremental manner and updates the cascade of regression functions in an 
efficient manner. The first frame is initialised by the face detector and the subsequent ones 
are initialized from the fitting information of the previous frame. Two failure checkers are 
used to make sure that the cascades of regression functions are updated only if the fitting 
scores are higher than the set thresholds in the global and local levels. As output, Chehra 
tracker provides coordinates of 10 eye landmarks and 49 face landmarks in a frame-by-
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frame manner. Figure 3.2 illustrates the eye and face landmark points separately. The eye 
landmark points are plotted in Figure 3.2 (a) as 1 – 10. The face landmark points are 
plotted in the Figure 3.3 (b) as 1 – 49. Besides landmark points, Chehra tracker provides 
frame-by-frame scores for pitch, yaw, and roll as measurements for face and head 
movements. We can denote this temporal data as the face-eye landmark (FEL) signal.   
 
 
(a) (b) 
Figure 3.2: (a) 10 eye landmark points and (b) 49 face landmark points from Chehra tracker (image 
is adopted from YouTube video on ‘Paul Ekman: Outsmart Evolution and Master Your Emotions’) 
 
3.1.3 Heart Rate Data Processing 
 
Heart rate data are collected via the heart rate sensor, with 1 Hz and 1/3 Hz sampling rates. 
Two sampling rate refers to two versions of heart rate data collected (Mio Alpha, and Polar 
H7/Empatica E4). The outputs of the sensor data are timestamped heart rate reading in 
beats-per-minute (bpm) and RR intervals. Both bpm and RR interval data are used to 
extract features. The data do not have any missing instances, as they are the direct outputs 
from sensors, but they have random peaks in some parts. For handing random behaviour of 
the bpm data, a moving average low-pass-filter with 9 seconds (for 1/3 Hz) and 5 seconds 
(1 Hz) is applied over the raw bpm data. A moving average filter can efficiently remove 
high frequency noise of small amount. It has been seen from preliminary testing that any 
smaller window fails to remove the rapid fluctuations and any larger window may remove 
key information due to over-smoothing. Besides, for the heart rate data with 1/3 Hz 
sampling frequency, any window smaller than 9 seconds will have less than 3 samples to 
compute the missing value and might miss the temporal variability. Smoothing is not 
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applied over RR interval data. These timestamped data together can be noted as the heart 
rate (HR) signal.  
Means are subtracted from the bpm data to bring them into baseline level. Z-score 
standardization is then applied for normalisation, followed by principle component 
analysis (PCA) to reduce the dimensions and redundancy. All principle components 
returned are used as features. The raw RR interval data are directly used for feature 
extraction. RR interval data do not have any missing values, as those are output from 
sensor. 
 
3.2 Feature Extraction 
 
3.2.1 Facial Expression (FE) Features Extraction 
 
As discussed in Section 3.1.1, time-varying intensity scores for positive, negative, neutral 
and non-neutral emotions (i.e., PPOS,NEG,NEU,NNEU) derived from FER output are used in FE 
feature extraction. Three of these scores (PPOS,NEG,NNEU) are used directly as features and to 
derive further temporal features. Neutral scores are avoided since they are expected to be 
less-correlated with viewer interest. Time-domain features including mean, standard 
deviation, skewness, and kurtosis are useful to represent the distribution of the feature 
space. A sliding window of 5 seconds span is applied over each of positive, negative, and 
non-neutral scores to compute mean, variance, skewness, kurtosis, and energy, which are 
used as features. Any window length less than 5 seconds has not been found suitable to 
remove the rapid change in frame-by-frame scores [80].  
  
3.2.2 Attention and Interest Expression Features Extraction 
 
As discussed in Section 2.1.3, two (out of three) emotion components of viewer interest 
are attention and explicit expression (i.e., interest expression). These are measurable 
components of viewer interest and related cues of them are mostly manifested through eye 
and face landmarks. Attention and interest expression have commonality in term of 
features that represent them. Attention is manifested through eye gaze and head behaviour, 
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while interest expression constitutes, certain cues from eye, mouth, and head regions. The 
attention and interest expression features are extracted together from the frame-by-frame 
face and eye landmark (FEL) data. As noted earlier, Chehra tracker provides 10 eye 
landmark points, 49 face landmark points, and a single value for each of pitch, yaw, and 
roll. All of these outputs are given in a frame-by-frame manner. First, a number of low-
level geometric features are extracted from the landmark points. The low-level geometric 
features are geometrical distances (Euclidean) between two face or eye land marks. 
Secondly, time-varying features are extracted from the low-level geometric features. 
Frame-by-frame grey profiles are computed as texture features using the face landmark 
points. A number of bispectral invariant integral features are obtained from these frame-
based grey profiles. Following that, a number of time-varying features are computed from 
the frame-by-frame bispectral invariant features.       
The low-level features include eyelid open, eyeball exposed (i.e., eyeball diameter), 
eyeball movements, pursed lips (i.e., amount of lip open), dropped jaw, distance between 
eyeball and nose, head roll, and face movement. These head roll and face movement are 
directly obtained from the roll and yow values, which we get as output of Chehra face 
tracker. Distances other than ‘pursed lips’, and ‘dropped jaw’ are computed for both left 
and right parts of face. A number of time-varying mid-level features are extracted using 
these low-level features with a 4-second sliding window. Existing study suggests 2-5 
seconds reflects actively paid attention, and the window length is designed adapting this 
finding [72].  
The mid-level features include means, standard deviations, zero crossings of eyelid open, 
eyeball exposed, lip open, and eyeball movement; mean and standard deviation of nose-
eyeball distance; how many times eyelid open, dropped jaw, head roll, and face movement 
cross their threshold levels.  
Four types of bispectral invariant features are extracted using the grey profiles between left 
eye corners, right eye corners, left eyelids, and right eyelids. Each RGB image frame is 
converted into grayscale. A standard MATLAB method (improfile [123]) is used with 
bilinear interpolation to compute the grey profiles from each frame. This method retrieves 
the intensity values of pixels along a line in the grayscale image provided as input. An off-
the-self system [124] is then used to compute eight bispectral invariant features from each 
of the four types of grey profile. Each type of grey profile has been sent through as 1D row 
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vector as input of this system. The size of this row vector needs to be power of two. The 
other two inputs of this system are the size of the input row vector and the number of 
radial integral features required to be computed by the system. These obtained bispectral 
features are then run into a 4-second sliding window, and time-varying features including 
difference in values, mean, range, and autocorrelation, derivative are computed. 
 
3.2.3 Heart Rate Features Extraction 
 
The extracted heart rate features are heart rate derivative, variance, gradient, skewness, 
kurtosis, and energy from low and high frequency bands. Two different sliding windows 
with separate time span (5 seconds, 9 seconds) are used to extract time-domain features 
from bpm and RR interval observations. Two time spans are required as we have data with 
two sampling rates (1 Hz, 1/3 Hz). The 5-second window is applied on 1 Hz data so that it 
matches with the sliding window applied for facial expression. The 9-second window is 
applied on 1/3 Hz data and a smaller window might not capture the time dynamics of the 
samples.      
A subject-dependent mean subtraction is done by subtracting the mean (of the RR intervals 
of each subject) from each RR interval instance. Then energy from low and high frequency 
bands, mean, standard deviation (SDNN), derivative, root mean squared successive 
differences (rMSSD), Shannon entropy of the histogram, the percentage of NN differences 
greater than 50 milliseconds (pNN50) are computed [93, 125].  A full list of extracted 
features in different levels is provided in Table 3.1. 
Table 3.1: List of the extracted feature set (detail of interest expression features is included in 
Table 6.4) 
Modality/Signal Features 
Facial expression 
Mean, variance, skewness, kurtosis, and energy of POS, NEG, 
NNEU scores.  
Attention/interest 
expression 
Geometric - Eyelid open, eyeball diameter, eyeball movements, 
pursed lips, dropped jaw, distance between eyeball and nose, 
head roll, face movement. 
Temporal geometric – Eyelid open, eyeball diameter, pursed lip, 
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eyeball movement: means, standard deviations, zero crossings; 
nose-eyeball distance: mean, standard deviation; eyelid open, 
dropped jaw, head roll, face movement: how many times each 
crosses a threshold. 
Bispecral invariant (texture) - Grey profiles between left eye 
corners, right eye corners, left eyelids, right eyelids. 
 
Temporal bispectral invariant - Difference, mean, range, 
autocorrelation, derivative of the grey profiles. 
Heart rate (bpm) 
Derivative, variance, gradient, skewness, kurtosis, energy from 
low and high frequency bands 
Heart rate (RR 
interval) 
Energy from low and high frequency bands, mean, standard 
deviation, SDNN, rMSSD, pNN50.   
 
3.3 Feature Selection and Feature Fusion       
 
Correlation-based feature selection and sequential forward selection are adopted in this 
thesis. Correlation-based feature selection involves ranking of the features based on 
correlation scores (e.g., Pearson correlation coefficient) between each feature and ground 
truth. This thesis uses discrete emotion, and thus adopts subject-dependent and subject-
independent ground truth labels.  
 
3.3.1 Pearson Correlation Coefficient 
 
Pearson's r is the most widely used measure of relationship between variables [126]. This 
is a measurement of the direction and intensity of a linear relationship between two 
variables. For example, consider xi and xj are two such variable, and correlation 
coefficient between them, r(xi, xj) is computed using: 
r(xi, xj) = r′(xi, xj)/[√r′(xi, xi) √r′(xj, xj)] (3.1)        
Here, r′(xi, xj) is the (i, j)th entry of the covariance matrix [127]. The correlation score 
varies between [-1, 0, 1]. The closer the value is to 1 (positive or negative), the more 
correlate (positive or negative) the two variables are. The Pearson correlation is used in 
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measuring the performance of geometric features in interest expression detection (Section 
6.5.4).    
 
3.3.2 Sequential Forward Feature Selection 
 
Sequential forward selection (SFS) is a bottom-up approach. It is a variation to the greedy 
hill-climbing approach. Starting with an empty set and a feature subset, this algorithm 
iteratively adds features until some criteria are met [128]. In this case, it selects the 
individually best measurement as the first feature. If already m features have been selected 
from N numbers of feature domain, then it selects that feature from the remaining (N-m) 
measurements which, in combination with the existing features, gives the best set [129]. A 
potential disadvantage of SFS algorithm is the risk of losing optimal subsets. However, 
they have search space complexity O(N2) and thus are simple to implement and fast in 
producing results [130]. This project has used sequential feature selection for measuring 
feature performance, which is discussed in Section 6.5.4. 
 
3.3.3 Feature Fusion 
 
Feature fusion essentially means changes in the dimensionality of the feature space, which 
can be done by feature selection, with subsequent combination of the selected features. A 
straightforward method for feature combination is concatenation. However, such a simple 
technique may not effectively fuse multimodal features with different dimensionalities. 
Thus, a weighted concatenation can be applied where the weight of each feature is 
computed from its correlation (with ground truth) or distance-based measures. The 
distance can be Euclidian, interclass, or intraclass distance. In general, feature selection 
method are categorised into two categories, wrapper- and filter-based. To evaluate the 
feature set, while the filter approach avoids using clustering and classification algorithms, 
the wrapper method uses such algorithms. A wrapper method thus obtains better 
performance over a (comparatively faster) filter method. [108]. 
Concatenation is simple but effective feature fusion technique. Normalised features from 
more than one channel can be linearly concatenated to obtain the feature-level fusion. For 
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example, if X' and Y' are the low dimensional and normalised versions of original features, 
X and Y, a feature fusion K can be obtained using a linear combination of them, as follows 
[131]. 
K = [X'  Y'] (3.2) 
 
3.4 Classification Techniques 
     
The ground truths are prepared from the subjective annotations and ratings that are 
collected during data collection. The user studies with soccer video collect interesting 
segment annotations as well as highlight ratings (0 for not-interesting, 1 for interesting).  
The user studies with tennis clips collect only ratings (0 for not-interesting, 1 for 
interesting) of rally segments. The user studies with movie clips collect the interest ratings 
(0 for not not-interesting, 1 for interesting), the felt emotion (happiness, anger, sadness, 
disgusting, neutral, fear, or surprise), and the valence and arousal scores (0-5). The 
classification techniques used in this project are Adaboost, the Support Vector Machine 
(SVM), and the Gaussian mixture model (GMM). These three techniques have been used 
in many affect related problems. The three techniques have different working principles 
and suitable for different patterns of data.    
 
3.4.1 Adaboost 
 
In general, Adaboost takes a base algorithm and invokes it several times with different 
training sets [132]. The Adaboost algorithm constructs a ‘strong classifier’ from a set of 
‘weak classifiers’. These weak classifiers are trained linearly using a weighted form of 
data set, where the weighting coefficient depends on the classification performance of 
previous classifiers. Prior to training a next classifier in sequence, data that are 
misclassified by the current classifier are given higher weights. After all classifiers are 
trained, their individual predictions are combined through a majority voting procedure. 
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If (x1, y1), … . . , (xm, ym) is a training set where is xi ∈ X is input vector and yi ∈ {−1, +1} 
is set of target labels for those inputs. The initial weight distribution, D1(i) = 1/m. For 
each t = 1, … , T trial:  
(a) Each weak classifier is trained with distribution, Dt. 
(b) For each weak hypothesis, ht: X → {−1, +1} contains error:  
 
ϵt = Pr[ht(xi) ≠ yi]  (3.1) 
 
(c) Update: distribution for next integration with normalised factor, Zt: 
 Dt+1(i) = Dt(i)Zt × �e−αt , if ht = yieαt , if ht ≠ yi   (3.2) 
 
where 
αt = �12� ln 1−ϵtϵt     (3.3) 
 
(d) The final hypothesis is found by 
 H(X) = sign(∑ αtht(X)Tt=1 )   (3.5) 
Decision trees have faster training capability and suitable for boosting as they are 
nonlinear. Boosted decision tree algorithm has been used in classifying men with normal 
health and prostate cancer [133]. This project utilises a decision tree ensemble using 
Adaboost algorithm to detect the interest expression in the facial videos (of the subjects) 
recorded in response to sports stimuli (please refer to Section 6.5.5 for detail).    
  
3.4.2 Support Vector Machine 
 
The Support Vector Machine can accurately combine many features to ﬁnd an optimal 
separating hyperplane with a large distance between itself and the closest sample. SVM 
minimises the classiﬁcation error by simultaneously searching a hyperplane with a large 
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margin and minimizing the number of wrongly classiﬁed training samples using slack 
variables. The SVM can be formulated as follows: 
 
min �1
2
‖W‖2� + C∑ Zii  (3.6) 
 
The margin of hyperplane, (2/‖W‖) is maximized by minimizing the (‖W‖2/2). The 
second part of this eq. is the sum of misclassification error with the slack variable, Zi and 
the user defined control parameter, C [134]. If a linear separation is not found, the kernel 
combines the training data to obtain a nonlinear mapping in feature space. In that case, the 
hyperplane in feature space corresponds to a nonlinear decision boundary in the input 
space [135]. This project uses a SVM classifier for measuring feature performance during 
interest expression detection (refer to Section 6.5.4).   
 
3.4.3 Gaussian Mixture Model 
 
A limitation of the Gaussian distribution is that it is unable to capture the structure of the 
real data. This can be complemented by using more than one Gaussian. A linear 
superposition of the Gaussians can characterise the data set better. The superposition can 
be obtained by taking linear combinations of the Gaussians, which can be formulated as 
probabilistic models. The maximum likelihood model parameters are estimated with an 
expectation–maximisation algorithm over a number of training sets. This algorithm 
iteratively refines the GMM parameters to monotonically increase the likelihood of the 
estimated model [136]. These probabilistic models are known as mixture distributions. The 
optimum number of Gaussian components is computed by taking a varying number of 
them and then adjusting their means and covariances along with the coefficients of the 
linear combination. p(X) = ∑ πkD(X|µk,Σk)Ck=1  (3.7) 
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The Gaussian density D(X|µk,Σk) can be called a Gaussian component with mean as µk 
and covariance of Σk [137]. This project uses GMM in a supervised manner to detect 
viewer interest (described in Section 5.4). 
 
3.5 Decision Fusion 
     
Decision fusion aggregates the labels or scores obtained from classification/regression 
models. This project adapts threshold-based, Naïve Bayes, majority voting techniques for 
decision fusion in different experiments. A threshold-based decision fusion (i.e., segment 
fusion) is applied in experiment 1 (discussed in Chapter 4). Naïve Bayes combiner is used 
for fusing labels obtained by classifying different modalities, which is used in experiment 
2 (discussed in Chapter 5). Majority voting is used to aggregate frame-based classifier 
decisions in experiment 3 (discussed in Chapter 6).   
 
3.6 Conclusion 
       
The framework presents an overall idea of the techniques used and how they are 
integrated. The techniques include pre-processing, feature extraction, feature selection, 
feature fusion, classification, and decision fusion. The evaluation process has not been 
included as it is not a part of the framework. The framework briefly demonstrates the data 
collection procedure and what types of data are collected.   
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CHAPTER 4: DETECTING VIEWER INTEREST IN 
SPORTS VIDEO HIGHLIGHTS 
 
Study discussed in this chapter proposes a baseline model for viewer interest detection in 
sports with a single sports genre (soccer). Soccer video has recognisable and structured 
highlight events, which have stronger potential for evoking interest. Highlight events have 
a less subjective bias and thus are expected to evoke interest regardless of personal 
preferences. Soccer video is thus a practical case for building the baseline model and 
verifying its feasibility in viewer interest detection. The challenging part is that a soccer 
game also contains non-highlight events. These events might be dependent on the viewer’s 
personality; whether the viewer is a supporter of the sports/team/player; the sports type 
(e.g., soccer, tennis); and the characteristics of sports events (e.g., goal, foul, rally).  
Facial expressions and physiological responses have been found to carry information about 
viewer’s interest in video contents [58]. The study described in this section exploits facial 
expressions (FE) and heart rate (HR) of viewers. Heart rate reactions have been used for 
detecting viewer’s interest in movie clips [138]. Studies found that correlations between 
physiological features and self-assessed evaluation scores vary across viewers. Facial 
expression is another important modality for understanding viewers’ interest in response to 
video stimuli. These two signals have been captured using a video camera and a non-
invasive heart rate sensor. Data has been collected from twelve subjects in response to 
three soccer and two tennis stimuli. This experiment uses data collected from the first ten 
subjects in response to the three soccer stimuli. The detailed study is described in Section 
4.1. The main challenges are the time delays between an interesting event and the 
corresponding viewer’s response, as well as the subjective bias.    
The baseline model discussed in this chapter is tested against soccer highlight events, 
assuming that viewer interest has correspondence with sports highlights. The analysis 
shows that facial expression and heart rate signals are not fully in-sync with the viewed 
content and they are viewer dependent as well. New algorithms have been proposed to 
address these issues. Simple heuristics are used as threshold, assuming that viewer 
response above the threshold would indicate interest. The threshold-based algorithms 
effectively detect the time when viewer’s facial expression and heart rate signals are 
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potentially high. The main contribution of this study is therefore to demonstrate the 
benefits of using sports videos, which have well-established structure (e.g. play-break), for 
investigating the temporal mapping between events, continuous heart rate, and discrete 
facial expression. This work is published:  
Chakraborty, P.R., Zhang, L., Tjondronegoro, D. and Chandran, V., 2015, June. Using 
viewer's facial expression and heart rate for sports video highlights detection. In 
Proceedings of the 5th ACM on International Conference on Multimedia Retrieval (pp. 
371-378). ACM [80]. 
The overall research aim of this study is investigating the feasibility of a baseline model in 
viewer interest detection and testing against recognisable soccer highlight events. The 
research objectives are as follows: 
(1) To investigate the subject dependence in evoked facial and heart rate responses. 
(2) To investigate the temporal synchronicity between detected video segments and video 
highlight events; to propose algorithms for measuring the temporal asynchrony.  
(3) To evaluate the benefits of using viewer interest for automatic sports video highlights 
detection, including the use of single and multiple decision models.      
The following sections describe the collection of facial expression and heart rate data in 
response to soccer and tennis clips. Stimuli, participants, experiment protocol, analysis 
procedures are discussed in subsequent sections.    
 
4.1 Study with Sports Stimuli  
 
This study records facial expression and heart rate data using a RGB video camera and two 
heart rate sensors. A wristband sensor (i.e., Mio Alpha) and a chest strap (i.e., Polar H7) 
have been used as heart rate sensors. The choice of these sensors is based on the balance 
between reduced intrusiveness and accuracy. Two sports types (i.e., soccer, tennis) have 
been used to select and prepare the stimuli. When collecting data with soccer stimuli only 
Mio Alpha is used, while both Mio Alpha and Polar H7 are used when collecting data with 
tennis stimuli. During tennis data collection, two sensors were used to capture redundant 
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data, so that it could help in missing value handing (if any). The Polar H7 provides more 
accurate data than Mio Alpha does and they have different sampling frequencies. 
Therefore, the redundant tennis data (collected with Mio Alpha) would help to keep a 
mapping between soccer data (collected with Mio Alpha) and tennis data (collected with 
Polar H7). The experimentation details of the study are discussed in the following sections.  
 
4.1.1 Stimuli 
 
The majority of the existing studies use short clips with durations of between 2 to 3 
minutes (e.g., [49, 60]) for measuring affective reaction in response to video. This study 
uses clips with longer durations ranging between 9 to 20 minutes, from soccer and tennis 
match videos. There might be an argument about what length of stimuli is sufficient to 
evoke emotion. In particular, for sports video, short clips might lack sufficient information 
to build-up strong cognitive attention of viewers. On the contrary, full-length matches can 
break subjects’ attention and patience and thus are deliberately avoided in this study. The 
heterogeneous sources have been selected from popular international sports leagues. 
Descriptions of these clips (with source information) are provided in Table 4.1. The 
teams/players included in the games are Spain vs Italy (clip 1), Manchester City vs 
Tottenham (clip 2), Real Madrid vs Basel (clip 3), R. Federer vs R. Nadal (clip 4, clip 5). 
Soccer clips are cropped from the beginning of the matches to avoid any biasing due to 
early scores. In case of two tennis clips, one contains the first three games of the first set of 
a tennis match; the other tennis clip includes the last three games of the first sets from 
another tennis match. The soccer clips were manually confirmed to contain three types of 
events, including goal, shot-on-goal, and foul. The beginning and ending of the set are 
deliberately chosen so that the participants feel differently while watching them. The 
frame resolution of the stimuli clips is kept at 1280×720 pixels, with 25 frames-per-second 
(fps) as frame rate. 
Subjects are asked to provide their feedbacks after watching each clip (detail is provided in 
Section 4.2.3). Several highlight segments are prepared from each clip by the research 
team to collect subjects’ feedbacks. Highlight segments are utilised since they are 
generally expected to evoke interest and excitement in viewers, regardless of their sports 
demographics. Web-based match reports have been used to select potential highlight 
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segments. Soccer highlights include 3 goals, 14 shots-on-goal, and 5 fouls. Play-break 
segmentation has been used to manually segment the soccer highlights, as described in 
[139]. The preparer of the highlight segments had sufficient knowledge and familiarisation 
on the concepts of video segment, video scene, and play-break frame. Tennis matches do 
not contain noticeable highlights as soccer. At least six games are required to win a set. 
Each game contains at least 4 points and each such point scored is a sequence of shots. 
Point scored is also known as rally. In this study, all such rally events are identified using 
similar play-break frames and are used as highlight segments [101]. The number of 
highlights and rallies from the soccer and tennis stimuli are 22 and 31 respectively. Each 
stimuli clip has been presented independently so that the number of stimuli from each 
sports type does not create any non-uniformness in the user study. The stimuli dependence 
over viewer interest detection is discussed in Section 5.4.4.   
Table 4.1: Details of the stimuli clips (adopted from [101]) 
Clip 
Id 
Type Source 
Duration 
(min) 
No. of Highlights and Rallies 
Goal Shot-on-goal Foul Rally 
1 Soccer UEFA Euro 2012 20 1 5 2 - 
2 Soccer 
English Premier League 
2013 
15 1 4 2 - 
3 Soccer Champions League 2014 17 1 5 1 - 
4 Tennis Australian Open 2014 9 - - - 15 
5 Tennis ATP World Tour 2011 11 - - - 16 
 
4.1.2 Experimental Setup  
 
Data recording and stimuli viewing have been conducted simultaneously in a closed and 
quiet room without any interruption. Facial expression has been recorded using a standard 
RGB video camera that can be easily replicated in a real-life environment by replacing it 
with a webcam. To maintain simplicity in data collection, we did not use other 
sophisticated video recording devices (e.g., Microsoft Kinect). The Polar H7 is a non-
invasive wireless chest strap that does not interrupt viewing experience. The other sensor 
(i.e., Mio Alpha) is non-invasive as well, since it is a wrist-based sensor. Thus, the 
maintained data collection setup can be claimed to be non-invasive. A 21.5-inch monitor 
has been used to present the video stimuli. The distance between viewer and monitor has 
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been kept approximately 80 to 90 cm. Comfort of the participants has been ensured with 
the use of a revolving chair to sit. The setup is shown in Figure 4.1 (a), (b) [80, 101]. A 
keyboard has been provided for the participant to annotate soccer clips (discussed in 
Section 4.1.4 in detail). 
 
4.1.3 Participants 
 
A total of 15 subjects (14 male, 1 female) have been selected from university students to 
attend this user study with sports stimuli. The subjects are aged between 22 and 30 years 
(with mean: 26.2 and standard deviation: 3.7). A preliminary questionnaire has ensured 
that (a) the subjects are not familiar with the stimuli and (b) none of the recruited 
participants has any visual impairment or heart condition. The preliminary questionnaire 
obtained demographic information to further characterise participants. The demographic 
information includes whether a subject is a fan (or not) of a particular sport, favourite 
soccer teams, favourite soccer and tennis players, and their familiarity levels with soccer 
and tennis. The subjects are invited to attend the study after obtaining signed consents. The 
gender distribution of the participants entirely depends on the requitement criteria and 
intended volunteers. Out of the 15 subjects, 9 (id: 1, 2, 4, 5, 7 - 11) have participated in the 
user studies with all five clips. Of the remaining, 3 subjects (id: 3, 6, 12) have participated 
in clip 1-3 (soccer) and the other 3 subjects (id: 13-15) have participated in clip 4-5 
(tennis) studies [101]. 
 
 
(a) 
 
(b) 
Figure 4.1: Illustration of data collection setup where two participants are watching (a) soccer clip, 
(b) tennis clip via monitor, while their facial expression and heart rate are being recorded (adopted 
from [80, 101]) 
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 4.1.4 Data Collection Procedure 
 
Five sports (3 soccer and 2 tennis) clips have been used as stimuli in this study. During 
setup, participants have been informed about the whole procedure of the data collection. A 
short demonstration has been presented to familiarise the subjects with the interface and 
the sessions. Then a 5-minute resting time is given to make subjects’ heart rate stable. This 
resting time is empirically set based on prior studies. Subjects are instructed to act 
naturally but to avoid rapid body movements during the data collection run. A 2-week 
break has been provided between two consecutive trials. Each trial has three main sessions 
– recording, feedback, and questionnaire as shown in Figure 4.2 [101]. The sessions are 
discussed in three separate stages, recording, feedback and post-questionnaire.  
1. Recording: Each subject’s facial video and heart rate have been recorded during 
watching a (soccer or tennis) clip. The viewing and recording are continuous for each clip. 
The sampling frequency of facial video was 25 fps. Heart rate data has been recorded with 
1 Hz (with Polar H7) and 1/3 Hz (with Mio Alpha) sampling rates. 
2. Feedback: Each subject is then asked to annotate the starting and ending frames of a 
random number of segments which he/she felt interesting from the clip viewed in the 
recording session.  A segment here means a certain part of the shown clip. Subject used a 
media player tool (KMPlayer 3.5) and a keyboard for this segment annotation. The starting 
and ending frames were saved by pressing keyboard shortcut. This part is conducted for 
soccer clips only.  
The next part is common for both soccer and tennis clips. Here each subject is asked to 
watch the prepared highlight segments (as discussed in Section 4.1.3) and rate them 
according to how he/she has felt, using in a paper-based survey form. The rating is 
obtained with a binary scale (0 or 1) where ‘0’ means non-interesting and ‘1’ means 
interesting. The binary scale is useful in this context to make the decision making less 
complex and to remove any in-between choice of subjects. It is usual that segments that do 
not evoke interest should be rated as non-interesting.  
A subject may forget about their felt emotion during watching a clip or may miss certain 
parts of the clip to annotate. To ensure that no potentially interesting segment is missed, 
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this user study collects both annotations and highlight ratings, so that each can 
complement the other if necessary. Moreover, use of highlight ratings confirms robustness 
in detecting interesting segments. 
3. Post-questionnaire: This is the last session of the data collection trial, where subjects 
report about their review on the clip they viewed in the first session. Each subject selects 
his/her favourite players and teams, as well as rates their play performance in the viewed 
match clips, using a paper-based survey form. The survey form presents the questionnaire 
one-by-one and each subject responds to that [101]. 
 
Figure 4.2: Data collection protocol for soccer and tennis clips 
As noted earlier, facial expression and heart rate (beats-per-minute) data collected from the 
first 10 subjects (age: mean = 26.4, standard deviation = 3.2) for 3 soccer stimuli has been 
used in this experiment of highlight detection. The data collected in response to tennis data 
is used in experiment 2, which involves viewer interest detection from two sports 
(discussed in Chapter 5). A total of 30 sets of facial expression and another 30 sets of heart 
rate (collected with Mio Alpha) data have been obtained from the 10 subjects, in response 
to 3 soccer stimuli. Section 4.2 describes the methodology used for this data processing. 
 
4.1.5 Ground Truth Annotation 
 
To develop the ground truth (of interesting events) of the experiment, two methods were 
adopted. The first method is extracting events based on the match report highlights (HL) 
collected from soccer websites (ESPN.com, UEFA.com, SkySports.com). The second 
method is detecting specific segments based on subjects’ manual annotation (MA) during 
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data collection. The scoping of a highlight segment was specified by a sequence of play-
break frames, where the starting of a segment is a play frame while the ending is a break 
frame [14]. In total, the ground truth contained 30 sets of manually annotated segments 
from 10 subjects for 3 video clips. To reduce the impact of subjectivity, the final set of 
MA segments were selected from those manually annotated by more than 5 out of 10 
subjects (> 50% agreement). Table 4.2 summarises the ground truth data. In total, 3 goals, 
14 shots-on-goal, and 5 fouls were included in the highlight segments (HL). Manually 
annotated segments (MA) consisted of 3 goals, 17 shots-on-goal, and no foul. These 
ground truth segments obtained from highlights and manual annotation are considered as 
‘interesting’ and this labelling is used during performance measurement of the highlight 
detection (described in section 4.3). 
 
Table 4.2: Annotation of the two types of ground truth segments (HL, MA) obtained from three 
soccer clips (including the number of soccer events annotated for HL and MA) 
Soccer 
Events 
Soccer Clip 1 Soccer Clip 2 Soccer Clip 3 
HL MA HL MA HL MA 
Goal 1 1 1 1 1 1 
Shot-on-goal 5 8 4 4 5 5 
Foul 0 0 4 0 1 0 
 
4.2 Threshold-based Highlight Segmentation 
 
Figure 4.3 illustrates the experimentation framework that is adopted from the general 
system framework presented in Figure 3.1. Entities (i.e., processes and input signals) that 
are marked (with bold font and blue colour) are used particularly in the current 
experiment. Figure 4.3 illustrates that the experiment discussed in this section includes 
facial expression and heart rate (beats-per-minute) data and applies pre-processing, feature 
extraction, feature selection, thresholding and video segmentation, decision fusion, and 
evaluation. The pre-processing, feature extraction, and feature selection are standard 
processes followed by any machine learning system. Simple thresholding technique is 
applied for feature and video segmentation (discussed in Section 4.2.1). A decision-level 
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fusion is applied instead of a feature-level fusion. The outcomes of the segmentation are 
evaluated against soccer highlights.   
 
Figure 4.3: Experimentation framework for viewer interest detection (a revised framework from 
Figure 3.1 to adopt this current experiment). Highlighted (blue coloured and bold) input signals 
and processes are used in the current experiment    
 
A more detailed framework, presented in Figure 4.4, includes the detailed process and 
steps. Data used in this experiment are facial expression recordings and heart rate readings 
in beats-per-minute from 10 subjects. The hypothesis here is that features with relatively 
higher values indicate viewer interest. Consecutive feature instances can be merged 
together to detect video segments those would resemble both viewer interest and highlight 
events. 
Facial expression recordings are processed with an off-the-shelf system which provides 
frame-by-frame intensity scores for three emotion categories (i.e., positive, negative, and 
neutral). Scores of these three categories are processed separately (as functions of time) to 
detect consecutive frames with relatively high intensity scores, as forms of video 
segments. The consecutive instances represent a part (i.e., segment) of the particular signal 
and, as these instances are time stamped, they can collectively represent a segment in the 
video. This experiment identifies such segments that would potentially represent viewer 
interest and compare against the highlight events. A number of temporal features are 
extracted from the pre-processed heart rate data. A manual feature selection is conducted 
over heart rate features. We then combine the (selected) heart rate feature values to obtain 
a collection of fused feature values as a function of time. Consecutive instances with high 
fused (feature) values are identified similarly for heart rate signal, as video segments. A 
threshold is computed with mean and standard deviation of the instance values 
hypothesising that facial expression and heart rate instances with relatively higher values 
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indicate viewer interest. A segment-wise decision fusion method is then applied to 
combine segments detected from facial expression and heart rate data. More details on 
data processing are described in the following sub-sections. 
 
4.2.1 Video Segmentation using Facial Expression 
 
Three types of video segments are detected using intensity scores obtained for three 
emotion categories from the FER system. The output of the FER system is considered as a 
signal containing three (i.e., POS, NEG, NEU) channels of continuous frame-based 
intensity scores (from 0 to 1). For example, intensity scores for ith frame can be 
represented as }NEU,NEG,POS{iP .  For any instance, summation of these three scores is equal to 
1 and thus, effectively two-dimensional continuous representations (time (in frame 
number) vs intensity scores) are obtained for facial expression. 
This was important for obtaining a mapping between facial expressions and watched video 
clips. In the proposed method, a non-neutral (NNEU) score is assigned by using the 
maximum of positive or negative scores instead of their sum. A summation would 
normalise the emotion intensity while the maximum would capture the most intensity 
measured by the FER (regardless of positive or negative). Algorithm 4.1 describes how 
video frames with high positive intensity scores are separated, using a threshold, and used 
for detecting video segments that would resemble viewer interest. Analogous procedures 
are used for detecting interesting video segments using negative and non-neutral intensity 
scores. 
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 Figure 4.4: Detailed framework for viewer interest detection that corresponds to soccer video 
highlights    
Algorithm 4.1. Video segmentation using POS intensity scores 
Input: FE intensity scores: }NEU,NEG,POS{iP for each of m frames 
Output: Detected video segments, SPOS = [s1, s2, …] 
1. 
 
2. 
 
 
3. 
4. 
5. 
6. 
 
7. 
8. 
Compute intensity values for missing frames using linear 
interpolation; 
Smooth intensity values using a moving average low-pass-filter 
with γ seconds window and output is },,{' NEUNEGPOS
iP ;     
Thres1 ← µ (PPOS’) + σ (PPOS’) ; 
Label, L ← Ø; 
For i = 1 to m 
    If ( 'POSiP >
'NEG
iP ) & (
'POS
iP >
'NEU
iP ) & (
'POS
iP > Thres1) 
        Li ← 1; 
      Else 
          Li ← 0; 
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9. 
10. 
11. 
 
 
12. 
 
13. 
Find consecutive segments, S = [s1, …, sp] labelled as ‘1’; 
Merge any sequential segment with a distance less than 1 second 
(25 frames) and the output is a new set of segments S’ = [s’1, 
s’2,…]; 
Thres2 ← µ(lengths of all s’i in S’) - σ(lengths of all s’ i in S’); 
Discard any segment s’i with length < Thres2 and consider the 
remaining segments as final segments, SPOS = [s1, s2,…];  
 
Intensity score of each missing frame (i.e., dropped from FER output) is computed using 
linear interpolation between the intensity scores of two neighbouring frames. For noise 
removal, a low-pass-filter with a γ = 5 seconds window is applied. It has been found that 
any window less than 5 seconds is not suitable to remove the rapid change in frame-by-
frame scores. Our goal here is to detect video segments (collection of frames) where the 
corresponding FE instances have relatively high positive intensity scores. For this purpose, 
a threshold (Thres1) is computed from mean and standard deviation of the positive 
intensity scores. The threshold is obtained by hypothesising that facial expression samples 
with relatively higher values indicate viewer interest. For identifying consecutive frames, a 
frame-by-frame labelling is utilised where each frame was labelled as ‘1’ if the 
corresponding positive score is greater than the corresponding negative and neutral scores, 
as well as Tresh1 (labelled as ‘0’ otherwise). Each set of consecutive frames, labelled as 
‘1’, was considered as a preliminary interesting video segment. In such way, we detect a 
set of preliminary interesting video segments S = [s1, s2,…] where each segment si 
contains a number of frames labelled as ‘1’. Semantics of soccer match events are unlikely 
to vary by a time that is less than one second. Based on this assumption, any two 
sequential segments from S are merged together if distance between them (in number of 
frames) was less than 1 second (i.e., 25 frames). Let the new segments be termed as S’ = 
[s’1, s’2, ..]. To remove significantly smaller segments, another threshold (Thres2) is 
computed, based on mean and standard deviation of the lengths (in number of frames) of 
all segments in S’. Any segment in S’ with length less than Thres2 is discarded. The 
remaining segments are considered to be the final interesting video segments, which are 
SPOS = [s1, s2,….], where s1 contains the starting and ending frame numbers of the first 
detected video segment as indices. Identical procedure is applied to detect segments using 
negative and non-neutral intensity scores, SNEG and SNNEU. 
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4.2.2 Video Segmentation using Heart Rate 
 
Heart rate data was collected with time T in seconds. Consider HRate = [hr1, hr2, …., hrn] 
is the heart rate signal for any particular subject, which contains n heart rate samples in 
beats-per-minutes. Algorithm 4.2 describes how features are extracted from HRate. Prior 
work has used a derivative of heart rate (rate-of-change) and spectral features such as 
energy from low frequency band, and maximum approximate heart rate to understand 
cognitive and emotional reaction of human [17, 52, 53, 140]. Similar features are used in 
this experiment. For removing the rapid fluctuation and smoothing the signal, we use a 
low-pass-filter over HRate data containing a sliding window of β = 9 seconds (over 4 
HRate samples). A separate sliding window is used to obtain the temporal features from 
the smoothed HRate data, which are rate-of-change, gradient, variance, local maxima, and 
energy from low frequency band (0.04-0.15 Hz). The length of the sliding window was 
kept at 9 seconds since a smaller window (including less than 4 samples) might not capture 
the subtle changes in temporal features. 
Algorithm 4.2. Temporal HR feature extraction 
Input: HR samples, HRate = [hr1, hr2, …., hrn] 
Output: Temporal feature set: RateOfChange, LocalMaxima, Energy, Variance, 
Gradient 
1. 
 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
 
9. 
 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
Smooth HRate with a moving average low-pass-filter with β seconds window and 
output is HRate' = [hr'1, hr'2, …., hr'n]; 
For i = 1 to n-1 
    diffi ← | hr' i – hr'i+1|;     
RateOfChange ← Ø; LocalMaxima ← Ø; 
Variance ← Ø; Gradient ← Ø; Energy ← Ø; 
For i = 1 to n-4 
    LocalMaximai = max[hr’i, …, hr’i+3]; 
    Dt = Timei+3 – Timei; 
    Dx = ∑
+
=
3i
im
mdiff ; 
    RateOfChangei = Dx / Dt; 
    Variancei = σ2[hr’i, …, hr’i+3]; 
    Gradienti = µ(|δ[hr’i, …, hr’i+3]/δ[i, …, i+3]|); 
Design a band-pass-filter, filter with pass bands 0.04 Hz and 0.15 Hz; 
HRate” ← filter(HRate); 
For i = 1 to n-4 
    Energyi ← hr"i * hr"i; 
 
We compute the rate-of-changes of HRate samples using the total absolute difference 
between neighbouring samples and the difference of time stamped with the first and last 
samples within the sliding window. Standard MATLAB functions are used for computing 
local maxima, gradient, and variance. The gradient function returns a set of directional 
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values in an increasing order of the input signal; hence averages of the absolute directional 
values were used as gradient features. Because of the resolution of our collected heart rate 
data, we compute the energy feature from the low frequency band only using a finite 
impulse response (FIR) band-pass-filter. Five extracted heart rate features are parallel to 
each other and scaled with time T in seconds. 
Algorithm 4.3. Video segmentation using HR features 
Input: x = [feat1, feat2, …, featn], where x is RateOfChange, LocalMaxima, 
Energy   
Output: Detected segments, SHR = [s1, s2, …, sn]  
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
 
14. 
15. 
16. 
17. 
Indices, Idx ← Ø;  
For each of x = [ RateOfChange, LocalMaxima, Energy] 
    Thres ← µ (x) + σ (x) ; 
    I ← Ø; 
    Store index i of any feati in I if feati > Thres;        
    Idx ← Idx ∪ I; 
S' ← Ø; j ← 1; 
Starting of first segment, S'1,1 ← T(Idx1); 
For each index Idxi in Idx 
    If there is a break between indices, (Idxi+1 - Idxi) > 1 
        Ending of the current segment, S'j,2 ← T(Idxi);  
        Starting of next segment, S'j,1 ← T(Idxi+1);   
Merge consecutive segments with distance less than α, (S'j,2 - S'j+1,1 < α) 
and S is the new set of segments; 
For m = 1 to length of S 
     Sm,1 ← Sm,1 * frm_rate; 
     Sm,2 ← Sm,2 * frm_rate;  
SHR ← S = [( S1,1, S1,2), (S2,1, S2,2), …]; 
 
Three from five extracted features (i.e., RateOfChange, LocalMaxima, and Energy) have 
been manually selected (i.e., handpicked) for further processing, since Variance and 
Gradient are found to be highly correlated with RateOfChange (overall, r = 0.84, 0.96). 
Algorithm 4.3 describes how interesting video segments are detected from the selected 
heart rate features. This shows how heart rate samples with higher values (than a 
threshold) are selected and how these consecutive selected samples are converted into 
segments. Our goal here is to see whether high changes in heart rate feature signify viewer 
interest in any manner. We compute a separate threshold (i.e., Thres) for each selected 
heart rate feature set to separate the consecutive features with values higher than the 
threshold. As these features are time stamped, time (in seconds) is obtained from T as 
indices for all separated features and combined (i.e., as Idx). Each set of consecutive 
features is treated as a segment, and the beginning and ending of that segment was stored 
as time (in seconds) in S'. We then combine sequential segments with distance less than α 
= 3 (seconds), since it is unusual that two interesting events may occur in a soccer match 
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in an interval less than three seconds. Besides, for heart rate it is set to a different value 
(for facial expression it is set to 1 second) as the sampling frequency of heart rate signal is 
1/3 Hz and thus 3 seconds can be the minimum distance between two segments. Stored 
time indices are then converted to frame number from second. 
 
4.2.3 Segment-based Decision Fusion 
 
We fuse the segments detected from non-neutral facial expressions with those that are 
detected from heart rate features. Segments detected from positive and negative facial 
expression are not used in fusion since non-neutral scores already include both. All the 
detected segments are scaled with time (in frame number) and hence, we used a frame-by-
frame set union operation for fusing these two types of segments for all subjects. Let the 
resultant fused set of segments be termed as SFUSED. It was expected that facial expression 
and heart rate signals would complement each other in detecting segments. A set 
intersection operation has not been used to avoid any possible loss of segments.  
 
4.3 Performance Evaluation of Highlight Detection 
 
From three procedures described in above section, we identified (i.e., detected) five types 
of video segments (SPOS, SNEG, SNNEU, SHR, SFUSED) from positive, negative, non-neutral 
facial expression and heart rate data collected from each subject in response to each video 
clip. We have computed four statistical measurements, which are similarity, temporal 
alignment (synchronicity), detection rate, and accuracy, based on the comparison between 
detected video segments and the ground truth segments. Ground truth segments for this 
experiment are match report highlights and manually annotated segments (HL, MA). The 
statistical measurements are done separately on each of two types of ground truths. 
Algorithm 4.4 includes the steps to compute the similarity score, the alignment score, and 
the detection rate. We have compared each of the ground truth segments against all 
detected segments and compute a similarity score each time when there is any overlapping 
between these two segments. This score is actually a Jaccard index, which measures the 
similarity between two finite set of samples. If two sets of samples are A and B, the 
Jaccard index is given by Equation 4.1. 
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J (A, B) = (A ∩ B) / (A ∪ B)     (4.1) 
According to our methods, each segment was considered as a set of frame numbers and 
Jaccard index (i.e., jaccard_idx) have been calculated between two such sets of frame 
numbers each time. We have tried to find out a particular detected segment that is most 
similar to a particular highlight or annotated segment. Therefore, the maximum of the 
similarity scores is considered as the final similarity score. 
To investigate the temporal synchronicity between detected and ground truth segments, we 
measure the incorrect positioning between these two types of segments as misalignment 
(i.e., misalignment) where a smaller misalignment score means higher synchronicity. The 
misalignment score is measured by computing the distance between each ground truth 
segment and its closest detected segment. A detected segment is considered closest if it is 
overlapped or contains a minimum distance to a ground truth segment. The distance here is 
measured in terms of the number of frames and the misalignment score is converted into 
seconds. Overlapping is measured using a set intersection operation. The value of the 
frame rate variable (i.e., frm_rate) is kept the same as the frame rate of video, which is 25 
fps. We compute the percentage of overlapping between each ground truth segment and 
detected segments, where a ground truth segment is considered as ‘actually detected’ if it 
overlaps any detected segment. Detection rate (i.e., det_rate) is computed each time there 
is an overlap between a detected segment and a ground truth segment. For each ground 
truth segment, we want to see how much (in %) of that segment is overlapped with any of 
the detected segments.  
We compute accuracy by measuring precision, recall, and F1 scores between the detected 
segments and ground truth segments, as described in Algorithm 4.5. Each time there is an 
overlap between each ground truth segment and any detected segment, we incremented 
two variables, for counting the number of ground truth (i.e., gt_seg) and detected segments 
(i.e., id_seg) which were detected (i.e., overlapped). From these two measures we 
computed the number of true positive, TP, false positive, FP, and false negative, FN. 
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 Algorithm 4.4. Measuring similarity, synchronicity, and detection rate  
Input: Detected segment set, Sx = [s1, s2, …, sn], ground truth segment set, Y = [y1, 
y2, …, ym], where x is POS, NEG, NNEU, HR; Y is HL, MA; and yi = [fstart, fend], sj 
= [Sj,1, Sj,2] 
Output: Jaccard indices, jaccard_idx; misalignment, misalignment; detection rate, 
det_rate      
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
 
11. 
12. 
13. 
14. 
 
15. 
16. 
 
17. 
18. 
 
19. 
20. 
21. 
22. 
23. 
24. 
jaccard_idx ← Ø; misalignment ← Ø; det_rate ← Ø;   
For each ground truth segment, yi in Y 
    jaccard_idxi ← 0; alignment ← Ø;  
    seg_annotaed ← [fstart, fstart + 1, …, fend]; 
    For each detected segment, sj in S 
        seg_identified ← [Sj,1, Sj,1 + 1, …, Sj,2]; 
        union ← seg_annotaed ∪ seg_identified; 
        intersect ← seg_annotaed ∩ seg_identified; 
        score ← |intersect| / |union|; 
        If there is an overlap and current score is higher,     
        ((intersect ≠ Ø) & (jaccard_idxi < score)) 
            Jaccard index,  jaccard_idxi ← score; 
        If there is an overlap, (intersect ≠ Ø) 
            Detection rate, det_ratei ← |intersect| *100/ | yi |; 
            If sj completely overlaps yi or vice versa, ((Sj,1 >      
             fstart) & (fend > Sj,2) | (Sj,1 <  fstart) & (fend < Sj,2)) 
                alignmentj ← 0; break; 
            If sj partially overlaps and follows yi, ((Sj,2 >  fstart)  
            & (fstart - Sj,1 < alignmentj)) 
                 alignmentj ← ( fstart - Sj,1) / frm_rate; 
              Else if sj partially overlaps and precedes yi, ((fend  
              > Sj,1) & (Sj,2 - fend < alignmentj) 
                  alignmentj ← (Sj,2 - fend) / frm_rate ; 
          Else If (Sj,2 <  fstart) & (fstart – Sj,2 < alignmentj) 
              alignmentj ← ( fstart - Sj,2) / frm_rate; 
            Else If (fend < Sj,1) & (Sj,1 - fend < alignmentj) 
                alignmentj ← (Sj,1 - fend ) / frm_rate ;     
    misalignmenti ← min (alignment);  
 
Algorithm 4.5. Measuring accuracy 
Input: Detected segment set, Sx = [s1, s2, …, sn], ground truth 
segment set, Y = [y1, y2, …, ym], where x is NNEU, HR, FUSED; 
Y is HL, MA; and yi = [fstart, fend], sj = [Sj,1, Sj,2] 
Output: Precision, precision; recall, recall; F1 score, F      
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
TP ← 0; FP ← 0; FN ← 0; gt_seg ← 0;   
For each ground truth segment, yi in Y 
    id_seg ← 0; 
    For each detected segment, sj in S 
        If there is an overlap between sj and yi 
            id_seg ← id_seg  + 1;  
            gt_seg ← gt_seg  + 1; 
    If overlapping is found, (id_seg > 0) 
    TP ← TP + id_seg; 
FP ← n - TP; 
FN ← m - gt_seg; 
precision ← TP / (TP + FP); 
recall ← TP / (TP + FN); 
F ← (2*precision*recall) / (precision + recall);   
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4.3.1 Analysis of Results 
 
This section describes the findings from the results. The analysis discusses how subjects 
with different demography have responded differently to the same soccer events. It also 
discusses the complementary nature of heart rate and facial expression signals in 
measuring viewer interest. Comparison and combination of facial expression and heart rate 
signals are discussed in term of similarity and temporal synchronicity between detected 
and ground truth segments. Performance evaluation is discussed as well. 
Subject Dependence: This section discusses how subjects’ preferences and demographics 
influence the detection of highlight events from soccer video. Figure 4.5 (a) illustrates the 
detected segments obtained using positive and negative facial expression intensity scores 
(i.e., POS, NEG) of the ten subjects in response to the goal events from the soccer video 
clips. Out of ten subjects three (S1, S3, S8) reported not to be soccer fans. It has been 
found that the goal events evoked negative emotion in cases of those subjects. For other 
subjects, the majority of the detected segments are positive emotion evoking. Figure 4.5 
(c) illustrates similar detected segments from positive and negative facial expression 
intensity scores of ten subjects in response to shot-on-goal events.  
Figure 4.5 (c) illustrates that shot-on-goal events evoked both positive and negative facial 
expression equally where subject dependency is still evident. In the third case for foul 
events, a majority of the foul events have stimulated negative facial expression in all 
subjects, whether they are soccer fans or not, as illustrated in Figure 4.5 (b). Figures 4.5 (a, 
c) shows that segments (marked) of opposite emotions are evoked from subject 2 and 3 in 
response to goal and shot-on-goal events, and they are supporting opposite teams. Subject 
7 has expressed negative emotion (Figure 4.5 (a)), as the goal is scored from the opposite 
team from the one he has been supporting. 
Complementary Heart Rate Signal: Since heart rate and facial expression are two 
different signals with different characteristics, it is worthwhile investigating whether they 
can complement each other in detecting highlight events. It is found that segments 
detected from facial expressions of the subjects are not able to capture all of the ground 
truth segments. Segments obtained from the heart rate signal detect some ground truth 
segments that are not detected by facial expression signal. Figure 4.5 plots the ground truth 
segments as well as the segments detected from facial expression (NNEU) and heart rate; 
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it can be seen that these two modalities complement each other in detecting viewer 
interest. Therefore, fusion based on the union of segments detected from facial expression 
and heart rate was found to have better correspondence with ground truth segments than 
the individual modalities had. The following sections will show how performance is 
enhanced by fusing facial expression and heart rate. 
 
                                                                         POS           NEG  
 
 
(a) Goal 
 
 
(b) Foul 
 
 
(c) Shot-on-goal 
 
Figure 4.5: Examples of detected segments from positive (POS) and negative (NEG) facial 
expression for all subjects (S1 to S10) in response to goal, foul, and shot-on-goal events in three 
stimuli clips (note that the soccer clip 1 and MA do not contain any foul event) 
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 Overlapping: This sub-section discusses the results on similarity between the detected 
segments and the ground truth events. Algorithm 4.4 describes how we compute the 
similarity score (i.e., Jaccard index) for each of the five types of video segments (i.e., SPOS, 
SNEG, SNNEU, SHR, SFUSED) detected from each subject’s response to soccer events included 
in the ground truth segments. These scores are averaged across all subjects for each type of 
soccer events and each type of detected segments. Figure 4.7 (a) illustrates the computed 
(averaged) Jaccard index scores for all subjects. The Jaccard index scores are computed 
based on the similarity between detected segments and events (goal, shot-on-goal, foul) in 
ground truth segments (i.e., HL, MA). The Jaccard index varies between 0 to 1, where 1 
means ‘similarity’ and 0 means ‘no similarity’. Results show that the Jaccard index of POS 
segments for goal event (0.4) is higher than the NEG segments (0.2) and is opposite (POS: 
0.27, NEG: 0.61) in the case of foul events. NNEU segments include the best results from 
both POS and NEG. Segments detected from heart rate signal show less similarity than 
segments detected from POS, NEG, and NNEU scores. Segments detected from fusion of 
NNEU and HR show the highest similarity (Jaccard index: 0.54 and 0.53 for goal events) 
with ground truth segments. A relatively low similarity score after averaging means that 
there are cases where the detected segments have minor (or no) overlapping with the 
ground truth segments. Overall, the similarity score is consistently higher for segments 
obtained from NNEU scores and fusion. A similarity score greater than 0.5 would indicate 
a sufficient overlapping between detected and ground truth segments. Table 4.3 illustrates 
the standard deviations computed from the Jaccard indices of three facial expression 
scores, heart rate, and fusion for goal, shot-on-goal, and foul events. The Jaccard indices 
for all subjects and for all soccer clips are aggregated for each modality. It can be seen that 
overall, variance in the Jaccard indices is smaller for the segments obtained from NNEU 
scores and fusion.    
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 Figure 4.6: Detected segments from non-neutral facial expression (NNEU) and heart rate (HR) for 
all subjects (S1 to S10) in response to video clip 1, showing the lagging (with ground truth) and 
complementary nature of NNEU and HR  
Temporal Synchronicity of Segments: Algorithm 4.4 describes how distance (in 
seconds) between each ground truth segment (HL and MA) and its closest detected 
segment is measured as misalignment scores. Table 4.4 includes the average scores across 
all subjects for each type of ground truth segments and each type of detected segments. All 
ground truth segments (detected and not detected) are compared during computing the 
misalignment scores. Segments detected from NEG segments are found to be mostly 
misaligned. Segments detected from NNEU scores have better temporal alignment (lower 
misalignment score) with both types of ground truth segments. 
 
(a) 
 
(b) 
Figure 4.7: Averaged (a) Jaccard index and (b) detection rate for different soccer events for video 
segments detected from positive, negative, non-neutral intensity scores of facial expression as well 
as heart rate and fusion 
73 
 
Table 4.3: Standard deviations of the Jaccard indices for different soccer events for video segments 
detected from positive, negative, non-neutral intensity scores of facial expression as well as heart 
rate and fusion  
Standard deviations of the Jaccard indices 
Ground 
truth 
Segment 
categories 
Goal Shot-on-goal Foul 
HL 
POS 0.33 0.27 0.23 
NEG 0.30 0.25 0.20 
NNEU 0.28 0.35 0.22 
HR 0.25 0.22 0.18 
FUSED 0.20 0.20 0.22 
MA 
POS 0.15 0.32 - 
NEG 0.17 0.18 - 
NNEU 0.15 0.36 - 
HR 0.25 0.23 - 
FUSED 0.22 0.19 - 
 
Table 4.4: Average misalignment score for the three soccer events across the detected segments 
Average Misalignment Scores (in seconds) 
Ground 
truth 
Segment 
categories 
Goal 
Shot-
on-
goal 
Foul 
HL 
POS 3.3 4.57 12.72 
NEG 13.59 7.89 2.21 
NNEU 4.36 9.35 2.3 
HR 4.11 8.35 7.21 
FUSED 0.23 1.15 1.43 
MA 
POS 3.18 5.4 - 
NEG 43.56 21.33 - 
NNEU 7.22 10.20 - 
HR 3.39 5.32 - 
FUSED 0.78 2.72 - 
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Subjects’ annotated segments have less misalignment than segments detected from HR 
signals. Segments detected from HR signals have more consistent alignment in relation to 
both highlights and annotated segments by the subjects. Segments obtained from fusion 
are mostly synchronous across all events, regardless of highlights or subjects’ annotated 
segments. It is visible from Figure 4.6 that segments detected (marked) from heart rate 
signals are delayed from the ground truth segments, which means that the heart rate 
response lags the stimuli. The misalignment we found can be corrected by adding these 
computed values as offsets with the ground truth segments. 
 
Highlight Event Detection: This section describes the insights obtained from the event 
detection results. The corresponding measure is detection rate (i.e., det_rate), as noted in 
Algorithm 4.4. Mixtures of common soccer events such as goal, shot-on-goal, and foul 
have helped in this case to investigate both positive and negative evoked emotions. Figure 
4.7 (b) illustrates the average detection rate across all subjects for each type of ground 
truths and for each soccer event. The results show that the majority of the ‘Goal’ events 
correspond to the detected segments from POS scores (71.11%, 69.23%), while the least 
correspondence is found with the segments from NEG scores (40.12%, 34.12%). A 
majority of the ‘Foul’ events correspond to the NEG segments (50%, 59.13%). Segments 
detected from NNEU scores have higher detection rate than the segments detected from 
POS and NEG scores (see Figure 4.7 (b)). This is expected since NNEU contains the 
maximum absolute value of POS and NEG scores. Segments detected from HR show most 
consistent detection rate for all events. This is because heart rate can be affected regardless 
of the ‘positive’ or ‘negative’ nature of the emotional response.  However, heart rate is not 
accurate in terms of detection rate. Segments obtained from the fusion achieve higher 
detection rates (90%-100%) than the segments detected from the HR signal as well as 
from the POS, NEG, and NNEU scores. 
Accuracy: We compute precision, recall and F1 scores by comparing the detected 
segments (from each subject’s response) with the highlight and annotated segments 
separately, then averaged the scores across all subjects for each type of detected segments 
(see table 4.5). Results show that fusion outperforms the individual modalities (F1 scores: 
0.71, 0.72). The POS intensity scores have the least accuracy (F1 score: 0.44) in detecting 
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highlight segments. Overall, the precision score is higher than the recall score, which 
means that there are fewer false positives than false negatives. 
Table 4.5: Precision, recall, and F1 scores of highlight event detection 
Accuracy 
Ground 
Truth 
Segment 
categories 
Precision Recall F1 
HL 
POS 0.39 0.49 0.44 
NEG 0.80 0.41 0.54 
NNEU 0.72 0.59 0.65 
HR 0.45 0.53 0.47 
FUSED 0.86 0.61 0.71 
MA 
POS 0.61 0.53 0.57 
NEG 0.74 0.51 0.61 
NNEU 0.80 0.62 0.70 
HR 0.63 0.48 0.54 
FUSED 0.82 0.64 0.72 
 
Statistical difference in accuracy: To check if the accuracies from different modalities 
have statistically significant difference between them, this project applies a Wilcoxon rank 
sum (WRS) test. The detail of WRS test is discussed in Section 5.3.3. A MATLAB 
method is used with 5% significance level (α), which takes two samples (A, B) and checks 
if they are coming from distributions with equal medians. The method gives two outputs, 
p-value (provides the significance of the test result) and h (acceptance or rejection of null 
hypothesis). A total number of 25 WRS tests are conducted on each of the 5 modalities 
including positive, negative, neutral, non-neutral, heart rate, and fusion as shown in 
Equation 4.2. The F1-scores obtained from all subjects in response to three soccer clips are 
separately combined for each of POS, NEG, NNEU, HR, and FUSED.  
(p, h) = WRS (A, B, α), (A, B) = {POS, NEG, NNEU, HR, FUSED}   (4.2) 
 
Table 4.6 illustrates the p-values obtained from the test. A p-value < α (0.05) indicates 
rejection of the null hypothesis which means there are significant statistical difference 
between the two tested samples. It can be seen that the F1-scores obtained from fusion 
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have significant statistical difference with the F1-scores obtained from all other modalities 
except non-neutral scores. F1-scores obtained from positive scores have significant 
statistical different with the F1-scores from NNEU, HR, and FUSED.     
Table 4.6: The p-values of the WRS tests on F1 scores obtained from positive, negative, non-
neutral scores as well as heart rate, and fusion  
 POS NEG NNEU HR FUSED 
POS - 0.088 0.003 0.012 0.000 
NEG 0.088 - 0.098 0.839 0.000 
NNEU 0.003 0.098 - 0.055 0.137 
HR 0.012 0.839 0.055 - 0.000 
FUSED 0.000 0.000 0.137 0.000 - 
 
4.4 Discussion 
 
The goal of this study was to explore facial expression and non-invasively collected heart 
rate data of viewer in response to soccer stimuli, for detecting viewer interest in highlight 
events. Therefore, the main contribution of this study is more focused on data and result 
analysis. According to the results, ‘non-neutral’ FE and ‘relatively higher and faster’ HR 
can capture 60% to 80% of goal, foul, and shot-on-goal events from soccer video clips. 
This verifies our research hypothesis regarding whether sports highlight events that would 
evoke interest can be detected using viewers’ facial expression and heart rate. Evidence of 
subject dependent outcomes has been found where ‘positive’ emotions have evoked when 
there is a scoring chance for the favouring team. Subjects who are not sports fans have 
mostly expressed neutral emotions (addresses research objective 1).   
It is a common understanding that heart rate response is more subtle and carries more 
sophisticated emotion information than facial expression. However, our findings show that 
facial expression performs better than heart rate in detecting viewer interest. The fusion of 
these two modalities outperforms each of them (addresses research objective 3). To 
maintain a less constrained and non-invasive setting for data collection, we have used a 
photo diode based heart rate sensor (Mio Alpha) instead of a strapped ECG sensor, and 
therefore the heart rate we collected has smaller resolution than the one collected with a 
standard ECG. According to [141], the pulse plethysmography (PPG) based Mio Alpha 
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has a mean absolute error of 4.43 bpm and the overall reliability score found was 77.83% 
against the standard ECG for heart rate data collected during physical activity and 
exercise. But our findings show that low resolution heart rate data is still useful for 
extracting interest information of viewer with reasonable accuracy (F1 score: 0.47, 0.54). 
Moreover, compared to the strapped ECG sensor, the advantage of the strapless heart rate 
sensor is that it can be easily applicable in real-life scenarios. 
Viewer interest information extracted from the heart rate was found to be different from 
and independent of facial expression. It has been found that heart rate signals detect 
interesting segments, which are missed by facial expression, and therefore heart rate 
signals can be used as a complementary to facial expression (addresses research objective 
2). Facial expression and heart rate are expected to have different sensitivity and 
synchrony with the viewed content. The segments detected by them had asynchrony 
between them, which overlapped with different ground truth segments. This phenomenon 
created a complementary nature between the two signals in detecting highlight events. 
Therefore, fusion of these two modalities (HR and FE) demonstrated better results than 
each of them individually. The accuracy obtained in fusion was found to have statistically 
significant difference with the accuracies found from other modalities. Outcomes also 
indicate that the temporal alignment between the highlight events and the detected 
segments is not always in sync.    
This study used only soccer stimuli to investigate the response collected from ten subjects. 
The scope of soccer events included in the stimuli was limited to goal, foul, and shot-on-
goal. For soccer events, the proposed methods adopted heuristics for defining window 
span for post-processing shorter segments. The results discussed are obtained by applying 
the proposed algorithms over the data from the three soccer clips. Heuristics are used 
which are more applicable for a sports context. However, the proposed methods can be 
applied over data obtained from different stimuli types (e.g., movie) to cross-evaluate the 
performance of the methods and the features. It is expected that the performance would not 
be the same, but it is worthwhile to check whether a domain-general system for automatic 
viewer interest detection can be built. 
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4.5 Conclusion 
 
This study collects facial expression and heart rate data from ten subjects in three different 
trials using three stimuli. This work adopts existing methods in proposed algorithms and 
focuses more on discussing the insights of the findings, instead of bringing technical 
novelty. It has been shown that interesting video segments can be detected using facial 
expression and heart rate that complement each other. The performance indices are 
measured with respect to subjective annotation and match report highlights. Our findings 
also show that a useful temporal mapping can be obtained between viewer responses and 
interesting soccer video events, and it was found that viewer response was not necessarily 
(temporally) in sync with different types of key soccer events. The proposed data 
collection requires users to be video tapped wearing a heart rate monitor watch, which is a 
common constraint in the current studies. The current study can be extended by involving 
more subjects, different stimuli, more accurate sensors, and a less constrained set-up (e.g., 
webcam, couch). 
After analysing the feasibility of automatic viewer interest detection in highlight events, 
our next goal is to evolve this detection model with new sports genres. This will facilitate 
verifying the feasibility of a domain-general detection model for viewer interest. We 
therefore add tennis stimuli data (data collection described in Section 4.1) in our next 
study. It includes the investigation of subject and stimuli dependence.    
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CHAPTER 5: DETECTION MODEL FOR VIEWER 
INTEREST ACROSS SPORTS GENRES 
 
The study described in this chapter discusses how viewer interest in different sports genres 
(i.e., types) can be modelled. For testing the generalisability, tennis, which does not have 
structured highlight events, is utilised here along with soccer. Threshold-based techniques 
are replaced by classification techniques for viewer interest detection. Viewer interest 
involves affect-related components, including attention, facial expression, and 
physiological responses. It is brief in duration and can be indicative of positive or active 
experience [3, 4]. Automatic detection of viewer interest states (interested vs not-
interested) is challenging, due to subject dependency in some extents. Besides subject 
dependence, stimuli dependence is another crucial issue that influences the generalisability 
of the detection model, due to the presence of multiple sports genres. 
The previous chapter presented a baseline model for viewer interest detection in soccer 
highlights, where highlight events are more frequent and obvious. This chapter discusses 
an extended version of the model for viewer interest detection for multiple sports genres, 
where highlight events do not have an obvious presence. To close the current research gap 
in detecting viewer interest, we here investigate whether the classifier model for viewer 
interest in sports video can be universal, or whether it needs to be sports-specific. The 
distributions of viewer interest can be expected to be different across sports types; 
however, statistical analysis of such distributions has not been investigated in prior work. 
The sports video is suitable for testing the effectiveness of such a system, as it has 
structured segments with distinguishable highlight events.  
Previous work has not investigated the differences in viewer interest characteristics from 
one sports type to another, which is crucial for appropriate classification methodology. 
Thus, it is still unclear whether a universal classification model can be used for analysing 
viewer interest for all types of sports. The experiment discussed in this chapter addresses 
this gap by conducting statistical hypothesis tests over the facial expression and heart rate 
(beats-per-minute) features obtained from twelve subjects in response to five sports 
stimuli. The data collection procedure is described in Section 4.1. This experiment aims to 
study the use of facial expression recognition scores and heart rate data as viewer interest 
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features for classifying viewer interest, so that the classification outcomes can be used in 
detecting sports video highlights. The system provides novel insights into understanding 
the statistical distributions of viewer interest data across different sports types. Sports-
independent, sports-dependent, and cross-sports approaches are applied over the time-
varying features, to detect interesting and not-interesting states of viewers. This 
experiment verifies the feasibility of the proposed GMM-based generic viewer interest 
detection model in different types of sports videos. GMM-based method has been used in 
previous work for emotion detection and found outperforming traditional classifiers 
(discussed in Section 2.4). 
An effective fusion of multimodal viewer interest signals has not been fully applied for 
detecting interesting sports video segments, as current approaches (e.g., [142, 143]) have 
mainly used content-based features for that. Existing work, which has applied a 
combination of viewer interest signals, used either visual or physiological modalities [56, 
60, 87]. This experiment adopts a Naïve Bayes combiner to implement a decision fusion 
using the classification labels obtained using the proposed GMM-based classification 
model. The performance of the fusion is then cross-compared with the performances from 
facial expression and heart rate modalities. This work has been published:  
Chakraborty, P.R., Tjondronegoro, D., Zhang, L. and Chandran, V., 2016, June. Automatic 
Identification of Sports Video Highlights using Viewer Interest Features. In Proceedings 
of the 2016 ACM on International Conference on Multimedia Retrieval (pp. 55-62). ACM 
[101].  
The main research aim of this study is to verify the feasibility of a type-general classifier 
to classify viewer interest using viewers’ facial expressions and heart rates. The specific 
research objectives are as follows: 
(1) To investigate any potential statistical difference and subject dependence in the 
distributions of the facial expression and heart rate features. 
(2) To identify features that can effectively capture the statistical differences in their 
distributions. 
(3) To apply cross-sports, sports-general, and sports-specific classification approaches for 
viewer interest classification over facial expression and heart rate features. 
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(4) To investigate if a fusion of facial expression and heart rate features would perform 
better.  
The following sections discuss the experimentation of the current study, including data, 
ground truth design, experiment procedure, and results of the experiment. Figure 5.1 
presents the experimentation framework, a revised version of the overall system 
framework presented in Figure 3.1. Input signals and processes used in this experiment are 
marked with bold font and blue colour. Overall, the experiment described in this chapter 
utilises facial expression and heart rate (beats-per-minute) data as well as applying pre-
processing, feature extraction and selection, classification, and decision fusion methods.  
 
Figure 5.1: Experimentation framework for viewer interest classification (a revised framework 
from Figure 3.1 to adopt this current experiment); input signals and processes that are marked 
(bold font and blue colour) are used in this current experiment for classifying viewer interest 
features   
 
5.1 Data 
 
The experiment described in this chapter utilises the data collected from 12 subjects in 
response to 5 sports stimuli. The detail of the user study is discussed in Section 4.2. The 
duration of the clips are maintained at between 9 and 20 minutes. The clips are obtained 
from 5 popular international soccer and tennis leagues (refer to Section 4.1.1). The facial 
expression and heart rate data are collected using a video camera and two heart rate 
sensors (i.e., Mio Alpha and Polar H7). In terms of the heart rate, this experiment uses 
only the beats-per-minute data recorded with the Mio Alpha sensor. The sampling rate of 
the facial expression and heart rate data are 25 frames-per-seconds and 1/3 Hz.       
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5.2 Ground Truth Design 
 
A subject-independent and a subject-dependent ground truth have been designed. The 
classification approaches (applied in this experiment) use the subject-independent ground 
truth to verify their generalisability. The subject-dependent ground truth is used in the 
statistical distribution analysis since the tests are conducted for each subject. The temporal 
misalignments of the annotated segments are corrected by manually adjusting the starts 
and ends according to the play-break segmentation. In the subject-independent ground 
truth, each segment from a soccer or tennis clip is marked as interesting if more than 50% 
of subjects agree through their feedback. Segments that do not fulfil this criterion are 
labelled as non-interesting. By contrast, the subject-dependent ground truth includes 
segments which are annotated and rated (as interesting) by each individual subject. The 
starting and ending time indices of all these segments are stored, along with their 
respective labels, as ground truth.  
 
5.3 Difference in Distributions of Viewer Interest Features 
 
This section explains the proposed methods for feature extraction and statistical validation. 
A summary of all extracted features from facial expression and heart rate data is provided 
in Table 5.1. Features are extracted from the recorded data and statistical hypothesis tests 
are conducted to validate whether the features are varying across two types of sports. 
Three separate classification approaches (i.e., sports-specific, cross-sports, sports-
independent) are introduced to verify the generalizability of the features. The classification 
labels are fused using a Naïve Bayes combiner to check whether fusion can perform better 
than using a single label. 
 
5.3.1 Facial Expression Features 
 
Features from facial expression signals are obtained from the outputs of the facial 
expression recognition (FER) system described in [30]. As discussed in Section 3.2.1, the 
FER system is trained with non-lab-based data from TV, news, and World Wide Web. 
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This system detects the facial region with a Viola-Jones face detector and extracts facial 
landmark points using a multi-view active shape model tracker. Scale-invariant feature 
transform (SIFT) features are extracted from detected face regions and dimensionally 
reduced with the minimum redundancy maximum relevance algorithm.  SIFT features are 
subsequently fused with geometric features. A SVM classifier then predicts the fused 
features into one of the three emotion categories, namely, positive, negative or neutral, 
where basic emotions like happiness and surprise constitute positive while fear, sadness, 
and anger are combined into negative. 
Four features acquired from FER (Feat1-Feat4) are the intensity scores for positive (POS), 
negative (NEG), non-neutral (NNEU), and neutral (NEU) categories. Positive, negative, 
and neutral scores are directly obtained from the output of FER, which is a frame-by-frame 
probabilistic emotion intensity score for each of the three emotion categories (i.e., 
PPOS,NEG,NEU). Each of these scores varies between [0, 1] and their sum equals to 1 (i.e., 
PPOS + PNEG + PNEU = 1). The FER output can be represented as a two-dimensional 
intensity score signal of time (discrete as frame numbers). A non-neural probabilistic score 
(i.e., PNNEU) for each frame is computed by taking the maximum of positive or negative 
scores, where non-neutral means facial expression which is not neutral. It indicates the 
maximum emotional (regardless of positive or negative) responses of a viewer to the video 
content. There may be cases of dropped frame when the ASM tracker in FER system 
cannot track the face, due to, for example face movement and eye closure. The intensity 
values for the missing frames are obtained using linear interpolation of the intensity scores 
from two neighbouring frames. The mean and standard deviation of the total number of 
observations are 21144 and 7244 for five clips. 
 
5.3.2 Heart Rate Features 
 
The usefulness of the time-domain and frequency-domain features of the heart rate signal, 
such as heart rate reading, maximum, derivative, standard deviation, and gradient of heart 
rate, as well as energy from high and low frequency bands, has been proved by previous 
work [8, 43, 60]. This study computes five heart rate features (Feat6-Feat10), including 
time-derivative, local maxima, variance, gradient, and low-frequency band energy, using a 
feature extraction algorithm from [80]. Raw heart rate (beats-per-minute) data is 
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normalised by mean subtraction and then smoothed by a 9-second moving average low-
pass filter. Since the heart rate sampling rate is 1/3 Hz, it is observed that a window 
smaller than 9 seconds includes less than 4 heart rate observations, which would be 
insufficient to capture the time varying information. This window length is also not large 
enough where the state of interest can change. Therefore, a 9-second sliding window is 
used for heart rate feature extraction.  
For estimating the time derivative, the first order numerical approximation is used as the 
difference between adjacent time samples, and its absolute value is averaged over the 
entire window, using equation 5.1. Here, [hri, …, hri+3] are any four consecutive heart rate 
observations within the sliding window (i.e., [ti, …, ti+3]) at a particular point of time. The 
local maxima and variance are also estimated over each sliding window. The gradient is 
calculated as the average of a series of directional values for an increasing order of heart 
rate observations, as shown in equation 5.2. Energy in the low frequency band (0.04-0.15 
Hz) and the high frequency band (0.15-0.40 Hz) is indicative of sympathetic modulation 
and excitement [43]. The energy is computed by applying a band-pass filter with 
passbands between 0.04 and 0.15 Hz over the heart rate samples. Energy from the low-
frequency band only is computed, due to the low sampling rate (1/3 Hz) of heart rate 
signals. The mean and the standard deviation of the number of observations are 284 and 97 
for the five clips, respectively.  
derivative = )it3it/(
3i
i
|ihr3ihr| −+∑
+
−+   (5.1) 
gradient = |}3i,..,i{/}3ihr,..,ihr{| +δ+δµ   (5.2) 
Table 5.1: Features extracted from facial expression and heart rate data 
Modality Features Description 
Facial 
expression 
Feat1 - Feat4 
Intensity scores for positive, negative, non-
neutral (i.e., not neutral), and neutral emotion 
categories 
Heart rate 
Feat5 
Normalized heart rate readings in beats-per-
minute 
Feat6 - Feat10 
Derivative (Rate-of-change), local maxima, 
variance, gradient, energy in low frequency band 
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5.3.3 Statistical Hypothesis Test 
 
The extracted features are expected to be different across both sports types. To investigate 
this, statistical hypothesis tests are conducted for each subject over facial expression and 
heart rate features obtained from the 9 common subjects. Four facial expressions and heart 
rate features are manually selected for the hypothesis test, including intensity scores of 
positive, negative, non-neutral emotion categories (Feat1- Feat3) and heart rate readings in 
beats-per-minute (Feat5). Neutral scores are not used since they are expected to have less 
correlation with viewer interest. The selected facial expression and heart rate features are 
smoothed using a moving average low-pass filter respectively of 5-second and 9-second 
spans to eliminate rapid fluctuation and over-smoothing. 
 
Figure 5.2: Schematic representation of the data selection procedure for the hypothesis test where 
XS and XT are the response data for soccer clip, clipS and tennis clip, clipT 
 
The hypothesis test is conducted over a subset of observations from each of the four 
selected features, which incorporate the interests of individual subjects. The selection of 
the observations is essential since the hypothesis is supposed to be conducted over viewer 
87 
 
interest data. The observations are selected based on subject-dependent ground truth 
(introduced in Section 5.3). This ground truth includes time indices of segment that are 
annotated (or rated) as interesting and are thus useful for selecting the desired 
observations. The lengths of these ground truth segments are not identical. Figure 5.2 
illustrates how the observations are selected and combined into samples over which a 
hypothesis test is conducted. Let XS and XT be any feature from [Feat1, Feat2, Feat3, 
Feat5] of a random subject for a soccer clip (clipS) and tennis clip (clipT). The time 
stamped observations can be temporally aligned, along with the time indices in ground 
truth. The sampling rate of the heart rate signal is different from stimuli frame rate and an 
additional mapping is obtained to select heart rate observations. Observations which lie 
between the time window of the starting and ending time indices are selected. The selected 
observations are combined into two samples, say XSʹ and XTʹ, where XSʹ ⊂ XS and XTʹ ⊂ 
XT. A Lilliefors test is done prior to the hypothesis test to confirm that the sample data do 
not have a normal distribution. A two-sided Wilcoxon rank sum (WRS) hypothesis test 
[144] is then conducted over XSʹ and XTʹ (i.e., TEST (XSʹ, XTʹ)) to validate the differences 
in the distributions of viewer interest data. The WRS test is performed with the null 
hypothesis that “two data samples come from the same population”. The significance level 
α is set to 0.05. One outcome of the test is p-value, which indicates the significance of the 
test result. The other outcome is h = [0, 1], which indicates the acceptance (0) or rejection 
(1) of the null hypothesis. The lengths of XSʹ and XTʹ do not need to be the same for this 
test. 
The hypothesis tests are conducted in 6 combinations between the samples obtained from 
the 3 soccer and 2 tennis clips. Therefore, for each of the four features [Feat1, Feat2, Feat3, 
Feat5], the total number of trials on 9 subjects’ data is 54. The mean sample sizes for five 
clips are 12.75%, 15.84%, 22.89%, 40%, and 26% of the total number of observations 
respectively. Besides p-value and h, additional statistics including the mean, standard 
deviation, skewness, and kurtosis are computed in each test. These statistics are computed 
to verify the test results. 
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5.3.4 Results of Statistical Variation in Viewer Interest 
 
According to the WRS test results, the null hypothesis is rejected with a significantly low 
p-value (i.e., p < α = 0.05) in most cases (FE: 91%, HR: 100% cases). A p-value less than 
α indicates the rejection of the null hypothesis with a significant low value, and 
subsequently suggests that significant statistical difference exists between the two data 
samples. Figure 5.3 illustrates the scatter plots of all the p-values computed from the 54 
hypothesis tests conducted for the POS, NEG, and NNEU scores, sorted according to 
subject id and test id. For example, tests 1-9 contain results for subjects 1-9; tests 10-18 
contain results for subjects 1-9 and so on. The figure demonstrates significant statistical 
variations in the distributions of the features across two sports types.  
 
Figure 5.3: The p-values of 54 hypothesis tests on the distributions of (a) POS; (b) NEG; and (c) 
NNEU scores of facial expression samples. Cases where the null hypothesis is accepted with p-
values > 0.05 are circled in red 
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 However, in a few cases (circled in red colour), the distributions of the features are found 
not to be statistically different, since the p-value is higher than 0.05. In all of these cases, 
the subject is not a sports fan and/or does not enjoy watching the clip (id: 1, 4, 9, marked 
as ‘-’). This might be the reason why the data from these subjects do not constitute 
distinguishable distributions of interest. All other subjects are fans of either/both sports. 
This suggests that the subjective preference and profile have influence over viewer interest 
distributions. To investigate by which property most of the distributions differ, the mean, 
standard deviation, skewness, and kurtosis are computed for each test. It has not been 
investigated in this particular experiment if length of the interesting segments has any 
influence over this statistical difference. The method used for WRS test is independent of 
the sizes of the two samples.       
Mean and Standard Deviation: The means of the distributions have relatively small 
differences across the two sports types. For soccer clips, the means of the POS, NEG, and 
NNEU scores range between 24% and 46%, while for tennis clips, the means are varying 
from 23% to 41% of the sample values. The difference is higher for HR (beats-per-minute) 
samples. The means for HR across soccer and tennis clips vary between 4.7% and 5%, 
between 7% and 7.6% respectively. The standard deviations appear to be about 53% to 
75% of the means. The mean varies from subject to subject and the overall mean for tennis 
clips is higher than for soccer clips. Subjects who are not sports fans tend to have smaller 
means. Since the means are found to be not statistically significantly different across two 
sports, higher order statistical moments of the distribution are computed to extract 
additional information. 
Skewness: The distributions are found reversely skewed across soccer and tennis clips in a 
majority (59%) of cases, which suggests that the distributions of the samples differ in 
asymmetry. Figure 5.4 (a) illustrates the histogram plots of the skewness values of POS, 
NEG, NNEU, and HR (beats-per-minute) samples. The NNEU scores are less different in 
asymmetry across soccer and tennis (left skewed in 70% of cases). The differences are 
more evident in POS, NEG, and HR samples. The POS and NEG scores are right skewed 
in 81% and 47% cases for soccer and tennis respectively. The majority of the HR samples 
are found left skewed for soccer (55% cases), but they are right skewed for tennis (60% 
cases). The HR samples are found closer to a normal form, regardless of the sports types. 
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Overall, the distributions for soccer clips are found right skewed (skewness > 0) in 54% 
cases, while distributions for tennis clips are found left skewed (skewness < 0) in 51% 
cases. Average skewness is found higher for soccer than for tennis clips. 
  
(a) (b) 
Figure 5.4: Histogram plots of (a) skewness and (b) kurtosis for the samples of POS, NEG, NNEU 
scores and HR (bpm). The X axis represents the bins of the distribution and the Y axis represents 
the total number of samples those belong to each bin    
Kurtosis: The kurtosis values across two sports types are found statistically different in 
61% cases. Figure 5.3 (b) presents the histogram plots of the kurtosis values for POS, 
NEG, NNEU, and HR (beats-per- minute) samples for soccer and tennis. The histogram 
plot of HR samples depicts that most of the kurtosis values are less than three, which 
indicates flatter distributions for both sports. Overall, the distributions for both sports types 
are flatter in the majority of cases (soccer: 72% cases, tennis: 74% cases). Mean kurtosis 
for soccer is higher than that for tennis. The absolute difference between kurtosis values 
for both sports types varies between 1.7 and 3.95.  
In summary, viewer interest data vary across different sports types and they depend on the 
subjective profile. The statistical differences in viewer interest data are apparent through 
higher order statistics like skewness and kurtosis rather than through mean and standard 
deviation. Therefore, higher order statistics are expected to be useful in the detection. 
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5.4 Viewer Interest Detection 
 
As statistical differences can be found in the distributions of viewer interest data across 
different sports types (discussed in Section 5.3), this section verifies whether a viewer 
interest detection model needs to be sports-specific. This section focuses on the 
classification methods to use GMM models for classifying viewer interest to detect sports 
video highlights and subsequently to verify the generalizability of the models. GMM, well  
known for its non-parametric modelling capability in the supervised learning environment, 
has been proved useful in estimating interest from music and music video, using content-
based features [96, 97]. The classification is conducted separately in identical manner for 
the facial expression and heart rate modalities. Two facial expression features and three 
heart rate features are manually selected and concatenated for classification. The non-
neutral and neutral scores from facial expression [Feat3, Feat4] are selected, since non-
neutral scores combine both positive and negative scores, and thus reduce subjective bias. 
Three heart rate features, derivative, local maxima, and energy [Feat6, Feat7, Feat10], are 
selected for classification, due to the high correlation of variance and gradient with 
derivative (r = 0.83, 0.97). These five features are further normalized using z-score 
standardization prior to classification. A principle component analysis is applied to reduce 
data dependency. The dimensionality is reduced by separately taking the first (n-1) 
principle components obtained from facial expression and heart rate features, where n is 
the number of selected features from each modality (i.e., n = 2 for facial expression, n = 3 
for heart rate). The selected (n-1) principle components are further used as features in 
viewer interest classification.   
For testing generalizability, this study investigates whether a model trained with soccer 
data (i.e., features) would perform well for tennis data and vice-versa. This is also 
investigated how well a model trained with both soccer and tennis data would perform 
against data from each of them. Table 5.2 shows how data for two sports types are utilised 
to conduct training and testing as well as the cross-validation methods applied. The table 
also illustrates the number of observations for each classification approach and each 
modality (i.e., facial expression, heart rate). 
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Table 5.2: Strategies to separate features into training-testing sets and to cross-validate. Means of 
the number of observations used in each case for facial expression (FE) and heart rate (HR) are 
included   
Classificati
on 
Approach 
Training Data 
Training 
Data Size 
(mean) 
Testing Data 
Testing 
Data Size 
(mean) 
Cross-
validation 
Sports-specific Soccer (or Tennis) 
FE: 673394, 
HR: 8946  
Same sports as 
training 
FE: 21144, HR: 
281 
Leave-one-
viewer-out 
Cross-sports Soccer 
FE: 935364, 
HR: 12445  
Tennis 
FE: 166650, 
HR: 2199 
Subject-dependent 
Sports-
independent 
Soccer + Tennis 
FE: 1247520, 
HR: 16562 
Soccer (or 
Tennis) 
FE: 21144, HR: 
281 
Leave-one-
viewer-out 
 
5.4.1 Cross-validation 
 
Training and testing data are split using the sports-specific, cross-sports, and sports-
independent approaches (see Table 5.5). The approaches are identical for facial expression 
and heart rate features. Totally, 60 sets of facial expression and 60 sets of heart rate 
features are obtained from the response data of 12 subjects for 5 clips. Let Yk be an 
augmented feature vector that contains features from all 12 subjects for the kth clip, k = {1, 
2, 3, 4, 5}. And Yk is defined as {y1, …, y12}, where yi designates the ith subject’s 
features. When only ‘feature’ is denoted, it is generic and applicable to both facial 
expression and heart rate features. 
Sports-specific Approach: Both training and testing are done with the same sports type 
(i.e., soccer vs soccer and tennis vs tennis) in this approach. Clip-wise, leave-one-viewer-
out cross-validation is applied and iterated for each subject. For example, for each soccer 
clip, the testing and training data sets are distributed as yi : (⋃ Yk) − yi3k=1 , where yi is a 
feature from a random subject’s data for that clip and k denotes ids {1, 2, 3} of three 
soccer clips. The ‘⋃’ symbol indicates the combination of the features from all subjects’ 
data for the soccer clips. For tennis clips, the approach is identical, except k = {4, 5}. 
Cross-specific Approach: The generalisability of a classification model is tested by 
training it with soccer data and testing it against tennis data, in a subject-wise manner. By 
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subject-wise, it is meant that each subject’s tennis data was tested against soccer data from 
all subjects. For example, for each tennis clip, each subject’s feature data for that clip is 
used for testing and feature data from soccer clips from all subjects (i.e., ⋃ Yk3k=1 ) are used 
for training. 
Sports-independent Approach: A model is trained with both soccer and tennis data and 
tested against each of them individually. A clip-wise leave-one-viewer-out cross-validation 
is utilised. For each of the five clips, each subject’s feature data (i.e., yi) is used for testing, 
while the rest feature data (i.e., (⋃ Yk) − yi5k=1 ) are used for training the classification 
model. This method is iterated for each subject. 
 
5.4.2 Classification Procedure 
 
Let TR and TS be the dataset splits for training and testing respectively, using the cross-
validation approaches described in Section 5.4.1. The labels of the features are obtained by 
a temporal mapping with the time indices of ground truth (described in Section 5.2). The 
goal here is to examine whether viewer interest can be classified (with the approaches in 
Table 6.2) from facial expression and heart rate features. The labels of the time indices are 
thus utilised to label the features and separate them into ‘interesting’ and ‘not-interesting’ 
subsets for training {TRI, TRNI} and testing {TSI, TSNI}. Two GMMs, γI, γNI, are trained 
with the ‘interesting’ and ‘not-interesting’ training data (i.e., TRI, TRNI) respectively using 
equations 5.3 and 5.4. The optimum number of components for each GMM is computed 
using Akaike Information Criteria (AIC). 
γI =  ∑ wjd(TRI| µj,∑ j)cj=1   (5.3) 
γNI =  ∑ wjd(TRNI| µj,∑ j)cj=1  (5.4) 
where wj is the weight of the mixture and d is the Gaussian density. In the testing phase, 
each ‘interesting’ and ‘not-interesting’ feature subset from a subject (i.e., TSI or TSNI) is 
then cross-compared against the two GMMs. Each time, a posterior probability and a 
likelihood score are computed as outputs. The label of that particular feature subset is 
obtained based on the label of the GMM, which produces a higher likelihood score. 
Testing is done in a clip-wise manner. 
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 5.4.3 Decision Fusion 
 
A decision-level fusion technique over the classification labels for facial expression and 
heart rate features is applied, to test the hypothesis that fusion of facial expression and 
heart rate would perform better than using each individually. A Naïve Bayes combiner is 
used to fuse the labels as described in [104]. The Naïve Bayes combiner is a Bayesian 
Classifier Combination (BCC) technique which assumes that the classifiers are mutually 
independent and it utilizes probability scores. Independent BCC is found outperforming 
the dependent BCC and the majority voting approaches [145, 146]. Two c×c (c = 2, for 
binary classes) confusion matrices for facial expression (CMFE) and heart rate (CMHR) 
are computed, using the computed labels obtained in the classification phase. The suffixes 
stand for facial expression and heart rate respectively. Consider, N1 and N2 are the 
numbers of interesting and non-interesting segments respectively in a particular clip. If Si,j 
is the number of segments for which the true label is i but assigned as label j in the (facial 
expression or heart rate) classification phase, each entry of the confusion matrix 
CM{FE,HR}(i, j) is computed using equation 5.6. 
        CM{FE,HR}(i, j) = (Si,j + (1 / c)) / (Ni + 1)  (5.5) 
 
A Naïve Bayes combiner combines labels using the confusion matrices. For each segment 
(interesting or not-interesting) and for each class, a posterior probability is computed based 
on CM{FE,HR} and Nk={1,2}. The label with the maximum posterior probability is used as the 
final fused label. 
 
5.4.4 Detection Performance 
 
The precision, recall, and F1-scores are computed for each subject, further averaged over 
all subjects for each clip, and reported as the precision rate (PR), recall rate (RR), and 
accuracy in Table 5.3. The accuracy (i.e., F1-score) has been computed as 
2×(PR×RR)/(PR+RR). The sizes of the comparisons for computing precision-recall are 
252 for clip1, clip2, clip5 and 204 for clip3, clip4. These numbers represent the total 
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number of comparisons (i.e., tests) for all subjects in a clip-wise manner. The performance 
measures have been done for each clip to inspect any possible stimuli dependence in 
classification results. 
The sports-specific approach yields higher performance than the cross-sports and sports-
independent approaches. The means and standard deviations of the F1-score rates are, 
respectively, 53% and 13% for sports-specific; 44% and 10% for cross-sports; 41% and 
17% for sports-independent. The marginal difference between the overall accuracies of 
sports-independent and cross-sports approaches is small. Fusion achieves higher precision 
and accuracy than FE and HR in general. The standard deviations of the precision, recall 
and F1-score rates range between 7% and 31%, which suggests non-uniform variations 
across subjects and clips. Clip-wise and subject-wise (i.e., subject-dependent) variations 
are expected, due to differences in event characteristics (across clips) and subject 
demographics. 
 
Table 5.3: Clip-wise precision-rates (PR), recall-rates (RR), and accuracy (F1-score in %) of 
sports-specific, sports-independent, and cross-sports classification models for FE, HR, and their 
fusion 
  Soccer Tennis 
  Sports-specific 
Sports-
independent 
Sports-specific 
Sports-
independent 
Cross-sports 
  clip1 clip2 clip3 clip1 clip2 clip3 clip4 clip5 clip4 clip5 clip4 clip5 
FE 
PR 57 48 51 58 49 52 50 51 36 50 52 56 
RR 66 52 50 64 55 59 64 59 63 65 67 53 
F1 61 50 50 61 52 55 56 55 46 57 59 54 
HR 
PR 51 41 30 48 41 50 49 48 11 35 46 53 
RR 34 25 11 17 15 19 58 34 9 12 65 21 
F1 41 31 16 25 22 28 53 40 10 18 54 30 
FUSIO
N 
PR 64 63 54 72 59 61 61 53 47 53 52 64 
RR 69 54 51 52 41 28 65 68 38 55 36 38 
F1 66 58 52 60 48 38 63 60 42 54 43 48 
  
Table 5.3 depicts clip-wise F1-scores computed (in %) in three approaches for FE, HR, 
and their fusion. The sports-specific approach outperforms the other two approaches in 
terms of individual modality as well. Overall, FE, HR, and fusion achieve higher accuracy 
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in sports-specific (mean accuracy - FE 55%, HR 39%, fusion 60.4%) approach than 
sports-independent (mean accuracy: FE 52.3%, HR 20.6%, fusion 48.4%) and cross-sports 
(mean accuracy: FE 53.5%, HR 37%, fusion 45.5%) approaches. The statistical difference 
in the accuracy results obtained from the three classification approaches is further analysed 
with a WRS test (similar to as described in Section 5.3.3). The WRS tests are conducted 
on F1-scores obtained from facial expression and heart rate separately. For each modality, 
three WRS tests are conducted as sports-specific vs sports-independent, sports-specific vs 
cross-sports, and sports-independent vs cross-sports with a significance level, α = 0.05. 
Significant statistical difference is found between the F1-scores obtained from sports-
specific and sports-independent approaches for heart rate features (p-value = 0). Similar 
statistical difference is found between the F1-scores obtained in sports-specific and cross-
sports approaches for heart rate features. For facial expression features, the statistical 
difference is not found significant.          
Fusion of FE and HR has higher accuracy than each of them in sports-specific approach. 
In contrast, FE achieves higher accuracy than HR and fusion in sports-independent and 
cross-sports approaches, due to low performance of HR. Table 5.3 also contains clip-wise 
precision and recall rates for the three classification approaches. FE has higher precision 
and recall than HR in general. Fusion has higher precision and recall than FE and HR for 
sports-specific models, while for sports-independent and cross-sports models, fusion has 
higher precision only. Results from sports-independent and cross-sports models suggest 
that FE produces overall higher recall than HR and fusion. In these cases, lower 
performance of HR features influences the overall performance of fusion. The results 
suggest that the overall classification performance does not increase in the sports-
independent approach and the cross-sports model performs poorer compared to the sports-
specific approach. This is expected, as a statistically significant difference is found in the 
distributions of the viewers across soccer and tennis clips. 
 
5.5 Discussion 
 
This study uses long-duration video stimuli (compared to existing work) to maintain a 
consistent subjective attention. The distributions of viewer interest data vary significantly 
between soccer and tennis clips, except for those who are not sports fans and/or did not 
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enjoy watching. A demonstration of a significant statistical difference (p < 0.05) in the 
distributions of viewer interest data in soccer compared to tennis has been represented. 
This also confirms that subjective profile and preference have a strong influence on both 
viewer’s experience and the distributions of viewer interest features (addresses research 
objective 1). The distributions are different in higher order statistics like skewness and 
kurtosis but not in the mean or the standard deviation. This suggests that the difference is 
subtle, which the first order statistics fail to extract (addresses research objective 2). 
Overall classification results demonstrate that a generic classifier is less robust compared 
to sports-specific models, due to the demonstrated statistical differences in distributions. 
This addresses our hypothesis of this study regarding the feasibility of a type-general 
detection model. The proposed model integrates sports-specific and sports-independent 
approaches for detecting video segments, which would be of potential interest to 
individual viewers. Overall, the approaches achieve 52% to 64% accuracy, demonstrating 
that sports-specific approach gets better performance. The sports-independent (F1: 
41±17%) and cross-sports (F1: 44±10%) models have a similar range of accuracies 
(addresses research objective 3). This also suggests the influence of statistical differences 
in viewer interest data. Significant statistical difference has been found between the 
accuracy results of sports-specific and sports-independent as well as sports-specific and 
cross-sports approaches. It is also evident that fusion of facial expression and heart rate 
performs better than each of them individually, which is expected. However, in a few 
cases facial expression outperforms fusion, since the heart rate signal is performing low. 
Heart rate generally has lower accuracy in generic models, compared to sports-specific 
models, which suggests that heart rate is more sensitive to content than facial expression 
(addresses research objective 4). 
 
5.6 Conclusion 
 
This study demonstrates the existence of differences in viewer interest across different 
sports. The statistical differences in viewer interest distributions are more evident in higher 
order statistics and are found to be sensitive to the subjective profiles. This work also 
validates the feasibility of training a general classifier for highlighting viewer interests in 
sports videos. However due to the significant statistical differences in the collective viewer 
interest across different sports, a domain-specific classifier appears to be more effective. 
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The experimental results confirmed that sports-specific models perform better (F1: 
53±13%) than sports-independent (F1: 41±17%) and cross-sports (F1: 44±10%) models. 
Future study will involve more participants, full-length clips, higher accuracy heart rate 
sensor, and more sophisticated features, in order to improve the performance of the 
classification models. 
This study attempts to generalise the viewer interest detection using the proposed 
classification approaches applied over the viewer interest features. A general model that 
would work across two sports genres has been tested. Though tested with a small dataset, 
the approach can be extended with more data with similar kind. The sports genres used are 
different in nature and are suitable to verify any subject and stimuli dependence. The 
sports events used are less structured and thus are suitable to verify if the model works for 
unstructured sports events (beyond highlight events). The study discussed in the next 
chapter attempts to further generalise the viewer interest detection with movie and sports 
stimuli. Movie and sports are different in term of content and temporal structure. Viewer 
interest features, which contain statistically different distributions, are investigated in that 
study.   
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CHAPTER 6: VIEWER INTEREST DETECTION IN 
SPORTS AND MOVIE 
 
The study discussed in the last chapter demonstrates the feasibility of a universal (viewer 
interest) detection model with two sports types. The study described in this chapter 
examines viewer responses, collected in response to movie and sports stimuli. It tests the 
feasibility of viewer interest detection that is more generalised across different video 
domains. Detecting interest in movie is more challenging due to more subject dependence 
and less structure in events (compared to sports). A viewer interest detection model trained 
with movie and sports data is expected to be more robust across persons and video 
domains. This study investigates visual eye gaze data to see if this modality adds 
additional information in viewer interest detection.   
The subject dependency is expected more due to different movie genres. The statistical 
similarity and difference in the distributions of the viewer interest features are therefore 
more complex in this case. This study conducts statistical tests, similar to those in the 
previous chapter, across data collected in response to different movie genres. To test the 
performance of the general detection model, cross-domain and within-domain 
(classification) approaches have been applied over sports and movie data. In the cross-
domain approach, a detection model trained with sports data is tested against movie data 
and vice versa. In the within-domain approach, a detection model trained with movie data 
is tested against movie data. These two classification approaches help to understand any 
potential influence of the characteristics of the stimuli (e.g., length, type) in detection 
performance.  
Apart from facial expression and heart rate responses, attention and interest expression are 
important components of viewer interest. Visual engagement and attention are useful to 
measure a viewer’s experience in a viewing context. Interest expression of face combines 
both of them. However, interest expression is subtle and challenging to detect, as a number 
of its facial cues are common with other emotions including surprise and happy. A 
combination of cues from different parts of our face (i.e., eye, mouth, cheek) is useful in 
detection of interest expression. The experiment described in this section demonstrates a 
classification approach using a number of visual features to detect interest expression from 
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facial videos. The hypothesis here is that interest expression of face can be classified using 
a number of interest expression features. An extension of this study investigates the 
correspondence of interest with positive and negative emotions.  
The main research aim investigated in this study is enhancing the generalisability of the 
(viewer interest) classification model with movie and sports stimuli. A secondary research 
aim is testing the usefulness of visual eye gaze in detecting interest expression. The 
research objectives are as follows: 
(1) To test the feasibility of a domain-specific model trained with sports data against 
movie data in detecting viewer interest and vice versa. 
(1) To investigate detection (i.e., classification) of interest expression using attention and 
engagement features extracted from eye, mouth, cheek, and head. 
(2) To verify that interest corresponds with positive and negative emotions. 
 
6.1 Study with Movie Stimuli 
 
This study records facial expression and heart rate data when subjects are watching movie 
clips. Facial expression and heart rate data are recorded using the same RGB video camera 
(used before) and two heart rate sensors. The Polar H7 and (wrist-based) Empatica E4 are 
used to record heart rate data. The Empatica E4 has a higher sampling rate (1 Hz) than the 
Mio Alpha (1/3 Hz). The experimental setup is similar (discussed in Section 4.2.2) to the 
sports study, which involves a 22-inch high definition monitor and a comfortable 
revolving chair for the subjects to sit on. The distance between the monitor screen and 
subjects is kept as 80 to 90 cm. 
 
6.1.1 Participants 
 
A total of 20 subjects (16 male, 4 female) are recruited with their signed consents to attend 
this user study. Subjects’ ages vary between 21 and 30. All are university students/staff 
and 10 of them had attended the user study with sports stimuli. A pre-screening is 
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conducted to ensure that the stimuli clips are unfamiliar to the subjects as well as that no 
subject has any eye or heart condition. The pre-screening also ensures that the recruited 
subjects watch movie on a regular basis. 
 
6.1.2 Movie Stimuli 
 
A total of 20 movie clips have been obtained from two public datasets (MAHNOB-HCI 
[114], LIRIS-ACCEDE [116]) and YouTube. Refer to Sections 2.7.1 and 2.7.2 for the 
detail of the two public datasets used as stimuli source. Out of 20 stimuli clips, 8 are 
selected from MAHNOB-HCI, 5 are selected from LIRIS-ACCEDE, and the remaining 7 
are obtained from YouTube. The durations of these 20 clips vary between 25 and 112 
seconds (mean: 68.25 seconds, standard deviation: 43.66 seconds). Following subsections 
discuss how the clips are selected from the three sources using experiments and manual 
selection. For MAHNOB-HCI and LIRIS-ACCEDE, the selected clips using experiments 
are manually observed to confirm their suitability to induce the expected emotions.    
 
Figure 6.1: Histogram plot of 13 emotion tags (0-12) (Table 6.1 has detail) for each of the 20 clips 
of MAHNOB-HCI. Y axis stands for the number of occurrences of each emotion tag and clip id (1 
- 20), X axis stands for the emotion tag id (0-12) 
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Stimuli Selection: The MAHNOB-HCI dataset contains emotion tags as well as valence 
and arousal scores collected as ground truth from 27 participants for each of the 20 video 
clips. Both emotion tags and the valence-arousal scores are utilised to select the clips from 
the MAHNOB-HCI dataset. Firstly, the emotion tags from the dataset have been used to 
compute histogram plots (Figure 6.1) for each clip. Each of these histogram plots 
illustrates the number of occurrences of the 13 emotion tags for a particular clip. The 
emotion tag that received the maximum number of occurrences for a particular clip can be 
represented as the ‘dominant emotion’ for that clip. For example, it can be implied that 
clip15 is a neutral clip as it has the maximum number of emotion tags in the neutral 
category. Each of the 20 clips has been categorised using the computed dominant emotion 
tags, based on some emotions including happiness, sadness, fear, and disgust, which are 
more common positive and negative emotion categories.  
 
Figure 6.2: Valence and arousal values for each clip in the MAHNOB-HCI dataset. Each ellipse’s 
centre is the mean and radius is the standard deviation of arousal and valence values respectively 
for X and Y axes. Clip ids (1-20) are marked at the centre of each clip. 
 
Secondly, the valence-arousal annotations (on a 9-point scale) are utilised to plot an ellipse 
for each of the 20 clips, where each ellipse represents each clip (Figure 6.2). The Figure 
6.2 is produced using similar concept of Figure 3 in [49]. Each ellipse has been plotted into 
an arousal vs valence space where the centre of each ellipse has been plotted using the 
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means of valence and arousal scores for that clip. Standard deviations of the arousal and 
valence scores are used as the radiuses of the ellipse in X and Y axes. Mean and standard 
deviations of valence and arousal scores for each clip of have been computed from 
annotated valence-arousal scores of the participants. The primarily categorized clips from 
the emotion tags are filtered, based on position and size of the plotted ellipses. If a 
particular emotion has been found to be dominant for more than one clip, the clip with the 
maximum valence and arousal scores has been selected. Following these procedures, a 
total of 8 clips have been manually selected from the MAHNOB-HCI dataset.          
 
The LIRIS-ACCEDE dataset contains 9800 short clips, the length of which varies between 
8 and 12 seconds. The detail of this dataset is provided in Section 2.6.2. This dataset 
provides valence-arousal ranking and regressed valence-arousal values. The valence-
arousal values were reported with a 5-point manikin. To select clip from this dataset, these 
regressed valence-arousal values of 9800 clips have been clustered with a five component 
k-mean clustering algorithm. Figure 6.3 illustrates the clustered valence-arousal values, 
with 5 clusters of valence and arousal values which are plotted in a valence vs arousal 
space. Then 5 clips are manually selected based on the extreme values along the X 
(valence) and Y (arousal) axes. The categorical emotion tags for these 5 clips, 
approximated using the mean of the valence-arousal scores, are later confirmed by 
manually watching the clips. 
 
Figure 6.3: K-mean cluster plots of regressed valence-arousal values from LIRIS-ACCEDE dataset 
(K=5). The colours represent each separate cluster  
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The remaining 7 clips are manually obtained from YouTube. Movie clips are manually 
searched in happy, fear, and surprise categories. During searching, keywords and reviews, 
such as ‘the best horror scene’, ‘the best comedy scene’, have been used to finalize the 
selection of the clips from YouTube. The searching keywords are used to obtain the 
emotion tags for these YouTube clips. Each selected YouTube clip is then manually 
observed to confirm the obtained emotion tag for it. A full list of the 20 selected clips from 
MAHNOB-HCI, LIRIS-ACCEDE, and YouTube is presented in Table 6.1.  
Table 6.1: Details of source and duration of 20 stimuli used in this experiment 
Clip id Original clip name Source 
Duration (in 
min) 
Emotion tag 
1 80.avi MAHNOB-HCI 1:37 Happy 
2 ACCEDE00317.mp4 
LIRIS-
ACCEDE 
0:08 Happy 
3 58.avi MAHNOB-HCI 0:59 Happy 
4 ACCEDE00362.mp4 
LIRIS-
ACCEDE 
0:10 Happy 
5 The Kid YouTube 2:19 Happy 
6 The Great Dictator YouTube 1:48 Happy 
7 30.avi MAHNOB-HCI 1:11 Fear 
8 ACCEDE00911.mp4 
LIRIS-
ACCEDE 
0:09 Fear 
9 107.avi MAHNOB-HCI 0:35 Fear 
10 The Visit YouTube 1:05 Fear 
11 Insidious YouTube 2:14 Fear 
12 55.avi MAHNOB-HCI 1:17 Anger/ Fear 
13 ACCEDE00997.mp4 
LIRIS-
ACCEDE 
0:11 
Anger 
14 ACCEDE00912.mp4 
LIRIS-
ACCEDE 
0:08 
Anger 
15 111.avi MAHNOB-HCI 1:54 Sadness 
16 138.avi MAHNOB-HCI 1:57 Sadness 
17 Interestelar YouTube 1:25 Surprise 
18 Disturbia YouTube 1:07 Surprise 
19 Stand by Me YouTube 1:41 Disgust 
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20 69.avi MAHNOB-HCI 0:59 Disgust 
 
6.1.3 Data Collection Procedure 
 
Each of the 20 subjects is briefed about the procedure, interface, setup, and annotation 
scale. Following that, a 5-minute resting time is provided to each subject. The 20 movie 
clips are presented to each participant in the predefined order of the clip ids (i.e., 1 to 20). 
Figure 6.4 shows the detail of the experiment protocol. The clips are sorted happy-fear-
sadness-anger-disgust order (please refer to Table 6.1). The clips with a particular emotion 
type are sorted in a low-to-high intensity order. The intensity has been measured by 
manually observing the clips. A 2-minute blank clip between consecutive movie clips has 
been included to neutralise the subject’s response. In that 2 minutes gap, subjects are each 
asked to provide their feedback. Each subject has attended the study once. Each trial 
includes two main sessions – recording and feedback. The detail of these sessions is given 
as below:  
1. Recording: Facial video and heart rate are recorded while each subject is watching a 
movie clip. A video camera and two heart rate sensors (i.e., Empatica E4 and Polar H7) 
are used for recording purpose. The facial video is captured with 25 fps frame rate; the 
heart rate data are collected with 1 Hz sampling rate (for both heart rate sensors). 
2. Feedback: After each movie clip is played, a blank screen of 2 minutes duration is 
played to obtain feedbacks as well as to bring subject’s heart rate and facial response to the 
baseline level. In these 2 minutes, the subject rates the movie clip just seen in the first 
session. The rating includes a binary rating (1- interesting, 0 - not interesting); reporting of 
the felt emotion from seven category choices (neutral, happiness, fear, sadness, anger, 
surprise, disgust); two 5-point Likert scales (1 to 5) for valence and arousal scores. The 
scale ranges are from 1: unpleasant to 5: pleasant and from valence and 1: clam to 5: active 
for arousal. Feedback is obtained using a paper-based survey form.     
 
Figure 6.4: Data collection protocol for movie clips 
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6.2 Statistical Difference in Viewer Interest Features (Movie 
Data) 
 
The experiment discussed in this section verifies whether viewers’ heart rate and facial 
expression signals are statistically significantly different across movie clips that are tagged 
with different emotion labels (i.e., neutral, happiness, fear, sadness, anger, surprise, and 
disgust) and interest labels (interesting, not-interesting). This is crucial to understand the 
feasibility of a generic classification model that can classify viewer interest evoked in 
response to movie clips of different emotions. However, this experiment is confined to the 
statistical analysis. The heart rate and facial expression data have been collected from 20 
subjects in response to 20 movie stimuli clips. The data collection procedure for this 
experiment is described in Section 6.1.3. The collected heart rate and facial expression 
data are further pre-processed for feature extraction. A number of heart rate and facial 
expression features are extracted. Two separate ground truths have been utilised: (a) an 
external ground truth, which includes the affective emotion labels computed from the 
source datasets (Table 6.1); and (b) an internal ground truth that includes the interest 
ratings obtained from the 20 subjects’ annotation during the movie user study. Both of 
these ground-truths are subject-independent. The starting and ending time indices for each 
clip, along with these two types of labels, are utilised as ground truths.   
 
6.2.1 Heart Rate and Heart Rate Variability Features 
 
This experiment uses heart rate data collected with Polar H7 (beats-per-minute and RR 
interval), since it is expected to be more accurate than Empatica E4 data as Polar H7 is an 
ECG based sensor. Timestamped heart rate (HR) reading in beats-per-minute (bpm) and 
heart rate variability (HRV) data (i.e., RR intervals) are used for feature extraction. The 
sampling rate of the bpm data is 1 Hz and the RR intervals rages between 600-900 
milliseconds. The data collection protocol included a 2-minute session allocated between 
the stimuli clip viewing for collecting subjective feedbacks. Observations recorded during 
these feedback sessions are discarded manually from HR and HRV data. Missing values in 
HR (bpm) data are replaced with linear interpolation between two adjacent values. 
Duplicate observations are discarded as well. The HRV data does not have any 
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discontinuity. Both of these data streams are mean subtracted for each subject, for 
normalisation purpose.  
A total of 8 time-varying features are computed from the HR (bpm) data: derivative, 
variance, skewness, kurtosis, range, energy in high-frequency band, energy low-frequency 
band, and ratio between high-frequency and low-frequency energies. A 4-second sliding 
window is applied to compute derivative, variance, skewness, kurtosis, and range. For 
computing derivative, the first-order differences between the adjacent samples within the 
time window are obtained. The absolute values of these differences are summed and 
divided by the time difference of that time window. Variance, skewness, and kurtosis are 
computed by taking the statistical variance, skewness, and kurtosis of the time samples 
within the window. Range is computed by computing the difference between samples of 
maximum and minimum values. Energy features are computed over the whole signal 
observations without using a sliding window. Low frequency energy (LF) is computed 
using a band-pass-filter (with a Kaiser window) between [0.04, 0.15] Hz. The band-passed 
samples are then squared to compute the LF. High frequency energy (HF) is computed in 
similar manner with a band-pass-filter between [0.15, 0.4] Hz. The ratio between these two 
energies (LF/HF) is computed by taking an element-by-element ratio of LF and HF. 
The RR interval data are utilised to compute 7 HRV features, including the standard 
deviation of RRs (SDNN), the root-mean-square difference of successive RR intervals 
(RMSSD), the number of pairs of successive RR intervals which differ by more than 50 
milliseconds (NN50), HF, LF, and LF/HF. The high-frequency energy, low-frequency 
energy, and their ratio are computed in a similar manner for HR (bpm) data (described in 
last paragraph). A 4-point sliding window is applied over the HRV (RR interval) data to 
compute SDNN, RMSSD, and NN50. For computing SDNN, the standard deviation is 
taken over the time samples within the time-window. For computing RMSSD, a second 
order difference is taken between adjacent RR samples over the whole RR signal. The 
mean of the samples within the time window is taken and a square root of these means is 
taken as RMSSD. For computing the NN50, a first order difference between adjacent time 
samples is taken. Then within the time window, the number of samples that have the 
difference value > 50 is computed and used as NN50.                
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6.2.2 Facial Expression Features 
 
Each of the 20 subject’s facial video is manually processed and the feedback parts are 
discarded from each video. The facial video cuts for all 20 movie stimuli are concatenated 
manually afterword to produce a single facial video for each subject. This is because of the 
2-minute time provided for providing feedback. The facial expression videos are processed 
with the FER system [121]. As noted earlier, the output of this system is frame-by-frame 
emotion intensity scores for positive (POS), negative (NEG), and neutral (NEU) 
categories. The intensity scores are actually probabilistic scores which indicate the 
probability that a particular frame would be POS, NEG, or NEU (PPOS,NEG, NEU). Missing 
frames are replaced with linear interpolation. A low-pass moving average filtering with a 
4-second time window is applied to smooth the raw data. Since these scores are already 
normalised (i.e., PPOS + PNEG + PNEU = 1), no further normalisation is applied. These 
smoothened emotion intensity scores for the whole session are used directly as facial 
expression (FE) features. These three features are time stamped with frame number. 
 
6.2.3 Statistical Hypothesis Test 
 
To investigate whether viewer interest data have statistical difference in their distributions, 
the computed features are put through statistical hypothesis tests. Two energy features, the 
high-frequency and low-frequency energy computed from HR and HRV data, are not used 
in the statistical test, since their ratio (LF/HF) are already used. The features finally used in 
the statistical hypothesis test are (a) FE features – intensity scores of POS, NEG, NEU 
emotion categories; (b) HR features – derivative, variance, skewness, kurtosis, range, 
LF/HF; and (c) HRV features – SDNN, RMSSD, NN50, LF/HF. The test is conducted in a 
subject-wise manner, where samples obtained from each subject’s data are compared with 
data collected from the same subject.          
The statistical test is conducted to investigate the difference (and similarity) between 
viewer interest features in response to (a) stimuli labelled as ‘happy’ and ‘fear’; (b) stimuli 
labelled as ‘happy’ and ‘disgusting’; (c) stimuli labelled as ‘positive’ and ‘negative’;  and 
(f) stimuli labelled as ‘interesting’ and ‘not-interesting’. Each of the computed features is 
time stamped and thus aligned with the stimuli clip. The ground truth contains emotion 
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and interest labels for each of the stimuli clip. Therefore, each subset of a feature can be 
labelled using these labels. Here, a feature subset corresponds to each stimuli clip. These 
feature labels are later used to select and combine a set of features. The (ground truth) 
emotion labels for 20 stimuli clips are ‘happy’ (clips 1-6); ‘fear’ (clips 7-11); ‘anger’ (clips 
12-14); ‘sad’ (clips 15-16); ‘surprise’ (clip 17-18); and ‘disgust’ (clip 19-20).    
Each hypothesis test involves two samples obtained from the observations of each 
individual feature, which is iterated in a subject-wise manner. Consider the feature vector 
obtained from a particular subject’s data is F = {F1, F2, F3, ….., Fn}, Fi ∈ “HR,HRV, or 
FE features”. Each individual feature Fi = {f1, f2, …., fm} is a set of timestamped feature 
observations. The ground truth labels can be noted as a combination of starting-ending 
time indices, along with labels for 20 stimuli clips, L(emotion, interest) = {<s1, e1, l1>, …, <s20, 
e20, l20>}, lemotion ∈ {‘happy’, ‘fear’, ‘anger’, ‘sad’, ‘surprise’, ‘disgust’} and linterest ∈ 
{‘interesting’, ‘not-interesting’}. The time-lengths of each <si, ei, li> and Fi are the same 
and thus <si, ei, li> can be utilized for labelling, selecting and combining the feature 
observations for the hypothesis test.  
The following procedure describes the hypothesis test that is conducted between the 
features obtained in response to ‘happy’ and ‘fear’ stimuli, as an example. The aim of the 
hypothesis test is to check whether the two distributions are different or similar. Subsets of 
observations are selected from Fi using the time indices and respective (‘happy’) labels, 
<sk, ek, lk = {‘happy’}: k = {1, 2, 3, 4, 5, 6}>. Let the subsets of observations be termed as 
{x1, …., x6}, where each subset xi ∈ Fi is a set of feature observations, {ft, ft+1, …} 
selected using starting and ending time indices of each clip <s, u>. The subsets are 
combined (i.e., concatenated) into a sample of observation A for all ‘happy’ stimuli clips. 
In a similar manner, the subsets of Fi observations for ‘fear’ are selected and combined 
(i.e., concatenated) into another sample of observations B utilising <sk, ek, lk = {‘happy’}: 
k = {7, 8, 9, 10, 11}>.  A Wilcoxon rank sum test is conducted over A and B with the null 
hypothesis that data in A and B are coming from a similar distribution. The significance 
level (α) is set to 0.05 (5%). The output for each such test is a (p, h) pair where h = (1, 0) 
indicates the rejection and failure to reject of the null hypothesis respectively. The test for 
‘happy’ vs ‘disgust’ is done following a similar procedure. For testing ‘positive’ vs 
‘negative’, observations labelled as ‘happy’ and ‘surprise’ are combined together into a 
(‘positive’) test sample, while observations labelled as ‘fear’, ‘anger’, ‘sad’, and ‘disgust’ 
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are combined into the other sample (‘negative’). Then the similar hypothesis test 
procedure is followed.  For testing ‘interesting’ vs ‘not-interesting’, the interest rating (1: 
interesting, 0: not-interesting) of each subject is used when testing his/her data. No other 
rating/annotation is involved in this case. Then the similar hypothesis test procedure is 
followed.   
 
 
(a) 
 
(b) 
 
(c) 
 
Figure 6.5: Hypothesis test result (h-values) for: (a) heart rate (bpm); (b) heart rate variability (RR 
interval) data; and (c) facial expression data 
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6.2.4 Hypothesis Test Results 
 
Figure 6.5 (a, b, c) illustrates the hypothesis test results for heart rate (bpm), heart rate 
variability (RR interval), and facial expression data respectively. These three figures plot 
the h-values computed from the hypothesis tests conducted for four cases: ‘Happy’ vs 
‘Fear’; ‘Happy’ vs ‘Disgust’; ‘Positive’ vs ‘Negative’; and ‘Interesting’ vs ‘Not-
interesting’. Figure 6.5 (a) plots the h-values (0, 1) for six features computed from the 
heart rate (bpm) data. It is evident that, for derivative, variance, range, and LF/HF the null 
hypothesis is rejected in 55% to 100% of cases with a 5% significance level. In these 
cases, the distributions of the features are found statistically significantly different. The 
difference is more apparent through the ratio of low and high frequency energy (i.e., 
LF/HF). Skewness and kurtosis do not capture much statistical difference. Figure 6.5 (b) 
shows a similar h-value plot for heart rate variability features for the four test cases. 
Energy ratio in high and low frequency bands are capturing the statistical difference the 
most here as well. The heart rate variability features are more consistent in capturing the 
statistical differences, as the overall rejection rate of the null hypothesis is similar across 
all HRV features. Figure 6.5 (c) illustrates the h-value plots for facial expression features. 
This figure depicts that overall positive, negative, and neutral emotion intensity values are 
capturing the statistical difference.       
            
6.3 Cross-domain Detection with Sports and Movie Data 
 
The experiment described in the last section is extended with cross-domain detection of 
viewer interest between sports and movie data. The cross-stimuli approach has been 
applied to investigate whether a model trained with sports data can classify viewer interest 
from movie data and vice versa. This experiment facilitates to verify how generalised 
the features from two domains are. Facial expression, heart rate, and heart rate 
variability data from 12 (for sports) and 20 subjects (for movie) are used for this 
experiment. Unlike tennis data, data collected for soccer clips does not include any HRV 
(RR interval) data. Moreover, heart rate readings (bpm) obtained in response to soccer and 
movie clips have different sampling rates, as data have been collected with two different 
sensors. A resampling of low-sampled soccer heart rate data (1/3 Hz) (for soccer) might 
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fail to add any potential information about viewer interest. Therefore, this experiment uses 
heart rate, heart rate variability, and facial expression data obtained in response to tennis 
and movie stimuli. These data are obtained from 12 subjects (in response to 2 tennis clips) 
and 20 subjects (in response to 20 movie clips). 
Figure 6.6 presents the experimentation framework, a revised version of the overall system 
framework presented in Figure 3.1. Input signals and processes used in this experiment are 
marked with blue colour and bold font. Overall, the experiment described in this section 
utilises facial expression and heart rate (beats-per-minute, RR interval) data as well as 
applying pre-processing, feature extraction and selection, classification, and decision 
fusion methods.  
 
Figure 6.6: Experimentation framework for cross-stimuli viewer interest classification (a revised 
framework from Figure 3.1 to adopt this current experiment). Signals and processes are with bold 
font and coloured blue that are used in this current experiment 
 
6.3.1 Feature Extraction 
 
Similar features to those used in the hypothesis test (as described in Section 6.3) are used 
in this experiment. Facial expression features are obtained from the processed outputs of 
the FER system. The frame-by-frame positive, negative, and neutral emotion intensity 
scores (PPOS,NEG,NEU) are directly used as features in classification. Scores in missing 
frames are computed with linear interpolation between two adjacent frames. Heart rate 
data include timestamped readings in bpm. Missing bpm values are replaced with linear 
interpolation. The sampling frequencies of facial expression and bpm data are 25 Hz and 1 
Hz respectively. The RR intervals in heart rate variability data are between 800 and 1000 
milliseconds. The feature extraction methodology is similar to that described in Sections 
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6.3.1 and 6.3.2. The heart rate features, including derivative, variance, skewness, kurtosis, 
range, HF, and LF, are extracted for both movie and tennis data. Due to a redundancy and 
a large number of not-a-number (NaN) values, skewness and kurtosis are discarded during 
feature selection. Heart rate variability features extracted from the RR intervals for movie 
and tennis data include SDNN, RMSSD, NN50, HF, LF, and LF/HF, and all these features 
are used in this experiment.     
 
6.3.2 Ground Truths 
 
Two separate subject-independent ground truths are obtained for this experiment using 
subjects’ annotations for tennis and movie clips. Ground truth for tennis clips is obtained 
based on majority agreements between subjects’ binary rating over each play-break 
segment in the clip. This ground truth includes starting and ending time indices for 
segments that have been annotated as ‘interesting’ by more than 50% of subjects. 
Similarly, each movie has received binary ratings (‘interesting’ or not) from 20 subjects. A 
ground-truth label (‘interesting’ or ‘not-interesting’) for each movie clip has been obtained 
based on 50% agreement between subjects’ ratings. This means a movie clips is labelled as 
‘interesting’ if it is annotated by more than 50% subjects, annotated as ‘not-interesting’ 
otherwise. The start and end of each movie clip, in terms of time indices along with 
respective labels, are used as ground truth for movie clips.                            
 
6.3.3 Cross-domain Classification 
 
Before classification, all features are normalised using z-score standardization. Facial 
expression, heart rate (bpm), and heart rate variability (RR interval) features are 
considered to be three separate modalities and are applied individually in classification, 
without any feature-level fusion. The testing is conducted in a subject-dependent manner. 
The subject-dependent manner means that it follows a leave-one-viewer-out cross 
validation where each viewer’s data is being tested against a model trained with the rest od 
the data. There are 7 common subjects (id: 4, 5, 7-11) who have attended both tennis and 
movie studies. A subject-dependent analysis would help to check whether there is any 
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subject-dependence during testing. In this cross-domain classification, a classification 
model is trained with the features from 20 subjects for all movie clips and is then 
separately tested against the features obtained for each subject’s data in response to each 
tennis clip. In this case, each subject’s features in response to each segment of a tennis clip 
are tested against the trained model, and this was iterated for all tennis clips. In the second 
case, a separate model is trained with features form 12 subjects for all tennis clips and 
tested against the features computed from each subject’s data for each movie clip. The 
detail methodology is described below.   
Training with Movie Data: Selected features from three modalities (i.e., FE, HR, and 
HRV) are used individually in classification to measure how each of them is performing in 
classifying viewer interest. For each modality the classification methodology is identical. 
For each modality, the features from 20 subjects’ data in response to 20 movie clips are 
combined together. The labels for these features are obtained using the time-coded 
‘interesting: 1’ and ‘not-interesting: 0’ labels for each movie clip. Since both features and 
ground-truth labels are time-stamped, a temporal mapping between the features and the 
labels is obtained. A principle component analysis is then applied over the combined 
features and the first two principle components are selected as final features to be used in 
training. Only two principle components are selected to capture the most distinguishing 
feature representations. The coefficients of the principle components are saved for using in 
testing phase. The features (i.e., selected principle components) are then separated and 
clustered into ‘interesting’ and ‘not-interesting’ training sets (i.e., αINT, αNINT) using the 
ground-truth labels. Two GMMs (δINT, δNINT) are trained with these two training sets. The 
number of components of the Gaussian mixture models is computed using Akaike 
information criterion (AIC).     
The testing is done for each tennis clip in a subject-dependent manner, as outlined earlier. 
The principle components from each subject’s feature data are computed using the 
coefficients obtained during training. The first two principle components are taken and 
used further in classification as features. Each subject’s feature data for a particular tennis 
clip is segmented into ‘interesting: 1’ and ‘not-interesting: 0’ feature subsets using the 
ground-truth labels. A schematic representation of how the features can be segmented 
using the labels is shown in Figure 6.11. Consider ith subject’s feature for a particular 
tennis clip is Fi = {<x1, y1>, …., <xm, ym>}, where xj is a feature subset which label is yj 
= {‘1’ or ‘0’}. Each of these subsets of features is then tested against the two trained 
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GMMs. Each testing provides a likelihood score. The output label of the segment is 
obtained based on the GMM that produces the higher likelihood score. This method is 
iterated for each subject and is identical for both tennis clips. A number of performance 
measures including precision, recall, specificity, and F1-score are computed. For 
computing these measures, some prior measures including true positive (TP), false positive 
(FP), true negative (TN), and false negative (FN) are computed for each test. In this 
context, a TP is defined as the number of feature subsets which are both labelled and 
predicted as ‘interesting’. FP is the number of subsets which are labelled as ‘not-
interesting’ but predicted as ‘interesting’. TN is the number of subsets which are both 
labelled and predicted as ‘not-interesting’, and FN is the number of subsets which are 
labelled as ‘interesting’ but predicted as ‘not-interesting’.  
Training with Tennis Data: Features obtained from each of the three modalities are 
utilised individually in a similar manner as previously described. The training and testing 
methodology for each modality is identical. The features from 20 subjects’ data for 2 
tennis clips are combined. The first two principle components of the combined feature data 
are used further as feature. The coefficients of the principle components are computed as 
well to use in testing. The features are divided into ‘interesting’ and ‘not-interesting’ 
clusters (i.e., αINT, αNINT) using the ground-truth labels. An ‘interesting’ GMM (δINT) and 
a ‘not-interesting’ GMM (δNINT) are trained with the clustered ‘interesting’ and ‘not-
interesting’ feature data. The number of components for each GMM is computed using 
AIC.  
The computed coefficients during training are applied over the 20 subjects’ features for 
principle component analysis and the first two principle components are selected as 
features for further testing. The testing is conducted in a subject-dependent manner where 
each subject’s data for 20 clips are tested against the two trained GMMs. Consider in a 
subject-dependent manner, each subject’s data for 20 movie clips is {x1, …, x20}, where xi 
is a m×2 feature subset that corresponds to ith movie clip. Each xi includes m observations 
and 2 principle components as features. The true labels, yi (‘interesting: 1’ and ‘not-
interesting: 0’) for each are obtained from the ground truth labels. Each feature subset xi is 
tested against both GMMs and each time a posterior probability and a likelihood score 
have been computed (as shown in the equations below). The predicted label for each is 
decided based on the label of GMM that produces higher likelihood.       
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(pINT, lINT)i=1:20 = Test i=1:20 (δINT, xi: yi = {‘1’ or ‘0’})  (6.16) 
(pNINT, lNINT)i=1:20 = Test i=1:20 (δNINT, xi: yi = {‘1’ or ‘0’}) (6.17) 
For performance measurement, TP, FP, TN, and FN are computed for each test in an 
identical manner to previous, while precision, recall, specificity, and F1-score have been 
computed based on the computed TP, FP, TN, and FN. 
                                          
6.3.4 Analysis of the Results 
 
Table 6.2 includes the F1-scores (in %), computed in two cross-data classification 
approaches. The accuracy measures are identical for each of FE, HR, and HRV modalities. 
The Facial expression performance is moderate and varying between 45% and 62%. HR 
(bpm) features outperform the FE and HRV features (ranging between 51% and 71%). 
Classification Results: From an overall point of view, the cross-stimuli classification is 
not performing well, as expected. This suggests that the collected data and the extracted 
features have a degree of stimuli dependence. The HR (bpm) data used in this experiment 
have good resolution and it is evident that HR features perform better than the other two 
modality features. The HRV features have better performance when tennis data has been 
used in training. Tennis data includes a continuous recording of subjects’ responses. This 
might be a potential reason why HRV features have poor performance when trained with 
short clip response data and testing against longer clip response data.                   
Table 6.2: Mean and standard deviation of the percentage of F1-scores obtained for three 
modalities in two cross-data classification approaches 
Data Train: Movie, test: Tennis Train: Tennis, test: Movie 
Modality FE HR (bpm) HRV (RR) FE HR 
(bpm) 
HRV 
(RR) Tennis 
clip id 
1 2 1 2 1 2 
F1-score 
M (%) 
48 50 60 62 21 39 45 59 52 
F1-score 
SD (%) 
9 17 15 9 25 18 17 16 14 
 
GMM Scores Analysis: The testing methods described here are further extended with the 
use of 5 different thresholds on classification decisions obtained from the two GMM 
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outputs. Such thresholds are useful in understanding the trade-off between accuracies (i.e., 
precision vs recall) of the GMM models. Besides, thresholds are useful to produce more 
accuracy scores, which can be used to understand the distribution of the scores better. The 
thresholds used are [-20%, -10%, 0%, 10%, 20%] of the difference between the two 
likelihood scores obtained from the two GMMs. Bipolar thresholds are useful to analyse if 
the GMM scores have symmetrical changes due to the thresholds. The threshold is 
compared with the difference between the two likelihood scores, diff = (likelihood1 - 
likelihood2). Each threshold value is then applied as diff > thresholdi to obtain the 
predicted label of the tested segment. The TP, FP, TN, and FN are computed accordingly. 
From these, the precision, recall, and F1-score are computed as well. The normalised 
likelihood scores obtained from the two GMMs (interesting and not-interesting) are plotted 
across to check whether the distributions of the scores provided by the two GMMs show 
any difference. 
Genuine and impostor tests are conducted with the likelihood scores given by the 
interesting GMM (i.e., δINT) and not-interesting GMM (i.e., δNINT). It is a genuine test 
when an interesting segment is being tested against the δINT and an impostor test, when a 
not-interesting segment is tested against δINT. Similarly, for the δNINT, it is a genuine test 
when a not-interesting segment is being tested and an impostor test when an interesting 
segment is being tested. The normalised likelihood scores obtained from the two GMMs 
for these tests are plotted with histograms as shown below. 
Figure 6.7 shows that the distributions of the scores provided by each GMM across 
‘interesting’ and ‘not-interesting’ are different. If we take the mean and standard deviation 
of the raw scores for each subject, it is found that the means and standard deviations vary 
between -20.91 and 152.47 and between 64.01 and 298.87 respectively. The histograms 
suggest that each of the two GMMs produces scores for interesting and not-interesting 
classes that have distinct patterns (Figure 6.7 illustrates that the ‘GREEN’ pattern is 
different from the ‘RED’ pattern for each GMM). This implies that both GMMs capture 
the differences between the features of the two classes (i.e., ‘interesting’ and ‘not-
interesting’), as they are producing different ranges of scores for the two classes. This 
appears for all three modalities, including facial expression, heart rate, and heart rate 
variability (Figure 6.6 (a, b, c)). This suggests that each GMM is working well in 
distinguishing the ‘interesting’ and ‘not-interesting’ features. However, the histograms 
show identical patterns of the scores produced by the two GMMs when ‘interesting’ 
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features are used for testing. This indicates that similar score distributions are obtained, 
regardless of the two GMMs, when the ‘interesting’ features are tested. A similar outcome 
appears for the ‘not-interesting’ features. The score distributions are similar, regardless of 
the GMMs, if we consider the ‘interesting’ and ‘not-interesting’ features separately. There 
might be marginal differences between the scores produced by the GMMs when features 
of each class are tested. This can have a negative influence over the classification 
performance. This is expected, as the features from cross-stimuli data have been used. It 
might be the case that data collected for one type of stimuli does not work well on data 
collected for another type of stimuli. This again suggests the stimuli dependence in viewer 
response data. 
 
(a) Facial expression  (b) Heart rate 
 
(c) Heart rate variability 
 
 
Figure 6.7: The distributions of the GMM likelihood scores obtained when a GMM interesting 
model is tested with interesting (genuine) and not-interesting (impostor) segment, and vice versa 
for GMM non-interesting mode. The (a), (b), and (c) illustrate the plots individually for facial 
expression, heart rate, and heart rate variability modalities respectively. The distributions are 
shown in ‘GREEN’ and ‘RED’ colours for the interesting and not-interesting classes respectively. 
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Y axis illustrates the number of occurrences for the GMM scores and X axis illustrates the 
histogram bins for the GMM scores  
 
6.4 Within-domain Detection with Movie Data 
 
Previous testing has been to find how well the detection (i.e., classification) model would 
perform when training and testing involves data collected in response to different stimuli 
domains (i.e., sports, movie). The previous experiment is further extended to investigate 
whether the similar viewer interest features will work only for movie data. In this 
experiment, the features extracted from the movie data are tested against a model trained 
with movie data. A subject-dependent ground truth is used here. A leave-one-subject-out 
cross-validation is used where each subject’ data are tested against two GMMs 
(‘interesting’ and ‘not-interesting’) trained with the remaining 19 subject’s data. The 
training and testing procedures are identical, as described earlier.  
 
6.4.1 Feature Extraction and Classification 
 
Features which have already been extracted from the 20 subjects’ data in response to 
movie stimuli are used in this experiment. The feature extraction methodology is described 
in Sections 6.2.1 and 6.2.2. Facial expression features used in this experiment include 
intensity scores for positive, negative, and neutral emotion categories (similar as Chapter 
5). The heart rate features used in this experiment include derivative, variance, range, HF, 
and LF (some of these are same as the features used in Chapter 5); the heart rate variability 
features used include SDNN, RMSSD, NN50, HF, LF, and LF/HF. The features are 
normalised using z-score standardization. Principle component analysis is not applied in 
this experiment. 
The identical cross-validation procedure is conducted for each modality (i.e., facial 
expression, heart rate, and heart rate variability) individually. With a leave-one-subject-out 
cross-validation, one subject’s data is used for testing while the remaining 19 subject’s 
data are used for training. An iteration of the cross-validation occurs as follows. The time-
stamped features (of a modality) from 19 subjects are combined and the combined features 
are separated into interesting and not-interesting clusters using the ground-truth labels and 
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time indices. The procedures of the feature labelling and feature separation are already 
introduced in earlier sections. An ‘interesting’ GMM and a ‘not-interesting’ GMM are 
trained with the two feature clusters. The remaining one subject’s feature can be divided 
into a set of feature subsets using the time indices of the 20 movie clips. The segmentation 
of the features into feature subsets is as described in Section 6.5.5 (Figure 6.17). Then each 
feature subset is tested against the two trained GMMs. The two GMMs produce two 
likelihood scores (likelihoodINT, likelihoodNINT) based on which the predicted label for the 
tested feature subset is computed. The predicted label is computed based on the GMM that 
has higher likelihood.   
 
6.4.2 Classification Results 
 
The classification results show that the overall accuracy for within-stimuli is higher than 
the cross-stimuli classification (see Table 6.3). This is expected as here similar data has 
been used, which confirms that the stimuli dependence over view response data. The heart 
rate (HR) features are outperforming the other two modalities. The standard deviations in 
this experiment are more consistent for FE and HR features than HRV features. The HRV 
features are performing worst among the three modalities.    
Table 6.3: Mean and standard deviation of the percentage of F1-scores obtained for three 
modalities in two cross-data classification approaches 
Data Train: Movie, test: Tennis 
Modality FE HR (bpm) HRV (RR) 
F1-score M (%) 57 67 22 
F1-score SD (%) 3 4 7 
 
This experiment uses the same thresholds used in the last experiment. The thresholds used 
are [-20%, -10%, 0%, 10%, 20%] of the likelihood score difference. Each of these 
thresholds is applied on the difference between the two likelihood scores obtained from the 
two GMMs. The results presented in the previous paragraph are obtained using the 0% 
threshold. The threshold is compared with the difference between the two likelihood 
scores, diff = (likelihoodINT - likelihoodNINT). Each threshold value is then applied as diff 
> thresholdi to obtain the predicted label of the tested segment.       
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Similar genuine and impostor tests are conducted here as well over the likelihood scores 
provided by the interesting GMM (i.e., δINT) and not-interesting GMM (i.e., δNINT).  The 
GMM scores are plotted as histograms, as shown below in Figure 6.7. Figure 6.7 (a) 
illustrates that the distributions of the scores obtained from the two GMMs have similar 
patterns for facial expression features. Here, each GMM is producing scores of a different 
range across interesting and not-interesting features (shown as genuine and impostor test 
for each GMM) and this suggests that the GMMs are capturing the distinct characteristics 
across the features from two classes. However, the distributions of the scores have a 
similar pattern when ‘interesting’ and ‘not-interesting’ features are considered separately.  
Here, features from each class are producing similar scores across the two GMMs.  
 
(a) Facial expression 
 
(b) Heart rate 
 
(c) Heart rate variability 
 
 
Figure 6.8: The distributions of the GMM likelihood scores obtained when a GMM ‘interesting’ 
model is tested with ‘interesting’ (genuine) and ‘not-interesting’ (impostor) segment, and vice 
versa for GMM ‘non-interesting’ model. The (a), (b), and (c) illustrate the plots individually for 
facial expression, heart rate, and heart rate variability modalities respectively. The distributions are 
shown in ‘GREEN’ and ‘RED’ colours for ‘interesting’ and ‘not-interesting’ classes respectively. 
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Y axis illustrates the number of occurrences for the GMM scores and X axis illustrates the 
histogram bins for the GMM scores  
 
Figure 6.8 (b) and 6.8 (c) illustrate the scores’ distributions for heart rate and heart rate 
variability modalities. The distributions of the scores produced by each GMM is different 
across ‘interesting’ and ‘not-interesting’ features (i.e., genuine and impostor tests). This 
signifies that each GMM works well in capturing the difference between the ‘interesting’ 
and ‘not-interesting’ features. The ‘interesting’ features have (slightly) different patterns 
when they are tested against the two GMMs (i.e., ‘GREEN’ pattern for genuine and 
impostor tests). The same case arises for the ‘not-interesting’ features; the score 
distributions for them are different across the two GMMs. This implies that the two 
GMMs are producing different score patterns for each class of features.   
 
 
(a) Facial expression 
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(b) Heart rate 
 
(c) Heart rate variability 
Figure 6.9: The distributions of the scores of genuine and impostor tests when 
interesting  and not-interesting segments are tested against the interesting GMM 
model (δINT) for: (a) facial expression; (b) heart rate; (c) heart rate variability 
modalities 
 
Figure 6.9 illustrates the scatter plot for the scores obtained from the interesting GMM 
model while the ‘interesting’ and ‘not-interesting’ segments are tested, for the three 
modalities. The scatter plots are showing that the scores of ‘interesting’ and ‘not-
interesting’ segments are overlapped. The distributions for facial expression features show 
that the scores are distributed in a number of clusters.   
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6.5 Interest Expression Classification with Sports Data 
 
The stimuli selection and data collection protocol have been discussed in the last two 
sections. The main goal of this experiment is to investigate whether we can classify the 
facial expression of interest using a number of visual features. A number of facial videos 
(recorded) in the sports study are used as data in this experiment. Several attention, 
engagement, and interest cues have been utilised to extract the visual features from the 
video frames and classify the expression of ‘interest’ from them. Next, the identical 
features are extracted from a number of facial videos recorded in the movie study. The 
goal here is to check how well the visual features perform in the long (sports) and short 
(movie) viewing contexts. The experimentation framework is plotter as Figure 6.10. This 
figure is an updated version of the overall general framework presented in Figure 3.1. 
According to Figure 6.10, this experiment for interest expression classification includes 
pre-processing, feature extraction, feature selection, feature fusion, interest expression 
classification, and evaluation. 
 
Figure 6.10: Experimentation framework for classification of interest expression (a revised 
framework from Figure 3.1 to adopt this current experiment). Highlighted (bold and blue coloured) 
signals and processes are used in this current experiment 
 
6.5.1 Facial Video Data 
 
The visual features are extracted from a number of subjects’ facial videos recorded in the 
sports study (described in Section 4.2.4). The Chehra tracker [122] with state-of-the-art 
performance has been used to obtain the facial landmark coordinates from the recorded 
videos. The Chehra tracker is used instead of FER as it is found (from manual testing) to 
be more robust to rapid face and head movement. Figure 6.12 shows some sample tracked 
facial images. This tracker provides a total of 69 landmark points (10 eye landmarks, 49 
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face landmarks) as well as frame-based pitch, yaw, and roll values (as shown in Figure 
6.11). For each frame, the landmark points are given as (x, y) coordinates; pitch, yaw, and 
roll are given as numeric values.  
 
Figure 6.11: Eye (a) and face (b) landmark points obtained from Chehra tracker output 
In the first instance, sports data are chosen because the sports study involves longer stimuli 
than the movie study and thus the duration of facial recording is longer and more suitable 
for visual-based eye and mouth gesture analysis. For selecting the facial video data, a first-
hand selection of the stimuli clips has been conducted. The aim here is, instead of using all 
the facial video data, selecting a number of facial video where the interesting cues would 
be prominent, since manual annotation of interest expression in the facial videos will be 
time consuming and laborious. The more interesting the stimuli clip is, the more it is 
expected to evoke interest expression across subjects’ face. Thus out of the 5 sports clips, 
1 soccer clip  (clip2) and 1 tennis clip (clip4) have been manually selected based on all the 
subjects’ overall ratings, so that facial video recorded in response to these 2 stimuli clips 
can be used in this experiment. The Chehra tracker is applied over the 24 facial videos (for 
12 subjects). However, in many cases the Chehra tracker has failed to track a significant 
part of the facial videos. Replacing the missing frame with appropriate method could make 
a slight improvement, but replacing a large number of temporal frames would affect 
further processing. Therefore, such cases are discarded from the final test dataset. Finally, 
out of 24 facial videos, 10 have been randomly chosen based on the criterion that the 
Chehra tracker was able to track at least 90% of the total frames of a facial video. Out of 
these 10 facial videos, 8 were recorded in response to tennis stimuli and 2 in response to 
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soccer stimuli. Each of the 8 facial videos is 9 minutes long while each of the 2 facial 
videos is 15 minutes long.                            
 
Figure 6.12: Sample image sequence of a participant’s facial video where 49 facial landmark 
points are plotted 
 
6.5.2 Annotation of the Facial Expression of Interest 
 
These 10 facial videos have been manually hand-annotated into interested and not-
interested states in a frame-by-frame manner. A sequence of frames is labelled as 
‘interested’ based on the cues listed below, which are obtained from the literature on visual 
interest discussed in Sections 2.2.1 and 2.3.1. Though labelling of the frame sequence is 
time-dependent, the choice of using the categorical label is also motivated by the relevant 
literature of ‘viewer interest’ as they predominantly used categorical labels than 
continuous scores of ‘interest’. Besides, the frame-by-frame labelling facilitates to capture 
the emotion information for each frame, which can be further aggregated to an emotion 
decision for a sequence of frames (i.e., video segment). A list of interest descriptors (cues) 
is derived from existing literature (e.g., [5], [25], [3]), each of which indicates interest 
individually (or in a combination) in viewing context. The following cues are used in this 
experiment for classifying interesting expression. 
• leaning-in towards monitor; 
• fewer eye blinks; 
• uninterrupted gaze on screen from 1.5 to 5 seconds;    
• widened eyelids; 
• eyebrow squint; 
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• open mouth; 
• dropped jaw; 
• gentle head movement; and 
• smile.  
 
Figure 6.13: Detailed framework for classification of interest expression 
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As discussed in Chapter 2, interest is associated with a combination several emotion 
components that might individually be associated with other emotion categories. For 
example a widened eyelid is considered as an indicator of surprise and a smile is an 
indicator of happiness/joy. Another thing to consider during annotation was what type of 
stimuli was being shown, in this case soccer and tennis clips. A typical sports event is 
expected to evoke more attention/engagement related signs, rather than typical signs of 
happiness or sadness. Therefore, while annotating ‘interested’ sequence of frames it was 
considered whether a combination (not a single) of these cues should appear in the facial 
video.  
The facial expression was very subtle in most of the cases. After annotation of the 
‘interested’ frame sequences, the remaining frames of each facial video that are not 
labelled as ‘interested’ are then labelled as ‘not-interested’. Such a sequence of ‘interested’ 
and ‘not-interested’ frames has starting and ending frame numbers that can be represented 
as time indices for that ‘interested sequence’ and ‘not-interested sequence’. For each facial 
video, all such time indices of sequences are saved as ground truth. Figure 6.13 illustrates 
the detailed framework for classification of interest expression, showing feature extraction, 
normalisation, selection, and classification. The details of the steps are described in Figure 
6.13.       
 
6.5.3 Extraction of Interest Expression Features 
 
For each of the 10 videos, a number of geometric features, time-varying mid-level 
features, bispectral invariant features, and time-varying bispectral features are extracted as 
noted in Figure 6.11. The features are discussed below in detail. A list of all features is 
provided in Table 6.4. 
Low-level Geometric Features: A total of 10 eye landmark and 49 face landmark points 
(shown in Figure 6.11), as well as pitch, yow, and roll values obtained from the Chehra 
tracker,  are utilised to compute 9 geometric distance and angular features. The landmark 
points are saved in an (x, y) format. The geometric distance features include eyelid open, 
eyeball diameter, eyeball movements (with respect to eyelid line and eye corners), lip 
open, dropped jaw, distance between nose and eyeball. All these geometric distances are 
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computed in terms of Euclidean geometry. Two angular features, are head movements and 
face movements, are directly obtained from the Chehra tracker’s outputs: ‘roll’ and ‘yow’ 
respectively. Each of these features has been computed in a frame-by-frame manner. 
Figure 6.14 illustrates the computed geometric distance features. The red points are the 
Chehra tracker points for eye and face landmarks.  
 
Table 6.4: List of all interest expression features and their aggregation methods 
Type of features Feature names Computation/aggregation 
method 
Geometric (low-level) – 
frame-by-frame based 
Eye landmark features: eyelid open (left, 
right), eyeball diameter (left, right), 
eyeball movement w.r.t. eyelid line (left, 
right), eye movement w.r.t. eye corner 
(left, right) 
Euclidian distance, angle 
Face landmark features: lip open, 
dropped jaw, head movement, face 
movement, eyeball-to-nose distance   
Temporal geometric 
(mid-level) – sliding 
window based 
Eyelid open, eyeball diameter, lip open, 
eyeball movement w.r.t. eyelid line   
Mean, standard deviation, 
range, zero-crossing 
Eyelid open Summation of the 
differences between 
adjacent samples 
Eyelid open, lip open Duration (for how long the 
value >  the mean) 
Eyeball-to-nose distance Mean, standard deviation 
Head movement, face movement Mean 
Bispectral invariant – 
frame-by-frame based 
Grey profiles between eyelids (left, 
right), grey profiles between eye corners 
(left, right) 
8 bispectral integral features 
from each of the four 
profiles 
Temporal bispectral – 
sliding window based 
32 bispectral integral features  Mean, range, 
autocorrelation, derivative, 
global difference between 
adjacent samples (sliding 
window does not apply) 
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Figure 6.14: Low-level geometric distance features: (a) eyelid opening; (b) eyeball diameter; (c) 
eye movement from eyelid line; (d) eye movement from eye corner; (e) lip open/parted open; (f) 
approximated dropped jaw; (g) distance between eyeball and nose. The red points are the Chehra 
tracker landmarks and the blue point is the computed mid-point 
The eyelid open for each eye is computed based on the distances between upper and lower 
eyelids on the both sides of the eyeball (i.e., d1, d2). These two distances are computed 
using Euclidean geometry. Finally, a mean of these two distances is taken as eyelid open 
feature (Figure 6.14 (a)). The Euclidean distance (i.e., d3) between eyeball surface and 
eyeball centre is computed as eyeball diameter for each eye, as shown in Figure 6.14 (b). 
For computing eye movement (for each eye) with respect to eyelid line, a geometric line 
between two points on upper and lower eyelids is drawn and its middle point is computed. 
Then the geometric distance between the eyeball centre and this middle point (i.e., d4) is 
computed as the eye movement measure. Another eye movement with respect to eye 
corner (for each eye) is computed by computing the geometric distance between eyeball 
centre and eye corner point (d5). Lip open is measured as the distance between the 
landmark points on the inner side of the upper and lower lips (d6, see Figure 6.14 (e)). For 
measuring dropped jaw, the geometric distance (d7) between nose point and outer part of 
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the lower lip is computed and approximated as the feature. Another distance feature (nose-
eye distance) is computed between the landmark points of nose and eyeball centre. Head 
movement is directly obtained from the ‘roll’ value of the Chehra tracker. The face 
movement is also directly obtained from the ‘yow’ value. All these distance and angular 
features are normalised with respect to the geometric distance between two eyeball 
centres.                                              
Mid-level (Temporal) Geometric Features: To capture the time-varying nature of the 
frame-based geometric features, a number of temporal features have been extracted from 
them. Aggregation methods including mean, standard deviation, range, zero crossing are 
used over time-stamped feature observations. A 4-second sliding window with 90% 
overlapping is used to compute these higher-level features. A total of 24 such temporal 
features are computed. Mean, standard deviation, range, and zero crossing are 
computed for geometric features including eyelid open, eyeball diameter, lip open, and 
eyeball movement against eyelid. Each of these aggregation methods is applied over the 
geometric feature values within the time frame of the sliding window at a particular point 
of iteration. Range is computed by subtracting the minimum value from the maximum 
value. For computing zero crossing, firstly the mean subtraction is applied, then how many 
times the (subtracted) observation signal crosses the zero is counted.  
For the nose-eye distance, the mean and standard deviation are taken as features. 
Differences between the adjacent eyelid open observations have been computed. 
Summation of the absolutes of these differences within the time window has been 
computed and used as another feature. Means for head and face movements are used as 
another two features. Two duration features are computed for eyelid open and lip open. 
For computing the duration of eyelid open, first the global mean of eyelid open is 
computed for all of its observations. Then the number of observations that have values 
higher than the global mean in the time window is counted. Finally, this count is divided 
by the frame rate (i.e., 25 fps) to convert it into a time measure. The duration feature for lip 
open is computed in a similar manner.                        
Bispectral Invariant Features: Four bilinear grey profiles are computed along the lines 
between two eye corners and two eyelids in a frame-by-frame manner. For extracting 
grey profiles, the Chehra tracker landmarks have been used. Then 8 bispectral invariant 
features for each of these four grey profiles are extracted using an off-the-shelf system 
133 
 
[124]. These bispectral integral features have been computed for each frame of the videos. 
The computed bispectral features are further processed to compute a number of temporal 
bispectral features. Four time-varying features including mean, range, derivative, and 
variance of autocorrelation have been computed with a 4-second sliding window with 90% 
overlapping. Mean is computed by taking the numerical average of the observations within 
the time window. Range is computed as the difference of minimum and maximum values 
of the observations. For computing the derivative, first a numerical difference between 
adjacent observations is computed. These absolute values of these differences are 
aggregated with summation and used as the derivative feature. Autocorrelation of the 
feature observations within the time window is computed and aggregated by taking a 
variance. This variance of the autocorrelation values is used as a feature. 
 
6.5.4 Feature Normalisation and Feature Performance 
 
The frame-based (low-level) geometric features, temporal (mid-level) geometric features, 
and temporal bispectral features are normalised using the z-score standardisation. A 
correlation-based performance measurement has then been conducted over the frame-
based and temporal geometric features. Feature performance is useful for selecting useful 
features. A sequential forward feature selection has been primarily applied over the 
temporal (mid-level) to measure feature performance. The used MATLAB method selects 
a subset of features from the feature data that predicts the labels best. It sequentially selects 
features until a criterion when there is no improvement in prediction. The outcome of the 
feature selection was always a single feature rather than a number of ranked features, and 
thus this technique is not fully utilised in the experiment.     
A Pearson correlation coefficient is computed between each of these two types of features 
and the ground truth, which includes time indices of the frame sequence of the facial 
video, labelled as ‘interested’ and ‘not-interested’. The computed features are time-
stamped and therefore can be mapped directly with the ground-truth labels. The ground-
truth labels (‘interested’, ‘not-interested’) are converted into numeric labels (interested: 1, 
not-interested: 0). The time-stamped numeric labels can thus be considered as a time series 
of (0, 1). A Pearson correlation coefficient is then computed between the feature values 
and this time series of the ground-truth labels for each of the low-level and mid-level 
134 
 
geometric features individually. Features within each type are sorted based on the absolute 
values of the correlation scores computed separately for the two types of geometric 
features. An absolute correlation coefficient of 0.25 or above is considered as sufficient 
correlation between affective response and subjective annotation [85].   
The top 10 features are selected using the ranking from low-level geometric features 
separately. A 10-fold cross-validation is conducted where a C-SVM classifier with an RBF 
kernel is trained with the training dataset. In each iteration, the test dataset is tested against 
the trained SVM model. This 10-fold cross-validation is applied on a combination of 
features from all subjects and thus is subject-independent. Since the 10-fold cross-
validation creates 10 partitions for training and testing holdouts separately, each time the 
testing dataset is a combination of frame-based feature observations. The output labels of 
the SVM model are therefore also frame-based decisions (0 or 1). Performance is 
measured in term of matching rate, which is an element-by-element comparison between 
the test set and its true labels. Consider F as an m×10 feature vector that contains m 
observations, and 10 is the number of low-level geometric features (selected). The ground-
truth label L then can be considered as a row vector of length m. Say Tr, which is a k×10 
matrix, is the holdout data with for training in a particular iteration of the 10-fold cross 
validation. The testing data Ts is then a (k-m)×10 matrix of features, which is tested 
against the trained SVM. The predicted labels Lp can be considered as a row vector of 
length (k-m). The Lp is then compared against the true label, L. A performance measure 
matching rate (λ) is computed based on the following equation: 
λ = ω / lLp  (6.1) 
The matching rate (λ) is actually a decision fusion measure that computes how many of the 
predicted labels actually match with the true labels. This measure shows the fraction 
between total matching and total ground truth length. As both ground truth and output 
labels are frame-based binary scores, a decision if the ground truth is predicted or not 
needs to be made. A threshold is applied to check how much of the ground truth label is 
matched with the output label (in frame-by-frame basis). Here, λ is the count of the total 
element match between L and Lp; lLp is the length of the predicted labels (Lp). The 
measure is a decision fusion, as a combined decision of the predicted label is taken based 
on the produced frame-by-frame decision labels. The identical methodology is followed 
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for 10 selected mid-level geometric features whose their performance is computed in a 
similar manner. 
Feature Performance – Correlation Results: The performances of low-level geometric 
and mid-level geometric features are computed with a measure called matching rate (λ), as 
found in Equation (6.1). It counts how many instances the output labels match with the 
true labels and then divide it by the length (i.e., number of instances) of the vector of 
output labels. The Pearson correlation score for each of low-level and mid-level geometric 
features can be considered as another performance measure of these two types of features. 
Figure 6.15 illustrates the correlation scores for these two types of features. From each 
type, 15 features that have maximum correlation with the ground truths have been plotted. 
The figure also illustrates that all 15 mid-level features have higher correlation with the 
ground truth than the low-level features. This indicates that time-varying mid-level 
features are more effective in capturing the temporal nature of viewer’s interest 
expression.   
 
Figure 6.15: Correlation coefficient of 15 selected features from low-level and mid-level features  
 
Figure 6.16: Performance of the low-level geometric and mid-level geometric features in interest 
expression classification in term of a decision fusion (i.e., matching rate, λ) 
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 Feature Performance – Classification Results: In the 10-fold cross validation with 
SVM, low-level features perform better than the mid-level features.  Figure 6.16 illustrates 
the performance measure (i.e., matching rate) as % for each of the 10-folds of the cross-
validation. Means of the matching rates of the low-level and mid-level features are 84% 
and 67% respectively. The MATLAB’s function used for cross-validation, partitions the 
training and testing datasets by distributing the observations from similar types of features 
across training and testing sets. The observations are distributed in an non-uniform manner 
into training and testing datasets. This might be the reason why cross-validation results 
with MATLAB’s functions provide better output than manual cross-validation. In this 
case, the SVM model has been able to map the low-level features better than the mid-
level features. This might because the reason of a better performance of low-level 
features, despite its lower correlation, than the mid-level features. However, in real-time 
testing such distributed holdouts might not perform well. Thus manual leave-one-out 
cross-validation is applied in the final interest expression classification (results are 
discussed in Section 6.6.5).      
 
6.5.5 Classification Procedure 
 
The feature performance measures have not been considered in the classification phase. 
The temporal (mid-level) geometric features (FGEO) and temporal bispectral features 
(FBISP) are used in the classification phase. The frame-based (low-level) geometric and 
frame-based bispectral features are not used, since they are frame-by-frame features, 
which might not be suitable to capture temporal characteristics of viewer expression. As 
mentioned in Section 6.5.4, these two feature types are already normalised with z-score 
standardization. A leave-one-video-out cross validation has been applied with the 
Adaboost classifier. For the 10 facial videos’ features, there are therefore 10 iterations 
where each time features from 1 video is tested against the trained model, which has been 
trained with the features from 9 videos. For each video, the ground-truth time indices 
represent a set of segments (i.e., sequence of facial images/frames) which have been 
labelled as ‘interested’ and ‘not-interested’. Therefore, using the ground-truth time indices 
and their corresponding labels, each video can be virtually divided into a set of ‘interested’ 
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and ‘not-interested’ segments, as shown in Figure 6.17. The classification has been done 
separately for ‘interested’ and ‘not-interested’ labelled segments. 
 
Figure 6.17: A schematic representation of a video (clipk) which is divided into set of segments 
using the labels, Lk. The frame indices of clipk are denoted here as f1, … fN 
In each iteration of the cross-validation, consider the training sets for temporal geometric 
and temporal bispectral features are STR-GEO = {FGEO1, FGEO2, …, FGEOM} and STR-BISP = 
{FBISP1, FBISP2, …, FBISPN} respectively. Here, M and N are the total number of (temporal) 
geometric and bispectral features (FGEO, FBISP) respectively for the 9 facial videos. The 
LTR and LTS are the respective labels for the training and testing sets, which contain 
numerical labels: ‘1’ for ‘interesting’ and ‘0’ for ‘not-interesting’. The STS-GEO and STS-BISP 
are the respective test sets from 1 video’s data. A principle component analysis is 
separately applied over the training sets, STR-GEO and STR-BISP. Consider PTR-GEO and PTR-
BISP are the principle component scores which are separately computed for the training 
sets. The CTR-GEO and CTR-BISP are the principle component coefficients computed 
respectively. The coefficients computed on training data are applied separately over the 
testing features to compute the principle component scores for testing dataset as below. 
Principle components are the most distinguishable representation as well as the de-
correlated version of the feature space. Principle components of testing features are 
computed using the coefficients obtained from the training features a common practice. 
This is usually done to generalise the principle components in training and testing. 
PTS-GEO = STS-GEO × CTS-GEO (6.2) 
PTS-BISP = STS-BISP × CTS-BISP (6.3) 
The first 10 principle components from each of PTS-GEO and PTS-BISP are selected and fused 
with concatenation. In the principle component analysis, the features are transformed 
orthogonally and the variances of the features are projected onto the computed principle 
components in a way that the first principle component holds the most variability of the 
features and so on. In this case, to capture the variation in feature characteristics, the first 
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principle components are used. Consider, FFUSED is the fused feature data for the test set. 
An Adaboost classifier with tree-based leaners and 50 iterations is trained (δ) with the 
fused features (FFUSED) and the ground-truth training labels (LTR). The parameters of 
Adaboost are kept fixed. Using different classification techniques would reveal a general 
knowledge on how the techniques would perform on the features.  
In the testing phase of each iteration, the ‘1’ and ‘0’ labels in LTS are used to partition the 
test set FFUSED into a set of segments (sequence of observations). For example, FFUSED and 
LTS can be jointly represented as (<s1, l1>,  < s2, l2>,  …., < sk, lk>) where si∈FFUSED is a 
partitioned segment and li = (sequence of ‘1’ or ‘0’) is the corresponding true label sets. 
Each of the segments (‘interested’ and ‘not-interested’) is tested against the trained model. 
The model provides a set of predicted binary labels for each segment, yi = (sequence of ‘1’ 
or ‘0’). Here, yi is a set of binary decision labels provided by the classifier. These 
predicted labels are element-wise compared against the true labels (as shown in Equation 
6.1). A decision fusion is then conducted based on a majority voting (more than 50% 
agreement between predicted and true labels). If the majority agreement votes for 
‘interesting’ then the predicted label for the tested segment is ‘interested’; and ‘not-
interested’ otherwise.      
Performance of Interest Expression Classification: The output labels obtained from 
leave-one-video-out with Adaboost are further processed to compute four measures, true 
positive, true negative, false positive, and false negative. The classification performance 
measures are computed for the fused features, which include the first 10 principle 
components from temporal (mid-level) geometric features and another first 10 principle 
components from temporal bispectral features. In this experiment, true positive (TP) is  
measured as the numbers of ‘interested’ segments which are predicted as ‘interested’. 
False positive (FP) is the number of ‘not-interested’ segments which are predicted as 
‘interested’. False negative (FN) is the measure of how many ‘interested’ segments have 
been predicted as ‘not-interested’. True negative (TN) is the number of ‘not-interested’ 
segments which are actually predicted as ‘not-interested’. Following these, precision, 
recall, and F1-score have been computed using Algorithm 4.5. Specificity is computed 
using Equation 6.4: 
specificity = TN / (TN + FP)  (6.4) 
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Table 6.5 lists the specificity and F1-scores as percentage (%) for the 10 facial videos. The 
average F1-scores is 67%. Accuracy is low (ranging between 11% and 42%) for facial 
video 1, 3, and 7. In these three cases, the specificity (true negative rate) is 100% and at 
the same the recall (true positive rate) is very low (10% to 25%). This indicates that the 
‘not-interested’ sequences are classified well, while the ‘interested’ sequences are 
misclassified. The F1-scores for the other videos vary between 82% and 94%. The 
precision and recall scores are illustrated in Figure 6.18. The precision scores are 
consistent and ranging between 0.94 and 1.0, for all videos except 1, 3, and 7. The recall 
values are between 0.2 and 0.93. The overall accuracy, precision, recall, and specificity 
scores indicate consistent and satisfactory performance.                     
Table 6.5: Classification performance in term of percentage (%) of the specificity and F1-score 
Facial 
video id 
Specificity (%) F1-score (%)  
1 100 15 
2 94 94 
3 100 11 
4 100 83 
5 94 78 
6 94 92 
7 100 42 
8 100 91 
9 89 93 
10 87 87 
 
  
Figure 6.18: Precision and recall scores for 10 clips 
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 6.6 Interest Expression Classification with Movie Data 
 
The interest expression features, which are extracted in Section 6.6.3, are further applied 
on a small number of facial videos recorded in the movie study. The movie study includes 
short clips as stimuli and facial videos recorded in response to those, which might not 
contain sufficient temporal dynamics about interest expression. To investigate whether the 
interest expression features would work for short duration facial expression videos, the 
same experiment was replicated over three randomly selected face videos recorded in the 
movie study. The 2-minute annotation sessions between adjacent movie clips are removed 
from the facial video recording. The identical features are then extracted from these three 
facial videos as discussed in Section 6.6.3. First, the frame-by-frame (low-level) geometric 
features are extracted and from them the same temporal (mid-level) geometric features are 
extracted. Bispectral invariant features from each frame are extracted in the same manner 
from the grey profiles computed along the two eye corners and two eyelids. Following 
that, identical temporal features are extracted from the frame-based bispectral invariant 
features. Let us denote the temporal geometric feature as FGEO and the temporal bispectral 
features as FBISP.                               
 
6.6.1 Classification Procedure 
 
The main difference of this experiment with the previous one is ground truth annotation 
and classification technique. The ground truth annotation in this experiment is obtained 
from subjective feedback and GMM is used as classification technique. These are 
discussed in the following subsections.  
Annotation of Interest Expression: The movie clips are short (25 to 112 seconds) and 
interest expression cues found in those videos are subtle to visually recognise. Therefore, 
manual hand annotation of interest expression is avoided as ground truth in this 
experiment. Rather, a subject-independent ground truth is used that resembles all 20 
subjects’ interest ratings, obtained during the movie study. This interest rating for each 
movie clip is obtained in a binary scale as ‘interesting: 1’ or ‘not-interesting: 0’. The 
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ground truth in this case integrates the interest rating provided by all subjects, where each 
movie clip is labelled as ‘interesting’ if there is at least 50% agreement between subjects’ 
feedbacks, and labelled as ‘not-interesting’ otherwise. It is assumed here that the 
‘interesting’ label would resemble ‘interested’ expression of face. Each of these clips has 
starting and ending time indices, which are used along with the corresponding label as 
ground truth.  
Classification: Three separate cross-validation approaches are applied: five-fold; ten-fold; 
and leave-one-video-out. In a k-fold cross-validation, the observations are randomly 
divided into k disjoint folds of samples. The folds are randomly chosen, with 
approximately equal size. Each fold partitions the data into the training holdout and the 
corresponding testing holdout. The principle component analysis is applied separately over 
the training holdouts of FGEO and FBISP. The coefficients are saved for further use. The first 
two principal components from each type are selected and concatenated as feature fusion. 
These fused observations from the training holdout are further separated into an 
‘interesting’ and a ‘not-interesting’ clusters using the ground-truth labels (i.e., ‘interesting’ 
and ‘not-interesting’). Two Gaussian mixture models (i.e., δINT, δNINT ) are then trained 
separately with ‘interesting’ and ‘not-interesting’ clusters (i.e., αINT, αNINT), as shown in 
Equations 6.5 and 6.6. In the equations, C is the number of Gaussian component, θi is the 
component weights, π is the Gaussian density, µi is the mean of each component, and Σi is 
the covariance of each component.  
δINT = Σ i=1:C θi π (αINT | µi, Σi)  (6.5) 
δNINT = Σ i=1:C θi π (αNINT | µi, Σi) (6.6) 
During testing, the principle components for the testing holdouts are computed using the 
coefficients obtained during the training phase. The first two principle components from 
testing holdouts for FGEO and FBISP are selected separately and fused using concatenation. 
The concatenated features are used as feature. These features are further segmented into 
subsets of features using the ground-truth labels, as shown in Figure 6.15. Each of these 
feature subsets is tested against the two GMMs, and the predicted label of a certain subset 
is obtained based on that GMM, which produces a higher likelihood score.                            
In the leave-one-video-out approach, the identical training and testing methodology is 
followed, except here the training holdout contains data from two facial videos and the 
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testing holdout contain data from the remaining one facial video. This procedure is iterated 
for three facial videos. 
 
6.6.2 Classification Results 
 
The results show that the interest expression features have accuracy ranging between 52 
and 77%. Table 6.6 describes the means and standard deviations of the accuracy (in %), 
computed using Adaboost classifier for five-fold, ten-fold, and leave-one-video-out cross-
validations. The overall performances of the fold methods are better than the leave-one-
video-out. The fold methods use MATLB’s cross-validation function, which creates 
disjoint partitions of randomly chosen observations. In such cases, a cluster of similar 
observations might be distributed into a number of train and test holdouts, which could 
influence the classification performance. On the other hand, the interest expression 
classification for movie clips uses GMM instead of Adaboost, and thus the results cannot 
be directly compared. GMM is used to avoid the use of MATLAB’s fold methods. The 
movie clips are very short in length and thus a ‘interested’ vs ‘not-interested’ segmentation 
would leave very small number of observations for testing. Thus a GMM-based 
classification is used where all ‘interest’ and ‘not-interested’ observations are combined 
together to make a bigger sample size. However, a high-level observation reveals that the 
interest expression features achieve higher performance when the facial video is longer 
and continuous. In the movie data, the facial recording has discontinuity of watching, as 
the stimuli duration is short and there is a break between two between stimuli watching, 
for annotation.                
Table 6.6: Mean and standard deviation of the F1-scores obtained in 5-fold, 10-fold, and leave-1-
facial-video-out cross validations    
Accuracy (F1-score %) 
Cross-validation 5-fold 10-fold Leave-1-video-out 
Mean 65 63 59 
Standard deviation 12 3 18 
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Figure 6.19 illustrates the rate (%) of precision (PR), recall (RR), and specification (SR) 
for the three cross-validation approaches applied. It can be seen from the figures that the 
precision rates vary from 75% to 100%, while the recall rates range between 50% and 
76%.  Precision is the ratio between the number of relevant records retrieved and the total 
number of relevant and irrelevant records retrieved. Recall is the ratio between the number 
of relevant records retrieved and the total number of relevant records. Lower values for 
recall rate than precision rate means there are more ‘interested’ segments which have not 
been detected than the number of ‘not-interested’ segments not detected. While recall 
represents the true positive rate, specificity indicates the true negative rate. Specificity 
rates range between 67% and 100%, which in most cases is higher than precision rate and 
recall rate. This signifies that the detection rate of the ‘not-interested’ face is higher than 
the detection rate of the interested’ face.                   
  
(a) (b) 
 
(c) 
 
Figure 6.19: Rate of precision (PR), recall (RR), and specificity (SR) obtained in 5-fold, 10-fold, 
and leave-1-facial video-out cross-validation. The X-axis denotes the fold and facial video id while 
Y-axis denotes the percentage (%) of precision, recall, and specificity 
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6.7 Association of Viewer Interest with Positive and Negative 
Emotions 
 
In this experiment, the interest expression features extracted in Section 6.6.3 from sports 
data are evaluated further to verify whether viewer interest resembles only positive 
emotion or if it is connected with negative emotion as well. The extracted interest 
expression features are tested against three separately trained models with the same 
interest features, labelled ‘positive’, ‘negative’, and ‘neutral’. This experiment is 
conducted to investigate the polarity of viewer interest. This might reveal insights on 
whether viewer interest constitute both positive and negative emotion components.   
 
Figure 6.20: A facial video represented as sequences of frame-based interest labels, YINT 
(‘interested’, ‘not-interested’) and FER labels, YFER (‘POS’, ‘NEG’, ‘NEU’) 
 
6.7.1 Feature Separation 
 
The temporal (mid-level) geometric and temporal bispectral features extracted from 10 
facial videos are used in this experiment. The same interested features are separated using 
two types of labels: (a) the ground-truth labels, consisting of ‘interested’ and ‘not-
interested’; and (b) FER system output labels, which provide the intensity score for 
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positive, negative, and neutral emotion categories (PPOS,NEG,NEU). A frame-by-frame 
dominant intensity score and its corresponding label can be obtained by taking that 
emotion category as label which has the largest intensity score among the three scores. A 
schematic representation of a sample video clip, along with these two types of labels, is 
shown in Figure 6.20. 
In the pre-processing phase, the temporal geometric and temporal bispectral features are 
normalised with z-score standardization. A principle component analysis is applied 
separately on these two types of features. The first 10 principle components from each 
type (i.e., XGEO, XBISP) are selected and used as final features. These 20 features are 
concatenated into a fused version, XFUSED. Consider that the two types of feature labels 
used are YINT = (‘interested’, ‘not-interested’) and YFER = (‘POS’, ‘NEG’, ‘NEU’). As 
shown in Figure 6.18, each facial video can be represented as a combination of frames 
where each frame has two assigned labels (i.e., for YINT and YFER). Based on those labels, 
each video clip can be segmented into a number of sequences of frames where each frame 
has a label. The fused feature vector computed for that clip also can be temporally aligned 
with the clip where each frame is equivalent to each corresponding feature observation. A 
fused feature vector for each clip can thus be partitioned into a set of ‘segments’ of feature 
observations using the labels. For example, based on two types of labels (YINT, YFER) the 
XFUSED can be represented as two different sets of feature segments (<x1, yINT1>,  < x2, 
yINT2>,  …., < xm, yINTm>), (<x1, yFER1>,  < x2, yFER2>,  …., < xm, yFERn>). Here, xi ∈ 
XFUSED is a segment of feature observations with a corresponding set of interest or FER 
labels, yLi: L ∈ (YINT or YFER).  
 
6.7.2 Training and Testing 
 
A leave-one-video-out cross validation is applied over the fused features, where training is 
done with the feature of 9 facial videos and is tested with the remaining set of facial 
video’s features, which is iterated for each video.  Each iteration of the cross-validation 
creates two holdouts of the fused feature vector, XTR and XTS, respectively, for training 
and testing. Here XTR consists of data from 9 videos while XTS contains the remaining 1 
video data. Corresponding interest and FER labels for these two sets are YTR-INT, YTR-FER 
and YTS-INT, YTS-FER respectively. In the training phase, the feature data from XTR are 
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separated into three further feature sets (i.e., αPOS, αNEG, αNEU ∈ XTR) using ‘POS’, 
‘NEG’, and ‘NEU’ labels. Here, αPOS is the combination of all feature observations that 
are labelled as ‘POS’. The other two subsets αNEG, αNEU are computed in a similar way, 
based on ‘NEG’ and ‘NEU’ labels. Now three GMMs (δPOS, δNEG, δNEU) are separately 
trained with αPOS, αNEG, αNEU using the following equations. For each GMM, the number 
of components, C has been computed using Akaike Information Criteria (AIC). 
δPOS = Σi=1:C θi π (αPOS | µi, Σi)  (6.7) 
δNEG = Σi=1:C θi π (αNEG | µi, Σi) (6.8) 
δNEU = Σi=1:C θi π (αNEU | µi, Σi) (6.9) 
Here, θi = component weights, π = Gaussian density, µi = mean of each component, and 
Σi = covariance of each component. In the testing phase, feature data from 1 video (XTS) 
can be divided into a set of segments of feature observations based on interest labels, YINT 
(Figure 7.5). For example, (<x1, yINT1>,  < x2, yINT2>,  …., < xm, yINTm>) represents 
partitions of XTS into m feature segments, labeled as ‘interested’ and ‘not-interested’, 
where xi ∈ XTS and yINT ∈ YINT = (‘interested’, ‘not-interested’). Each of these feature segments 
labelled as ‘interested’ or ‘not-interested is separately tested against three GMMs. Each 
testing gives a posterior probability and a likelihood score.  
(posteriorPOS, likelihoodPOS)j=1:p = Test j=1:p (δPOS, xj: yj = (‘interested’))  (6.10) 
(posteriorNEU, likelihoodNEG)j=1:p = Test j=1:p (δNEG, xj: yj = (‘interested’))  (6.11) 
(posteriorNEU, likelihoodNEU)j=1:p = Test j=1:p (δNEU, xj: yj = (‘interested’))  (6.12) 
Here, x j=1:p are the p numbers of feature segments which are labelled as ‘interested’. In 
these equations, each of these p ‘interested’ feature segments are tested against the three 
trained GMM models, δPOS, δNEG, δNEU. The final output label of each segment is obtained 
from the label of the particular GMM which has the maximum likelihood score. It is 
computed by taking the argument of the maxima of likelihood (‘POS’,‘NEG’,‘NEU’). The 
identical procedure is applied for ‘not-interested’ feature segments.     
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6.7.3 Results on Correspondence of Viewer Interest with Positive and 
Negative Emotions  
 
Table 6.7 describes the total number of ‘interested’ and ‘not-interested’ segments. The 
table also includes the percentage of the number of ‘interested’ and ‘not-interested’ 
segments from each facial video that were predicted as ‘positive’, ‘negative’, and ‘neutral’ 
segments. The means and the standard deviations of these percentage measures are 
included. Based on the results obtained for a relatively small dataset (i.e., 10 facial videos), 
it is seen that majority of the ‘interested’ and ‘not-interested’ segments correspond with 
‘positive’ and ‘negative’ segments, rather than with ‘neutral’ segments. This finding 
supports the fact that ‘interest’ and ‘not-interest’ emotions are unlikely to be ‘neutral’. A 
minor correspondence is evident between ‘interest’ and ‘neutral’ segments. The 
correspondence of ‘neutral’ segments is higher for ‘not-interested’ (18±6 %) segments 
than for ‘interested’ (17±15 %) segments. This might imply that the ‘not-interested’ 
segments are more likely to be ‘neutral’ than the ‘interested’ segments. The ‘interested’ 
segments are showing more correspondence with ‘positive’ (47±30 %) than the ‘negative’ 
(36±26 %) segments. The video dependency is evident as well since the prediction scores 
are varying across the 10 facial videos. It might be summarised that viewer interest is more 
associated with positive emotion, but has a degree of association with negative emotion as 
well. On the other hand, the association of ‘not-interested’ segments is slightly higher with 
‘positive’ (41±20 %) than with ‘negative’ (41±19 %) segments. The marginal difference 
indicates that ‘not-interested’ segments can contain both ‘positive’ and ‘negative’ emotion 
elements.                      
Table: 6.7: Percentage of the number of ‘interested’ and ‘not-interested’ segments predicted as 
positive, negative, and neutral segments. The total number of ‘interested’ and ‘not-interested’ 
segments, count of them, which are predicted as positive, negative, and neutral segments 
Facial 
video id 
Predictions for ‘interested’ segments Predictions for ‘not-interested’ 
segments 
Total  %POS %NEG %NEU Total %POS %NEG %NEU 
1 13 92 8 0 13 61 31 8 
2 17 17 66 17 17 12 75 13 
3 17 94 6 0 17 61 23 16 
4 17 24 47 29 17 35 35 30 
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5 18 26 69 5 18 11 69 20 
6 18 43 12 45 18 56 31 13 
7 15 49 13 38 15 62 13 25 
8 12 11 60 29 11 18 55 27 
9 11 77 22 1 12 42 42 17 
10 10 38 60 2 11 51 33 16 
Mean - 47 36 17 - 39 41 18 
SD - 30 26 15 - 20 19 6 
 
6.8 Discussion 
 
The (visual) interest expression features show slightly better performance for the facial 
videos recorded in response to sports stimuli (mean accuracy is 67±33%) than those 
collected to movie stimuli (mean accuracy is 59±18%) in a leave-one-video-out cross-
validation (addresses research objective 1). As the data used is limited to 10 facial videos, 
leave-one-video-out is  expected to be a more practical choice than a random distribution 
of 5-fold and 10-fold cross-validations. A possible reason why data works well might be 
the longer duration, compared to the short duration of the movie stimuli. Presentation of 
short duration movie clips with an annotation session in between might have created 
discontinuity in the viewing behaviour of the subjects. This implies that the visual reaction 
of a viewer has dependence over the characteristics (i.e., duration) of the stimuli. The 
accuracy varies in a large range across subjects and a possible reason could be the 
subjective preferences and demographics. Moreover, the interest expression in the facial 
video was subtle and the annotation was difficult.  
The expression of interest corresponds with both positive and negative emotions. The 
segments of the facial video labelled as ‘interested’ have more correspondence with 
positive emotion (47±30%) than with negative (36±26%) and with neutral (17±15%) 
emotions (addresses research objective 2). The segments labelled as ‘not-interested’ 
mostly correspond with ‘negative’ emotion (41±19%). The positive emotion dominantly 
corresponds to ‘interested’ facial expression rather than to ‘not-interested’ facial 
expression. On the contrary, negative and neutral emotions are more dominant for the ‘not-
interested’ facial expression than for the ‘interested’ facial expressions.   
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Significant statistical differences (p-value < 0.05) appear between the viewer interest 
features across movie clips tagged with different emotion categories. The statistical 
difference is more evident between heart rate variability features than facial expression and 
heart rate (bpm) features. The statistical difference is more visible through the energy 
features from the heart rate and heart rate variability signals. The cross-stimuli 
classification approach (can be considered as cross-domain) does not perform well, as 
expected, which indicates the stimuli dependence of the viewer interest data (addresses 
research objective 3). The overall accuracy varies between 40% and 62% and the heart rate 
(bpm) feature (F1-score: 0.62±0.9) outperform facial expression (F1-score: 0.47±0.14) and 
heart rate variability (F1-score: 0.37±0.16) features for both tennis vs movie and movie vs 
tennis cases. Heart rate variability performs better (F1-score: 0.52±0.14) when the model 
is trained with tennis data and tested against movie data. The tennis clips used are longer, 
and the study with tennis involves continuous viewing, which might be the reason why the 
features extracted from the data collected in response to tennis clips can characterise the 
features obtained in the study with movie clips. The classification performance is higher 
when the within-stimuli approach (which can be considered as domain-specific) is 
followed, where features extracted from movie data are used in both testing and training. 
In this approach, the heart rate (bpm) modality has higher accuracy (F1-score: 0.67±0.0.4) 
than the facial expression (F1-score: 0.57±0.03) and heart rate variability (F1-score: 
22±0.07). If cross-stimuli and within-stimuli approaches are compared, it can be seen that 
heart rate and facial expression features are performing better in the within-stimuli 
approach. The distributions of the GMM scores confirm this, where the scores for 
‘interesting’ and ‘not-interesting’ features have better separation in within-stimuli 
approach than cross-stimuli approach.     
          
6.9 Conclusion 
 
Interest expression of face has been classified using time-varying geometric and bispectral 
features extracted from eye, mouth, cheek, and head regions. The interest expression 
features have shown better performance for sports data than for movie data. Viewer 
interest has shown more correspondence with position emotion than with negative and 
neutral emotion. In the cross-stimuli classification, the model trained with sports data 
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performs slightly better than the model trained with movie data. In a within-stimuli 
scenario, the accuracy improves for the overall classification as well as for the heart rate 
and facial expression modality. Heart rate features outperform facial expression and heart 
rate variability in both approaches. The findings reveal that stimuli-dependency influence 
the performance of viewer interest classification and a stimuli-specific model still 
performs better than a general one. Use of more data and sophisticated features (beyond 
those are reported in this thesis) could lead to a general model that would perform better. 
The experiment reported can be adapted in multimedia retrieval and human-computer 
interaction applications including interesting highlight extraction, monitoring engagement 
in learning environment etc.     
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CHAPTER 7: CONCLUSION AND FUTURE WORK 
 
The PhD project (described in this thesis) investigates detection of viewer interest in multi-
domain videos. It verifies the feasibility of a general model that would detect viewer 
interest across different video domains and subjects. The project includes three main 
studies that are progressively designed to obtain more generalisability towards viewer 
interest detection. This project has collected facial expression and heart rate data from 12 
subjects in response to 3 soccer and 2 tennis clips. In a separate data collection, this project 
has collected facial expression and heart rate data from 20 subjects in response to 20 
movie clips.  
The first study attempts to build a baseline model for viewer interest detection with a 
single sports genre (i.e., soccer) that includes structured and recognisable events (i.e., 
highlights). The findings show that a threshold-based model can achieve 60% to 80% 
accuracy when detecting viewer interest in soccer highlights. The findings also report that 
viewers’ heart rate signals complement facial expressions in detecting interest. A fusion of 
these two signals achieves higher accuracy than each.  
The next study utilises two different sports genres (i.e., soccer and tennis) to obtain more 
generalisability in viewer interest detection. The sports events in this case are subtler and 
less structured. Experimentation using facial expression and heart rate data reveals that the 
distributions of viewer interest features have significant statistical difference across the 
two sports. Higher order statistics such as skewness and kurtosis are found more useful in 
capturing this difference. Standard classification technique (i.e., GMM) is applied instead 
of simplistic threshold-based method so that the detection model now can handle data that 
are more complex. It has been found that a viewer interest detection model that is trained 
for a particular sports (i.e., sports-specific) performs better (accuracy: 40% – 66%) than a 
model that is trained for multiple sports (i.e., sports-independent and cross-sports). This 
confirms the influence of subjective biasing and statistical difference in the features across 
different sports.   
To obtain more generalisability, a different video domain (i.e., movie) is added in the next 
study. The feasibility of a domain-general model is verified by testing a model trained with 
sports data against the movie data and vice versa, in a cross-domain manner. The first case 
achieves lower accuracy (between 22% and 62%) than the second one (between 45% and 
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59%) for facial expression, heart rate, and heart rate variability signals. The classification 
approach designed in a within-domain manner confirms that a detection model trained 
with movie data performs better against movie data (accuracy: 23% – 67%). This study 
then investigates the usefulness of visual eye gaze data in detecting viewer interest. The 
classification of viewer’s interest expression using visual attention and engagement 
features demonstrates accuracy of 69±33%. An extension of this experiment investigates 
the correspondence between interest with positive, negative, and neutral emotion. The 
results show evidence that interest does not need to be necessarily always positive; it can 
be negative as well.      
The project can be extended in term of data, annotation, feature, and classification. The 
studies discussed in this thesis collect only two types of sports data. Future studies can be 
extended using more participants and more stimuli types (e.g., cricket, news, TV show). A 
limitation of current data in this project is its uneven size, since the number of stimuli for 
each type is not equal. The twenty movie stimuli were categorised into six basic emotion 
categories, where each category included 2 or 3 clips. More stimuli from each basic 
emotion category would be useful in designing a more robust study. Some of the clips 
(those obtained from LIRIS-ACCEDE) are short and might not have sufficient semantics 
to evoke emotion within subjects. Future studies can involve stimuli with longer durations. 
These additions in data type and size would facilitate to test the generalisability of a 
viewer interest classifier. The annotations used throughout different experiments varied 
between subject-independent and subject-dependent, which might be formulated in more 
generalised manner so that data of different sources still can be used across different 
studies. The guideline used for coding interest in facial videos can be expanded to collate 
state-of-the-art theories. The domain-general model designed in this thesis is ideally 
‘subject-independent’ by nature. A general limitation of this project is scope of 
participants’ representations, where ethnicity and other backgrounds of participants have 
not been considered. Another limitation in data collection is unavailability of suitable 
participants, which resulted an uneven gender in data collection.  
The methodology involved in this study used GMM, Adaboost, and SVM for classification 
purpose: this can be extended to use other types of classifiers including neural networks 
and decision trees. Deep neural features extracted from facial expression and heart rate 
data can be used to evaluate performance, as use of deep features in affective studies is 
currently a steady and encouraging trend. The studies in this project can be extended, to 
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use more fusion techniques such as feature, score, and decision fusion. This thesis uses 
only discrete emotion categories, which can be extended by using continuous valence-
arousal scores. This would reveal more insights on if interest should be considered as 
discrete state or continuous scores. The movie clips annotation used for YouTube clips in 
Chapter 6, can be extended to incorporate subjects’ feedback, where clips from YouTube 
would be selected based on subject’s annotations rather than web-based selection. Besides, 
the interest expression detection (Chapter 6) can be extended to incorporate an aggregation 
of frame-based low-level features. Besides, current analysis discussed for viewer interest 
detection in response to sports and movie clips can be extended to incorporate if there is 
any contradiction between the findings.        
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Appendices  
 
A. Results of Cross-domain Classification 
 
 
Table A.1 includes the subject-dependent (i.e., subject-wise) F1-scores obtained from the 
cross-domain classification for facial expression, heart rate, and heart rate variability 
features. Table A.1 (a) illustrates the results when the GMM models are trained with tennis 
data and tested with movie data, while Table A.1 (b) illustrates the results when the GMM 
models are trained with movie data and tested with tennis data. The accuracy scores are 
presented for each subject, i.e., 20 subjects for movie and 12 subjects for tennis.  
 
Table: A.1: Accuracy (F1-scores) obtained in cross-domain classification using thresholds on 
GMM scores for (a) Tennis vs Movie, (b) Movie vs Tennis cases 
(a) Train: Tennis, Test: Movie 
Subject 
id 
Threshold: 10% of GMM scores Threshold: -10% of GMM scores 
FE HR (bpm) HRV (RR) FE HR (bpm) HRV (RR) 
1 0.25 0.62 0.44 0.25 0.8 0.67 
2 0.62 0.46 0.6 0.8 0.67 0.86 
3 0.36 0.67 0.44 0.5 0.91 0.67 
4 0.44 0.36 0.25 0.5 0.33 0.4 
5 0.5 0.33 0.25 0.44 0.33 0.33 
6 0.5 0.57 0.22 0.57 0.8 0.4 
7 0.57 0.22 0.25 0.73 0.33 0.4 
8 0.25 0.4 0.25 0.33 0.57 0.4 
9 0.29 0.67 0.4 0.33 0.91 0.67 
10 0.36 0.71 0.67 0.4 1 0.67 
11 0.62 0.67 0.25 0.73 0.91 0.4 
12 0.25 0.36 0.25 0.29 0.57 0.33 
13 0.57 0.67 0.25 0.67 0.91 0.4 
14 0.22 0.57 0.25 0.29 0.75 0.4 
15 0.22 0.57 0.25 0.29 0.8 0.4 
16 0.46 0.67 0.25 0.6 0.91 0.33 
17 0.36 0.67 0.22 0.25 0.8 0.4 
18 0.36 0.67 0.44 0.4 0.91 0.67 
19 0.45 0.57 0.39 0.31 0.67 0.54 
20 0.67 0.71 0.59 0.47 0.84 0.64 
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(b) Train: Movie, Test: Tennis (clip 4) 
Subject 
id 
Threshold: 10% of GMM scores Threshold: -10% of GMM scores 
FE HR (bpm) HRV (RR) FE HR (bpm) HRV (RR) 
1 0.64 0.67 0.50 0.50 0.21 0.29 
2 0.53 0.67 0.44 0.40 0.11 0.25 
3 0.63 0.70 0.20 0.33 0.38 0.25 
4 0.63 0.67 0.59 0.17 0.19 0.20 
5 0.55 0.63 0.40 0.47 0.2 0.24 
6 0.38 0.70 0.60 0.46 0.13 0.27 
7 0.57 0.67 0.21 0.27 0.14 0.09 
8 0.40 0.67 0.34 0.36 0.22 0.15 
9 0.56 0.67 0.74 0.57 0.41 0.33 
10 0.63 0.67 0.44 0.46 0.38 0.18 
11 0.53 0.70 0.11 0.40 0.51 0.21 
12 0.44 0.67 0.50 0.31 0.39 0.29 
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