Abstract-Big and complex applications need many resources and long computation time to execute sequentially. In this scenario, all application's processes are handled in sequential fashion even if they are independent of each other. In highperformance computing environment, multiple processors are available to running applications in parallel. So mutually independent blocks of codes could run in parallel. This approach not only increases the efficiency of the system without affecting the results but also saves a significant amount of energy. Many parallel programming models or APIs like Open MPI, Open MP, CUDA, etc. are available to running multiple instructions in parallel. In this paper, the efficiency and energy consumption of two known tasks i.e. matrix multiplication and quicksort are analyzed using different parallel programming models and a multiprocessor machine. The obtained results, which can be generalized, outline the effect of choosing a programming model on the efficiency and energy consumption when running different codes on different machines.
INTRODUCTION
With the addition of multiple cores, the capability of chips to process multiple instructions simultaneously has increased the performance. High-performance computing provides boost in performance but at some stages, it requires more resources to increase the performance. To provide an optimal solution which could be running efficiently and consumes fewer resources, like energy etc. the performance of the computing system must be analyzed.
Multiple performance analysis tools could be used to test the performance of different software applications [1] . This kind of performance analysis studies help to improve the performance of the software application and to provide an optimal solution. Tools that are utilized for the performance analysis of HPC applications use different approaches for the analysis purposes [2] .
In earlier work, performance analysis criteria was based upon the computation of speed, the number of threads generated to perform a task and how the memory was utilized to perform those tasks [3] . When considering HPC architecture, it is supposed that there are a large number of processors that are dedicated to performing the computation tasks. So there is an obvious increase in the consumption of the energy resources as well. So, in addition to the optimization techniques to improve performance, it is also necessary to use energy-aware techniques.
Many optimization techniques could be applied to the code to be running in parallel. For example, loop optimization techniques could be implemented to improve the performance of loops in a code. The use of different programming APIs or architectures like Open MP [4] , Open MPI [5] , CUDA [6] etc. provides the programmers and application developers with the ability to running different blocks of codes in parallel on CPUs and GPUs. These APIs also provide a mechanism to running the code in parallel using multiple cores in HPC environment.
In this paper Open MP, Open MPI, CUDA were used to perform simple computation tasks i.e. matrix multiplication and to sort using quicksort. Matrix multiplication task is considered as one of the expensive tasks as it involves nested loops and performs multiplication and addition of numbers. In both cases, the code was implemented in C++ to measure the computational time and energy consumption in sequential manner. Then parallel programming API's have been used to get the results while performing the same operations in parallel. Comparing the results obtained implementing different models used in HPC with the results in the sequential mode made it possible to analyze the effect of parallel programming languages on the performance and energy consumption in HPC environment.
The rest of the paper is organized as follows. Section 2 describes the work done by other researchers to analyze the performance of parallel programming models and techniques. Section 3 discusses different tools/models/APIs available for parallel programming. In Section 4, the performance analysis model adopted in this study is presented. Section 5 contains the results obtained using different APIs. Section 6 discusses the results presented in section 5. Finally, conclusion and future work is presented in Section 7.
II. RELATED WORK
Many researchers have provided energy consumption analysis of machines having HPC capabilities. Rejitha et al. have analyzed the effect of loop optimization techniques on the use of energy consumed by different techniques [7] . Although they have compared different such techniques but they did not implement them using all available models in HPC www.ijacsa.thesai.org environment. In [8] , authors have implemented MPI based solutions using different loop optimization techniques. But, their results are also limited to the use of MPI model.
Freeh et al. have directly measured the time and energy with the help of power meters consumed by the AMD-64 nodes [9] . The effects of bottlenecks in the memory and communication in these nodes have been measured. According to them, there is a trade-off between time and energy consumed by HPC applications. i.e. If bottleneck problem arises in any node, it will increase the amount of energy consumed for that application. But this could be reduced by increasing the execution time for that application.
Feng et al. have emphasized on the need to characterize the power characteristics of high performance applications to control the energy consumption of future HPC applications [10] . According to them, the operational costs to run an application depends on the characteristics of that application. Even if two applications are running on a system for the same amount of time, the energy consumed by them may differ depending upon their characteristics.
In [12, 13] , different techniques to estimate energy consumption in embedded systems have been discussed. Although embedded systems in general are different from high performance systems they have a common case i.e. in both systems energy consumption is a critical issue. So the techniques used for comparison in embedded systems may give an idea on how to estimate the energy consumption in HPC systems.
Enos et al. in [14] have provided a mechanism to monitor the energy consumed by CPUs and GPUs installed in a HPC machine. This approach is capable of calculating the power consumption by individual CPUs and GPUs. For this purpose they have used hardware devices and other equipment to monitor the power consumed by the system components. In this paper, a software mechanism has been provided to measure the energy consumption.
A very recent work done by Rashid et al. [15] provides an analysis of different sorting algorithms. They have implemented these algorithms on ARM based devices. So this work is basically related to mobile devices. But they have identified some factors which affect the energy consumption in those devices. According to them, algorithm implemented to perform a task and the language used affect the energy consumed by that application.
A model to calculate the energy complexity of different algorithms has been proposed in [16] . Although this is not directly related to high performance computing, it provides a model which deals with the energy consumption and the memory layout which is divided into two layers in this model.
III. PARALLEL PROGRAMMING MODELS AND ENERGY CONSUMPTION ANALYSIS TOOLS
In this section, the parallel programming models and the software tool that were used to get data related to energy consumption analysis have been described. For parallel execution of the code blocks used in the experiments different programming models have been used. Fig. 1 shows a simple code in C++ language to perform matrix multiplication without any optimization. All the loop instructions in this code run sequentially. Even if this code is run as it is on a multiprocessor machine, it will take the same time to execute. Intel Power Gadget GUI have four different sections that shows different readings. -Package Pwr‖ section shows the overall power consumption and the average power limit. Current CPU frequency is shown as the -Package Frq‖. If GPU is attached with the system, its frequency is shown under the label -GT frq‖. The overall system temperature is shown in the section named -Package Temp‖. It shows both, the current temperature and the max. temperature limit. www.ijacsa.thesai.org This gadget generates the energy consumption log that provides the power consumption statistics. Log file includes the elapsed timed, package power limit, processor frequency, GT frequency, processor temperature, average and cumulative power of the processor [11] . For the purpose of this study, the -Processor Energy‖ have been used. This gives the total energy consumed by the processor including the energy consumed by processor cores, GPU, and by other devices.
To run the above code in parallel mode, different parallel programming models have been used. The same code has been implemented using C++ compatible APIs for each parallel programming model. The code has been implemented using Open MP, Open MPI and CUDA. In the following subsections, a brief introduction to these parallel programming models is given.
A. OpenMP
Open MP provides a set of compiler directives. It also includes a set of runtime library routines that are implemented using Fortran, and C/C++. These routines provide support for the parallelism using shared memory model [4] .
B. Open MPI
The Message Passing Interface has been implemented in the form of Open MPI [5] . It fully supports the multithreading approach and could be used to develop applications that support concurrent access to memory. It also supports the old versions of MPI like LAM/MPI, LA-MPI and FT-MPI. It also provides options to check the data integrity for processes running in parallel.
C. CUDA
Compute Unified Device Architecture (CUDA) is also a parallel programming model and it is developed by NVIDIA. It runs on a graphical processing unit that supports CUDA. For parallel processing, it provides direct access to the virtual instruction set of GPU [6] .
IV. PROPOSED MODEL FOR ENERGY CONSUMPTION ANALYSIS
In this section, the model which was used to perform the analysis and the computing system specifications are presented. To run the programs a multicore hyper threaded machine has been used. The System specifications for that machine are given in the following table. A power consumption analysis model has been proposed. This model describes the process flow and all the steps performed during the analysis process. At the initial stage, before starting the program execution, the energy consumption analysis log needs to be started, and the destination folder for this log file to be selected. After starting the log, the program execution will start. But before starting the multiplication function, the execution time start will be recorded then the multiplication process will be started. After the completion of multiplication process, the time again will be calculated, and both starting and ending times will be written to a separate time log file. Now program will be terminated and the energy consumption analysis log will be stopped. After that, starting and ending time will be available in the time log file and from that time, the energy consumed during that period can be found. A flow chart describing this model is shown in Fig. 3 The following section presents the results obtained by running the matrix multiplication program for different matrix sizes and using different programming models. Also the results for running the quick sort algorithm for different array sizes and different programming models are given.
For comparison purposes, different matrix sizes that range from 500 × 500 to 5500 × 5500 have been used. Execution time has been recorded in seconds and the energy log sampling resolution was set to 500ms. This enables the monitoring of energy consumption and other related statistics twice a second. Table 2 , and 3, show the results obtained by running each code to multiply square matrixes of five different sizes for each programming model (i.e. C++, Open MPI, Open MP, and CUDA). In table 2, the execution time consumed during the multiplication process is given. Table 3 shows the results for the energy consumption analysis for the same set of data using the same models for matrix multiplication. Note that, For the purpose of energy consumption analysis, we have measured the overall energy consumed by the system. For quick sort, array sizes have been considered between 128,00,000 to 1,024,00,000. Here it is worth mentioning that for the sorting comparison, array size for CUDA ranges from 12,80,000 to 102,40,000. Similar to matrix multiplication, execution time has been recorded in seconds and energy consumption resolution was also set to 500ms. These results will be discussed in detail in the following section. In table 5, the results obtained by measuring the energy consumed by different programming models to sort the arrays of different sizes have been presented. Same like matrix multiplication, the sampling window was set to 500ms to collect the data for energy consumed by different programming models using the quick sort. 5 show the results obtained by running the matrix multiplication code using the four programming models. Time comparison has been given in Fig. 4 , whereas the energy consumption analysis is shown in Fig. 5 . Figures 6 and 7 show the results obtained by running the quick sort algorithm that is implemented using the four programming models. Time comparison has been given in Fig.  6 , whereas the energy consumption analysis is shown in Fig. 7 . The main purpose of this work is to analyze the performance and energy consumption analysis of different parallel programming models using the computing system and the model described in the previous sections. For this purpose, matrix multiplication and quick sort algorithm have been used. It is obvious that the parallel programming models improve the efficiency and reduce the energy consumption only if there are some blocks of codes that could be parallelized. For example, in matrix multiplication, it is not possible to run all the instructions in parallel, but as the multiplication takes place in the form of rows * columns, so this task could be assigned to multiple threads to run in parallel. Results shown in Fig. 4 and Fig. 5 , show that models that support parallel execution of multiple threads produce good results when matrix size is large. For small matrix size, the time and energy consumption is same for all models. And even in some cases, sequential execution is better than the parallel. But when the size increases, the parallel execution produce good results both in terms of time and energy. The results in section 4 show that for large data manipulation, Open MPI performs much better than the other parallel models. On the other hand, results shown in Fig. 6 and Fig. 7 for quick sort show that in most of the cases, sequential execution (C++) produces good results as compared to parallel architectures. Although Open MPI is much more faster than sequential and consumes less energy as compared to sequential execution. But the other two approaches, Open MP and CUDA takes much longer than sequential and in result consumes more energy.
VII. CONCLUSION AND FUTURE WORK
Results obtained by running test codes using four models C++ (sequential), Open MPI, Open MP, and CUDA have been discussed in the previous section. The results show that for small calculations, all the models produce the same results in terms of time and energy consumption. Even in some cases as in sorting, the parallel programming models need more resources and time to perform the task. Also, the results obtained by sequential execution are same for small matrix and array sizes. Parallel computation increases performance when running large and complex computations where it is possible to parallelize the code blocks. Though, every language provides different mechanisms to increase efficiency the default mechanism provided by those models was used. As was mentioned earlier in this paper, the computational tasks of matrix multiplication and sorting were performed on a certain machine. Although the results may differ when performing a different task and utilizing different machine the simple technique used in this work provide a quick and simple way to get a general idea about the performance and energy consumption of a particular programming model on similar machines for different tasks.
In future, this work will be extended by executing some other codes and using different machines or running real applications to get a better estimate of the performance and energy consumption.
