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ON THE LYAPUNOV SPECTRUM OF RELATIVE TRANSFER
OPERATORS
MÁRIO BESSA AND MANUEL STADLBAUER
Abstract. We analyze the Lyapunov spectrum of the relative Ruelle operator
associated with a skew product whose base is an ergodic automorphism and
whose fibers are full shifts. We prove that these operators can be approximated
in the C0-topology by positive matrices with an associated dominated splitting.
1. Introduction: Basic definitions and statement of the results
We begin with the definition of the class of the relevant dynamical systems
and cocycles. For a fixed n ∈ N, let Σ := {1, 2, . . . , n}N refer to the one-sided
full shift space with n states and θ : Σ → Σ, (w0w1 . . .) 7→ (w1 . . .) be the left
shift. Furthermore, for a compact Hausdorff space M and a continuous, ergodic
automorphism f : M → M with respect to the f -invariant Borel probability µ on
M , let
T : Σ×M → Σ×M, (w, x) 7→ (θ(w), f(x)).
We are interested in the time evolution of the family {Lx : x ∈ M} of Ruelle
operators acting on Hölder functions defined by
Lx(h)(w) :=
∑
v:θ(v)=w
h(v)eϕx(v),
where ϕ : Σ×M → R, (w, x) 7→ ϕx(w) is a uniformly relatively Hölder continuous
potential function, that is x 7→ ϕx(w) is continuous and w 7→ ϕx(w) is Hölder
continuous with continuously varying Hölder coefficients (see Def. 2.5). As usual,
the time evolution is defined by
Lkx :=
{ Lfk−1(x) · · · Lx if k > 0
id if k = 0,
and, in particular, the cocycle identity Lk+nx = Lkfn(x) ◦ Lnx holds. As it is well
known from the theory of random dynamical systems, Lx acts on the space of
Hölder functions and moreover, a fibrewise Perron-Frobenius-Ruelle theorem holds
(see [1]). That is, there exist uniquely determined families {hx : x ∈M} of strictly
positive Hölder functions, {mx : x ∈M} of probability measures and {ρx : x ∈M}
of strictly positive constants such that µ-a.s., with L∗x referring to the dual of Lx,
Lx(h) = ρxhf(x), L∗x(mf(x)) = ρxmx.
If ϕ is Hölder continuous as a function on Σ×M , then (x,w) 7→ hx(w) is globally
Hölder continuous by application of the main result by Denker and Gordin in [4] in
this restricted setting.
The main intention of this article is to refine these results by showing that
{Lx} can be approximated with respect to the uniform operator norm ‖ · ‖∞ by
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finite dimensional operators who admit a dominated splitting. In order to do so,
we partially extend the result by Denker and Gordin to potentials who are only
continuous in x by proving uniform exponential decay for ratios of the iterated
operators (see Theorem 2.3 below). In here, Dr(·) refers to the r-Hölder coefficient
and ‖ · ‖H to the Hölder norm.
Theorem A. There exist C > 0 and s ∈ (0, 1) such that, for g, h in the space of
Hölder functions H and g > 0, we have that∥∥∥∥Lnx(g)Lnx(h) −
∫
gdmx∫
hdmx
∥∥∥∥
H
≤ Csn
(
Dr(g) +
∣∣∣ ∫ gdmx∫ hdmx
∣∣∣Dr(h)) ‖1/h‖∞.
Note that this is a result of independent interest since it does not require knowledge
about {hx} and {ρx}. It is also worth noting that several aspects of the proof seem
to be new. By considering a family of ratios of operators (as defined in (4)), it
is possible to obtain exponential decay without a priori requiring the existence of
{mx} or {hx} (see Theorem 2.2). As a corollary, we obtain existence, uniqueness
of the families {hx}, {mx} and {ρx} (see Propositions 2.6 and 2.7).
We now recall the definitions of Lyapunov exponents, the Oseledets splitting and
dominated splittings for linear cocycles. That is, for m ∈ N with Mm+ referring to
the set of positive m×m matrices, we consider the space of cocycles C0(M,Mm+ )
endowed with the topology defined by the norm
JAKp := max
x∈M
sup
v∈Rm,‖v‖p=1
‖Ax(v)‖p,
where ‖ · ‖p refers to the ℓp-norm on Rm, for p ∈ [1,∞]. If p is not specified, then
p is considered to be equal to 2. Note that the topology does not depend on the
choice of p as all norms on Rm are equivalent. As above, set Akx := Afk−1(x) · · ·Ax
for k > 0 and A0 = id. Since f leaves the probability µ invariant and µ is ergodic,
the Oseledets theorem for non-invertible cocycles (see [3]) guarantees that there
exist k ∈ {1, . . . ,m}, λ1 > ... > λk ≥ −∞ (called Lyapunov exponents), and for
µ-a.e. point x ∈ M a splitting Rm = Eλ1x ⊕ ... ⊕ Eλkx (called Oseledets splitting)
such that Ax(E
λi
x ) = E
λi
f(x) if λi > −∞, Ax(E−∞x ) ⊂ E−∞f(x), and, for v ∈ Eλix \ {0}
and i ∈ {1, . . . , k},
lim
n→∞
1
n
log ‖Anxvi‖ = λi.
Note that the Oseledets theorem does not make any statement on the continuity
of the splitting. On the other hand, the notion of projective hyperbolicity is a
statement about continuity and uniform separation of the Oseledets subspaces.
That is, we say that a nontrivial A-invariant splitting RmΛ = F
1
Λ ⊕ F 2Λ over an f -
invariant set Λ ⊂ M is a k-dominated splitting if E−∞Λ is well defined (possibly
empty) and a subset of F 2Λ and, for every x ∈ Λ,
(1)
‖Akx|F 2x ‖
m(Akx|F 1x )
≤ 1
2
.
In here, m refers to the co-norm of the operator, that is m(A) = ‖A−1‖−1. Note
that the co-norm in this situation is well defined since E−∞Λ ⊂ F 2Λ implies that
ker(Amx |F 1x ) = {0}, and hence Akx|F 1x is invertible. More generally, we call a A-
invariant splitting F 1 ⊕ F 2 ⊕ · · · ⊕ F k dominated if, for each j = 1, . . . , k − 1, the
splitting (F 1 · · ·F j)⊕ (F j+1 · · ·F k) is dominated.
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The main result of the paper is a result on the approximation of {Lx} with
respect to the uniform norm by finite dimensional operators admitting a dominated
splitting. In order to formulate the result, we refer to E<λ as the bundle of elements
with Lyapunov exponent smaller than λ, that is, for x ∈M ,
E<λx := {v ∈ Rn : lim sup
n→∞
1
n
log ‖Anxv‖ < λ}.
Theorem B. Suppose that ϕ is uniformly relatively Hölder continuous. Then, for
each ε > 0, there exist m ∈ N, a continuous family of positive operators {Ax : H →
H}, a continuous bundle {Wx : x ∈M} of m-dimensional subspaces of H such that,
for all x ∈M ,
(1) hx ∈Wx and Wx is ε-dense in {g ∈ H : ‖g‖H ≤ 1} with respect to ‖ · ‖∞,
(2) Ax maps Wx to Wf(x) and ‖Ax(g)− Lx(g)‖∞ ≤ ε‖g‖∞ for all g ∈ Wx.
Furthermore, the maximal Lyapunov exponent λ1 associated with A is equal to∫
log ρxdµ, E
λ1
x = {thx : t ∈ R}, the splitting Eλ1M ⊕E<λ1M ⊂WM is dominated, and
either
(1) the Lyapunov spectrum of A contains two points, or
(2) the Lyapunov spectrum of A contains at least three points and the Oseledets
subbundles define a dominated splitting.
Observe that the importance of the theorem stems from its relation to continuity
of the Lyapunov exponents. In order to do so, recall that a dominated splitting
automatically is continuous (see, e.g., § 2 in [2]). In particular, E<λ1M always is a
continuous bundle and, if the Lyapunov spectrum contains at least three points,
then also the Oseledets splitting is continuous. In particular, the assignment of
the Lyapunov exponent to a point is globally defined and varies continuously with
respect to the base point. However, if the spectrum only contains two points, then
the second Lyapunov exponent might only exist almost everywhere.
The main ingredients of the proof are Theorem A above and Theorem C below.
Namely, Eλ1x = {thx : t ∈ R} and the dominated splitting property of Eλ1M ⊕ E<λ1M
are consequences of Theorem A. Furthermore, the continuity of the families {hx}
and {ρx} give rise to a continuous conjugation of {Lx} to a family of positive
operators who leave invariant the constant function 1. Hence, in order to obtain
the dichotomy concerning the continuity of Lyapunov exponents, it is necessary
to make use of the result of Bochi and Viana in [2] that a linear cocycle with
values in an accessible group generically either has a trivial Lyapunov spectrum or
the Oseledets splitting is dominated (for accessibility and the Bochi-Viana result,
see Definition 4.1 and Lemma 4.7 below). We obtain the following result for the
semigroup of stochastic matrices
Sn :=
{
(aij) ∈ Rn×n : aij ∈ [0, 1],
∑n
j=1 aij = 1 ∀i = 1, 2, . . . , n
}
.
Theorem C. If n ≥ 2, then there exists a residual subset R ⊂ C0(M,Sn) with
the following properties. For all S ∈ R, dimE0M = 1 and the splitting E0M ⊕ E<0M
is dominated. Furthermore, we either have that
(1) the Lyapunov spectrum of S contains two points, or
(2) the Lyapunov spectrum of S contains at least three points and the Oseledets
subbundles define a dominated splitting.
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The ideia of proof is to consider the induced action of a given S on E<0M and
show that this action is close to an action with values in an accessible group. It
is worth noting, that the main argument for this, Lemma 4.5 below, seems to be
optimal since the method of proof does not leave much flexibility for improvements.
The article is structured as follows. In Section 2, we give the details with re-
spect to the topology of H, introduce the Vaserstein metric and prove Theorem
A by adaption of a result for non-stationary shift spaces in [10]. In Section 3, we
consider stochastic cocycles and prove that dominated splittings for the induced ac-
tion can be lifted. Note that the dichotomy of Bochi and Viana cannot be applied
immediately since Sn is not accessible (see Remark 4.2).
We remark that Theorem B sheds light to the rôle of the relative Perron-
Frobenius-Ruelle theorem and the dichotomy by Bochi and Viana in the context
of transfer operators of non-invertible skew products. Namely, the relative Perron-
Frobenius-Ruelle theorem guarantees that Eλ1x is always one-dimensional whereas
the result by Bochi and Viana provides an approximation of the action of {Lx} on
E<λ1M by dominated splittings.
2. Exponential decay and continuity
Throughout this section, if not stated explicitly, we do not to assume that M is
a topological space or that f invertible. Continuity and invertibility only will be
essential in the last part of this section in order to obtain continuity and uniqueness,
respectively.
We begin with the definition of the relevant maps, function spaces and operators.
We refer to Wm := {(a1 · · ·am) : 1 ≤ ai ≤ m} as the set of words of length m and,
for a = (a1 · · · am) ∈ Wm, the set
[a] = [a1, ..., am] := {(wi) ∈ Σ : wi = ai, i = 1, ...,m}
is referred to as a cylinder and the map
τa : Σ→ [a], (w1w2 · · · ) 7→ (a1 · · ·amw1 · · · )
as the inverse branch defined by a. As it is well known, d((vi), (wi)) := 2
−min{i:vi 6=wi}
defines a metric on Σ. Also recall that, with respect to this topology, Σ is compact,
θ is continuous, cylinder sets are clopen (closed and open) and τa is a homeomor-
phism. Furthermore, for g : Σ→ R and r ∈ R, we refer to
Dr(g) := sup {(g(v) − g(w))/rm : v, w ∈ [a], a ∈ Wm,m = 1, 2, . . .}
as the r-Hölder coefficient of g. The space of r-Hölder functions is then defined by
Hr := {g : ‖g‖H <∞}, with ‖g‖H := ‖g‖∞ +Dr(g).
We are now in position to specify the continuity assumptions on ϕx. That is, we
say that ϕ : Σ×M → R, (w, x) 7→ ϕx(w) has uniformly bounded Hölder coefficients
if there exists r ∈ (0, 1) such that supxDr(ϕx) <∞.
Observe that this notion of Hölder continuity gives rise to the following bounded
distortion estimate. That is, with Cϕ := exp(supxDr(ϕx)/(1− r) and for a ∈ Wm
and v, w ∈ [a], it follows that
(2) C−1ϕ ≤ e
∑n−1
k=0 ϕfk(x)(θ
k(v))−∑n−1
k=0 ϕfk(x)(θ
k(w)) ≤ Cϕ.
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The proof of the estimate is well-known and therefore omitted (see, e.g. equation
(3) in [10]). However, note that the estimate has various important consequences
and implies, e.g., that Lmx (1)(v)/Lmx (1)(w) ≤ Cϕ for all v, w ∈ Σ.
Observe that, by a change to the equivalent metric d((vi), (wi)) := r
min{i:vi 6=wi},
functions in Hr are Lipschitz continuous. In particular, Hr is closely related to
weak convergence of measures and the Vaserstein distance through Kantorovich’s
duality. Recall that, for two Borel probability measures ν1, ν2 on Σ, the set of
couplings Π(ν1, ν2) is defined as the set of Borel probability measures on Σ × Σ
whose marginals are ν1 and ν2, respectively. The Vaserstein distance is defined by
Wr(ν1, ν2) := inf
{∫
dr(x, y)dQ : Q ∈ Π(ν1, ν2)
}
.
As it is well-known (see, e.g. [11]), this distance is compatible with weak conver-
gence and Kantorovich’s duality gives that
(3) Wr(ν1, ν2) = sup
{∫
gdν1 −
∫
gdν2 : Dr(g) ≤ 1
}
.
We now introduce the relevant operators in order to obtain a contraction of the
Vaserstein distance. However, since the constant function 1 is not necessarily Lx-
invariant and the eigenfunctions {hx} are not yet known, we consider the operators,
for m,n ∈ N and g ∈ Hr,
(4) Pxm,n(g) :=
Lmfn(x)(g · Lnx(1))
Lm+nx (1)
=
Lm+nx (g ◦ θn)
Lm+nx (1)
.
We now proceed by showing that this family of operators share many features
known from Ruelle operators with normalised potentials.
Lemma 2.1. The operator Pxm,n acts on Hr. Furthermore, Pxm,n(1) = 1 and
Dr(P
x
m,n(g)) ≤ Cϕ(2‖g‖∞ +Dr(g)rm), for all g ∈ Hr.
Proof. For v, w ∈ Σ, we have
∣∣Pxm,n(g)(v) − Pxm,n(g)(w)∣∣ ≤
∣∣∣∣Lm+nx (g ◦ θn)(v)− Lm+nx (g ◦ θn)(w)Lm+nx (1)(v)
∣∣∣∣
+ Pxm,n(|g|)(w)
∣∣∣∣Lm+nx (1)(w) − Lm+nx (1)(v)Lm+nx (1)(v)
∣∣∣∣ .
By applying a standard estimate (see, e.g., Prop. 2.1 in [10]), we have that∣∣Lm+nx (g ◦ θn)(v) − Lm+nx (g ◦ θn)(w)∣∣
≤ (CϕLm+nx (1)(v)‖g ◦ θn‖∞ + Lm+nx (1)(w)rm+nDr(g ◦ θn)) dr(v, w)
≤ (CϕLm+nx (1)(v)‖g‖∞ + Lm+nx (1)(w)rmDr(g)) dr(v, w).
Combining the above inequalities with Lm+nx (1)(v)/Lm+nx (1)(w) ≤ Cϕ and Pxm,n(|g|)(w) ≤
‖g‖∞ implies that Dr(Pxm,n(g)) ≤ Cϕ(2‖g‖∞+Dr(g)rm). The remaining assertions
are obvious. 
As consequence, we obtain from the above Lemma that the dual of Pxm,n acts
on the space of probability measure by
∫
fd(Pxm,n)
∗(ν) :=
∫
P
x
m,n(f)dν. Follow-
ing ideias in [6], we now apply a further change of metric in order to obtain a
contraction. In order to do so, set
d˜(v, w) := min{1, αdr(v, w)}, with α := 4Cϕ
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and let W˜ and D˜ refer to the corresponding Vaserstein distance and Hölder coeffi-
cient, respectively. Observe that dr ≤ d˜ ≤ αdr which implies that Wr ≤ W˜ ≤ αWr
and D˜ ≤ Dr ≤ αD˜. The following Theorem is an adaption of Lemma 2.1 in [10]
(see also [8]).
Theorem 2.2. Suppose that ϕ has uniformly bounded Hölder coefficients. Then
there exist k0 ∈ N and s ∈ (0, 1) such that, for all n,m ∈ N with m ≥ k0 and all
Borel probability measures ν1, ν2 and g ∈ Hr,
W˜ ((Pxm,n)
∗(ν1), (Pxm,n)
∗ (ν2)) ≤ smW˜ (ν1, ν2)(5)
D˜(Pxm,n)(g) ≤ smD˜(g)(6)
Proof. In the first three parts of the proof, we adapt the arguments in [10] to {Pxm,n}
and therefore omit the technical details in part (3), who allow to extend the result
for Dirac measures to arbitrary probability measures.
(1) Local contraction. Assume that d˜(v, w) < 1, v 6= w and g ∈ Hr. Since
P
x
m,n(1) = 1, we may assume without loss of generality for the estimate of D˜(P
x
m,n(g)),
that infv g(v) = 0. Hence, for m ≥ − log(α)/ log(r), it follows from Lemma 2.1 that∣∣Pxm,n(g)(v) − Pxm,n(g)(w)∣∣
d˜(v, w)
≤ 2Cϕ‖g‖∞ + CϕDr(g)r
m
α
≤ ‖g‖∞
2
+ CϕD˜(g)r
m ≤ D˜(g)
2
+
D˜(g)
4
.
With δv referring to the Dirac measure in v, we have
∫
gd(Pxm,n)
∗(δv) = Pxm,n(g)(v)
and W˜ (δv, δw) = d˜(v, w). Hence, by (3), it follows that
W˜ ((Pxm,n)
∗(δv), (Pxm,n)
∗ (δw)) ≤ 3
4
W˜ (δv, δw).
(2) Global contraction. Assume that d˜(v, w) = 1 with v 6= w. Furthermore, for
m ∈ N and a ∈ Wm, set Φa(v) := exp(
∑m−1
k=0 ϕfk(x)(θ
k(τa(v)))) and define a
measure Rmv,w on Σ× Σ by
Rmv,w =
∑
a∈Wm min{Φa(v),Φa(w)}δ(τa(v),τa(w)
max{Lmx (1)(v),Lmx (1)(w)}
.
Note that Rmv,w(Σ × Σ) ≤ 1. Moreover, by combining (2) with d˜(τa(v), τa(w)) ≤
αrm, we have for ∆m := {(u1, u2) : d˜(u1, u2) ≤ αrm} that Rmv,w(∆m) ≥ 1C2ϕ . As
it is possible to extend Rmv,w to an element in Π(δv, δw), i.e. there exists a finite
measure Q such that Qmv,w = R
m
v,w +Q ∈ Π(δv, δw), we obtain
W˜ ((Pxm,n)
∗(δv), (Pxm,n)
∗ (δw)) ≤
∫
d˜(u1, u2)dQ
m
v,w
≤ αrmQmv,w(∆m) +Qmv,w(∆cm)
= 1− (1 − αrm)Qmv,w(∆m) ≤ 1−
1− αrm
C2ϕ
.
Since d˜(v, w) = 1, we obtain a contraction, provided that αrm < 1.
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(3) Combining (1) and (2). For k0 > − log(α)/ log(r) fixed and s := max({3/4, 1−
(1− αrk0 )/C2ϕ}, parts (1) and (2) imply that
(7) W˜ ((Pxk,n)
∗(δv), (Pxk,n)
∗ (δw)) ≤ sW˜ (δv, δw), for all k ≥ k0.
Hence, by Kantorovich’s duality, D˜ ◦Pxk,n ≤ sD˜. It then follows either from general
ideias from optimal transport or from the density of Dirac mesures that (7) holds
for all Borel probability measures. The proofs can be found in [8] or [10] and are
therefore omitted. Hence, we have shown that, if k ≥ k0, then
W˜ ((Pxk,n)
∗( · ), (Pxk,n)∗( · )) ≤ sW˜ ( · , · ).
(4) Iterates. First observe that Pxm,n = P
x
m−j,n+j ◦Pxj,n, for j,m, n ∈ N with m > j.
By induction, this implies that
P
x
kl+j,n = P
x
kl,n+j ◦ Pxj,n = Pxk(l−1),n+k+j ◦ Pxk,n+j ◦ Pxj,n
= Pxk(l−2),n+2k+j ◦ Pxk,n+k+j ◦ Pxk,n+j ◦ Pxj,n
= Pxk,n+kl+j ◦ Pxk,n+k(l−1)+j ◦ · · · ◦ Pxk,n+2k+j ◦ Pxk,n+j ◦ Pxj,n.
With k := k0 and m, l, j such that m ≥ k0, m = kl + j and k0 ≤ j < 2k0, the
iterated application of the contraction property in Part (3) shows that
W˜ ((Pxm,n)
∗( · ), (Pxm,n)∗( · )) ≤ sl+1W˜ ( · , · ).
Assertion (5) follows from this by substituting s with s1/2k0 . By a further applica-
tion of Kantorovich’s duality, (6) easily follows. 
As an almost immediate corollary, we obtain a family of measures. Namely, it
follows from (6) in the above Theorem, that Dr(P
x
m,n(g)) tends to 0. Moreover,
P
x
m+j,n = P
x
m,n+j ◦ Pxm,n and Pxm,n+j(1) = 1 imply that Pxm,n(g) converges to a
constant function. Since
(8) ν(n)x : Hr → R, g 7→ lim
m→∞
P
x
m,n(g)(v)
is continuous by Lemma 2.1, it follows that ν
(n)
x is a Borel probability measure. For
ease of notation, set νx := ν
(0)
x .
Theorem 2.3. Suppose that ϕ has uniformly bounded Hölder coefficients. Then
there exist C > 0 and s ∈ (0, 1) such that, for g, h ∈ Hr with h > 0, we have for all
n ∈ N that
(9)
∥∥∥∥Lnx(g)Lnx(h) −
∫
gdνx∫
hdνx
∥∥∥∥
H
≤ Csn
(
Dr(g) +
∣∣∣ ∫ gdνx∫ hdνx
∣∣∣Dr(h)) ‖1/h‖∞.
Proof. In order to show (9), we are using x/y − a/b = y−1((x − a) − a(y − b)/b)
and obtain that∣∣∣∣Lnx(g)(w)Lnx(h)(w) −
∫
gdνx∫
hdνx
∣∣∣∣ =
∣∣∣∣∣P
x
n,0(g)(w)
Pxn,0(h)(w)
−
∫
gdνx∫
hdνx
∣∣∣∣∣
≤ 1
Pxn,0(h)(w)
(∣∣∣∣Pxn,0(g)(w) −
∫
gdνx
∣∣∣∣+
∣∣∣∣
∫
gdνx∫
hdνx
∣∣∣∣
∣∣∣∣Pxn,0(h)(w) −
∫
hdνx
∣∣∣∣
)
≤ ‖1/h‖∞
(∣∣∣∣Pxn,0(g)(w) −
∫
gdνx
∣∣∣∣+
∣∣∣∣
∫
gdνx∫
hdνx
∣∣∣∣
∣∣∣∣Pxn,0(h)(w) −
∫
hdνx
∣∣∣∣
)
.
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We are now almost in position to apply (5) of Theorem 2.2. In order to do so, first
note that (Pxm,0)
∗(ν(m)x ) = νx. For n ≥ k0, we obtain that∣∣∣∣Pxn,0(g)(w) −
∫
gdνx
∣∣∣∣ =
∣∣∣∣
∫
gd(Pxn,0)
∗(δw)−
∫
gd(Pxn,0)
∗(ν(n)x )
∣∣∣∣
≤ D˜(f)snW˜ (δw, ν(n)x ) ≤ D˜(f)sn.
Since D˜ ≤ Dr, the estimate in (9) follows with respect to ‖ · ‖∞. The proof
of the remaining assertion follows the same lines: by substituting
∫
gdνx/
∫
hdνx
with Lnx(g)(v)/Lnx(h)(v) in the above estimates and applying (6), we obtain the
remaining estimate for Dr(Lnx(g)/Lnx(h)). 
Remark 2.4. Observe that the proofs of Theorems 2.2 and 2.3 are of pathwise
nature. That is, we only made use of uniform bounds for Dr(ϕfn(x)) with respect
to n ≥ 0 and that f :M →M is well defined. In particular, it is not required that
f is invertible or measurable.
As an application of Theorem 2.2, we now deduce unicity and continuity of the
families {hx}, {mx} and {ρx} as defined in the introduction. As shown below,
{mx} and {ρx} are always uniquely determined by L∗x(mf(x)) = ρxmx, whereas
unicity of {hx} only holds in case of an invertible transformation. In order to
deduce continuity of these families, we consider the following conditions for f and
ϕ.
Definition 2.5. If M is a compact topological space, we refer to ϕ : Σ ×M →
R, (w, x) 7→ ϕx(w) as uniformly relatively r-Hölder continuous if ϕ is continuous
and there exists r ∈ (0, 1) such that ϕx ∈ Hr for all x ∈ M and x 7→ Dr(ϕx) is
continuous.
If, in addition, (M,d) is a metric space, we will refer to f :M →M as Lipschitz
continuous if there exists Kf > 0 such that d(f(x), f(y)) ≤ Kfd(x, y) for all x, y ∈
M . Moreover, we will refer to ϕ as (r, α)-Hölder continuous, if ϕ is uniformly
relatively Hölder continuous and there exists α > 0 and Kϕ > 0 such that |ϕx(w)−
ϕy(w)| ≤ Kϕd(x, y)α for all x, y ∈M and w ∈ Σ.
The following proposition provides criteria for unicity, continuity and Hölder
continuity of {mx} and {ρx}.
Proposition 2.6. Suppose that ϕ has uniformly bounded Hölder coefficients.
(1) If {mx : x ∈ M} is a family of Borel probability measures and {ρx > 0 :
x ∈ M} a family of constants such that L∗x(mf(x)) = ρxmx for all x ∈ M ,
then these families are unique. Moreover, mx = νx and ρx = νf(x)(Lx(1)),
with νx = ν
(0)
x as in (8).
(2) If f is continuous and ϕ is uniformly relatively r-Hölder continuous, then
x 7→ νx and x 7→ ρx are continuous.
(3) If f is Lipschitz and ϕ is (r, α)-Hölder continuous, then x 7→ νx and x 7→ ρx
are (min{α, β})-Hölder continuous, for β := − log s/ logKf , where s is
equal to the contraction ratio given by Theorem 2.2.
Proof. We begin with the proof of a basic estimate. For x, y ∈M , n ∈ N, set
ax,y(n) := sup
({
n−1∑
k=0
∣∣ϕfk(x)(θk(v))− ϕfk(y)(θk(v))∣∣ : w ∈ Σ, θn(v) = w
})
.
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By the same arguments as in Lemma 2.1, we obtain, for g : Σ→ R, that
|Pxn,k(g)(w) − Pyn,k(g)(w)| ≤ 2(eax,y(n+k) − 1)‖g‖∞.
Hence, by Kantorovich’s duality, W˜ ((Pxn,k)
∗(δw), (P
y
n,k)
∗(δw) ≤ 2(eax,y(n+k) − 1).
Furthermore, if ϕ is continuous, then (Pxn,k)
∗(δw) varies continuously with respect
to x. If f is Lipschitz and ϕ is (r, α)-Hölder, then
ax,y(n) ≤ Kϕ
n−1∑
k=0
d(fk(x), fk(y))α ≤ Kϕ(K
αn
f − 1)
Kαf − 1
d(x, y)α
Hence, in this case, ax,y(n) ≤ CKαnf d(x, y)α for some C ≥ 1.
(1). We now prove uniqueness. Set m
(n)
x := mx ◦ θ−n for n ∈ N and observe that
L∗x(mf(x)) = ρxmx implies that (Pxn,0)∗(m(n)x ) = mx. As it was already shown
above, we also have that (Pxn,0)
∗(ν(n)x ) = νx. Hence, mx = νx for all x ∈ M by
Theorem 2.2. Also note that
νf(x)(Lx(g)) = lim
n→∞
P
x
n+1,0(g) · Pxn,0(Lx(1)) = νf(x)(Lx(1)) · νf(x)(g),
implies that ρx = νf(x)(Lx(1)).
(2 & 3). Let un := supm{W˜ ((Pxn,0)∗(m), (Pyn,0)∗(m))}, where x, y ∈ M are fixed
and the supremum is taken over all Borel probability measures. By Theorem 2.2,
for n ∈ N, we have that
W˜ ((Pxn+k0,0)
∗(ν), (Pyn+k0,0)
∗(ν)) = W˜ ((Pxn,k0P
x
k0,0)
∗(ν), (Pyn,k0P
y
k0,0
)∗(ν))
≤ W˜ ((Pxk0,nPxn,0))∗(ν), (Pxk0,nPyn,0)∗(ν)) + W˜ ((Pxk0,nPyn,0))∗(ν), (Pyk0,nP
y
n,0)
∗(ν))
≤ un + snW˜ ((Pxk0,n)∗(ν), (Pyk0,n)∗(ν)).
It follows from νx = limn(P
x
n,0)
∗(δw) and the above estimate, that
W˜ (νx, νy) ≤ uk0 +
∞∑
n=k0
snW˜ ((Pxk0,n)
∗(δw), (P
y
k0,n
)∗(δw))
≤ uk0 +
∞∑
n=k0
snmin{1, 2(eax,y(k0+n) − 1)}(10)
Since s ∈ (0, 1) and ax,y(n)→ 0 as x tends to y, it follows that νx varies continuously
in x. If f is Lipschitz and ϕ is (r, α)-Hölder, then ax,y(n) ≤ CKαnf d(x, y)α. In
particular, 2(eax,y(k0+n) − 1) ≥ 1 for all n+ k0 ≥ N0, where
N0 :=
⌊
log(log(3/2))− log(Cd(x, y)α)
logKαf
⌋
+ 1.
Observe that sN0 = C′s− log d(x,y)/ logKf = C′d(x, y)β , for β := − log s/ logKf and
some C′ > 0 and that KαN0f d(x, y)
α is uniformly bounded. It then easily follows
10 MÁRIO BESSA AND MANUEL STADLBAUER
by dividing the sum in (10) at N0 that, for some C
′′ > 0,
W˜ (νx, νy) ≤ uk0 +
N0−k0−1∑
n=k0
sn2(eCK
α(n+k0)
f
d(x,y)α − 1) +
∞∑
n=N0−k0
sn
≤ uk0 +
C
log 3/2
N0−k0−1∑
n=k0
snK
α(n+k0)
f d(x, y)
α +
sN0−k0
1− s
≤ uk0 +
sN0
sk0
(
CKαN0f d(x, y)
α
(sKαf − 1) log 3/2
+
1
1− s
)
≤ C′′(d(x, y)α + d(x, y)β).
This proves that x→ νx is Hölder continuous with index (min{α, β}). In order to
prove Hölder continuity of x→ ρx, note that
|ρx − ρy| =
∣∣νf(x)(Lx(1))− νf(y)(Ly(1))∣∣
≤ ∣∣νf(x)(Lx(1))− νf(y)(Lx(1))∣∣ + ∣∣νf(y)(Lx(1)− Ly(1))∣∣
≤ D˜(Lx(1))W˜ (νx, νy) + ρy(eKϕd(x,y)
α − 1).
Since ρy is uniformly bounded, x→ ρx is (min{α, β})-Hölder. 
If f is invertible, then we obtain the analogue of Proposition 2.6 for the family
{hx}.
Proposition 2.7. Suppose that ϕ has uniformly bounded Hölder coefficients and
f is invertible.
(1) If {hx : x ∈ M} is a family of strictly positive functions with uniformly
bounded Hölder coefficients and {ρx : x ∈ M} is a family of positive con-
stants with Lx(hx) = ρxhf(x) and
∫
hxdνx = 1 for all x ∈ M , then these
families are uniquely determined. In particular, for all x ∈M and w ∈ Σ,
(11) hx(w) = lim
n→∞
Lnf−n(x)(1)(w)∫ Lnf−n(x)(1)dνx .
(2) If f and f−1 are continuous and ϕ is uniformly relatively r-Hölder contin-
uous, then x 7→ hx and x 7→ ρx are continuous.
(3) If f and f−1 are Lipschitz and ϕ is (r, α)-Hölder continuous, then x 7→ hx
and x 7→ ρx are (min{α, β})-Hölder continuous (with β as in Prop. 2.6).
Proof. We begin with the proof of the existence of hx given by (11). Recall that
there exists C > 0 such that 1/C < Lnf−n(x)(1)(v)/Lnf−n(x)(1)(w) < C for all
v, w ∈ Σ and x ∈M . Set an(x) :=
∫ Lnf−n(x)(1)dνx. It follows from Prop. 2.6 that
an+k(x)/an(x) = (ρf−n−k(x) · · · ρf−1(x))/(ρf−n(x) · · · ρf−1(x)) = ak(f−n(x)). Hence,∣∣∣∣∣
Lnf−n(x)(1)(w)∫ Lnf−n(x)(1)dνx −
Ln+k
f−n−k(x)
(1)(w)∫ Ln+k
f−n−k(x)
(1)dνx
∣∣∣∣∣
=
1
an(x)
∣∣∣Lnf−n(x)(1)(w) − Ln+kf−n−k(x) ( an(x)an+k(x)1
)
(w)
∣∣∣
≤ C
∣∣∣∣∣∣
Lnf−n(x)
(
1− 1ak(f−n(x))Lkf−n−k(x)(1)
)
(w)
Lnf−n(x)(1)(w)
∣∣∣∣∣∣ .
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Since Dr(Lkf−n−k(x)(1)/ak(f−n(x))) is uniformly bounded by Lemma 2.1, the se-
quence in (11) is a Cauchy sequence with respect to the Hölder norm through
application of Theorem 2.3. Hence, hx in (11) is well defined and, in particular,
Lx(hx) = (
∫ Lx1dνx)hf(x). The unicity also follows from Theorem 2.3.
For the proof of continuity, observe that the above shows that the convergence
in (11) is uniform with respect to x. The continuity of x 7→ hx then easily follows
from a (3 ε)-argument. The proof of Hölder continuity follows exactly the same
steps as the one in in Proposition 2.6 and is therefore omitted. 
Remark 2.8. The authors would like to point out that the novelty of this section
is the method of proof based on the Vaserstein metric and the family {Pxm,n}.
The arguments for the contraction of the Vaserstein metric were already known in
the context of Markov operators (see [6]) and for normalized potentials ([10, 8]).
By considering {Pxm,n}, these arguments immediately can be adapted to arbitrary
Hölder potentials without a priori having knowledge about the properties of {hx},
{ρx} and {νx}. This then allows rather immediately to obtain results for quotients
(Theorem 2.3 above) and to recover the existence and continuity results by Denker
and Gordin for the far less general situation we consider in here (see Theorems 2.6,
2.7 and 2.10 in [4]).
However, our approach can be adapted almost in verbatim to the continuous
analogues of the random bundle transformations in [10], which are no longer skew
products and are defined as follows. Suppose that {(axi,j : i, j ∈ N)} is a family of
matrizes with entries in {0, 1} such that the family {Σx}, with
Σx :=
{
(wi) : wi ∈ N, af
i(x)
wi,wi+1 = 1 ∀i = 0, 1, . . .
}
for x ∈M,
satisfies the continuous analogue of the b.i.p. property. Furthermore, assume that
ϕ is a potential with uniformly bounded Hölder coefficients such that ‖Lx(1)‖∞
is uniformly bounded. It follows from substituting the coupling in Step (2) of the
proof of Theorem 2.2 by the one in [10] that Theorems 2.2 and 2.3 extend to this
more general situation. Furthermore, in order to extend Propositions 2.6 and 2.7,
one additionally has to assume that {x 7→ axi,j : i, j ∈ N} is equicontinuous or
uniformly r-Hölder, respectively.
3. Stochastic and normal cocycles
In this section we analyse the relation between splittings for cocycles with values
in the semigroup of stochastic matrices and for the induced action, referred to as
normal cocycle. For S : M → Sn, set
LS : M × Rn −→M × Rn, (x, v) 7−→ (f(x), Sxv).
Observe that the subspace generated by the unit vector u = (1, ..., 1)/
√
n (with
all entries equal to 1/
√
n) is an invariant subspace for each S ∈ Sn. We thus
obtain that the largest Lyapunov exponent λ1 of LS is equal to zero and hence this
subspace is contained in the Oseledets subspace E0.
In order to define the induced action associated with S ∈ C0(M,Sn), we consider
two mutually orthogonal projections P and Q where P refers to the projection
onto the one-dimensional subspace uR and Q to the projection onto the (n − 1)-
dimensional orthogonal complement N of uR. In order to define an action of S on
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N , note that Sx(N) is in general not contained in N . For this reason, we define
the normal cocycle LˆS : M ×N →M ×N by
LˆS(x, v) = (f(x), Q ◦ Sxv) := (f(x), Sˆxv),
or equivalently, Sˆx := QSxQ, and refer to the iterates of the normal cocycle as Sˆ
k
x ,
that is Sˆkx := Sˆfk−1(x) · · · Sˆx. The following elementary result now shows that the
normal cocycle is a factor of the original one.
Lemma 3.1. We have Sˆkx = QS
k
xQ. In particular, S
k
x = PS
k
x + Sˆ
k
x = P +PS
k
xQ+
Sˆkx.
Proof. The first assertion follows by induction as follows. Assume that Sˆk−1x =
QSk−1x Q. Then, using P +Q = id, SP = P and PQ = 0, we obtain
QSkxQ− Sˆkx = QSfk−1(x)(id−Q)Sk−1x Q
= QSfk−1(x)PS
k−1
x Q
= QPSk−1x Q = 0.
Hence, Sˆkx = QS
k
xQ. Furthermore, it easily can be seen that P = PS
k
xP = S
k
xP .
The remaining assertions then follow from
Skx = (P +Q)S
k
x(P +Q) = P + (P +Q)S
k
xQ = P + PS
k
xQ+ Sˆ
k
x .

Note that for a given S ∈ C0(M,Sn), the normal cocycle Sˆ does not have to be
in C0(M,Sn−1). However, sup‖v‖∞=1 ‖Q(v)‖∞ = 1 implies that JSˆK∞ ≤ 1 and, in
particular, that the Lyapunov exponents of Sˆ smaller than or equal to 0.
By applying Oseledets’ Theorem to Lˆ, we obtain the existence of kˆ ∈ {1, . . . , n−
1}, of exponents λˆ1 > . . . > λˆkˆ ≥ −∞, and of a splitting Nx = Eˆλ1x ⊕ · · · ⊕ Eˆ
λ
kˆ
x
for almost all x ∈ M with the corresponding properties. In order to describe the
relation between the splittings, we refer to Eλ as the Oseledets subspace of exponent
λ, and set
E>λ :=
⊕
λ′>λ
Eλ
′
, E≥λ :=
⊕
λ′≥λ
Eλ
′
.
Lemma 3.2. If λ < 0 is an element of the Lyapunov spectrum of S, then λ is also
an element of the Lyapunov spectrum of Sˆ. In particular, Q(Eλx ) ⊂ Eˆ≥λx \ Eˆ>λx for
almost all x ∈M .
Proof. We begin with the case of λ = −∞. It then follows e.g. from ‖QSnx (v)‖ ≤
‖Snx (v)‖ and the definition of the Oseledets splitting that Q(E−∞x ) ⊂ Eˆ−∞x for
almost all x ∈ M . Now assume that λ > −∞ which, in particular, implies that
Sx|Eλx : Eλx → Eλf(x) is almost surely invertible.
For x ∈ M , let θ(x) := ∡(ux, Eλx ) refer to the non-orientated angle between ux
and Eλx , where, with 〈ux, v〉 referring to the standard inner product,
∡(ux, E
λ
x ) := inf
({
cos−1 |〈ux, v〉| : v ∈ Eλx , ‖v‖ = 1
}) ∈ [0, π/2].
Since λ 6= 0 it follows that θ(x) > 0 on a set of full measure and hence there
exists α > 0 and A ⊂ M of positive measure with θ(x) > α for all x ∈ A. As a
consequence of ergodicity and invariance of µ there exist, for almost all x ∈ M , a
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sequence (nl) with nl ր∞ and fnl(x) ∈ A for all l ∈ N. Since ‖Q(v)‖/‖v‖ ≥ sinα
for all y ∈ A and v ∈ Eλy , we obtain
1 ≥ lim sup
n
‖QSnx (v)‖/‖Snx (v)‖ ≥ sinα
for almost all x ∈ M and all v ∈ Eλx \ {0}. When restricted to Nx, we have by
Lemma 3.1 that QSnx = Sˆ
n
x . Hence, for almost all x ∈M and all v ∈ Eλx \ {0},
lim sup
n→+∞
1
n
log ‖Snx (v)‖ = lim sup
n→+∞
1
n
log ‖Sˆnx (Qv)‖.
Hence the Lyapunov exponent of Q(v) is almost surely equal to λ. In particular,
Q(v) ∈ Eˆ≥λ \ Eˆ>λ. 
3.1. Projective hyperbolicity. The notions of dominated splittings introduced
above can be extended in full analogy to normal cocycles. Furthermore, note that
it is well known that domination implies continuity of the associated splitting. In
order to relate the splittings of the cocycles, the following identity for the left hand
side of (1) will be essential.
‖Smx |F 2x‖
m(Smx |F 1x )
= sup
w∈F 2x\{0}
‖Smx (w)‖
‖w‖ supv∈Smx (F 1x\{0})
‖(Smx |F 1x )−1(v)‖
‖v‖(12)
= sup
w∈F 2x\{0}
‖Smx (w)‖
‖w‖ supv∈F 1x\{0}
‖v‖
‖Smx (v)‖
=
supw∈F 2x\{0}
‖Smx (w)‖
‖w‖
infv∈F 1x\{0}
‖Smx (v)‖
‖v‖
.
Hence, if the splitting is dominated, then the above is smaller than 1/2 and, in par-
ticular, the minimal Lyapunov exponent in F 1 is bounded away from the maximal
exponent of F 2.
We now relate these two concepts of dominated splitting in the following lemma,
which is formulated for the slightly more general case of a compact and f -invariant
subset Λ ofM . In here, we refer to an invariant bundle V ⊂M×Rn as an eventually
contracting bundle if there exists k ∈ N with supx∈M ‖Skx |Vx‖ < 1. The hypothesis
of Λ being a compact is crucial in order to apply some abstract invariant manifold
paraphernalia as in [7].
Lemma 3.3. Let Λ ⊂ M be compact and f -invariant. Then the cocycle S has
a dominated splitting over Λ if the normal cocycle Sˆ admits a dominated splitting
over Λ. Furthermore, if Sˆ is eventually contracting, then dim(E0x) = 1 for all x ∈ Λ
and E0Λ ⊕ E<0Λ is a dominated splitting.
Proof. We begin with the proof of the first statement. So assume that N1 ⊕N2
is a given mˆ-dominated splitting for Sˆ, that is ‖Sˆmˆx |N2x‖/m(Smˆx |N1x ) ≤ 12 . Set F 1 :=
uRΛ ⊕N1 and note that the sequence
0 −−−−→ uRΛ −−−−→ uRΛ ⊕N2 Q−−−−→ N2 −−−−→ 0
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is exact. Moreover, since Sˆ is a factor of S, the following diagram commutes.
0 −−−−→ uRΛ −−−−→ uRΛ ⊕N2 Q−−−−→ N2 −−−−→ 0yS|uR yS|uR⊕N2 ySˆ
0 −−−−→ uRΛ −−−−→ uRΛ ⊕N2 Q−−−−→ N2 −−−−→ 0
We now construct an S-invariant subbundle F 2 ⊂ N2 ⊕ uRΛ following ideas in
the proof of Lemma 2.18 in [7]. In here, it is sufficient to construct a continuous
family of linear maps σx : N
2
x → uRx such that Sx(σx(v), v) = (σf(x)(Sˆx(v)), Sˆx(v))
for all x ∈M , or equivalently, by Lemma 3.1,
ιxσx + PSx = σf(x) ◦ Sˆx,
where ιkx stands for the identity seen as an isomorphism from R
n
x to R
n
fk(x). We
now construct σ as a fixed point of the map defined by
(13) σx 7→ ι−mˆfmˆ(x)
(
σfmˆ(x) ◦ Sˆmˆx − PSmˆx
)
on the bundle of linear maps LΛ(N
2
Λ, uRΛ) equipped with the supremum norm. It
follows from equation (12) and the property that N1⊕N2 is mˆ-dominated splitting,
that JSˆmˆ|N2ΛK ≤ 1/2. Therefore, the map defined in (13) is a contraction and an
adaption of the Banach fixed point theorem (see [7, Theorem 3.1]) shows that the
above map has a fixed point σ in LΛ(N
2
Λ, uRΛ). This proves the existence of σ where
the corresponding S-invariant bundle is defined by F 2x := {(σx(v), v) : v ∈ N2x}.
It remains to show that F 1 ⊕ F 2 is a dominated splitting. Note that it follows
from domination with respect to Sˆ that infx∈Λ∡(N1x , N
2
x) > 0. Since v 7→ (σx(v), v)
is continuous and Λ is compact, we hence have that ∡(ux, F
2
x ) is uniformly bounded
away from 0. In particular, for some norm ‖ · ‖∗ equivalent to the Euclidean norm,
there exists C > 1 with C−1‖v‖ ≤ ‖Q(v)‖ ≤ ‖v‖ for all v ∈ F 2x and x ∈ Λ where the
involved constant only depends on the minimal angle and the norm ‖ · ‖∗. Hence,
for k ∈ N and with m∗ referring to the co-norm induced by ‖ · ‖∗,
‖Skx |F 2x ‖∗
m∗(Skx |F 1x )
= supw∈F 2x
‖Skx(w)‖∗
‖w‖∗ supv∈F 1x
‖v‖∗
‖Skx(v)‖∗
≤ C supw∈F 2x
‖QSkx(w)‖∗
‖Qw‖∗ supv∈N1x,t∈R
‖v+tux‖∗
‖tux+Skx(v)‖∗ .
Since the property of admitting a dominated splitting is independent of the norm
on Rn = uR ⊕ N , we may choose ‖v + tux‖∗ := ‖v‖ + |t|. For fixed v ∈ N1x it is
then easy to verify that the second term in the above estimate achieves its global
maximum for t = −‖PSkxv‖. We hence obtain
sup
v∈N1x ,t∈R
‖v + tux‖∗
‖tux + Skx(v)‖∗
≤ sup
v∈N1x
‖v‖+ ‖PSkxv‖
‖QSkx(v)‖
≤ 2 sup
v∈N1x
‖v‖
‖Sˆkx(v)‖
.
By combining the two estimates above, we arrive at
‖Skx |F 2x ‖∗/m∗(Skx |F 1x ) ≤ 2C‖Sˆkx |N2x‖∗/m∗(Sˆkx |F 2x )
and hence F 1 ⊕ F 2 is an m-dominated splitting for S for each multiple m ∈ N of
mˆ with 2C/2m/mˆ ≤ 1/2.
ON THE LYAPUNOV SPECTRUM OF RELATIVE TRANSFER OPERATORS 15
For the proof of the second assertion, assume that S ∈ S satisfies supx∈Λ ‖Sˆkx‖ =:
ρ < 1. By the same arguments, it follows from ρ < 1 that
LΛ(NΛ, uRΛ)→ LΛ(NΛ, uRΛ), σx 7→ ι−1f(x)
(
σf(x) ◦ Sˆkx − PSkx
)
is a contraction and hence has a unique fixed point. With σ referring to the fixed
point and F 2x := {(σx(v), v) : v ∈ N}, it then follows as above from continuity of
σ and compactness of Λ that the angle of ux and F
2
x is uniformly bounded away
from 0 for all x ∈ Λ. This then implies that the Lyapunov exponents of F 2Λ are
bounded by log ρ/k, and, in particular, that E<0Λ = F
2
Λ and E
0
Λ = uRΛ. Finally,
observe that the arguments above for proving that F 1 ⊕ F 2 is dominated apply in
verbatim to E0Λ ⊕ E<0Λ (and even can be simplified using m∗(Sx|E0x) = 1). 
As a corollary of the construction of F 2 in the above result, we obtain that
E0 ⊕ E<0 is a dominated splitting for a generic cocycle.
Corollary 3.4. If M is compact, then there exists an open and dense subset R of
S such that dim(E0) = 1, E<0 is an eventually contracting bundle and E0 ⊕ E<0
is a dominated splitting for each S ∈ R.
Proof. Observe that the map S 7→ JSˆkK is continuous for all k ∈ N. Hence,
R :=
∞⋃
k=1
{S ∈ S : JSˆkK < 1} = {S ∈ S : ∃k ∈ N s.t. JSˆkK < 1}
is open. For the proof of the corollary, it therefore remains to show that R is dense
and then apply Lemma 3.3 to obtain that dim(E0) = 1 and E0⊕E<0 is dominated.
In order to prove that R is dense, we show that
Ψ : S × [0, 1]→ S, (S, ρ) 7→ S(ρ) := P + ρ(PSQ+ Sˆ).
is an isotopy with S(ρ) ∈ R for all ρ < 1 which continuously connects S(1) = S ∈ S
with S(0) = P . We begin with verifying that S(ρ) ∈ S. Note that, for ρ ∈ [0, 1],
(14) S(ρ)(u) = (P + ρ(PSQ+ Sˆ))u = u,
and, with Rn+ referring to {(v1, . . . , vn) ∈ Rn : vi ≥ 0, i = 1, . . . , n},
v ∈ Rn+ ⇒ S(v) ≥ 0⇒ P (v) ≥ −(PSQ+ Sˆ)(v)
⇒ P (v) ≥ −ρ(PSQ+ Sˆ)(v)⇒ ˆS(ρ)(v) ∈ Rn+.(15)
It then follows from (14) and (15) that S(ρ) ∈ S. In order to see thatΨ is continuous,
note that, for S, T ∈ S and ρ, ρ′ ∈ [0, 1],
JS(ρ) − T (ρ′)K2 = JS(ρ) − S(ρ′) + S(ρ′) − T (ρ′)K2
≤ |ρ− ρ′|JSQK2 + ρ′J(S − T )QK2 ≤ |ρ− ρ′|+ ρ′JS − T K2.
Finally, Lemma 3.1 implies that ˆS(ρ) = ρSˆ. Hence, JSˆkK∞ ≤ ρk and, in particular,
S(ρ) ∈ R for all ρ < 1. 
We now give a short discussion of the continuity of the pertubation in the above
corollary from the viewpoint of the Oseledets splitting in case dim(E0) = 1. Let
Eλx (ρ) refer to the Oseledets subspace of exponent λ with respect to S
(ρ), and Eˆλx (ρ)
to the one of ˆS(ρ), respectively.
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Proposition 3.5. Assume that dim(E0) = 1. Then, for almost every x ∈ M and
each negative Lyapunov exponent λ, the restriction Φρ|Eλx is an isomorphism from
Eλx to E
λ+log ρ
x (ρ). Furthermore, limρ→1− Φ
ρ(v) = v for each v ∈ Eλx .
Proof. Throughout this proof, we assume that λ < 0 is a negative Lyapunov
exponent of S. It then follows from dim(E0) = 1 and Lemma 3.2, that Q|Eλx
is an isomorphism onto Eˆλx . Since Eˆ
λ
x = Eˆ
λ+log ρ
x (ρ), the first assertion follows
from the properties of σ(ρ). It hence remains to show that limρ→1− Φρ(v) = v,
or equivalently, limρ→1− σ(ρ)(Qv) = Pv, for v ∈ Eλx . Therefore, a straightforward
induction argument combined with the identity S(ρ) = P + ρSQ gives that
(S(ρ))n =
n∑
k=0
ρkιn−kP (SQ)k + ρnSˆn, ∀n ∈ N.
For ρ = 1 and v ∈ Eλx we therefore obtain that
lim
n→∞S
n(v) = lim
n→∞(S
(ρ))n(v) = 0
and limn Sˆ
nv = 0. In particular, by identifying the range of ιkP with R, we obtain
(16) P (v) = −
∞∑
k=1
P (SQ)k(v).
For ρ < 1, it follows from the above that Φρ(v) = (σ(ρ)(Qv), Qv) ∈ Eλ+log ρx (ρ).
Therefore, limn(S
(ρ))n(Φρ(v)) = 0 and
(17) σ(ρ)(Qv) = −
∞∑
k=1
(
P (SQ)k(v)
)
ρk.
Set ak := P (SQ)
k(v) for k ≥ 1. It follows from (16) that ∑k≥1 ak converges.
Hence, by Abel’s continuity theorem, limρ→1−
∑
k≥1 akρ
k =
∑
k≥1 ak. The re-
maining assertion hence follows from (17). 
4. Accessibility and the proof of Theorem C
The proof of our main result for stochastic cocycles is based on the dichotomy
established in [2] for cocycles with values in an accessible group. Therefore, we
recall the definition of accessibility given in [2, Definition 1.2].
Definition 4.1. Assume that G is an embedded submanifold of GLn(R) with or
without boundary. We say that G is accessible if for all C > 0 and ǫ > 0, there
are m ∈ N and α > 0 satisfying the following properties. Given ξ and η in the
projective space RPn−1 with ∡(ξ, η) < α and S0, . . . , Sm−1 in G with ‖Si±1‖ < C,
there exist R0, . . . , Rm−1 in G such that ‖Ri − Si‖ < ǫ and
Rm−1 ◦ ... ◦R0(η) = Sm−1 ◦ ... ◦ S0(ξ).
The idea of proof of the main theorem is to employ the dichotomy obtained by
Bochi and Viana in [2] (see Lemma 4.7 below) to cocycles with values in QS∗Q,
where S∗ refers to the semigroup of invertible elements in S. For this purpose, it is
necessary to verify that S∗ is dense in S and that QS∗Q is accessible, that is QS∗Q
is an embedded submanifold with boundary in GLn(R) and that the approximation
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property in RPn−1 as stated above holds. The final result then follows applying
the results obtained in the previous section.
Remark 4.2. The result of Bochi and Viana can not be applied directly, since S∗ is
not accessible. This can be seen by the following argument. Assume that S0, . . . , Sk
are elements in S∗. Since u is an eigenvector for all elements of S∗, it follows from
invertibility that S0 · · ·Sk(v) = u if and only if v = u. Hence, R0 · · ·Rk(ξ) 6= u for
all R0, . . . , Rk ∈ S∗ and ξ 6= u which gives that S∗ is not accessible.
We now proceed with the proof. In order to do so, observe that S can be
identified with the n-fold product of the unit simplex in Rn, that is, with ∆n :=
{(x1, . . . , xn) ∈ [0, 1]n : x1 + . . .+ xn = 1}, we have
S = {(aij)1≤i,j≤n : (ai1, ai2, . . . , ain) ∈ ∆n ∀i = 1, . . . , n} ∼= (∆n)n.
In particular, S is an embedded submanifold with boundary of the manifold of real
valued matricesMn×n(R) of dimension n×n with respect to the canonical manifold
structure.
Lemma 4.3. S∗ is dense and open in S.
Proof. First observe that a standard argument using the continuity of the de-
terminant implies that S∗ open in S. In order to prove the density of S∗, fix
S ∈ S \ S∗ with v(1), . . . , v(n) ∈ ∆n referring to the row vectors of S. Furthermore,
set k := Rank(S) = dim(Span({v(1), . . . , v(n)})) and note that non-invertibility
implies that k < n. Hence, there exists l with
v(l) ∈ V, V := Span({v(1), . . . , v(l−1), v(l+1), . . . , v(n)}).
Since k < n, it follows that for each ǫ > 0, there exists w ∈ ∆n \ V with
‖v(l) − w‖ < ǫ. By substituting v(l) with w, one obtains T ∈ S close to S with
Rank(T ) = Rank(S) + 1. The remaining assertion then follows by induction until
one obtains an element of S of full rank. 
In order to prove that QS∗Q is an embedded submanifold with boundary, we
consider the following affine subspaces of Mn×n(R) and Rn.
Sˆ :=
{
(aij) ∈Mn×n(R) :
∑n
j=1 aij = 1 ∀i = 1, . . . , n
}
,
A :=
{
(aij) ∈Mn×n(R) :
∑n
j=1 ai′j =
∑n
i=1 aij′ = 0 ∀i′, j′ = 1, . . . , n
}
,
∆ˆn :=
{
(vj) ∈ Rn :
∑n
j=1 vj = 1
}
.
Moreover, consider the homomorphisms of vector spaces
κ : Mn×n(R)→ Rn, (aij) 7→
(
1
n
∑n
i=1 ai1, . . . ,
1
n
∑n
i=1 ain
)
,
Θ : Sˆ → A× ∆ˆn, S 7→ (QS, κ(S)).(18)
It is easy to see, for S ∈ Sˆ and with (·)ij referring to the coordinate (i, j), that
(QS)ij = aij − (κ(S))j , which then implies that (Θ−1(A, v))ij = (A)ij + vj and
that Θ is an isomorphism of vector spaces.
Lemma 4.4. QS∗Q is an embedded submanifold with boundary of GL(N).
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Proof. We begin identifying QS with M, where
M :=
{
(aij) ∈ A :
∑n
j=1mini=1,...,naij ≥ −1
}
.
So assume that S = (sij) ∈ S. It then follows from the definition of Θ that QS ∈ A.
Furthermore, since S is a stochastic matrix, we have that 1 ≥∑jmini aij ≥ 0. It
then follows from (QS)ij = aij − (κ(S))j that
∑
j mini(QS)ij ≥ −1. Hence, QS ∈
M and, in particular, QS ⊂ M. Now assume that (bij) ∈ M and choose v ∈ ∆n
with −(v)j ≤ minj bij for all j = 1, . . . , n. It then follows that (Θ−1((bij), v))ij =
bij + vj ≥ 0. Furthermore, since
∑
j bij + vj = 1, we also have that bij + vj ≤ 1.
This then implies that Θ−1((bij), v) ∈ S and, in particular, that QS =M.
In order to see that M is a submanifold, note that M can be written as
M = A ∩
⋂
σ∈Sn
{
(bij) ∈Mn×n(R) :
∑n
j=1 bσ(j)j ≥ −1
}
,
where Sn stands for the symmetric group on {1, . . . , n}. Hence, M is equal to the
intersection of the linear subspace A with finitely many affine half spaces, which
proves that M is an embedded submanifold of Mn×n(R). The assertion then fol-
lows from QSQ = QS for all S ∈ S, the fact that A can be identified with the
endomorphisms of N and QS ∈ GL(N) for all S ∈ S∗. 
We now proceed with the proof that QS∗Q is accessible. For this purpose, we
analyse the orbit of an element of the positive cone Rn+ := {(v1, . . . , vn) ∈ Rn :
vi ≥ 0 ∀i} under the following subsets of S which are defined by, for given ǫ > 0
and with δij referring to Kronecker’s δ-function,
Sǫ :=
{
(sij) ∈ S : max
i,j
|sij − δij | ≤ ǫ
}
.
Note that, for ǫ > 0 sufficiently small, each element of Sǫ is invertible. Moreover,
for v = (vi) ∈ Rn, set α(v) := minj vj and β(v) = maxj vj . Using the elementary
fact that [α, β] = {tα+ (1 − t)β : t ∈ [0, 1]} we then obtain a precise description
of the orbit
Sǫ(v) = {S(v) ∈ Rn : S ∈ Sǫ}
of an element v ∈ Rn under Sǫ. That is, w = (wi) ∈ Sǫ(v) if and only if, for all
i ∈ {1, . . . , n},
(19) ǫ(α(v)− vi) ≤ wi − vi ≤ ǫ(β(v) − vi).
For the proof of the main lemma, recall that ‖v‖∞ ≤ ‖v‖ ≤
√
n‖v‖∞, for each
v ∈ Rn, and set
(20) C := (n− 1)√n+ 2n(n− 1)2
Lemma 4.5. For all ǫ > 0, v, w ∈ N = Q(Rn) with ‖v‖ = ‖w‖ = 1 and ‖v−w‖ ≤ ǫ
there exist S ∈ SC√ǫ and t > 0 such that Sv = tw.
Proof. The first step in here is to obtain lower bounds for β(v) and |α(v)| using the
fact that v, w ∈ N . Since the equivalence of norms implies that ‖v‖∞ ≥ ‖v‖/
√
n,
either β(v) or |α(v)| is bigger than or equal to 1/√n. Furthermore, it follows from
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v = (v1, . . . , vn) ∈ N that P (v) = (
∑
i vi)/
√
n = 0. We hence obtain, e.g. by
analysing the worst case, that
min{β(v), |α(v)|} ≥ 1
(n− 1)√n =: D
−1.
The second step is to shrink w in a controlled way by some t ∈ (0, 1] such that tw ∈
Sδ2(v) for some δ2 > 0. In order to determine t, note that ‖v−w‖∞ ≤ ‖v−w‖ ≤ ǫ
implies that |α(v) − α(w)| ≤ ǫ and |β(v) − β(w)| ≤ ǫ. For δ1 > 0 to be specified
later, let
t :=
max({β(v), |α(v)|}) − δ1
max({β(v), |α(v)|}) + ǫ
= 1− δ1 + ǫ
max({β(v), |α(v)|}) + ǫ ≥ 1−D(δ1 + ǫ).
For this choice of t, we have α(v) + δ1 ≤ α(tw), β(tw) ≤ β(v) − δ1 and
‖v − tw‖∞ ≤ ǫ + (1− t)‖w‖∞ ≤ ǫ+D(δ1 + ǫ).
For δ1 :=
√
ǫ and δ2 := (D + 2D
2)
√
ǫ we then obtain ǫ ≤ δ1δ2 and
ǫ+D(δ1 + ǫ) ≤ (1 + 2D)δ1 = δ2/D.
In order to verify that tw ∈ Sδ2(v) we consider the following cases for i = 1, . . . , n.
(1) If vi ≥ twi and vi ≥ 0, or vi ≤ twi and vi ≤ 0, then
|vi − twi| ≤ δ2/D ≤
{
δ2(vi − α(v)) : vi ≥ 0,
δ2(β(v) − vi) : vi ≥ 0.
(2) If 0 ≤ vi ≤ twi, then vi ≤ β(v)−δ1, and if 0 ≥ vi ≥ twi, then vi ≥ α(v)+δ1.
In particular,
|vi − twi| ≤ ǫ ≤ δ1δ2 ≤
{
δ2(β(v) − vi) : 0 ≤ vi ≤ twi,
δ2(vi − α(v)) : 0 ≥ vi ≥ twi.
It now follows from (19) that tw ∈ Sδ2(v). 
As an immediate consequence, we obtain the following statement about the
accessibility of S.
Lemma 4.6. For all ǫ > 0, S ∈ S and x, y ∈ N \{0} with ∡(x, y) ≤ ǫ2/(C2) and C
defined in (20), there exists R ∈ S and λ ∈ R such that Sx = λRy and JS−RK ≤ ǫ.
In particular, QS∗Q is accessible.
Proof. Assume without loss of generality that ‖x‖ = ‖y‖ = 1. Since ‖x − y‖ ≤
∡(x, y), we have ‖x− y‖ ≤ ǫ2/(C2). It hence follows from the above Lemma that
there exist T ∈ Sǫ and t ∈ (0, 1] such that Tx = ty. Now set R := S ◦T and observe
that
JS −RK = JS(id− T )K ≤ JSKJid− T K ≤ ǫ.
In order to prove accessibility, note that Sǫ ⊂ S∗ for ǫ > 0 sufficiently small. Hence,
if S ∈ S∗, then R = S ◦ T ∈ S∗ for ǫ sufficiently small. It now follows from Lemma
4.4 and GL(N) ∼= GLn−1(R) that QS∗Q is accessible. 
As the final ingredient of the proof of theorem C, recall the Bochi-Viana di-
chotomy established in [2] for accessible cocycles.
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Lemma 4.7 (Corollary 1 in [2]). Assume that (f, µ) is ergodic and G ⊂ GLn(R) is
accessible. Then there exists a residual subset R ⊂ C0(M,G) such that any A ∈ R
either has all Lyapunov exponents equal at almost every point, or there exists a
dominated splitting of M × Rn which coincides with the Oseledets splitting almost
everywhere.
Proof of Theorem C. Since S∗ is open and dense in S by Lemma 4.3, it suffices to
find a residual subset inside S∗. Since QS∗Q is accessible by Lemma 4.6, it follows
from Lemma 4.7, that there exists a residual subset Rˆ of QS∗Q such that each
normal cocycle Sˆ ∈ Rˆ satisfies the Bochi-Viana dichotomy. Now, with Θ defined as
in (18), set R := Θ−1(Rˆ × ∆ˆn)∩S∗. Since Θ is a homeomorphism, R is a residual
subset of S∗.
It hence remains to show that the Oseledets splitting of each S ∈ R is dominated.
By intersecting R with the open and dense set given by Corollary 3.4, we may
additionally assume that always dim(E0) = 1, E<0 is an eventually contracting
bundle and that E0 ⊕E<0 is a dominated splitting. Note that E<0 is never trivial
since n ≥ 2. By applying the Bochi-Viana dichotomy, the proof now reduces to the
following two cases.
(1) If the Lyapunov spectrum of Sˆ is almost surely equal to {λ} for some
λ < 0, then Lemma 3.2 in combination with dim(E0) = 1 implies that the
Lyapunov spectrum of S is almost surely equal to {0, λ}. The assertion
then follows from the fact that E0 ⊕ E<0 is a dominated splitting.
(2) If the Lyapunov spectrum of Sˆ is not a singleton, then, for each non-minimal
Lyapunov exponent λ, Lemma 4.7 implies that Eˆλ ⊕ Eˆ<λ is a dominated
splitting. It then follows from Lemma 3.3 that the lifted splitting also is
dominated. Since also E0 ⊕ E<0 is dominated, we then obtain that the
Oseledets splitting is a dominated splitting.
This proves the theorem. 
5. Proof of Theorem B
The strategy of the proof is to conjugate {Lx/ρx} to a family of positive op-
erators {Lˆx} with Lˆx(1) = 1 and then employ a discretization of Hr in order to
obtain an associated stochastic cocycle. Theorem B then follows from application
of Propositions 2.6 and 2.7 and Theorem C: The continuity of {hx}, {νx} and {ρx}
allows to control the conjugations and discretizations whereas Theorem C provides
the approximation by a cocycle with a dominated splitting. The relevant maps and
spaces are contained in the following diagram.
Hr ψx←−−−− Hr π
x
n−−−−→ Vx id−−−−→ Vx
∼=−−−−→ RmyLx/ρx yLˆx yLˆx ySx ySx
Hr
ψf(x)←−−−− Hr Hr π
f(x)
n−−−−→ Vf(x)
∼=−−−−→ Rm
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We now define the objects. With {hx}, {νx} and {ρx} as in Propositions 2.6 and
2.7, dν˜x := hxdνx and for n ∈ N and x ∈M ,
ψx : Hr → Hr, g 7→ g · hx; Lˆx : Hr → Hr, g 7→ Lx(g · hx)/ρxhf(x);
πxn : Hr → Hr, g 7→
∑
a∈Wn(ν˜x(g · 1[a])/ν˜x(1[a]))1[a];
Vx : = π
x
n(Hr); Sx : Vx 7→ Vf(x), g 7→ πf(x)n (Lˆx(g)).
Observe that ‖ψx‖∞ = ‖hx‖∞, ‖πxn‖∞ = 1 and ‖πxn(g) − g‖∞ ≤ Dr(g)rn. Hence,
Wx := ψ
x
n(Vx) is (‖hx‖∞rn)-dense in {g ∈ Hr : Dr(g) ≤ 1} in the C0-topology,
for all x ∈ X . Furthermore, for g ∈ Vx and w ∈ [a], for a ∈ Wn and ϕ˜x :=
ϕx + log hx − log ρx − log hf(x) ◦ θ , we have
πf(x)n ◦ Lˆx(g)(w) =
∑
b∈W1
ν˜f(x)(1[a] · eϕ˜x◦τb)
ν˜f(x)(1[a])
g ◦ τb(w).
Hence, by Hölder continuity of ϕx and hx, it is well known (see, e.g., Step 3 in the
proof of Theorem 4.1 in [10]) that there exists Cϕ˜ > 0 such that exp(ϕ˜x◦τb(v)−ϕ˜x◦
τb(w)) = 1±Cϕ˜rn for all v, w ∈ [a]. Hence, ν˜f(x)(1[a]·eϕ˜x◦τb) = (1±Cϕ˜rn)ϕ˜x◦τb(w),
which then implies that
‖Lˆx(g)− Sx(g)‖∞ ≤ Cϕ˜rn‖Lˆx(|g|)‖∞ ≤ Cϕ˜rn‖g‖∞, ∀g ∈ Vx.
By application of Theorem C, it follows that for each ε > 0, there exists {Ax} with
supx ‖Ax − Sx‖∞ < ε and {Ax} satisfying the above dichotomy. For
Bx :Wx → Wf(x), g 7→ ρx · ψf(x) ◦Ax ◦ ψ−1x (g),
it follows that ‖Bx−Lx‖∞ ≤ ρx‖hf(x)‖∞‖1/hx‖∞(ε+Cϕ˜rn). The theorem follows
from the fact that ρx and hx vary continuously with respect to x. 
Remark 5.1. It is worth noting, that the proof does not provide thatWx is ε-dense
in {g : ‖g‖H ≤ 1} with respect to ‖g‖H due to the fact that ‖πxn − id‖H ≤ 2 + rn.
Moreover, one does not obtain an approximation by an operator which is acting
on H. However, by considering the above diagram for the n-th iterate Lnx , the
same estimates give rise to an approximation B
(n)
x : Wx → Wfn(x) which can be
written as a relative transfer operator with respect to a potential which is constant
on cylinders of length 2n. In particular, B
(n)
x also acts on H.
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