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Abstract
The Shannon capacity of a graph is an important graph invariant in information theory that is
extremely difficult to compute. The Lova´sz number, which is based on semidefinite programming relax-
ation, is a well-known upper bound for the Shannon capacity. To improve this upper bound, previous
researches tried to generalize the Lova´sz number using the ideas from the sum-of-squares optimization.
In this paper, we consider the possibility of developing general conic programming upper bounds for the
Shannon capacity, which include the previous attempts as special cases, and show that it is impossible
to find better upper bounds for the Shannon capacity along this way.
1 Introduction
The Shannon capacity of a graph is a graph invariant originated from computing the maximum achievable
rate to transmit information with zero possibility of error through a noisy channel [8]. To state the definition
of Shannon capacity, we need the following notions in graph theory: For an undirected graph G, let V (G)
and E(G) be its vertex set and edge set, respectively. Let α(G) be the independence number (aka stability
number) of G, i.e., the size of the maximum independent set in G. For two vertices i, j ∈ V (G), the notation
i ∼G j means either i = j or (i, j) ∈ E(G). The strong product G ⊠H of two graphs G and H is a graph
such that
• its vertex set V (G⊠H) is the Cartesian product V (G) × V (H) and
• (i, j) ∼G⊠H (k, l) if and only if i ∼G k and j ∼H l.
The Shannon capacity Θ(G) of graph G is defined by
Θ(G) = sup
k
k
√
α(Gk),
where Gk is the strong product of G with itself for k times.
The Shannon capacity is unknown for most graphs, including certain simple cases such as odd cycles
C2n+1 when n ≥ 3. By definition, for any positive integer k, k
√
α(Gk) provides a direct lower bound for
the Shannon capacity Θ(G), although it is still hard to calculate due to the NP-hardness of maximum
independent set problem and the exponential growth of the size of Gk. Finding a good upper bound for
Θ(G) is even more difficult. One well-known upper bound is the Lova´sz number ϑ(G) proposed in [3], which
can be efficiently computed by solving a semidefinite program (SDP). The most famous application of Lova´sz
number is the establishment of the Shannon capacity for the pentagon graph C5:
√
5 =
√
α(C25 ) ≤ Θ(C5) ≤ ϑ(C5) =
√
5.
However, for 7-cycle C7, ϑ(C7) ≈ 3.3177, while the best known lower bound [6] at the time of writing is
Θ(C7) ≥ 5
√
α(C57 ) ≥ 5
√
367 ≈ 3.2578.
Determining the exact value for the Shannon capacity Θ(C7) remains an open problem.
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One interesting direction is to look for a tighter upper bound for the Shannon capacity than the Lova´sz
number. Since the definition of the Shannon capacity is closely related to the independence number, and in
fact the Lova´sz number itself can be derived from approximating the independence number of a graph, it
is tempting to find better upper bounds for the Shannon capacity by using tighter approximations for the
independence number. The major challenge here is to ensure that the new approximation is still an upper
bound for the Shannon capacity. In Section 2, we will look at general conic programming approximation
for the independence number, which is a natural generalization of the SDP-based Lova´sz number. Next,
in Section 3, we will propose a condition called the product property over the cones appeared in the above
approximate optimization problem. This property guarantees that the optimal value of the approximation
is an upper bound for the Shannon capacity. Surprisingly, in Section 4 it is shown that the semidefinite
cone used by the Lova´sz number is the largest cone with such a property, thus ruling out the possibility of
improving the estimation of the Shannon capacity along this way.
2 Conic Programming for the Independence Number
In this section, we will first formulate the maximum independent set problem as a copositive program. If
the semidefinite cone is used as an inner approximation for the copositive cone in this program, the obtained
objective value is exactly the Lova´sz number. As a generalization, we consider all the possible cones that
are subsets of the copositive cone, and the corresponding conic programs will be the candidates to generate
better upper bounds for the Shannon capacity. Before we start, we summarize the common notations used
in the paper below:
• Rn+ is the set of n× 1 nonnegative column vectors.
• Jn is the n× n matrix of all ones.
• Sn is the cone of n× n symmetric matrices.
• Pn is the cone of n× n positive semidefinite matrices.
• Nn is the cone of n× n nonnegative symmetric matrices.
• Cn is the cone of n × n copositive matrices, i.e., all symmetric matrices Q ∈ Sn such that xTQx ≥ 0
for any x ∈ Rn+.
Our starting point is the Motzkin-Straus theorem, which gives the exact value of the independence
number of a graph:
Theorem 1 (Motzkin-Straus). If A is the adjacency matrix of a graph G with n vertices, then the indepen-
dence number of G is given by
1
α(G)
= min
x∈Rn
+
,
∑
i
xi=1
xT (I +A)x.
In [2], the optimization problem in Theorem 1 is converted into the following equivalent form:
α(G) = min λ
s. t. λ(I +A)− Jn ∈ Cn.
(1)
In order to make the above problem (1) closer to the formulation for the Lova´sz number, we are going to
further rewrite it as follows:
min λ
s. t. Y − Jn ∈ Cn,
Yii = λ, ∀i = 1, . . . , n,
Yij = 0, ∀i 6∼G j,
Y ∈ Sn.
(2)
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Since problem (1) can be viewed as problem (2) with the additional constraint Y = λ(I+A), problem (2) is a
relaxation of the original problem (1). To show that these two problems are indeed equivalent, the following
property of copositive matrices will be useful:
Lemma 2. Assume Q is a copositive matrix whose diagonal entries are all equal to µ. R is another symmetric
matrix of the same size. If for each entry of R either Rij = Qij or Rij = µ, then R is also copositive.
Proof. We only need to consider the case in which R = Q except for some off-diagonal entry Rst = µ (and
also Rts = µ), since the general result can be obtained by repeating the same argument for each difference
between R and Q. For any x ∈ Rn+ with
∑
i xi = 1,
xTRx = µx2s + µx
2
t + 2µxsxt +
∑
(i,j) 6=(s,s),
(s,t),(t,s),(t,t)
Qijxixj . (3)
Fix xi, i 6= s, t, as constants and regard xTRx as a function of xs by replacing
xt = 1− xs −
∑
i6=s,t
xi.
Then the first part of (3)
µx2s + µx
2
t + 2µxsxt = µ(xs + xt)
2 = µ

1− ∑
i6=s,t
xi


2
becomes a constant. Since the remaining terms in (3) are all linear functions of xs, x
TRx is also linear
as a function of xs and thus must achieve the minimum when xs = 0 or xs = 1. However, in both cases,
xTRx = xTQx ≥ 0, which implies that R is also copositive.
Now we can prove that the problems (1) and (2) have the same optimal value. Consider an arbitrary
feasible solution (λ, Y ) to problem (2). Let
Q = Y − Jn, R = λ(I +A)− Jn.
All the diagonal entries of Q are λ− 1. By Lemma 2, the matrix R is also copositive and thus λ ≥ α(G) by
(1). On the other hand, the solution λ∗ = α(G), Y ∗ = α(G)(I +A) is feasible to (2), so it must be optimal.
The copositive cone constraint in (2) makes the problem hard to solve. If we substitute the copositive
cone Cn in (2) with the semidefinite cone Pn, the optimal value for the modified problem is exactly the Lova´sz
number1, which will be denoted as ϑ(G). Since Pn ⊆ Cn, we immediately get α(G) ≤ ϑ(G). Naturally, to
find a tighter bound for the Shannon capacity Θ(G), we can replace the copositive cone Cn in (2) by some
cone between Cn and Pn, which may lead to some problem whose optimal value is potentially between the
Shannon capacity Θ(G) and the Lova´sz number ϑ(G).
The above discussion illuminates us to construct more general approximations for the independence
number α(G) by introducing an arbitrary cone An ⊆ Cn into the problem
min λ
s. t. Y − Jn ∈ An,
Yii = λ, ∀i = 1, . . . , n,
Yij = 0, ∀i 6∼G j,
Y ∈ Sn.
(4)
In the case when the cone An is chosen to be the semidefinite cone Pn, the above problem (4) gives the
Lova´sz number ϑ(G). To provide some other examples of An, one can approximate the copositive cone Cn
1The common definition of the Lova´sz number that appears in the literature is the dual form of ours.
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based on sum-of-squares programming [2, 1]. Note that the copositivity of a matrix Q ∈ Sn is equivalent to
the condition
pQ(x) =
∑
i,j
Qijx
2
i x
2
j ≥ 0, ∀x ∈ Rn. (5)
Like determining copositivity, it is NP-hard to decide whether the polynomial pQ(x) is nonnegative or not.
However, if pQ(x) can be written as a sum of squares, i.e.,
pQ(x) =
∑
k
g2k(x),
where gk(x) are arbitrary polynomials of x ∈ Rn, then clearly pQ(x) is nonnegative. All symmetric matrices
Q ∈ Sn whose corresponding polynomial pQ(x) given by (5) is a sum of squares constitute a cone, which will
be denoted as C(0)n in the following. By the above discussion, C(0)n ⊆ Cn, and furthermore it is tractable to
determine whether a matrix Q is in the cone C(0)n through SDP. In fact, C(0)n has a simple characterization
[5]:
C(0)n = Pn +Nn.
In other words, the polynomial pQ(x) is a sum of squares if and only if the matrix Q is a sum of a positive
semidefinite matrix and a nonnegative symmetric matrix.
For any graph G, the optimal value of problem (4), in which An = C(0)n , is called ϑ′(G), the Schrijver
ϑ′-function [7]. Since
Pn ⊆ C(0)n ⊆ Cn,
we have
α(G) ≤ ϑ′(G) ≤ ϑ(G).
Moreover, there exists some graph for which the second inequality is strict (see [7]). Given these properties,
ϑ′(G) seems to be a good candidate for upper bounding the Shannon capacity.
More generally, we can find even better approximations for the copositive cone Cn by using higher order
sum-of-squares polynomials. For each nonnegative integer r, define C(r)n to be the set of all symmetric
matrices Q ∈ Sn such that (∑
i
x2i
)r
pQ(x)
is a sum of squares. Then C(r)n is a cone, and
Pn ⊆ C(0)n ⊆ C(1)n ⊆ · · · ⊆ C(r)n ⊆ · · · ⊆ Cn.
Similar to the Schrijver ϑ′-function, we denote the optimal value of the corresponding problem (4) as ϑ(r)(G).
For higher-order sum-of-squares cones C(r)n where r > 0, although ϑ(r)(G) is a tighter upper bound for
the independence number α(G) than ϑ(G) or ϑ′(G), it is too tight to be an upper bound for the Shannon
capacity Θ(G). For instance, for the pentagon graph C5, if r > 0,
α(C5) = ϑ
(r)(C5) = 2 < Θ(C5) = ϑ(C5) = ϑ
′(C5) =
√
5.
Therefore, to obtain an upper bound for the Shannon capacity from cones C(r)n , we have to add extra
constraints in the problem (4) to restrict these cones. Whatever the exact form of constraints is, we can still
analyze the restricted problem as a special case of (4) as long as these constraints define a cone.
In the next, we will assume An in the above problem (4) to be an arbitrary cone satisfying An ⊆ Cn, and
the optimal value will be called f(G). To ensure that f(G) is still an upper bound for the Shannon capacity
Θ(G), we will look at the key property of the semidefinite cone Pn used by the Lova´sz number ϑ(G) that
guarantees Θ(G) ≤ ϑ(G) and then try to enforce the same property on the cone An in (4).
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3 Product Property and Upper Bounds for the Shannon Capacity
One fundamental property2 of the Lova´sz number is
ϑ(G⊠H) ≤ ϑ(G)ϑ(H) (6)
for any graphs G and H , which immediately implies that
k
√
α(Gk) ≤ k
√
ϑ(Gk) ≤ ϑ(G)
for all positive integers k, and thus
Θ(G) = sup
k
k
√
α(Gk) ≤ ϑ(G).
The above argument can also be applied to the graph function f(G) defined as the optimal value of (4).
Since α(G) ≤ f(G), as long as f(G) satisfies the similar inequality
f(G⊠H) ≤ f(G)f(H), (7)
f(G) will also be an upper bound for the Shannon capacity Θ(G). To find out what leads to the inequality
(7), we need to generalize the proof for the property (6) of the Lova´sz number, which itself is a special case
of the general product rules in semidefinite programming [4].
Consider two graphs G of n vertices and H of m vertices. Assume (λ′, Y ′) and (λ′′, Y ′′) are the optimal
solutions to the problem (4) for graph G and H , respectively. Let Y = Y ′ ⊗ Y ′′, i.e., the Kronecker product
of Y ′ and Y ′′, which is an nm× nm matrix given by
Y =


Y ′11Y
′′ · · · Y ′1nY ′′
...
. . .
...
Y ′n1Y
′′ · · · Y ′nnY ′′

 .
If we index the rows of Y by pairs (i, j) and the columns by pairs (k, l), the above definition can be rewritten
as
Y(i,j)(k,l) = Y
′
ikY
′′
jl .
When (i, j) 6∼G⊠H (k, l), by definition either i 6∼G k or j 6∼H l, which implies either Y ′ik = 0 or Y ′′jl = 0 and
thus Y(i,j)(k,l) = 0. Since all the diagonal entries of Y equal to λ
′λ′′, if we can show that Y − Jnm ∈ Anm,
(λ′λ′′, Y ) will be a feasible solution to the problem (4) for the product graph G⊠H . In this case, we have
f(G⊠H) ≤ λ′λ′′ = f(G)f(H).
Let
Q = Y ′ − Jn, R = Y ′′ − Jm.
Then Q ∈ An, R ∈ Am. The only missing part that remains to be shown is
Y − Jnm = Y ′ ⊗ Y ′′ − Jnm = (Q+ Jn)⊗ (R + Jm)− Jnm ∈ Anm,
which will be encapsulated into the following definition:
Definition 1. Given two symmetric matrices Q ∈ Sn, R ∈ Sm, define
Q⊙R = (Q+ Jn)⊗ (R + Jm)− Jnm.
A sequence of cones An ⊆ Sn is said to have the product property if for any matrices Q ∈ An, R ∈ Am, we
have Q⊙ R ∈ Anm.
2In fact, the equality holds in (6), but the reverse direction is not relevant for our purpose.
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Based on this definition, the above argument can be summarized as follows:
Theorem 3. If the cones An in problem (4) satisfy An ⊆ Cn and the product property, then Θ(G) ≤ f(G)
for any graph G.
As an example, we check that the product property holds for semidefinite cones Pn in the Lova´sz number.
Assume matrices Q ∈ Pn, R ∈ Pm. Then the matrix
Q⊙R = (Q+ Jn)⊗ (R + Jm)− Jnm = Q⊗R +Q⊗ Jm + Jn ⊗R
is also positive semidefinite, because the Kronecker product of two positive semidefinite matrices is still
positive semidefinite. Therefore, Theorem 3 implies that the Lova´sz number ϑ(G) ≥ Θ(G).
The product property is a sufficient condition for the functional inequality (7) and further for being an
upper bound for the Shannon capacity. However, neither the product property nor the inequality (7) is
necessary for being the upper bound. In any case, from the proof of Theorem 3, one can see that the product
property is the most natural condition to guarantee Θ(G) ≤ f(G). In the next, we will study the product
property holds for what choice of cones An.
4 Optimality of the Lova´sz Number
In the previous section, we have stated the product property, the condition for our new function f(G) to
be an upper bound for the Shannon capacity. At the same time, we do not want f(G) to be much larger
than the Lova´sz number ϑ(G) for the same graph G. Note that the Lova´sz number satisfies the following
sandwich inequality:
α(G) ≤ ϑ(G) ≤ χ(G¯),
where χ(G¯) is the chromatic number for the complement graph of G. Choose G = K¯2, the edgeless graph of
two vertices, then
2 = α(K¯2) ≤ ϑ(K¯2) ≤ χ(K2) = 2.
If the new function f(G) satisfies the similar sandwich inequality, we must have f(K¯2) = 2, which means
that the matrix
Λ =
(
1 −1
−1 1
)
∈ A2.
We want to find a sequence of cones An satisfying all the above desired conditions. However, it turns out
that the only possible conesAn must be subsets of the corresponding semidefinite cones Pn, and consequently
the obtained upper bound f(G) would be at least the Lova´sz number.
Theorem 4. Suppose a sequence of cones An satisfies the following properties:
1. An ⊆ Cn for all n.
2. The matrix Λ ∈ A2.
3. The sequence An has the product property.
Then we must have An ⊆ Pn for all n.
Proof. We prove by contradiction. Suppose there is a matrix A ∈ An that is not positive semidefinite and
v ∈ Rn is a vector such that vTAv < 0.
The first step is to construct a matrix B ∈ Am with m = 2n and a vector w ∈ Rm satisfying
wTBw < 0,
∑
i
wi = 0.
For any k > 0, let B = Γ⊙ (kA), then by the cone property and the product property,
B =
(
2kA+ Jn −Jn
−Jn 2kA+ Jn
)
∈ Am.
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If we let
w =
(
v
−v
)
,
then
wTBw = 4kvTAv + 4vTJnv.
In the above argument, we can choose k with
k > −v
T Jnv
vTAv
,
and now the matrix B and the vector w will have all the desired properties.
Next, we are going to construct another matrix C ∈ A2m which is not copositive. Define
x = max(w, 0), y = max(−w, 0).
Then x, y ≥ 0 and w = x− y. For any k > 1, by the product property again, the matrix
C = (kΓ)⊙B =
(
(k + 1)B + kJm −(k − 1)B − kJm
−(k − 1)B − kJm (k + 1)B + kJm
)
∈ A2m.
Consider
(
xT yT
)
C
(
x
y
)
= (k + 1)(xTBx + yTBy)− 2(k − 1)xTBy
+ k(xTJmx+ y
TJmy)− 2kxTJmy,
in which the second part
k(xT Jmx+ y
TJmy)− 2kxTJmy = k(x− y)TJm(x− y) = k
(∑
i
wi
)2
= 0.
On the other hand, for sufficiently large k,
wTBw = (x− y)TB(x− y) = xTBx+ yTBy − 2xTBy < 0
implies
xTBx+ yTBy < 2
k − 1
k + 1
xTBy.
In this case, (
xT yT
)
C
(
x
y
)
< 0.
Now we have exhibited a matrix C ∈ A2m and C is not copositive, which is a contradiction.
Theorem 4 tells us that either the cones do not have the product property or the resulting function
f(G) ≥ ϑ(G). In other words, it is impossible to derive an upper bound for the Shannon capacity that is
better than the Lova´sz number by enforcing the product property on cones An.
For the Schrijver ϑ′-function, the corresponding cones C(0)n satisfy the first and second condition of
Theorem 4 but not the conclusion C(0)n ⊆ Pn. Therefore, by Theorem 4, the cones C(0)n do not have the
product property. Although not having the product property for C(0)n does not directly imply that the
Schrijver ϑ′-function is not an upper bound for the Shannon capacity, it strongly suggests such negative
result. In fact, it is quite difficult to disprove that the Schrijver ϑ′-function is an upper bound, because at
least for graphs G of moderate size the two values ϑ′(G) and ϑ(G) are very close to each other. In order to
prove that ϑ′(G) is not an upper bound, we have to find some sufficiently large k and show that
ϑ′(G) < k
√
α(Gk) ≤ ϑ(G),
which is extremely hard even if G contains only a few vertices. We believe that the Schrijver ϑ′-function is
not an upper bound for the Shannon capacity due to its lack of the product property, but whether this is
actually true or not remains open.
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