Classical dimension reduction problem can be loosely formulated as a problem of finding a kdimensional affine subspace of R n onto which data points x 1 , · · · , x N can be projected without loss of valuable information. We reformulate this problem in the language of tempered distributions, i.e. as a problem of approximating an empirical probability density function
, where δ n is an n-dimensional Dirac delta function, by another tempered distribution q(x) whose density is supported in some k-dimensional subspace. Thus, our problem is reduced to the minimization of a certain loss function I(q) measuring the distance from q to p emp over a pertinent set of generalized functions, denoted G k .
Another classical problem of data analysis is the sufficient dimension reduction problem. We show that it can be reduced to the following problem: given a function f : R n → R and a probability density function p(x), find a function of the form g(w 2 . We first show that search spaces of the latter two problems are in one-to-one correspondence which is defined by the Fourier transform. Thus, an algorithm for the first problem induces an algorithm for the second and vice versa. In order to construct such a pair of algorithms we introduce a nonnegative penalty function R(f ) and a set of ordinary functions Ω = {f |R(f ) ≤ } in such a way that Ω "approximates" the space G k when → 0. Then we present an algorithm for minimization of I(f ) + λR(f ), based on the idea of two-step iterative computation: a) adaptation to data and a k-dimensional subspace found at a previous iteration, b) calculation of a new kdimensional subspace.
Introduction
In the classical dimension reduction problem we are given a list of points x i ∈ R n , i = 1, N sampled according to some unknown distribution p(x) and the goal is to find a low-dimensional (k-dimensional where k < n) affine subspace A ⊆ R n , so that the projection of the points onto A preserves key structural information (the latter term makes sense only after we add some assumptions on the process that generated our points, i.e. on p(x)). The most popular method for solving the problem is Principal Component Analysis (PCA) Fisher (1922) . In PCA we first assume that p(x) is a multivariate Gaussian distribution, then we estimate from data its expectation and covariance matrix and calculate an affine subspace from the latter. Although PCA is commonly used for highly "non-gaussian" data, it is important to note that the basis of PCA is the "normality assumption". Alternative methods, e.g. sparce PCA Zou et al. (2004) , are akin to the classical PCA in the sense that they assume that a subspace A can be found based only on the covariance matrix of data.
1 N N i=1 δ n (x − x i ). After that assumption the dimension reduction can be understood as an approximation: p emp (x) ≈ q(x), where q(x) is a generalized function (that we need to find) whose density is supported in a k-dimensional affine subspace A ⊆ R n . Note that a function whose density is supported in some low-dimensional subset of R n is not an ordinary function. As it is usually done, we can assume that our initial data were already centralized, so that instead of searching for a function supported in an affine subspace, we will assume that A is a linear subspace (i.e. 0 ∈ A). If e 1 , · · · , e n−k is the basis of A ⊥ , then in a "physics notation" q(x) = f (x)δ(e T 1 x) · · · δ(e T k x) where f (x) is an ordinary function. To get an optimizational formulation it remains to add that we are given a loss I(p emp , q) that measures the distance between our ground truth p emp and a distribution q that we search for. In the experimental part of the paper we consider I(p emp , q) = R n |(γ * p emp )(x) − (γ * q)(x)| 2 dx where γ * f is a smoothing of a generalized function f via the convolution with some function γ. Thus, in our approach the dimension reduction problem is defined optimizationally as: minimize f,e 1 ,···,e k I(p emp , f (x)δ(e 
Another well-known problem of data analysis is the so-called sufficient dimension reduction problem (sometimes called the supervised dimension reduction), which is tightly connected with the latter problem. There we are given a finite number of pairs (x i , y i ), x i ∈ R n , y i ∈ R, also generated according to some unknown joint distribution p(x, y) = p(x)p(y|x) and for p(y|x) we assume that (where k < n):
+ ε where ε is the gaussian noise and w 1 , · · · , w k ∈ R n are unknown vectors and g is an unknown smooth function. The latter implies that an output y is conditionally independent of x, given w T 1 x, · · · , w T k x. Or, that conditional distribution p(y|x) is the same as p(y|w T 1 x, · · · , w T k x) (and normal). Our goal is to recover k vectors w 1 , · · · , w k ∈ R n and the function g.
There are 3 major methods to solve the problem: (1) sliced inverse regression Li (1991) , Cook and Weisberg (1991) ; (2) methods based on an analysis of gradient and Hessian of the regression function Li (1992) , Xia et al. (2002) , Mukherjee and Zhou (2006) ; (3) methods based on combining local classifiers Hastie and Tibshirani (1996) , Sugiyama (2007) .
Let us briefly outline the idea of our approach. According to our approach we first recover the regression function R that maps given inputs to corresponding outputs, i.e. R(x i ) ≈ y i , and estimate the distribution p(x) from our data {x i }. The former can be done by solving the supervised learning problem using any suitable model, e.g. by fitting a neural network to our data. The latter, e.g., can be done by assuming that p(
(x−µ) T Σ −1 (x−µ) and estimating the parameters µ, Σ of the multivariate normal distribution.
Let us now externalize the first step and treat R, p as the ground truth. Since, for recovered R it is natural to expect that R(x) ≈ g(w T 1 x, · · · , w T k x), then a natural way to reconstruct vectors w 1 , · · · , w k is to set them equal to arguments on which the following minimum is attained:
where I p (R, r) is a function that measures the distance between functions R and r given that their inputs are sampled according to p. In the experimental part of the paper we consider the case
Solving problems 1 and 2 in practice is both a theoretical and an experimental challenge. In both problems, search spaces are infinite-dimensional and do not form a linear space. Moreover, in problem 1 it consists of generalized functions. Our paper is dedicated to developing a framework that tackles both problems.
The structure of the paper is the following. In section 2 we give standard definitions of the tempered distribution and operations that can be applied to such distributions, convolution, the Fourier transform etc. In section 3 we give mathematically precise definitions of the search space of problem 1, denoted G k , and the search space of problem 2, denoted F k , and prove that they are dual to each other in the sense that an image of G k under the Fourier transform is F k and vice versa. In section 4 we introduce our approach to optimization over G k (or, F k ) that is based on the use of the so called proper kernel functions, M (x, y). Using proper kernels we prove theorem 5 that characterizes generalized g ∈ G k as those for which the matrix of properly defined integrals M g = Re R n ×R n x i y j g(x) * M (x, y)g(y)dxdy is of rank k. The main idea of the section is to define Ω , > 0 as a set of ordinary functions f for which squared Frobenius distance from M f to some rank k matrix is not greater than . I.e. Ω "approximates" G k in a certain sense. Theorem 7 is a key result of the section that demonstrates that solutions of problems min φ∈Ω i I(φ) for a sequence { i } ∞ i=1 , i → 0, under certain assumptions, can be transformed into a solution of problem min φ∈G k I(φ). In section 5 we suggest an algorithm for solving min φ∈Ω i I(φ) which we call the alternating scheme (subsection 5.1). In subsection 5.2 we formulate the alternating scheme in the dual space for a case of the proper kernel M (x, y) = ζ(x − y). In section 6 we describe our computational experiments with synthetic data.
Preliminaries
Throughout the paper we use common terminology and notations from functional analysis. The Schwartz space of functions, denoted S(R n ), is a space of infinitely differentiable functions f : R n → C such that ∀α, β ∈ N n , sup x∈R n |x α D β f (x)|< ∞, and equipped with a standard topology, which is metrizable and complete. The tempered distribution is a continuous linear operator T : S(R n ) → R. For φ ∈ S(R n ), T, φ denotes an image of φ under T . The set of all such operators, denoted S (R n ), is equipped with the weak topology. I.e. for the sequence {f s } ⊆ S (R n ) and
* denotes the sequential closure of Ω. The Fourier and inverse Fourier transforms are first defined as operators F :
, and then extended to continuous bijective lin-
we denote the Hilbert space of functions from R n to C, squareintegrable w.r.t. µ, with the inner product:
and a function ψ is such that ψ(x)φ(x) ∈ S(R n ) whenever φ(x) ∈ S(R n ), then the multiplication ψT is defined by ψT, φ = T, ψφ . A set of infinitely differentiable functions with compact support in R n is denoted as C ∞ c (R n ). If T is a topological space, then a subset S ⊆ T is said to be dense in T if the sequential closure of S is equal to T . For a matrix A = a ij the Frobenius norm is
. Identity matrix of size n is denoted as I n .
Basic function classes
To formalize distributions supported in a k-dimensional subspace, we need a number of standard definitions. For φ 1 ∈ S(R k ) and φ 2 ∈ S(R n−k ) their tensor product is the function
and g 2 ∈ S (R n−k ) their tensor product is defined by the following rule:
, there is only one distribution g 1 ⊗ g 2 ∈ S (R n ) that satisfies the latter identity. An example of a generalized function, whose density is concentrated in a k-dimensional subspace, is any distribution that can be represented as:
where f is an ordinary function, then g ⊗ δ n−k can be understood as a generalized function whose density is concentrated in a subspace {x ∈ R n |x i = 0, i > k} and equals f (x 1:k ). It can be shown that the distribution acts on φ ∈ S(R n ) in the following way:
Now to generalize the latter definition to any k-dimensional subspace we have to introduce the change of variables in tempered distributions. Let g ∈ S (R n ) and U ∈ R n×n be an orthogonal matrix, i.e. U T U = I n . Then, g U ∈ S (R n ) is defined by the rule:
. Now let us define classes of tempered distributions:
The latter two classes are dual to each other. Before we will prove that statement, let us comment that G k formalizes all distributions with a k-dimensional support and F k is defined by a set of ordinary functions F o k = {r|T r ∈ F k }. The condition on the matrix U k in the definition of F k can be relaxed (by only requiring that it is a full rank matrix), i.e.
a set of functions that can be represented as a composition of a linear operator from R n to R k and a k-ary smooth function. Or, in other words, g(P x) is a function whose value on x ∈ R n depends only on the projection of x onto a k-dimensional subspace, i.e. the row space of P .
Let us calculate the image of G k under Fourier transform. It is easy to see that for any g ∈ S (R n ), φ ∈ S(R n ) and orthogonal U ∈ R n×n we have:
where U k ∈ R k×n is a matrix consisting of first k rows of U . Thus, T r ∈ F k . It is easy to see that by varying f ∈ S(R k ) and U in the expressionf (U k x) we can obtain any function from F k . Therefore, F[G k ] = F k , and from bijectivity of fourier transform we obtain that
, which a linear space over R. The set G k has the following simple characterization:
It is easy to see that
Using standard linear algebra we get that there are at most k distributions
. For a proof of the inverse statement we need the following lemma first.
is defined by the condition
. Once the Fourier transform is applied, our lemma's dual version is equivalent to the following formulation: if
Let us prove the latter formulation.
Suppose φ ∈ S(R n ) and p ∈ C c (R) are chosen in such a way that
. Let us define:
It is easy to see that for any α ∈ N n−1 , α ∈ N, β ∈ N n−1 , β ∈ N we have (at least one derivative over x i is present):
dy i is a consequence of the inequality (which holds because φ ∈
Analogously (no derivatives over x i is present):
The second term is 0 when x i ≤ A. It is also bounded when
and:
The latter is bounded, since lim
The first term is 0 when x i ≥ B and it is bounded for x i < B:
The latter is also bounded, since lim
∂x β is bounded and r ∈ S(R n ). Therefore
Since this sequence of arguments can be implemented for any i > k, we can apply them sequentially to initial φ ∈ S(R n ) w.r.t. x k+1 , ..., x n and will obtain that for any p k+1 , ..., p n ∈ C c (R) such that
Moreover, since C c (R) is dense in S(R), we can assume that p k+1 , ..., p n ∈ S(R). For the inverse Fourier transform T = F −1 [f ] the latter condition becomes equivalent to:
I.e. T ∈ G k and lemma proved.
Proof of theorem 2 (⇐). If dim span
It is easy to see that:
Optimization over G k
The central problem that our paper addresses is how to optimize a target function over G k ? Since S (R n ) is not a complete metric space (it is not even a sequential space Smolyanov (1992) ), optimization over such spaces needs additional tools. In that section we suggest an approach based on penalty functions and kernels.
Throughout this section we assume that a function M (x, y) :
For any operator O between spaces H 1 and H 2 , we denote its range as R[O] = {O(x)|x ∈ H 1 }.
Definition 4
The function M (x, y) : R n × R n → C is called the kernel if and only if
The kernel function M (x, y) is called the proper kernel if additionally:
• |M (x, y)|≤ γ for some γ,
It can be checked that proper kernels include a case
For f, g : R n → C let us denote:
It can be shown that for a proper kernel M and f, g ∈ S(R n ), the expression f |M |g < ∞.
In fact, given f ∈ S (R n ), g ∈ G k , the expression f |M |g also can be directly defined. Since
The latter, by Holder inequality is bounded by ||γ α,β (y
Let us now define for any f ∈ S (R n ) and g = T l ⊗ δ n−k , f |M |g def = f, φ * * , and for an
Theorem 2 shows that from f ∈ G k it follows that dim span R {x 1 f, x 2 f, · · · , x n f } ≤ k. Using the kernel M , one can build a real part of the Gram matrix from the collection of distributions, Re x i f |M |x j f 1≤i,j≤n , and rank of it cannot be greater than k:
Proof Since f ∈ G k , then f = (T g ⊗ δ n−k ) U where U is an orthogonal matrix and U = w 1 , · · · , w n . It is easy to see that:
Let us now denote V = u 1 , · · · , u n ∈ R k×n a submatrix of U in which only first k rows of U are present. Then, the latter integral is equal to:
is the Gram matrix of the collection {x i g(
Definition 6 Let A ∈ R n×n be a positive semidefinite matrix with eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ n (with counting multiplicities). Then, the Ky Fan
For any f : R n → C or f ∈ G k let us denote M f the matrix Re x i f |M |x j f 1≤i,j≤n and let:
Theorem 5 tells us that that for f ∈ G k , R(f ) = 0. For ordinary f , from Eckart-Young-Mirsky theorem we see that R(f ) = min A∈R n×n ,rank A≤k || M f − A|| 2 F . Thus, by restricting the value of R(f ) to be small we force M f to be close to some matrix of rank k. Let us now denote:
A natural idea now is to reduce the optimizational task:
to a sequence of optimizational tasks over ordinary functions:
where s → 0, s → ∞. This idea is motivated by the following reasoning: for small s , a function f s ∈ Ω s is such that M fs is "almost" of rank k and the latter makes T fs "close" to some tempered distribution with a k-dimensional support. Indeed, we can prove the following statement:
Proof Let us first prove that G k ⊆ >0 {T g |g ∈ Ω } * , i.e. for any f ∈ G k we have ∀ > 0 : f ∈ {T g |g ∈ Ω } * . Let us fix f ∈ G k and > 0. W.l.o.g. we can assume that f = T l ⊗ δ n−k , l ∈ S(R k ). Let us define:
We know that T fσ → * f as σ → +0. Let us prove that there exists σ such that f σ ∈ Ω whenever σ ∈ [0, σ ]. Indeed, if we assume that i > k, j ≤ k we have the chain of inequalities:
l(y 1:k )dy. Using Hólder inequality we obtain:
Since |M (x, y)|≤ γ for some γ, we have:
Thus, we obtained:
It is easy to see that ||
Analogously we can prove that
Thus, all entries of M fσ except those of the main k × k minor tend to 0 as σ → 0. The latter means that R(f σ ) → 0. I.e. there exists σ > 0 such that f σ ∈ Ω whenever σ ∈ [0, σ ]. Since f σ → * f as σ → +0, then f ∈ Ω * and therefore G k ⊆ >0 Ω * .
Let us now verify the second part of theorem. Suppose that we are given a sequence {f s } ∞ s=1 ⊆ S(R n ) such that T fs → * T, R(f s ) → 0 and Tr(M fs ) is bounded. For each l, let us define P l as the projection operator to a subspace spanned by first principal components of the matrix M f l , i.e.
.., v l k are orthonormal eigenvectors that correspond to k largest eigenvalues of M f l . It is easy to see from the definition of Ω l and Eckart-Young-Mirsky theorem that R(
Since a set of all projection operators {P ∈ R n×n |P 2 = P, P T = P } is a compact subset of R n 2 , one can always find a projection operator P = k i=1 v i v T i and a growing subsequence {l s } such that ||P ls − P || F → 0 as s → ∞. Thus, for the subsequence {f ls } we have:
and using boundedness of Tr(M fs ) we obtain that || M f ls − P M f ls || F → 0.
Since || M f ls − P M f ls || F → 0, let us complete v 1 , ..., v k to an orthonormal basis v 1 , ..., v n and make the change of variables y i = v T i x. Let us denote V = v 1 , ..., v n and let V T = w 1 , ..., w n . Then, after that change of variables any function f (x) corresponds to f (y) = f (V y) and the kernel M corresponds to M (y, y ) = M (V y, V y ). If we apply that change of variables in the integral expression of x i f |M |x j f , we will obtain:
n V T where I k n is a diagonal matrix whose main k × k minor is the identity matrix, and all other entries are zeros. Using that Frobenius norm of orthogonally similar matrices are equal and the identity
Thus, the property || M f ls − P M f ls || F → 0 implies that:
Moreover, for i = j we have Re y i f ls |M |y j f ls = y i f ls |M |y j f ls . It is easy to see that after the change of variables we still have f ls → * T V . Since f ls ∈ S(R n ), we have y i f ls ∈ S(R n ) and, therefore,
is a strictly positive self-adjoint operator, by CauchySchwarz inequality, we obtain:
Therefore, for any ψ ∈ R[O(M )]∩S(R n ) and i > k we have lim s→∞ y i f ls , ψ = lim s→∞ f ls , y i ψ = 0. Since f ls → * T V we obtain that T V ,
Using lemma 3 and (T V ) V T = T we obtain the needed result.
Suppose now that we solve a sequence of problems 6 and find f s ∈ Ω s s.t. I(f s ) < min f ∈Ω s I(f )+ . According to theorem 7 possible scenarios are the following:
(1) Tr(M fs ) blows up and nothing is guaranteed;
If Tr(M fs ) is bounded by C, then due to the compactness of SD C = {M ∈ R n×n |M ≥ 0, Tr(M ) ≤ C} there is a subsequence {l t } such that M f l t → M * ∈ SD C . Since R(f lt ) = ||M f l t || n−k → 0 we have that ||M * || n−k = 0 and M * is of rank k. It is easy to see that the span of k eigenvectors of M * is a natural candidate for a space in which a solution to 5 is supported. We still have two subcases:
(2) A sequence {T fs } does not converge to anything; (3) T fs → * T , and T ∈ G k .
Only the case 3 corresponds to a positive outcome of our approach 6 to the optimization problem 5.
Alternating algorithm
It is known Hiai (2013) that Ky Fan anti-norm is a concave function, i.e. R(φ) = ||M φ || n−k depends on M φ in a concave way. It can be shown that the dependence of R(φ) on φ is both non-convex and non-concave.
Thus, even if I(φ) is a convex function, an optimizational task
is not equivalent to its penalty form:
is not a convex function of φ. Though they are not equivalent, further we will concentrate on problem 8. Indeed, in 8 we penalize the value of R(φ), forcing it to be small, which could serve as a substitute of the constraint R(φ) ≤ . Recalling that R(f ) = min A∈R n×n ,rank A≤k || M f − A|| 2 F , the latter problem can be rewritten as a minimization of I(φ) + λ|| M f − A|| 2 F over two objects: φ and A ∈ R n×n , rank A ≤ k. Let us introduce a natural algorithm for 8, which we call the alternating scheme, because in that algorithm we just simply optimize alternatingly over 2 arguments, φ and A.
Algorithm 1 Alternating scheme
Further we are developing different modifications and aspects of that algorithm.
The alternating scheme
Let B(H 1 , H 2 ) denote a set of bounded linear operators between Hilbert spaces H 1 and H 2 . For O ∈ B(H 1 , H 2 ) the rank of O is defined as dim R(O). Let L r 2 (R n ) be the Hilbert space of real-valued square integrable functions. It is a well-known fact that B(L r 2 (R n ), R) (with the operator norm) and L r 2 (R n ) are isomorphic Rudin (1991) . From that it is easy to see that any O ∈ B(L r 2 (R n ) × L r 2 (R n ), R n ) can be given by formula:
can be identified with a matrix of real-valued functions:
and a trace norm on B(L r 2 (R n ) × L r 2 (R n ), R n ) (which is different from the operator norm) is:
Recall that for our kernel M , O(M ) is positive and self-adjoint. If O(M ) is additionally bounded, then the square root O(M ) can be correctly defined Rudin (1991). For a real-valued kernel M and any complex-valued function f = f 1 + if 2 let us introduce a linear operator S f :
defined) by the following rule:
Using that notation we can rewrite the definition of S f as:
. The boundedness of S f follows from Cauchy-Schwarz inequality:
and therefore:
I.e. we checked that S f is bounded.
It is easy to see that the following operator satisfies the latter identity:
Since the adjoint is unique, then S †
. Vector v i corresponds to a pair of functions:
It is easy to see that v 1 , · · · v n is an orthonormal basis in Im S † f , and S † f can be expanded in the following way:
and therefore, SVD for S f is:
By Eckart-Young-Mirsky theorem, an optimal S in min
defined by a truncation of SVD for S f at kth term, i.e.:
where
||S f − S|| 2 it is natural to view the task 8 as a minimization of I(φ) + λ||S φ − S|| 2 over two objects:
The simplest approach to minimize a function over two arguments is to optimize alternatingly, i.e. first over φ and second over S, rank S ≤ k. Note that given φ, minimization over S is equivalent to the truncation of SVD(S φ ) at k-th term. The realization of that idea is given below and is called the alternating scheme.
Algorithm 2 The alternating scheme
When M (x, y) = ζ(x − y) the alternating scheme 2 allows a reformulation in the dual space that substantially simplifies its practical implementation. By this we mean that in the scheme 2 we substituteφ t for the original φ t . If the primal scheme 2 deals with operators S φ , S φ t−1 , the dual version deals with vectors of functions ζ ∂φ ∂x , ζ ∂φ t−1 ∂x . The substitution is based on the following simple facts:
where κ is a constant.
For a given f , let us now introduce a vector of functions
, and therefore:
Thus, the expression ||S φ − P t−1 S φ t−1 || 2 in the scheme 2 can be rewritten as (see 9):
The matrix M f can also be calculated fromf using the following identity:
Let us introduce a function I such that I(f ) = I(f ). Then, we see that all steps of the scheme 2 can be done withφ t rather than with φ t , by the algorithm given below.
Algorithm 3 The alternating scheme in the dual space
Informally, the latter algorithm can be explained in the following way: at each iteration t we compute a functionφ t adapting it to data (the term I(φ)) and adapting its gradient field to the rank reduced gradient field of the previousφ t−1 . For a sufficiently large T , if it converges, then φ T ≈φ T −1 , and the second term approximately equals λ||M T || n−k .
Experiments

Practical implementation of algorithm 3
In the algorithm 3 we can chooseζ(x) = 
In practice, the latter two expectations are substituted with empirical means over a sufficiently large sample of points ξ 1 , · · · , ξ K ∼ζ(x):
In all our experiments
where w is some pdf, then we sample points ν 1 , · · · , ν L ∼ w(x) and approximate:
The last non-constructive part of the algorithm is a space of functionsφ in which we search for a minimum of
We assume thatφ is given in the form of a single layer neural network with parameters w s , a s , b s :
where σ is the sigmoid function. Since single layer neural networks are dense in L 2,µ Barron (1993) where µ is a finite measure on R n , by choosing M properly one can always define the space rich enough to cover all interesting functions. Now all structures of our algorithm become finite and it can be practically implemented. Thus, the hyperparameters of the algorithm are λ, T, θ, K, L, M .
Dimension reduction
Suppose that points x 1 , x 2 , · · · , x N were generated according to some unknown distribution. An empirical distribution function defined by the sample can be expressed as:
A natural approach to the dimension reduction problem is to search for a tempered distribution φ ∈ G k such that
is another tempered distribution, whose norm is not defined. We can define the loss function using a common tool from functional analysis, namely a smoothing via a convolution. I.e. we choose a function γ(x) ≥ 0 such that R n γ(x)dx = 1, e.g. γ(x) = (πη 2 ) −n/2 e − |x| 2 η 2 (η is another hyperparameter). Then, the loss function for φ is defined as:
can be understood as the kernel density estimation from the sample. I.e. our loss function measures the deviation of γ * φ from p kde . Therefore, the parameter η has the same meaning as the bandwidth in multivariate kernel density estimation methods, and there is ample literature on how to tune that parameter from data Wand and Jones (1994) . Now our optimizational task is:
The isometry of the Fourier transform gives us I(φ) = cI(φ) where
. Thus, our problem's dual version is:
For w ∼ |γ| 2 the form of I(φ) becomes the same as in the equation 12, and we can apply the algorithm 3 to the task. Synthetic data and parameters. For n = 6 we generated N = 100 data points with 6 i.i.d. coordinates: x 1 , x 2 ∼ Norm(0, 1) and x i ∼ Norm(0, 2 ), i = 3, n. We set = 0.01, i.e. points are concentrated near the 2-dimensional hyperplane x i = 0, i = 3, n. We are interested in finding that hyperplane, therefore we set k = 2. Thus, a natural measure of an accuracy of the algorithm 3 is We see that the best accuracy (and a stable behaviour of acc/ln(λ)) is observed when |γ| 2 ∼ ζ, θ 2 ≈ 1 η 2 (a green curve), i.e. when points ξ 1 , · · · , ξ K and ν 1 , · · · , ν L from subsection 6.1 are generated according to the same distribution. When variance of points ξ i , i.e. θ 2 , and variance of points ν i , i.e. 1 η 2 , are substantially different, e.g. for θ = 1 or θ = 40, the accuracy degrades. Thus, a natural practical prescription is to set θ = 1 η . Another important observation is that for any θ the dependence of acc on ln(λ) is not monotone, i.e. there is an optimal λ that should be fit for any dimension reduction task. The high-level reason for that is non-equivalence of the tasks 7 and 8 due to the non-convexity of R(f ). Thus, increasing λ does not automatically lead to the improvement of accuracy.
Difference in objective from PCA. We experimented with a modification of the data model:
pdf of the first 2 coordinates is p(x 1 , x 2 ) = 4 9 and x i ∼ Norm(0, 2 ), i = 3, n are generated i.i.d. The distribution of the first 2 coordinates is shown on the picture below.
The standard PCA applied to such data points gives the first principle component close to the direction 1 √ 2 (e 1 + e 2 ) (though only 11% of points lie in that direction). The reason is that data points on x-axis together with data points on y-axis enhance the third direction. The algorithm 3 (with the set of parameters given above and k = 1) results in the main direction equal to either e 1 or e 2 , but never
(e 1 + e 2 ). The reason behind such a behavior is that in the objective I(φ) (see 13) only those points contribute to its value whose distance from the support of φ is at the scale of η. Thus, points at the distance >> η do not affect the value and the algorithm's goal is to find "a pattern of points" located at the distance η from some k-dimensional hyperplane. I.e. if the classical PCA searches for "a global pattern", our approach searches for a local one, but requires sharpness.
Experiments with the sufficient dimension reduction
As we explained in the introduction, our optimization task can be applied to the sufficient dimension reduction problem. We assume that we already recovered the probability density function p(x) from data and the regression function f (x). Thus, our goal is to findφ ∈ F k such that f (x) ≈φ(x), or we need to solve: E ξ∼p (f (ξ) −φ(ξ)) 2 = ||f −φ|| L 2,p (R n ) → min φ∈F k which again can be solved by the algorithm 3. We experimented with the algorithm 3, setting n = 6, p(x) = √ 2π e −|x| 2 /2 , and the regression function as 6-ary f (x 1 , · · · , x 6 ) = A(x 1 , x 2 ) + C[|x|≤ 1] where A(x, y) = −20e −0.2 √ 0.5(x 2 +y 2 ) − e 0.5(cos 2πx+cos 2πy) + e + 20 is the Ackley function and [|x|≤ 1] is the indicator function of the unit ball. It is specifically defined in such a way that the first term depends on 2 variables and the second term is radial. The parameter C controls the function's radiality. We were interested in k = 2, as in this case, for any nonzero C, a correct sufficient dimension reduction should give P N ≈ e 1 e T 1 + e 2 e T 2 . Thus, a natural measure of the accuracy of the algorithm is acc = ||P N − e 1 e T 1 − e 2 e T 2 || F . The kernel M (x, y) = ζ(x − y) was defined as the gaussian kernel for whichζ(x) = 1 √ 2π e −|x| 2 /2 (i.e. θ = 1). We set the hyperparameters of the algorithm 3 as T = 50, K = L = 1000 (for notations see subsection 6.1).
As in the case of dimension reduction, the dependence of acc on λ is not monotone: curves for different values of C and M are given below.
For C = 100, λ = 500 the dependence of the resulting accuracy on the number of neurons M is shown below. It demonstrates that the accuracy improves as the complexity of our class of functions increases (though, for fixed K, L, it will eventually degrade due to overfitting). Adjacent graph shows typical behavior of achieved accuracy on the iteration t.
