Abstract. Nowadays, recommender systems are widely used in various domains to help customers access to more satisfying products or services. It is expected that exploiting customers' contextual information can improve the quality of recommendation results. Most earlier researchers assume that they already have customers' explicit ratings on items and each rating has customer's abstracted context (e.g. summer, morning). However, in practical applications, it is not easy to obtain customers' explicit ratings and their abstract-level contexts. We aim to acquire customers' preferences and their context by exploiting the information implied in the customers' previous event logs and to adopt them into a well known recommendation technique, Collaborative Filtering (CF). In this paper, we show how to obtain customers' implicit preferences from event logs and present a strategy to abstract context information from event logs considering fuzziness in context. In addition, we present several methods to cooperate achieved contextual information and preferences into CF. To evaluate and compare our methods, we conducted several empirical experiments using a set of music listening logs obtained from last.fm, and the results indicate that our methods can improve the quality of recommendation.
Introduction
Large numbers of various products and services have given customers more freedom of choices. However, at the same time, having too many choices causes difficulties to customers to find out and choose ones that are more suitable for them. There have been many researches in the area of recommender systems to filter out the items that customers may not be interested in and provide proper ones that may satisfy customers [13, 15, 9] .
Recently, as we get more opportunities to acquire customers contextual information (e.g. current location) due to the advance of mobile computing technologies, a lot of researchers have made effort to incorporate contextual information in recommender systems [1, 5, 16, 12, 17, 2, 14] . Some systems adopt rule based framework to generate recommendation for varying context. In this case, recommendation rules for different situations should be manually defined by application developers [14] . However, this approach requires time-consuming effort of application developers or service providers.
As collaborative filtering is acknowledged as one of the most widely used recommendation techniques whose performance in quality and execution time are proved to be reasonable by lots of applications on commercial sites like Amazon.com 1 and CF systems do not require manual definition of rules, so the burden of application developers can be reduced, several researches have been introduced to incorporate contextual information into CF systems.
Adomavicius et al. [1] adopt the multidimensional data model to incorporate contextual information in CF systems and apply the reduction-based approach, which uses ratings only related to the current context. The approach of Weng et al. [17] is similar to [1] , but they focus more on solving the contradicting problems among hierarchical ratings. Chen et al. [5] propose a design for a context-aware CF system where ratings of users are weighted according to context similarity.
All of these CF-based context-aware recommendation approaches are based on the assumption that there are available ratings of items and each rating has customer's abstract level context information. However, it is hard to obtain sufficient feedback from users in practice and generally the contextual information exists as numerical or continuous values (e.g. timestamp, GPS code, temperature) rather than abstracted context data (e.g. summer, morning). As results, the approaches are not able to be easily applied to real world applications and hard to be evaluated, so they are not evaluated [5] or present evaluation through survey rather than performing experiments using real world data set.
To tackle these problems, we get the insights from the fact that many real world applications and services continuously produce a lot of their customers' activity logs, and there have been many works to record a persons various activities [10] such as Nike+, Nokia's LifeBlog, MyLifeBits [7] and so on. Event logs include a lot of information that implies customers contextual information and their different preferences depending on contexts. However, most of context related data, such as timestamp, GPS code, and temperature, recorded in event logs also cannot be directly used as contextual information. Thus, we need a context abstraction strategy to obtain abstract context data from the event logs. In this paper, we present a context abstraction method that considers fuzziness in context and show how to extract different preferences of users according to each context in several ways.
We conducted several experiments using users' music listening logs gathered from last.fm 2 to see the effects of our approach and compare them. We defined a novel evaluation measure applicable to context-aware cases, HR@n. It measures how many real usages of each recommendation were found within top-n recommended items. In general, experimental results show that incorporating contextual information presented in the paper leads to higher HR@n compared to traditional CF and exploiting implicit feedback and abstract contextual information achieved from event logs can improve the quality of recommendation.
The remainder of the paper is organized as follows. In Sect. 2, we explain how to use implicit feedback from logs to recommend items to users. Then, we present how we incorporate contextual information into traditional CF systems in Sect. 3. Empirical evaluation performed with users' music listening logs is shown in Sect. 4. Finally, Sect. 5 concludes the paper.
Exploiting Implicit Feedback in Event Logs
When we do not have explicit feedback from users on items, we may use event logs related to the users and items to obtain users' preferences on items. In this section, we describe how to exploit implicit feedback involved in event logs in traditional recommendation technique.
Recommendation Space
Let us assume that there are ns items and nu users. Then, we can define a set of items S = {s 1 , s 2 ,...,s i ,... ,s ns } and a set of users U = {u 1 , u 2 ,... ,u j ,... ,u nu }, where s i and u j mean i-th item and j-th user respectively. Suppose we have obtained event logs related to the items and the users. For simplicity, we assume that there are only one type of events. Then, we can define a set of event logs L = {l 1 , l 2 ,... ,l nl }. Each log l is a tuple (u, s,t,...), where u is a user, s is an item, and t is a timestamp for the event log. In addition to the timestamp, there are various types of data such as IP address, GPS code, and so on, which can be the sources to obtain the context related to the event. Figure 1 shows an example of music listening logs of users.
On the basis of this recommendation space, we describe how to recommend items to an active user.
Popularity and Individual Preference
Simple way of recommending items to the active user is to give the most popular items. For example, in music domains, most frequently listened top-n songs can be a simple recommendation list. In such a notion, popularity r i of an item s i can be measured by counting how many times the item appears in the logs. 
However, the popularity-based recommendation method will generate the same list of items to all users without considering individual preferences. If we obtained the explicit feedback, such as rating scores, from users, we can use them as individual preferences on items and generate different item lists for each user. However, getting rating scores from users is very hard even if a user actually had used or bought them in practice. Therefore, we use implicit feedback involved in event logs to obtain individual preferences in the same manner as the popularity. For example, in music domain, we assume that a user prefers songs that he or she has listened many times. In this way, preference r i, j of user u j on item s i is measured by counting how many times u j and s i appears together in the logs.
Once these initial preferences are specified, preference function P that maps all users and items to preference scores can be estimated.
P : Users × Items → Pre f erences
Then, items on which the user has high preference can be recommended to the active user.
Collaborative Filtering
In collaborative filtering systems, predicted preference score p i,a for active user u a on item s i is calculated by weighted sum of similar users' rating score on s i . Usually only k most similar users are considered to predict the preferences.
where α = ∑ topk j=1 sim(u a , u j ),r u j is the average preference score of comparing user u j , and sim(u a , u j ) is the similarity between active user u a and comparing user u j , i.e., the more u j similar to u a , the more weight rating r i, j will carry in predicting p i,a . There are many ways to measure the similarity between two users. In this paper, we use cosine similarity between two users.
where
Exploiting Contextual Information

Context in Event Logs
Dey et al. [6] noted that context is any information that can be used to characterize the situation where a user or an entity is. In this paper, we focus on exploiting contextual information obtainable from event logs, such as timestamp, GPS code, temperature, and so on, which are usually sensed by various sensors and recorded in event logs, in recommendation. Previously, Adomavicius et al. [1] proposed an approach to incorporate contextual information in traditional recommendation techniques. In their approach, only ratings related to the current context of the active user were used to make recommendation and recommendation space was reduced to the user-item space. We call this approach the reduction-based approach. The reduction-based approach is useful because we can easily adopt traditional recommendation techniques used in the user-item space. In addition, we can easily use existing analytical techniques used in the areas of data warehouse (DW) and online analytical processing (OLAP). However, we cannot directly adopt this approach because our situation is different from their situation where they assumed that 1) they had records of rating and 2) each record had abstracted context, such as 'weekend', 'at home', 'with friend'.
If we can select logs related to the current context ctx, we may solve the first problem by obtaining context dependent preferences. The context dependent preference r i, j,ctx of user u j on item s i is measured by counting how many logs related to the user and the item appear in that context.
where l.ctx is the context in which the event recorded in log l had happened. In our case, the context of a log is a complex of raw level values recorded in each log. Therefore, a context is defined as a tuple of nv values from different types of sensors. 
Chen et al. [5] proposed an idea of measuring similarity between contexts based on this context model. The similarity between the current context ctx and the context of a log l.ctx is measured by the sum of similarities between values of each attribute.
where sim k () is the comparator for the k-th context type and returns the value between 0 and 1. Values obtained from sensors can be compared in various manners according to its type. Categorical values can be considered as similar if they are the same. Continuous values can be considered as similar if they are close each other. The most data obtained from sensors are continuous, and there are several problems in defining comparators for them. First, how closely do they have to be to be similar? Obviously, 29 • C is similar to 30 • C but 5 • C is not. Then, how about 22 • C? Second, how do we treat periodic values such as time? For example, timestamp itself cannot reflect the periodicity of our life. It needs to be subdivided into several dimensions, such as year, month, and day. Third, is closeness between values the only semantic to compare contexts? For example, two GPS points indicating highways near Seoul and Busan respectively are far, but they should be considered similar because both of them is on 'highway' for some applications. Besides, there is another critical problem in this approach. We need to access whole logs to obtain preferences of users at the current context at every time we make a recommendation. This is not feasible when we deal with very large amount of logs.
We abstract context of logs in conceptual level to solve these problems and access the merits of the multidimensional approach, where preferences can be materialized in DW and existing techniques used in DW and OLAP are easily adoptable.
Context Abstraction
We exploit the cognitive aspects of contexts to abstract context. Let us consider sentences below.
• "I listen joyful music in the morning to help waking me out."
• "I like listening to dance music when it is hot summer." In these sentences, a user expresses her or his preferences on music. In particular, the preferences are only valid at the specific contexts, which are expressed with imprecise words such as 'morning', 'summer', and 'hot'. As Whorf [18] stated that the language we speak, to some degree at least, forces us to orient our view of the world, we also think that words that we use in daily life can specify contexts that affect our life. We can find this easily in 'Eskimo words for snow' 3 . This notion gives a foundation to consider raw level values in conceptual level. We can map raw values into several groups that share common characteristics in the semantic level. For example, we can categorize temperature into groups expressed by words such as {'warm', 'cool', 'cold', 'hot', . . . }. Since these words have been used for a long time, they categorize raw values well in the semantic level. We call these words as contextual concepts.
Context can be re-defined as a tuple of contextual concepts, each of which describes a certain attribute of context, such as season, day-of-week, time-of-day, location, temperature, and so on. 
The raw values can be used to determine several attributes of context. For example, a timestamp can be used to determine temporal contexts such as season, day-of-week, and time-of-day. The periodic characteristic of time can be reflected in this manner. Figure 2 shows the extended form of the logs shown in Fig. 1 .
Fuzziness in Context Abstraction
Some contextual concepts do not have the clear boundary. can be thought as early 'spring'. A value of temperature interpreted as 'cold' can be interpreted as 'cool'. Fuzzy set theory [4] can be a foundation to resolve this unclear boundary problem. We consider each contextual concept as a fuzzy set. Then, context of each log can be represented as a set of fuzzy sets corresponding to contextual concepts. Let us assume that there is a universe of contextual concepts
Then, a context ctx can be described by a set of pairs of contextual concept c k and the membership degree m k indicating how strongly the context is described by c k .
where f c k is a membership function that measures how much a log belongs to the concept c k and returns a value between 0 and 1. In this way, logs can be extended to reflect fuzziness of contextual concepts as shown in Fig. 3 .
Context-Aware Recommendation Algorithm
If the context of logs is represented in the abstracted form, logs can be easily materialized and stored in multidimensional data cubes to capture context-dependent preferences of users. Then, we can apply various techniques described in [1] to recommend items. Although the context of logs can be abstracted in two forms as shown in Eq. (9) and Eq. (10), two forms of logs can be easily materialized in data cubes by aggregating the abstracted logs. In this section, we describe several methods of recommending items considering the current context of the active user. We do not describe in detail how data cubes for each method can be constructed and the recommender system is implemented in this paper because we aim to show abstracting and exploiting contextual information in event logs can improve the quality of recommendation results.
Popularity-Based Approach
We can easily obtain the context-dependent popularity r i,ctx of item s i in context ctx by counting how many times s i appears in the logs having ctx and recommend items that have high context-dependent popularity in the current context.
This is the most simple method of exploiting context to recommend items. The context-dependent popularity cannot consider individual preferences of each user. We can integrate individual preference shown in Eq. (2) and context-dependent popularity shown in Eq. (11) to recommend items considering individual preferences and context.
Reduction-Based Approach
In the reduction-based CF, predicted preference score p i,a,ctx of active user u a on item s i in context ctx is estimated by the Eq. (13) .
Similarity between two users is captured by only ratings related to the current context.
where u j,ctx = ∑ ns i=1 r i, j,ctx 2 . Instead of using the context dependent user similarity, we may directly use global user similarity shown in Eq. (4) to weigh the preference of a comparing user.
Also, the global user similarity can be measured by considering context dependent preferences in all contexts as shown in Eq. (15) .
Disjunction-Based Approach
There is another way of recommending items to the active user considering the current context. Let the current context ctx = (c 1 , c 2 ,... ,c k ,... c nc ). Preference score p i,a,ctx of the active user on item s i in the current context can be calculated by the disjunctive aggregation of the estimated preferences of the active user in each context described by contextual concept c k .
where γ is γ = ∑ nc k=1 α k . The preference r i, j,k of user u j on item s i in the context described by c k is measured by counting how many logs related to u j , s i , and c k appear in the logs.
Then, p i,a,k can be calculated as:
Incorporating Fuzziness
We presented a way of abstracting context while considering fuzziness of contextual concepts. Let the current context be ctx
Then, the reduction-based and disjunction-based approach can be easily modified to this context model. In this paper, we only present how disjunction-based approach can be modified so as to consider fuzziness. At first, Eq. (16) can be modified to
The preference r i, j,k of user u j on item s i in the context described by c k is measured by the sum of m k of logs related to the u j and
where Table 1 lists the methods of recommending items to the active user and summarize how each method scores items considering individual preference and contextual information. Experimental analysis about the methods with varying several parameters is presented in the next section. (12) CACF-A1 Reduction based CF with global user similarity (13) and (4) CACF-A2 Reduction based CF with global user similarity considering context (13) and (15) CACF-A Reduction based CF with context-dependent user similarity (13) and (14) CACF 
Experiment and Analysis
We performed several experiments with music listening logs to see the effects of the methods for exploiting contextual information in CF systems.
Experimental Setup
Dataset
Among several domains, such as movie, news, music, and book, we chose music domain for our experiments since the amount of available logs are larger and users' preference on music seems more dependent to context especially for time than other domains [3, 12] . We collected users' music listening logs from the last.fm Web site. It is composed of total 28,809,524 logs of 10,792 users on 2,283,206 songs. By analyzing the dataset, we found out that the large number of songs were listened by small number of users. This sparsity of data brings several problems that are not the major interest in this paper, so we chose the frequently listened songs first and then chose the logs related to those songs. We created two datasets for varying the dataset size: SET1 is composed of 2,421,362 logs of 4,204 users on most frequently listened 10,000 songs; SET2 is composed of 1,356,137 logs of 4,204 users on most frequently listened 3,000 songs. Their statistical information is summarized in Table 2 .
Evaluation Measure
Although evaluation measures such as MAE, RMSE, and recomendation list precision are popular for evaluating CF-based recommender systems [8] , evaluating the Fig. 4 Concepts for temporal context recommender system that considers temporal context should be different since the recommended item lists are not same even for the same user according to when the recommendation is made. Therefore, we designed a novel evaluation measure called HR@n 4 , which indicates how many real usages of each recommendation were found within top-n recommended items. In specific, we first generate a list of songs using the information of a log in the testset, and check if the list contains the song found in the log.
Context Abstraction
As we discussed in Sect. 3.2, abstracting context is possible in various ways depending on the application. In our experiment, we only exploit temporal context since we could not get other data but timestamps. We subdivided temporal context into three dimensions: season, day-of-week, and time-of-day. The contextual concepts and the method to map raw level data into them are described in Fig. 5 .
We used the trapezoidal fuzzy membership function to measure membership degree of each log for the temporal context. Several previous works [12, 16] also used trapezoidal function for abstracting timestamp. Fig. 5 presents the membership functions for the seasonal concepts visually. 
Analyses on Experimental Results
Impact of the Number of Similar Users
In order to see the effect of the number of similar users, we first fixed the ratio of training and test datasets, and observed how the performance of each method varies as the number of similar users changes. Generally, most methods showed the best performance when the number of similar users is less than 20. When the number of similar users is above 20, the methods does not show big difference on their performance with varying the number of similar users. At both Fig. 6a and 6b , the performance of CACF-O and CACF-A sharply decreases in the range from 5 to 20. It seems that using the small number of similar users is better when using these methods for recommendation. When the number of similar users increases, HR@30 for CF and CA-CF increases until they get stable. and then decrease.
Since it shows a general compromise over all methods when the size of neighborhood is 10, we examine the performance at this value and analyze the performances of various algorithms int the next section.
Impact of Dataset
As shown in Fig. 7 , changing training set ratio has not shown large influences on performance. From this observation, we can say that 60 percent of our dataset is enough for building recommendation models. Although the graphs show small waves over training set ratio, no consistent patterns is found. It leads us to conclude that these small waves mean nothing more than small difference of distribution on training and test sets.
Furthermore, we see that the larger dataset is not always better when it comes to the recommending items with the proposed methods. The dataset with high density of logs has more effect on the results. To be more specific, as you can see at the Table 2 , SET2 has larger average number of logs a user has listened to one song and the average number of users who had listened to a song than SET1 while keeping less number of listening logs per user and smaller data size. Generally all algorithms showed better performance with SET2 than SET1. Figure 7 shows that the maximum HR@30 for SET2 is around 0.26 while that of SET1 is around 0.17.
Comparison of Algorithms
We compared several algorithms to see the effect of each factor for exploiting contextual information for recommendation. Figure 8 presents the results. As we expected, the simple methods, such as POP, CAPOP showed low performances. By observing low performance of CAPOP, which is almost the same as that of simple POP algorithm, we conclude that there is no clear performance improvements when considering only temporal context without any personalization technique. In addition, simple aggregation of CA and CF results show almost no performance improvements.
Combination of CF and Context-awareness
The methods which dynamically find similar users in the current context, and gain their preferences at that context is a better way to combine the CF technique and the context-awareness. CACF-A1 finds similar users who has similar taste in general, and generates recommendation list with those users' preferences at the context related to the current context. On the other hand, CACF-A finds similar users in the current context and recommends items which they preferred at the context to the recommending moment. The result shows CACF-A outperforms CACF-A1 with large differences. Thus, we can conclude that not similar users in overall time, but context-dependent similar users help context-aware recommendation.
Reduction vs. Disjunction
By observing better performance of CACF-O and F-CACF-O than that of CACF-A and F-CACF-A, we can conclude that disjunctive aggregation is a better way for incorporating context in CF than reduction-based aggregation. While CACF-A shows performance which is similar to or even worse than CF, CACF-O shows the results with two times better performance over CACF-A and also better than CF. This result is consistent over the adoptation of fuzziness. The inferior result for reduction-based approach might be due to sparsity problem which happens when many dimensions of context are considered at the same time. As more context dimension is considered, the size of data used for finding similar users is decreased, which diminishes recommendation accuracy.
Fuzziness
The adoptation of fuzziness turned out to degrade the methods as shown in Fig. 8 . It might be because we derived the formula in an intuitive way based on previous work. Since there is no clear methodology for defining fuzzy membership function for abstracting timestamp, the fuzzy membership function we used gives wrong weight, and it might degrade recommendation performance. From this result, we strongly believe that using fuzziness for abstracting context should be careful until further research shows the usage and effect of fuzzy functions on various datasets in detail.
Multiple Dimensions
Considering only one dimension for the recommendation showed similar performances (CACF-Season, CACF-DoW, CACF-ToD) although the result for considering only season (CACF-Season) showed a little better performance than other dimensions. The interesting result is that considering one dimension at a time instead of combining all the dimensions at once is better at both CACF and F-CACF.
This observation implies that we should be careful when there are many dimensions to consider for context abstraction. It is because all dimensions or concepts are not independent to others, for example, concept 'midnight' might be more related to 'night' than 'noon'. Therefore, when there are many dimensions to consider, simple aggregation may degrade recommendation performance, and some techniques used in [11] can be applied to overcome this issue.
Conclusion and Future Work
Although there have been many researches to enable context-awareness in recommender systems, most of them are based on the assumption that customers' explicit ratings and their abstracted context are available, which are not available in many cases. In this paper, we presented a context abstraction strategy and showed how we can obtain implicit users' preference and abtracted context from event logs. In conclusion, since event logs are generally available, our approach is applicable to a wide range of applications that are expected to produce better performance when context information is incorporated. We chose music domain for evaluation and conducted several experiments using real world data set gathered from last.fm. Through the experimental results, we showed that our methods using implicit feedback in event logs, especially the disjuctive aggregation method, can enhance the recommendation quality. In addition, it showed that using fuzziness on the concept abstraction and combining multiple dimension should be applied carefully.
In future work, we plan to work on choosing fuzzy functions by considering context dimension characteristics and finding out better way of combining multiple dimensions. Additionally, we are currently working on developing a general context-aware recommendation system which enables empirical experiments of various combination of dimensions that affect recommendation results by using event logs.
