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I. INTRODUCTION 
The method of invariant imbedding has been under intensive study for 
several years, primarily as a device for the formulation of certain problems in 
various areas of physics- transport theory, wave propagation, transmission 
line studies, etc. (see, for example, [l-4]). The general ideas involved go back 
at least to Stokes. While it has been realized that some basic mathematical 
structure probably lies behind all of these diverse applications, it is only 
recently that substantial progress has been made in understanding these 
fundamentals [5]. Results suggest that the general imbedding technique may 
be applied in a valuable way toward the reformulation and understanding 
of many mathematical problems, quite independent of any physical applica- 
tions or concepts. 
It is our purpose here to apply the invariant imbedding method to the 
following type of problem. Suppose one knows the behavior for large t of the 
fundamental solutions to the equation 
Lu(t) = f(f) u(t), (1.1) 
where, to be specific, we assume L is a second order linear differential opera- 
tor. We seek the asymptotic behavior of that solution satisfying initial con- 
ditions 
u(O) = Cl , u’(0) = cs . V-2) 
It is obvious that knowledge of the asymptotic behavior of the linearly 
independent solutions of (1.1) is of little direct aid in solving the problem 
posed. The question is one which arises often in wave mechanics, where 
Lu=f& (1.3) 
* This work was performed under the auspices of the United States Atomic Energy 
Commission. 
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Solutions are known (see [2, 6-g]). Another case of interest is 
Lu=!g-u, (1.4) 
which has also been studied [7]. 
We shall see that the imbedding method provides a uniform device for 
dealing with (1.3) and (1.4), both of which we shall study in detail. It will 
become apparent from the investigation of these two specific cases that the 
method can be applied to much more general linear operators L. 
The Equation $ + u = f(t) u. 
II. A REPRESENTATION OF THE SOLUTION FOR LARGE t 
We shall suppose that f(t) is continuous and bounded on 0 ,< t < 03 and 
that 
s qlf(t)l~t-* (2.1) 
(The conditions on f are somewhat more restrictive than necessary. Indeed, 
cases in quantum mechanics in which f becomes infinite at t = 0 are not 
covered. We choose to leave necessary modifications to the reader.) 
Let u(t) = u(t; x, ~9) be the solution of 
g + u =f(t) 4 (2.2a) 
u(x) = u(x; x, e) = cos 8, (2.2b) 
du 
dt, I 
= u’(x; x, 0) = sin 8. 
(We shall write du/dt = u’(t; x, O).) 
It is well known [9] that there are two fundamental solutions to (2.2a) of 
the form, for large t, 
ul(t) = sin t + o(l), 
u,(t) = cos t + o(1) (2.3) 
so that the system (2.2) has the solution 
f4(t; X, e) = A(x, e) cos (t - x - 8 - +tx, e)) + O(I). (2.4) 
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Our problem, then, is to find the quantities A(x, O), the amplitude, and 
4(x, f?), the phase shift. We must first establish some of their properties. 
It is convenient to replace (2.2) with the equivalent integral equation 
u(f; x, 0) = cos (t - x - 0) + 1” sin (t - z~)f(w) U(ZC; X, ~9) dzc. P-5) 
32 
The solution to (2.2) or, equivalently, to (2.5), is known to exist and to be 
unique for all t 3 0. It will be desirable, however, to consider u(t; X, 0) as 
defined only for t > X. Thus x is truly the initial value of t. It also follows 
from classical theory that u, = au/&c and us = au/a9 exist and are continuous 
(see [IO]). 
An inequality of Gronwall will be used repeatedly. For convenience we 
state it here. A proof may be found in [9]. 
Gronwall’s Inequality 
Let g(z) and h(z) be continuous and nonnegative for x 3 z1 . Suppose that 
for some c > 0 
Then 
id4 < c + 11, gh’) 44 dz’. (2-6) 
We can now prove our first result. 
LEMMA 1. The solution u(t; x, 0) of (2.5) or (2.2) satisfies 
(2.8) 
where M is a constant dependent only upon f. 
PROOF. From (2.5) 
Iad < 1 +s:lf(w)IIu(w;x,8)/dw. 
An application of the Gronwall inequality, together with condition (2.1), 
furnishes our result. 
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In view of (2.8) we may now write still another equation for u: 
~(t; X, 6) = cos (t - x - 0) + J’,” sin (t - w)f(w) u(w; x, 8) dw 
- 
J 
rCC sin (t - w)f(w) U(W; x, 19) dw 
t 
= sin t /sin (x + 0) + 1,” cos wf(w) U(W; x, 0) dw/ 
+ cos t 1~0s (x + 19) - ,,” sin wf(w) u(w; x, 0) dw/ 
- 
s 
p sin (t - w)f(w) U(W; x, 0) dw 
= B(x, 8) sin t + C(X, e) cos t + ((t; X, e). (2.9) 
LEMMA 2. B(x, 0) and C(X, 0) h awe continuous partial derivatives with 
respect o both x and 0. Furthermore, 
f% [(t; x, e) = 0 
uniformly in x and 8. 
PROOF. That lim,,, [(t; x, 0) = 0 uniformly follows readily from (2.1) 
and Lemma 1. 
To study the properties of B and C we first note from (2.5) and the known 
differentiability of u that 
$ = sin (t - x - e) - sin (t - x)f(x) u(x; x, e) 
sin (t - w)f(w) u,(w; x, 0) dw. (2.10) 
Since u(x; x, 0) = cos 0 and since f(x) is assumed bounded, another applica- 
tion of Gronwall’s inequality shows that 
1% I t; X, 0) Q w, (2.11) 
where Ml is independent oft, x, and 8. Thus we may write, using the defini- 
tion of B(x, 8) (see (2.9)), 
g = cos (X + e) - cog x cam ef(x) + 11 cos wftw) u,(w; X, e) dw, 
(2.12) 
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the differentiation under the integral sign being justified by the uniform 
convergence of the integral. The continuity of aB/&c follows easily from 
(2.12). Differentiability with respect to 0 is even easier and we shall not pursue 
the details; treatment of C(x, 0) is completely analogous. This completes 
the proof of Lemma 2. 
'lk~0REi~1 I. The solution u(t; x, 0) may be written in the form 
u(t; x, e) = A(x, e) cos (t - x - 8 - 4(x, 0)) + {(t; x, O), (2.13) 
where A(x, 0) and 1,4(x, 0) have continuous first partial derivatives with respect 
to s and 0 and where 
lim A(x, 0) = 1, z+* 
g #(x, e> = 0. 
PROOF. We must first demonstrate that B(x, 0) and C(x, 0) cannot both 
be zero. From the result (2.3) we know that the solution u(t; x, 0) may be 
written, for some B and ci, 
u(t; x, e> = Bu,(t) + h,(t) 
=Bsint+tFcost+o(l). (2.15) 
Comparing this with (2.9) 
(B(x, 0) - B) sin t + (C(x, t?) - C) cos t = o(1). (2.16) 
Thus B(x, 0) = B and C(x, 0) = e. But if B(x, 8) = C(x, 0) = 0 then, 
from (2.15), u(t; x, 0) = 0. This is a contradiction, and we conclude B(x, 0) 
and C(x, 8) cannot simultaneously vanish. 
Hence we can write in the usual way 
u(t; x, e) = dB2(x, e) + cyx, e) B(x, 0) sin t 
B2(x, 0) + C2(x, ‘4 
+ C(x, 0)
,//B2(X, 0) + C2(x, 0) ‘OS t I + ‘@’ ” e, 
and 
= A@, 0) cos (t - x - 8 - 1,4(x, 6)) + [(t; x, e), (2.17) 
A@, 0) > 0. 
The continuous differentiability of A(x, 0) follows from that of B(x, 0) 
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and C(x, 6). From the definition of B(x, 0) and C(x, 0) (Eq. (2.9)) it is easy 
to see that 
lili A(x, l9) = 1. 
Moreover, also from that equation we note that for large x (recall we always 
consider t 2 x) 
where 
~(t; X, 8) = cos (t - x - e) + [(t; x, e) (2.18) 
Thus we may require 
lim [(t; x, e) = 0, O+CC 
ii +(x, e) = 0. 
It is now clear that I) may also be defined in such a way as to be continuously 
differentiable. 
III. PARTIAL DIFFERENTIAL EQUATIONS FOR A AND I) 
Having established that A and I/ have continuous partial derivatives with 
respect to x and 8 we are in a position to find equations for these quantities. 
Let A > 0 and consider u(x + d; x, 0). From (2.5) we compute 
~(x+d;x,e)=c0se+dsine+0(A). WI 
Similarly, on differentiating (2.5) with respect to t: 
U’(X + d; X, e) = sin e + A(@) - 1) cos e + 0(A). (3.2) 
Now we recognize that these values of u and u’ may be considered as 
initial values for a new problem starting at x + A. Thus 
u(x + A; x, e) = rl(x, e) u(x + A; x + A, 8’) 
= rl(~, e) cos e 
u’(x+A;x,e)=&v,e)u’(x+A;x+A,B’) 
= 7(x, e) sin 8’ . (3.3) 
Here the factor 7 is essential since there is no assurance that 
UyX+A;x,e)+U’yX+A;x,e)=l. 
From (3.1), (3.2), and (3.3) we easily compute 0’ and 7: 
8’ = 8 + (f(x) ~09 8 - 1) d + 0(d), 
rl = 1 +cosesinef(x)d +0(d). (3.4) 
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Further, for all t 3 .r + d, 
up; x, 8) = 7j(x, e) u(t; x + d, e’), 
so that 
91 
(35) 
A(x, e> cos (t - x - 8 - jL(x, e)) + gt; x, 8) 
= 7)(x, e) {A(x + d, e’) cos (t - x -d - 6’ - (G(x + d, 8’)) + gt; x + d, 8’)}. 
Thus it readily follows that 
- e - $b(x, e) = - d - 8’ - $b(x + 4 fq, 
A(x, e) = 7)(x, 8) A(x + d, 0’). (3.7) 
Since the partial derivatives of # and A exist and are continuous, the obvious 
computations with the use of (3.4) finally yield 
g + g (f(x) (309 e - 1) = -f(X) (309 8, 
2 + g (f(x) cos2 8 - 1) = - cos 0 sin Of(x) A. (3.8b) 
IV. THE SOLUTION OF (3.8) 
Equations (3.8) must now be solved subject to the conditions (2.14). 
Concentrating on the equation for $ and using the method of characteristics 
gives 
dx 
-&= 1, ~=-f(x)cos2e-1, $-f(x)cos26. (4.1) 
Now require s = x and 0 = 0, when s,, = x0 . Then (4.1) has the unique 
solution provided by 
where 
(Ir(s ,4,) = f) as2 e(s) 4 (4.2) 
g (s) = f(s) co52 e(s) - 1) (4.3) 
with 0 = 6, at s = x0 . That # satisfies (2.14) follows at once from the con- 
dition (2.1). 
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Similar arguments with the partial differential equation (3.8b) yield 
A(x, , 0,) = exp * 
1 J’ 
m f(s) sin 28(s) ds/ 
“0 
where 19(s) is also given by (4.3). Notice that 
as it should. 
lim A(x, , e,) = 1, 
*Cl- 
We state our conclusions formally, changing notation slightly: 
THEOREM 2. Let u(t ; x, 0) be the solution to the problem posed in (2.2). 
Then 
q; x, e) = A(~, e) cos (t - x - e - +tx, 8)) + gt; x, e) 
where 
pi gt; x, e) = 0 
unzjcormly in x and 8, and 
4(x, e) = j)(s) co52 d(s) ds, 
A(x, 6) = exp 1 */If(r) sin 2&(s) ds,/ , 
o(s) being given as the solution to the ordinary differential system 
g(s) =f(s) co52 O(s) - 1, 
B(x) = 8. 
V. CONNECTION WITH THE RESULTS OF FRANCHJZTTI 
In 1957 Franchetti [6], using a method quite different from that just 
outlined, studied the phase shift problem. A very similar approach has 
recently been employed by Levy and Keller [S]. These authors study the 
problem (2.2) with x = 0 and B = r/2. Th eir solution is written in the form 
u(t) = A(t) sin (t + j(t)) (5-l) 
and an equation for +j is derived: 
7j’(t) = -f(t) sina (t + ij(t)), 
q(0) = 0. (5.2) 
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We wish to show the equivalence of their solutions to ours. Turn to 
Eq. (4.1) and set 
Then 
e(s) + s = + 5 - +j(s). (5.3) 
f3 z -f(s) co9 ‘+ - 
ds ( 9(s) - s) 
= -f(s) sin2 (s + 4(s)). 
Also, using x,, = 0, B,, = ~712, 
e(0) = $ = ; - 4(O) 
so that 
go> = 0. 
(5.4) 
(5.5) 
(5.6) 
Thus +(s) satisfies (5.2) and so +j = q. Now in the treatments of [6, 81 the 
phase shift is given by 
(5.7) 
Hence, writing (2.13) with x = x,, = 0, 0 = B0 = r/2, we expect 
ljz 7j(s) = - # (0, ;) . (5.8) 
To see that this is indeed so, note from (4.1) that 
1 (e(s) + w) = - 1, 
so that 
(5.9) 
Using (5.3) 
ecs) + g+) = - s + c. (5.10) 
T - 4(s) + t/f(s) =c. 
If we let s-+00 we get 
7r -- 2 ija, = c. 
Hence 
w + w) = - s + G - 4m. 
(5.11) 
(5.12) 
(5.13) 
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Now set B = 7~12 when s = x = 0 to get 
(5.14) 
which is precisely (5.8). 
Thus our results include the earlier ones. 
The Equabon $ - y = f(l) y 
VI. A REPRJISENTATION OF THE SOLUTION FOR LARGE t 
Letf(t) again satisfy the conditions of Section II and consider 
d2Y 
- -Y =fWr, dt2 y(t) = y(t; x, e); t b x, 
(6.la) 
y(x; x, 8) = cos 8, (6.lb) 
dY 
z, 
= y’(x; x, 0) = sin 8. (6.1~) 
Here it is known (see [9]) that there are two independent solutions to 
(6.la): 
n(t) = 41 + o(l)), 
y2(t) = e-V + o(l)). (6.2) 
We proceed as in Section II. Write 
y(t; X, a) = cos O cash (t - X) + sin 8 sinh (t - X) 
+J‘: 
sinh (t - w) f(w) y(w; x, 0) dw. 
It is convenient to introduce 
(9’) 
so that 
o(t; X, e) = e-#+y(t; x, O), (6.4) 
a(t; X, O) = e-t+z cos 8 cash (t - x) + e-t+lE sin 8 sinh (t - x) 
+ 1: e-t+” sinh (t - w) ew-2z(w; x, 0) dw 
cost? + sin8 
2 + 
case-sine 3 
2 
e-8t+BZ 
+ ,: l - ,12-) f(w) 2(w; x, e) dw. (6.5) 
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‘Thus, since t 3 x > 0, 
(6.6) 
LEMMA 3. The function z(t; x, 0) satisfies 
1 ~(t; x, 0) I < 2 exp l*jt If(w) ( dw{ < n/r, (6.7) 
2: 
where M, is independent of x and t. 
PROOF. The lemma is an immediate result of the inequality of Gronwall 
and the conditions put upon f(t). 
We may now write z(t; x, 6) in another form: 
where 
lcos e ; sin e + + 1’: f(w) .z(w; x, 8) dw[ i 
case - sin8 
+- 2 
eczttx - + 
I’ 
‘y f(w) Z(W; X, 0) dw 
-+ 
.r 
t 
e-2(t-1u) f(w) Z(W; X, 0) dw 
2 
4x, 0) + l&i X, 4, (6.8) 
.qx, e) = case + sin tI 
2 + & j;f(w) z(w; x, 0) dw. (6.9) 
LEMMA 4. &(x, 0) has continuous first partial derivatives with respect to 
both x and 0. Moreover 
\iz &t; X, e) = 0. (6.10) 
PROOF. The first part of the lemma is proved exactly as is the first part 
of Lemma 2. We leave the details to the reader. 
The remaining portion of the lemma is also easy except perhaps for the 
behavior of one term. Write 
e-2(t-w)f(w) Z(W; X, t9) dw 
= e-2t 
.t/2 
s 
t 
e2w f(w) z(w; x, 0) dw + e-2t t,2 e”*f(w) 4~; X, 4 dw (6.11) 
+ 
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Thus 
1 I 1 G e-%? M2 jt’2 If@> 1 dw + M, j:,, 1 f(w) 1 dw. (6.12) 
2 
Since 
s t 9% + t,2 If(w) I dw =0
the result on i follows. 
THEOREM 3. The solution y(t; x, 0) of (6.1) may be written in the form 
y(t; x, 0) = et-=(&(x, 0) + &t; x, O)} 
where ,cP(x, 0) has continuous first partial derivatives with respect o x and 0, 
and 
bFrn d(x, e> = 
cos 8 + sin e 
2 
$2 $t; x, e) = 0. 
(6.13) 
PROOF. The results follow from the foregoing lemmas and from (6.9). 
The condition(6.13)isnot a convenient one to deal with. We therefore define 
so that 
qx, e) = dtx, e) - ‘OS e t sin e , (6.14) 
and 
y(t; X, e) = et-x [[q~, e) + ‘OS e l sin “J + &t; X, e)/ 
;z qx, e) = 0. 
(6.15) 
(6.16) 
VII. A PARTIAL DIFFERENTIAL EQUATION FOR 39(x, 0) AND ITS SOLUTION 
The results of Section VI now allow us to find a partial differential equation 
satisfied by a(x, 0). The technique is exactly the same as that used in Sec- 
tion III, although the computations are somewhat messier. The final result, 
which we merely state, is 
~+(~0~28+f(~)~~~2e)~==~ [l -sin28(1 +f$)] -f$cOse, 
(7.1) 
kz 37(x, e) = 0. 
The method of characteristics yields the equations for 9. 
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THEOREM 4. The function B’(x, 0) is given by 
37(x, 0) = &jr dwf(w) cos B(w) exp I- 11 [l - sin 28(p) (1 +‘$$)I dp( 
(7.2) 
with ^ 
F = cos 28(s) +f(s) COG B(s), 
6(x) = 6. 
We note that the integral giving B is convergent and that g has the 
desired behavior as x + 00. 
VIII. SOME REMARKS ON MORE GENERAL CASES 
We have already mentioned in the introduction that the ideas introduced 
here seem capable of considerable generalization. Thus, suppose we wish to 
study the asymptotic behavior of the solution to 
Lu =f(t) u, (8-l) 
where L is a quite general linear operator, and enough initial conditions are 
imposed upon u to insure a unique solution to the problem. Let the funda- 
mental solutions to 
Lu = 0 (8.2) 
be known explicitly. If f(t) is in some sense “small” for large t the 
techniques employed in this paper can then be formally applied. The ultimate 
success of the scheme depends, of course, upon the detailed properties of 
L and f. A study of Sections II through VII reveals that there are likely to be 
only a few “sticky” points. 
As an example, we cite 
gF + (k” - v ; l) ) u = v(t) u(t), (8.3) 
an equation of great interest in quantum mechanical scattering theory. Since 
the fundamental solutions to (8.3) w h en I’ = 0 are well known, our general 
prescription would seem applicable. Details have not yet been carried out, 
however. (For a quite different recent approach to this problem, see [II].) 
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