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Numerical simulations of convection in a layer filled with ideal gas are presented. The control
parameters are chosen such that there is a significant variation of density of the gas in going from
the bottom to the top of the layer. The relations between the Rayleigh, Peclet and Nusselt numbers
depend on the density stratification. It is proposed to use a data reduction which accounts for the
variable density by introducing into the scaling laws an effective density. The relevant density is
the geometric mean of the maximum and minimum densities in the layer. A good fit to the data
is then obtained with power laws with the same exponent as for fluids in the Boussinesq limit.
Two relations connect the top and bottom boundary layers: The kinetic energy densities computed
from free fall velocities are equal at the top and bottom, and the products of free fall velocities and
maximum horizontal velocities are equal for both boundaries.
PACS numbers: 47.27.te, 44.25.+f, 92.60.Fm
I. INTRODUCTION
There is by now a large body of literature on turbulent
Rayleigh-Be´nard convection [1]. Most of this work strives
to stay in a limit described by an approximation devel-
oped by Oberbeck and Boussinesq, commonly known as
the Boussinesq approximation [2]. Within this approx-
imation, the material constants are uniform across the
layer and the temperature difference between top and
bottom boundaries is small compared with the absolute
temperature at any point in the layer. This idealized sys-
tem has served as a paradigm for more complicated con-
vection problems, as for example atmospheric convection.
A major difference between convection in the Boussinesq
limit and convection in the atmosphere is that the latter
occurs in a layer in which the gas density varies signifi-
cantly, which implies concomitant variations of viscosity
and thermal diffusivity.
Experiments on convection beyond the Boussinesq ap-
proximation have mostly focused on effects caused by
the temperature dependence of the material properties
[3, 4], as opposed to the effects of compressibility. Exper-
iments in low temperature gases near their critical point
are to some extent an exception because the parameters
in these experiments can be adjusted such that the adi-
abatic temperature gradient in the gas delays the onset
of convection and shifts the critical Rayleigh number by
a detectable amount [5–7]. However, these experiments
were restricted to convection near the onset. Experimen-
tal studies aimed at turbulent Boussinesq convection in
low temperature gases also have to correct for the effect
of the adiabatic temperature gradient [8, 9].
The present paper investigates through numerical sim-
ulation convecting ideal gas in a layer with significant
density variation from top to bottom. No slip top and
bottom boundaries are employed, so that the results are
in principle amenable to verification by laboratory ex-
periments if one finds a way of realizing similar density
gradients in turbulent convection experimentally. The
parameters controlling the density variation and the adi-
abatic temperature gradient are chosen to scatter around
the values of the terrestrial troposphere. The troposphere
is the bottom layer of the atmosphere of approximately
10 km thickness which is well mixed by convection and
bounded from above by the stably stratified stratosphere
[10].
A long standing question in turbulent Rayleigh-Be´nard
convection has been how the heat transport across the
layer depends on the control parameters. One goal of the
present paper will be to find out whether known results
on convection in an incompressible medium can be ex-
tended to an ideal gas. From a fundamental point of view,
the scale height of the density profile introduces a new
length scale into the problem in addition to the height of
the layer. Previous studies [11] suggest that convective
motion extends through multiple scale heights, so that
we cannot expect that the layer height will simply drop
out of the list of the relevant parameters in order to be
replaced by the scale height.
Another issue peculiar to non-Boussinesq convection is
the asymmetry between the boundary layers next to the
top and bottom boundaries. For example, the heat con-
ductivities near the warm bottom and cold top bound-
aries are different, but the heat fluxes through both
boundaries are identical in a statistically stationary state,
so that the temperature gradients within the top and
bottom boundary layers must be different. Because of
this asymmetry, the temperature in the center of a con-
vection cell does not need to be equal to the arithmetic
mean of top and bottom boundary temperatures. The
deviation of the true center temperature from this arith-
metic mean has been used in experiments as an indicator
of non-Boussinesq effects [3, 4].
A typical situation in astro- and geophysics is that only
part of a convective layer is accessible to observation,
at least to accurate observation. For example, the top
of planetary or stellar atmospheres and the bottom of
Earth’s troposphere are better known than the rest of
2the convective layers. It is in these cases important to
know what can be inferred about the convective layer
from the observation of some part of it. Translated to
the idealized system simulated here, the question arises
as to what can be deduced about the whole convective
layer or a boundary layer from knowledge of the opposite
boundary layer.
The next section will present the mathematical model
and the numerical method used to solve it. The numeri-
cal results are analyzed in the third section, in which one
subsection deals with the scaling of heat transfer and
kinetic energy with the control parameters, whereas an-
other subsection is concerned with the relationship be-
tween the boundary layers.
II. MATHEMATICAL MODEL AND
NUMERICAL METHODS
Consider a plane layer of height d bounded by two
planes perpendicular to the z−axis. Gravity g is con-
stant and pointing along the negative z−axis, g = −gzˆ,
where the hat denotes a unit vector. The ideal gas is
characterized by constant heat capacities at fixed volume
and pressure, CV and Cp, and constant dynamic viscos-
ity µ and heat conductivity k. This implies that the
density dependences of kinematic viscosity ν and ther-
mal diffusivity κ are given by µ = ρν and k = κρCp,
in which ρ is the density. Let us assume that top and
bottom boundaries are no slip and have prescribed tem-
peratures. Parameters evaluated at the top boundary in
the initial state will be denoted by an index o for “outer”.
The gas at the top of the layer thus has temperature To.
In the state specified by the initial conditions (see Eq.
(13) below), it also has kinematic viscosity νo, thermal
diffusivity κo and density ρo. The temperature difference
across the layer is ∆T .
The system of equations governing density, tempera-
ture T + To, pressure p and velocity v reads with the
usual summation convention over repeated indices:
∂tρ+∇ · (ρv) = 0 (1)
ρ[∂tv+(v ·∇)v] = −∇p+ ρg+µ[∇2v+ 1
3
∇(∇·v)] (2)
∂tT+v·∇T = Cp
CV
κ∇2T− p
ρCV
∇·v+ 2µ
ρCV
[eij−1
3
(∇·v)δij ]2
(3)
p = ρR(T + To) (4)
The gas constant R in the equation of state is given
by R = Ru/m, with the molar mass m and the universal
gas constant Ru = 8.314J mol
−1 K−1. It follows from
thermodynamics that R = Cp − CV . The strain rate
tensor eij is given by eij =
1
2 (∂jvi + ∂ivj).
From here on, we will use nondimensional variables.
All lengths are expressed in multiples of d, and the scales
of time and density are chosen as d2/κo and ρo, respec-
tively. The difference between the temperature of the
gas and the top temperature, T , is scaled with ∆T . Us-
ing the same symbols for the non-dimensional variables
space, time, density, velocity and temperature difference
with the top boundary as in the dimensional equations
(1-4), one obtains the system
∂tρ+∇ · (ρv) = 0 (5)
∂tv + (v · ∇)v = −1
ρ
∇[(T + To
∆T
)ρ]
1
γ
Ho
d
Pr Ra (6)
− zˆPr Ra To
∆T
+ [∇2v + 1
3
∇(∇ · v)] 1
ρ
Pr
∂tT + v · ∇T = γ
ρ
∇2T − (γ − 1)(T + To
∆T
)∇ · v (7)
+ [eij − 1
3
(∇ · v)δij ]2 1
ρ
2γ(γ − 1) d
Ho
1
Ra
together with the boundary conditions
T (z = 1) = 0 , T (z = 0) = 1 , v(z = 1) = v(z = 0) = 0.
(8)
The equation of state has been used to eliminate pressure.
Seven parameters control the system. The Rayleigh
number Ra is the usual Rayleigh number evaluated at
the top boundary (remember that the thermal expansion
coefficient of an ideal gas is its inverse temperature):
Ra =
gd3∆T
Toκoνo
. (9)
The Prandtl number Pr is independent of space in the
present model and is set to 0.7 in all calculations:
Pr =
ν
κ
= 0.7. (10)
The adiabatic exponent γ is set in this paper to its value
for a monoatomic gas:
γ = Cp/CV =
5
3
. (11)
The density stratification is specified by d/Ho, where
Ho is the adiabatic scale height at the top boundary,
Ho = γRTo/g. The meaning of the fifth parameter,
∆T/To, is obvious from the definitions above. An alter-
native parameter, redundant after the choices made so
far, is the ratio of the adiabatic temperature difference
3between top and bottom, ∆Tad, and the actual temper-
ature difference, ∆T :
∆Tad
∆T
= (γ − 1) To
∆T
d
Ho
=
gd
Cp∆T
(12)
This ratio needs to be less than 1 for any convection to
occur.
The sixth “parameter” is the initial temperature and
density distribution. The initial conditions appear as a
control parameter because they specify for instance the
total mass in the layer. They also determine ρo and hence
νo and κo, a quantity used to make the governing equa-
tions nondimensional. All simulations are started from
zero velocity and the conductive profile T = 1 − z. The
density is then determined from (6):
ρ = ρo
(
1
1 + 1−zTo/∆T
)1−γ d
Ho
To
∆T
(13)
The geometry, quantified through the aspect ratio of
the computational volume, is the seventh parameter.
Periodic boundary conditions are imposed in x− and
y−directions with periodicity lengths lx and ly. All com-
putations have been made for lx = ly = 2d. No aspect
ratio dependence has been investigated since the main
interest of the present work was to determine the effects
of density variations.
Even though it was chosen to keep several parame-
ters fixed, there still remains a vast parameter space to
explore since Ra, d/Ho and ∆T/To have to be varied.
The computations below are roughly guided by the ter-
restrial troposphere [10], for which ∆T/To ≈ 0.35 and
d/Ho ≈ 1.9. The density of air varies by a factor be-
tween 3 and 4 within the troposphere. Note that γ = 1.4
is the appropriate adiabatic exponent for air.
The well known Boussinesq approximation is recov-
ered from equations (5-7) in the limit d/Ho → 0 and
∆T/To → 0 [2]. In this limit, the sound speed goes to
infinity. A purely explicit time step will be used in the
numerical method below, so that simulations close to the
Boussinesq limit become impractical. For this reason,
and since the Boussinesq limit is an important reference
case, a second system of equations was also implemented
numerically:
∂tρ+∇ · v = 0 (14)
∂tv + (v · ∇)v = −c2∇ρ+ Pr Ra θz + Pr∇2v (15)
∂tθ + v · ∇θ − vz = ∇2θ (16)
where θ is the deviation from the conductive profile,
T = 1 − z + θ. The sound speed c appears as an inde-
pendent variable. For small Mach numbers, the density
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FIG. 1: (Color online) Variations as a function of height z of
horizontal averages of temperature T (top panel), density ρ
(second panel from the top), vertical velocity vz (third panel)
and horizontal velocity (bottom panel). The overbars signal
averages over time and horizontal planes. The different traces
are for ∆T
To
= d
Ho
= 3 and the Rayleigh numbers 2×104 (solid
red line), 2×105 (long dashed green line), 2×106 (dot dashed
blue line), 2× 107 (short dashed black line).
4fluctuations are small and the equation of continuity can
be linearized to yield (14). The Boussinesq equations
are recovered in the limit c → ∞. In the simulations
mentioned below using (14-16), the sound speed was ad-
justed such that the Mach number always stayed below
0.1. Note that simulations of weakly compressible con-
vection as an approximation to Boussinesq convection
have been undertaken before. For instance, simulations
using the lattice Boltzmann method [12] implicitly do so.
Systems (5-7) and (14-16) have been simulated with a
finite difference method implemented on graphic process-
ing units using C for CUDA. The numerical method used
centered finite differences of second order on a collocated
grid except for the advection terms which used an upwind
biased third order scheme. The time step was a third or-
der Runge-Kutta method. The standard resolution was
2563. Lower resolution was sufficient at the smallest sim-
ulated Ra. The validation of the code is described in the
appendix.
III. RESULTS
A. Overview
A summary of the simulations is given in table I. Apart
from the control parameters, it lists the Nusselt number,
defined as
Nu = −dT
dz
(17)
where the overbar denotes average over time and either
top or bottom boundary. The kinetic energy density Ekin
is given by
Ekin =
1
V
∫
1
2
ρv2dV (18)
whereas the Peclet number Pe is computed from
Pe =
√
1
V
∫
1
2
v2dV (19)
which is aptly called Peclet number because velocities
are computed in units of κo/d. The average tempera-
ture deviation from the conductive profile at the center
of the layer, θ¯m, is also listed in table I, together with
the average density in the midplane, ρ¯m.
Fig. 1 shows vertical profiles of temperature, density,
vertical velocity, and horizontal velocity (v2x + v
2
y)
1/2 for
different Ra. Contrary to the Boussinesq case, these pro-
files are not symmetric about the midplane. The relation
between the top and bottom regions of the layer will be
discussed in section III C. As Ra increases, an increas-
ingly large interval develops in which the temperature
gradient is approximately equal to the adiabatic gradi-
ent. The maximum of the vertical velocity is found below
the midplane. Two local maxima show up in the profiles
1
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FIG. 2: (Color online) Nusselt number Nu as a function
of Rayleigh number Ra within the Boussinesq approxima-
tion (black stars), for ∆Tad/∆T = 1/15 (blue symbols)
and ∆T/To = 0.1 (plus) and 1 (x), for ∆Tad/∆T = 2/3
(green symbols) and ∆T/To = 0.1 (empty squares), 0.3
(full squares), 1 (empty triangle up), 3 (full triangle up),
10 (empty triangle down), 30 (full triangle down) and 100
(empty diamonds) and for ∆Tad/∆T = 4/5 (red symbols)
and ∆T/To = 0.1 (empty circles), 1 (full circles) and 10 (half
filled circles). Data for the Boussinesq case do not appear in
the subsequent figures.
of horizontal velocity. The larger velocities are found
near the bottom boundary. When both d/Ho and Ra
are large, there is no local maximum of horizontal veloc-
ity near the top boundary and the horizontal velocity de-
creases monotonically with height. These cases result in
blanks in the last column of table I. Boundary layers also
exist in the density profiles. The average density takes
its maximum and minimum values, ρmax and ρmin, near
the bottom and top boundary, respectively. Both ρmax
and ρmin are given in table I, too. The ratio ρmax/ρmin
is generally less than is suggested by the values of d/Ho
and the initial conditions (13) because the statistically
stationary, turbulent and well mixed state is nearly adi-
abatic, not conductive. A rough estimate of ρmax/ρmin
can be obtained from assuming that the adiabatic state
extends throughout the layer, implying that the density
takes its extremal values exactly on the boundaries. This
leads to
ρmax
ρmin
≈
(
Tm +
1
2∆Tad
Tm − 12∆Tad
)1/(γ−1)
(20)
with Tm = (θ¯m +
1
2 )∆T + To, which is compatible with
the numerical results.
B. Global Quantities
The most immediate task is of course to find predic-
tions for the Nusselt number. A straightforward plot of
Nu vs. Ra (fig. 2) shows that one does not obtain simple
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FIG. 3: (Color online) Nu∗ as a function of Ra∗ with the same
symbols as in fig. 2. The solid line indicates the power law
Nu∗ = Ra
0.3
∗
/8.5.
power laws for large ∆Tad/∆T and d/Ho. A finite adi-
abatic temperature gradient modifies the onset of con-
vection. If one aims for a data reduction which collapses
the different curves in fig. 2, one can account for the
adiabatic temperature difference by defining a corrected
Rayleigh number Ra∗ by
Ra∗ =
gd3(∆T −∆Tad)
Toκoνo
= Ra
(
1− (γ − 1) d
Ho
To
∆T
)
.
(21)
A similar correction seems in order for Nu. Since the
adiabatic temperature gradient needs to be established
before any convection can start, it is natural to subtract
the heat conducted down the adiabat from both the ac-
tual heat transport and the conductive heat transport
used for the normalization of the heat transport [13]:
Nu∗ =
Nu−∆Tad/∆T
1−∆Tad/∆T . (22)
It is seen from fig. 3 that for Ra∗ larger than roughly
105, one finds approximately (Nu∗ − 1) ∝ Ra0.3∗ , but the
prefactors depend on the other control parameters in a
non-trivial way. This is compatible with an argument ex-
posed in Ref. 14, which states that Ra(Nu−1) = f(Ra∗)
with f an a priori unknown function. The argument has
to assume negligible viscous heating and small density
variations, so that it is not expected to hold through-
out the parameter range investigated here. Nonetheless,
a best fit to the data yields Ra(Nu − 1) = Ra1.3
∗
/8.5
which can be rearranged into the fitting function in fig.
3, (Nu∗ − 1) = Ra0.3∗ /8.5.
It can also be useful to relate Nu to the kinetic en-
ergy or the Peclet number. It was noted in Ref. 15 that
(Nu − 1) ∝ Pe2/3 in Boussinesq convection in computa-
tional volumes of large aspect ratio, which is equivalent to
(Nu− 1) ∝ E1/3kin in that case. In the present simulations,
the relation between Ekin and Pe is already non-trivial
(see fig. 4), because there is a factor representing an ef-
fective density between the two quantities. It turns out
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FIG. 4: (Color online) The kinetic energy density Ekin as
a function of Pe (top panel) and Pe(ρmaxρmin)
1/4 (bottom
panel) with the same symbols as in fig. 2. The solid
lines are given by Ekin =
1
2
Pe2 (top panel) and Ekin =
1
2
√
ρmaxρmin Pe
2 (bottom panel).
that the geometric mean of ρmax and ρmin is a suitable
effective density to the extent that in fig. 4, all points
for Ra∗(ρmaxρmin)
1/4 > 100 deviate by less than 30 % in
Ekin from
Ekin =
1
2
√
ρmaxρmin Pe
2. (23)
This geometric mean becomes again important when
looking for a relation between Nu∗− 1 and Ekin. A good
fit to the data is obtained from
Nu∗ − 1 = 2
7
(Ekin
√
ρmaxρmin)
1/3 (24)
(see fig. 5) which reduces of course to the previously
known scaling [15, 16] for ρmax = ρmin and ∆Tad/∆T =
0.
Having established the relevance of the product
ρmaxρmin, it is tempting to introduce it into fits of Nu∗
vs. Ra∗. A reasonable fit is shown in fig. 6 to be
Nu∗ = 0.22
(
Ra∗(ρmaxρmin)
1/4
)0.265
, (25)
which is an improvement compared with fig. 3 especially
for Ra∗(ρmaxρmin)
1/4 > 106.
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FIG. 5: (Color online) Nu∗ − 1 as a function of
Ekin(ρmaxρmin)
1/2, compensated for the power law in Eq.
(24), with the same symbols as in fig. 2.
C. Boundary Layers
Previous studies have quantified the asymmetry be-
tween top and bottom in non-Boussinesq convection with
the help of the midplane temperature [3, 4]. In most of
the present simulations, the midplane temperature de-
viates by less than 0.05 ∆T from its value in the con-
ductive state (see table I). Such a small deviation is
difficult to determine accurately and requires long time
integrations, so that this section will not consider θ¯m any
further, apart from noting that θ¯m is negative for small
∆Tad/∆T (in agreement with Ref. 4) but becomes posi-
tive for ∆Tad/∆T large enough.
A relation between temperature boundary layers de-
duced from experimental data by Wu and Libchaber [3]
is based on a temperature scale computed from quantities
local to each boundary layer. In many of the simulations
presented here, the boundary layers are still quite thick
and there is significant variation of for example thermal
diffusivity across them, so that the results of Wu and
Libchaber cannot be tested in a meaningful way.
In the following, overbars denote averages over time
and horizontal planes, and the indices b and t indicate
top and bottom boundaries. For example, ρ¯t is the aver-
age density at the top boundary. It is in general different
from ρo, which is the density at the top boundary in the
initial conductive state given by Eq. (13).
This subsection will present two relations between the
top and bottom regions of the convection layer involving
the free fall velocity. In order to compute a free fall
velocity, we define Tad,t and Tad,b as the (dimensional)
temperatures the gas would have at the top and bottom
boundaries if the adiabatic temperature profile extended
throughout the entire layer:
Tad,t = Tm − 1
2
∆Tad , Tad,b = Tm +
1
2
∆Tad (26)
with Tm = (θ¯m+
1
2 )∆T+To. Under the same assumption,
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FIG. 6: (Color online) Nu∗ as a function of Ra∗(ρmaxρmin)
1/4,
on a double logaritmic scale in the top panel and compensated
for the power law in Eq. (25) in the bottom panel, with the
same symbols as in fig. 2.
the densities at the two boundaries, ρad,t and ρad,b, are
given by
ρad,t = ρ¯m
(
Tad,t
Tm
)1/(γ−1)
, ρad,b = ρ¯m
(
Tad,b
Tm
)1/(γ−1)
.
(27)
Consider now a parcel of gas near the top boundary. It
has on average the density ρ¯t. The density difference
with the adiabatic profile, ρ¯t− ρad,t, accelerates the par-
cel through the volume. The free fall velocity is esti-
mated from a balance between the advection and buoy-
ancy terms, which reads in the non-dimensional variables
used here |ρ(v · ∇)v| ∼ ∆ρgd(d/κo)2, where ∆ρ is the
density difference of the moving parcel with the adia-
batically stratified background. The pressure variation
experienced by the falling parcel compresses the parcel
by the same factor as the surrounding gas (assuming the
parcel does not exchange heat with its surroundings), so
that ∆ρ/ρ remains constant during the entire journey
through the adiabatically stratified layer. It follows that
∆ρ/ρ keeps its initial value of (ρ¯t − ρad,t)/ρ¯t, and that
the square of the non-dimensional free fall velocity of
the parcel arriving at the bottom (which is expressed in
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same symbols as in fig. 2. The solid line indicates the power
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units of (κo/d)
2) is
ρ¯t−ρad,t
ρ¯t
gd
(
d
κo
)2
. A similar expres-
sion is derived if we start the argument from the bottom
boundary, so that we obtain two velocities, vff,t and vff,b
according to the formula
vff,t =
(
ρ¯t − ρad,t
ρ¯t
Pr Ra
To
∆T
)1/2
,
vff,b =
(
ρad,b − ρ¯b
ρ¯b
Pr Ra
To
∆T
)1/2
. (28)
Fig. 7 verifies that one obtains with Eq. (28) a veloc-
ity representative of the convective velocity. The figure
shows Ekin as a function of the energy density computed
from the bottom free fall velocity, ρad,bv
2
ff,b. When this
velocity is small, the Reynolds number of the flow is too
small for friction to be negligible and the free fall velocity
is a poor estimate of the true velocity. For large veloci-
ties, there is a unique relation between Ekin and ρad,bv
2
ff,b
independent of any other parameters.
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FIG. 9: (Color online) (vff,tv¯h,max,t)/(vff,bv¯h,max,b) as a func-
tion of vff,bv¯h,max,b with the same symbols as in fig. 2.
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FIG. 10: (Color online) vff,b/v¯h,max,t as a function of v¯h,max,t
with the same symbols as in fig. 2.
It is now expected that one obtains the same graph
if one uses the kinetic energy density computed at the
top boundary, or equivalently, that ρad,tv
2
ff,t = ρad,bv
2
ff,b.
Fig. 8 demonstrates that this is the case to within ±20%
for sufficiently large velocities and over three decades in
ρad,bv
2
ff,b. The equality of the two energy densities is the
first important connection between the top and bottom
boundaries.
The second relation, shown in fig. 9, involves the local
maxima of horizontal velocity near the top and bottom
boundaries visible in the bottom panel of fig. 1. These
maximum velocities, v¯h,max,t and v¯h,max,b, are listed in
table I. According to fig. 9, they obey for sufficiently
large velocities:
vff,tv¯h,max,t = vff,bv¯h,max,b. (29)
v¯h,max,b is a free fall velocity computed from quantities
evaluated at the the bottom boundary, but it estimates
the velocity of plumes arriving at the top boundary. The
typical velocity of the flow out of the arriving plumes is
the maximum average horizontal velocity, so that we ex-
pect v¯h,max,t ∝ vff,b, and similarly v¯h,max,b ∝ vff,t. The
8prefactors depend on the size of the incoming plumes
relative to the thickness of the layer in which the out-
flow occurs. Fig. 10 shows that v¯h,max,t ∝ vff,b approx-
imately holds and that the prefactor indeed depends on
d/Ho and ∆T/To. The two proportionalities combine
to vff,tv¯h,max,t ∝ vff,bv¯h,max,b. It is remarkable that this
combined relation is obeyed more accurately than the
two separate proportionalities, and that the proportion-
ality factor in the combined relation approaches 1 at high
Rayleigh numbers as shown in fig. 9.
IV. CONCLUSION
There are many ways how to depart from the Boussi-
nesq approximation [3, 4, 6, 7] and it is not known at
present whether there is anything universal about con-
vection in general. The Prandtl number is a constant in
a real gas and the Nusselt number depends only on the
Rayleigh number in the Boussinesq limit. Away from
that limit, several more control parameters determine
the Nusselt number and it is a challenge to find a suit-
able data reduction such that the Nu(Ra) dependences
found for various density stratifications collapse on a sin-
gle master curve, which then must contain the Boussinesq
limit. It has been shown in the present paper that a good,
if imperfect, data collapse is obtained if one introduces
into the scaling laws an effective density given by the ge-
ometric mean of the maximum and minimum densities
in the convecting layer. There is no theory underpinning
the relevance of the geometric mean. It seems likely that
the geometric mean will be of no help in some other cases
of non-Boussinesq convection, for example in liquids.
On the other hand, the importance of free fall velocities
has been recognized since long, and it has been shown
here that two different estimates of free fall velocities,
based on quantities pertaining either to the top or the
bottom boundary, are related at high Rayleigh numbers
by the requirement that the kinetic energy densities com-
puted from the two velocities must be equal. The free fall
velocities are also connected to the total kinetic energy
of the flow and the maxima of the horizontal velocity
profile. It will be worthwhile to check these relations in
other forms of convection.
Appendix
This appendix describes a few tests that have been
performed in order to validate the numerical code. Direct
validation of the code is problematic because published
simulations of compressible convection either focus on
flow structures [11, 17] and are not useful as a benchmark,
or are too close to the Boussinesq limit to offer a stringent
test [18]. A different route had therefore to be taken.
First, the code simulating (14-16) could be validated
against a completely independent spectral method [19].
This already verified most terms occurring in (5-7).
For example, the spectral code calculates for a plane
layer with no slip boundaries in z, periodic bound-
ary conditions in x and y with lx = ly = 2d, and
Pr = 0.7 and Ra = 1.6 × 104 that Ekin = 360 and
Nu = 3.01. If started from the initial conditions v = 0,
θ = sin(piz) cos(2piy) cos(2pix) at t = 0, the system (14-
16) needs to be integrated beyond t = 10 to find the final
state. The new code with appropriately adapted bound-
ary conditions yields Ekin = 351 and Nu = 2.96 for 32
points along z and 642 grid points in the x, y−plane.
At twice that resolution in each coordinate, the result is
Ekin = 357 and Nu = 2.99. The parameter c
2 in Eq.
(15) was set to 105 so that the Mach number is below
8.5× 10−2.
In a next step, the code implementing (5-7) was used
to simulate the propagation of sound waves. For this
purpose, the term −zˆPr Ra To∆T was removed from Eq.
(6). The remaining equations, if linearized and neglecting
dissipation, can be manipulated into
∂2t v =
To
∆T
Ho
d
Pr Ra ∇(∇ · v).
This equation allows some simple analytical solutions.
For example, there are the eigenmodes depending only on
z. The first of those eigenmodes for boundary conditions
imposing zero heat flux at the top and bottom boundaries
is of the form vz ∝ sin(piz) cos(ωt). This standing wave
has a period of τ = 2pi/ω = 2( To∆T
Ho
d Pr Ra)
−1/2. For
∆T
To
= 0.1, dHo = 0.01, Pr = 0.7 and Ra = 2 × 104, this
predicts τ = 5.345× 10−4. With a resolution of 64 grid
points along z, the numerical result is τ = 5.343× 10−4.
One can similarly simulate sound waves propagating in
different directions. This is a test for all terms involving
∇ · v. The fact that simulations of convection at high
Ra yield a temperature gradient in the bulk close to the
adiabatic gradient may also be regarded as a test of the
terms involving ∇ · v.
The dissipation rate of the standing wave of the previ-
ous paragraph can be used to test the dissipative term.
A more complete test is provided by the energy budget
which also tests the viscous heating term in the tempera-
ture equation. If one takes the scalar product of Eq. (6)
with v and integrates Eqs. (6) and (7), multiplied by ρ,
over all space, one deduces from Eqs. (5-7) that the time
derivative of kinetic plus internal energy is given by
d
dt
∫ [
1
2
ρv2 +Ra Pr
Ho
d
1
γ
ρ
γ − 1(T +
To
∆T
)
]
dV = G+V1+V2
with
G = −Pr Ra To
∆T
∫
ρvzdV,
V1 = Pr
∫
vi[∇2vi + 1
3
∂i(∇ · v)]dV,
V2 = Pr
∫
2[eij − 1
3
∇ · vδij ]2dV.
9G is the work done by gravity, V1 the dissipated ki-
netic energy and V2 the heat generated through viscous
dissipation. If we denote time averages by angular brack-
ets, we must find in a statistically stationary state that
〈G〉 = 0 and 〈V1〉 + 〈V2〉 = 0. Since V1 and V2 have
different forms and must be programmed differently, the
energy budget provides a good test for their correctness.
For the case ∆TTo =
d
Ho
= 1 and Ra = 6× 104 included in
table I, the simulations yield |〈G〉/〈V1〉| = 3.3×10−3 and
|〈V1+V2〉/〈V1〉| = 7.6% at a resolution of 643 grid points,
and |〈G〉/〈V1〉| = 4.2 × 10−4 and |〈V1 + V2〉/〈V1〉| = 4%
at a resolution of 1283 grid points. The formulae for V1
and V2 taken together contain integrals of 18 derivatives,
6 of which are squared, so that the typical error on each
derivative is about 0.1%. The volume integrals have been
computed by adding the integrands at each grid point,
multiplied by the volume of the cell surrounding each
grid point. This method of integration is of first order
for general integrands [20], which explains why the er-
ror in |〈V1 + V2〉/〈V1〉| is only halved when doubling the
resolution.
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∆T
To
d
Ho
Ra Nu Ekin Pe 100 θ¯m ρ¯m ρmax ρmin v¯h,max,b v¯h,max,t
0.1 0.12 2×104 1.19 48.3 9.59 0.09 1.05 1.10 1.00 10.3 10
0.1 0.12 6×104 1.37 256 22.1 0.14 1.05 1.10 1.00 24.2 23
0.1 0.12 2×105 1.55 941 42.3 0.19 1.05 1.10 1.00 43.5 40.4
0.1 0.12 6×105 1.81 2.9×103 74.3 0.23 1.05 1.10 1.00 77.9 72.1
0.1 0.12 2×106 2.18 9.32×103 133 0.21 1.05 1.10 1.00 138 129
0.1 0.12 6×106 2.61 2.62×104 223 0.21 1.05 1.10 1.00 234 218
0.1 0.12 2×107 3.32 8.24×104 396 0.23 1.05 1.10 1.00 410 379
0.1 0.12 6×107 4.20 2.26×105 656 0.25 1.05 1.10 1.00 688 645
0.1 0.12 2×108 5.49 6.52×105 1.11×103 0.17 1.05 1.11 1.00 1.16×103 1.08×103
1 1.2 2×104 1.22 50.8 8.2 1.67 1.49 2.01 1.02 11.6 9.38
1 1.2 6×104 1.39 239 17.7 1.96 1.48 2.02 1.04 26.9 19.3
1 1.2 2×105 1.59 808 32.4 2.09 1.49 2.02 1.04 48.9 31
1 1.2 6×105 1.84 2.46×103 56.6 2.19 1.48 2.02 1.05 87.7 53.4
1 1.2 2×106 2.24 7.9×103 102 2.05 1.49 2.03 1.04 157 94.6
1 1.2 6×106 2.74 2.25×104 172 1.88 1.49 2.04 1.03 261 158
1 1.2 2×107 3.46 7.08×104 305 1.93 1.49 2.05 1.02 452 278
1 1.2 6×107 4.44 1.94×105 507 1.74 1.49 2.06 1.00 753 463
1 1.2 2×108 5.96 5.62×105 863 1.46 1.49 2.07 0.99 1.28×103 805
10 12 2×104 1.28 40.6 3.49 4.52 5.71 11.05 1.52 13.7 6.55
10 12 6×104 1.46 143 6.71 4.08 5.69 11.07 1.72 23.9 11.3
10 12 2×105 1.69 511 12.8 4.22 5.67 11.09 1.96 45.2 19.9
10 12 6×105 2.03 1.6×103 22.7 4.26 5.67 11.13 2.18 80.6
10 12 2×106 2.55 5.3×103 41.7 3.97 5.68 11.22 2.13 142
10 12 6×106 3.24 1.51×104 70.8 3.66 5.69 11.31 1.99 234
0.1 0.1 2×104 1.45 108 14.5 0.11 1.03 1.07 1.00 15.5 15
0.1 0.1 6×104 1.72 442 29.3 0.19 1.03 1.07 1.00 29.7 28.2
0.1 0.1 2×105 2.09 1.56×103 54.9 0.22 1.03 1.07 1.00 55.8 52.6
0.1 0.1 6×105 2.57 4.75×103 95.8 0.15 1.03 1.07 1.00 97.8 92.2
0.1 0.1 2×106 3.27 1.5×104 170 0.43 1.03 1.07 0.99 177 165
0.1 0.1 6×106 4.11 4.23×104 286 0.39 1.03 1.07 0.99 294 277
0.1 0.1 2×107 5.41 1.26×105 494 0.38 1.03 1.08 0.99 517 472
0.1 0.1 6×107 7.09 3.54×105 828 0.27 1.03 1.08 0.99 858 821
0.3 0.3 2×104 1.45 105 13.8 0.80 1.10 1.19 1.00 15.6 14.3
0.3 0.3 6×104 1.72 422 27.7 1.00 1.10 1.20 1.01 30.3 26.3
0.3 0.3 2×105 2.09 1.49×103 52 0.98 1.10 1.20 1.00 57.7 49
0.3 0.3 6×105 2.58 4.57×103 91 1.07 1.10 1.21 0.99 103 85.9
0.3 0.3 2×106 3.28 1.44×104 162 1.20 1.10 1.21 0.99 183 152
0.3 0.3 6×106 4.16 4.06×104 271 1.12 1.10 1.22 0.98 305 253
0.3 0.3 2×107 5.44 1.2×105 467 0.93 1.10 1.22 0.98 510 431
0.3 0.3 6×107 7.10 3.24×105 768 0.89 1.10 1.22 0.97 844 724
1 1 2×104 1.44 88.4 11.6 2.38 1.29 1.61 1.04 15.2 12.3
1 1 6×104 1.74 389 24.2 2.45 1.29 1.62 1.05 33.9 25
1 1 2×105 2.10 1.24×103 43.2 2.68 1.29 1.63 1.03 58.8 39.6
1 1 6×105 2.57 3.78×103 75.4 2.80 1.29 1.65 1.01 105 68.6
1 1 2×106 3.26 1.18×104 133 2.74 1.29 1.66 1.00 185 120
1 1 6×106 4.14 3.38×104 226 2.76 1.29 1.68 0.98 311 202
1 1 2×107 5.48 1.03×105 396 2.52 1.29 1.69 0.96 537 354
1 1 6×107 7.23 2.82×105 655 2.21 1.29 1.70 0.95 875 589
1 1 2×108 9.75 8.09×105 1.11×103 1.81 1.30 1.71 0.94 1.52×103 1.03×103
TABLE I: Summary of results. Listed are the control param-
eters ∆T
To
, d
Ho
, and Ra together with Nu, Ekin, Pe, θ¯m multi-
plied by 100, ρ¯m, ρmax, ρmin, v¯h,max,b, and v¯h,max,t (see text
for definitions). The table consists of three sections (corre-
sponding to the color code of the figures in the online version)
with different ∆Tad/∆T , which is 4/5, 2/3 or 1/15 in going
from the top to the end of the table. An entry is missing for
v¯h,max,t if the profile of horizontal velocity has no maximum
near the top boundary.
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∆T
To
d
Ho
Ra Nu Ekin Pe 100 θ¯m ρ¯m ρmax ρmin v¯h,max,b v¯h,max,t
3 3 2×104 1.42 61.6 8.11 4.08 1.75 2.56 1.17 13.5 9.66
3 3 6×104 1.68 241 15.9 4.36 1.75 2.58 1.23 27 16.3
3 3 2×105 2.05 853 30 4.51 1.75 2.63 1.21 53.6 29.4
3 3 6×105 2.52 2.59×103 52.5 4.31 1.76 2.66 1.16 94.9 49.9
3 3 2×106 3.25 8.8×103 96.7 4.29 1.76 2.70 1.11 177 88.4
3 3 6×106 4.16 2.44×104 162 4.15 1.77 2.73 1.07 283 144
3 3 2×107 5.59 7.57×104 286 3.83 1.77 2.76 1.04 496 257
3 3 6×107 7.45 2.06×105 473 3.32 1.77 2.79 1.00 822 431
10 10 2×104 1.42 39.1 4.81 5.33 3.04 5.00 1.60 11.3 7.37
10 10 6×104 1.70 149 9.39 5.09 3.04 5.05 1.84 22.1 12.3
10 10 2×105 2.06 529 17.7 5.58 3.02 5.14 1.83 45.2 21.6
10 10 6×105 2.58 1.65×103 31.3 5.41 3.03 5.22 1.73 78.3 35.6
10 10 2×106 3.38 5.54×103 57.7 5.09 3.04 5.31 1.61 141 62.6
10 10 6×106 4.40 1.61×104 98.8 4.82 3.05 5.38 1.52 237
30 30 2×104 1.46 24.5 2.64 7.27 5.78 9.91 2.56 11.2 5.29
30 30 6×104 1.77 97.6 5.46 5.66 5.74 10.03 3.32 19.5 9.58
30 30 2×105 2.17 368 10.7 5.57 5.69 10.20 3.20 37.1 17.1
30 30 6×105 2.73 1.14×103 18.9 5.37 5.70 10.36 2.99 65.8 28.7
30 30 2×106 3.60 3.79×103 34.6 5.22 5.72 10.53 2.76 118
30 30 6×106 4.80 1.07×104 58.8 4.68 5.75 10.70 2.55 193
100 100 2×104 1.50 19 1.6 6.86 12.29 21.72 5.17 8.92 4.4
100 100 6×104 1.84 66.3 3.08 5.85 12.26 22.02 6.96 15.9 7.66
100 100 2×105 2.33 242 5.95 5.56 12.21 22.38 6.57 29.8 13.7
100 100 6×105 3.02 746 10.5 5.36 12.24 22.73 6.04 52.1 22
100 100 2×106 4.03 2.47×103 19.2 4.92 12.28 23.14 5.53 92.5
100 100 6×106 5.34 7.25×103 33.1 4.41 12.29 23.53 5.11 161
0.1 0.01 6×103 2.00 67.5 11.9 -0.90 0.96 0.96 0.96 12 12
0.1 0.01 2×104 2.90 392 28.6 -0.44 0.96 0.96 0.96 28.2 28.1
0.1 0.01 6×104 3.75 1.23×103 50.6 -0.73 0.96 0.96 0.96 48.3 48.4
0.1 0.01 2×105 5.10 4.14×103 92.7 -0.40 0.96 0.96 0.96 90.3 88.9
1 0.1 2×104 2.26 155 20.6 -1.67 0.73 0.74 0.72 18.3 17.9
1 0.1 6×104 3.03 632 41.6 -1.32 0.73 0.74 0.72 34.8 32.9
1 0.1 2×105 4.11 2.24×103 78.2 -1.47 0.73 0.74 0.72 66.3 62.1
1 0.1 6×105 5.38 6.65×103 135 -1.26 0.73 0.74 0.72 119 111
TABLE II: Table I continued.
