Introduction and state of the question 1.Changes in the media ecosystem
In today's media ecosystem, the phenomenon of media convergence has encouraged a change in the role people play with regard to media. It has transformed them from a passive mass to an audience, and from an audience to active individuals or users in search of information (Canavilhas, 2011; Jenkins, 2008) , and from mere consumer users to producers of information. This has given rise to new concepts that foster a mass collaboration among users to create products (Tapscott & Williams, 2011) , in a framework which Rifkin (2014) labelled «Collaborative Commons». Such an ecosystem has led to a professional convergence (Canavilhas, 2013) as a result of workforce reductions and the emergence of new profiles to cater for new needs.
This convergence comes at a time of not only a financial crisis, but also an ethical (Álvarez, 2014 ) and a functional one (Dader, 2010) . It has brought about a profession that is politicised and polarised in the eyes of the professionals of the future and little appreciated by civil society (CIS, 2013) .
This means redefining the journalistic profession, both in terms of its situation within the media ecosystem and of its purpose, which for Kovach and Rosenstiel (2012: 18) is to «provide citizens with the information they need to be free and self-governing», the essence of which lies in the principle of verification, where transparency is not just a fundamental element but proof of a commitment to civil society.
New qualifications required for journalism professionals
Ten years after the Spanish Agency for Quality Assessment and Accreditation (ANECA) drafted its white paper (in 2005), Spain's university qualifications in journalism are still struggling to adapt the country's curricula to the needs of the European Higher Education Area (EHEA) in what seems like a constant effort to make the skills system fit into Spain's university context and rise to the needs of the profession, an issue that remains unresolved both for professionals (APM, 2014) and for students taking a degree in journalism (Humanes & Roses, 2014) .
Ever-present is the debate regarding the balance that university education must find between theory and practice, general knowledge and discipline specialisation, Humanities and Social Sciences, and the need to broaden the range to bring in skills from fields such as maths, cognitive sciences, ICT and so on.
This profession requires multi-disciplinary abilities combined with general and specific skills in order to take full advantage of the potential that the Big Data society has granted to research journalism and precision journalism. Data have now taken on a leading role based on what they can convey and signify in financial, democratic and social terms. But more data does not necessarily mean more knowledge, democracy or development, nor does it generate empowerment or social change in itself. According to the pyramidal and hierarchical knowledge management model defined by Ackoff (1989) as DIKW (Data, Information, Knowledge and Wisdom), each element in the system provides added value and results in another element higher up in the pyramid, with data at the base and wisdom at the top. This model may make for a clear understanding of the four core elements, which prove complex and abstract to define (Ahsan & Shah, 2006; Hey, 2004) , but none theless limits its interpretation as a continuum in which all elements in the system are enriched thanks to human involvement (Choon, 1998; , cit. García-Marco, 2011 .
In a context of informative overabundance (Aguaded, 2014; Cornella, 2000) , the role of the media mentioned by Walter Lippmann in 1922 (2003 as the forgers of a reality that is capable of being appropriated by citizens becomes, if possible, all the more essential. They must act as a driving agent for citizen empowerment, revealing data to civil society, and encouraging what Bounegru called «data literacy» (Gray, Chambers, & Bounegru, 2012 ), yet another facet of information literacy in the terms suggested by the UNESCO (s. f.). To achieve this, journalism professionals must possess the necessary competencies to carry out the tasks required at each stage in the process of developing this type of information product (Bradshaw, 2011; Crucianelli, 2013a Crucianelli, , 2013b Zan chelli & Crucianelli, 2013) , and they must certainly boast an advanced command of digital skills.
This renewed intermediary -not hegemonic-role must inevitably learn to coexist with the new phenomena brought about by the Internet and 2.0 tools, such as citizen journalism (Espiritusanto & GonzaloRodríguez, 2011; García de Madariaga, 2006 ), a concept which refers to active, non-professional citizen involvement in the world of journalism (Gillmor, 2004; Meso-Ayerdi, 2005; Sampedro, 2009 ) and means rethinking their mediation models (Baack, 2015) , but which still raises questions as to their dependence on the media, their lack of periodicity and the scarcity of reliable sources (Rich, 2008; Varela, 2005) . The 2.0 network and the social-technical worldview behind it (García-García & Gértrudix-Barrio, 2012) have encouraged the emergence of new citizen participation models such as crowdsourcing (Howe, 2006) . In the journalistic world, this means professional journalists gathering information from a large number of citizens (Méndez-Majuelos, Pérez-Curiel, & Rojas-Torrijos, 2012) , such that their contributions have become a source for the journalist's work (Gillmor, 2004) .
A digitally interconnected society demands that institutions open up democratically. The Open Data phenomenon is linked to that of Open Government and Free Cultu re, providing opportunities that will help public sector information and its re-use to become an asset for citizen empowerment and allowing it to be acknowledged as a basic resource in the evolution of businesses that use that information and provide it with added value.
Data journalism is rising as a new way of doing journalism, considering it not merely as a methodology that is confined to research and precision journalism (Chaparro-Domínguez, 2014; Crucianelli, 2013a; Flores-Vivar, 2012; Gray & al., 2012) , but essentially as an opportunity to respond to the demand for information by creating information products using data.
These new needs require a reformulation of university qualifications so that they are capable not only of rising to current informative needs, but of adapting to those of the future.
Materials and methods
This study intends to assess the professional competencies needed to develop interactive multimedia information products based on open data, bearing in mind that only if data can provide added value information for citizens will such openness lead to citizen empowerment, easier decision-making, enhanced democratic action and greater social change.
The methodology, which is qualitative in nature, involves gathering information by conducting a survey of subjects who are experts in data journalism or are linked to higher education in the field, concerning regulations on access to information and the media, followed by an analysis of a sample of multimedia information products based on open data.
Considering the initial hypothesis that producing interactive multimedia information products based on open data requires a set of specific conceptual, procedural and attitudinal competencies for gathering, processing, analysing and presenting information, the aim is for the experts to reveal the needs of the profession. Regarding our product analysis, the goal is to draw a direct link between their development requirements and the skills needed for that development, as revealed by the experts.
In the analysis, use has been made of the procedures of the Grounded Theory in order to define a series of categories thanks to the expert statements and the product analysis, with which we will identify and characterise the conceptual, procedural and attitudinal skills linked to developing multimedia information products based on open data (Strauss & Corbin, 2002) .
Expert survey
A convenience sample was chosen based on prior documentary research. To select the subjects, we analysed the most relevant benchmarks relating to data journalism in Spain (qualifications, research and dissemination) up until February 2013 with a view to detecting who was in charge of such initiatives and who else took part or collaborated. The goal was to define a population of expert subjects in the field of study: Coalición Pro Acceso (2006) In order to avoid any kind of professional bias, other subjects were included who were linked to higher education in journalism, regulations on access to information and the media.
The sample comprised 19 subjects who are expert professionals 1 in the fields of data journalism, research journalism, information display, access to public information, and/or university professionals lecturing in journalism degrees at public and private universities in the Community of Madrid.
To gather the information, the survey used was an on-line, self-administered and standardised questionnaire of our own making that combined multiple-choice with open questions. The survey was taken by the experts in March 2013.
Analysing multimedia information products based on open data
The methodology used to analyse multimedia information products based on open data starts with the finished product and works backwards over the tasks needed to develop them (Freixa, Soler-Adillon, Sora, & Ribas, 2014) . Therefore, the analysis focuses on identifying the preliminary tasks involved in gathering, processing and analysing the data. To do so, account was taken of the functional and non-functional aspects involved, but especially of the information content presented.
In view of the complexity and constant evolution of the concept, we used a convenience sample comprised of sixteen significant products 2 owing to their relevance in developing the phenomenon, their originality and their social and media impact at a national and international level. These sixteen products were published between the year 2010 and 2015; seven of them were produced by Spanish media, while the remaining nine were taken from media based outside Spain.
To gather the information, a worksheet of our own design was created that would allow us to: a) identify the product (URL, date of publication, temporary coverage, media/author, country and language); b) classify the product (field, topic or type of media responsible), according to Crucianelli's classification (2013a); c) specify the type of data used (source, nature of the data, whether or not they are open, depending on their availability and ease of access, re-use and dissemination, and their universal participation) (Dietrich & al., s. f.) ; and d) describe the tasks of gathering, processing, analysing and presenting information, as required when developing an information product of this kind.
Analysis and results

Needs and shortcomings in professional competencies
In line with the analysis method set out in the Grounded Theory (Strauss & Corbin, 2002) , we refrained from establishing categories initially; instead, the categories arose while analysing and coding the primary documents.
Fifty-seven codes were identified, which gave rise to seven core categories, three of which were linked to the type of competency -knowledge, ability and skill, or attitudes and values-and four were associated with the tasks of gathering, processing, analysing and presenting data.
After a qualitative analysis of the content and having drawn links between categories and core categories, we went on to study the co-occurrence rates between codes.
Lastly, the diagramming technique devised by Strauss and Corbin (2002) was used. The aim of this technique is not so much to show all of the concepts that have arisen from the coding phase, but rather to represent how they are positioned with regard to the This requires a new form of free-code journalism (Sampedro, 2014) to pick up the baton handed to it by a society that needs its services as a mediator in the face of a complex reality, and as a guarantor of control of power. In short, this service is needed to empower civil society and drive social change.
core categories. The rest of the categories are represented according to their proximity to the core category depending on the degree of grounding, i.e. the number of references linked to that category (Gertrudis, Gértrudix & Álvarez, 2015a; 2015b; 2015c) .
With regard to the open questions in the survey, the process of coding and drawing out core categories has enabled us to identify the most relevant competencies for developing interactive information products based on open data, according to their proximity to the core category.
In the professional task of developing products based on the use of open data for information purposes, it is essential to command statistical and methodological abilities, as well as the knowledge and skills to process and analyse data, and to display and verify them. A change of attitude towards working with data is also necessary, so as to go from rejection to professional demand, and towards industry and public powers, for which it is necessary to be able and willing to adapt to professional changes. The key to this transformation lies in ensuring transparency, to boost the credibility of the journalist's work, which is hard to achieve without high levels of independence.
The results shape a map of the necessary knowledge, skills and abilities, values and attitudes, and highlight the major shortcomings that qualified journalists currently have in this regard, which, in the eyes of these experts, are extremely important.
With regard to knowledge (Gertrudis & al., 2015a) , the most significant areas include statistical and methodological knowledge, knowledge of data processing and information display, which are also the areas where qualified journalists currently fall short. Other more technical aspects can also be added, such as knowledge of programming and databases, as well as general knowledge.
The most well-grounded abilities and skills are those linked to data processing and analysing, as well as displaying information and practical training. However, besides these distinctly technical assets, it is important to highlight others that involve applying knowledge linked to more theoretical training and what is considered disciplinary knowledge, as well as qualities linked to other fields of knowledge such as linguistic expression and the ability to contextualise information (Gertrudis & al., 2015b) .
In terms of attitudes and values (Gertrudis & al., 2015c) , journalistic work using open data requires autonomy and, above all, critical thinking, which must first be applied to the data itself and then to the sources and to the information arising therefrom.
Information products based on open data:
Gathering, processing, analysing and presenting information 3.
Characteristics of information products based on open data
Several of the products analysed relate to politics and social issues, and most of them (10) were presented in accordance with the Crucianelli classification (2013a) as independent interactive displays. The remaining products include one or several short articles that illustrate the phenomenon. Cartographic representations have proven to be the preferred method of graphic rendering, either because the use of «mashups» based on geolocation systems such as Google Maps is very popular or because this technique is able to combine the abstract component of data rendering with a more familiar element, namely representing them geographically on a map using proportional symbols in different sizes and colours, usually circles or bubbles. Other forms of graphic representation have also been used, such as bars, areas, lines and columns depending on the data shown.
In terms of developers, nine of the products were developed by teams that are part of the digital editorial departments of the so-called traditional media.
In all cases, the data came from secondary sources, mostly of a public nature, where they were generated as part of their usual business. Regarding private sources («Tell all phone»), the data are of a private nature, and in the case of «The top 100 papers», the database is held by Thomson Reuters. With the exception of any data obtained from leaks, most are generally available, though access to some is restricted.
Considering their availability, accessibility, re-use, dissemination and universal participation (Dietrich & al., s. f.) , just 25% of the products analysed can be said to have been developed using open data.
Professional competencies linked to product development
The worksheets used to gather information on the products were added to the corresponding hermeneutics unit in the ATLAS.ti program for the purpose of analysing them according to the categories established by the experts. Before this, in order to link the competencies analysed to each of the stages of the development process (Bradshaw, 2011; Crucianelli, 2013a) , four core categories were created: gathering, processing, analysing and presenting, and it was found that most of the competencies are not linked to just one stage or specific task, but rather they are essential requirements in the development of the entire process.
Aside from the particularities of each case, the analysis revealed a very well-defined methodology and certain needs, both in terms of competencies and technology, that were identified as the basic requirements for its development: the capacity to detect a newsworthy event; the ability and capacity to access sources; the ability and capacity to search for and retrieve information; knowledge of specialised sources; knowledge of current regulations; knowledge of how public administration works; the ability to access information; knowledge of databases; data processing; data conversion; format conversion for re-use; data analysis; the ability and capacity to filter out relevant information; interpreting information; statistical knowledge; the capacity to make data understandable; the ability and capacity to contextualise information; generating new informative content; the capacity to present information on different media and in different formats; the ability and tools to display information; the capacity to generate added value and to verify information (Gertrudis-Casado, Gértrudix, & Álvarez, 2015d).
Main results
Faced with these challenges, according to the experts, qualified journalists still show a certain reluctance to base their work on open data, firstly because they are members of a society that lacks the deep-rooted cultural custom of doing so, and secondly because it is not common practice to verify information and adapt to change, especially when it comes to using technology.
There is reason to believe that the cause of these shortcomings is a discrepancy between the curricula followed at university and the real needs of the profession on the whole and of data journalism in particular. The main reasons for this discrepancy are outdated teaching content and insufficient practical training.
Regarding the specific tasks needed to develop information products based on open data, it has been found that most are not based on open data, but rather they require specific processing in order to re-use data for informative purposes. With this, we are able to discern a series of tasks that reccur with varying degrees of complexity in all of the products analysed, as well as allowing us to define a consistent methodology that reveals the need for specific professional competencies with which to carry out such tasks.
By contrasting the categories defined as a result of the product analysis, we see that the competencies pointed out by the experts as the skills needed to develop the tasks of gathering, processing, analysing and presenting information based on data are not exclusive to a given stage in the process, but rather they are extremely relevant throughout. It is essential to have a knowledge of specialised sources and, when dealing with public data, it is vital to be aware of current regulations and of how public administration works. Accessing sources of information requires skills that are not only linked to searching and selecting, but also detecting a news-worthy event.
Given that information is often not available in reusable formats, it is important to have some knowledge of computer programming and data conversion, and in order to manage data it will be necessary to know about databases and have some data management skills.
The entire process will require the ability to filter through and select relevant information in each of the data gathering, processing, analysing and presenting stages. The processing stage will often involve skills such as a command of spreadsheet software to clean up, filter and sort data. During the analysis stage, knowing how to select important information is key in order to tell a story based on data that is capable of reaching civil society.
Regarding the tasks involved in presenting information, they must be geared towards making the data understandable, which requires the ability to contextualise information and present it to civil society as a value added product. This is generally achieved by means of interactive displays and short articles that are supported by the principle of verification, which comes not only from making data available to citizens in re usable formats, but also from observing transparency by clearly and unreservedly explaining the method used.
Discussion and conclusions
The unfathomable reality that Lippmann referred to in 1922 Lippmann referred to in (2003 still represents today a context of superabundance of public and private data. These are data which, in the best possible scenario and where the legal context allows, may be open to civil society. However, the fact of being openly accessible, despite being a desirable requirement, does not in itself generate knowledge or empower citizens, which means that transformed journalistic mediation has become even more important now than ever before, as pointed out by Baack (2015) .
The main power wielded by the media is, therefore, the ability to construct these information products, to the extent that in doing so they shine the spotlight on part of reality (McCombs, 2006) . The rest of that reality is occasionally cast into oblivion (Noelle-Neumann, 1995) , sometimes because the immediacy of news ostracises any other part of reality that requires a process of research which can take months or even years and which relies on the support of techniques from other disciplines. Such is the case of research journalism in general and of precision or data journalism in particular.
Experts in data journalism have long been demanding more specific training for journalistic professionals. This training must be capable of rising to the needs of a methodology that is well-defined (Bradshaw, 2011) and multi-disciplinary (Cairo, 2012; Crucianelli, 2013a; FloresVivar, 2012; Zanchelli & Crucianelli, 2013) . However, they also demand a new vision of journalism qualifications that is open to methodologies from other sciences, such as statistics, interaction design or computing. This was already pointed out by prior studies such as those conducted by De-Maeyer & al. (2015) and Nguyen and Lugo-Ocando (2015) .
Transparency in terms of data and methodology is a requirement under the principle of verification upheld by Kovach and Rosenstiel (2012) . However, it is also the element that establishes the openness and re-usability of data and information in favour of a «Knowledge Society», where beyond mere verification, the consequence is providing users and citizens with the means to replicate, check, discuss or generate new knowledge, in a global society where the data culture is emerging (Álvarez-García, Gértrudix-Barrio, & Rajas-Fernández, 2014) , driven by an increasingly active civil society.
We must not lose sight of the fact that technology also alters information representation models, and that the way in which information is generated proves equally important as the way it is represented (Bradshaw, 2011), which leads to new reading mechanisms. In the case of information based on open data, it is common practice to represent it in interactive multimedia displays (Crucianelli, 2013a) , which are designed so as to dynamically and actively transmit to citizens the information they need, thus favouring open paths for reading and analysis that will drive empowerment in decision making. Images and interaction with information are a powerful means for encouraging the appropriation of information based on an abstraction of the complex reality of data (Cairo, 2008) , making the elements needed to verify and replicate information even more crucial.
In this context, having validated the initial hypothesis, it proves necessary to ensure that the information journalists obtain is kept up-to-date in order to improve their professional performance and reconnect the role of journalism with a society that has traced new paths and has established alternative ways of involving citizens by means of creative technical-political models for collective action (Burgos-Pino, 2015; Toret, 2013) . This requires a new form of free-code journalism (Sampedro, 2014) to pick up the baton handed to it by a society that needs its services as a mediator in the face of a complex reality, and as a guarantor of control of power. In short, this service is needed to empower civil society and drive social change. 
