INTRODUCTION
The advent of microarray technology has meant that transcriptional responses to changes in cellular state can now be quantified for tens of thousands of genes in a single assay. Microarrays are therefore widely used to study both normal cell function and disease. Perhaps the most common type of analysis involves the comparison of expression levels between tissues in two or more conditions of interest, such as wild type and mutant, or healthy and diseased. Biologically relevant genes are expected to be up or downregulated between conditions; one of the most important statistical tasks in microarray analysis is therefore selecting genes that are differentially expressed in this way. In this paper, we refer to this task as gene selection.
However, the large number of dimensions (i.e. genes) and relatively small number of samples (i.e. arrays or chips) in microarray datasets, coupled with variability inherent in the experimental process, make their analysis a formidable challenge. In recent years, a wide variety of conventional, non-parametric and empirical Bayes test statistics (Sebastiani et al., 2003; Pan, 2005; Troyanskaya et al., 2002; Tusher et al., 2001; Lönnstedt and Speed, 2002) have been put forward for gene selection. However, the mismatch between dimensionality and sample size in microarray data poses several serious statistical problems, and a number of concerns remain only partially addressed. The biological systems underlying expression data are * To whom correspondence should be addressed. complex, poorly understood and highly variable, but the dimensionality/sample size mismatch essentially precludes the use of methods based on rich statistical models with many free parameters. At the same time, analyses, such as the t-statistic, which are based on simple parametric models can be very effective under certain conditions and ineffective under others. To take but one example, if the population variances of truly differentially expressed genes are slightly higher than those of non-differentially expressed genes, the t-statistic will be outperformed by a simple difference of means statistic; conversely, if the variances of truly differentially expressed genes are relatively low, the t-statistic performs well (Mukherjee and Roberts, 2005) . Furthermore, the dimensionality/sample size mismatch makes it difficult to adequately characterize the underlying distributions and assess the extent to which parametric assumptions are met.
Statistical decision theory (Berger, 1980 ) provides a useful perspective on the optimality of procedures for the selection of differentially expressed genes. The likely rate of error, or expected loss, associated with any statistical decision procedure depends intimately upon the true data-generating distribution. Thus, while individual test statistics for gene selection may be optimal for data drawn under particular conditions, one statistic will not in general be optimal under all possible conditions. Indeed, recent research has shown that widely-used statistics may vary quite significantly in their ability to correctly select differentially expressed genes from data drawn under quite subtly different conditions (Mukherjee and Roberts, 2005) .
Ideally then, we would like to choose a test statistic that is optimal for the data at hand; in other words, a statistic that minimizes expected loss under the true data-generating distribution. However, in gene selection, we can neither adequately characterize underlying distributions nor compute error or loss on a given data (since we do not know which genes are truly differentially expressed). Thus, we cannot hope to directly minimize expected loss.
In this paper, we propose a method by which test statistics for gene selection can be learned from given data using a simple notion of reproducibility as the learning criterion. We define the reproducibility of a test statistic as the number of genes in common between genelists obtained using that statistic from a pair of datasets drawn from the same underlying distribution, and estimate it using a bootstrap procedure. We present formal results, which show that asymptotically this simple measure is anti-correlated with expected loss such that maximizing reproducibility is equivalent to minimizing expected loss. The specific conditions required for the successful operation of the procedure proposed here are (1) the test statistics being compared must be 'better than random', in a precise sense we shall define below, and (2) the proportion of non-differentially expressed genes in the dataset must be relatively large. Condition (1) is dealt with by choosing a suitable set of functions over which to maximize reproducibility, while condition (2) is naturally satisfied in many microarray experiments, particularly those involving large arrays or chips. We shall return to both conditions in some detail below.
Existing work addresses a number of issues related to the ideas put forward in this paper. The selection of features for expressionbased classifiers has been widely studied as a learning problem, e.g. Krishnapuram et al. (2004) . However, the task of selecting differentially expressed genes is quite different from that of feature selection for classification. The aim of gene selection is simply to find all genes whose population means are distinct between tissue classes; feature selection algorithms try to find genes that best explain class labels. To illustrate the distinction, consider a hypothetical scenario in which a single gene fully explains class labels, but a hundred genes are nonetheless consistently upregulated in one set of tissues. A gene selection procedure (such as a two-sample hypothesis test) will aim to identify all the upregulated genes, while a feature selection algorithm should return the single explanatory gene. The distinction is biologically important: all hundred genes may have effects of interest to the investigator despite the fact that a single gene captures the class information. Questions relating to P -value adjustments and multiple testing in gene selection have also been widely investigated Ge et al., 2003; Reiner et al., 2003; Storey and Tibshirani, 2003) . However, such work is concerned essentially with the setting of thresholds for selection and thus addresses a different question from this paper. The approach taken in Broberg (2003) is most similar in spirit to the method proposed here in that a test statistic is chosen to maximize a measure of optimality. However, the criterion being optimized is quite different, and the two methods are suited to very different conditions, an issue to which we will return in the discussion at the end of the paper.
The remainder of this paper is organized as follows. We first review gene selection and set out what is meant by expected loss in gene selection. We then define a notion of reproducibility and look at some of its properties. We go on to present experimental results on real and simulated microarray data, which empirically examine the ability of the proposed method to accurately select differentially expressed genes under various conditions. Finally, we discuss some of the finer points and shortcomings of our work and outline key directions for further research.
BACKGROUND
In this section we describe gene selection. We clarify what is meant by expected loss in gene selection, looking at what the learning of test statistics for differential expression would entail, and why it is difficult.
Gene selection
Consider microarray slides (or chips) belonging to two classes, say, healthy and diseased. The dataset D consists of m vectors of expression levels in one class, and n in the other:
If the total number of genes under study is p, each X i and Y j can be regarded as a p-dimensional random vector. Suppose X i are independent and identically distributed (i.i.d.) Gene selection algorithms aim to determine which of the genes in a given dataset are DEGs. Genes are first ranked according to a function of the data called the test statistic. A subset of genes is then produced as output, either by applying a threshold to the values obtained or by simply choosing a user-specified number of genes. For example, in the case of the t-test, the test statistic is the t-statistic and the threshold the critical value of the test. Following Lönnstedt and Speed (2002), we treat the number of genes to be selected as a constant. This number tends to depend on factors like the scale of the experiment, follow-up plans and so on and can reasonably be regarded as part of the experimental set-up in much the same way as the total number of genes under study, or the sample size.
Expected loss in gene selection
Suppose a test statistic f is used to select genes from a dataset D, and that the number of genes to be selected is s. If a gene is ranked in the top s places under f it is regarded as a DEG and selected, otherwise it is taken to be a NDEG. This process of selecting genes using f can be thought of as leading to the assignment of one of the labels {H 0 , H 1 } to each of the p genes. These assignments are guesses at some true state of nature: each gene either truly satisfies the null hypothesis or not. We can therefore think of a true label vector Z whose p elements Z k are defined in the following way:
Now, letẐ =Ẑ(f , D, s) represent the labeling obtained by applying f to data D, and selecting the s highest ranked genes. That is, the top s genes are assigned the label '1' and the remaining (p −s) genes assigned the label '0'. Clearly, there may be errors in this labeling aŝ Z may differ from the true vector Z. A suitably chosen real-valued loss function L = L(Ẑ, Z) is used to capture the extent of this error. Loss L is therefore data-dependent:
We can quantify the loss likely to be incurred when f is applied to data drawn under a data-generating distribution g by averaging L under g:
The quantity E[L] is called expected loss. For simplicity we have assumed a fixed true label vector Z. More generally, we can think of random Z, in which case we would obtain expected loss by averaging L under the joint distribution of D and Z.
Loss functions that could be used for gene selection include, among others, (1) the (negative) area under the ROC curve, (2) '0-1' loss and (3) False Discovery Rate or FDR (Benjamini and Hochberg, 1995) . Following the recent literature in multiple testing for microarrays , in this paper we use a FDR notion of loss. We note also that although these loss functions differ in their precise treatment of errors, in practice they tend to broadly agree regarding the optimality of statistics. For example, if a fixed number of genes is selected, it is easy to show that a statistic that minimizes expected FDR must also minimize expected 0-1 loss.
Learning test statistics
Expected loss depends only on the test statistic f , number of genes selected s and true data-generating distribution g. Given data drawn under g, we would like to choose a function f * such that expected loss is minimized:
where, F is a suitably defined set of test statistics. The need to choose functions that minimize expected loss arises in many areas of data analysis, including classification and regression. In these applications, it is frequently the case that the data-generating distribution g is unknown, but that the loss function can be evaluated for given data. Then, it is possible to use methods like crossvalidation to estimate the expected loss and empirically minimize Equation (6).
Unfortunately, in the context of selecting differentially expressed genes, we can neither adequately characterize the data-generating distribution nor evaluate loss for given data (since we do not know which genes are truly differentially expressed). That is, both g and Z are unknown. Thus, we cannot hope to directly minimize expected loss in gene selection, even by empirical means.
THEORY
Our intention is to learn test statistics for gene selection using a simple notion of reproducibility in selection results as a proxy for expected loss. In this section, we define reproducibility and examine the relationship between reproducibility and expected loss.
Definition
Consider two sets of data D a and D b drawn under a (unknown) datagenerating distribution g. Each dataset has the same genes; a test statistic produces two potentially distinct orderings of these genes from the two datasets. Let the s highest-ranked genes in each case be selected as sets L a and L b , respectively.
Reproducibility R is then defined as the number of genes in common between the sets L a and L b :
where | · | denotes cardinality. Our central claim is that, subject to certain conditions, reproducibility as defined here provides a useful guide to expected loss in gene selection such that it may be used as a proxy for expected loss in the learning process.
Reproducibility and expected loss
Prior to a formal analysis of the relationship between reproducibility and expected loss, it may be helpful to consider an intuitive argument which provides a good sense of why-and under what conditions-they are related. Consider a scenario in which the total number of genes runs into the thousands, with the majority being NDEGs. Suppose also that some proportion of the genes selected using a given test statistic are false positives. Then, provided a good number of these false positives are chosen more-or-less at random from the large pool of NDEGs, the variability in their identities will tend to be high compared with the corresponding variation among the DEGs selected. Hence, the greater the proportion of DEGs among the genes selected (i.e. the lower the expected loss), the more agreement there will tend to be between sets of results and the higher the reproducibility.
Reproducibility in terms of expected loss
In order to formalize the argument presented above, we first express reproducibility in terms of expected loss and then examine the conditions under which the two are anti-correlated.
Using a FDR notion of loss, E[L] is simply the expected proportion of false positives among the set of genes selected:
where, S 1 is a random variable representing the number of true positives among the s genes selected. To simplify some of the expressions presented below, we define a quantity q as follows:
Thus, q is the expected proportion of true positives among the genes selected. We refer to q as expected accuracy.
Let us assume that all of the DEGs are i.i.d. and that all of the NDEGs are also i.i.d. Then, each of the DEGs has the same chance of appearing in the top s places when ranked under the test statistic f and therefore of being selected. We can then think of the selection of differentially expressed genes as a series of Bernoulli trials such that the distribution over the number S 1 of true positives is binomial. If the number of genes selected does not exceed the total number p 1 of DEGs, i.e. s ≤ p 1 , the probability parameter of the binomial is q, and the number of Bernoulli trials is s:
Accounting also for the s > p 1 case, we get the general expression 1 of true positives in the two sets? Consider taking one DEG at a time from the set L b and trying to find it in the set L a . This is in effect a series of Bernoulli trials, with the number of 'successes' being the number R 1 of DEGs in common between the two sets. Under the i.i.d. assumptions made above every DEG has the same chance of appearing in the result-set, so the distribution over R 1 is itself binomial:
Note that we have assumed (without loss of generality) that S a 1 > S b 1 . We can make a similar argument for the NDEGs such that the ii110 Data-adaptive test statistics distribution over R 0 is also binomial:
where, in analogy to p 1 , p 0 represents the total number of NDEGs. Now, taking the expectation of R
Since S a 1 and S b 1 are independently distributed according to Equation (11)
Conditions for correlation
Now, suppose two test statistics f 1 and f 2 have corresponding expected accuracies q 1 and q 2 . Suppose also that statistic f 1 is more accurate (i.e. has lower expected loss) than f 2 . Then, the difference q between q 1 and q 2 (= q 1 −q 2 ) is positive. Using Equation (16), the corresponding dif-
Examining this expression we can see that E[R] and q are positively correlated if and only if the term within the square brackets is positive. Thus, a necessary and sufficient condition for correlation is
Since q = 1−E[L], this same condition is necessary and sufficient for expected reproducibility and expected loss to be anti-correlated. Canceling p 0 and simplifying the equation we get
This can be interpreted to mean that the average of the expected accuracies of statistics f 1 and f 2 must exceed what would be expected if genes were selected entirely at random.
We can also rewrite Equation (17) in the following form:
Now, suppose the number p 1 of DEGs is held constant and the number of NDEGs allowed to vary. The coefficient of 1/p 0 is (q 1 + q 2 − 2). Since q 1 and q 2 are expected proportions of true positives, (q 1 + q 2 − 2) < 0, provided at least one method has a non-zero expected loss. Then, for a fixed difference q in expected accuracies the 'response' in terms of reproducibility will grow with p 0 . In other words, a large proportion of nulls is beneficial to our method, as suggested by the informal argument with which this section began. Indeed, simulation experiments confirm that the relative performance of our method compared with the t-statistic improves with the proportion of NDEGs.
Estimating reproducibility
Reproducibility can be estimated from a single dataset using the bootstrap (Efron, 1979) . We treat reproducibility R as a statistic to be estimated and use the bootstrap as shown in Algorithm 1. The procedure shown takes as input a test statistic f , a dataset D and a number s of genes to be selected, and produces a reproducibility score as output. We refer to this estimate of reproducibility asR = R (f , D, s) . In all the experiments presented below, B = 200. 
Data-adaptive statistics using reproducibility
Consider again Equation (6):
So far, we have defined a notion of reproducibility and have the assurance that asymptotically, reproducibility is anti-correlated with expected loss for any pair of test statistics more effective than random selection. We have also a simple procedure by which reproducibility can be estimated from a dataset. We are therefore in a position to use reproducibility as a criterion for learning a test statistic from data:
where, we refer to the learned statistic asf * to emphasize that it is no longer the optimal member of the set F, but only an approximation to that optimal statistic. Note also that since reproducibility is anticorrelated with expected loss, the minimization has been replaced by a maximization.
What about the choice of the set of functions F? Clearly, this is a key question. We would like to give our learning procedure a large set of functions from which to choose, but must be careful to restrict the set sufficiently to satisfy the 'better-than-random' condition of Equation (19). We suggest that the family of statistics is defined as follows:
where, |X k −Ȳ k | is the absolute difference of sample means between conditions (i.e. between the 'X' and 'Y ' data), and σ k the unbiased pooled standard deviation for the k-th gene. The θs are scalar parameters, common to all genes. The family of statistics F is a generalization of the t-statistic and contains SAM (Tusher et al., 2001) , difference of means and the t-statistic itself as special cases. The parameter θ 1 allows the standard deviation term to be 'switched off'.
We use a straightforward Monte Carlo scheme to learn the θs. The parameters are sampled and rejected in case of division by zero. Reproducibility is calculated for the statistic corresponding to each set of parameters drawn and the parameters with highest reproducibility returned after 500 iterations.
RESULTS
In this section we examine experimentally the ability of the proposed method to correctly select differentially expressed genes under various conditions. Our experiments are focused on simulated and spike-in microarray data where the ground truth is known a priori. We do not use 'live' experimental data because in such cases there tends to be little agreement on which genes are truly differentially expressed, and consequently there would be no objective way of determining the expected loss or accuracy associated with a test statistic.
Simulated data
Simulated data were generated using a hierarchical model, following a procedure similar to Lönnstedt and Speed (2002) . Data in each of the classes (i.e. the 'X' and 'Y ' data) were drawn from Normal distributions with prior distributions for the means (a Normal) and variances (a Gamma). In many cases, microarray data are only approximately log-normally distributed making robustness to deviations from the canonical picture important. We therefore considered the following data-generating distributions:
(a) Differing variances: Here, we allowed variance hyperparameters to differ between DEGs and NDEGs such that DEGs had generally higher variances than NDEGs. This mimics a situation where genes of interest display higher variability.
(b) Non-normality: Here, we drew data from a mixture of the hierarchical Normal model described above and a uniform distribution such that the overall density had heavier tails than a Normal.
(c) Normality and equal variances: Here, data was drawn under a conventional Normal model, with the same variance hyperparameters for both DEGs and NDEGs. This set-up conforms to the assumptions of the t-test.
In each case we generated 200 datasets, each with 1025 'genes', of which 25 were truly differentially expressed. In Case (a) and Case (b) the total sample size was 10, with five 'arrays' in each of the two classes. Our aim in Case (c) was to look at performance under conditions perfectly suited to the t-statistic. The t-statistic is known to do badly at small sample sizes, so we set the total sample size to 50 for this experiment. Thus, for each of the three conditions above we applied our method as well as the t-statistic and SAM, to each of the 200 datasets separately and took the average of the results obtained to obtain ROC curves and boxplots of the number of truly differentially expressed genes discovered. The ROC curves capture the performance of the methods across a range of thresholds, while the boxplots provide a readily interpretable sense of differences in performance. Figure 1 shows the results of these experiments. In Case (a), our method does noticeably better than either the t-statistic or SAM. We found that in 180 of the 200 iterations the learning process resulted in a simple difference of means test statistic (i.e. a statistic with the parameter θ 1 set to zero). Interestingly, the choice of test statistic made by the learning procedure in this case is in correspondence with theoretical work (Mukherjee and Roberts, 2005) , which shows that when the variances of DEGs exceed those of NDEGs difference of means does better than the t-statistic or SAM. In Case (b), our method displays a better average performance than the t-statistic or SAM and also shows less variability in the number of true positives discovered. In Case (c), with the data drawn under a conventional Normal model, the t-statistic does very slightly better than our method, with both methods outdoing SAM in this case.
Benchmark expression data
We applied our method to a spike-in study conducted by GeneLogic (Gaithersburg, MD). The subset of the GeneLogic dataset used here consists of Affymetrix (Santa Clara, CA) arrays in which spike-in concentrations are the same for all spiked-in genes on a particular array; for further details see Antonellis et al. (2002) , in particular Table 1 of that report. Data were preprocessed using the Robust Multichip Average (Bolstad et al., 2003) .
We started with a total of 12 arrays, three each with spike-ins at 12.5, 25, 50 and 75 pM concentrations. We treated the 12.5 and 25 pM arrays as the first group (the 'X' data), and the 50 pM and 75 pM arrays as the second group ('Y' data). We then resampled the arrays with replacement, at each iteration taking three arrays from the first group and three from the second group. This provided us with a series of iterations each of which had six arrays in two classes, with 11 genes known to be differentially expressed between them. Figure 2 shows ROC curves and boxplots of the number of true positives discovered, calculated using this resampling process. For the boxplots the top 20 genes were selected.
Why does the t-statistic perform so poorly here? Since each class contains two distinct spike-in concentrations, we conjecture that the explanation lies in the resulting bimodality of the data. Our method is able to deal with this bimodality by choosing an appropriate member of the family F. SAM does much better than the t-statistic, but has a lower average performance and also displays far greater variability than our method.
DISCUSSION AND CONCLUSIONS
The data-adaptive approach to gene selection proposed in this paper can be thought of as exploiting an assumption about the relative proportion of differentially expressed genes in a dataset, to relax parametric assumptions regarding distributions underlying the data. We feel that the assumption of a relatively small number of differentially expressed genes is appropriate for a great many microarray experiments, whereas, as noted at the outset, strong distributional assumptions may not be.
But can we be sure that there are indeed only a relatively small number of genes that are truly differentially expressed? In many cases, we can be fairly confident that this is the case, as for example in experiments using large genome-wide arrays, but involving very specific biological perturbations. Equally, in some cases, such as studies using a small custom array or involving very drastic perturbations which may affect a large proportion of genes under investigation, it may be clear that our method is not applicable. In general, since we need only to verify that a relatively small number of genes are DEGs, we suggest that a rough check via an examination of MA plots, for example, should be sufficient. If there appears to be a great deal of activity, with a large proportion of genes being differentially expressed, our method should not be used. Interestingly, the samroc algorithm proposed in Broberg (2003) does best when there is a relatively large number of DEGs. Thus, our method and samroc can be thought of as complementary in this regard.
Our other key assumption was that the statistics involved in the learning process were better than random. The set of statistics F, defined by Equation (22), is sufficiently restricted that every member of the family will outperform random gene selection under any plausible data-generating distribution, but the family as a whole nonetheless offers considerable flexibility and power under a wide range of conditions. Indeed, our experimental results show that under many conditions members of F can produce substantially better results than either the t-statistic or SAM.
When the true data-generating distribution matches precisely the assumptions of a parametric statistic we should expect that statistic to do well. Also, since learning itself must have some cost, we should expect a learning-based method to do at best slightly worse than the optimal statistic in such cases. Indeed, in Figure 1c does very slightly better than our method when applied to larger samples drawn under a conventional Normal model. However, what is reassuring is that while our method clearly outdoes the t-statistic under other arguably more realistic conditions, it remains highly competitive in this classical scenario. An interesting comparison may be drawn between the dataadaptive scheme proposed here and empirical Bayes approaches such as the B-statistic (Lönnstedt and Speed, 2002) . Empirical Bayes methods are also data adaptive in that they determine the hyperparameters of a Bayesian model from the data. However, a key difference from our method is that these methods require the specification of a full Bayesian model. If the true data-generating distribution deviates significantly from the specified model, such methods may perform poorly.
Two key directions for future work will be as follows:
(1) Extending our procedure to other hypothesis testing problems in genomics. The reproducibility-based scheme we have proposed is highly general and should be applicable to other problems in genomics and elsewhere. We are currently working on extending the method presented here to microarray time series data.
(2) Computing P -values. A test statistic learned under the scheme proposed here will not, in general, have a known null sampling distribution from which to compute P -values. However, there is now a rich literature on the estimation of null distributions by computationally intensive means. We are looking into the use of such methods for the explicit control of error rates under our approach.
In conclusion, we have proposed a data-adaptive procedure for the selection of differentially expressed genes. The procedure is principled, practical and effective. The theory underpinning our method is quite general and we expect to be able to extend this work to other problems in genomic data analysis.
