ABSTRACT. In this paper we study the behaviour of the limit set of complete proper compact minimal immersions in a domain G ⊂ R 3 with the boundary ∂G ⊂ C 2 . We prove that the second fundamental form of the surface ∂G is nonnegatively defined at every point of the limit set of such immersions.
INTRODUCTION
Let F : M → R 3 be a complete conformal minimal immersion. After the discovery in 1996 by the second author [Na1] that the surface can be bounded, i. e., the image of F can be in a ball of R 3 , it was done a lot of work studying the topology and limit sets of bounded complete minimal immersions (see for instance [LMM] , [MM2] and [AFM] ). In [MM1] it was proven that as a surface M can be taken a disk. From now on, we will assume that M is the unite disk of C.
Denote by γ the limit set of the surface F (M), i. e., γ ⊂ R 3 is the limit set of F (z) for z → ∂M. It was proven [MM3] that for any bounded convex domain G ⊂ R 3 there exists a complete minimal surface such that its limit set γ ⊂ ∂G. On the other hand, in [MMN] was shown the existence of a domain G ⊂ R 3 for which there is no complete properly immersed in G minimal surfaces.
If we assume that the minimal surface is in addition compact, i. e., the map F has a continuous extension to the map F : M → R 3 , then γ can not be a subset of the boundary of a cube in R 3 [Na2] . Unfortunately in the paper [Na2] the condition of compactness of the minimal surface was missed in the statement of the theorem, however was used in the proof. Notice that for compact minimal immersions the limit set γ coincides with the set F (∂M). In [MN] it was proven that there are compact complete bounded minimal immersions such that γ is a Jordan curve of Hausdorff dimension 1. It is easy to see that Theorem 2. There is no properly immersed compact complete minimal disk in a polyhedron P ⊂ R 3 nor in R 3 \ P .
PRELIMINARIES
As a previous step to prove the above results we are going to introduce some notation. From this definition, we obtain the following two results straightforwardly:
3 be a domain with the boundary ∂G ⊂ C 2 , and p ∈ ∂G a concave point of G. Then, there exists a neighbourhood U of p in ∂G so that q is a concave point of G for all q ∈ U.
Remark 2. Notice that given a such domain G of R
3 and a concave point p of G, then the tangent plane T p (∂G) satisfies p ∈ T p (∂G) and there exists a neighbourhood of p in
Besides these two immediate results, the only tools that we will use in the proof of the main theorems are the following deep result of Bourgain [Bo] and a technical lemma:
Lemma 1. Let u : M → R be a harmonic function having a continuous extension to u : M → R. Consider β ∈ R satisfying the following two properties:
• There exists an open interval I ⊂ R such that β ∈ I and u |σ ≥ 0, where σ = {e iα | α ∈ I}.
• There exists an arc γ ∈ M such that e iβ ∈ γ and u |γ ≡ 0.
Then,
Lemma 1 will be proved in Section 5.
PROOF OF THEOREM 1
Theorem 1 is a trivial consequence of the following one:
Theorem 4. Let G ⊂ R 3 be a domain with the boundary ∂G ⊂ C 2 and X : M → G a proper compact complete minimal immersion. Then, the limit set of X does not contain concave points of G.
Proof. We will suppose that there exists a concave point of G in the limit set of X and we will lead us to a contradiction.
Assume the existence of such a point p. Since p belongs to the limit set, exists α ∈ R so that p = X(e iα ). X is proper and compact, hence, since Remark 1 we can find an open interval I ⊂ R so that α ∈ I and X(e iβ ) is a concave point of G for all β ∈ I. Up to a rigid motion, we can assume that
Using again that X ≡ (x 1 , x 2 , x 3 ) is compact, we obtain that it is bounded. Therefore, x 2 : M → R is a bounded harmonic function. Hence, the result of Bourgain (Theorem 3) guarantees the existence of a dense set A on I so that
Choose β ∈ A close enough to α so that
where l 1 = 0, l 2 , l 3 ∈ R and we have denoted q = X(e iβ ). This election is possible because of (3.1). Now, consider the function
which is continuous on M , harmonic on M and identically equal to 1 on the curve X −1 (T q (∂G)). Moreover, e iβ ∈ X −1 (T q (∂G)). Therefore, taking Remark 2 into account, Lemma 1 guarantees that the integral
Therefore, using also (3.2) and labeling l = l 3 /l 1 , we have
On the other hand, X is a minimal immersion of a Riemannian surface, and so, it is a conformal map. From this fact it follows that (dx 1 ) 2 + (dx 2 ) 2 + (dx 3 ) 2 is a conformal metric on M. Then, working with ∇x i as complex numbers, we have
FIGURE 2. This kind of situation is not a conformal map. Now, taking into account (3.2), (3.3) and (3.4), we obtain that
As a consequence, we have
that means that the curve X(re iβ ), 0 < r < 1, has finite length, and hence the minimal surface X(M) is not complete. This contradicts the hypotheses of the theorem, and so, finishes the proof.
As an immediate consequence of Theorem 1, the following result can be proved. Corollary 1. Consider G a convex domain with the boundary ∂G ⊂ C 2 . There is no proper compact complete minimal disk in R 3 \ G.
PROOF OF THEOREM 2
The proof is quite similar to the proof of Theorem 4. Therefore, we will not explain some of the details. Again, we proceed by contradiction. Assume there exists a such immersion X = (x 1 , x 2 , x 3 ). Up to a rigid motion, the compactness of X guarantees the existence of an open interval I ⊂ R so that
Hence, x 1 is a smooth function in a neighbourhood of I, and so
On the other hand, since x 2 is a bounded harmonic function, Theorem 3 gives us β ∈ I so that
On the other side, X is a conformal map, thus
Finally, combining the inequalities (4.1), (4.2) and (4.3) we obtain
which proves the theorem.
PROOF OF LEMMA 1
Define the functions ϕ 1 = sup{0, u |∂M } , and ϕ 2 = inf{0, u |∂M } .
For each i = 1, 2, consider v i the function solving the problem
and v 2 ≤ 0 ≤ v 1 in M. Moreover, since v 2|σ = 0 we obtain that fixed ǫ > 0 there exists a constant C > 0 so that
Therefore, since v 2 is harmonic,
Now, for 0 < ρ < 1/2 define x ρ = (1 − 2ρ)e iβ . Let B ρ be the ball centered at x ρ and with radius ρ. Fix C 0 > 0 and assume that C 0 v 1 (x ρ ) > ρ. Then, since v 1 ≥ 0 in M, by Harnack's Theorem we have a constant C 1 > 0 (which does not depend on C 0 ) so that
On the other hand, since v 1 ≥ 0 in ∂M, we know that there exists another constant C 2 > 0 (again, it does not depend on C 0 ) satisfying
where G is the Green function in D, having its singularity in x ρ . Hence,
This fact implies the existence of a new constant C 3 > 0 (not depending on C 0 ) such that C 0 v 1 (x) > C 3 |x − e iβ | .
Therefore, taking C 0 small enough so that C 3 > C 0 C, where C is the constant of (5.2), we obtain a contradiction with the fact that u |γ = 0. Thus, there exists a constant C 4 > 0 such that v 1 < C 4 ρ. Hence, there exists C ′ > 0 satisfying (5.4) |∇v 1 (x ρ )| < C ′ .
Finally, we conclude the proof combining (5.1), (5.4) and (5.3).
