Abstract
Introduction
When producing digital images and movies, there are often disruptions from the true values to the detected values for each pixel. These deviations to the image content can defeat common image inferences like object detection and edge detection. Image restoration and Denoising techniques are important to improve the performance of these algorithms and the quality of the images and videos from digital cameras.
One of the main sources of variance from the true image is noise. Estimating the noise level from a single image seems like an impossible task: we need to recognize whether local image variations are due to color, texture, or lighting variations from the image itself, or due to the noise. It might seem that accurate estimation of the noise level would require very sophisticated prior model for images.
The same image model should be used for both noise estimation and Denoising. We found that segmentation -based approach is well suited to both tasks. In this paper, we use Efficient Graph-based segmentation [2] to select edges from a graph, where each pixel corresponds to a node in the graph. Weights on each edge are the measure of the dissimilarity between pixels. The segmentation algorithm defines the boundaries between regions by comparing two quantities -Intensity differences across the boundary and Intensity difference between neighboring pixels within each region. After segmentation, we have to estimate the noise by using Noise Level Function (NLF), in which the mean is the estimate of brightness, and the standard deviation is an overestimate of noise level.
The paper is organized as follows. We give the brief introduction to image Denoising in Section 2 and Efficient Graph-Based Image Segmentation in Section 3. We show how to estimate the noise level in Section 4. We provide the experimental results in Section 5 and apply those results in Section 6. Finally, we conclude at Section 7.
Image Denoising & Segmentation:
Image Denoising and segmentation are fundamental problems in the field of image processing and computer vision.
A. Image Denoising:
Image Denoising is a technique that enhances images by reducing degradations that may be present. Common degradation source is the noise from the image acquisition process and is commonly modeled by Gaussian random additive noise. Another source of degradation is the so called salt and pepper noise, due to random bit error in communication channel during the transmission phase.
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Image segmentation consists mainly in the detection of region boundaries or edges. An edge in an image may be defined as a location in which occurs a significant change in image intensity. Segmented image contain very useful information and are often used to convey the essential content of the image. Such image representations are useful in many applications such as object recognition, low bit-rate coding systems etc. In [4] , they implement a unified PDE-based image Denoising and segmentation approach based on a nonlinear diffusion equation with additive reactive term.
Efficient Graph-Based Image Segmentation
The graph based segmentation is based on selecting edges from a graph, where each pixel corresponds to a node in the graph. Weights on each edge measure the dissimilarity between pixels. The segmentation algorithm defines the boundaries between regions by comparing two quantities -Intensity difference across the boundary and Intensity difference between neighboring pixels within each region.
Let the internal difference of a component C in an image be Int(C) = max w(e) Where w(e), is the largest weight in the Minimum Spanning Tree of the component.
Let the difference between two components C1,C2 be the minimum weight edge connecting the two components. That is, Dif(C1,C2) = min(w( vi,vj)) The boundary between a pair of components is determined by checking if the difference between the components, Dif(C1,C2), is large relative to the internal difference within at least one of the components, Int(C1) and Int(C2). A threshold function is used to determine the degree to which the difference between components must be larger than minimum internal difference .i.e.,
false otherwise } where the minimum internal difference MInt is defined by,
A Based on the camera noise model and noise synthesis process, I N is a random variable dependent on the GCRF f and noise parameters σ s and σ c . Because L= f -1 (I) , the NLF can also be written as,
where I N (.) is defined as noise synthesis process.
B. Noise Model of a CCD Camera:
A CCD digital camera converts the irradiance, the photons coming into the imaging sensor, to electrons and finally to bits. There are five primary noise sources, namely, fixed pattern noise, dark current noise, shot noise, amplifier noise and quantization noise. We propose the following noise model of a CCD camera I = f(L + n s + n c ) + n q , Where I is the observed image brightness, f(.) is CRF, n s accounts for all the noise components that are dependent on irradiance L, n c accounts for the independent noise and n q is additional quantization and amplification noise. 
C. Experimental Results on Noise Estimation:
The red, green and blue curves are estimated using the proposed algorithm, whereas the gray curves are the true values for the synthetically generated noise. From the above Fig., (a) we observe many texture regions especially at high-intensity values, which implies high -signal variance. The estimated curves (in red, green, and blue) do not tightly follow the lower envelope of the sample at higher intensities, although they deviate from the true noise function (in gray) slightly. In Fig. (b) , the samples do not span the full intensity range, so our estimate is only reliable where the samples appear. The estimation is reliable if the color distribution spans the full range of the spectrum an there are texture less regions.
Experiments and Results
We selected 17 images covering different types of objects and scenes from the Berkeley segmentation data set [6] and added AWGN with 10 percent noise level to test our Denoising algorithm. We also ran standard bilateral filtering [8] , curvature preserving PDE [9] , and wavelet joint coring, GSM [10] . Default parameter settings are used for downloaded code. For curvature preserving we tweaked the parameters and found that the best results can be obtained by setting alpha =1, iter = 4 for sigma = 10%. We compare the other methods t our own using peak signal to noise ratio (PSNR).
[5] It is clear that our technique outperforms bilateral filtering, curvature preserving PDE, and wavelet transform. In terms of PSNR, our technique outperforms these algorithms by a significant margin. The curvature preserving PDE method generates colorfringing artifacts around the strong edges. Wavelet tends to produce color and blurring artifacts. Our algorithm, however, is able to smooth flat regions, preserve sharp edges, as well as kept subtle texture details [11] .In order to fairly compare the performance of the two models, we adopt the Improvement in Signal to Noise Ratio (ISNR) [2] :
where fi, j , gi, j and ˆ fi, j denote the original, degraded and filtered images, respectively. In general, the larger the ISNR value, the better the performance.
The comparison of different noises are given in Fig.5.3 As shown in Fig.5 .3 our graph-based segmentation for Denoising gives much better performance than the wavelet transform, PDE and the existing Bilateral filtering methods.
Conclusion
Based on the Graph-based segmentation approach we estimate and remove the noise from a single image. The NLF is obtained by estimating the lower envelope of the standard deviation of image variance per segment. The chrominance of the color noise is significantly removed by projecting the RGB pixel values to a line in color space fitted to each segment. The noise is removed by formulating and solving a Gaussian conditional random field. Experiments were conducted to test both the noise estimation and removal algorithms. Our Denoising algorithm outperforms the state-of-the-art wavelet Denoising algorithm on both synthetic and real noisecontaminated images by generating sharper edges, producing smoother flat regions and preserve subtle texture details. These features match our original criteria that we proposed for a good Denoising algorithm.
Fig. 5.3 Comparison of the existing method & our
Technique
