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Abstract
In this paper, we study the asymptotic behavior of solutions for the plate equation with a localized damp-
ing and a critical exponent. We prove the existence, regularity and finite dimensionality of a global attractor
in W22 (R
n) ×L2(Rn).
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1. Introduction
The paper is devoted to the investigation of a global attractor for the following plate equation
in Rn:
utt + α(x)ut + Δ2u + λu+ f (u) = g(x), (1.1)
where λ is a positive constant, α(·) and g(·) are given functions and f (·) is a nonlinear function
satisfying certain growth conditions.
The global attractors for the hyperbolic equations with interior dissipation were investigated
in [1–6] and references therein. The long-time behavior of solutions for the semilinear wave
equations with localized damping was investigated in [7,8], where the author established the
exponential decay of solutions using a unique continuation result for wave equations from [9].
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the existence of a global attractor for the semilinear wave equations with localized damping has
been established. The existence of a global attractor for Eq. (1.1), when α(x) ≡ α0 > 0, was
studied in [11].
The main objective of this paper is to study the existence, regularity and finite dimensionality
of a global attractor for the plate equation with a localized damping and a critical exponent in
an unbounded domain. The paper is organized as follows: In the next section we establish the
asymptotic compactness of the semigroup generated by the Cauchy problem for Eq. (1.1), in
Section 3 we present the proof of point dissipativity and then applying the result from [12], we
establish the existence of a global attractor, and finally in Section 4 we prove regularity and finite
dimensionality of the global attractor.
2. Preliminaries
We consider the problem
utt + α(x)ut + Δ2u + λu + f (u) = g(x), (t, x) ∈ R ×Rn, (2.1)
u(0, x) = u0(x), ut (0, x) = u1(x), x ∈ Rn, (2.2)
where λ > 0, g ∈ L2(Rn) and the functions α(·) and f (·) satisfy the following conditions:
α ∈ L∞
(
Rn
)
, α(·) 0, (2.3)
α(x) α0 > 0 for every |x| r0 > 0, (2.4)
f ∈ C1(R), ∣∣f ′(u)∣∣ c(1 + |u|p), p > 0, (n − 4)p  4, (2.5)
f (u) · u 0 for every u ∈ R. (2.6)
We denote the spaces Ws2 (R
n) by Hs, and the norm in Hs by ‖ · ‖s . We introduce the spaces
Hs = H 2+2s ×H 2s .
It is well known that under conditions (2.3)–(2.6) the solution operator S(t)(u0, u1) =
(u(t), ut (t)), t ∈ R, of problem (2.1), (2.2) generates a C0-group on the spaceH0, which satisfies
the following equation
d
dt
S(t)θ0 = AS(t)θ0 + F
(
S(t)θ0
)
, (2.7)
and consequently
S(t)θ0 = etAθ0 +
t∫
0
e(t−τ)AF
(
S(τ)θ0
)
dτ ∀t  0, (2.8)
where θ0 = (u0, u1), F (S(τ)θ0) = (0,−f (u(τ))+g) and A w = (w2,−Δ2w1 −λw1 −α(·)w2)
for w = (w1,w2). Using techniques of [8] it is easy to show that∥∥etA∥∥ Me−ωt ∀t  0, ∀s ∈ [−1,1], (2.9)L(Hs ,Hs )
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To prove the existence of a global attractor we need the following lemmas:
Lemma 1. Let us assume that conditions (2.3)–(2.6) are satisfied. If θm → θ0 weakly in H0 as
m → ∞, then
S(t)θm → S(t)θ0 weakly in L2(0, T ;H0),
∂
∂t
S(t)θm → ∂
∂t
S(t)θ0 weakly in L2(0, T ;H−1),
S(t)θm → S(t)θ0 weakly inH0 for every t  0.
Proof. The proof of this lemma is the same as the proof of [11, Lemma 1]. 
Lemma 2. Let us assume the conditions (2.3)–(2.6) are satisfied and B is a bounded subset
of H0. Then for any ε > 0 there exist t1 = t1(ε,B) > 0 and r1 = r1(ε,B) such that for every
t  t1, r  r1 and every θ ∈ B we have
1
t
t∫
0
∥∥S(τ)θ∥∥2
W 22 (R
n\B(0,r))×L2(Rn\B(0,r)) dτ  ε, (2.10)
where B(0, r) = {x: x ∈ Rn, |x| r}.
Proof. Multiplying (2.1) by ut and integrating over [τ, t] ×Rn we obtain
E
(
u(t), ut (t)
)+ ∫
Rn
Φ
(
u(t, x)
)
dx −
∫
Rn
g(x)u(t, x) dx +
t∫
τ
∫
Rn
α(x)u2t (s, x) dx ds
= E(u(τ), ut (τ ))+ ∫
Rn
Φ
(
u(τ, x)
)
dx −
∫
Rn
g(x)u(τ, x) dx, (2.11)
where E(u(t), ut (t)) = 12‖ut (t)‖2 + 12‖Δu(t)‖2 + λ2‖u(t)‖2 and Φ(s) =
∫ s
0 f (τ) dτ.
Let ϕ(·) ∈ C∞(Rn) be such that 0 ϕ(x) 1 and
ϕ(x) =
{
1, |x| 2,
0, |x| 1,
furthermore define ϕr(x) = ϕ(xr ). Multiplying (2.1) by ϕru(t, x), integrating over [0, t] × Rn
and taking into account (2.5), (2.6), (2.11) we obtain that for every r  r1 and t > 0
t∫
0
(‖Δu‖2L2(Rn\B(0,2r)) + ‖u‖2L2(Rn\B(0,2r)))ds  c1(1 + tr + t‖g‖2L2(Rn\B(0,r))
)
,
which together with (2.11) yields (2.10). 
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If {θm} is a sequence in B weakly converging to θ in H0, then for any ε > 0 there exists a
T0 = T0(ε,B) > 0 such that whenever T  T0
lim sup
m→∞
∥∥S(T )θm − S(T )θ∥∥H0  ε (2.12)
holds.
Proof. Let θm = (u0m,u1m), then S(t)θm = (u(m)(t), u(m)t (t)), where um(t, ·) is the solution of
Eq. (2.1) subject to the conditions um(0, x) = u0m(x) and umt (0, x) = u1m(x). Multiplying (2.1)
by (ut + α02 ϕr0u), integrating over [0, T ]×Rn and taking into account (2.5), (2.6) and (2.11) we
obtain that for every T > 0
∣∣∣∣∣
T∫
0
[∫
Rn
ϕr0
[∣∣ut (t)∣∣2 + ∣∣Δu(t)∣∣2 + λ∣∣u(t)∣∣2]dx + ∫
Rn
ϕr0f
(
u(t, x)
)
u(t, x) dx
]
dt
+
T∫
0
[ ∫
B(0,2r0)
Δu(t)u(t)Δϕr0 dx + 2
n∑
i=1
∫
B(0,2r0)
Δu(t)
∂
∂xi
u(t)
∂
∂xi
ϕr0 dx
]
dt
−
T∫
0
∫
Rn
ϕr0g(x)u(t, x) dx dt
∣∣∣∣∣ c2. (2.13)
Similar to (2.13), since B is bounded in H0 and θm ∈ B , for every T > 0∣∣∣∣∣
T∫
0
[ ∫
Rn
ϕr0
[∣∣u(m)t ∣∣2 + ∣∣Δu(m)∣∣2 + λ∣∣u(m)∣∣2]dx + ∫
Rn
ϕr0f
(
u(m)
)
u(m) dx
]
dt
+
T∫
0
[ ∫
B(0,2r0)
u(m)Δu(m)Δϕr0 dx + 2
n∑
i=1
∫
B(0,2r0)
Δu(m)
∂u(m)
∂xi
∂ϕr0
∂xi
dx
]
dt
−
T∫
0
∫
Rn
ϕr0g(x)u
(m)(t, x) dx dt
∣∣∣∣∣ c2 (2.14)
holds.
By (2.6), Lemma 1 and compact embedding theorems we have
lim inf
m→∞
T∫
0
∫
Rn
ϕr0f
(
u(m)
)
u(m) dx dt 
T∫
0
∫
Rn
ϕr0f (u)udx dt. (2.15)
By Lemma 1 and inequalities (2.13)–(2.15) we obtain
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m→∞
T∫
0
∫
Rn
ϕr0
[∣∣u(m)t ∣∣2 + ∣∣Δu(m)∣∣2 + λ∣∣u(m)∣∣2]dx dt
 2c2 +
T∫
0
∫
Rn
ϕr0
[|ut |2 + |Δu|2 + λ|u|2]dx dt, ∀T > 0,
or
lim sup
m→∞
T∫
0
∫
Rn\B(0,2r0)
[∣∣u(m)t − ut ∣∣2 + ∣∣Δ(u(m) − u)∣∣2 + λ∣∣u(m) − u∣∣2]dx dt  2c2,
∀T > 0. (2.16)
Now let pi(·) ∈ C∞(Rn) be such that
pi(x) =
{
0, |x| 3r0,
xi, |x| 2r0, i = 1, n.
Multiplying (2.1) by ∑ni=1(pi ∂∂xi u+ ( 12 −μ)∂pi∂xi u), integrating over [0, T ]×Rn and taking into
account (2.11) we obtain that for every T > 0
∣∣∣∣∣
T∫
0
[ ∫
B(0,2r0)
[
nμ
∣∣ut (t)∣∣2 + (2 − nμ)∣∣Δu(t)∣∣2 − λnμ∣∣u(t)∣∣2]dx]dt
+μ
T∫
0
[
n∑
i=1
∫
Rn\B(0,2r0)
∂pi
∂xi
[∣∣ut (t)∣∣2 − ∣∣Δu(t)∣∣2 − λ∣∣u(t)∣∣2]dx]dt
−
T∫
0
n∑
i=1
∫
Rn
∂pi
∂xi
Φ(u)dx dt + 2
T∫
0
n∑
i=1
n∑
k=1
∫
Rn\B(0,2r0)
∂pi
∂xk
Δu
∂2u
∂xi∂xk
dx dt
+
(
1
2
−μ
) T∫
0
n∑
i=1
∫
Rn
Δu
[
∂(Δpi)
∂xi
u+ 2
n∑
k=1
∂u
∂xk
∂2pi
∂xi∂xk
]
dx dt
+
T∫
0
n∑
i=1
∫
Rn
ΔuΔpi
∂u
∂xi
dx dt −
T∫
0
n∑
i=1
∫
Rn
g
[
pi
∂u
∂xi
+
(
1
2
−μ
)
∂pi
∂xi
u
]
dx dt
∣∣∣∣∣ c3. (2.17)
Similar to (2.17)—since B is bounded in H0 and θm ∈ B—for every T > 0 we can say that∣∣∣∣∣
T∫ [ ∫ [
nμ
∣∣u(m)t (t)∣∣2 + (2 − nμ)∣∣Δu(m)(t)∣∣2 − λnμ∣∣u(m)(t)∣∣2]dx]dt0 B(0,2r0)
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T∫
0
[
n∑
i=1
∫
Rn\B(0,2r0)
∂pi
∂xi
[∣∣u(m)t (t)∣∣2 − ∣∣Δu(m)(t)∣∣2 − λ∣∣u(m)(t)∣∣2]dx
]
dt
−
T∫
0
n∑
i=1
∫
Rn
∂pi
∂xi
Φ
(
u(m)
)
dx dt + 2
T∫
0
n∑
i=1
n∑
k=1
∫
Rn\B(0,2r0)
∂pi
∂xk
Δu(m)
∂2u(m)
∂xi∂xk
dx dt
+
(
1
2
−μ
) T∫
0
n∑
i=1
∫
Rn
Δu(m)
[
∂(Δpi)
∂xi
u(m) + 2
n∑
k=1
∂u(m)
∂xk
∂2pi
∂xi∂xk
]
dx dt
+
T∫
0
n∑
i=1
∫
Rn
Δu(m)Δpi
∂u(m)
∂xi
dx dt −
T∫
0
n∑
i=1
∫
Rn
pig
∂u(m)
∂xi
dx dt
−
(
1
2
−μ
) T∫
0
n∑
i=1
∫
Rn
g
∂pi
∂xi
u(m) dx dt
∣∣∣∣∣ c3. (2.18)
If we take μ ∈ (0, 2
n
), then by Lemma 1 and from (2.16)–(2.18) we have
lim sup
m→∞
T∫
0
∫
B(0,2r0)
[∣∣u(m)t − ut ∣∣2 + ∣∣Δ(u(m) − u)∣∣2]dx dt  c4(1 + √T ) (2.19)
for every T > 0.
On the other hand, by (2.5), (2.6), (2.10) and (2.11), for any δ > 0 there exist t0 = t0(δ,B) > 0
and r1 = r1(δ,B) such that for every T  t0, r  r1
1
T
T∫
0
∫
Rn\B(0,r)
Φ
(
u(m)(t, x)
)
dx dt  δ. (2.20)
Thus (2.16), (2.19) and (2.20) give us
lim sup
m→∞
1
T
T∫
0
[
E
(
u(m)(t), u
(m)
t (t)
)+ ∫
Rn
Φ
(
u(m)(t, x)
)
dx −
∫
Rn
g(x)u(m)(t, x) dx
]
dt
 1
T
T∫
0
[
E
(
u(t), ut (t)
)+ ∫
Rn
Φ
(
u(t, x)
)
dx −
∫
Rn
g(x)u(t, x) dx
]
dt + c5(1 +
√
T )
T
+ δ,
which together with (2.11) yields
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m→∞
[
E
(
u(m)(T ),u
(m)
t (T )
)+∫
Rn
Φ
(
u(m)(T , x)
)
dx + 1
T
T∫
0
T∫
t
∫
Rn
α(x)
∣∣u(m)t (s, x)∣∣2 dx ds dt
]
E
(
u(T ),ut (T )
)+ ∫
Rn
Φ
(
u(T , x)
)
dx + 1
T
T∫
0
T∫
t
∫
Rn
α(x)
∣∣ut (s, x)∣∣2 dx ds dt
+ c5(1 +
√
T )
T
+ δ (2.21)
for every T  t0.
Since by Lemma 1
lim inf
m→∞
∫
Rn
Φ
(
u(m)(T , x)
)
dx 
∫
Rn
Φ
(
u(T , x)
)
dx,
lim inf
m→∞
T∫
0
T∫
t
∫
Rn
α(x)
∣∣u(m)t (s, x)∣∣2 dx ds dt  T∫
0
T∫
t
∫
Rn
α(x)
∣∣ut (s, x)∣∣2 dx ds dt,
inequality (2.21) gives (2.12). 
Now Lemmas 1–3 give us asymptotic compactness of S(t), which is included in the following
theorem:
Theorem 1. Assume conditions (2.3)–(2.6) hold. Then for any bounded subset B of H0, the set
{S(tm)θm}∞m=1 is relatively compact in H0, where tm → ∞ and {θm}∞m=1 ⊂ B .
Proof. Since B is bounded, taking into account (2.5) and (2.6) in (2.11) we find that
supt0 supθ∈B ‖S(t)θ‖H0 < ∞. Therefore there exists a bounded subset B0 of H0 such that
S(t)θ ∈ B0 for every t  0 and θ ∈ B. Thus {S(tm)θm}∞m=1 has a subsequence {S(tmk )θmk }∞k=1
weakly converging in H0 to some ψ ∈H0. From Lemma 3 we know that, if {ξν}∞ν=1 ⊂ B0 and
ξν → ξ weakly in H0, then for any ε > 0 there exists a T0 = T0(ε,B0) > 0 such that
lim sup
ν→∞
∥∥S(T0)ξν − S(T0)ξ∥∥H  ε. (2.22)
For tmk  T0—since S(tmk −T0)θmk ∈ B0—there is a subsequence {S(tmkν −T0)θmkν }∞ν=1 weakly
converging to some ξ inH0. Then by Lemma 1, the sequence {S(tmkν )θmkν }∞ν=1 weakly converges
to S(T0)ξ in H0. Hence from the uniqueness of the limit we get ψ = S(T0)ξ . Taking ξν =
S(tmkν − T0)θmkν in (2.22) we obtain
lim sup
ν→∞
∥∥S(tmkν )θmkν −ψ∥∥H0  ε
and consequently lim infm→∞ ‖S(tm)θm−ψ‖H0 = 0. In other words the sequence {S(tm)θm}∞m=1
has a subsequence strongly convergent in H0. It can be seen in a similar way that every
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3. Existence of a global attractor
In this section, we shall show the existence of the global attractor. To this end, we first prove
the point dissipativity of S(t).
Let Z = {ϕ: ϕ ∈H0, S(t)ϕ = ϕ, ∀t ∈ R}. From condition (2.6) it follows that Z is bounded
in H0 (even in H1).
Theorem 2. Assume conditions (2.3)–(2.6) hold. Then
lim
t→∞ dist
(
S(t)θ,Z
)= 0, (3.1)
for every θ ∈H0.
Proof. Let θ ∈H0. From Theorem 1 it follows that the ω-limit set of θ namely
ω(θ) =
⋂
τ0
⋃
tτ
S(t)θcl
is compact in H0, invariant with respect to S(t) and
lim
t→∞ dist
(
S(t)θ,ω(θ)
)= 0. (3.2)
Let (u,ut ) = S(t)θ. Since by (2.3) and (2.11) the Lyapunov function L(S(t)θ) := E(u(t),
ut (t)) +
∫
Rn
Φ(u(t, x)) dx − ∫
Rn
g(x)u(t, x) dx is nonincreasing and bounded below, it has a
limit at positive infinity, i.e.
lim
t→∞L
(
S(t)θ
)= l.
This means that
L(ϕ) = l
for every ϕ ∈ ω(θ). Consequently if ϕ ∈ ω(θ) and (v, vt ) = S(t)ϕ, then v(t, x) satisfies the
following equations:{
vtt +Δ2v + λv + f (v) = g(x), (t, x) ∈ R × Rn,
αvt = 0, (t, x) ∈ R × Rn. (3.3)
Let w(t, ·) = v(t + t0, ·)− v(t, ·) and h(t, x) =
∫ 1
0 f
′(v + τw)dτ. Then from (3.3) we obtain{
wtt + Δ2w + λw + hw = 0, (t, x) ∈ R × Rn,
n
(3.4)
αw = 0, (t, x) ∈ R × R .
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in R × Rn from the result of [13], consequently ϕ ∈ Z.) Multiplying both sides of (3.4)1 by
e
k
∑n
j=1 xj and applying the Fourier transform we have
∂2
∂t2
F(wek∑nj=1 xj )(y)+ [ n∑
j=1
(k − iyj )2
]2
F(wek∑nj=1 xj )(y) + λF(wek∑nj=1 xj )(y)
+F(hwek∑nj=1 xj )(y) = 0, (t, y) ∈ R × Rn, (3.5)
where k > 1 and F(ϕ)(y) = 1
(2π)n/2
∫
Rn
ϕ(x)e−i〈x,y〉 dx, 〈x, y〉 =∑nj=1 xjyj .
Multiplying both sides of (3.5) by
i(y1 + y2 + · · · + yn)∑n
j=1(k − iyj )2
F(wek∑nj=1 xj )(y)
and integrating the real parts over (0, t)×Rn we obtain
t∫
0
∫
Rn
2k(y1 + y2 + · · · + yn)2∣∣∑n
j=1(k − iyj )2
∣∣2 ∣∣F(wtek∑nj=1 xj )∣∣2 dy dτ
+
t∫
0
∫
Rn
[
2k(y1 + y2 + · · · + yn)2 − λ
]∣∣F(wek∑nj=1 xj )∣∣2 dy dτ
+ Re
t∫
0
∫
Rn
i(y1 + y2 + · · · + yn)∑n
j=1(k − iyj )2
F(hwek∑nj=1 xj )F(wek∑nj=1 xj )dy dτ
 c1
(∥∥ω(θ)∥∥H0), ∀t > 0,
which together with Plancherel’s theorem gives us
Re
t∫
0
∫
Rn
i(y1 + y2 + · · · + yn)∑n
j=1(k − iyj )2
F(hwek∑nj=1 xj )F(wek∑nj=1 xj )dy dτ
+ 2k
t∫
0
∫
Rn
[
n∑
j=1
∂
∂xj
(
we
k
∑n
j=1 xj
)]2
dx dτ
 λ
t∫
0
∫
Rn
[
we
k
∑n
j=1 xj
]2
dx dt + c1
(∥∥ω(θ)∥∥H0), ∀t > 0, (3.6)
where ‖ω(θ)‖H0 = supϕ∈ω(θ) ‖ϕ‖H0 .
Now in order to estimate the first term on the left side of (3.6) let us show that if u, v ∈ W 22 (Rn)
and v = 0 in Rn\B(0, r0) then
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Lq(Rn)
 c
(
r0,‖u‖W 22 (Rn)
)∥∥∥∥∥
n∑
j=1
∂
∂xj
v
∥∥∥∥∥
L2(Rn)
(3.7)
where
q = min
{
2n
n+ 3 ,
2(n − 1)(n − 4)
n(n− 1)− 16
}
for n 5
and 1 < q < 2 for n < 5. We will prove (3.7) in the case n  5 (in the case n < 5 the proof is
simpler). Let xi =∑ij=1 yj , i = 1, n and u˜(y) = u(x), v˜(y) = v(x). Since v˜(y) = 0 for |y1| r0
we have
sup
y1∈R
∥∥v˜(y1, ·)∥∥L2(Rn−1)  c2(r˜0)
∥∥∥∥ ∂∂y1 v˜
∥∥∥∥
L2(Rn)
‖v˜‖L2(Rn)  c2(r˜0)
∥∥∥∥ ∂∂y1 v˜
∥∥∥∥
L2(Rn)
. (3.8)
Let
β = max
{
1,
4n
(n− 4)(n + 3)
}
.
Since W 22 (R
n) ⊂ L2β(Ry1;L2(n−1)/(n−4−1/β)(Rn−1)) using (1.3) and Holder inequality we find
that
∫
Rn
∣∣f ′(u)v∣∣q dx = r0∫
−r0
dy1
∫
{y′: y′∈Rn−1, |y′|r˜0}
∣∣f ′(u˜)v˜∣∣q dy′
 c3(r˜0)
r0∫
−r0
(
1 + ∥∥|u˜|p∥∥q
L2q/(2−q)(Rn−1)
)‖v˜‖q
L2(Rn−1)
dy1
 c4(r0)
r0∫
−r0
(
1 + ‖u˜‖2β
L2(n−1)/(n−3−2/β)(Rn−1)
)‖v˜‖q
L2(Rn−1)
dy1
 cˇ
(
r0,‖u‖W 22 (Rn)
)
sup
y1∈R
∥∥v˜(y1, ·)∥∥qL2(Rn−1)
which together with (3.8)1 yields (3.7).
It is easy to verify that
∣∣∣∣ (1 +
∑n
j=1 y2j )ε/2
∑n
j=1 yj∑n
j=1(k − iyj )2
∣∣∣∣ c4(n)
∣∣∣∣∣
n∑
j=1
yj
∣∣∣∣∣+ kε−1c5(n), for ε ∈ (1,2).
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t∫
0
∫
Rn
i(y1 + y2 + · · · + yn)∑n
j=1(k − iyj )2
F(hwek∑nj=1 xj )F(wek∑nj=1 xj )dy dτ ∣∣∣∣∣

t∫
0
∫
Rn
(
c4(n)
∣∣∣∣∣
n∑
j=1
yj
∣∣∣∣∣+ c5(n)kε−1
)(
1 +
n∑
j=1
y2j
)−ε/2∣∣F(hwek∑nj=1 xj )∣∣
× ∣∣F(wek∑nj=1 xj )∣∣dy dτ
 c4(n)
t∫
0
∥∥hwek∑nj=1 xj ∥∥
W−ε2 (Rn)
∥∥∥∥∥
n∑
j=1
∂
∂xj
(
we
k
∑n
j=1 xj
)∥∥∥∥∥
L2(Rn)
dτ
+ c5(n)kε−1
t∫
0
∥∥hwek∑nj=1 xj ∥∥
W−ε2 (Rn)
∥∥wek∑nj=1 xj ∥∥
L2(Rn)
dτ
 c6(n)
t∫
0
∥∥hwek∑nj=1 xj ∥∥
Lα(Rn)
∥∥∥∥∥
n∑
j=1
∂
∂xj
(
we
k
∑n
j=1 xj
)∥∥∥∥∥
L2(Rn)
dτ
+ c7(n)kε−1
t∫
0
∥∥hwek∑nj=1 xj ∥∥
Lα(Rn)
∥∥wek∑nj=1 xj ∥∥
L2(Rn)
dτ, (3.9)
where α = 2n
n+2ε when n 5, and 1 < α < 2 when n < 5. From the definition of q follows that
1 < n(2−q)2q < 2, when n  5. So taking ε = n(2−q)2q we have α = q when n  5. Hence taking
into account (3.7) in (3.9) we obtain
∣∣∣∣∣
t∫
0
∫
Rn
i(y1 + y2 + · · · + yn)∑n
j=1(k − iyj )2
F(hwek∑nj=1 xj )F(wek∑nj=1 xj )dy dτ ∣∣∣∣∣
 c8
(∥∥ω(θ)∥∥H0)
t∫
0
∥∥∥∥∥
n∑
j=1
∂
∂xj
(
we
k
∑n
j=1 xj
)∥∥∥∥∥
2
L2(Rn)
dτ
+ c9
(∥∥ω(θ)∥∥H0)kε−1
t∫
0
∥∥∥∥∥
n∑
j=1
∂
∂xj
(
we
k
∑n
j=1 xj
)∥∥∥∥∥
L2(Rn)
∥∥wek∑nj=1 xj ∥∥
L2(Rn)
dτ. (3.10)
Since by (3.4)2 we have w = 0 in (0, t)× Rn\B(0, r0), from (3.8)2 it follows that
t∫ ∫
n
[
n∑
j=1
∂
∂xj
(
we
k
∑n
j=1 xj
)]2
dx dτ  cˆ
t∫ ∫ [
we
k
∑n
j=1 xj
]2
dx dτ, ∀t > 0. (3.11)
0 R 0 B(0,r0)
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t∫
0
∥∥w(τ)ek∑nj=1 xj ∥∥2
L2(B(0,r0)) dτ  c10
(∥∥ω(θ)∥∥H0), ∀t > 0, (3.12)
which yields
t∫
0
∥∥w(τ)∥∥2
L2(B(0,r0)) dτ  c11
(∥∥ω(θ)∥∥H0), ∀t > 0, (3.13)
Since w(t, x) is the solution of the equation
wtt + αwt +Δ2w + λw + hw = 0, (t, x) ∈ R ×Rn,
taking into account (2.5), (2.9) and (3.13) we obtain
t∫
0
(∥∥wt∥∥2−2 + ∥∥w∥∥20)dτ  c12(∥∥ω(θ)∥∥H0), ∀t > 0. (3.14)
Now let T > 0 and define ŵ = t (T − t)w. Then from (3.4) we have{
ŵtt +Δ2ŵ + λŵ + hŵ = 2(T − 2t)wt − 2w, (t, x) ∈ R ×Rn,
αŵ = 0, (t, x) ∈ R ×Rn. (3.15)
As above, multiplying both sides of (3.15)1 by ek
∑n
j=1 xj and applying the Fourier transform,
similar to (3.5) we find
∂2
∂t2
F(ŵek∑nj=1 xj )(y) + [ n∑
j=1
(k − iyj )2
]2
F(ŵek∑nj=1 xj )(y)+ λF(ŵek∑nj=1 xj )(y)
+F(hŵek∑nj=1 xj )(y)
= 2(T − 2t) ∂
∂t
F(wek∑nj=1 xj )(y)− 2F(wek∑nj=1 xj )(y)
from which by multiplying by
i(y1 + y2 + · · · + yn)∑n
j=1(k − iyj )2
F(ŵek∑nj=1 xj )(y),
integrating real parts over (0, T ) × Rn and taking into account that ŵ(0, ·) = ŵ(T , ·) = 0 we
obtain
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0
∫
Rn
2k(y1 + y2 + · · · + yn)2∣∣∑n
j=1(k − iyj )2
∣∣2 ∣∣F(ŵt ek∑nj=1 xj )∣∣2 dy dt
+
T∫
0
∫
Rn
[
2k(y1 + y2 + · · · + yn)2 − λ
]∣∣F(ŵek∑nj=1 xj )∣∣2 dy dt
+ Re
T∫
0
∫
Rn
i(y1 + y2 + · · · + yn)∑n
j=1(k − iyj )2
F(hŵek∑nj=1 xj )F(ŵek∑nj=1 xj )dy dt
= 2 Re
T∫
0
∫
Rn
i(y1 + y2 + · · · + yn)∑n
j=1(k − iyj )2
F(wek∑nj=1 xj )F(ŵek∑nj=1 xj )dy dt
+ 2 Re
T∫
0
∫
Rn
i(y1 + y2 + · · · + yn)∑n
j=1(k − iyj )2
(2t − T )F(wek∑nj=1 xj )F(ŵt ek∑nj=1 xj )dy dt
which yields
T∫
0
∫
Rn
[
2k(y1 + y2 + · · · + yn)2 − λ − 1
]∣∣F(ŵek∑nj=1 xj )∣∣2 dy dt
+ Re
T∫
0
∫
Rn
i(y1 + y2 + · · · + yn)∑n
j=1(k − iyj )2
F(hŵek∑nj=1 xj )F(ŵek∑nj=1 xj )dy dt

(
T 2 + 1) T∫
0
∫
Rn
∣∣F(wek∑nj=1 xj )∣∣2 dy dt. (3.16)
Taking into account (3.10), (3.11) and (3.12) in (3.16) for large enough k we find that
T∫
0
∥∥ŵek∑nj=1 xj ∥∥2
L2(B(0,r0)) dt 
(
T 2 + 1)c13(∥∥ω(θ)∥∥H0), ∀T > 0,
from which follows
T∫
0
∥∥ŵ∥∥2
L2(B(0,r0)) dt 
(
T 2 + 1)c14(∥∥ω(θ)∥∥H0), ∀T > 0. (3.17)
Since ŵ(t, x) is the solution of the equation
ŵtt + αŵt +Δ2ŵ + λŵ + hŵ = 2(T − 2t)wt − 2w, (t, x) ∈ R × Rn,
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T∫
0
(∥∥ŵt∥∥2−2 + ∥∥ŵ∥∥20)dt  (T 2 + 1)c15(∥∥ω(θ)∥∥H0), ∀T > 0
consequently
2T/3∫
T/3
∥∥S(t + t0)ϕ − S(t)ϕ∥∥2H−1 dt  1T 2 c16(∥∥ω(θ)∥∥H0), ∀T > 0, ∀ϕ ∈ ω(θ). (3.18)
Since ∥∥∥∥ ∂∂t S(t)ϕ
∥∥∥∥H−1  c17
(∥∥ω(θ)∥∥H0), ∀t > 0, ∀ϕ ∈ ω(θ),
using integration by parts on (3.18) we obtain
∥∥∥∥S(23T + t0
)
ϕ − S
(
2
3
T
)
ϕ
∥∥∥∥2H−1  1T 1/2 c18
(∥∥ω(θ)∥∥H0), ∀T > 0, ∀ϕ ∈ ω(θ). (3.19)
Let ϕn = S(−n)ϕ. Then from (3.19) we find that
∥∥S(t + t0)ϕ − S(t)ϕ∥∥2H−1 = ∥∥S(t + t0 + n)ϕn − S(t + n)ϕn∥∥2H−1
 1
(t + n)1/2 c19
(∥∥ω(θ)∥∥H0).
The last inequality means that ϕ ∈ Z and consequently ω(θ) ⊂ Z, which together with (3.2)
gives (3.1). 
Now Theorems 1, 2 and [12, Theorem 3.1] give the existence of a global attractor.
Theorem 2. Assume conditions (2.3)–(2.6) hold. Then problem (2.1), (2.2) has a global attractor
A⊂H, which is invariant and compact.
4. Regularity and finite dimensionality
To prove the regularity of the global attractor A we will need the following lemmas.
Lemma 4. For any ε > 0 there exists δ > 0 such that if |t2 − t1| < δ and θ ∈A then ‖S(t2)θ −
S(t1)θ‖H0 < ε.
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
∥∥eΔtAS(t1)θ − S(t1)θ∥∥H0 +
Δt∫
0
∥∥e(Δt−τ)AF (S(τ)S(t1)θ)∥∥H0 dτ
= I1 + I2. (4.1)
Taking into account (2.5) and (2.9) we get
I2  cΔt. (4.2)
On the other hand, since limt→0+ etAϕ = ϕ for every ϕ ∈H0 andA is compact inH0, for any
ε > 0 there exist δ1 > 0 such that if 0 < t < δ1, then for every ϕ ∈A∥∥etAϕ − ϕ∥∥H0 < ε2
holds. Since A is invariant, from the last inequality we obtain that if Δt < δ1 then
I1 <
ε
2
. (4.3)
Choose δ = min{δ1, ε2c } from (4.1)–(4.3) we get that if |t2 − t1| < δ then∥∥S(t2)θ − S(t1)θ∥∥H0 < ε
for every θ ∈A. 
Lemma 5. Assume K is a compact subset of H 2 and f (·) satisfies condition (2.5). Then for any
ε > 0 there exists δ > 0 such that ‖v2 − v1‖2 < δ implies∥∥[f ′(v2)− f ′(v1)]u∥∥−2+s  ε‖u‖s (4.4)
for every v1, v2 ∈ K and u ∈ Hs (s = 0,2).
Proof. Let us perform the proof in the more interesting case n > 4. Denote
p∗ = 2n
n− 4 and cˇ = sup
v∈H 2
v =0
‖v‖Lp∗ (Rn)
‖v‖2 .
Since K is compact in H 2 for ε > 0 there exists δ1 > 0 such that if mesE < δ1 then∥∥f ′(v)∥∥
L (E)
<
ε (4.5)n/2 8cˇ
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δ
1/p∗
1
supv∈K ‖v‖2. Define the following subsets of Rn:
Qi =
{
x: x ∈ Rn, ∣∣vi(x)∣∣ α}, i = 1,2.
Then
mes
(
Rn\Qi
)

(
1
α
‖vi‖Lp∗ (Rn)
)p∗
 δ1, i = 1,2. (4.6)
Since f ′(·) is uniformly continuous in [−α,α], there exists δ2 > 0 such that if s1, s2 ∈ [−α,α]
and |s1 − s2| < δ2 then
∣∣f ′(s2)− f ′(s1)∣∣< ε4 . (4.7)
Let Q3 = {x: x ∈ Rn, |v2(x) − v1(x)| < δ2} and δ = 1cˇ min{δ1+1/p
∗
1 , δ
1+1/p∗
2 }. Then from‖v2 − v1‖2 < δ we obtain
mes
(
Rn\Q3
)

(
1
δ2
‖v2 − v1‖Lp∗ (Rn)
)p∗
< (cˇδ)
p∗
1+p∗  δ1. (4.8)
Thus if ‖v2 − v1‖2 < δ, then from (4.5)–(4.8) we have
∫
Rn
∣∣f ′(v2)− f ′(v1)∣∣|u||ϕ|dx

∫
⋂3
i=1 Qi
∣∣f ′(v2)− f ′(v1)∣∣|u||ϕ|dx + 3∑
i=1
∫
Rn\Qi
∣∣f ′(v2)− f ′(v1)∣∣|u|∣∣ϕ∣∣dx
 ε
4
‖u‖0‖ϕ‖0
+
3∑
i=1
‖u‖L2n/n−2s (Rn)
[∥∥f ′(v)∥∥
Ln/2(Rn\Qi) +
∥∥f ′(v2)∥∥Ln/2(Rn\Qi)]‖ϕ‖L2n/n+2s−4(Rn)
 ε
4
‖u‖s‖ϕ‖2−s +
3∑
i=1
ε
4cˇ
cˇ‖u‖s‖ϕ‖2−s = ε‖u‖s‖ϕ‖2−s
for every u ∈ Hs and ϕ ∈ H 2−s (s = 0,2). The last inequality yields (4.4). 
Now we can prove the regularity of the global attractor.
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Proof. Let θ0 = (u0, u1) ∈A and choose ε ∈ (0, ωM ). According to Lemma 5, there exists ε1 =
ε1(ε) such that if ‖θ2 − θ1‖H0 < ε1 then
∥∥( •F(θ2)− •F(θ1))η∥∥Hs < ε‖η‖Hs , ∀θ2, θ1 ∈A and ∀η ∈Hs , s = 0,−1, (4.9)
where F •(θ)η = (0,−f ′(θ1)η1) for θ = (θ1, θ2), η = (η1, η2). On the other hand, since
S(t)A=A (t ∈ R), similar to proof of Theorem 2 it is easy to show that limt→−∞ dist(S(t)θ,
Z) = 0 for every θ ∈A. Thus there exists T0 = T0(ε1, θ0) < 0 such that
dist
(
S(t)θ0,Z
)
<
ε1
2
, ∀t  T0. (4.10)
For ε12 choose δ = δ(ε1) as in Lemma 4 and denote Tm = T0 −mδ (m = 1,2, . . .). Then according
to (4.10) there exists a sequence {am} such that am ∈Z and ‖S(Tm)θ0 −am‖H0 < ε12 for every m.
Introduce the function w(t) = {am, t ∈ (Tm,Tm−1], m = 1,2, . . .}. Then from Lemma 4 we have∥∥S(t)θ0 −w(t)∥∥H0 < ε1, ∀t  T0. (4.11)
Let s < t  T0. According to (2.8) we obtain
S(t)θ0 = S(t − s)S(s)θ0
= e(t−s)AS(s)θ0 +
t−s∫
0
e(t−s−τ)AF
(
S(τ)S(s)θ0
)
dτ
= e(t−s)AS(s)θ0 +
t−s∫
0
eσAF
(
S(t − σ)θ0
)
dσ,
from which for 0 < h< t − s
S(t)θ0 − S(t − h)θ0
h
= 1
h
(
e(t−s)A − e(t−h−s)A)S(s)θ0 + 1
h
t−s∫
0
eσA
[
F
(
S(t − σ)θ0
)− F (S(t − h− σ)θ0)]dσ
+ 1
h
t−s∫
t−s−h
eσAF
(
S(t − h − σ)θ0
)
dσ.
Letting DhS(t)θ0 = S(t)θ0−S(t−h)θ0h , ΔS(t)θ0 = S(t)θ0 − S(t − h)θ0 and w˜(t, τ ) = τw(t) +
(1 − τ)w(t − h) from the last equality we have
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h
(
e(t−s)A − e(t−h−s)A)S(s)θ0 + 1
h
t−s∫
t−s−h
eσAF
(
S(t − h − σ)θ0
)
dσ
+ 1
h
t−s∫
0
eσA
1∫
0
•
F
(
S(t − σ − h)θ0 + τΔS(t − σ)θ0
)
ΔS(t − σ)θ0 dτ dσ
= 1
h
(
e(t−s)A − e(t−h−s)A)S(s)θ0 + 1
h
t−s∫
t−s−h
eσAF
(
S(t − h − σ)θ0
)
dσ
+
t−s∫
0
eσA
1∫
0
[ •
F
(
S(t − σ − h)θ0 + τΔS(t − σ)θ0
)
− •F (w˜(t − σ, τ))]DhS(t − σ)θ0 dτ dσ
+
t−s∫
0
eσA
1∫
0
•
F
(
w˜(t − σ, τ))DhS(t − σ)θ0 dτ dσ
= K1 + K2 +K3 + K4. (4.12)
Let us continue the proof in the case n > 8 (suitable embeddings are used when n 8). Using
(2.9) and condition (2.5) we have
lim
s→−∞‖K1‖H0 = 0 and lims→−∞‖K2‖H0 = 0.
On the other hand, since w(·) ∈ L∞(−∞, T0;H1) and DhS(t)θ0 is uniformly bounded in H−1
with respect to h and t , we have
‖K4‖H−μ  c1,
where μ = n−8
n−4 and c1 does not depend on t , s, h and θ0.
Using (4.9) and (4.11) we obtain
‖K3‖H−μ  εM
t∫
s
e−ω(t−σ)
∥∥DhS(σ)θ0∥∥H−μ dσ.
So from (4.12) we get
∥∥DhS(t)θ0∥∥H−μ  c1 + εM
t∫
−∞
e−ω(t−σ)
∥∥DhS(σ)θ0∥∥H−μ dσ
which yields
546 A.Kh. Khanmamedov / J. Differential Equations 225 (2006) 528–548∥∥DhS(t)θ0∥∥H−μ  c2, for ∀t  T0, ∀h ∈ (0,+∞).
Taking into account the last inequality we can get a more regular estimate for K4, and repeating
the above procedure a finite number of times we have
∥∥DhS(t)θ0∥∥H0  c3, for ∀t  T0, ∀h ∈ (0,+∞)
which means ∥∥∥∥ ddt S(t)θ0
∥∥∥∥H0  c3, for ∀t  T0.
Since the operator A is an isomorphism from H1 to H, taking into account the last inequality in
(2.7) we obtain
∥∥S(t)θ0∥∥H1  c4, for ∀t  T0, (4.13)
where c4 does not depend on θ0. It is known that S(T0)θ0 ∈H1 implies S(t)S(T0)θ0 ∈H1 for
every t ∈ R. Then θ0 = S(−T0)S(T0)θ0 ∈H1 and since θ0 is an arbitrary element of A we get
A⊂H1. Let η0 ∈A. Then from (2.7)–(2.9) we obtain∥∥∥∥ ddt S(t)η0
∥∥∥∥H0  c5
(‖η0‖H1 + ‖η0‖(p+1)H0 )e−tω
+ M
t∫
0
e−(t−s)ω
∥∥∥∥ •F (S(τ)η0) ddt S(τ )η0
∥∥∥∥H0 dτ, ∀t  0. (4.14)
Since A is compact in H0 there exists ξ(ε) > 0 such that
∥∥ •F(η)ϕ∥∥H0 = ∥∥f ′(η1)ϕ1∥∥0  ε∥∥ϕ1∥∥2 + ξ(ε)∥∥ϕ1∥∥0 (4.15)
for every η = (η1, η2) ∈A and every ϕ = (ϕ1, ϕ2) ∈H0. Thus from (4.13)–(4.15) we have
∥∥∥∥ ddt S(t)S(T0)θ0
∥∥∥∥H0  c6, ∀t  0, (4.16)
where c6 does not depend on t and θ0. Consequently from (2.7) and (4.16) we get ‖θ0‖H1  c7.
Since θ0 is arbitrary element of A and c7 does not depend on θ0, the last inequality means A is
bounded in H1. 
Now let us prove the finite dimensionality of the global attractor A.
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Proof. Again let us present the proof in the more interesting case n > 8. By Eq. (2.8) and Theo-
rem 4 we have
∥∥S(t)θ2 − S(t)θ1∥∥H0 Me−ωt‖θ2 − θ1‖H0 +M1e−ωt
t∫
0
eωτ
∥∥S(τ)θ2 − S(τ)θ1∥∥H(8−n)/(n−4) dτ
Me−ωt‖θ2 − θ1‖H0 +M1Me−ωt‖θ2 − θ1‖H(8−n)/(n−4)
+ M2e−ωt
t∫
0
τ∫
0
eωσ
∥∥S(σ )θ2 − S(σ )θ1∥∥H−1 dσ dτ, (4.17)
for every t  0 and every θ1, θ2 ∈A.
Let (u1(t), u1t (t)) = S(t)θ1, (u2(t), u2t (t)) = S(t)θ2, u(t) = u2(t) − u1(t) and ϕr(·) be as in
the proof of Lemma 2. Furthermore define ηr(t) = (ϕru(t), ϕrut (t)). Then from (2.1) (or (2.7))
we have
d
dt
ηr(t) = A˘ηr(t)+ F1(t)+ F2(t), ∀t  0, (4.18)
where
A˘ = A+ •F(0), F2(t) =
[ 1∫
0
•
F
(
S(t)θ2 + τ
(
S(t)θ1 − S(t)θ2
))
dτ − •F(0)
]
ηr(t)
and
F1(t) =
(
0,ΔuΔϕr +Δ
(
4
n∑
i=1
uxi (ϕr )xi + uΔϕr
)
− 2
n∑
i=1
Δ(ϕr)xi uxi
− 4
n∑
i=1
n∑
j=1
uxixj (ϕr )xixj
)
.
Since f ′(0) 0 (thanks to (2.6)) it is easy to show that
∥∥etA˘∥∥
L(Hs ,Hs ) M1e
−ωt , ∀t  0, ∀s ∈ [−1,1]. (4.19)
On the other hand, for some k1 > 0 we have∥∥F1(t)∥∥H−1  c8r ∥∥S(t)θ2 − S(t)θ1∥∥H0  c9r ek1t‖θ2 − θ1‖H0, ∀t  0. (4.20)
Choose ε ∈ (0, ω ). According to Lemma 5, there exists r0 = r0(ε) such that if r  r0 thenM1
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So from (4.18)–(4.21) we obtain that
∥∥ηr(t)∥∥H−1 M1
(
e−(ω−M1ε)t
∥∥ηr(0)∥∥H−1 + c10r ek1t‖θ2 − θ1‖H0
)
, ∀t  0. (4.22)
Similarly denoting ξr (t) = ((1 − ϕr)u(t), (1 − ϕr)ut (t)) we have
∥∥ξr (t)∥∥H−1 M1ek2t
(∥∥ξr (0)∥∥H−1 + c11r ek1t‖θ2 − θ1‖H0
)
, ∀t  0. (4.23)
Since S(t)θ2 − S(t)θ1 = ηr(t)+ ξr (t) from (4.17), (4.22) and (4.23) we obtain
∥∥S(t)θ2 − S(t)θ1∥∥H0 m1(t)‖θ2 − θ1‖H0 + m2(t)
[
‖θ2 − θ1‖H−1(B(0,r)) +
1
r
‖θ2 − θ1‖H0
]
,
∀t  0,
where H−1(B(0, r)) = L2(B(0, r)) × W−22 (B(0, r)), m2(t) is an increasing function and
m1(t) → 0 as t → +∞.
The last inequality together with [14, Theorem 5.3] yields finiteness of the fractal dimension
of the global attractor A. 
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