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Abstract
This report investigates means of improving the performance of optimistic distributed simula-
tions without aﬀecting the simulation accuracy. We argue that existing clustering algorithms
are not adequate for application in distributed simulations, and outline some characteristics
of an ideal algorithm that could be applied in this ﬁeld. This report is structured as follows.
We start by introducing the area of distributed simulation. Following a comparison of the
dominant protocols used in distributed simulation, we elaborate on the current approaches
of improving the simulation performance, using computation eﬃcient techniques, exploit-
ing the hardware conﬁguration of processors, optimizations that can be derived from the
simulation scenario, etc. We introduce the core characteristics of clustering approaches and
argue that these cannot be applied in real-life distributed simulation problems. We present
a typical distributed simulation setting and elaborate on the reasons that existing clustering
approaches are not expected to improve the performance of a distributed simulation. We
introduce a prototype distributed simulation platform that has been developed in the scope
of this research, focusing on the area of emergency response and speciﬁcally building evac-
uation. We continue by outlining our current work on this issue, and ﬁnally, we end this
report by outlining next actions which could be made in this ﬁeld.
3
4
Contents
1 Introduction 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Basic Concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Conservative Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Optimistic Simulation and the Time-Warp mechanism . . . . . . . . . . . . . 7
1.5 Comparison of the conservative/optimistic simulation . . . . . . . . . . . . . 10
2 Related Work in Distributed Simulation 12
2.1 Related work in optimizing simulation performance . . . . . . . . . . . . . . 13
2.1.1 Scenario speciﬁc optimization . . . . . . . . . . . . . . . . . . . . . . 16
2.1.2 Load balancing & Task allocation . . . . . . . . . . . . . . . . . . . . 18
2.1.3 Optimizations of the Time-Warp protocol . . . . . . . . . . . . . . . 22
2.2 A typical distributed simulation setting . . . . . . . . . . . . . . . . . . . . . 25
2.2.1 Literature review on clustering algorithms . . . . . . . . . . . . . . . 27
2.2.2 Comparison between hierarchical and partitional clustering algorithms 31
5
2.2.3 Disadvantages of clustering in distributed simulation . . . . . . . . . 32
3 Research achievements in improving the simulation performance 38
3.1 Related work in emergency response simulation . . . . . . . . . . . . . . . . 39
3.2 A Distributed Building Evacuation Simulator . . . . . . . . . . . . . . . . . 42
3.2.1 Component structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.2 Simulation approach of the DBES . . . . . . . . . . . . . . . . . . . . 44
3.2.3 Abstractions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.4 The Simulated Agents . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.5 Key features of our simulation platform . . . . . . . . . . . . . . . . . 47
3.3 Experiments using our distributed simulation environment . . . . . . . . . . 48
3.4 Allocating agents based on their simulated location . . . . . . . . . . . . . . 52
3.4.1 Adaptive re-partitioning . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4.2 Applying coalition formation in distributed simulation . . . . . . . . 56
3.4.3 An example of coalition formation . . . . . . . . . . . . . . . . . . . . 58
3.4.4 Initial performance results . . . . . . . . . . . . . . . . . . . . . . . . 64
3.5 Conclusions and future work . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Bibliography 73
6
List of Tables
1.1 Comparison of Distributed Simulation Schemes . . . . . . . . . . . . . . . . 11
2.1 Characteristics of distributed simulation and shortcomings of clustering ap-
proaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1 Summarizing the simulation results in diﬀerent population and distribution
settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2 Summarizing the simulation results when using diﬀerent types of requests for
committed events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7
8
List of Figures
3.1 How diﬀerent population settings aﬀect the simulation performance and con-
sistency of the simulation results . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 How the distribution setting aﬀects the simulation performance and consis-
tency of the simulation results, in diﬀerent population scenarios . . . . . . . 50
3.3 How resource allocation aﬀects the performance of the simulation and the
consistency of the simulation results . . . . . . . . . . . . . . . . . . . . . . . 54
3.4 Performance and consistency of the simulation when requesting a speciﬁc
number of committed events from the agents . . . . . . . . . . . . . . . . . . 65
3.5 Performance and consistency of the simulation when requesting a time-bounded
number of committed events from the agents . . . . . . . . . . . . . . . . . . 67
3.6 Snapshots of the simulation evolution by combining the committed events
that are submitted by the simulated agents . . . . . . . . . . . . . . . . . . . 68
9
10
Chapter 1
Introduction
1
2 Chapter 1. Introduction
1.1 Introduction
The modeling and analysis of the behavior of complex systems is of high interest in the ﬁeld
of computer science and engineering. However, as these systems become even more complex,
their numerical and analytical solution becomes intractable and tedious to be derived. In
such cases, simulation remains one of the preferred methods of investigation.
However, conducting simulations for complex systems remains still a diﬃcult task as the
complexity of the simulation environment increases, e.g. the population of simulation entities
rises, or when the simulation scenario gets “decorated” with more sophisticated aspects such
as interaction schemes, behavioral models etc. In general, designing a suﬃciently detailed
model requires both in-depth modeling skills and extensive development eﬀort. As soon as
this model has been designed and deployed, the simulation itself may take a long time to
execute, in relation to the size of the simulation, or the very nature of the simulation model.
Moreover, to get more accurate results with high conﬁdence intervals, or to investigate
variations of the simulated scenario by changing parameters of the input data, a series of
simulations could be needed.
While centralized simulation performs adequately and has been used in a variety of scenarios,
there exists the option of distributing non-overlapping processes into a number of diﬀerent
resources and be allowed to operate independently. Such an approach may prove beneﬁ-
cial towards the performance of the overall simulation itself, however a number of issues
arise pertaining especially in the accuracy of the simulated results. For instance, additional
communication channels should be designed to balance inaccuracies that may arise during
the evolution of the simulation. In the following paragraphs we introduce some basic con-
cepts and terminology, used commonly in the distributed simulation literature, as well as
the conservative and optimistic simulation approaches which have been used widely in this
ﬁeld.
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1.2 Basic Concepts
In a discrete event simulation system, changes in the simulation state occur in discrete
points in simulated time, or virtual time[1]. The simulated model alters its state upon the
occurrence of an event, which may be an internal or an external one. Internal events are
generated by the simulated entities itself, whereas external events arrive from other simulated
entities. Simulated systems maintain 3 data structures, which are updated as soon as an
event arrives. These data structures are:
State Variables A set of variables which deﬁne the current state of the simulation.
Event List A list which contains the events that have been scheduled for simulation, and
Clock A variable which denotes the time of the simulation, i.e. how far the simulation has
progressed.
In a distributed simulation environment, the system is viewed as a collection of logical pro-
cesses (LP), which operates independently from the other, and forms a simulation network.
These processes interact by exchanging messages which could refer to an external event,
synchronization control messages, etc. In such cases, where the elements are distributed in
a number of diﬀerent physical hosts, message exchanging is key in the smooth operation of
the simulation. All messages are timestamped with the originating LP’s local clock, and
depending on the receiver’s clock, appropriate actions are taken.
If an external event corresponds to a virtual time in the future, then the receiving LP places
this event in the appropriate position of its event list, and continues its operation without
altering the current sequence. One of the major issues in distributed simulations is when a
logical process receives an external event from another logical process having a lower local
clock; essentially a logical process receives an event “from the past”. Unfortunately this
introduces severe problems in the subsequent events as these may not have been possible
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should this new event had arrived in its proper time, or even those that have already been
executed. Special action needs to be taken so that the eﬀects of this error are minimized, or
even diminished. Such errors are called causality errors. One can ensure that no causality
errors can occur in a distributed simulation environment if the distributed logical processes
adhere to the following constraint [2]:
Local Causality Constraint: A discrete event simulation, consisting of logical
processes that interact by exchanging time-stamped messages, obeys the local
causality constraint if and only if each logical process, processes its events in a
non-decreasing time-stamped order.
In the sequel we elaborate on the two basic schemes for distributed simulation; the conser-
vative, and optimistic one. These two perceive the simulation task from diﬀerent angles, and
come with their own advantages and disadvantages.
1.3 Conservative Simulation
The term “conservative” refers to the fact that this approach ensures causality of the sim-
ulated events by exchanging time-stamped messages among the distributed LPs, prior to
every event execution. All LPs place each incoming event to a chronological list which con-
tains both the internal and external events, and execute the next event based on the list. In
the conservative simulation approach, due to the very frequent communication and inherent
synchronization scheme among LPs, no errors arise. One of the pioneering work was done by
Chandy, Misra and Bryant [3, 4]. Other early conservative approaches [5] are the blocking
table algorithm [6], SRADS [7], appointments [8], feed-forward [9], conditional knowledge
[10] and bounded lag [11]. A more detailed survey of parallel simulation approaches can be
found in [12].
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This approach is coupled with a number of disadvantages, such as deadlocks and memory
overﬂow. For example, deadlock may arise when a logical process is awaiting an external
message to arrive from another logical process that is currently blocked. Also, this constant
waiting for new external events when a logical process is in deadlock, leaves events unpro-
cessed which may grow unpredictably, leading to memory overﬂow. Techniques have been
developed which solve these issues, namely deadlock avoidance and deadlock detection and
recovery.
Deadlock, can be prevented by modifying the communication protocol based on the sending
of nullmessages [13]. A nullmessage is not related to the simulated model and only serves for
synchronization purposes. This “no-functionality” nature of the nullmessage is encapsulated
in the message as a no-eﬀect message, essentially the ﬁeld which reﬂects the event itself is
set to null. It is sent on every output channel of the logical process as an agreement not
to send any other message with smaller timestamp than the nullmessage’s in the future. It
is launched whenever an LP processed an event that did not generate an event message for
some corresponding target LP. The receiver LP can use this implicit information to extend
its event queue and by that become unblocked.
An alternative to the this scheme is also proposed in [13] by Chandy and Misra in which
deadlocks are allowed to occur but a mechanism detects them and is able to recover from
them. The mechanism comprises two phases;
parallel phase during which the simulation is given all rights to run, until it reaches a
deadlock, and
phase interface which introduces a computation so that some LPs can advance their local
clock.
The authors prove that in every parallel phase there will be at least one event which will be
processed and will generate at least one event message that will be sent before a deadlock
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is to appear. However, this mechanism introduces a central controller which relaxes the
distributed computing principle. To avoid a centralized resource to become the communica-
tion performance bottleneck, any distributed termination detection algorithm, or distributed
deadlock detection algorithm can be used instead [14, 15].
A number of other proposals can be found in the literature which handle the deadlock
detection and recovery issue, such as [12], in which the author introduces a special message,
called marker that circulates the network of the logical processes and scans and recovers
deadlocks. The algorithm creates a cyclic path for all communication channels for each
logical process, and all logical processes are colored “white” in the beginning. If a logical
process receives the marker message, it takes the “white” color and is expected to route it
along the cycle in ﬁnite time. If a logical process has sent, or received a simulation message
after receiving the marker message, it turns to “red”. The marker is able to identify a
deadlock, if the last N logical processes that it visited where all “white”. The deadlock is
more accurately detected if for all communication channels, all messages that were sent over
each channel, arrived at the destination in the same order as they left the sender. Moreover,
should the marker message be able to carry the next event times of all the visited LPs that
were “white”, the algorithm is able to identify, should a deadlock occur, the smallest next
event time as well as the LP in which this event is expected to occur. Deadlock recovery is
initiated by calling this LP to execute its next event. One drawback of this approach is that
the marker messages grow proportionally to the size of the simulation network.
Some protocols use a synchronous execution where the computation comprises 2 phases, (i)
determining which events are “safe” to process, and (ii) processing those events [16]. To
determine which events are safe, a “distance” between LPs is sometimes used, which is the
minimum amount of simulation time that must elapse for an event in one LP to directly or
indirectly aﬀect another LP [17]. This amount of time can be used by an LP to determine
bounds on the timestamp of future events it might receive from other LPs.
In [18], a Conservative Time Window(CTW) algorithm is presented used in parallel simu-
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lations of discrete event systems. The physical system to be simulated is partitioned into
n disjoint sub-systems, each of which is represented by an object. The CTW algorithm
identiﬁes a time window for each object such that events occurring in each window are in-
dependent of events in other windows and thus they can be processed concurrently. The
authors use three metrics to measure performance; (i) speedup, (ii) average number of inde-
pendent windows detected by the algorithm, and (iii) average number of events occurring in
each window. The obtained results suggest that the performance of the CTW algorithm is
good for certain classes of applications.
Chandy and Sherman propose a paradigm that combines mechanisms used in sequential sim-
ulations with conservative mechanisms [19]. In a sequential simulation, “conditional” events
are often scheduled. A conditional event is an event that will take place if no disruptive
event occurs ﬁrst. All conservative approaches convert conditional events to deﬁnite events,
events that are guaranteed to occur, before they can be processed. This is accomplished in
sequential simulations by virtue of the fact that no events exist in the event list with smaller
timestamp than the conditional event when that event is processed. Like other conservative
mechanisms, a protocol is required to determine when it is “safe” to process conditional
events. Chandy and Sherman propose both synchronous and asynchronous protocols to per-
form this task; these protocols use broadcasts to distribute “time of next event” information
in order to avoid deadlock situations.
1.4 Optimistic Simulation and the Time-Warp mecha-
nism
In contrast to the conservative approach, the optimistic scheme makes a much lighter use of
the communication channels between the distributed LPs. In essence, the LPs communicate
with each other only when needed, that is when an external event is to be sent to another
8 Chapter 1. Introduction
logical process. This approach is signiﬁcantly faster than the conservative one, however it is
much more prone to errors, as each logical process is indeed operating independently without
prior knowledge of other events, especially those which may introduce an error. To allevi-
ate this inherent disadvantage, the optimistic simulation approach requires synchronization
schemes, and rollbacking mechanisms to correct errors when they appear.
One of the pioneers in the area of the distributed optimistic simulation were Jeﬀerson [1]
and Sowizral [20], who introduced the Time Warp mechanism which exchanges messages
between the LPs for synchronization reasons. One of the key features of Time Warp is that
it employs a rollback mechanism to correct errors in the sequence of the simulated events.
The underlying logic of this mechanism is that if a logical process receives an event which
belongs to the local past, called straggler, then the LP rolls back to the latest saved state
in the current simulation history, which until that time had a consistent timestamp. After
rolling back, the logical process starts again from that point. To achieve this, each logical
process has to save its operational state at regular intervals so that it will be able to roll back
to, after an error has occurred. Moreover, each logical process must maintain two diﬀerent
communication channels, one for incoming messages and one for outgoing ones, all of which
should be handled in chronological order.
Since in this scheme the chronological order of events can not be guaranteed, each logical
process uses two diﬀerent messages to implement this synchronization scheme;
a positive message which contain actual events to be simulated, and
a negative, or anti- message which are sent to request the annihilation of a previously
“premature” message, which caused an error.
The message synchronization of the optimistic scheme relates the timestamp of the arriving
messages to the current local clock of the present LP. Two cases are identiﬁed; (i) if the
arriving message aﬀects the “local future”, then this new message is forwarded to the event
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list of the LP, and is pending on being executed, or (ii) if the new message aﬀects the “local
past”, where special attention needs to be put.
A message aﬀecting the local past is a direct indication of a causality error, and thus it needs
to be corrected. The rollback stage of the algorithm restores the latest state that was stored
with no causality errors and it reconstructs the LP state and event list according to it. This
mechanism handles the local eﬀects of the causality error, however the simulation network
itself should be informed about this issue. This is achieved by sending an antimessage
for all previously sent messages. If an antimessage is received, it is used to cancel out its
corresponding positive message. However, two cases must be considered:
• If there exist such a positive message in the input queue, then this message is re-
moved (annihilation). If this message has not been processed, then this event is simply
removed from the queue, however if it has already been executed, rollback is required.
• If there does not exist a dual message (possibly due to communication delays, etc), then
the negative message is placed in the input queue so that it can be later annihilated
by the positive message that is still pending.
Note that at any point of the simulation, the unprocessed event with the smallest timestamp
among all LPs can always be processed. This timestamp is called the Global Virtual Time
(GVT). Since no LP will produce an event with a smaller timestamp than the GVT (and
hence cause a rollback),then for each LP all but one of the saved states with timestamps
than GVT can be discarded safely. Many algorithms for eﬃciently computing or estimating
GVT have been proposed, some of which can be found in [21, 22, 23, 24, 25].
From the above it is evident that this techniques require a set of complicated tasks, both in
terms of communication exchange but also regarding state storing and retrieval. Moreover,
antimessages can cause a cascade of rollbacks throughout the simulation network which can
aﬀect the simulation performance. The Time-Warp protocol ensures that given considerable
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memory and communication resources, any rollback chain eventually terminates.
1.5 Comparison of the conservative/optimistic simula-
tion
From the above we can see that there has been no single approach which is able to provide
good performance for all, or most, kinds of applications. An approach (including its opti-
mization techniques) which might be good for certain applications, may perform badly for
the other applications. In table 1.1 we present some of the diﬀerences of the two mechanisms
in various aspects of simulation.
Conservative approaches are constantly “accused” of lacking robustness in terms of their per-
formance. Firstly, they heavily rely on lookahead. Disregarding the lookahead information
can degrade the performance considerably . Second, the simulation time can be sensitive to
small changes in the system, which can aﬀect the lookahead values.
In contrast, optimistic approaches do not rely heavily on lookahead and hence their perfor-
mance is less sensitive to small changes in the speciﬁcation. However, optimistic approaches
inherently have more overheads which are not shared by conservative approaches. The over-
heads include (i) state saving, (ii) rollback, (iii) GVT calculation, (iv) fossil collection, etc.
The degree at which they may aﬀect the overall performance depends on factors such as
the granularity of each LP, the frequency of state saving, hardware support, etc. Optimistic
methods appear to oﬀer greater hope for general purpose simulation, if the overhead of saving
the states of LPs is kept within a manageable level [26].
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Strategy Conservative Optimistic (Time Warp)
Operational
Principle
violations are strictly avoided allows violations to occur,
but recovers if detected (im-
mediately or in the future),
processes “good” and “bad”
events, commits good ones,
cancels bad ones
Synchronization synchronization mechanism
is processor blocking (thus
prone to deadlock), deadlock
avoidance mechanisms exist
synchronization mechanism is
rollback in virtual time, se-
vere communication overhead,
cascades of rollbacks that will
eventually terminate can bur-
den execution performance and
memory utilization
Parallelism
model
parallelism cannot be fully ex-
ploited
parallelism is fully exploited,
Time Warp protocol handles
possible causality errors
Memory Inherent conservative con-
sumption of memory
Aggressive memory consump-
tion, frequent state saving and
retrieving, complex memory
management schemes
Communication Messages should arrive in
timestamped order, known
LP “topology”
Messages are not required to
arrive in timestamped order,
unknown LP “topology”
Implementation Simple data structures, sim-
ple to implement
Complex data structures and
control mechanisms, hard to
implement
Performance Related to the deadlock re-
covery scheme, can support
mainly simple models
Related to the memory man-
agement and control mecha-
nisms, can support large mod-
els
Table 1.1: Comparison of Distributed Simulation Schemes
Chapter 2
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2.1 Related work in optimizing simulation performance
In this section we will present current approaches in the optimization of distributed optimistic
simulations that have appeared in the literature. All these approaches introduce innovative
techniques for improving the performance of the simulation using diﬀerent means such as
exploiting the processor’s multi-core architecture, taking advantage of the simulation scenario
model, reusability of computations, and others. What is evident from the analysis below
is that there is no standard way of optimizing the performance of distributed simulations.
The majority of the approaches are custom designed depending on the application, or on
the equipment available using high performance implementations or high speed networks.
On the opposite side, there is signiﬁcant eﬀort put in improving the interaction protocols
(i.e. TimeWarp) with techniques to identify potential bottlenecks, and reduce the memory
requirements for each simulation round. This research will focus on designing algorithms
for improving the simulation performance by trying to identify independent parts of the
simulation and try to execute them in parallel. The following chapter will investigate the
option of using clustering algorithms in distributed simulation and the shortcomings of this
approach.
The work in [27] illustrates the deﬁnition and analysis of a collection of solutions adopted
to increase the performance of communication and computation activities required by the
implementation and execution of parallel and distributed simulation processes. The ARTI´S
simulation framework uses three classes of solutions to improve the performance of sim-
ulations executed over commodity oﬀ-the-shelf computation and communication architec-
tures: multi-threaded software and Hyper-Threading support by the processor architectures,
data marshalling solutions for shared-memory and network-based communications, and data
structure optimization for simulation events management such as enhanced heap data struc-
tures. Another approach which tries to exploit hardware characteristics is [28], where the
authors present CCL(checkpointing and communication library), a software layer in support
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of optimistic parallel discrete event simulation on myrinet-based COTS clusters. CCL im-
plements CPU oﬄoaded, non-blocking (asynchronous) checkpointing functionalities based
on data transfer capabilities provided by a programmable DMA engine on board of myrinet
network cards. This library allows higher degree of concurrency between checkpointing and
other simulation speciﬁc operations carried out by the CPU, with beneﬁts on performance.
In [29] the Aurora system is presented which follows a client/server architecture where clients
repeatedly download state vectors of logical processes and associated message data from a
server (master), perform simulation computations locally at the client, and then return the
results back to the server. This approach provides several advantages such as support for
execution over heterogeneous distributed computing platforms, load balancing, eﬃcient ex-
ecution on shared platforms, easy addition or removal of client machines during program
execution, simpler fault tolerance, and improved portability.
In [30] the authors introduce mechanisms to make more eﬃcient use of data caching. Every
computation is stored in the cache and can be reused during the simulation. An adaptive
caching scheme is also introduced which tries to determine if fetching the data from the cache
is costlier than actually performing the computation. This feature is especially useful in the
beginning of a simulation as, for a period of time, the cache is empty. The authors experiment
with the cache size and determine that the performance of the simulation increases as the
cache size increases, up to a point, when it starts to decrease. The authors also show that
their adaptive scheme, improves the simulation performance in comparison with the static
cache mechanism.
In [31], the authors introduce a set of metrics that can be used to measure the progress of
the simulation in relation to an allocation of entities to a number of hosts. These metrics
are the capacity of a host, its load and its communication load. At regular intervals they
evaluate these metrics and determine if their original allocation is adequate or not. The
aim of this measurement collection is to determine each processor’s performance in terms
of communication with other LPs and its performance in executing events. The formulas
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that are used are LPcapacity =
Nevents
WCT
, LPload =
Nevents
V CT
, LPcommi =
Neventsi
V CT
, where WCT
is the wall clock time (the actual running time), V CT is the virtual time (the simulation
time) and Nevents and Neventsi are the local and external events from LP i respectively. At
every instant, the algorithm instantiates either a load balancing cycle, during which it will
try and balance the computation load for each entity in the simulation, or a communication
reﬁnement cycle which will focus on optimizing the communication overhead. The algorithm
gathers the measurements at a measurement cycle that precedes each optimization step.
Other approaches such as the one found in [32, 33], try to “clone” simulations which will
run in parallel, and simulate variations of the original simulation scenario. In this approach,
the computations that have been done prior to the cloning have already been made once,
thus this mechanism introduces no additional computational overhead for this part. After
cloning, computations may be shared using a virtual logical process (VLP), as clones are
not implemented as diﬀerent physical objects but are diﬀerent references in memory, thus
enabling direct memory access improving the performance of updating the data structures.
One important issue in this approach is the fact that cloning is a conservative event, and
should not be rolled back.
In [34], the authors propose a network model partition method called QD-PART (Quasi-
Dynamic network model PARTition method) for accelerating parallel network simulation.
The key of QD-PART is to utilize the fact that a network simulation is typically repeated
several times with the same parameter set for estimating the conﬁdence interval of steady
state measures. QD-PART gradually optimizes the partitioning of a network model based on
past simulation results such as the total simulation time, CPU usage of computing resources,
and traﬃc intensity (i.e., the number of packets transmitted) of each link. At the end
of each parallel simulation run, QD-PART re-partitions the network model based on such
information aiming at minimizing communication overhead among computing resources and
balancing the load executed on computing resources. Through several experiments using
a parallel-distributed network simulator, the authors show that parallel network simulation
16 Chapter 2. Related Work in Distributed Simulation
can be accelerated using QD-PART by gradually improving the network model partition.
Essentially, the authors try to execute a sequence of simulations, and after each execution
and re-partitioning, the simulation performs better.
In cases when the tasks to be simulated have deadlines, as it is the case in real-time simu-
lations, then a diﬀerent mechanism should be enforced which takes into consideration this
additional factor. In [35] a mechanism is presented which is constantly polling the task list
and determines the task with the earliest deadline. In addition to that, the mechanism is
measuring the status of the available processors, and can assign the task with the earliest
deadline to the processor with the largest thread pool, that is the processor which has higher
processing capabilities.
2.1.1 Scenario specific optimization
In addition to the approaches mentioned before, where the authors explore optimizations
of the environment that the simulation takes place into, there are a number of approaches
that take advantage of the simulated scenario itself, and exploit assumptions, limitations
and “short-cuts” to improve the simulation performance. In the next paragraphs we present
some of these mechanisms.
In [36], the authors demonstrate an approach of simulating chemical reactions in a distributed
simulation environment. To achieve this, they exploit the parallelism of the problem they
are tackling and introduce parallel algorithms which signiﬁcantly speed up the simulation
process. However additional issues may arise due to the nature of this scenario such as
self-induced rollbacks, which are created internally when an event essentially “cancels out”
an event that has already been simulated. Also, the authors introduce intelligent ways
of improving their performance such as a dynamic time window adaptation scheme, and
techniques for dynamic state saving. A similar approach in this area is [37] where the
authors describe a “divide-and-conquer” mechanism for conducting large-scale simulations
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of chemical reactions on a grid computer network.
In [38, 39], it has been observed that for some applications, computations can also be shared
in a single simulation run. For example, in a wireless network simulation and especially
sensor network simulations, frequent neighborhood calculations can be very computation-
expensive. However, mobile nodes in many cases, move slowly at small time scales and the
neighborhood relationships among them thus do not change dramatically. This suggests
that the neighborhood computations can be reused in order to improve the simulation per-
formance. A staged simulation framework is proposed to exploit computation redundancy
in wireless network simulation. In its simplest form, it caches every event, including its
function body, and a mapping table from the inputs to the corresponding results; therefore,
these results can be reused directly when the simulator processes events calling the same
event function body with equivalent input data. It is also realized that inputs are often
not identical across computations. Therefore, the simulation code is restructured carefully
with some techniques so that the redundant computations can be isolated and thus become
reusable. In addition, simulation events are sometimes reordered if the ﬁnal results thereof
are not aﬀected but simulation eﬃciency can be improved. In this staged simulation ap-
proach, some of the optimizations that are used are (i) function decomposition decomposes
the computations to simpler ones which may already be cached, (ii) reﬁnement in which,
by determining if a value is within a set of bounds, so as to reuse a previous result and
avoid remaking the calculations, (iii) batching, when the order of executions is altered to
improve eﬃciency, (iv) currying, in which the neighbors of a node are pre-computed, given
the node’s range, (v) auxiliary results in which data may be reused during a simulation as
nodes move less frequently than they communicate, and (vi) time-shifting in which events
are pre-computed at the beginning of an epoch and reused accordingly.
Similar approaches have been adopted in the cases of simulating vehicular ad hoc networks.
In [40], the authors introduce a mechanism which takes advantage of the location of each
agent in the simulated area, and by partitioning the simulated area, a re-assignment of the
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simulated agents takes place according to their actual physical locations, and are being ser-
viced by the corresponding LP. The authors try then to determine what is an ideal allocation
of agents according to their location, and the available number of LPs that are given. As
an example, they simulate the road network of the Middle Ages downtown of Bologna, and
experiment with algorithms such as (i) equal stripes which allocates an equal size to all areas
which however are in the form of stripes, (ii) balanced stripes which is an extension of the
previous algorithm with a more intelligent allocation taking into account the area itself, and
(iii) greedy approach which creates macro-cells of clustered adjacent cells by equalizing the
number of intersections in an eﬃcient way. The greedy algorithm produces an equalized
N -partition of the map (N being the number of LPs) with a cell-merging approach.
Finally biological simulations have also beneﬁted from distributed simulations as seen in [41],
in which the authors exploit both the parallelism of the simulation model and distributed
simulation techniques. In this case, the simulation model is transformed into its equiva-
lent parallel one and the simulation is executed in a distributed fashion, further improving
the simulation performance. In the example of this paper, the authors use a parallel and
distributed variant a method used in biology, the Next-Subvolume Method (NSM), which
augments the Stochastic Simulation Algorithm (SSA) with spatial features, and they realize
the simulation in a a grid-inspired simulation system called Aurora [29].
2.1.2 Load balancing & Task allocation
Load balancing has been explored in a number of ways and it has been seen to improve
computation eﬃciency and communication overhead. In this section we present indicative
mechanisms for load balancing and task allocation that can be found in the literature, and
that have been applied in distributed simulation scenarios.
In [42], the authors compare an number of dynamic load balancing strategies for minimizing
the execution time of single applications running in parallel on multicomputer systems, and
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illustrate the tradeoﬀ between knowledge (the accuracy of each balancing decision), and
overhead (the amount of added processing and communication incurred by the balancing
process). The authors present (i) the Sender Initiated Diﬀusion (SID) which is a highly
distributed local approach that makes use of near-neighbor load information to apportion
surplus load from heavily loaded processors to underloaded neighbors in the system, (ii)
the Receiver Initiated Diﬀusion (RID) which is the converse of the SID strategy, where
underloaded processors request load from heavily loaded neighbors, (iii) the Hierarchical
Balancing Method (HBM) which is an asynchronous, global, approach that organizes the
system into a hierarchy of subsystems, initiating load balancing at the lowest levels in the
hierarchy with small subsets of processors and ascends to the highest level which encompasses
the entire system, (iv) the Gradient Model (GM) [43] which employs a gradient map of the
proximities of underloaded processors in the system to guide the migration of tasks between
overloaded and underloaded processors, and (v) the Dimension Exchange Method (DEM)
[44, 45] which is a global, fully synchronous, approach that performs load balancing in an
iterative fashion by “folding” an N -processor system into logN dimensions and balancing
one dimension at a time.
Furthermore, in [46], the authors propose a dynamic load balancing strategy which is based
on maximum likelihood estimation methods for parallel and distributed applications. They
employ a mixture Gaussian model to characterize workload in data intensive applications.
Using a small subset of workload information, this strategy reduces considerably communica-
tion overheads caused by workload information exchange and job migration, while achieving
near accurate estimation of the global system state with signiﬁcantly less communication
overheads, resulting in eﬃcient workload balancing.
The work of [47] discusses a dynamic task allocation in distributed simulation, in which
the authors try to determine the cost and beneﬁt of making any allocation before actually
performing it. They consider a three-step process in which ﬁrstly (in the transfer phase)
they identify the processors that are going to be transferred, secondly (in the identiﬁcation
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phase) which LPs are needed to be reallocated, and ﬁnally the reallocation is performed
during the third phase (the location phase).
In [48], the authors target the issue of Interest Management [49], which deals with diverting
the information only to the LPs that require it, rather than overwhelming all LPs with
perhaps unnecessary information. The authors’ approach is based on the notion of “spheres
of inﬂuence”, which are used to dynamically decompose and distribute the shared state
so that bottlenecks and broadcast communication are minimized. They utilize a dynamic,
multi-level, hierarchical ﬁltering scheme which is not conﬁned to grids and rectangular regions
of multidimensional parameter space nor does it rely on the support provided by the TCP/IP
protocols. This approach aims to exploit this decomposition in order to perform dynamic
load balancing.
In cases when communication failures occur, the authors in [50] consider a distributed en-
vironment consisting of a number of processors that need to perform a number of tasks,
in which communication is initially unavailable and that processors begin working with no
initial negotiation having taken place. Communication may become available for some pro-
cessors at random times, and the goal is to allocate the tasks of isolated processors so that
as soon as communication links are established, the number of redundant executed tasks is
managed.
Market-based approaches have also been used in this area, by introducing money and pricing
as a technique for coordination between consumers and producers of resources. Auctions in
particular have been widely used in allocating resources among processors [51]. In such a
scheme, the resource allocator receives oﬀers (bids) from the available processors, and decides
in which processor to allocate the resource.
Similarly [52] attempts to solve the issues of resource allocation using a market-based resource
allocation system where the users are allowed to express diverse quantity- and quality- of
service requirements, while they are prevented from denying service to other users. This
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is made possible by providing tools for prediction, tradeoﬀ risk and expected return in the
available computational market. The authors experiment with a bioinformatics application
in a fully operational implementation of a Grid market. A continuous double auction model
is introduced in [53], in which the consumers and producers are autonomous agents that
make their own decisions according to their capabilities and their local knowledge. In this
model, the agents are able to coordinate their work and make decisions about allocating
computational resources (in this case CPU time) to agents which request it. Whenever a
CPU is idle, it advertises this fact to the market and the interested agents respond. Other
similar proposals can be found in [54, 55, 56, 57, 58].
The work in [59] proposes a Generic Model Partitioning (GMP) algorithm for hierarchical,
modular Discrete Event System Speciﬁcation models which decomposes a given hierarchical
model into a set of partition blocks and provides solutions for distinct partitioning prob-
lems based on a cost-analysis methodology. The algorithm minimizes model decomposition
during the partitioning process and guarantees incremental quality of partitioning (QoP)
improvements until the best partitioning has been reached. Since a cost measure is a para-
metric method and thus subject to certain axioms, the proposed algorithm is generic and
applicable to any family of models, provided there is a way to manipulate the appropriate
cost information.
Similarly in [60] a new simulation algorithm is illustrated, presenting partitioning and load
balancing techniques that are tailored to the eﬃcient distributed execution of parallel discrete
events systems. The algorithm is based on the idea of minimizing interprocessor communi-
cation, since this is a major bottleneck in distributed simulation. The simulator gains its
performance advantage by sequentially simulating the models per host, while the partition-
ing algorithm tries to minimize communication costs and thereby increases the number of
models which can be processed sequentially.
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2.1.3 Optimizations of the Time-Warp protocol
The Time Warp protocol [1] is one of the most widely used protocols in distributed optimistic
simulations. This protocol, as described in section 1.4, detects causality errors that arise
during a distributed simulation and attempts to correct them by rolling back in virtual time,
and notifying all other LPs of its action. Here we present some optimizations that can be
found in the literature which aim in optimizing parts of the Time Warp protocol.
Traditional approaches include the Lazy Cancellation [61]. In the original Time Warp algo-
rithm, each LP, as soon as it detects a causality error, it sends the antimessages immediately
to the simulation network and initiates the rollback procedure. This behavior is called
aggressive cancellation. A performance improvement is the following: Instead of sending
immediately the antimessages to the rest of the LPs, the LP that received the out-of-order-
message, initiates the rollback procedure alone, until the local clock reaches the latest valid
timestamp prior to receiving the out-of-order message. If the re-simulation after rollback pro-
duces the same virtual time, then no antimessage needs to be sent. This scheme avoids the
unnecessary cancelling of correct events, but introduces an additional memory consumption
issue, as the list of the potential antimessages must remain in a queue. Lazy re-evaluation [2]
is similar to the lazy cancellation scheme in reference to the maintaining of the state space.
Assuming that an LP is resimulating after a rollback, and at time t, which is less than the
LP’s local clock prior to the rollback, the state matches one in the state repository and the
input queue is identical to the input queue of the saved state, the LP then “jumps” forward
in time, disregarding the next events. Thus lazy re-evaluation avoids recomputing correct
states, increasing the simulation performance. However this scheme comes with increased
memory and computation requirements than the original one.
Also, in [62], the authors work in reducing the amount of messages that are generated when
a straggler message is received by an LP. In traditional optimistic distributed simulation
protocols, when an LP receives a straggler message it both rolls back and sends out anti-
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messages, which forces the receivers to send anti-messages as well, leading to a potentially
increased number of anti-messages in the network, and possibly numerous checks whether
the additional straggler is a new or an old message. In this work, when an LP receives
a straggler, it broadcasts its rollback. The recipients however may only roll back and do
not announce their rollbacks, leading to only one rollback per straggler. This approach also
eliminates the problem of cascading rollbacks and “echoing”, and results in faster simulation.
It is implemented by introducing a special ﬁeld in the message body, to identify whether the
LP should broadcast the message or not.
The authors in [63] present an approach that utilizes reinforcement learning techniques,
also known as simulation-based dynamic programming. Instead of assuming an optimal
control strategy, the goal of reinforcement learning procedure is to ﬁnd the optimal strategy
through simulation by utilizing a value function that captures the history of system feedbacks,
requiring no prior knowledge of the system. The authors evaluate their technique in a
distributed VLSI simulator, having as an objective to ﬁnd the optimal size of a bounded
time window.
Other types of optimizations include [64] in which the authors investigate adaptive mecha-
nisms for saving the current state of an LP. In this eﬀort, the authors also take the potential
rollbacks into account. Also, [65] explores an adaptive state saving policy that the LPs use
to reduce the complexity of a rollback when an error arises. Finally, another approach is
to use message aggregation techniques in an eﬀort to optimize the communication process
amongst LPs [66]. Moreover, in [67], the authors discuss the option of using consistent global
checkpoints to synchronize the processes of a distributed simulation during the rollback pro-
cedure, allowing to improve the simulation performance and to carry out a more suitable
memory management. A new optimistic protocol is presented as consequence of using con-
sistent global checkpoints. Also in [68], an automated simulator parallelization and hardware
integration for chip multi-processor (CMP) structural models is presented which shows that
automated parallelization can achieve better performance for a 16-processor CMP model
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on a conventional 4-processor shared-memory multiprocessor. Finally, in [69], the authors
analyze the performance of the Time Warp protocol in cases of limited memory.
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2.2 A typical distributed simulation setting
In this section we will present a typical distributed simulation setting and identify key
elements.
A distributed simulation setting consists of a set of possible states Ω, and a set of possible
actions set A. Each action is considered to be applied on a state S0 ∈ Ω set, and to generate
as an output a state S ∈ Ω such as: e ∈ A, e (S0) = S. Depending on the simulation scenario,
states in Ω can be reached in a predeﬁned way; essentially the state space can be visualized
as a network, where the nodes are the states, and the arcs are (in some sense) the events
that make each transition possible.
Given this initial setting, we consider that a network of components is forming a simulation
network, in which specialized components act as coordinators, and those that act as the
event generation and execution processes. This network consists of N + M agents, N of
which are responsible for generating a series of events that are needed to be (and are capable
of) simulated, and M are key agents which deﬁne the order with which these events are to be
executed. For simplicity reasons, we will call each agent from the N set as “agent” and from
theM set as “simulator”. The reason is that each agent from theM set (each simulator) acts
as the coordinator of the simulation process. The simulators receive a sequence of events
(event lists) from the participating agents, they order them in a time-ascending fashion,
and execute the events at their appropriate order. All agents have their individual world
perspective, strategy and goals and are able to simulate a fraction of the possible actions.
However, all states at which these agents can get to, should belong to the Ω set. On the other
hand, if our simulation network consists of more than one simulator, then each simulator is
responsible for a subset of Ω. For example, if our network consists of M simulators and each
simulator is responsible for a set Ωi, then Ω =
⋃M
i=1 (Ωi) and
⋂M
i=1 (Ωi) = ∅.
Each agent is considered to “belong” to only one simulator. The reason behind this is the
fact that it is impossible for a starting state from an agent to belong in two sets Ωi or Ωj . In
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addition to that, each simulator applies the constraints and maintains the world perspective
that is needed by the nature of the simulation scenario. For example, consider that an agent
Ni simulates a group of individuals heading towards a destination, and an agent Nj simulates
another group which goes the opposite direction. If we consider one constraint to be that
no groups of individuals can be in a close proximity heading opposite directions, then the
coordinating simulator will not allow these events to be executed at the same time and will
execute them in tandem, or introduce another event that will have to be executed prior to
the execution of these events. The situation deteriorates computationally in the case when
these agents belong to diﬀerent simulators and wish to move from one, to the other. In this
case, a handshake-type protocol must be introduced to ensure that no causality errors.
Events are in the form of < S0, c, t, e, S >, where S0 is the agent’s starting state, c is the
agent’s class, t is the expected time of execution in simulated time, e is the event itself (the
action command) that is to be executed, and S is an expected resulting state. Of course,
each agent can submit one event at a time to the simulator, which in turn determines the
appropriate execution time of this event. However this is by far ineﬃcient as by packaging a
sequence of events can lead to more eﬃcient organization of the simulation process. We can
claim that this is feasible to achieve as each agent maintains its own strategy and its own
goals. So in the case that this strategy or goal has not changed, then each agent can deﬁne
a longer sequence of events to which it is committed to execute. Naturally this approach
cannot be applied to myopic agents which can only look one step ahead.
The purpose of this research is to deﬁne a mechanism which given a set of possible states,
a set of possible actions and a set of simulators and agents, could re-arrange the order of
execution and redistribute parts of the events to be executed in such a way, so that no
causality errors appear and performance is improved. Such approach as we have seen in
the previous section has not appeared in the literature. Traditional methodologies such as
clustering cannot be applied in this type of applications and in the next section we present
the reasons behind this reasoning.
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2.2.1 Literature review on clustering algorithms
In this section we attempt to show that traditional clustering approaches are not useful in
optimistic distributed simulation as they have inherent disadvantages which prohibit them
from beneﬁting the performance of distributed simulation.
Clustering techniques have been used in a plethora of applications, spanning from medicine,
especially in CAT scans where cluster analysis can be used to diﬀerentiate between diﬀerent
types of tissue, in market research where researchers partition the general population of con-
sumers into market segments, in social network analysis, image segmentation, data mining,
search result grouping etc, psychology, etc. In this chapter we brieﬂy introduce the funda-
mentals of clustering algorithms and present arguments that this approach is not adequate
to be applied in distributed simulation.
Clustering is an unsupervised learning problem; it tries to ﬁnd a structure in a collection
of unlabeled data. A loose deﬁnition of clustering could be that “clustering is the process
of organizing objects into groups whose members are similar in some way” [70]. A cluster
is therefore a grouping of objects that are “similar” between them and at the same time
are “dissimilar” to the objects belonging to other clusters. Several approaches have been
proposed that focus on this problem, and are mainly separated in two categories; hierarchical
and partitional clustering. In the next paragraphs we outline some key characteristics of these
approaches and present some key algorithms that have appeared in the literature.
Hierarchical Clustering
Hierarchical clustering algorithms organize data into a hierarchical structure according to
a proximity matrix, or a distance metric, the outcome of which can be visualized by a
dendrogram. The root node of the dendrogram represents the whole data set and each leaf
node is regarded as an individual data object. The intermediate nodes thus describe how
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“close” each data object is with each other. In addition, the height of the dendrogram usually
expresses the distance between each pair of objects or clusters, or an object and a cluster.
The ultimate clustering results can be obtained by “cutting” the resulting dendrogram at
diﬀerent levels. This representation provides very informative descriptions and visualization
for the potential data clustering structures. In hierarchical clustering there are two dominant
methods; the divisive and the agglomerative methods.
Agglomerative clustering starts with as many clusters as the data and each of them contains
exactly one object. A series of merging actions follow that lead all data to the same group.
Divisive clustering proceeds in exactly the opposite way. In the beginning, the entire data
set belongs to a cluster and a procedure successively divides it until all clusters contains
only one object. Divisive clustering is not commonly used in practice, as there are always
two-subset divisions, which is very expensive in computation [71]. Two popular divisive
clustering algorithms, named MONA (Monothetic Analysis) and DIANA (Divisive Analysis),
are described in [70]. Agglomerative approaches are the balanced iterative reducing and
clustering using hierarchies (BIRCH) used in database literature [72, 73], clustering using
representatives (CURE) [74] and robust clustering using links (ROCK) [75]. The simplest
and most popular methods in the agglomerative approach include the single linkage [76],
or nearest neighbor method due to the fact that the distance between two clusters is the
distance of the closest elements of the clusters, and complete linkage technique [77], which
considers the farthest elements of the clusters to estimate the distance between them. One
key drawback of these techniques is that during the algorithm execution, each action, be it a
merging in the case of agglomerative of splitting in divisive, is irrevocable. That means that
once such an action is completed, there is no way to retrace back to the previous condition to
explore another alternative, thus a number of repetitions is needed to get an average result.
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Partitional Clustering
A partitional clustering algorithm obtains a single partition of the data, instead of a clus-
tering structure, such as the dendrogram produced by a hierarchical clustering algorithm.
Partitional methods have advantages in applications involving large data sets for which the
construction of a dendrogram is computationally prohibitive. A problem accompanying the
use of a partitional algorithm is the choice of the number of desired output clusters. A sem-
inal paper by Lu and Fu [78] provides guidance on this key design decision. The partitional
techniques usually produce clusters by optimizing a criterion function deﬁned either locally
(on a subset of the patterns) or globally (deﬁned over all of the patterns). Combinatorial
search of the set of possible labelings for an optimum value of a criterion is clearly computa-
tionally prohibitive. In practice, therefore, the algorithm is typically run multiple times with
diﬀerent starting states, and the best conﬁguration obtained from all of the runs is used as
the output clustering. Examples of partitional algorithms are:
• Squared error-based clustering algorithms. In this category, the K-means algorithm
is the most widely used. Other examples include J-means [79], an enhanced LBG
algorithm [80], as well as variations of the original K-means algorithm [81, 82, 83, 84,
85]
• Graph-theoretic clustering, such as the minimal spanning tree (MST) [86], Chameleon
[87], Delaunay triangulation graph (DTG) [88, 89], highly connected subgraphs (HCS)
[90] or clustering identiﬁcation via connectivity kernels (CLICK) [91], cluster aﬃnity
search technique (CAST)[92]
• Mixture-Resolving and Mode-Seeking Algorithms, which operate on the fact that the
data to be clustered originate from a certain distribution, thus the role is to identify
the characteristics of these distributions. In this area, the Expectation Maximization
(EM) algorithm (a general purpose maximum likelihood algorithm) [93] for missing
data is commonly used
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• Fuzzy Clustering which extends this notion to associate each pattern with every cluster
using a membership function [94], and whose output is a clustering, but not a partition
• Artiﬁcial Neural Networks such as learning vector quantization (LVQ) and self-organizing
feature map (SOFM) [95, 96]
• Search-Based Approaches such as Evolutionary Algorithms (EA) [97], Simulated An-
nealing (SA) [98], Tabu search (TS) [99], deterministic annealing (DA) [100, 101]
All clustering algorithms require the speciﬁcation of a “distance metric” with which they
compare all data objects in their eﬀort to create these clusters. Some of these metrics that
are widely used in the literature are:
• Minkowski Distance, Dij =
(∑d
l=1 |xil − xjl|n
) 1
n , a distance which is used in Fuzzy c-
means [102]. The drawback to direct use of the Minkowski metrics is the tendency of
the largest-scaled feature to dominate others. Special cases of the Minkowski distance
are:
– City-block Distance, Dij =
∑d
l=1 |xil−xjl|, a metric which is used in Fuzzy ART1
[103]. City block distance is a special case of the Minkowski distance with n = 1
– Euclidian Distance, Dij =
√(∑d
l=1 (xil − xjl)2
)
, which is the “ordinary” distance
between two points and is given by the Pythagorean formula, so for each point p
and q, it measures the distance of the line segment pq. The Euclidian distance is
a special case of the Minkowski distance with n = 2 and works well when a data
set has “compact” or “isolated” clusters. [104]
• Cosine similarity, Sij = cos(a) = x
T
i xj
||xi·xj || , a widely used metric in document clustering.
• Mahalanobis distance, Dij = (xi − xk)T S−1 (xi − xk), which tends to form hyperellip-
soidal shapes, with an increased computational burden. It is used in Ellispoidal ART
[105] and in hyperellipsoidal clustering algorithm [104].
1ART: Adaptive resonance theory
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The most prominent of these approaches are the K-means algorithm and the Kohonen map
[95], that have been used also to cluster large data sets [104]. There are some strong reasons
behind the popularity of the K-means algorithm and these are:
1. Firstly, its time complexity is O(nkl), where n is the number of patterns, k is the
number of clusters, and l is the number of iterations taken by the algorithm to converge.
Typically, k and l are ﬁxed in advance and so the algorithm has linear time complexity
in the size of the data set [106], as the k, l factors are usually much smaller compared
to n. This performance makes the K-means algorithm highly appealing to scientiﬁc
problems.
2. In addition, its space complexity is O(k + n), as it requires some additional space
to store the data matrix. There are approaches to reduce this size but they introduce
additional computation burden that deteriorates the key characteristic of this algorithm
which is its speed.
3. It does not depend on the processing order of the data. Given initial set of cluster
centers, it generates the same partition of the data irrespective of the order in which
the patterns are presented to the algorithm.
2.2.2 Comparison between hierarchical and partitional clustering
algorithms
In general, hierarchical algorithms are more versatile than partitional algorithms. For exam-
ple, the single-link clustering algorithm [76] works well on data sets containing non-isotropic
clusters including well-separated, chain-like, and concentric clusters, whereas a typical parti-
tional algorithm such as theK-means algorithm works well only on data sets having isotropic
clusters [107]. On the other hand, the time and space complexities [106] of the partitional
algorithms are typically lower than those of the hierarchical algorithms, mainly due to the
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fact that they do not generate a hierarchy of clusters, but a cluster set. Hybrid algorithms
[108] that exploit the good features of both categories, have been explored.
Despite their versatility, hierarchical algorithms have the following disadvantages: Firstly,
the time complexity of hierarchical agglomerative algorithms is O(n2logn) [109]. However, it
is possible to obtain single-link clusters using an minimum spanning tree of the data, which
can be constructed in O(nlogn) time for two-dimensional data [110]. Furthermore, the space
complexity of agglomerative algorithms is O(n2). This is because a similarity matrix has to
be stored for all combinations of the data. It is possible though to compute the entries of this
matrix instead of storing them, however this would increase the algorithms time complexity
signiﬁcantly [111].
The common criticism for classical hierarchical clustering algorithms is that they are sensitive
to both noise and outliers. Once an object is assigned to a cluster, it will not be considered
again, which means that these algorithms are not capable of correcting possible previous
misclassiﬁcations. Moreover, the computational complexity for most of algorithms is at least
O(n2) and this high cost limits their application in large-scale data sets, or in applications
that need to operate near real-time.
2.2.3 Disadvantages of clustering in distributed simulation
Let us consider the option of using clustering algorithms in distributed simulation, and that
the data set would comprise the events that are to be simulated. These events are generated
by the distributed agents, are independent across agents, but might be correlated in a single
agent.
Firstly, clustering itself requires the speciﬁcation of a “distance metric” which would deﬁne
how similar each datum with the others. While this could be considered as a scenario-speciﬁc
parameter, the case might arise that diﬀerent events should have a diﬀerent distance metric.
Given that the events are referring to a virtual time for their execution, this might lead to
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diﬀerent clusterings per time periods. Even worse, this case might appear within a single
simulation run, many times.
Given the requirement of a distance metric, the clustering process assumes the concept of
a “center”, or a group of centers, with which all data are compared to. Essentially, this
approach tries to ﬁnd a set of data points which are closer to this center which is also
arbitrarily selected. There are mechanisms to alleviate this issue, as for example to execute
the clustering algorithm a number of times and get an average behavior. Even if this approach
however is adopted, there is still an issue: Should an agent submit a list of events to which it
is committed to execute, then these events are certain to be “similar” or correlated to each
other as each event leads to the next, making them all candidates for the same cluster. So
eventually we will tend to just distinguish between independent event lists as a whole and
not individual events which might not perform adequately.
Moreover, the majority of the existing clustering algorithms require all data to be accumu-
lated centrally prior to the execution of the algorithm, as the algorithms require random
access to the data, which is not feasible in streaming data. Despite the fact that there are a
number of algorithms in the literature which consider clustering as a dynamic process [112],
i.e. the clustering occurs as the data arrives, they do not promise optimality, which in our
scenarios might signiﬁcantly deteriorate the performance of the simulation. Furthermore,
the performance of these algorithms depends heavily on the order of the arriving data and
the selection of the cluster centers might be unfortunate from the beginning. Moreover,
algorithms that have a decent performance given that all data is gathered prior to execution
such as K-means variants like PAM[70], CLARA[70], CLARANS [113, 114, 115], usually do
not scale well, thus cannot be used in a streaming fashion.
In addition to that, a number of algorithms have appeared in the literature which consider
data sets with missing values, i.e. that certain components have not submitted a set of data
points up to that time. While these algorithms have a decent accuracy and have been used
in a number of cases, they suﬀer from a key requirement that cannot be guaranteed in this
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scenario; the fact that the data is generated from a certain distribution. In our case, there is
no way to know a priori not only the order of the incoming data, what type of data is going
to be generated, or even if these events were to be generated at all. Moreover, even if such
knowledge was available, there is the high possibility that due to a causality error, a sequence
of events must be repeated, which is not part of a distribution. Furthermore, in simulations
there is quite frequently the case that a number of stochastic components are part of the event
generation components, whose behavior cannot be easily predicted. These arguments also
support the statement that traditional probabilistic clustering algorithms cannot be applied,
even if a certain number of agents generates event from a given distribution. The fact that
causality errors and stochastic events are introduced, could lead to signiﬁcant inaccuracies
in the output of a probabilistic algorithm.
Finally, even if we consider that the simulation events are generated by a certain distribution,
the fact that each event refers to a certain time in the virtual time space, makes it diﬃcult
to determine clusters using probabilistic clustering approaches. For each given event, the
clustering algorithm should try to cluster it with events that are, or are to be, scheduled at
a certain time window with that event. Eventually this would introduce signiﬁcantly more
calculations. Further, distributed simulations are expected to face causality errors that would
force the resimulation of a certain simulation. The clustering mechanism should be able to
retrace back to the events that have been executed and correspond to future states of the
simulation.
Given our distributed environment, we could take advantage of this larger number of pro-
cessors and assign parts of the clustering set to other processors. A certain number of
distributed clustering algorithms have been in the literature which consider that the process
of clustering can be improved if parts of the dataset are distributed to diﬀerent hosts for
processing such as [116, 117, 118, 119, 120]. However, these approaches require not only
that all data is gathered in advance, but actually cannot guarantee that the outcome will
be near optimal due to the fact that the cluster centers may be poorly selected. However,
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even if certain algorithms can be used which can identify good cluster centers and are able
to determine good clusters, they will inevitably create higher communicational overhead as
in a typical distributed simulation, the agents that are simulated will need to move from a
simulator to the other, which would create additional communication interactions.
One additional constraint of existing clustering algorithms is the fact that there is no “any-
time” algorithm available. Anytime algorithms are algorithms that during their execution
are able to provide a best result under that time. Should a clustering algorithm commence
its operation, the result will be available only after the algorithm completes. Finally, even
if we consider that the above features are tolerable in our scenarios, the clustering process
itself may lead to the formation of random shapes which might not have an actual physical
meaning as well as unbalanced clusters in terms of size. These reasons make the clustering
approaches impractical in distributed simulation. Furthermore if we apply existing clustering
algorithms in such an environment we could face the following issues:
1. Using clustering algorithms will require a frequent distributed coordination amongst
the simulators which will at best transform the optimistic approach to a loosely-
conservative one
2. Clustering algorithms might have to be executed frequently in cases of a causality error,
usually with similar data sets
3. There is no guarantee of a balanced allocation of events across the network, something
that might potentially deteriorate the performance
4. In scenarios where events accumulate in a certain simulator, the event population is
expected to rise signiﬁcantly, requiring increased computation time
From our perspective, an ideal algorithm that could be applied in a distributed simulation
environment, should have the following characteristics:
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1. It should form a hierarchy of events rather than a simple partitioning as the order of
execution matters
2. It should not be dependent on the size or number of events that an agent submits
3. Ideally, it should be an “anytime” algorithm, thus processing should commence as
events arrive
4. It should not be scenario speciﬁc
5. It should allow rolling back, to correct causality errors should they appear
In table 2.1 we outline some key characteristic of distributed simulation and why traditional
clustering algorithms cannot be applied in this case.
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Characteristic of distributed sim-
ulation
Shortcomings of clustering ap-
proaches
Data arrives asynchronously Clustering pends on arrival of all data, or
operate on estimates of the missing values
Algorithms that require random access to
data cannot be applied
Data is not generated by a distribu-
tion, or the distributions are not avail-
able
Algorithms for streaming data and missing
values take into consideration the fact that
data is generated from a given distribution
Data submitted by a single agent
might be correlated,
Clustering might group them together
Stochastic events are frequently used Cannot use learning techniques
Causality errors might force resimula-
tion
Clustering will need to be performed again
Events are expected to be similar or
reappear during a simulation
The algorithm will have to be repeated
Performance overhead The majority of clustering algorithms have
a complexity of O(n) and require the accu-
mulation of data, which makes it imprac-
tical for application in distributed simula-
tion.
Data can be of diﬀerent classes No standard method for normalizing dif-
ferent classes of data
Data might not have any meaning to be
clustered in the same space
Data might have diﬀerent impact on
the simulation state space
Diﬃcult to combine diﬀerent distance met-
rics and extract useful information
Events refer to diﬀerent time instances
in simulated time
Will require a number of executions for
combinations of events per time
Data is not necessarily in the required
form
Converting to a ﬁxed-dimensional space
might lose information
Data might need to form hierarchies
(i.e. an event cannot be executed prior
to another)
Hierarchical approaches are computation-
ally intensive
Table 2.1: Characteristics of distributed simulation and shortcomings of clustering ap-
proaches
Chapter 3
Research achievements in improving
the simulation performance
38
3.1. Related work in emergency response simulation 39
In this section we present the progress that has been made in addressing the research goals
that were presented in the previous section. We start by presenting a related work section
in emergency response simulation and the characteristics of the current state of the art. We
introduce a distributed simulation environment that has been designed and implemented in
the scope of this research and describe its building blocks. Finally we present a series of
results that we have gathered after a series of simulations using this tool.
3.1 Related work in emergency response simulation
Many models have been developed which investigate emergency response scenarios. The
most prominent of them are EXODUS and SIMULEX, which have been used in a variety
of cases. EXODUS is an agent-based model which uses coarse grid geometry to map the
geometry of the building or vessel. The grid contains nodes that can be connected with eight
other neighbouring nodes through arcs. The simulation calculates shortest distances to the
exits and stores that information in the environment [121, 122]. SIMULEX is an agent-based
model which also uses a coarse grid geometry. It is a partial behaviour model that relies on
inter-person distances to specify walking speed of individuals, allowing for overtaking, body
rotation, sideways stepping and small degrees of back stepping [123]. Other simulation mod-
els are EXIT 89 [124], EVACNET+ [125] and EVACSIM [126]. For a thorough comparison
of these models, interested readers could consult [127], which compares these models from
diﬀerent perspectives. More recent approaches include:
• SGEM: [128], which is used to predict the movement trajectory of each individual
during evacuation. The basic principle is that it takes the building as a network
consisting of a series of nodes. Each node represents a building region (zone) such as a
room, corridor, lobby, staircase, etc. and it holds its own conﬁguration. The possible
evacuation direction of the evacuees in each zone can be determined by the function
of the zone and its adjoining zones and the distance to the ﬁnal exit. Then, individual
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evacuee’s movement is adjusted by referring to this fundamental evacuation direction
with way ﬁnding function.
• SimSITE: [129], which has as a major objective to design a collaborative training
simulator for the purposes of emergency preparedness and response, using HLA [130]
to coordinate amongst the simulation entities and to support their real-time interaction.
• [131]: which presents an integrated approach in which a ﬁne grid network is used to
model the building zones that are of particular interest and a coarse network is used
to model the remaining large part of the building for eﬃcient simulation. The authors
demonstrate that the integrated approach is advantageous over the coarse network
approach because the integrated approach gives detailed evacuation information for
the critical location of the building to allow clear and direct visualization so that the
designers of the building can make suitable modiﬁcations to the building design for
eﬀective evacuation.
• [132]: where a new approach to simulate human behaviours during evacuation based
on multi-agent framework is presented, expatiated the simulation of typical individual
behaviours and social behaviours. The agent’s movement is based on Particle Swarm
Optimization with inertia weight. A prototype multi-agent system has been developed
that has been used to simulate some complicated social behaviours such as people
queuing, congestion and herding during emergency evacuation
• [133], where the authors investigate how both information and graph theory, have been
used to develop an algorithm that produces the distributions of egress complexity values
corresponding to comparable sets of non-isomorphic ﬂoor plans, each represented by a
unique k-node rooted tree.
• [134], where a multi-agent based framework for simulating human and social behaviour
during emergency evacuation is presented, and demonstrates diﬀerent behaviours, such
as competitive, queuing, and herding behaviours.
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• RoboCUP [135, 136] is one of the most prominent approaches that have appeared in
the literature regarding emergency response. RoboCUP brings together a large number
of institutions across the world in developing a platform for simulating emergency
response algorithms that are applied on simulated scenarios such as a ﬁre erupting in
a part of a city.
All of the above approaches provide a centralized simulation management mechanism for
simulating emergency response scenarios, in which the centralized application maintains and
controls all simulated objects. This approach has a number of advantages, for example:
• All simulated objects are simple references in memory which in eﬀect introduce a very
limited overhead to the simulation
• Interaction amongst the objects and the central application is minimal as both objects
are usually physically located on the same processor
• The central application has constantly a full view of the simulated environment, allow-
ing it to identify potential “shortcuts” in the simulation before these appear
• The central application has full knowledge of the simulated objects’ strategies and
goals, thus it is able to have pre-calculated information stored, signiﬁcantly reducing
the processing requirements during the simulation
However, this centralized approach has some key characteristics which perhaps in real-life
critical applications can not be guaranteed. For instance:
• It has customized interaction protocols that are internal to the simulation application,
prohibiting the incorporation of additional features
• Prior to the commencement of the simulation, all objects should be physically located
on the same processor, something that may not be possible when trying to incorporate
diﬀerent technologies or strategies
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• The strategies and goals for each simulated object should be public and available to
the central application, which may not be possible due to privacy issues
• Security and fault tolerance is minimal, as the central application is a single point of
failure
• Performance can only be improved by either using scenario-speciﬁc characteristics, or
high-performance libraries
To alleviate these problems we introduce a new distributed simulation platform whose com-
ponents maintain only a subset of the complete state space. In addition, each simulated
object is a dedicated object that can traverse the network and does not necessarily need to
be in the same physical location as any other. Finally, all aspects of the simulation (i.e.
strategy, goals, internal data structures) are all privately held by each simulated object. In
the next paragraphs we elaborate on this distributed building evacuation platform.
3.2 A Distributed Building Evacuation Simulator
The Distributed Building Evacuation Simulator (DBES), is a tool able to simulate scenarios
which fall in the emergency response area, especially building evacuation. It is built on top
of the JADE [137] agent platform, following the multi-agent paradigm having all simulated
entities as dedicated agents, able to interact, search and subscribe to one another. The
communication between agents is done using a well deﬁned communication ontology and all
interactions are done following the FIPA standards [138]. The DBES tool is able to conduct
sequential simulations, or can act as a demonstrator and can be used as a tool to evaluate
algorithms for evacuation and resource allocation in emergency response scenarios. In this
research the DBES is used as a distributed multi-agent simulation platform, which simulates
algorithms for entity allocation and re-organizing the simulation as a whole to improve the
overall performance.
3.2. A Distributed Building Evacuation Simulator 43
3.2.1 Component structure
Our component structure provides a number of features which can facilitate the integration
of additional agents. We assume that all our simulated entities provide a service, and this is
one of the characteristics that identiﬁes them. Using this scheme, agents are able to search
and identify agents of the same kind, or subsets of them and instantiate communication links
with them.
The core functionalities include a pluggable mechanism for loading on run-time individ-
ual behaviors for each agent, depending on his service type. Furthermore, capabilities for
searching agents which provide a given service, compiling messages using appropriate FIPA
protocols, and template matching are also included. The simulated entities are given the
capabilities to interface with the simulation engine of their simulator, by compiling messages
using the appropriate ontology. This communication link is established in the agent’s initial
steps when it determines the simulator it belongs to. Moreover, the simulated entities may
subscribe to be notiﬁed when an agent of a given type is instantiated.
The simulator itself is a special agent with very little knowledge of the overall simulation
environment. Each simulator agent is given only the graph model of the area that it is to
simulate, and the simulation engine that it is to use to orchestrate the simulation evolution.
Above that, the simulator maintains a set of internal variables which reﬂect the current state
of the simulation, and a number of passive communication links for incoming requests. This
scheme allows for very high ﬂexibility in the modeling of diﬀerent areas, regardless of their
complexity and size. Finally the simulator is not aware of the presence of other simulators,
however it is able to determine its “neighbours”, that is the simulators that simulate adjacent
areas, or the number of simulated entities that they are handling. Events are processed upon
arrival with no prior coordination or negotiation.
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3.2.2 Simulation approach of the DBES
Our simulation is based on the optimistic discrete event simulation approach, which we have
enriched with additional features to match the complexity of our simulation scenarios. In this
approach, simulators interact with each other, only when an entity is to be moved from one
simulator to another, and not at a regular basis. This acts in favor of the overall simulation
as less communication is required, however it aﬀects at some extend the simulation results.
The underlying reason for this phenomenon is the fact that as soon as an entity wishes to
move from one simulator to another, the time when the registration request arrives in the
new simulator is key in the evolution of the simulation. Since the simulators have no way
of knowing when such an event is imminent, they continue their operations as normal. If
a registration arrives which puts the simulated entity in the far future, then the eﬀect on
the simulator is minimal and the simulator places the new entity in its queue. However, if
the entity arrives from the “past” then the moment at which this request arrives, forces the
simulator to re-structure its event queue; essentially to alter the simulation results.
To provide an error control mechanism, we use a partial synchronization scheme among the
network of simulator so that at regular intervals, their local clocks are synchronized. This
approach enables the consistency of the simulation results to be bounded by the synchro-
nization interval, while introducing a very low overhead in the simulation. In practice, a
synchronization agent is responsible for setting “rendezvous” points in all simulators that
participate in the simulation network. As soon as this point in virtual time has been reached,
the simulators assign the next action to the synchronization agent, which reschedules another
rendezvous time in the future. In section 3.3 we demonstrate how this scheme maintains a
very high conﬁdence level for the simulation results.
In emergency response scenarios, especially building evacuation, we expect that as the sim-
ulation proceeds, the agent transitions between simulators become increasingly frequent as
the simulated entities will need to get to the collection points (e.g. building exits). The vari-
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ation from the expected results are expected to be seen in the later parts of the simulation.
In chapter 3.3 we show how our partial synchronization scheme improves this issues, without
putting signiﬁcantly more overhead in the agent communication area.
3.2.3 Abstractions
In our simulation platform we consider that areas are modeled using graphs. These graphs
may contain special nodes, such as nodes which are considered collection points, (e.g. building
exits). Simulators may have areas which include a number of these nodes. Each simulator is
only aware of the area it is responsible for, and its “neighbours”. Similarly, each simulated
entity has an initial perspective of the overall areas with a rough estimate of the edge lengths.
As the simulated entities move in the graph and interact both with the simulators but also
with other agents, this perspective is updated with more accurate data.
Using this graph-based approach, we are able to put more focus in special areas of sim-
ulation, but also to dedicate a simulator for each area separately, instead of having one
simulator handling the whole area. In an upcoming section of this paper we demonstrate
how this approach improves the performance of the overall simulation. In addition to that,
maintaining a smaller graph, beneﬁts the performance of each simulated entity especially
when operations are done on the graph itself (e.g. ﬁnding the shortest path, connectivity
problems etc).
3.2.4 The Simulated Agents
The simulated agents are agent-members of our platform but are given individual character-
istics. Our entities, apart from their agent front-end which they use to interact with each
other and with the rest of the simulation platform, comprise key elements which reﬂect their
nature and operational level. These characteristics are:
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State: The state of each entity is reﬂected by its location, health level and a goal, which is
considered to be a node of the graph. As the simulation evolves, these parameters can
be aﬀected either by the environment. This information is private to the agent itself,
but can be forwarded to the simulator as well, for visualization reasons.
World perspective: Each entity has its own world perspective. This is an initial estimate
of the overall graph model which reﬂects the whole area under simulation, and has
been initialized with basic data; e.g. the node locations and the edge lengths. As the
simulation evolves and the entities traverse the graph towards the exit or any other
node, they update their internal perspective with the current surroundings mith more
up-to-date information about the area in the agent’s proximity. This updated view is
the basis for their next decisions.
Functionality/Purpose: In our platform the entities have a diﬀerent functionality in the
simulation. For instance, we assume the presence of civilians in an evacuation scenario
who wish to evacuate the building and go to predeﬁned collection points. At any time,
they select their next actions so that they move closer to the closest exit, from where
they exit the simulation. On the other hand, there are also robot agents, which move
the opposite way, searching for civilians inside the building, etc.
Behavioral model: Our entities maintain a behavioral model which comprises mobility
and health behaviors. In our simulations we consider that these models pertain to
moving speeds and how the ﬁre or any form of danger aﬀects the health of the agent.
After each action is completed, the simulated entities update their world perspective, and by
consulting their behavioural model they recalibrate their internal state. The decisions about
their next action are based on their functionality, which we assume does not change during
the simulation. At the ﬁnal step, the updated information is forwarded to the simulator
which in turn notiﬁes the next entity.
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3.2.5 Key features of our simulation platform
Our simulation platform is designed so as to perform batch simulations and make perfor-
mance evaluation of the applied algorithms. However it can also provide a graphical user
interface which combines the majority of its features into a more pleasant visual form. This
interface makes the simulation environment highly interactive as it can dynamically alter
the simulation scenario. Moreover, this interface can visualize statistical information as the
average evacuation time, the preferred path during evacuation, the ﬁre expansion rate, and
can also maintain the history of the agents’ actions so that they can be replayed later.
Our agents are mobile and move inside the computer network either in an automated fashion,
or by the user’s request. In our simulation experiments shown in a subsequent section,
we assume that all agents are instantiated on the same computer as the simulator which
simulates their current location. As soon as they move to a diﬀerent simulated area, they
move physically to the new computer as well. In our platform, entities move transparently
in the network.
As a ﬁnal note we elaborate on the distributed nature of our simulation platform. Our sce-
narios include a large number of simulated entities which interact with the simulator they
operate on and make their appropriate actions. In ﬁgure 3.2 we show how increasing the
number of simulated entities and simulation areas degrades the simulation performance when
run centrally, and how the performance is increased when the same entities are simulated
in a distributed fashion. Due to the discrete event simulation approach, larger number of
simulated entities slows down the simulation time, as more entities are to be simulated.
However even if more simulators are being used, since they operate in parallel, they intro-
duce much higher processing load which eventually degrades the simulation performance
signiﬁcantly. Scattering them in a computer network, increases signiﬁcantly the simulation
performance, while keeping the consistency of the simulation results at identical levels, if a
partial synchronization scheme is adopted.
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3.3 Experiments using our distributed simulation en-
vironment
In this section we present the results that were obtained by a series of simulation runs in
a network of 5 Linux 2.5GHz with 4GB RAM computers in a dedicated network. In these
scenarios we simulated a three-storey building with 2 exits on the ground ﬂoor, and each
ﬂoor was connected with the one above it with 3 diﬀerent staircases. Each area operated on
a diﬀerent computer and had a number of agents to handle.
Figures 3.1a and 3.1b, show the eﬀect of synchronization amongst the simulators and how
it aﬀects both the total execution time and the consistency of the simulation results. In
the same ﬁgures we demonstrate how diﬀerent population settings aﬀect the simulation
performance and consistency.
(a) Synchronization period vs. Simulation consistency
in diﬀerent population settings
(b) Synchronization period vs. Simulation perfor-
mance in diﬀerent population settings
Figure 3.1: How diﬀerent population settings aﬀect the simulation performance and consis-
tency of the simulation results
In general we can see that applying this hybrid-approach of synchronizing at regular intervals
improves the simulation performance. This is explained by the fact that if all simulation
entities and simulators are operating on a single computer, then this computer has to balance
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the entire load that is generated during the simulation. However, since the simulators operate
in parallel and not in a sequential fashion, the transmission and reception of a message
from any simulated entity is aﬀected by the overall load. With no synchronization scheme
during the simulation procedure, the consistency of the simulation results is highly volatile.
Applying a synchronization scheme yields better results.
However, in the case of a too frequent synchronization, i.e. every 100 ms in virtual time, the
simulation performance resembles the conservative approach as the simulators spend more
time synchronizing than serving simulation-related tasks. In one of our examples (ﬁgure
3.1b, the case of 30 agents per area), the simulation completed after 90 seconds, whereas a
20 second synchronization period completes the simulation after 71 seconds (almost a 20%
performance increase). Further increasing the synchronization period however has negative
eﬀects as resembles the no-synchronization scheme.
Regarding the consistency of the results, in ﬁgure 3.1a we demonstrate how these are aﬀected
by the synchronization scheme that we have adopted. The errors in the simulation are related
with the fact that as soon as an entity wishes to move from one simulator to another, then
for a given period of time, this entity does not belong to any of the simulators but is in the
process of registering to the new one, as described in a previous section. The time of arrival
of the registration message aﬀects signiﬁcantly the consistency of the result. As it is seen in
our results, there is an optimal selection of a synchronization period, in our case this window
is every 5-10 seconds.
In table 3.1 we present the results that were obtained after 1000 simulations of a 5-storey
building with diﬀerent population settings in an evacuation scenario. In this table we show
the performance increase of diﬀerent distribution settings such as having 4 simulators on the
same computer and 1 on a diﬀerent one, etc. We compare the results with the centralized
case, e.g. having 2 simulators distributed and 3 on the same computer, when we simulate
20 agents per area will result in a performance increase of 8.08% with an accuracy of 1.5%.
The accuracy of the simulation result is bounded by the synchronization scheme, which in
50 Chapter 3. Research achievements in improving the simulation performance
(a) How distributing the simulated entities improves
the simulation consistency in diﬀerent population sce-
narios
(b) How distributing the simulated entities improves
the simulation performance in diﬀerent population sce-
narios
Figure 3.2: How the distribution setting aﬀects the simulation performance and consistency
of the simulation results, in diﬀerent population scenarios
this case is 5 virtual seconds.
Distribution set-
ting
10 agents per area 20 agents per area 30 agents per area
Speed Max Error Speed Max Error Speed Max Error
Centralized - 1.8% - 0.98% - 0.46%
4 centralized 1
distributed
5.15% 1.25% 4.84% 0.38% 4.15% 0.77%
3 centralized 2
distributed
12.95% 3.41% 9.76% 1.5% 8.08% 0.93%
2 centralized 3
distributed
20.78% 1.15% 15.2% 1.58% 12.15% 0.88%
Distributed 30.2% 1.98% 20.21% 0.56% 16.22% 1.17%
Table 3.1: Summarizing the simulation results in diﬀerent population and distribution set-
tings
As expected we see that the simulation performance decreases according to the simulation
entities that are being simulated. Distributing the simulators favors the performance as from
table 3.1 we see that we get a signiﬁcant performance increase. However the consistency of
the results in the centralized case is much worse. This phenomenon is expected due to the
fact that as each simulator receives more entities to handle, the communication messages
between the simulator and the entities themselves increases as well. Since there are a number
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of simulators running on the same computer, this load is added up, and the processing
capacity of this computer deteriorates.
The reasons for the errors in the consistency of the simulation results are inherent in the
optimistic approach that we have adopted. For instance, assume that a simulator that is
operating independently receives a notiﬁcation from another entity (e.g. a civilian) who
arrives from another simulator. Assume also that the civilian left the simulator it was
interacting with, at a given simulation time. The civilian sends a message to the new
simulator, and requests to be put in the simulation queue. The time of arrival of this
message is crucial to the accuracy of the simulation. Since the receiving simulator has no
idea that an incoming civilian is about to arrive, it continues its operation as usual. If the
network was not loaded and the processing of the computer was not heavy, then the message
is received in a timely manner and the scenario evolves in a certain way. However, if the
message is received later, then the whole simulation sequence is totally diﬀerent than in the
previous case and the simulation time is signiﬁcantly altered. Moreover, due to the very
nature of our simulation scenarios, we expect that simulator interaction is not a too rare
event, as all entities are expected to reach the area which has the collection point(s). In
the case of having distributed simulators, the only factor that seems to play a part in this
accuracy issue, is the network load. In our experiments, the simulators were operating on a
dedicated network and thus we have achieved a more controlled environment.
What comes out of this study is that by simply distributing the simulators themselves,
we are able to gain a 15% performance increase, while at the same time we are able to
gain much more consistent results. This work focuses on the reallocation of the simulated
entities as well, and in the conﬁguration of the simulators so as to further improve the overall
performance.
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3.4 Allocating agents based on their simulated location
Our simulation model assumes that all interactions of the agents are based on a graph,
which models the simulated area. Each simulator has its own perspective of the area that it
simulates and is able to identify some key points of interest of the graph. In the next section
we describe our approach in partitioning the simulated area graph in such a way so as to
increase the performance of the overall simulation.
What is of interest in this case, is to be able to distribute the simulated entities in such a
way so as to both improve the performance of the overall simulation scenario, and to balance
the total load in a more adequate way than keeping all entities in a central computer, or
in the same computer throughout the simulation. While the second factor may not sound
as important as the ﬁrst one, one should consider the fact that the simulators themselves
are active entities that are operating in parallel and reserve a fraction of the computing
power. Having a large number of simulated entities doing similar processing would inevitably
reduce the speed of the simulation, making it eﬀectively unusable as the results would vary
signiﬁcantly. This phenomenon is seen in the previous chapter, in ﬁgure 3.1, the consistency
of centralized simulations is very volatile.
On the other hand, excessive use of distribution may have negative eﬀects, especially in
the simulation performance. For instance, assuming that each node of the simulation graph
should be reserved in a dedicated computer, could lead to the unfortunate behavior of the
simulated entities, while traversing the graph heading towards the exit, to constantly spend
more time moving from one computer to the other than contributing to the simulation
scenario. Moreover, it is the nature of this simulation scenario, that all the simulated entities
will eventually go to areas containing collection points. The simulators which handle these
area will inevitably be overwhelmed, and the simulation performance will drop signiﬁcantly.
To solve this problem, we constructed an algorithm which, at any given point in time, is
able to segment the graph depending on how far each node is from a a number of points of
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interest. These points of interest are speciﬁc in our simulations and are the collection points.
The underlying reasoning in this case is the following. Assuming that we simulate a scenario
of a building having a number of ﬂoors, each of which has a random number of agents. Given
that the agents move rationally, we expect that the agents will move towards the exit. From
this we can see that for each collection point, there is a group of nodes that will be chosen
by the agents in their eﬀort to reach the exit with high probability. Their starting location
will naturally determine the path that they choose, but this will be towards the closest exit
or staircase.
Thus, our ﬁrst action will be to partition the graph of the simulated area, into smaller parts
each of which will contain a staircase and a set of nodes which are closest to the particular
staircase than any other one. This is because this path is the shortest path towards that local
exit. If we assign this set of nodes to a speciﬁc computer, then the agent that models our
person, will not have to waste time moving from one computer to another, but as it moves
on the graph, it is physically located in the same computer. Any other partition (assuming
that the people move based on the shortest path) would lead to a number of agent hops in
the network, slowing down the simulation.
3.4.1 Adaptive re-partitioning
As mentioned before, the nature of our simulation scenarios requires adaptive techniques as
the simulation itself is dependent on the behaviors of the simulation entities, in particular
those who have a direct impact on the structure of the simulated graph. Let us consider
the presence of a simulation entity which has such “capabilities”, e.g. a ﬁre. As the ﬁre
expands, some of the paths of the graph become unreachable as people will not be able
to pass that area in order to evacuate, thus the computer which handles them becomes
underused, however the need for additional resources has not changed, as the remaining
agents still need to be simulated.
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As the ﬁre expands, we constantly update the graph weights and re-partition the graph
using the same strategy. The agents who are located in the updated nodes, will be moved
to the computer which will handle the newly reformed subgraph. This move will be made
transparently by the simulator.
(a) How resource allocation aﬀects the simulation per-
formance
(b) How resource allocation aﬀects the consistency of
the simualtion results
Figure 3.3: How resource allocation aﬀects the performance of the simulation and the con-
sistency of the simulation results
In ﬁgure 3.3 we show the performance of the simulation in diﬀerent population settings (i.e.
from 90, to 300 agents in total) and how this allocation scheme has improved the performance.
In this example we have partitioned the simulated area in 8 parts all of which have been
allocated in a diﬀerent processor. Depending on each agent’s simulated location, it is moved
to the corresponding computer. From these results we can see that although distributing the
agent in diﬀerent hosts depending on their physical location on the simulated area improves
the simulation performance, it is not the case when this allocation is done very frequently.
The initial values, are the performance of the simulation when no resource allocation scheme
is introduced. For example, if we consider the 300 agents case, a no-allocation scheme
makes the simulation end after 400 seconds, whereas allocating the agents every 100 seconds
improves the performance by almost 25%. The accuracy of the simulation is not signiﬁcantly
altered due to our synchronization scheme.
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Such a mechanism for resource allocation improves the performance in highly-populated
scenarios mainly because of the overhead that they introduce during computations. In simple
scenarios, as in the 90 agent case, we see that this particular resource allocation scheme is
not signiﬁcantly improving the performance.
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3.4.2 Applying coalition formation in distributed simulation
In this research we investigated how techniques from the coalition formation area can be
applied in this ﬁeld. Coalition formation is a form of interaction in an eﬀort to create groups
of distinct, autonomous agents in order to complete either collective or individual goals.
The formation of eﬀective coalitions is an active research ﬁeld in the area of agent systems
[139, 140, 141, 142, 143, 144]. To achieve this goal, a value for each possible coalition must
be determined, which is referred to as the coalition value, and indicates how beneﬁcial this
coalition would be to the overall community, if it was to be formed. Coalitions are constantly
formed and dissolved in a continuous eﬀort to improve the capabilities of the agent network.
The coalition formation process consists of three activities; the coalition value calculation in
which the value for each possible coalition is determined, the coalition structure generation
when the coalition set with the maximum value is selected, and payoﬀ distribution in which
the reward for all agent-members of each coalition is calculated.
The coalition value calculation process is a complicated task whose calculation complexity is
related with the problem that is being investigated. For instance there have been cases which
have exponential [145], or linear [143] complexity. The later introduces a de-centralized
approach of determining this value. The participating agents decide which subset of the
coalition values they should calculate and maintain it in their local memory. Thus, each value
is calculated at least once. The disadvantages of this approach is that some values might
be calculated more than once leading to increased memory consumption. Moreover, many
messages need to be exchanged to achieve this negotiation. In [146], these problems have been
addressed by minimizing the communication requirements and memory consumption using
an indexing scheme. However this approach requires cooperative agents that are aware of
each agent’s characteristic function (essentially this scheme is not applicable in heterogeneous
settings).
The coalition structure generation process determines which coalitions should be formed.
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Two types of such processes are considered; the characteristic function games (CFG) in
which the value of a coalition is determined only by the members of the coalition, and the
normal form games (NFG) in which the value of the coalition is also aﬀected by the members
of other coalitions1. This process is similar to the complete set partitioning problem which
is an NP-complete problem.
The ﬁnal process, the payoﬀ distribution aims in assigning rewards to the members of the
coalition, such that the agents have no incentive to deviate from the current coalition; such
coalitions are called stable coalitions. This feature is indeed important because the agents
oﬀer their computational capabilities and their resources to the purpose of their present
coalition and not waste time negotiating with other coalitions. Thus the coalitions can have
a suﬃcient life-time to achieve their goals.
In general, the coalition formation process is a very diﬃcult task and requires the searching
of an exponentially large number of states. Moreover, if the search space is intentionally
reduced to improve the speed of the calculation, there is no guarantee that the decision will
reﬂect the optimal, or even a near optimal one. Current literature focuses on agent societies
of less than 25-30 agents. Finally, decentralized approaches have not been fully investigated,
which may provide eﬃcient techniques for solving this issue. In section 3.4.3, we outline
our approach on using coalition formation in optimizing the performance of a distributed
simulation, which consists of a number of diﬀerent agent classes, events, simulators and
processors.
Coalition formation has some favored characteristics in being applied in simulation scenarios
such as:
• Each agent can provide a metric (coalition value) for either the individual events that
it submits or for parts of the whole event list. This will make it easier for the simulator
to detemermine how to organize the parallel events, after ﬁnding them
1The characteristic function games (CFG) is a strict subset of the normal form games (NFG)
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• A coalition structure can encapsulate a form of hierarchy which is needed in distributed
simulation
• Despite the fact that coalition formation is a computationally intensive task, in this
case we claim that the task in our scenarios is easier as certain coalitional structures
would never need to be evaluated
• “Anytime” algorithms have appeared in the literature
3.4.3 An example of coalition formation
In this chapter we will demonstrate an example which will show how we approached the
problem of improving the performance of a distributed simulation. As described in section
2.2, we consider that there is a set of possible states Ω, and events that transform an agent’s
internal state from a state S0 ∈ Ω to S ∈ Ω. Also, there is a metric dij which determines
how “close” the starting state of event j is to the approximate ending state of event i. Each
agent sends a sequence of events as mentioned in section 2.2 and the simulator orders the
events in a chronological order.
For simplicity reasons, in this example there is only one simulator whose state space is Ω,
and there are 3 agents. Let us assume that the simulator requests from all its participating
agents to submit a list of events that they will need to simulate up to a certain time. Upon
reception of this message, each agent forms a list of events that it will execute. In this
example, we consider that this list is a sequence of events, which the agent is deﬁnitely
executing. More sophisticated approaches will include that the agents submit a probabilistic
graph of possible states. For example:
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S0
p03

p02

p01

S1
p13

p12
 S2
p24

S3
p34  S4
In this case, a more complicated analysis should be enforced that can determine the best
combination of events that have the highest probability of being executed. Continuing the
example, agent a1 submits a list of 4 events to the simulator as in:
e11
 e12
 e13
 e14
Obviously this sequence of events is sent ordered in time, that is the event e12 must be
executed prior to the event e13. Moreover, the execution sequence cannot advance to e
1
3
unless e12 has completed its execution. Since the agent a1 has its own perspective of the
simulation state space, the events that it submits are based on its own perspective of the
outcome of each event execution. That is, the event e12 will result in a state, that is valid for
being the starting state of the execution of e13. Once the simulator receives this sequence, it
combines it with the already existing sequence of events, which at this moment is empty. So
the total event list is2:
•  e11  e12  e13  e14
Now let another agent, agent a2 send its own commitment which is e21
 e22
The same process occurs as before, however the simulator now must order the events in a
time-ordered fashion, which may lead to mixing the commitments of the agents’ submissions.
For this example, let’s consider that the outcome is the following:
•  e11  e21  e12  e22  e13  e14
Based on the limitations of the simulated problem and other parameters, the simulator can
determine which of these events can be executed in parallel without aﬀecting the simulation
accuracy. A simple distance metric could be the distance between the starting state of the
2We will use diﬀerent covering boxes for each agent’s submission so that the sequence is easier to read
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next event compared to the previous one in the time ordered list. Each event needs only to
be compared with the previous ones and up to its previous predecessor.
The reason for this is that we want to determine what time is the minimum time to schedule
the execution of the event. If we follow this approach as soon as each event list arrives, we
can determine which events can be considered as “milestones” for each upcoming event. For
instance, in the ﬁrst event list that was submitted by agent a1, we know that the event e
1
2
must be executed, only after the event e11 has been completed. The following graph shows
the dependencies between the events to be executed in relation to the distance between the
prior event’s ending state with the next event’s starting state.
• 




 e
1
1
 e12
 e22
 e13
 e14
e21

To do this, we evaluated the dij = D (S0(j), S(i)) < d0, where d0 is a minimum threshold
that guarantees that the events which are being compared can be executed in parallel, and
d is a metric that determines “how close the starting state of j is, with the estimates ending
state of i”. In our example, let us consider that that de11,e21 < d0 thus e
1
1, e
2
1 can be executed
in parallel as the previous equation is satisﬁed. As event lists arrive from other agents,
the simulator does not need to compare all new events with all the existing ones, however it
only needs to determine which events can be executed earlier than scheduled (thus parallel to
other events). Finally, agent a3 submits its own event list e31
 e32
 e33
so the simulator
upon reception of this new list, merges it with the ordered list and determines which events
are the predecessors of the new events. As an example consider that the resulting ordered
list is:
•  e11  e21 
 



 
e31

 



 
e32
 e12
 e22
 e13

 



 
e33
 e14
Using the same approach as before we need to check all paths starting from e13 up to the
starting point, and all subsequent events up to the end. This means that the computations
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that are needed to be made are:
• e31 → e11 = 2
• e12 → e21 = 3
• e33 → e32 = 4
• e14 → e13 = 2
If we try to determine which events can be executed in parallel, we will follow the same
process as before.
 


 
e31

 


 
e32
		




 


 
e33
• 




 e
1
1


e12
 e22
 e13

 e14
e21



In addition to forming a time-ordered list of events, using this approach we can group diﬀerent
types of events and place them in their appropriate point in time. In our current building
evacuation simulations, we consider that after every movement, the agents need to wait a
speciﬁc amount of time and after this period, they can continue their journey towards the
exit. However this event must be simulated as all other events which requires an additional
time. Using this grouping technique we can group this waiting event with its prior moving
event and reduce the required simulation steps. This process can be generalized for a number
of events and agents which can improve the performance. Given certain constraints about
which events can be grouped, we expect that such an action will not introduce errors in the
simulation results.
Similarly with grouping events, similar actions can be made in grouping agents. For instance
consider two agents of the same type starting at diﬀerent locations in the simulated area,
that after some point in time arrive in the same location. These could be simulated by a
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single agent as they will generate the same sequence of events until they evacuate. In general,
groups of agents could be created and modeled as single entities given some constraints about
their intentions and starting position.
This approach of grouping events, which looks like creating a tree-like graph, has the following
beneﬁts:
• It creates a form of hierarchy across all events, a favored feature as mentioned in a
previous chapter
• It can operate as events arrive from the agents, which will take advantage of the idle
time during the reception of the events
• Past history can be maintained by constantly appending the graph with the new in-
coming events. The tolerance to errors for rolling back can be adjusted by a sliding
window scheme.
• The agents can encapsulate an estimate on which possible events, each corresponding
event might not be independent with, speeding up the calculations
• This algorithm can be further optimized with more intelligent interaction protocols,
such as requiring the agents to submit their event lists with an artiﬁcial delay equal to
the expected simulated time of their ﬁrst event
• Since a number of events are expected to be either repeating or similar for some agents,
maintaining a history for retracing back in a case of an error, will reduce the number
of computations needed, as the values will have already been calculated
• The algorithm can operate regardless of the number of events that each agent submits
• The simulated time parameter that is of high importance is taken into consideration
into the algorithm
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• This approach can have good estimate during its execution, making it a nearly “any-
time” approach
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3.4.4 Initial performance results
In this section we present the results of a series of experiments that we have conducted to
determine how eﬃcient this algorithm is. The scenario consists of 3 areas, each of which
having 100 agents to simulate. All agents wish to evacuate, have identical walking speeds,
and prefer the shortest path towards the exit. During the evacuation, we do not consider the
case of a ﬁre as this would not create comparable simulation results. In all the simulations,
the agents prepare a list of events that they are committed to simulate and submit it to
the simulator as soon as they have made their decision. In addition to executing their own
events, the agents are capable of executing events of “compatible” agents, that is agents
which have similar characteristics. In these examples the agents belong to two groups and
they are assigned a random group in the beginning. In this way we can simulate more
complex scenarios which would comprise a large number of agent types. Finally there are
three types of events; a waiting event which means that the agent remains idle in its position
for a given amount of time, a moving event which means that the agent moves from one
position to another, and an exit event which means that the agent has evacuated. A waiting
event must follow a moving event and an exit event must be the last executed one, following
a moving event.
Figure 3.4a shows the total execution time in each scenario of the evacuation simulation, and
ﬁgure 3.4b, shows the consistency of the simulation results. In our experiments we considered
also another parameter; the depth of events that each agent is committed to execute, i.e.
how many events is each agent certain that it will execute. These ranged from 5 to 20 events
and as is shown in the following ﬁgures, larger numbers signiﬁcantly improve the simulation
performance, however the impact that they have on the consistency of the simulation results
does not make them appealing. Each agent was initially placed at locations with more that
20 nodes towards the exit, or the staircase so that such a parameter could make a diﬀerence.
The simulation execution time overall is signiﬁcantly reduced. The reason for that is that in
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(a) Execution time when requesting a speciﬁc number
of committed events
(b) Consistency of simulation results when requesting
a speciﬁc number of committed events
Figure 3.4: Performance and consistency of the simulation when requesting a speciﬁc number
of committed events from the agents
this case, a bundle of events are being simulated at the same time from distributed agents,
rather than having each agent execute its own event in sequence. Moreover, coalitions can
be formed across events enabling the combination of previously independent events into
diﬀerent ones. As mentioned before we consider three types of events (waiting, moving and
exiting), which for each agent are independent, however there might not be independent for
any two agents. For instance, two agents moving in the opposite direction is not allowed,
or there can only be one agent that is evacuating. Using the algorithm presented above we
have managed to combine independent events across agents in the case of exiting, that is
all agents that are by the exit, are evacuated in a single step. Furthermore, since during a
waiting event the agents remain idle in their current position, the algorithm combines this
event with their prior moving event (given that all constraints are satisﬁed).
One more interesting point is the notion of simulation acceleration, that is how much is the
simulation has accelerated as the simulation progresses. In our previous examples we had
highlighted this issue and claimed that it is related to the fact that since agents eventually
leave each individual simulator but move to the one which contains the collection point,
the performance in each individual simulator is going to be constantly increasing (as it will
have less events to coordinate), whereas the simulator with the collection point is going to
have to control a constantly increasing load. Eventually as more agents will have exited,
the performance will start to increase. This is not the case in using this approach. The
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acceleration of the simulation remains relatively unaﬀected by the increasing load to the
destination simulator, simply because at the same time, a large number of events can be
executed, which if they lead to an agent’s leaving the simulation network could also decrease
the computation load. Moreover, since this bundle of events can be executed by diﬀerent
simulated agents across the simulation network, the performance is highly improved.
Regarding the simulation consistency, it remains unaﬀected when few events are being sub-
mitted. Due to the fact that each simulator is synchronized partially throughout the simu-
lation, errors remain in control of this scheme. However, despite the fact that the synchro-
nization scheme is a relatively good and “cheap” way of bounding the errors, it is of little
use if the simulator allows the execution of events that last more than the synchronization
period, and we address this in the following paragraph.
In the case of enabling the agents to submit larger event queues to the simulators, we can
see that the simulation performance is positively aﬀected, however the consistency of the
results is negatively aﬀected as well. The reason for that originates from the fact that the
synchronization scheme is relaxed and is executed in regular intervals that have been pre-
arranged. For example if the period of the synchronization event is 5 virtual seconds, then
every 5 virtual seconds all simulators are synchronized. However in the examples we show
here, there might be, and actually are, cases when the simulation clock advances more than
5 virtual seconds due to the larger number of simulation events that are executed.
To show this eﬀect, we show ﬁgure 3.5 which demonstrates the impact of the synchronization
control when the simulators ask the agents to submit event lists which will be completed up
to a certain virtual time. Agents are able to determine this list as they know their strategy,
goal and capabilities. In these experiments we show the same results but the synchronization
period controls the consistency of the results. In the simulation scenario that we consider,
the average event lasts for 1.3 virtual seconds, so if we consider that the synchronization
scheme is every 10 virtual seconds, then 7 events from each agent could be controlled.
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(a) Execution time when requesting a time-bounded
number of committed events
(b) Consistency of simulation results when requesting
a time-bounded number of committed events
Figure 3.5: Performance and consistency of the simulation when requesting a time-bounded
number of committed events from the agents
In ﬁgure 3.6, we show how the ﬁrst four steps of the simulation in a simple scenario of a
single simulator and ten agents heading for the exit, placed at random initial positions. From
these images we can see that after the fourth step, six agents have already evacuated, whereas
using the traditional approach, in the same time, four agents would have made a single step
towards the exit. For this scenario, all agents managed to evacuate after 9 steps. As expected
though, each step in this example last much longer than in the examples described in previous
sections, however this amount of time is not discouraging. As a comparison, the same
example requires one hundred and four (104) steps to be completed (forty seven movements
and forty-seven pauses between movements followed by the 10 exit events) without using the
coalition formation approach that we presented in this chapter. Each step requires an explicit
message exchange between the agent and the simulator to ensure the completion of the event
execution cycle. Using this approach we manage to reduce the number of communication
exchanges, with an increase in the computation requirements.
Table 3.2 summarizes both the performance improvement and the error that appear when
using these two ways of requesting information from the simulated agents (certain number of
events, events requiring a certain amount of time for execution). What needs to be mentioned
now is that the error is compared to having the scenario being executed by a single simulator
(thus there is no possibility for an error) and the performance improvement is compared to
the mechanism presented in section 3.4.1 which is already a signiﬁcant improvement to the
68 Chapter 3. Research achievements in improving the simulation performance
(a) Step 1 (b) Step 2
(c) Step 3 (d) Step 4
Figure 3.6: Snapshots of the simulation evolution by combining the committed events that
are submitted by the simulated agents
simulation performance compared to not having an improvement algorithm at all.
The ﬁrst column describes the type of request that the simulator is making to the agents.
The ﬁrst group is when the simulator requests a speciﬁc number of events (ranging from 5 to
20) and the second group is when the simulator requests a number of events which require
a speciﬁc virtual time to be executed. The error is the average error experienced, and the
performance increase is the maximum experienced.
The performance improvement is evident in both cases, however the ﬁrst case brings severe
problems in the simulation results. Due to the fact that the simulation is controlled by
independent simulators, each agent when submitting a speciﬁc number of events might (and
actually does) cause anomalies in the simulation evolution as a part of the events that is
3.4. Allocating agents based on their simulated location 69
to be simulated, arrives in diﬀerent time instants to the next simulator. Given that the
synchronization scheme cannot limit these cases, the number of external events is increased.
The second case is a much better solution. At each round, the simulators ask for a list
of events that will require a certain time to be simulated, an estimate that is left on the
simulated agent side to be made (we consider honest agents). The results in this case are
less impressive when the performance is to be compared, though this scheme does improve
the performance up to 10%, however there is almost a minimal eﬀect on the simulation
accuracy. The reason for this is that the agents report a list of simulated events which will
require less, or equal, time than the synchronization scheme that is currently in eﬀect (we
would like to remind the reader that we use a 10 second synchronization scheme in these
examples). So, if the simulators were to request the agents to report a simulated event list
which would require more that 10 seconds to be executed, we would experience that the
simulation accuracy would gradually deteriorate.
Type of event reporting Max. Perf. Impr. Average Error
Request 5 events 2.5% 1.52%
Request 8 events 15.49% 1.37%
Request 10 events 33.40% 3.80%
Request 15 events 41.05% 5.02%
Request 20 events 58.24% 11.52%
Request up to 5sec 1.67% 1.52%
Request up to 6sec 4.04% 0.91%
Request up to 7sec 4.73% 1.22%
Request up to 8sec 7.45% 0.91%
Request up to 10sec 14.06% 0.76%
Table 3.2: Summarizing the simulation results when using diﬀerent types of requests for
committed events
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3.5 Conclusions and future work
In this report we investigated the area of distributed simulation and addressed the per-
formance aspect of it. We presented the basic terminology used in the literature and the
two dominant approaches, the conservative and optimistic one. Placing our focus in the
optimistic distributed simulation domain we elaborated on the mechanisms of improving
the simulation performance that are currently available in the literature and argued that
traditional clustering techniques could not be applied in this ﬁeld due to their inherent
disadvantages.
We presented a simulation tool that has been developed in the scope of this research and
investigated the eﬀect of an intelligent method of allocating agents and event execution
depending on the physical characteristics of the simulation state. To illustrate the beneﬁts
(and the need) of such an approach we experimented with 3 largely populated areas consisting
of 100 agents per area, or 300 agents in total. The results show a promising 25% increase
in the performance and a minimal impact on the simulation accuracy, using a simple naive
algorithm.
As a contribution, we introduced the concept of coalition formation and claimed that it
can be used as a means of improving the performance of distributed simulations. Indeed,
coalition formation is a challenging issue which introduced additional complexity, however
the potential beneﬁts of using such an approach can be signiﬁcant, as our initial results
have shown. While coalition formation is a very time consuming process, it is the nature
of the simulation scenarios that we have used it in which simpliﬁes the process. In building
evacuation the diversity of agents and events is not that high, thus the problem of determining
optimal coalitions can be derived in a timely manner. Furthermore, during a simulation, we
expect that future events might resemble past ones so maintaining a history during the
simulation could further improve the performance and reduce the complexity of the coalition
formation problem. Finally, even in complicated scenarios, the problem can be solved in a
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distributed fashion as in [146]. Using a simple algorithm in a building evacuation simulation,
we have managed to improve the performance by 10% without deteriorating the accuracy of
the simulation.
As future work, we believe that several actions could be taken that will improve the per-
formance of the simulation even more with minimal impact on the accuracy. Firstly, the
controlling simulator could become an active member of the simulation and constantly ﬁne-
tune and improve the evolution of the scenario. For instance, we have seen the importance
of a synchronization scheme and how it bounds the simulation error. However, in our ex-
periments we considered a static, unaltered synchronization scheme which is expected to be
less eﬃcient than an optimal scheme. For instance, an improvement in the synchronization
frequency could be the result of a mutual agreement between the participating simulators
taking into consideration the time up to which a subset of the committed events is fully
independent, i.e there is no reason to synchronize if there are no events to be executed.
Another improvement promising even better performance increase with even less eﬀect on
the simulation results, is to enable the simulators, by distributed negotiation, to re-organize
the set of states that each one is responsible for. It can be easily seen that an initial static
allocation of simulation states is by far not optimal as the simulation evolution might force
many simulators to be contributing very little to the simulation. As an example in building
evacuation, consider a three storey building, each storey modeled by a dedicated simulator,
with any number of agents on the ﬁrst and second ﬂoor. Not only are the resources for the
third simulator not used, any synchronization scheme that will be applied will require that
even the third simulator should respond; a very poor use of resources. An improvement
would be that the third simulator would “claim” a number of simulation states from e.g. the
second simulator and participate in the evolution of the simulation. Such an option could
make signiﬁcant diﬀerence in highly populated scenarios. In addition to that, the potential
errors in the simulation results could be reduced as the reorganizing of the set of simulation
states would reduce the amount and frequency of the external events; which as we have seen
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are the primary cause of the errors in the simulation results.
In addition, methods for allocating the sets of independent events and agents to diﬀerent
processors can also be investigated. To tackle this, auction-based mechanisms can be intro-
duced which given “oﬀers” by the available processors, the simulator will be able to determine
which processor should undertake which part of the event list. Moreover, during this process,
the simulator might also determine balancing the load across the network, a very important
task if we consider that in distributed simulations, the number of interacting entities might
reach a very high number. The reasons for choosing auction-based mechanisms are that such
mechanisms are very light weight, can be executed in an asynchronous fashion, i.e.as soon as
a simulator needs to allocate resources it can instantiate an auction, and there are a number
of standard protocols available for designing auctions.
Finally, distributed simulation could be further improved by the use of better interaction
protocols. In the scenarios we presented above, we consider that all agents submit their
committed events as soon as these are available, i.e. as soon they decide which ones they
are going to execute. Upon reception of the events, the simulator has to constantly organize
a time-ordered list which will be the sequence of the events that will be executed, given any
constraint that is required by the simulation model. However, this is not necessary beneﬁcial
for the simulation as the simulator has to place the events at their appropriate location, a
process which will require the parsing of the partially ordered list when each new event list
arrives from any agent. A further improvement would be to request the agents to submit
their lists with an “artiﬁcial” delay, related to the earliest execution time. For instance, if
an agent wants to execute an event after t seconds, then it would be better to wait for t
seconds and then submit its list. If all agents follow this approach then the simulator would
have always less computations to make as all later events would arrive later, and the earlier
ones would arrive ﬁrst.
To conclude, the area of distributed simulation is a very challenging ﬁeld. Simulations are
used in a diverse range of disciplines, from medicine to space sciences, and each area has its
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own requirements and characteristics. Being able to design schemes that would improve their
performance would highly facilitate the use of simulations in exploring complex scenarios and
extract useful and accurate information.
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