Writing is seen as one of the key competencies for students to master, but has also been one of the more challenging skills to assess fairly and reliably. In this regular issue, we publish four articles which discuss writing assessment from different perspectives. The first article in this regular issue, reports from a study involving more than 3000 students in year 3-7 from 24 schools in Norway based upon a professional learning project over 2 years (2012) (2013) (2014) . The aim of the study was to enhance students' writing skills by using the Wheel of Writing, a research-based writing tool that offers norms of expectations for writing proficiency. Participating teachers, representing all school subjects, used the Wheel of Writing in their writing instruction and assessment, guided and supported by a research team. As part of the intervention, pre-test and post-test data were collected from students' responses to standardised writing tasks in low-stake settings. The Norwegian Sample-Based Writing Test (NSBWT), a test that is also based on the Wheel of Writing framework (Evensen, Berge, Thygesen, Matre, & Solheim, 2016) , was used as part of the project, both for the project schools and control schools. Scripts were rated by a professional team on the scales communication, content, text organisation, language usage, orthography and punctuation. The investigation showed that students in primary school improved their writing skills far more than students in lower secondary school, but results also demonstrated substantial variation in writing quality effects between schools, classes and individual students. Berge et al. (this issue) offer different suggestions for why the writing intervention has had varied effect in participating schools, but suggest that one key factor for success in some schools, is the full support from teachers and head teachers who considered the writing intervention as a supplementary part of the teaching practice to reach the goals in the National Curriculum. The research team also suggests three of the low achieving schools might have had lower quality on the implementation of the writing instruction and assessment, due to lack of stable and consistent leadership. Where head teachers or key members left during the intervention, teachers were left to their own devises to implement the new writing instructions. Similar findings have been reported in large scale implementation of Assessment for Learning (Hopfenbeck & Stobart, 2015) , and the current study, therefore, adds to the literature we have on the importance of commitment from the whole school when introducing new practices. The study is further of importance as countries continue to implement new school reforms emphasising key competency skills such as writing and reading, but seldom follow up with support for teachers and school leaders on how to do it, or invest money in research-based evaluation studies. Although there are research-based programs available, less support is given to schools on how to carry it out in the classroom. The Norwegian professional learning project is further of interest as it investigates writing in the specific disciplines, acknowledging teachers as writing instructors in subjects such as science as well as languages, emphasising the need for disciplinary literacy knowledge. The research team also argues that a basic warrant for the project's design is the fact that it had been a co-operation between the researchers, the teachers and head teachers involved.
In the second article, by Silseth and Gilje (this issue), assessment of literacy is investigated not only in writing but in what is known as multimodal compositions. The research study reports from a project where assessment is enacted and negotiated in a school project where lower secondary students collaboratively composed multi-module commercials of different products and topics. Data were collected through classroom video recordings, and researchers analysed interactions through a sociocultural lens. Silset and Gilje argue that their analysis demonstrates written text and multi-module text have different status due to the fact they are assessed differently, and hence have an impact on how students participate as learners. It is already well established that students are strategic about how they position themselves in relation to summative tests, and would rather invest in tasks that matter for their future grades. The results of the current study offer some important reflections for future teaching in this respect, with the increased use of different technologies to enhance students' learning. The authors claim: 'From a sociocultural perspective, assessment should be closely coupled with learning and enacted as dynamic and meaningful in relation to how students come to see themselves as learners.' The question remains whether the new developments in technology have been able to do that in practice.
The first two articles in this issue report from studies where the local context is taken into consideration, and scripts are marked in collaboration with practitioners. One challenge with such marking is whether it is reliable enough, a question of relevance when the stakes are high for students. Bramley & Vitello (this issue) present results from a different study where Comparative Judgement (CJ) has been used. CJ has become increasingly prominent in recent years as an assessment methodology, and as the authors explain, CJ has the potential to 'replacing conventional marking, especially in situations where conventional marking is, or is believed to be, more time-consuming, expensive and unreliable than it ideally would be'. In CJ studies, the exam text, or even videos can be compared and put into rank order according to some predefined attributes. The theoretical framework behind it can be traced to the now almost 100-year-old classic by Thurstone (1927) on the Law of Comparative Judgement, but as the authors also described, it was introduced as a suggestion for marking by scholars such as Alistair Pollit in the early 1990s.
In the current study, the authors discuss results from an empirical study comparing adaptive comparative judgement (ACJ) with comparative judgement (JC). Thirty-four examiners of GCES English for Oxford, Cambridge and RSA (OCR) awarding body in the UK, made judgements across two studies, using the online software NoMoreMarkingTM (www.nomoremarking.com). Participants in the current study were asked to decide which one of two essays were the best, using the software. The authors suggest that the non-adaptive study was no less valid than the adaptive one, but argue that the ACJ approach might be worth using, as it could potentially increase reliability.
In another study, Daal et al. (2019) look into the assumptions underpinning the validity of CJ, by investigating the judgers arguments as to why they chose one essay above another, and hence to what degree there is a shared consensus across judges. The study was carried out in a course of a pre-Master's programme at a Flemish (Dutchspeaking part of Belgium) university. Forty-one essays of one examination period were selected and presented anonymously to the judges. In the research study, the professors and researchers who acted as markers had varied experience in evaluating essays. Each essay was assessed by four to nine judges and compared to at least eight and, at most, 16 other essays. A qualitative element was added in the study, as the judges were prompted by the question 'Briefly explain why you took this decision' after they made their judgement decision. These explanations are included as data and more than four explanations, or arguments for each decision were given. The authors conclude that the study provides not only reliable scores, but also valid scores to academic writing, 'even when a community of assessment practices is lacking'. As Daal et al. write with reference to Moss (1994) , scoring or marking of essays is a complex and challenging process, due to the openness of writing assignments. In most studies, rubrics with predefined assessment criteria are used, despite the concerns raised with respect to validity and reliability. As noted by the authors, research has documented relative judgement, as when an essay is compared to previous essays marked, rather than being judged solely on its own merits, and that teachers/markers have different views of the assessment criteria, which leads to disagreement in the scoring. With respect to the amount of training needed when implementing new writing assessments, it is worth asking whether more research is needed into Comparative Judgement as an alternative to more traditional writing assessments.
In the article by Bramley and Crisp (2017) , the issues around exam questions and students' possibility to choose between different exam tasks are discussed. Although previous research has suggested several positive aspects around offering students' choices on their exam papers, such as allowing students to choose tasks that appeal to them, Bramley and Crisp conclude in their article that optional exam questions are not recommended: 'The key potential disadvantage introduced by question choice is a risk to fairness if each of the optional questions is not of the same or very similar difficulty'. Through a review of previous research, and statistical analysis of past papers in the UK, the authors demonstrate how students are not always able to pick the question they are best prepared to answer, and hence they will not necessarily be able to get the scores that best reflects their ability. The study adds to the ongoing discussion in the assessment on fairness and is a healthy reminder of the challenges faced when offering new assessment methods, often introduced as more student friendly. Although choices might be viewed as a positive aspect for increased student motivation, it can simultaneously lead to unfair results. Research that can address these challenges is much needed.
The final original article in this regular issue, discusses the influence of PISA on Japanese education reforms, to innovate teaching and learning for 'PISA-style-literacy'. Ninomiya (this issue) claims the PISA literacy has enhanced the focus upon higher order competencies and new assessment strategies such as 'authentic assessment' and a focus upon the use of rubrics:
In Japan, under the initiative of researchers, the use of rubrics has been introduced as a new assessment strategy for higher order skills and competencies such as the 'PISA-style literacy'. (Matsushita, 2007a; Nishioka, 2008a Nishioka, , 2008b Suzuki, 2013; Tanaka, 2008 Tanaka, , 2009 ).
On the other hand, the danger is assessment practices that tend to fall into 'criteria compliance'. With reference to Sadler (1989 Sadler ( , 2009 , Ninomiya claims that students' need to be part of the dialogue around criteria and rubrics, be exposed to a range of quality examples and understand there are different ways to create quality.
Finally, under the title Fairness takes centre stage, Nisbeth (this issue) has reviewed two edited books, which both discuss fairness in educational assessment. The first book, Fairness in educational assessment and measurement, edited by Neil J. Dorans and Linda L. Cook, has mainly American contributors linked to the Educational Testing Centre (ETS), which also financially supported the book. Nisbeth argues that the book, despite the focus on the US, has international relevance. It is divided into three parts, 1) Ensuring fairness in test design, construction, administration and scoring, 2) Assessing the fairness of comparisons under divergent measurement conditions and 3) Perspectives on a fair assessment. One of the chapters highlighted, is the contribution from Sirec, Rios and Powers, on tests and fairness when test-users are taking the same test in different languages. As Nisbeth notes, this is a challenge relevant for international studies such as PISA. The second book reviewed, is Karami (ed.), Fairness issues in educational assessment, a reprint of articles originally published in 2013, in the journal Educational Research and Evaluation. It is structured in two parts, the first one 'theoretical' the second 'psychometric'; with international contributors. It is worth noting Camilli's chapter 'Ongoing issues in test fairness', which Nisbeth recommends as a strong overview of the field.
As we enter the new era of this journal's development, it is also time to thank Honorary Professor D Royce Sadler, Institute for Teaching and Learning Innovation, the University of Queensland, and Emeritus Professor of Higher Education, Griffith University Brisbane for his long-standing commitment to this journal. He is now stepping down as one of our valued Editorial Advisory Board members. Sadler has been one of our leaders in the development of theories around Formative and Summative Assessment practices. As the newly published articles in this issue demonstrate, his ideas and work on the concepts of 'criteria compliance' and 'evaluative expertise' continue to inspire new researchers internationally. According to Sadler, no matter what assessment we choose;
. . . 'the instructional system must make explicit provision for students themselves to acquire evaluative expertise. It is argued that providing direct and authentic evaluative experience is a necessary (instrumental) condition for the development of evaluative expertise and therefore for intelligent self-monitoring. It is insufficient for students to rely upon evaluative judgments made by the teacher ' (1998, p. 143) .
