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HYPERBOLIC GEOMETRY ON THE UNIT BALL OF B(H)n AND DILATION
THEORY
GELU POPESCU
Abstract. In this paper we continue our investigation concerning the hyperbolic geometry on the
noncommutative ball
[B(H)n]−1 :=
n
(X1, . . . ,Xn) ∈ B(H)
n : ‖X1X
∗
1 + · · ·+XnX
∗
n‖
1/2 ≤ 1
o
,
where B(H) is the algebra of all bounded linear operators on a Hilbert space H, and its implications to
noncommutative function theory. The central object is an intertwining operator LB,A of the minimal
isometric dilations of A,B ∈ [B(H)n]−1 , which establishes a strong connection between noncommutative
hyperbolic geometry on [B(H)n]−1 and multivariable dilation theory. The goal of this paper is to study
the operator LB,A and its connections to the hyperbolic metric δ on the Harnack parts ∆ of [B(H)
n]−1 .
In particular, we show that
δ(A,B) = lnmax
n‚‚LA,B‚‚ ,
‚‚‚L−1A,B
‚‚‚o
for any A,B ∈ ∆, and express ‖LB,A‖ in terms of the reconstruction operators RA and RB . We
study the geometric structure of the operator LB,A and obtain new characterizations for the Harnack
domination (resp. equivalence) in [B(H)n]−1 .
Finally, given a contractive free holomorphic function F := (F1, . . . , Fm) with coefficients in B(E)
and z, ξ ∈ Bn, the open unit ball of Cn, we prove that F (z) is Harnack equivalent to F (ξ) and
‖LF (z),F (ξ)‖ ≤ ‖Lz,ξ‖ =
„
1 + ‖ϕz(ξ)‖2
1− ‖ϕz(ξ)‖2
«1/2
,
where ϕz is the involutive automorphism of Bn which takes 0 into z. This result implies a Schwartz-Pick
lemma for operator-valued multipliers of the Drury-Arveson space, with respect to the hyperbolic metric.
Introduction
In [30], we introduced a hyperbolic metric δ on the noncommutative ball
[B(H)n]1 :=
{
(X1, . . . , Xn) ∈ B(H)
n : ‖X1X
∗
1 + · · ·+XnX
∗
n‖
1/2 < 1
}
.
This metric is a noncommutative extension of the Poincare´-Bergman ([3]) metric βn on the open unit
ball Bn := {z ∈ C
n : ‖z‖2 < 1}, which is defined by
βn(z, w) :=
1
2
ln
1 + ‖ϕz(w)‖2
1− ‖ϕz(w)‖2
, z, w ∈ Bn,
where ϕz is the involutive automorphism of Bn that interchanges 0 and z. We proved that δ is invariant
under the action of the group Aut([B(H)n]1) of all free holomorphic automorphisms of [B(H)
n]1, and
showed that the δ-topology and the usual operator norm topology coincide on [B(H)n]1. Moreover, we
proved that [B(H)n]1 is a complete metric space with respect to the hyperbolic metric and obtained
an explicit formula for δ in terms of the reconstruction operator. A Schwarz-Pick lemma for bounded
free holomorphic functions on [B(H)n]1, with respect to the hyperbolic metric, was also obtained. The
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results from [30] make connections between noncommutative function theory (see [24], [26], [28], [29])
and classical results in hyperbolic complex analysis and geometry (see [11], [12], [13], [31], [36]).
In this paper we continue to study the noncommutative hyperbolic geometry on the unit ball of B(H)n,
its connections with multivariable dilation theory, and its implications to noncommutative function theory.
To present our results, we recall ([30]) a few definitions. Let A := (A1, . . . , An) and B := (B1, . . . , Bn)
be in [B(H)n]−1 . We say that A is Harnack dominated by B if there exists a constant c > 0 such that
Re p(A1, . . . , An) ≤ c
2Re p(B1, . . . , Bn)
for any noncommutative polynomial with matrix-valued coefficients p ∈ C[X1, . . . , Xn] ⊗Mm, m ∈ N,
such that Re p ≥ 0, i.e., Re p(X1, . . . , Xn) ≥ 0 for any (X1, . . . , Xn) ∈ [B(K)
n]1, where K is an infinite
dimensional Hilbert space. In this case, we denote A
H
≺
c
B.
In Section 1, we obtain a characterization of the Harnack domination A
H
≺
c
B in terms of an intertwining
operator LB,A of the minimal isometric dilations of the row contractions A and B. More precisely, we
prove that if V := (V1, . . . , Vn) on KA ⊇ H and W := (W1, . . . ,Wn) on KB ⊇ H are the minimal
isometric dilations of A and B, respectively, and c ≥ 1, then A
H
≺
c
B if and only if there is an operator
LB,A ∈ B(KB ,KA) with ‖LB,A‖ ≤ c such that LB,A|H = IH and
LB,AWi = ViLB,A, i = 1, . . . , n.
The central object of this paper is the intertwining operator LB,A which establishes a bridge between
noncommutative hyperbolic geometry on the unit ball of B(H)n and multivariable dilation theory.
In Section 2, we obtain some results concerning the Harnack domination on [B(H)n]−1 and the recon-
struction operator
RX := X
∗
1 ⊗R1 + · · ·+X
∗
n ⊗Rn, X := (X1, . . . , Xn) ∈ [B(H)
n]1,
associated with the right creation operators R1, . . . , Rn on the full Fock space with n generators. Using
basic facts about noncommutative Poisson transforms ([24]) on Cuntz-Toeplitz algebras ([5]), we prove
that if A and B are in [B(H)n]−1 and c > 0, then A
H
≺
c
B if and only if RA
H
≺
c
RB. This result is needed in
the next sections.
We recall ([30]) that A,B ∈ [B(H)n]−1 are called Harnack equivalent (and denote A
H
∼
c
B) if and only if
there exists c ≥ 1 such that
1
c2
Re p(B1, . . . , Bn) ≤ Re p(A1, . . . , An) ≤ c
2Re p(B1, . . . , Bn)
for any noncommutative polynomial with matrix-valued coefficients p ∈ C[X1, . . . , Xn] ⊗Mm, m ∈ N,
such that Re p ≥ 0. The equivalence classes with respect to
H
∼ are called Harnarck parts of [B(H)n]−1
and are noncommutative analogues of the Gleason parts of the Gelfand spectrum of a function algebra
(see [10]). In Section 3, using noncommutative dilation theory for row contractions ([16], [17]), we obtain
several results concerning the Harnack parts of [B(H)n]−1 .
We introduced in [30] a hyperbolic metric δ on any Harnack part ∆ of [B(H)n]−1 by setting
δ(A,B) := ln inf
{
c ≥ 1 : A
H
∼
c
B
}
, A,B ∈ ∆.
In Section 4, we express the hyperbolic distance in terms of the operator LB,A by proving that
δ(A,B) = lnmax
{
‖LA,B‖ ,
∥∥∥L−1A,B∥∥∥}
for any A,B ∈ ∆. Using a characterization of the Harnack equivalence on [B(H)n]−1 in terms of free
pluriharmonic kernels (see [30]), we obtain an explicit formula for the norm of the intertwining operator
LB,A in terms of the reconstruction operators RA and RB . More precisely, we prove that if A,B ∈
[B(H)n]1, then
‖LB,A‖ = ‖CAC
−1
B ‖,
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where CX := (∆X ⊗ I)(I −RX)
−1. Similar result holds if A,B ∈ [B(H)n]−1 and A
H
≺ B.
Section 5 deals with the geometric structure of the operator LB,A. We show that if A,B ∈ [B(H)
n]−1 ,
then A
H
≺B if and only if there exit two bounded linear operators Ω and Θ satisfying certain analytic
properties such that
L∗B,A =
[
IH 0
Ω Θ
]
.
As consequences, we obtain new characterizations for the Harnack domination (resp. equivalence) in
[B(H)n]−1 .
In Section 6, we obtain a Schwartz-Pick lemma for contractive free holomorphic functions on [B(H)n]1
with respect to the intertwining operator LB,A. More precisely, given a contractive free holomorphic
function F := (F1, . . . , Fm) with coefficients in B(E) and z, ξ ∈ Bn, we prove that F (z)
H
∼ F (ξ) and
‖LF (z),F (ξ)‖ ≤ ‖Lz,ξ‖.
As a consequence, we deduce that
δ(F (z), F (ξ)) ≤ δ(z, ξ),
where δ is the hyperbolic metric. We mention that the map Bn ∋ z 7→ F (x) ∈ B(E)
m is a contractive
operator-valued multiplier of the Drury-Arveson space (see [6], [2]).
Finally, we want to acknowledge that we were strongly influenced in writing this paper and [30] by the
work of Foias¸ concerning Harnack parts of contractions ([8]) and by the work of Suciu on the hyperbolic
distance between two contractions ([32], [33]). The present paper is dedicated to Ciprian Foias¸ on his
75th anniversary.
1. Harnack type domination on [B(H)n]−1 and dilations
In this section, we obtain characterizations for the Harnack domination A
H
≺
c
B in terms of multi-
Toeplitz kernels on free semigroups, and in terms of an intertwining operator LB,A of the minimal
isometric dilations of the row contractions A and B.
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis e1, e2, . . . , en, where
n = 1, 2, . . . , or n =∞. We consider the full Fock space of Hn defined by
F 2(Hn) := C1⊕
⊕
k≥1
H⊗kn ,
where H⊗kn is the (Hilbert) tensor product of k copies of Hn. Define the left (resp. right) creation
operators Si (resp. Ri), i = 1, . . . , n, acting on F
2(Hn) by setting
Siϕ := ei ⊗ ϕ, ϕ ∈ F
2(Hn),
(resp. Riϕ := ϕ⊗ei, ϕ ∈ F
2(Hn).) The noncommutative disc algebra An (resp. Rn) is the norm closed
algebra generated by the left (resp. right) creation operators and the identity. The noncommutative
analytic Toeplitz algebra F∞n (resp. R
∞
n ) is the weakly closed version of An (resp. Rn). These algebras
were introduced ([19] and [23]) in connection with a noncommutative von Neumann type inequality (see
[35] for the classical case n = 1). For basic results concerning completely bounded maps and operator
spaces we refer to [14], [15], and [7].
Let F+n be the unital free semigroup on n generators g1, . . . , gn and the identity g0. The length of
α ∈ F+n is defined by |α| := 0 if α = g0 and |α| := k if α = gi1 · · · gik , where i1, . . . , ik ∈ {1, . . . , n}. If
(X1, . . . , Xn) ∈ B(H)
n, where B(H) is the algebra of all bounded linear operators on the Hilbert space
H, we set Xα := Xi1 · · ·Xik and Xg0 := IH. We denote eα := ei1 ⊗ · · · ⊗ eik if α = gi1 · · · gik ∈ F
+
n and
eg0 := 1. Note that {eα}α∈F+n is an orthonormal basis for the full Fock space F
2(Hn).
Free pluriharmonic functions arise in the study of free holomorphic functions on the noncommu-
tative open unit ball [B(H)n]1. We recall [26] that a map F : [B(H)
n]1 → B(H) ⊗min B(E) is
free holomorphic function on [B(H)n]1 with coefficients in B(E) if there exist A(α) ∈ B(E), α ∈ F
+
n ,
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such that lim supk→∞
∥∥∥∑|α|=k A∗(α)Aα)∥∥∥1/2k ≤ 1 and F (X1, . . . , Xn) = ∞∑
k=0
∑
|α|=k
Xα ⊗ A(α), where
the series converges in the operator norm topology for any (X1, . . . , Xn) ∈ [B(H)
n]1. We say that
h : [B(H)n]1 → B(H) ⊗min B(E) is a self-adjoint free pluriharmonic function on [B(H)
n]1 if h = Re f
for some free holomorphic function f . An arbitrary free pluriharmonic function is a linear combination
of self-adjoint free pluriharmonic functions. A free pluriharmonic functions on the noncommutative ball
[B(H)n]1 has the form
G(X1, . . . , Xn) =
∞∑
k=1
∑
|α|=k
X∗α ⊗B(α) + I ⊗A(0) ⊗+
∞∑
k=1
∑
|α|=k
Xα ⊗A(α),
where the series are convergent in the operator norm topology for any (X1, . . . , Xn) ∈ [B(H)
n]1. We also
recall that G is called positive if G(X1, . . . , Xn) ≥ 0 for any (X1, . . . , Xn) ∈ [B(K)
n]1, where K is an
infinite dimensional Hilbert space.
Let A := (A1, . . . , An) and B := (B1, . . . , Bn) be in [B(H)
n]−1 . As in [30], we say that A is Harnack
dominated by B, and denote A
H
≺ B, if there exists a constant c > 0 such that
Re p(A1, . . . , An) ≤ c
2Re p(B1, . . . , Bn)
for any noncommutative polynomial with matrix-valued coefficients p ∈ C[X1, . . . , Xn] ⊗Mm, m ∈ N,
such that Re p ≥ 0. When we want to emphasize the constant c, we write A
H
≺
c
B. In [30], we proved that
if A,B ∈ [B(H)n]−1 and c > 0, then
(1.1) A
H
≺
c
B if and only if P (rA,R) ≤ c2P (rB,R) for any r ∈ [0, 1),
where P (X,R) is the free pluriharmonic Poisson kernel associated with X := (X1, . . . , Xn) ∈ [B(H)
n]1
given by
P (X,R) :=
∞∑
k=1
∑
|α|=k
X∗α ⊗Reα + I +
∞∑
k=1
∑
|α|=k
Xα ⊗R
∗
eα
and the series are convergent in the operator norm topology.
In what follows we obtain a characterization of Harnack domination in terms of multi-Toeplitz kernels
on free semigroups.
A few more notations and definitions are necessary. If ω, γ ∈ F+n , we say that ω >l γ if there is
σ ∈ F+n \{g0} such that ω = γσ and set ω\lγ := σ. We denote by α˜ the reverse of α ∈ F
+
n , i.e.,
α˜ = gik · · · gik if α = gi1 · · · gik ∈ F
+
n . An operator-valued positive semidefinite kernel on the free
semigroup F+n is a map K : F
+
n × F
+
n → B(H) with the property that for each k ∈ N, for each choice of
vectors h1, . . . , hk in H, and σ1, . . . , σk in F
+
n the inequality
k∑
i,j=1
〈K(σi, σj)hj , hi〉 ≥ 0
holds. Such a kernel is called multi-Toeplitz if it has the following properties: K(α, α) = IH for any
α ∈ F+n and
K(σ, ω) =

K(g0, ω\lσ) if ω >l σ
K(σ\lω, g0) if σ >l ω
0 otherwise.
If X := (X1, . . . , Xn) ∈ [B(H)
n]−1 , we define the multi-Toeplitz kernel KX : F
+
n × F
+
n → B(H) by
KX(α, β) :=

Xβ\lα if β >l α
I if α = β
X∗α\lβ if α >l β
0 otherwise.
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The first result is a characterization for Harnack domination in [B(H)n]−1 in terms of multi-Toeplitz
kernels on free semigroups.
Theorem 1.1. Let A := (A1, . . . , An) and B := (B1, . . . , Bn) be in [B(H)
n]−1 and let c > 0. Then the
following statements are equivalent:
(i) A
H
≺
c
B;
(ii) KA ≤ c
2KB, where KX is the multi-Toeplitz kernel associated with X ∈ [B(H)
n]−1 ;
Proof. We recall that eα := ei1 ⊗ · · · ⊗ eik if α = gi1 · · · gik ∈ F
+
n and eg0 := 1, and that {eα}α∈F+n is an
orthonormal basis for the full Fock space F 2(Hn). We prove now that (i) =⇒ (ii). First, we show that
(1.2)
〈
P (X, rR)
∑
|β|≤q
hβ ⊗ eβ
 , ∑
|γ|≤q
hγ ⊗ eγ
〉
=
∑
|β|,|γ|≤q
〈KX,r(γ, β)hβ , hγ〉 ,
where the multi-Toeplitz kernel KX,r : F
+
n × F
+
n → B(H), r ∈ (0, 1), is defined by
KX,r(α, β) :=

r|β\lα|Xβ\lα if β >l α
I if α = β
r|α\lβ|(Xα\lβ)
∗ if α >l β
0 otherwise.
Indeed, if {hβ}|β|≤q ⊂ H, then〈 ∞∑
k=0
∑
|α|=k
X∗α ⊗ r
kRα˜
 ∑
|β|≤q
hβ ⊗ eβ
 , ∑
|γ|≤q
hγ ⊗ eγ
〉
=
∞∑
k=0
∑
|α|=k
〈∑
|β|≤q
X∗αhβ ⊗ r
kRα˜eβ,
∑
|γ|≤q
hγ ⊗ eγ
〉
=
∑
α∈F+n
∑
|β|,|γ|≤q
r|α| 〈eβα, eγ〉 〈X
∗
αhβ , hγ〉
=
∑
γ≥β; |β|,|γ|≤q
r|γ\lβ|
〈
X∗γ\lβhβ , hγ
〉
=
∑
γ≥β; |β|,|γ|≤q
〈KX,r(γ, β)hβ , hγ〉 .
Hence, taking into account that KX,r(γ, β) = K
∗
X,r(β, γ), we deduce relation (1.2). Consequently, the
condition P (rA,R) ≤ c2P (rB,R) for any r ∈ [0, 1) implies
[KA,r(α, β)]|α|,|β|≤q ≤ c
2[KB,r(α, β)]|α|,|β|≤q
for any 0 < r < 1 and q = 0, 1, . . .. Taking r → 1, we obtain item (ii).
Assume now that (ii) holds. Since c2KB − KA is a positive semidefinite multi-Toeplitz operator,
due to [22] (see also the proof of Theorem 5.2 from [29]), we find a completely positive linear map
µ : C∗(S1, . . . , Sn)→ B(E) such that
µ(Sα) = c
2KB(g0, α)−KA(g0, α) = c
2Bα −Aα
for any α ∈ F+n . Since P (rS,R) ≥ 0 for r ∈ [0, 1), we deduce that
(µ⊗ id)[P (rS,R)] =
∞∑
k=1
∑
|α=k
r|α|[c2B∗α −A
∗
α]⊗Reα + (c
2B0 −A0)⊗ I +
∞∑
k=1
∑
|α=k
r|α|[c2Bα −Aα]⊗R
∗
eα
= c2P (rB,R)− P (rA,R) ≥ 0,
which, due to (1.1), implies (i). This completes the proof. 
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An n-tuple T := (T1, . . . , Tn) of bounded linear operators acting on a common Hilbert space H is
called contractive (or row contraction) if
T1T
∗
1 + · · ·+ TnT
∗
n ≤ IH.
For simplicity, throughout this paper, [T1, . . . , Tn] denotes either the n-tuple (T1, . . . , Tn) or the operator
row matrix [T1 · · · Tn]. The defect operators associated with a row contraction T := [T1, . . . , Tn] are
(1.3) ∆T :=
(
IH −
n∑
i=1
TiT
∗
i
)1/2
∈ B(H) and ∆T∗ := ([δijIH − T
∗
i Tj ]n×n)
1/2 ∈ B(H(n)),
while the defect spaces are DT := ∆TH and DT∗ := ∆T∗H(n), where H
(n) denotes the direct sum of
n copies of H. We say that an n-tuple V := [V1, . . . , Vn] of isometries on a Hilbert space KT ⊇ H is a
minimal isometric dilation of T if the following properties are satisfied:
(i) V1V
∗
1 + · · ·+ VnV
∗
n ≤ IKT ;
(ii) V ∗i |H = T
∗
i , i = 1, . . . , n;
(iii) KT =
∨
α∈F+n
VαH.
The isometric dilation theorem for row contractions (see [16], [4], [9]) asserts that every row contraction
T has a minimal isometric dilation V which is uniquely determined up to an isomorphism.
The main result of this section is the following.
Theorem 1.2. Let A := [A1, . . . , An] and B := [B1, . . . , Bn] be in [B(H)
n]−1 and let V := [V1, . . . , Vn] on
KA ⊇ H and W := [W1, . . . ,Wn] on KB ⊇ H be the minimal isometric dilations of A and B, respectively.
If c ≥ 1, then the following statements are equivalent:
(i) A
H
≺
c
B;
(ii) there is an operator LB,A ∈ B(KB,KA) with ‖LB,A‖ ≤ c such that LB,A|H = IH and
LB,AWi = ViLB,A, i = 1, . . . , n.
Proof. Assume that (i) holds. According to Theorem 1.1, we have KA ≤ c
2KB, where KX is the multi-
Toeplitz kernel associated with X ∈ [B(H)n]−1 .
Since V := [V1, . . . , Vn] is the minimal isometric dilation of A := [A1, . . . , An], we have KA =∨
α∈F+n
VαH and V
∗
α |H = A
∗
α for any α ∈ F
+
n . Similar properties hold for W and B. Hence, and
taking into account that V1, . . . , Vn and W1, . . . ,Wn are isometries with orthogonal ranges, respectively,
we have∥∥∥∥∥∥
∑
|α|≤m
Vαhα
∥∥∥∥∥∥
2
=
∑
α>lβ,|α|,|β|≤m
〈
Vα\lβhα, hβ
〉
+
∑
|α|≤m
〈hα, hα〉+
∑
β>lα,|α|,|β|≤m
〈
V ∗β\lαhα, hβ
〉
=
∑
α>lβ,|α|,|β|≤m
〈
Aα\lβhα, hβ
〉
+
∑
|α|≤m
〈hα, hα〉+
∑
β>lα,|α|,|β|≤m
〈
A∗β\lαhα, hβ
〉
=
∑
|α|≤m,|β|≤m
〈KA(β, α)hα, hβ〉 =
〈
[KA(β, α)]|α|,|β|≤m hm,hm
〉
for any m ∈ N and hm ∈ ⊕|α|≤mHα, where each Hα is a copy of H. Similarly, one can show that∥∥∥∥∥∥
∑
|α|≤m
Wαhα
∥∥∥∥∥∥
2
=
〈
[KB(β, α)]|α|,|β|≤m hm,hm
〉
.
Since KA ≤ c
2KB, we deduce that ∥∥∥∥∥∥
∑
|α|≤m
Vαhα
∥∥∥∥∥∥ ≤ c
∥∥∥∥∥∥
∑
|α|≤m
Wαhα
∥∥∥∥∥∥ .
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Consequently, we can define an operator LB,A : KB → KA by setting
(1.4) LB,A
 ∑
|α|≤m
Wαhα
 := ∑
|α|≤m
Vαhα
for any m ∈ N and hα ∈ H, α ∈ F
+
n . Due to the considerations above, LB,A is a bounded operator
with ‖LB,A‖ ≤ c. Note that since LB,A|H = IH, we have ‖LB,A‖ ≥ 1. One can easily see that
LB,AWi = ViLB,A for i = 1, . . . , n. Therefore, (ii) holds.
Conversely, assume that there is an operator LB,A ∈ B(KB,KA) with norm ‖LB,A‖ ≤ c such that
LB,A|H = IH and LB,AWi = ViLB,A, i = 1, . . . , n. Hence, we deduce that LB,A
(∑
|α|≤mWαhα
)
=∑
|α|≤m Vαhα for any m ∈ N and hα ∈ H, α ∈ F
+
n . Since ‖LB,A‖ ≤ c , we have∥∥∥∥∥∥
∑
|α|≤m
Vαhα
∥∥∥∥∥∥
2
≤ c2
∥∥∥∥∥∥
∑
|α|≤m
Wαhα
∥∥∥∥∥∥
2
,
which is equivalent to the inequality〈
[KA(β, α)]|α|,|β|≤m hm,hm
〉
≤ c2
〈
[KB(β, α)]|α|,|β|≤m hm,hm
〉
for any m ∈ N and hm ∈ ⊕|α|≤mHα. Hence, we obtain KA ≤ c
2KB. Using again Theorem 1.1, we
deduce item (i). The proof is complete. 
Using Theorem 1.2 and relation (1.1), we deduce the following consequences.
Corollary 1.3. If A,B ∈ [B(H)n]−1 and A
H
≺B, then
‖LB,A‖ = inf{c ≥ 1 : A
H
≺
c
B}
= inf{c ≥ 1 : P (rA,R) ≤ c2P (rB,R) for any r ∈ [0, 1)}.
Corollary 1.4. Let A := [A1, . . . , An] and B := [B1, . . . , Bn] be in [B(H)
n]−1 . Then A
H
≺B if and only if
supr∈[0,1) ‖LrA,rB‖ <∞. Moreover, in this case,
‖LA,B‖ = sup
r∈[0,1)
‖LrA,rB‖
and r 7→ ‖LrA,rB‖ is increasing on [0, 1).
Proof. Assume that A
H
≺B. Then, due to Theorem 1.2, A
H
≺
c
B if and only if there is an operator LB,A ∈
B(KB,KA) with ‖LB,A‖ ≤ c such that LB,A|H = IH and LB,AWi = ViLB,A, i = 1, . . . , n. Consequently,
taking c = ‖LB,A‖, we deduce that A
H
≺
‖LB,A‖
B, which due to (1.1), is equivalent to
P (rA,R) ≤ ‖LB,A‖
2P (rB,R)
for any r ∈ [0, 1). Using again relation (1.1), we have tA
H
≺
‖LB,A‖
tB for any t ∈ [0, 1). Applying Theorem
1.2 to the operators tA and tB, we deduce that ‖LtA,tB‖ ≤ ‖LB,A‖.
Conversely, suppose that c := supr∈[0,1) ‖LrA,rB‖ < ∞. Since ‖LrA,rB‖ ≤ c, Theorem 1.2 implies
rA
H
≺
c
rB for any r ∈ [0, 1). Due to (1.1), we have P (rtA,R) ≤ c2P (rtB,R) for any t, r ∈ [0, 1). Hence,
A
H
≺
c
B which, due to Theorem 1.2, implies ‖LB,A‖ ≤ c. Therefore, ‖LA,B‖ = supr∈[0,1) ‖LrA,rB‖. The
fact that r 7→ ‖LrA,rB‖ is an increasing function on [0, 1) follows from the latter relation. This completes
the proof. 
The intertwining operator LB,A introduced in this section will play a very important role in this paper.
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2. The reconstruction operator and Harnack domination
In this section, we obtain some results concerning the reconstruction operator and Harnack equivalence
on [B(H)n]1. These results are needed in the next sections.
We need to recall from [24] a few basic facts about noncommutative Poisson transforms on Cuntz-
Toeplitz algebras. Let T := [T1, . . . , Tn be row contraction, i.e.,
T1T
∗
1 + · · ·+ TnT
∗
n ≤ IH.
We define the defect operator ∆T,r := (IH − r
2T1T
∗
1 − · · · − r
2TnT
∗
n)
1/2 for each 0 < r ≤ 1. The
noncommutative Poisson kernel associated with T is the family of operators
KT,r : H → ∆T,rH⊗ F
2(Hn), 0 < r ≤ 1,
defined by
KT,rh :=
∞∑
k=0
∑
|α|=k
r|α|∆T,rT
∗
αh⊗ eα, h ∈ H.
We recall that {eα}α∈F+n is an orthonormal basis for F
2(Hn). When r = 1, we denote ∆T := ∆T,1 and
KT := KT,1. The operators KT,r are isometries if 0 < r < 1, and
K∗TKT = IH − SOT- lim
k→∞
∑
|α|=k
TαT
∗
α.
Thus KT is an isometry if and only if T is a pure row contraction, i.e., SOT- lim
k→∞
∑
|α|=k TαT
∗
α = 0. We
denote by C∗(S1, . . . , Sn) the Cuntz-Toeplitz C
∗-algebra generated by the left creation operators (see
[5]). The noncommutative Poisson transform at T := [T1, . . . , Tn] ∈ [B(H)
n]−1 is the unital completely
contractive linear map PT : C
∗(S1, . . . , Sn)→ B(H) defined by
PT [f ] := lim
r→1
K∗T,r(IH ⊗ f)KT,r, f ∈ C
∗(S1, . . . , Sn),
where the limit exists in the norm topology of B(H). Moreover, we have
PT [SαS
∗
β ] = TαT
∗
β , α, β ∈ F
+
n .
When T := [T1, . . . , Tn] is a pure row contraction, we have
PT [f ] = K
∗
T (IDT ⊗ f)KT ,
where DT = ∆TH. We refer to [24], [25], and [27] for more on noncommutative Poisson transforms on
C∗-algebras generated by isometries.
Consider now the particular case when n = 1. In this case, the free pluriharmonic Poisson kernel
P (Y,R) coincides with
Q(Y, U) :=
∑
k=1
Y ∗
k ⊗ Uk + I +
∞∑
k=1
Y k ⊗ U∗k, ‖Y ‖ < 1,
where the convergence of the series is in the operator norm topology and U is the unilateral shift acting
on the Hardy space H2(T). For each contraction T ∈ B(H), consider the operator-valued Poisson kernel
defined by
K(z, T ) :=
∞∑
k=1
zkT ∗
k + I +
∞∑
k=1
z¯kT k, z ∈ D.
Using Theorem 1.1 from [30], we can deduce the following.
Proposition 2.1. Let T and T ′ be in [B(H)]−1 and let c ≥ 1. Then the following statements are
equivalent:
(i) T
H
≺
c
T ′;
(ii) Q(rT, U) ≤ c2Q(rT ′, U) for any r ∈ [0, 1);
(iii) K(z, T ) ≤ c2K(z, T ′) for any z ∈ D.
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Proof. The equivalence (i) ↔ (ii) follows from Theorem 1.1 of [30], in the particular case when n = 1.
To prove the implication (ii) =⇒ (iii), we apply the noncommutative Poisson transform (when n = 1)
at eitI to the inequality (ii). We have
K(reit, T ) = (id⊗ PeitI)[Q(rT, U)] ≤ c
2(id⊗ PeitI)[Q(rT
′, U)] = c2K(reit, T ′)
for any r ∈ [0, 1) and t ∈ R. It remains to prove that (iii) =⇒ (ii). Since〈
(T ∗k ⊗ Uk)(hm ⊗ e
imt), hp ⊗ e
ipt
〉
H⊗H2(T)
=
1
2π
∫ pi
−pi
〈
eiktT ∗
k(eimthm), e
ipthp
〉
H
dt
for any hm, hp ∈ H and k,m, p ∈ N, we deduce that〈(
c2Q(rT ′, U)−Q(rT, U)
)
h(eit), h(eit)
〉
H⊗H2(T)
=
1
2π
∫ pi
−pi
〈(
c2K(reit, T ′)−K(reit, T )
)
h(eit), h(eit)
〉
H
for any function eit 7→ h(eit) inH⊗H2(T). Now, it is clear that (iii) =⇒ (ii). The proof is complete. 
The next result makes an interesting connection between Harnack domination in [B(H)n]−1 and recon-
struction operators.
Theorem 2.2. Let A := [A1, . . . , An] and B := [B1, . . . , Bn] be in [B(H)
n]−1 and let c > 0. Then the
following statements are equivalent:
(i) A
H
≺
c
B;
(ii) RA
H
≺
c
RB, where RX := X
∗
1 ⊗ R1 + · · ·+X
∗
n ⊗ Rn is the reconstruction operator associated with
X := (X1, . . . , Xn) ∈ [B(H)
n]−1 and the right creation operators R1, . . . , Rn.
(iii) R∗A
H
≺
c
R∗B;
Proof. Assume that (i) holds. According to Theorem 1.1 from [30], we have
(2.1) P (rA, S) ≤ c2P (rB, S)
for any r ∈ [0, 1), where S := (S1, . . . , Sn) is the n-tuple of left creation operators. Let U be the unilateral
shift on the Hardy space H2(T). Since R∗iRj = δijI, it is easy to see that [U
∗⊗R1, . . . , U
∗⊗Rn] is a row
contraction acting from [H2(T) ⊗ F 2(Hn)]
(n) to H2(T) ⊗ F 2(Hn). Using the noncommutative Poisson
transform at [U∗ ⊗R1, . . . , U
∗ ⊗Rn] and inequality (2.1), we have
Q(rRA, U) =
(
id⊗ P[U∗⊗R1,...,U∗⊗Rn]
)
[P (rA, S)]
≤ c2
(
id⊗ P[U∗⊗R1,...,U∗⊗Rn]
)
[P (rB, S)]
= c2Q(rRB , U)
for any r ∈ [0, 1). Applying Proposition 2.1, we deduce that RA
H
≺
c
RB . Conversely, assume that (ii) holds.
Using again Proposition 2.1, we have
(2.2) K(reit, RA) ≤ c
2K(reit, RB), r ∈ [0, 1), t ∈ R.
Taking t = 0, we deduce that P (rA,R) ≤ c2P (rB,R) for any r ∈ [0, 1), which implies A
H
≺
c
B. The
equivalence (ii)↔ (iii) is due to Proposition 2.1 and the fact that (2.2) is equivalent to
K(reit, R∗A) ≤ c
2K(reit, R∗B), r ∈ [0, 1), t ∈ R.
The proof is complete. 
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3. Harnack type equivalence on [B(H)n]−1 and dilations
In this section, using noncommutative dilation theory for row contractions ([16], [17]), we obtain several
results concerning the Harnack parts of [B(H)n]−1 .
Since the Harnack type domination
H
≺ is a preorder relation on [B(H)n]−1 , it induces an equivalent
relation
H
∼ on [B(H)n]−1 , which we call Harnack equivalence. The equivalence classes with respect to
H
∼
are called Harnarck parts of [B(H)n]−1 . It is easy to see that A and B are Harnack equivalent (denote
A
H
∼ B) if and only if there exists c ≥ 1 such that
1
c2
Re p(B1, . . . , Bn) ≤ Re p(A1, . . . , An) ≤ c
2Re p(B1, . . . , Bn)
for any noncommutative polynomial with matrix-valued coefficients p ∈ C[X1, . . . , Xn] ⊗Mm, m ∈ N,
such that Re p ≥ 0. We also use the notation A
H
∼
c
B if A
H
≺
c
B and B
H
≺
c
A.
First we consider a few characterizations for Harnack domination in [B(H)n]−1 (other characterizations
were considered in [30]).
Theorem 3.1. Let A := [A1, . . . , An] and B := [B1, . . . , Bn] be in [B(H)
n]−1 and let c ≥ 1. Then the
following statements are equivalent:
(i) A
H
∼
c
B;
(ii) 1c2KB ≤ KA ≤ c
2KB, where KX is the multi-Toeplitz kernel associated with X ∈ [B(H)
n]−1 ;
(iii) RA
H
∼
c
RB, where RX is the reconstruction operator associated with X ∈ [B(H)
n]−1 ;
(iv) LB,A is an invertible operator with ‖LB,A‖ ≤ c and ‖L
−1
B,A‖ ≤ c.
Proof. The equivalences (i)↔ (ii) and (i)↔ (iv) are due to Theorem 1.1 and Theorem 1.2, respectively.
Note also that the equivalence (i)↔ (iii) follows from Theorem 2.2. 
Let us recall [16] the Wold type decomposition for sequences of isometries with orthogonal ranges.
Let V := [V1, . . . , Vn], Vi ∈ B(K), be such that V
∗
i Vj = δijI. Then K decomposes into an orthogonal
sum K = GV ⊕M+(LV ) such that GV and M+(LV ) reduce each operator Vi, i = 1, . . . , n, and such that
(IK −
∑n
i=1 ViV
∗
i ) |GV = 0 and
(
V1|M+(LV ), . . . , Vn|M+(LV )
)
is unitarilly equivalent to the n-tuple of left
creation operators (S1 ⊗ ILV , . . . , Sn ⊗ ILV ). Moreover, the decomposition is unique and we have
GV =
∞⋂
k=0
⊕
|α|=k
VαKV
 and M+(LV ) = ⊕
α∈F+n
VαLV ,
where LV := K ⊖ (⊕
n
i=1ViK).
Theorem 3.2. Let A := [A1, . . . , An] and B := [B1, . . . , Bn] be in [B(H)
n]−1 and let V := [V1, . . . , Vn] on
KA ⊇ H and W := [W1, . . . ,Wn] on KB ⊇ H be the minimal isometric dilations of A and B, respectively.
Then the following statements hold.
(i) If A
H
∼ B, then V and W are unitarily equivalent.
(ii) Let KV = GV ⊕M(LV ) and KW = GW ⊕M(LW ) be the Wold type decompositions of V and W ,
respectively, and let LB,A be the operator defined by (1.4). If A
H
∼ B, then
L∗B,A(LV ) = LW and LB,A(GW ) = GV .
Proof. To prove part (i), note that, due to Theorem 1.2 and Theorem 3.1, LB,A is an invertible operator
such that LB,AWi = ViLB,A, i = 1, . . . , n. Applying Theorem 2.1 from [20], we deduce that V and W
are unitarilly equivalent. Part (ii) is a consequence of Theorem 3.1, part (iv), and the proof of Theorem
2.1 from [20]. 
Corollary 3.3. Let A := [A1, . . . , An] and B := [B1, . . . , Bn] be in [B(H)
n]−1 such that A
H
∼ B. Then
the following properties hold.
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(i) A is a pure row contraction if and only if B has the same property.
(ii) A1A
∗
1 + · · ·+AnA
∗
n = I if and only if B1B
∗
1 + · · ·+BnB
∗
n = I.
(iii) rank∆A = rank∆B.
Proof. According to [16], A is a pure row contraction if and only if its minimal isometric dilation V is
a pure row isometry, i.e., KV = M+(LV ). In this case we have GV = {0} and, since LB,A is invertible,
part (ii) of Theorem 3.2 implies GW = {0}. Therefore, KW = M+(LW ), which shows that B is a
pure row contraction. To prove (ii), note that, due to [16], A1A
∗
1 + · · · + AnA
∗
n = I is and only if
V1V
∗
1 + · · ·+VnV
∗
n = I. The Wold type decomposition for V shows that KV = GV . Since LB,A(GW ) = GV
and LB,A : KW → KV is an invertible operator, part (ii) of Theorem 3.2 implies GW = KW . Therefore,
we have W1W
∗
1 + · · ·WnW
∗
n = I. Using again [16], we deduce that B1B
∗
1 + · · ·+BnB
∗
n = I.
The geometric structure of the minimal isometric dilations of row contractions (see [16]) implies that
dimDA = dimLV and dimDB = dimLW .
Since LB,A is invertible and L
∗
B,A(LV ) = LW , we deduce that dimLV = dimLW , which completes the
proof of part (iii). 
Corollary 3.4. If A ∈ [B(H)n]−1 is a row isometry (or co-isometry), then the Harnack part of A reduces
to {A}.
Proof. Let A and B be in [B(H)n]−1 such that A
H
∼ B. First, assume that A is a row isometry and let
W := [W1, . . . ,Wn] on KB ⊇ H be the minimal isometric dilations of B. According to Theorem 1.2,
LB,A ∈ B(KB ,KA) is an invertible operator such that LB,A|H = IH and
LB,AWi = ViLB,A, i = 1, . . . , n.
Since A is a row isometry, we have KA = H and V = A. Now, one can easily see that KB = H,
and Wi = Bi, i = 1, . . . , n. Hence LB,A = IH and the intertwining relation above implies Wi = Ai,
i = 1, . . . , n. Consequently, A = B.
Now, assume that A is a co-isometry, i.e., A1A
∗
1 + · · ·+ AnA
∗
n = I. Setting RA :=
∑n
i=1 A
∗
i ⊗ Ri, we
have R∗ARA = I. On the other hand, due to Theorem 3.1, A
H
∼ B if and only if RA
H
∼ RB . Applying the
first part of this corollary when n = 1 and A and B are replaced by RA and RB, respectively, we deduce
that RA = RB. Consequently, A = B, which completes the proof. 
The characteristic function associated with an arbitrary row contraction T := [T1, . . . , Tn], Ti ∈ B(H),
was introduced in [17] (see [34] for the classical case n = 1) and it was proved to be a complete unitary
invariant for completely non-coisometric (c.n.c.) row contractions. The characteristic function of T is a
multi-analytic operator with respect to S1, . . . , Sn,
Θ˜T : F
2(Hn)⊗ DT∗ → F
2(Hn)⊗DT ,
with the formal Fourier representation
ΘT (R1, . . . , Rn) := −IF 2(Hn) ⊗ T +
(
IF 2(Hn) ⊗∆T
)(
IF 2(Hn)⊗H −
n∑
i=1
Ri ⊗ T
∗
i
)−1
[R1 ⊗ IH, . . . , Rn ⊗ IH]
(
IF 2(Hn) ⊗∆T∗
)
,
where R1, . . . , Rn are the right creation operators on the full Fock space F
2(Hn). More precisely, we have
Θ˜T = SOT- lim
r→1
ΘT (rR1, . . . , rRn).
For definitions and basic facts concerning multi-analytic operators on Fock spaces we refer to Section 5
and [17]–[21].
We obtained in [17] a functional model for c.n.c row contractions. In the particular case when T is a
pure row contraction, we proved that T is unitarilly equivalent to the model row contraction
T := (PH(S1 ⊗ IDT )|H, . . . , PH(Sn ⊗ IDT )|H),
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where PH is the orthogonal projection on
HT := [F
2(Hn)⊗DT ]⊖ Θ˜T (F
2(Hn)⊗DT∗)
and S1, . . . , Sn are the left creation operators on the full Fock space F
2(Hn). In this case, the minimal
isometric dilation of T is [S1 ⊗ IDT , . . . , Sn ⊗ IDT ].
Now, we can show that there is a strong connection between the operator LB,A, which is essentially a
multi-analytic operator, and the characteristic functions of A and B.
Theorem 3.5. Let A := [A1, . . . , An] and B := [B1, . . . , Bn] be pure row contractions with the property
that A
H
∼ B. Let Θ˜A : F
2(Hn) ⊗ DA∗ → F
2(Hn) ⊗ DA and Θ˜B : F
2(Hn) ⊗ DB∗ → F
2(Hn) ⊗ DB be
the characteristic functions of A and B, respectively. Then there is an invertible multi-analytic operators
L : F 2(Hn)⊗DB → F
2(Hn)⊗DA such that
L∗Θ˜A[F
2(Hn)⊗DA∗ ] = Θ˜B[F
2(Hn)⊗DB∗ ].
Proof. Let A := [A1, . . . , An] and B := [B1, . . . , Bn] be in [B(H)
n]−1 and let V := [V1, . . . , Vn] on KA ⊇ H
and W := [W1, . . . ,Wn] on KB ⊇ H be the minimal isometric dilations of A and B, respectively. Since
A and B are pure row contraction we have KA = M+(LV ) and KB = M+(LW ). According to Theorem
1.2, LB,A :M+(LW )→M+(LV ) is an invertible operator such that LB,A|H = IH and
LB,AWi = ViLB,A, i = 1, . . . , n.
We recall that the Fourier transform ΦV : M+(LV ) → F
2(Hn) ⊗ LV is a unitary operator defined by
ΦV (Vαℓ) := eα ⊗ ℓ for any ℓ ∈ LV , α ∈ F
+
n . Note that ΦV Vi = (Si ⊗ ILV )ΦV , i = 1, . . . , n. Similarly one
can define the Fourier transform ΦW . Note that the operator
Γ := ΦV LB,AΦ
∗
W : F
2(Hn)⊗ LW → F
2(Hn)⊗ LV
has the property that Γ(Si ⊗ ILW ) = (Si ⊗ ILV )Γ for i = 1, . . . , n. Now, using the identification of LV
and LW with DA and DB, respectively (see [17]), we deduce that there is an invertible multi-analytic
operator L : F 2(Hn)⊗DB → F
2(Hn)⊗DA such that L(HB) = HA. Consequently, we have
L∗Θ˜A[F
2(Hn)⊗DA∗ ] = Θ˜B[F
2(Hn)⊗DB∗ ],
which completes the proof. 
4. The operator LB,A and the hyperbolic distance on the Harnack parts of [B(H)
n]−1
In this section we express the hyperbolic distance δ in terms of the intertwining operator LB,A and
obtain an explicit formula for the norm LB,A in terms of the reconstruction operators RA and RB. We
also show that ‖LB,A‖ is invariant under the automorphism group Aut([B(H)
n]1).
In [30], we introduced a hyperbolic (Poincare´-Bergman type) metric δ on the Harnack parts of
[B(H)n]−1 as follows. If A and B are Harnack equivalent in [B(H)
n]−1 , we define
(4.1) δ(A,B) := lnω(A,B),
where
ω(A,B) := inf
{
c ≥ 1 : A
H
∼
c
B
}
.
Basic properties of the hyperbolic metric δ were considered in [30]. Now we establish new connections
with multivariable operator theory.
Lemma 4.1. Let A := [A1, . . . , An] and B := [B1, . . . , Bn] be in [B(H)
n]−1 . Then A
H
∼ B if and only if
the operator LB,A is invertible. In this case, L
−1
B,A = LA,B and
ω(A,B) = max {‖LA,B‖, ‖LB,A‖} .
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Proof. The first part of this lemma is a simple consequence of Theorem 1.2. To prove the last part, assume
that A
H
∼
c
B for some c ≥ 1. Due to Theorem 1.2, we have ‖LB,A‖ ≤ c and ‖LA,B‖ ≤ c. Consequently,
(4.2) max {‖LA,B‖, ‖LB,A‖} ≤ inf
{
c ≥ 1 : A
H
∼
c
B
}
= ω(A,B).
On the other hand, set c0 := ‖LB,A‖ and c
′
0 := ‖LA,B‖. Using again Theorem 1.2, we deduce that
A
H
≺
c0
B and B
H
≺
c′
0
A. Hence, we deduce that A
H
∼
d
B, where d := max{c0, c
′
0}. Consequently, ω(A,B) ≤ d,
which together with relation (4.2) imply ω(A,B) = max {‖LA,B‖, ‖LB,A‖}. This completes the proof. 
Using Lemma 4.1, we can express the hyperbolic metric in terms of the operator LA,B.
Theorem 4.2. Let A := [A1, . . . , An] and B := [B1, . . . , Bn] be in [B(H)
n]−1 such that A
H
∼ B. Then
the metric δ satisfies the relation
δ(A,B) = lnmax
{
‖LA,B‖ ,
∥∥∥L−1A,B∥∥∥} .
In [28], we determined the group Aut([B(H)n]1) of all the free holomorphic automorphisms of the
noncommutative ball [B(H)n]1 and showed that if Ψ ∈ Aut([B(H)
n]1) and λ := Ψ
−1(0), then there is a
unitary operator U on Cn such that
Ψ = ΦU ◦Ψλ,
where
ΦU (X1, . . . Xn) := [X1 · · ·Xn]U, (X1, . . . , Xn) ∈ [B(H)
n]1,
and
Ψλ = −Θλ(X1, . . . , Xn) := λ−∆λ
(
IK −
n∑
i=1
λ¯iXi
)−1
[X1 · · ·Xn]∆λ∗ ,
for some λ = (λ1, . . . , λn) ∈ Bn, where Θλ is the characteristic function of the row contraction λ, and
∆λ, ∆λ∗ are certain defect operators.
Let A := (A1, . . . , An) and B := (B1, . . . , Bn) be in [B(H)
n]−1 . We showed (see Lemma 2.3 from [28])
that
(4.3) A
H
≺
c
B if and only if Ψ(A1, . . . , An)
H
≺
c
Ψ(B1, . . . Bn)
for any Ψ ∈ Aut([B(H)n]1). Using this result, we can prove the following proposition concerning the
invariance of the norm of LB,A under the automorphism group Aut([B(H)
n]1).
Proposition 4.3. Let A := [A1, . . . , An] and B := [B1, . . . , Bn] be in [B(H)
n]−1 such that A
H
≺B. If
Ψ ∈ Aut([B(H)n]1), then
‖LB,A‖ = ‖LΨ(B),Ψ(A)‖.
Proof. Let c0 := ‖LB,A‖. According to Theorem 1.2, we have A
H
≺
c0
B. Consequently, relation (4.3) implies
Ψ(A1, . . . , An)
H
≺
c0
Ψ(B1, . . . Bn). Using again Theorem 1.2, we deduce that
(4.4) ‖LΨ(B),Ψ(A)‖ ≤ c0 = ‖LB,A‖.
Since Ψ◦Ψ = id, we can apply relation (4.4) when A and B are replaced by Ψ(A) and Ψ(B), respectively,
and obtain ‖LB,A‖ ≤ ‖LΨ(B),Ψ(A)‖. This completes the proof. 
In what follows we calculate the norm of LB,A in terms of the reconstruction operators.
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Theorem 4.4. If A,B ∈ [B(H)n]1, then
‖LB,A‖ = ‖CAC
−1
B ‖,
where CX := (∆X ⊗ I)(I − RX)
−1 and RX := X
∗
1 ⊗ R1 + · · · +X
∗
n ⊗ Rn is the reconstruction operator
associated with the n-tuple X := (X1, . . . , Xn) ∈ [B(H)
n]1. Moreover, if A,B ∈ [B(H)
n]−1 is such that
A
H
≺ B, then
‖LB,A‖ = sup
r∈[0,1)
‖CrAC
−1
rB‖.
Proof. Since A,B ∈ [B(H)n]1, Theorem 1.6 from [30], implies A
H
∼ B. Let c ≥ 1 and assume that
P (rA,R) ≤ c2P (rB,R) for any r ∈ [0, 1). Since ‖A‖ < 1 and ‖B‖ < 1, we can take the limit, as r → 1,
in the operator norm topology, and obtain P (A,R) ≤ c2P (B,R). Conversely, if the latter inequality
holds, then P (A,S) ≤ c2P (B,S), where S := (S1, . . . , Sn) is the n-tuple of left creation operators.
Applying the noncommutative Poisson transform id ⊗ PrR, r ∈ [0, 1), and taking into account that it is
a positive map, we deduce that P (rA,R) ≤ c2P (rB,R) for any r ∈ [0, 1).
Now, combining (1.1) with Theorem 1.2, we deduce that
(4.5) P (A,R) ≤ c2P (B,R) if and only if ‖LB,A‖ ≤ c.
We recall that the free pluriharmonic kernel P (X,R), X := (X1, . . . , Xn) ∈ [B(H)
n]1, has the factoriza-
tion P (X,R) = C∗XCX , where CX := (∆X ⊗ I)(I −RX)
−1 and RX := X
∗
1 ⊗ R1 + · · ·+X
∗
n ⊗Rn is the
reconstruction operator. Note also that CX is an invertible operator. Consequently,
P (A,R) ≤ c2P (B,R) if and only if C∗B
−1
C∗ACAC
−1
B ≤ c
2I.
Setting c0 := ‖CAC
−1
B ‖, we have P (A,R) ≤ c
2
0P (B,R). Now, due to relation (4.5), we deduce that
‖LB,A‖ ≤ c0 = ‖CAC
−1
B ‖.
Setting c′0 := ‖LB,A‖ and using again (4.5), we obtain P (A,R) ≤ c
′
0
2
P (B,R). Hence, we deduce that
C∗B
−1C∗ACAC
−1
B ≤ c
′
0
2
I, which implies
‖CAC
−1
B ‖ ≤ c
′
0 = ‖LB,A‖.
Therefore, ‖LB,A‖ = ‖CAC
−1
B ‖. Using the first part of this theorem and Corollary 1.4, we complete the
proof. 
We remark that, due to Theorem 4.4 and Corollary 1.3, we have
(4.6) ‖LB,A‖ = ‖CAC
−1
B ‖ = inf{c ≥ 1 : P (A,R) ≤ c
2P (B,R)}
for any A,B ∈ [B(H)n]1.
Now, let us consider the particular case when n = 1. Due to the remarks above and using Proposition
2.1 and Corollary 1.3, we deduce the following. Let T and T ′ be in [B(H)]−1 such that T
H
≺ T ′. Then
‖LT ′,T ‖ = inf{c ≥ 1 : Q(rT, U) ≤ c
2Q(rT ′, U) for any r ∈ [0, 1)}
= inf{c ≥ 1 : K(z, T ) ≤ c2K(z, T ′) for any z ∈ D}
= inf{c ≥ 1 : K(z, T ∗) ≤ c2K(z, T ′
∗
) for any z ∈ D}
= ‖LT ′∗,T∗‖
Therefore T
H
≺ T ′ if and only if T ∗
H
≺ T ′
∗
. In particular, if T, T ′ ∈ [B(H)]1, relation (4.6) implies
‖LT ′,T ‖ = ‖LT ′∗,T∗‖ = ‖CT∗C
−1
T ′∗‖
= sup
eit∈T
‖(I − T ∗T )1/2(I − eitT )−1(I − eitT ′)(I − T ′
∗
T ′)−1/2‖
= sup
eit∈T
‖(I − T ′
∗
T ′)−1/2(I − eitT ′
∗
)(I − eitT ∗)−1(I − T ∗T )1/2‖.
(4.7)
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Therefore, if T and T ′ are in [B(H)]1 such that T
H
≺ T ′, then
(4.8) ‖LT ′,T ‖ = sup
eit∈T
‖(I − T ′
∗
T ′)−1/2(I − eitT ′
∗
)(I − eitT ∗)−1(I − T ∗T )1/2‖,
which is a result obtained by Suciu [33] using different methods.
Using Theorem 4.4 and relation (4.8), we can deduce the following result, which is needed in the next
section.
Proposition 4.5. If A,B ∈ [B(H)n]1, then
‖LB,A‖ = ‖LRB,RA‖ = sup
eit∈T
∥∥∥(I −RBR∗B)−1/2(I − eitRB)(I − eitRA)−1(I −RAR∗A)1/2∥∥∥
where RX := X
∗
1 ⊗R1 + · · ·+X
∗
n ⊗Rn is the reconstruction operator.
Proof. Notice first that RA and RB are strict contractions. According to Theorem 4.4, using the non-
commutative von Neumann inequality ([19]), and relation (4.7), we have
‖LB,A‖ = ‖∆A ⊗ I)(I −RA)
−1(I −RB)(∆
−1
B ⊗ I)‖
= sup
eit∈T
∥∥∥(I − R∗ARA)1/2(I − eitRA)−1(I − eitRB)(I −R∗BRB)−1/2∥∥∥
= ‖LRB,RA‖ =
∥∥LR∗
B
,R∗
A
∥∥ .
Using now relation (4.8), we can complete the proof. 
Taking into account Theorem 4.2, Proposition 4.3, and Theorem 4.4, one can deduce the following
result from [30].
Corollary 4.6. If A,B ∈ [B(H)n]−1 and A
H
∼ B, then
δ(Ψ(A),Ψ(B)) = δ(A,B)
for any Ψ ∈ Aut([B(H)n]1). Moreover, in this case we have
δ(A,B) = lnmax
{
sup
r∈[0,1)
∥∥CrAC−1rB∥∥ , sup
r∈[0,1)
∥∥CrBC−1rA∥∥
}
,
where CX := (∆X ⊗ I)(I −RX)
−1 and RX := X
∗
1 ⊗R1 + · · ·+X
∗
n ⊗Rn is the reconstruction operator.
5. The geometric structure of the operator LB,A
This section deals with the geometric structure of the operator LB,A. As consequences, we obtain new
characterizations for the Harnack domination (resp. equivalence) in [B(H)n]−1 .
We need to recall from [17]–[21] a few facts concerning multi-analytic operators on Fock spaces. We
say that a bounded linear operator A acting from F 2(Hn)⊗K to F
2(Hn)⊗ G is multi-analytic if
A(Si ⊗ IK) = (Si ⊗ IG)A for any i = 1, . . . , n.
Note that A is uniquely determined by the operator θ : K → F 2(Hn) ⊗ G, which is defined by θk :=
A(1 ⊗ k), k ∈ K, and is called the symbol of A. We can associate with A a unique formal Fourier
expansion
A ∼
∑
α∈F+n
Rα ⊗ θ(α),
where Ri, i = 1, . . . , n, are the right creation operators on F
2(Hn), and the coefficients θ(α) ∈ B(K,G),
are given by 〈
θ(α˜)x, y
〉
:= 〈A(1 ⊗ x), eα ⊗ y〉 , x ∈ K, y ∈ G, α ∈ F
+
n .
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Here α˜ is the reverse of α, i.e., α˜ = gik · · · gi1 if α = gi1 · · · gik . Moreover, in this case we have
A = SOT- lim
r→1
∞∑
k=0
∑
|α|=k
r|α|Rα ⊗ θ(α),
where, for each r ∈ (0, 1), the series converges in the uniform norm. The set of all multi-analytic operators
in B(F 2(Hn)⊗K, F
2(Hn)⊗ G) coincides with R
∞
n ⊗¯B(K,G), the WOT-closed operator space generated
by the spatial tensor product. A multi-analytic operator is called inner if it is an isometry.
Let T := [T1, . . . , Tn] be a row contraction, i.e., T1T
∗
1 + · · · + TnT
∗
n ≤ IH. We recall that the defect
operators associated with T are given by
∆T :=
(
IH −
n∑
i=1
TiT
∗
i
)1/2
∈ B(H) and ∆T∗ := ([δijIH − T
∗
i Tj ]n×n)
1/2 ∈ B(H(n)),
while the defect spaces are DT := ∆TH and DT∗ := ∆T∗H(n), where H
(n) denotes the direct sum of n
copies of H. For each i = 1, . . . , n, let DT∗,i : H → C⊗DT∗ ⊂ F
2(Hn)⊗DT∗ be defined by
DT∗,ih := 1⊗∆T∗( 0, . . . , 0︸ ︷︷ ︸
i−1 times
, h, 0, . . .).
Consider the Hilbert space KT := H⊕ [F
2(Hn)⊗DT∗ ] and define Vi : KT → KT , i = 1, . . . , n, by
(5.1) Vi(h⊕ ξ) := Tih⊕ [DT∗,ih+ (Si ⊗ IDT∗ )ξ]
for any h ∈ H and ξ ∈ F 2(Hn)⊗DT∗ . Notice that
(5.2) Vi =
[
Ti 0
DT∗,i Si ⊗ IDT∗
]
with respect to the decomposition KT = H ⊕ [F
2(Hn) ⊗ DT∗ ]. It was proved in [16] that the n-tuple
V := [V1, . . . , Vn] is the minimal isometric dilation of T .
The main result of this section is the following multivariable generalization of Suciu’s result from [33].
Theorem 5.1. Let A := [A1, . . . , An] and B := [B1, . . . , Bn] be in [B(H)
n]−1 and let V := [V1, . . . , Vn] on
KA ⊇ H and W := [W1, . . . ,Wn] on KB ⊇ H be the minimal isometric dilations of A and B, respectively.
Then A
H
≺B if and only if there exit two bounded linear operators Ω0 : H → DB∗ and Θ0 : DA∗ → DB∗
such that the following conditions are satisfied:
(i) ∆B∗Ω0 =
A
∗
1 −B
∗
1
...
A∗n −B
∗
n
 ;
(ii) the map Ω : H → F 2(Hn)⊗DB∗ defined by
Ωh := (IF 2(Hn) ⊗ Ω0)
∞∑
k=0
 n∑
j=1
Rj ⊗A
∗
j
k (1⊗ h) = ∑
α∈F+n
eα ⊗ Ω0A
∗
αh
is a bounded operator;
(iii) ∆A∗ = ∆B∗Θ0;
(iv) the formal series
IF 2(Hn) ⊗Θ0 + (IF 2(Hn) ⊗ Ω0)
I − n∑
j=1
Rj ⊗A
∗
j
−1 [R1 ⊗ IH, . . . , Rn ⊗ IH](IF 2(Hn) ⊗∆A∗)
is the Fourier representation of a multi-analytic operator Θ : F 2(Hn)⊗DA∗ → F
2(Hn)⊗DB∗ .
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In this case the operator LB,A : KB → KA satisfying LB,A|H = IH and LB,AWi = ViLB,A, i = 1, . . . , n,
is given by
(5.3) L∗B,A =
[
IH 0
Ω Θ
]
.
Proof. Assume that A
H
≺B. According to Theorem 1.2, there is a unique bounded operator LB,A : KB →
KA satisfying LB,A|H = IH and LB,AWi = ViLB,A for i = 1, . . . , n. Consequently, due to relation (5.2),
the operator L∗B,A : H⊕ [F
2(Hn)⊗DA∗ ]→ H⊕ [F
2(Hn)⊗DB∗ ] has the operator matrix representation
L∗B,A =
[
IH 0
Ω Θ
]
,
where Ω : H → F 2(Hn)⊗DB∗ and Θ : F
2(Hn)⊗DA∗ → F
2(Hn)⊗DB∗ are bounded operators. Moreover,
we have [
IH 0
Ω Θ
] [
A∗i D
∗
A∗,i
0 Si ⊗ IDA∗
]
=
[
B∗i D
∗
B∗,i
0 Si ⊗ IDB∗
] [
IH 0
Ω Θ
]
.
Hence, for each i = 1, . . . , n, we deduce the following relations:
(5.4) A∗i = B
∗
i +D
∗
B∗,iΩ,
(5.5) ΩA∗i = (S
∗
i ⊗ IDB∗ )Ω,
(5.6) D∗A∗,i = D
∗
B∗,iΘ,
and
(5.7) ΩD∗A∗,i = (S
∗
i ⊗ IDB∗ )Θ−Θ(S
∗
i ⊗ IDA∗ ).
Define Ω0 : H → DB∗ by setting Ω0 := JB∗(PC ⊗ IDB∗ )Ω, where JB∗ : C⊗DB∗ → DB∗ is the unitary
operator defined by JB∗(1⊗ d) = d for d ∈ DB∗ . Let Pi : H
(n) → H be the orthogonal projection on the
i-component of the direct sum H(n). A straightforward computation shows that
(5.8) D∗B∗,if = Pi∆B∗JB∗(PC ⊗ IDB∗ )f, f ∈ F
2(Hn)⊗DB∗ .
A similar relation holds if B is replaced by A. Due to relations (5.8) and (5.4), we deduce that
Pi∆B∗Ω0 = Pi∆B∗JB∗(PC ⊗ IDB∗ )Ω = D
∗
B∗,iΩ = A
∗
i −B
∗
i ,
which implies (i). Now, since Ω : H → F 2(Hn)⊗DB∗ is a bounded linear operator, we have
(5.9) Ωh =
∑
α∈Fn
eα ⊗ Ω(α)h, h ∈ H,
where Ω(α) : H → DB∗ , α ∈ F
+
n , are bounded operators with
∑
α∈F+n
‖Ω(α)h‖
2 ≤ C‖h‖2, h ∈ H, for some
constant C > 0. Since IF 2(Hn)−
∑n
i=1 SiS
∗
i = PC, the orthogonal projection on the constants, and using
relations (5.5) and (5.9), we deduce that
Ωh = (IF 2(Hn) ⊗ Ω0)(1 ⊗ h) +
(
n∑
i=1
SiS
∗
i ⊗ IDB∗
)
Ωh
= (IF 2(Hn) ⊗ Ω0)(1 ⊗ h) +
n∑
i=1
(Si ⊗ IDB∗ )ΩA
∗
i h
= (IF 2(Hn) ⊗ Ω0)(1 ⊗ h) +
n∑
i=1
(Si ⊗ IDB∗ )
∑
β∈Fn
eβ ⊗ Ω(β)A
∗
i h
 .
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Hence, we obtain∑
α∈Fn
eα ⊗ Ω(α)h = (IF 2(Hn) ⊗ Ω0)(1 ⊗ h) +
∑
β∈Fn
(I ⊗ Ω(β))
(
n∑
i=1
Si ⊗A
∗
i
)
(eβ ⊗ h)
for any h ∈ H. Therefore, for each k = 1, 2, . . ., we have
(5.10)
∑
|α|=k
eα ⊗ Ω(α)h =
∑
|β|=k−1
(I ⊗ Ω(β))
(
n∑
i=1
Si ⊗A
∗
i
)
(eβ ⊗ h).
In particular, if k = 1, we deduce that
(5.11)
n∑
j=1
ej ⊗ Ω(gj)h = (IF 2(Hn) ⊗ Ω0)
 n∑
j=1
ej ⊗A
∗
jh
 .
Now, we prove by induction that
(5.12)
∑
|α|=m
eα ⊗ Ω(α)h = (IF 2(Hn) ⊗ Ω0)
 n∑
j=1
Rj ⊗A
∗
j
m (1⊗ h)
for any m = 1, 2, . . .. Assume that (5.12) holds for m = k. Then, due to (5.10), we have∑
|α|=k+1
eα ⊗ Ω(α)h =
∑
|β|=k
(I ⊗ Ω(β))
(
n∑
i=1
Si ⊗A
∗
i
)
(eβ ⊗ h)
=
n∑
i=1
(Si ⊗ I)
∑
|β|=k
eβ ⊗ Ω(β)A
∗
i h

=
n∑
i=1
(Si ⊗ I)(IF 2(Hn) ⊗ Ω0)
 n∑
j=1
Rj ⊗A
∗
j
k (1⊗A∗i h)
= (IF 2(Hn) ⊗ Ω0)
 n∑
j=1
Rj ⊗A
∗
j
k n∑
i=1
(Si ⊗ I)(1 ⊗A
∗
i h)
= (IF 2(Hn) ⊗ Ω0)
 n∑
j=1
Rj ⊗A
∗
j
k+1 (1⊗ h).
Here we also used the fact that SiRj = RjSi for any i, j = 1, . . . , n. Therefore, relation (5.12) holds.
Consequently, part (ii) follows.
To prove part (iii), let Θ0 : DA∗ → DB∗ be defined by
Θ0x := JB∗(PC ⊗ IDB∗ )Θ(1⊗ x), x ∈ DA∗ .
Due to relations (5.8) and (5.6), we have
(5.13) Pi∆A∗JA∗(PC ⊗ IDA∗ )f = D
∗
A∗,if = D
∗
B∗,iΘf = Pi∆B∗JB∗(PC ⊗ IDB∗ )(Θf)
for any f ∈ F 2(Hn) ⊗ DA∗ and i = 1, . . . , n. In the particular case when f = 1 ⊗ x, x ∈ DA∗ , relation
(5.13) implies Pi∆A∗x = Pi∆B∗Θ0x, which proves part (iii).
On the other hand, if f = eγ ⊗ x with γ ∈ F
+
n , |γ| ≥ 1, and x ∈ DA∗ , then relation (5.13) implies
∆B∗JB∗(PC ⊗ IDB∗ )(Θ(eγ ⊗ x)) = 0. Since ∆B∗ is one-to-one on DB∗ , we deduce that
(5.14) (PC ⊗ IDB∗ )(Θ(eγ ⊗ x)) = 0.
Now, due to relations (5.7) and (5.8), we have
(5.15) ΩPi∆A∗JA∗(PC ⊗ IDA∗ )f = ΩD
∗
A∗,if = (S
∗
i ⊗ IDB∗ )Θf −Θ(S
∗
i ⊗ IDA∗ )f
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for any f ∈ F 2(Hn)⊗DA∗ . In the particular case when f = 1⊗ x, x ∈ DA∗ , relation (5.15) implies
(5.16) ΩPi∆A∗x = (S
∗
i ⊗ IDB∗ )Θ(1⊗ x).
Using relation (5.16), part (ii) of this theorem, and the fact that IF 2(Hn) −
∑n
i=1 SiS
∗
i = PC, we deduce
that
Θ(1⊗ x) = (I ⊗Θ0)(1⊗ x) +
(
n∑
i=1
SiS
∗
i ⊗ IDB∗
)
)Θ(1⊗ x)
= (I ⊗Θ0)(1⊗ x) +
n∑
i=1
(Si ⊗ IDB∗ )ΩPi∆A∗x
= (I ⊗Θ0)(1⊗ x) +
n∑
i=1
(Si ⊗ IDB∗ )
∑
α∈F+n
eα ⊗ Ω0A
∗
αPi∆A∗x

= (I ⊗Θ0)(1⊗ x) + (I ⊗ Ω0)
∞∑
k=0
∑
|α|=k
Rα˜ ⊗A
∗
α
 n∑
i=1
(Ri ⊗ IH) (1 ⊗ Pi∆A∗x)
= (I ⊗Θ0)(1⊗ x) + (I ⊗ Ω0)
∞∑
k=0
 n∑
j=1
Rj ⊗A
∗
j
k [R1 ⊗ IH, . . . , Rn ⊗ IH](I ⊗∆A∗)(1⊗ x)
for any x ∈ DA∗ .
Now we prove that Θ is a multi-analytic operator, i.e., Θ(Si⊗IDA∗ ) = (Si⊗IDB∗ )Θ for any i = 1, . . . , n.
Using relation (5.15) when f = egiβ ⊗ x with β ∈ F
+
n and x ∈ DA∗ , we obtain
(S∗i ⊗ IDB∗ )Θ(egiβ ⊗ x) −Θ(S
∗
i ⊗ IDA∗ )(egiβ ⊗ x) = ΩPi∆A∗(0) = 0.
Hence, we have
(5.17) Θ(eβ ⊗ x) = (S
∗
i ⊗ IDA∗ )Θ(egiβ ⊗ x)
for any β ∈ F+n and i = 1, . . . , n. Similarly, if i 6= j, then (5.15) implies
(5.18) (S∗j ⊗ IDB∗ )Θ(egiβ ⊗ x) = 0.
Now, using relations (5.17), (5.18), and (5.14), we obtain
Θ(egiβ ⊗ x) = (PC ⊗ IDB∗ )Θ(egiβ ⊗ x) +
 n∑
j=1
SjS
∗
j ⊗ IDB∗
Θ(egiβ ⊗ x)
= (Si ⊗ IDB∗ )(S
∗
i ⊗ IDB∗ )Θ(egiβ ⊗ x)
= (Si ⊗ IDB∗ )Θ(eβ ⊗ x).
Consequently, we deduce that
Θ(Si ⊗ IDA∗ )(eβ ⊗ x) = (Si ⊗ IDB∗ )Θ(eβ ⊗ x)
for any β ∈ F+n and x ∈ DA∗ , which shows that Θ is a multi-analytic operator. Hence, using the
calculations for Θ(1⊗ x), and the fact that SiRj = RjSi for i, j = 1, . . . , n, we deduce that
Θ(eα ⊗ x) = (I ⊗Θ0)(eα ⊗ x) + (I ⊗ Ω0)
∞∑
k=0
 n∑
j=1
Rj ⊗A
∗
j
k [R1 ⊗ IH, . . . , Rn ⊗ IH](I ⊗∆A∗)(eα ⊗ x)
for any α ∈ F+n and x ∈ DA∗ . Therefore, Θ is a multi-analytic operator with Fourier representation given
in part (iv).
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Now, we prove the converse of this theorem. Assume that there exit two bounded linear operators
Ω0 : H → DB∗ and Θ0 : DA∗ → DB∗ such that the conditions (i)-(iv) are satisfied. Let X : KB → KA be
defined by
X∗ :=
[
IH 0
Ω Θ
]
.
Since X |H = IH, due to Theorem 1.2, it remains to show that XWi = ViX for any i = 1, . . . , n. As we
saw at the beginning of this proof, it is enough to show that that relations (5.4), (5.5), (5.6), and (5.7)
hold.
First, notice that condition (i) implies Pi∆B∗Ω0 = A
∗
i − B
∗
i , i = 1, . . . , n. Using relation (5.8) and
part (ii), we deduce (5.4). Similarly, conditions (iii) and (iv) imply (5.6). To prove (5.5), note that, using
condition (ii) and the fact that S∗i Sj = δijI for i, j = 1, . . . , n, we have
(S∗i ⊗ IDB∗ )Ω = (S
∗
i ⊗ IDB∗ )(I ⊗ Ω0)
 ∞∑
k=0
∑
|α|=k
(Sα ⊗A
∗
α)(1 ⊗ h)

= (I ⊗ Ω0)
 ∞∑
k=0
∑
|β|=k
(Sβ ⊗A
∗
β)(1 ⊗A
∗
i h)

= ΩA∗i h
for any h ∈ H and i = 1, . . . , n. It remains to prove relation (5.7).
Let f = egiβ ⊗ x with β ∈ F
+
n , i, j = 1, . . . , n, and x ∈ DA∗ . Note that, since Θ is multi-analytic
operator and S∗j Si = δijI, we have
(S∗j ⊗ IDB∗ )Θf −Θ(S
∗
j ⊗ IDA∗ )f
= (S∗j ⊗ IDB∗ )Θ(SiSβ ⊗ IDA∗ )(1⊗ x)−Θ(S
∗
j ⊗ IDA∗ )(SiSβ ⊗ IDA∗ )(1 ⊗ x)
= (δijI ⊗ IDB∗ )Θ(Sβ ⊗ IDA∗ )(1⊗ x)−Θ(δijI ⊗ IDA∗ )(eβ ⊗ x)
= 0
and ΩD∗A∗,if = ΩPj∆(0) = 0. Therefore, in this case, we have
(S∗j ⊗ IDB∗ )Θf −Θ(S
∗
j ⊗ IDA∗ )f = ΩD
∗
A∗,if = 0.
Note also that part (iv) and part (ii) imply
(S∗j ⊗ IDB∗ )Θ(1⊗ x)−Θ(S
∗
j ⊗ IDA∗ )(1 ⊗ x)
= (S∗j ⊗ IDB∗ )(I ⊗ Ω0)
∞∑
k=0
( n∑
p=1
Rp ⊗A
∗
p
)k
[R1 ⊗ IH, . . . , Rn ⊗ IH](I ⊗∆A∗)(1 ⊗ x)

= (S∗j ⊗ Ω0)
∞∑
k=0
( n∑
p=1
Rp ⊗A
∗
p
)k
[S1 ⊗ IH, . . . , Sn ⊗ IH](1⊗∆A∗x)

= (S∗j ⊗ Ω0)
∞∑
k=0
( n∑
p=1
Rp ⊗A
∗
p
)k n∑
i=1
(Si ⊗ IH)(1⊗ Pi∆A∗x)

=
n∑
i=1
(S∗j Si ⊗ Ω0)
∞∑
k=0
( n∑
p=1
Rp ⊗A
∗
p
)k
(1 ⊗ Pi∆A∗x)

= Ω(Pj∆A∗x) = ΩD
∗
A∗,j(1⊗ x)
for any x ∈ DA∗ and j = 1, . . . , n. Therefore, relation (5.7) holds. The proof is complete. 
If L∗B,A is given by relation (5.3), we set ΩB,A := Ω and ΘB,A := Θ. Using Theorem 5.1, one can
easily obtain the following result.
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Corollary 5.2. Let A,B,C ∈ [B(H)n]−1 .
(i) If A
H
≺B and B
H
≺C, then A
H
≺C. In this case, we have
L∗C,A = L
∗
C,BL
∗
B,A and ΘC,A = ΘC,BΘB,A.
(ii) If A
H
≺B then A
H
∼ B if and only if ΘB,A is an invertible multi-analytic operator. In this case,
we have
Θ−1B,A = ΘA,B.
Consider now the particular case when A,B ∈ [B(H)n]−1 and B = 0. Note that Theorem 5.1 implies
Ω0 =
A
∗
1
...
A∗n
 and Θ0 = ∆A∗ . In this case, one can use Theorem 5.1 and some results from [30] to obtain the
following consequences. We recall that the joint spectral radius associated with an n-tuple of operators
X := (X1, . . . , Xn) ∈ B(H)
n is given by
r(X) := lim
k→∞
∥∥∥∥∥∥
∑
|α|=k
XαX
∗
α
∥∥∥∥∥∥
1/2k
.
Moreover, r(X) is equal to the spectral radius of the reconstruction operator
∑n
i=1X
∗
i ⊗Ri.
Corollary 5.3. If A ∈ [B(H)n]−1 , then the following statements are equivalent:
(i) A
H
≺ 0;
(ii) Ω0,A and Θ0,A are bounded operators;
(iii) the joint spectral radius r(A) < 1.
We remak that when n = 1, the equivalence (i) ↔ (iii) was obtained by Ando-Suciu-Timotin in [1]
and the equivalence (i)↔ (ii) was obtained by Suciu in [33].
Corollary 5.4. If A ∈ [B(H)n]−1 , then the following statements are equivalent:
(i) A
H
∼ 0 ;
(ii) Ω0,A is bounded and Θ0,A is invertible;
(iii) A ∈ [B(H)n]1.
We remak that when n = 1, the equivalence (i)↔ (iii) was obtained by Foias¸ in [8] and the equivalence
(i)↔ (ii) was obtained by Suciu in [33].
6. Schwarz-Pick lemma with respect to the hyperbolic distance
In this section, we obtain a Schwartz-Pick lemma for contractive free holomorphic functions F on
[B(H)n]1 with respect to the intertwining operator LB,A. As a consequence, we deduce that
δ(F (z), F (ξ)) ≤ δ(z, ξ), z, ξ ∈ Bn,
where δ is the hyperbolic distance.
We recall that a free holomorphic function G : [B(H)n]1 → B(H) ⊗min B(E) is bounded if
‖G‖∞ := sup ‖G(X1, . . . , Xn)‖ <∞,
where the supremum is taken over all n-tuples of operators [X1, . . . , Xn] ∈ [B(K)
n]1 and K is an infinite
dimensional Hilbert space. We know that (see [26], [29]) a bounded free holomorphic function G is
uniquely determined by its boundary function G˜(R1, . . . , Rn) ∈ R
∞
n ⊗¯B(E) defined by
G˜(R1, . . . , Rn) = SOT- lim
r→1
G(rR1, . . . , rRn).
Moreover, G is essentially the noncommutative Poisson transform of G˜(R1, . . . , Rn).
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First, we need the following result.
Theorem 6.1. Let Fj : [B(H)
n]1 → B(H)⊗min B(E), j = 1, . . . ,m, be free holomorphic functions with
coefficients in B(E), and assume that F := (F1, . . . , Fm) is a contractive free holomorphic function. If
W ∈ [B(H)n]1, then F (0)
H
≺F (W ) and∥∥LF (W ),F (0)∥∥ ≤ (1 + ‖W‖
1− ‖W‖
)1/2
.
Proof. First, we prove the theorem when F is a strictly contractive free holomorphic function. According
to Lemma 1.2 from [28], we must have ‖F˜ (rR1, . . . , rRn)‖ < 1 for any r ∈ [0, 1), where F˜ (R1, . . . , Rn) is
the boundary function of F . Denote by R1, . . . ,Rm the right creation operators on the full Fock space
with m generators, F 2(Hm). Define the free holomorphic function Ψ : [B(H)
n]1 → B(H) ⊗min B(E ⊗
F 2(Hm)) by
(6.1) Ψ(X1, . . . , Xn) :=
m∑
j=1
Fj(X1, . . . , Xn)⊗R
∗
j , (X1, . . . , Xn) ∈ [B(H)
n]1.
Since R∗jRp = δpjI, p, j = 1, . . . ,m, the boundary function Ψ˜(R1, . . . , Rn) ∈ B(F
2(Hn) ⊗ E ⊗ F
2(Hm))
has the property that
‖Ψ˜(rR1, . . . , rRn)‖ =
∥∥∥∥∥∥
∑
j=1
F˜j(rR1, . . . , rRn)F˜j(rR1, . . . , rRn)
∗
∥∥∥∥∥∥
1/2
= ‖F˜ (rR1, . . . , rRn)‖ < 1
for any r ∈ [0, 1). Therefore, Ψ is a strictly contractive free holomorphic function. In particular, we have
‖Ψ˜(0)‖ < 1.
Let Γ : [B(H)n]1 → B(H)⊗min B(E ⊗F
2(Hm)) be the bounded free holomorphic function having the
boundary function
(6.2) Γ˜(R1, . . . , Rn) := −Ψ˜(0) +DeΨ(0)∗Ψ˜(R1, . . . , Rn)
[
I − Ψ˜(0)∗Ψ˜(R1, . . . , Rn)
]−1
DeΨ(0),
whereDY := (I−Y
∗Y )1/2. Note that Γ is a bounded free holomorphic function with Γ(0) = 0. Moreover,
one can prove that Γ is contractive. Indeed, for each y ∈ F 2(Hn)⊗ E ⊗ F
2(Hm) set
ω :=
[
I − Ψ˜(0)∗Ψ˜(R1, . . . , Rn)
]−1
DeΨ(0)y.
Since
[
−Ψ˜(0) DeΨ(0)∗
DeΨ(0) Ψ˜(0)
∗
]
is a unitary operator and
[
Γ˜(R1, . . . , Rn)y
DeΨ(0)y + Ψ˜(0)
∗Ψ˜(R1, . . . , Rn)ω
]
=
[
−Ψ˜(0) DeΨ(0)∗
DeΨ(0) Ψ˜(0)
∗
][
y
Ψ˜(R1, . . . , Rn)ω,
]
we deduce that
‖Γ˜(R1, . . . , Rn)y‖ = ‖y‖
2 +
∥∥∥Ψ˜(R1, . . . , Rn)ω∥∥∥2 − ∥∥∥DeΨ(0)y + Ψ˜(0)∗Ψ˜(R1, . . . , Rn)ω∥∥∥2
= ‖y‖2 −
(
‖ω‖2 −
∥∥∥Ψ˜(R1, . . . , Rn)ω∥∥∥2) .
Now, since Ψ˜(R1, . . . , Rn) is a contraction, we deduce that Γ˜(R1, . . . , Rn) is a contraction. Therefore, Γ
is a contractive free holomorphic function with Γ(0) = 0. Due to a noncommutative version of Gleason
problem (see Theorem 2.4 from [26]), we have
(6.3) Γ˜(R1, . . . , Rn) =
n∑
i=1
(
Ri ⊗ IE⊗F 2(Hm)
)
Λ˜i(R1, . . . , Rn),
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for some free holomorphic functions Λi, i = 1, . . . , n, with coefficients in B(E ⊗ F
2(Hm)) and such that∑n
i=1 Λ˜i(R1, . . . , Rn)
∗Λ˜i(R1, . . . , Rn) ≤ I.
Now, a closer look at relation (6.2) reveals that (we recall that DY ∗Y = Y DY )
Γ˜(R1, . . . , Rn) = D
−1
eΨ(0)∗
{
−DeΨ(0)∗Ψ˜(0)D
−1
eΨ(0)
[
I − Ψ˜(0)Ψ˜(R1, . . . , Rn)
]
+D2eΨ(0)∗Ψ˜(R1, . . . , Rn)
}
×
[
I − Ψ˜(0)Ψ˜(R1, . . . , Rn)
]−1
DeΨ(0)
= D−1
eΨ(0)∗
[
Ψ˜(R1, . . . , Rn)− Ψ˜(0)
] [
I − Ψ˜(0)∗Ψ˜(R1, . . . , Rn)
]−1
DeΨ(0).
Hence, we obtain
Ψ˜(R1, . . . , Rn) =
[
Ψ˜(0) +DeΨ(0)∗ Γ˜(R1, . . . , Rn)D
−1
eΨ(0)
] [
I +DeΨ(0)∗ Γ˜(R1, . . . , Rn)D
−1
eΨ(0)
Ψ˜(0)∗
]−1
,
which, taking into account that Y ∗DY ∗ = DY Y
∗, implies
Ψ˜(R1, . . . , Rn) = Ψ˜(0) +DeΨ(0)∗ Γ˜(R1, . . . , Rn)
[
I + Ψ˜(0)∗Γ˜(R1, . . . , Rn)
]−1
DeΨ(0).
Now, using relation (6.3) and the fact the operators Ψ˜(0)∗ andDeΨ(0)∗ are commuting with Ri⊗IE⊗F 2(Hm),
i = 1, . . . , n, we obtain
Ψ˜(R1, . . . , Rn) = Ψ˜(0) +
[
n∑
i=1
(
Ri ⊗ IE⊗F 2(Hm)
)
DeΨ(0)∗Λ˜i(R1, . . . , Rn)
]
×
[
I +
n∑
i=1
(
Ri ⊗ IE⊗F 2(Hm)
)
Ψ˜(0)∗Λ˜i(R1, . . . , Rn)
]−1
DeΨ(0).
Now, fix W := (W1, . . . ,Wn) ∈ [B(H)
n]1. Using the F
∞
n -functional calculus for row contractions [20],
the latter relation implies
(6.4) Ψ(W ) = Ψ(0) +DΨ(0)∗Z [I +Ψ(0)
∗Z]
−1
DΨ(0),
where
(6.5) Z :=
n∑
i=1
(Wi ⊗ IE⊗F 2(Hm))Λi(W1, . . . ,Wn).
Since
[
Ψ(0) DΨ(0)∗
DΨ(0) −Ψ(0)
∗
]
is a unitary operator and[
Ψ(W )x
DΨ(0)x−Ψ(0)
∗Z[I +Ψ(0)∗Z]−1DΨ(0)x
]
=
[
Ψ(0) DΨ(0)∗
DΨ(0) −Ψ(0)
∗
] [
x
Z[I +Ψ(0)∗Z]−1DΨ(0)x
]
,
for any x ∈ H ⊗ E ⊗ F 2(Hm), we deduce that
‖Ψ(W )x‖2 = ‖x‖2 + ‖Z[I +Ψ(0)∗Z]−1DΨ(0)x‖
2 − ‖DΨ(0)x−Ψ(0)
∗Z[I +Ψ(0)∗Z]−1DΨ(0)x‖
2
= ‖x‖2 + ‖Z[I +Ψ(0)∗Z]−1DΨ(0)x‖
2 − ‖[I +Ψ(0)∗Z]−1DΨ(0)x‖
2.
Hence, we have
‖[I +Ψ(0)∗Z]−1DΨ(0)x‖
2 = ‖DΨ(W )x‖
2 + ‖Z[I +Ψ(0)∗Z]−1DΨ(0)x‖
2,
which implies
‖[I +Ψ(0)∗Z]−1DΨ(0)x‖
2 ≤
1
1− ‖Z‖2
‖DΨ(W )x‖
2
for any x ∈ H ⊗ E ⊗ F 2(Hm). Since Ψ is a strictly contractive free holomorphic function, ‖Ψ(W )‖ < 1.
Consequently, DΨ(W ) is invertible and the latter inequality implies
(6.6) ‖[I +Ψ(0)∗Z]−1DΨ(0)D
−1
Ψ(W )y‖
2 ≤
1
1− ‖Z‖2
‖y‖2
for any y ∈ H⊗ E ⊗ F 2(Hm).
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Since F is a strictly contractive free holomorphic function, F (0) and F (W ) are strict row contractions
in B(H⊗ E)m. Applying Proposition 4.5, we obtain∥∥LF (W ),F (0)∥∥ = sup
eit∈T
∥∥∥(I −RF (W )R∗F (W ))−1/2(I − eitRF (W ))(I − eitRF (0))−1(I −RF (0)R∗F (0))1/2∥∥∥
where RX := X
∗
1 ⊗ R1 + · · · + X
∗
m ⊗ Rm is the reconstruction operator associated with the m-tuple
(X1, . . . .Xm) ∈ [B(H ⊗ E)
m]1. Now, using relation (6.1), one can see that Ψ(0) = R
∗
F (0) and Ψ(W ) =
R∗F (W ). Therefore, the latter equality becomes
(6.7)
∥∥LF (W ),F (0)∥∥ = sup
eit∈T
∥∥∥D−1Ψ(W ) [I − eitΨ(W )∗] [I − eitΨ(0)∗]−1DΨ(0)∥∥∥ .
Now, we need to calculate the right hand side of this equality. Note that, using the formula (6.4) for
Ψ(W ), we have
D−1Ψ(W )
[
I − eitΨ(W )∗
] [
I − eitΨ(0)∗
]−1
DΨ(0)
= D−1Ψ(W )
{
I − eitΨ(0)∗ − eitDΨ(0)[I + Z
∗Ψ(0)]−1Z∗DΨ(0)∗
}
[I − eitΨ(0)∗]−1DΨ(0)
= D−1Ψ(W )DΨ(0) − e
itD−1Ψ(W )DΨ(0)[I + Z
∗Ψ(0)]−1Z∗DΨ(0)∗ [I − e
itΨ(0)∗]−1DΨ(0)
= D−1Ψ(W )DΨ(0)[I + Z
∗Ψ(0)]−1
{
I + Z∗Ψ(0)− eitZ∗DΨ(0)∗ [I − e
itΨ(0)∗]−1DΨ(0)
}
= D−1Ψ(W )DΨ(0)[I + Z
∗Ψ(0)]−1
[
I + Z∗ΘΨ(0)(e
it)
]
,
where
ΘΨ(0)(e
it) := Ψ(0)− eitDΨ(0)∗ [I − e
itΨ(0)∗]−1DΨ(0), e
it ∈ T,
is the Nagy-Foias¸ characteristic function of the contraction Ψ(0) (see [34]), which is contractive. Conse-
quently, relation (6.7) and inequality (6.6) imply∥∥LF (W ),F (0)∥∥2 = sup
eit∈T
∥∥∥[I +ΘΨ(0)(eit)∗Z][I +Ψ(0)∗Z]−1DΨ(0)D−1Ψ(W )∥∥∥2
≤ (1 + ‖Z‖)2
1
1− ‖Z‖2
=
1 + ‖Z‖
1− ‖Z‖
.
Due to relations (6.5) and (6.3), and the noncommutative von Neumann inequality ([19]), we have ‖Z‖ ≤
‖W‖. Consequently, the inequality above implies∥∥LF (W ),F (0)∥∥ ≤ (1 + ‖W‖
1− ‖W‖
)1/2
,
which proves the theorem when F is strictly contractive.
Now we consider the general case when F is a contractive free holomorphic function. Then note
that Fr := rF , r ∈ [0, 1), is strictly contractive and, therefore,
∥∥LrF (W ),rF (0)∥∥ ≤ ( 1+‖W‖1−‖W‖)1/2, for any
r ∈ [0, 1). According to Theorem 1.4, we have F (0)
H
≺F (W ) and
‖LF (W ),F (0)‖ = sup
r∈[0,1)
‖LrF (W ),rF (0)‖ ≤
(
1 + ‖W‖
1− ‖W‖
)1/2
for any W ∈ [B(H)n]1. The proof is complete. 
We recall a few facts concerning the involutive automorphisms of the unit ball Bn (see [31]). Let
a ∈ Bn and consider ϕa ∈ Aut(Bn), the automorphism of the unit ball, defined by
(6.8) ϕa(z) :=
a−Qaz − sa(I −Qa)z
1− 〈z, a〉
, z ∈ Bn,
where Q0 = 0, Qaz :=
〈z,a〉
〈a,a〉a if a 6= 0, and sa := (1−〈a, a〉)
1/2. The automorphism ϕa has the following
properties:
(i) ϕa(0) = a and ϕa(a) = 0;
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(ii) ϕa(ϕa(z)) = z, z ∈ Bn;
(iii) 1− ‖ϕa(z)‖
2
2 =
(1−‖a‖22)(1−‖z‖
2
2)
|1−〈z,a〉|2 , z ∈ Bn.
Theorem 6.2. Let F := (F1, . . . , Fm) be a contractive free holomorphic function with coefficients in
B(E). If z, ξ ∈ Bn, then F (z)
H
∼ F (ξ) and
‖LF (z),F (ξ)‖ ≤ ‖Lz,ξ‖ =
(
1 + ‖ϕz(ξ)‖2
1− ‖ϕz(ξ)‖2
)1/2
,
where ϕz is the involutive automorphism of Bn which takes 0 into z. Moreover,
δ(F (z), F (ξ)) ≤ δ(z, ξ)
for any z, ξ ∈ Bn, where δ is the hyperbolic metric defined by (4.1).
Proof. For simplicity, if z = (z1, . . . , zn) ∈ Bn we also use the notation z = (z1IH, . . . , znIH) ∈ [B(H)
n]1.
Let Ψz be the involutive automorphism of [B(H)
n]1 which takes 0 into z (see [28]) and let W := Ψz(ξ) ∈
[B(H)n]1. According to [28], Φ := F ◦Ψz is a contractive free holomorphic function such that Φ(0) = F (z)
and Φ(W ) = F (ξ). Using Theorem 6.1, we deduce that
‖LF (ξ),F (z)‖ = ‖LΦ(W ),Φ(0)‖ ≤
(
1 + ‖W‖
1− ‖W‖
)1/2
=
(
1 + ‖Ψz(ξ)‖
1− ‖Ψz(ξ)‖
)1/2
.
According to [28], Ψz is a noncommutative extension of the involutive automorphism of Bn that inter-
changes 0 and z, i.e., Ψz(x) = ϕz(x) for x ∈ Bn. Since ‖ϕz(ξ)‖2 = ‖ϕξ(z)‖2, we deduce that
(6.9) max{‖LF (z),F (ξ)‖, ‖LF (ξ),F (z)‖} ≤
(
1 + ‖ϕz(ξ)‖2
1− ‖ϕz(ξ)‖2
)1/2
.
Note that due to Proposition 4.3 and Theorem 4.4, we have
‖Lξ,z‖ = ‖Lϕz(ϕz(ξ)),ϕz(0)‖ = ‖Lϕz(ξ),0‖ = ‖C
−1
ϕz(ξ)
‖.
On the other hand, it was proved in [30] that ‖C−1λ ‖ =
(
1+‖λ‖2
1−‖λ‖2
)1/2
for any λ ∈ Bn. Combining these
relations, we deduce that
‖Lξ,z‖ = ‖Lz,ξ‖ =
(
1 + ‖ϕz(ξ)‖2
1− ‖ϕz(ξ)‖2
)1/2
.
According to [30], δ|Bn×Bn coincides with the Poincare´-Bergman distance on Bn, i.e.,
(6.10) δ(z, ξ) =
1
2
ln
1 + ‖ϕz(ξ)‖2
1− ‖ϕz(ξ)‖2
, z, ξ ∈ Bn,
Using relations (6.9), (6.10), and applying Lemma 4.1 and Theorem 4.2, we deduce that F (z)
H
∼ F (ξ)
and δ(F (z), F (ξ)) ≤ δ(z, ξ). This completes the proof. 
It is well-known (see [24], [26], [29]) that if F := (F1, . . . , Fm) is a contractive (‖F‖∞ ≤ 1) free
holomorphic function with coefficients in B(E), then its boundary function is in R∞n ⊗¯B(E
(m), E) and,
consequently, the evaluation map Bn ∋ z 7→ F (z) ∈ B(E)
(m) is a contractive operator-valued multiplier
of the Drury-Arveson space ([6], [2]). Moreover, any such a contractive multiplier has this kind of
representation.
Finally, we remark that, in the particular case when m = n = 1, the second part of Theorem 6.2
implies Suciu’s result [33].
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