Orthogonal linear group–subgroup pairs with the same invariants  by Solomon, S.
Journal of Algebra 299 (2006) 623–647
www.elsevier.com/locate/jalgebra
Orthogonal linear group–subgroup pairs
with the same invariants
S. Solomon
Hebrew University of Jerusalem, Israel
Received 30 March 2005
Available online 27 December 2005
Communicated by Corrado de Concini
Abstract
The main theorem of Galois theory implies that there are no finite group–subgroup pairs with the
same invariants. On the other hand, if we consider linear reductive groups instead of finite groups,
the analogous statement is no longer true: There exist counterexample group–subgroup pairs with
the same invariants. However, it is possible to classify all these counterexamples for certain types of
groups. In [S. Solomon, Irreducible linear group–subgroup pairs with the same invariants, J. Lie The-
ory 15 (2005), 105–123], we provided the classification for connected complex irreducible groups,
and, in this paper, for connected complex reductive orthogonal groups, i.e., groups that preserve some
nondegenerate quadratic form.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Setting the problem
Let G be an algebraic group acting on an irreducible algebraic variety X over a field k.
Consider the action of G on the field of the rational functions k(X). Let k(X)G denote
the subfield of rational G-invariants. Then G is a group of automorphisms of the field
extension k(X) over k(X)G, that is, G ⊆ Aut(k(X), k(X)G).
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theorem of the Galois theory states that G = Aut(k(X), k(X)G). Equivalently, any proper
subgroup H  G corresponds to a nontrivial extension k(X)H  k(X)G.
In other words, a finite group action is uniquely determined by its invariants. A natural
question arises if this is true for other classes of groups. The answer in general is “no.”
The simplest counterexample is Sp(V ) ⊂ SL(V ), where V is an even-dimensional vector
space. For both the group and the subgroup, the only invariants are constants.
However, it is possible to describe all the counterexamples for certain types of group
actions.
Definition 1. Let H ⊆ G be algebraic groups, and X be an irreducible G-variety over k.
We call the triple (H,G,X) exceptional, if the fields of rational invariants of H and G
coincide: k(X)H = k(X)G. If H = G we say that the triple (H,G,X) is trivial.
A general problem is to classify exceptional triples. In [13], we classified exceptional
triples (H,G,V ), where V is a complex (finite-dimensional) vector space, and where H,G
are connected irreducible linear groups. See Section 6 here for a partial summary. In this
paper, we allow the groups to be reducible but require that they preserve a nondegenerate
quadratic form.
Throughout this paper, the ground field k is C, and all groups are connected reductive
algebraic groups, unless specified otherwise.
1.2. Motivation, application
Let X = G/K be a connected Riemannian homogeneous space of a real Lie group G.
Definition 2. The space X is said to be commutative, and the pair (G,K) is said to be a
Gelfand pair, if one of the following equivalent conditions holds:
(1) the algebra of G-invariant differential operators on X is commutative;
(2) the algebra of compactly supported K-invariant measures on X is commutative with
respect to convolution;
(3) the Poisson algebra of G-invariant functions on the cotangent bundle T ∗X of X is
commutative;
(4) the representation of G on L2X has a simple spectrum;
(5) the action of G on T ∗X is co-isotropic (that is, the tangent space of a G-orbit in
general position is co-isotropic) with respect to the standard symplectic structure on
the cotangent bundle.
Condition (1) was introduced by Gelfand in 1950. The equivalences (1) ⇔ (2),
(1) ⇔ (3), (2) ⇔ (4), and (3) ⇔ (5) were proved by, respectively, Thomas and Helga-
son independently in 1984, Rybnikov in 2003, Berezin et al. in 1956, and Vinberg [16] in
2001. See [16,17] for surveys and for references.
This interesting class of homogeneous spaces has been studied extensively. One of the
important results is that [16] if X = G/K is commutative then, up to a local isomorphism,
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(K,L,Lie(N)) is an exceptional triple. Therefore, a classification of exceptional triples
is a step towards a classification of Gelfand pairs. Recently, O.S. Yakimova [17] completed
the classification of Gelfand pairs.
1.3. Background
To the best of our knowledge, our problem has not been considered before even for
reductive linear groups. However, there are two important classical results in this direc-
tion.
E.B. Vinberg in 1959 started, Sato and Kimura [11] in 1977, and Shpiz [12] in-
dependently in 1978, completed the classification of irreducible complex linear groups
G ⊂ GL(V ) acting with an orbit open in V , so-called locally transitive groups (alterna-
tively, V is called a prehomogeneous vector space). Such groups cannot have nontrivial
polynomial or rational invariants. Thus, any locally transitive group G with a locally tran-
sitive subgroup H make an exceptional triple (H,G,V ).
D. Montgomery and H. Samelson [7] in 1943, and A. Borel [1] in 1950, classified real
compact groups that act transitively on spheres. Any triple (H,G,S) of a group G and a
subgroup H transitive on a sphere S is exceptional.
1.4. Geometric meaning
By Rosenlicht’s theorem, a triple (H,G,X) is exceptional if and only if the closures
of orbits in general position of H and G coincide, i.e., Hx = Gx for all x ∈ X0, where
X0 ⊂ X is a Zarisky open subset. In other words, (H,G,X) is exceptional if and only if H
is locally transitive on G-orbits in general position. When the H - and G-actions are stable,
i.e., the orbits in general position are closed, the triple (H,G,X) is exceptional if and only
if Hx = Gx, for all x ∈ X0. In particular, we have the latter criterion for X = V a vector
space, and H,G acting on V orthogonally.
Along the same lines, we obtain
Lemma 1. Suppose that H,G have no nontrivial characters, that k[X] is factorial, and
that Qk[X] = k(X). Then (H,G,X) is an exceptional triple if and only if the polynomial
invariants of H and G coincide: k[X]G = k[X]H . In particular, this holds in case X = V is
a vector space, and H,G are semisimple, or in case H,G act on V orthogonally.
Proof. According to [14, Theorem 3.3], the conditions of the lemma imply that k(X)G =
Qk[X]G, k(X)H = Qk[X]H . Geometrically, as Rosenlicht’s theorem implies, it means
that the polynomial invariants of H and G separate their respective orbits in general po-
sition. Therefore, if k[X]G = k[X]H then k(X)G = Qk[X]G = Qk[X]H = k(X)H , and
(H,G,X) is exceptional.
Conversely, assume that (H,G,X) is exceptional. We have then k(X)H = Qk[X]G.
Take an arbitrary h ∈ k[X]H . We have h = g1/g2, where g1, g2 ∈ k[X]G, or, in other
words, g1 = hg2 in k[X]. Theorem 3.17 of [14] implies that, under the conditions of the
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all factors of g in k[X]. Therefore, h ∈ k[X]G, and k[X]G = k[X]H . 
1.5. Main results
Let X = V be a complex vector space. The main result is Theorem 1 below, which
classifies exceptional triples (H,G,V ) under the assumption that H,G are connected
semisimple orthogonal groups. Furthermore, Proposition 1 gives a criterion for a triple
(H,G,V ) to be exceptional when H,G are connected reductive orthogonal and at least
one of them is not semisimple.
Assume that H ⊂ G ⊂ GL(V ) are semisimple linear groups.
We assign a three level diagram to the triple (H,G,V ). The upper and the middle level
vertices correspond to normal subgroups of H and G, respectively. If a normal subgroup
of H projects nontrivially on a normal subgroup of G, we connect the vertices with an
edge. Where not obvious, we specify the projection on the side of the edge. A double edge
means that the projection is surjective. We substitute one of the ends of a double edge with
a circle. The lower level vertices correspond to a decomposition of V into G-submodules.
We connect each submodule vertex with all normal subgroups of G that act nontrivially on
this submodule. Unspecified subgroups and submodules, that is, circles, considered to be
arbitrary.
A diagram that has two connected components corresponding to triples (H1,G1,V1)
and (H2,G2,V2) encodes the direct sum of these triples, i.e., the triple (H1 × H2,
G1 × G2,V1 ⊕ V2). The direct sum of exceptional triples is exceptional, and, vice versa,
if the direct sum is exceptional, then every summand is exceptional. A triple (or a linear
group) that cannot be decomposed into a nontrivial direct sum is called indecomposable.
We say that an orthogonal triple (H,G,V ) is locally trivial if the restriction (H,G,U)
to every minimal orthogonal G-submodule U  V is a trivial triple. Also, we call G
strongly faithful if all nonzero G-submodules of V are faithful. We say a triple (H,G,V )
is strongly faithful if G is.
Finally, we may always assume for our purposes that H is maximal in G. Indeed, if
(H,F,X) and (F,G,X) are exceptional triples then (H,G,X) is also exceptional. Con-
versely, if (H,G,X) is exceptional, then (F,G,X) is exceptional for any F ⊃ H .
Theorem 1. Let (H,G,V ) be an indecomposable nontrivial exceptional triple, where H ,
G are connected semisimple orthogonal, and H is maximal in G. Then (H,G,V ) is ei-
ther locally trivial with diagram one of T1–T9, or strongly faithful with diagram one of
F1–F10, or (H,G,V ) has a diagram O, where
(i) in diagram T9 one of the two indecomposable components of group G satisfies the
explicit criterion of Lemma 17; and
(ii) in diagram O the action of the subgroup SO8 ⊂ G on V1 ⊕ V2 is isomorphic, up to a
trivial component, to tφ1, t  3, where φ1 stands for the tautological action of SO8
on C8.
Conversely, all the above mentioned diagrams correspond to exceptional triples.
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diagram T8, ν = 4 + tr degC(U)Gˇ.
T1, ν = 2 SL4
◦ ◦
φ1 φ3 φ2
T2, ν = 2 SO7
◦ ◦
φ1 φ3
T3, ν = 2 SO8
◦ ◦
φ1 φ3
T4, ν = 2 SO12
◦ ◦
φ1 φ5
T5, ν = 4 SO7
◦ ◦
φ1 φ1 φ3
T6, ν = 4 SO8
◦ ◦
φ1 φ1 φ3
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◦ ◦
φ1 φ1 φ1 φ3
T8 SO8 SL2 Gˇ
◦ ◦ ◦ ◦
φ3 φ1 ⊗ 2φ1 U
T9 ◦ SL2 ◦
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦
F1, ν = 1 G2
φ1
SO7
φ1
F2, ν = 1 SO7
Spin
SO8
φ1
F3, ν = 1 SO9
Spin
SO16
φ1
F4, ν = 1 Sp2n SL2
SO4n
φ1
S. Solomon / Journal of Algebra 299 (2006) 623–647 629F5, ν = 3 SO7
Spin
SL2
SO8 ◦
φ1 ⊗ 2φ1
F6, ν = 1 SLn
φ1⊕φn−1
SO2n
φ1
F7, ν = 1 Sp2n
SL2n
φ1 φ2n−1
F8, ν = 3 G2
φ1
SO7
φ1 φ1
F9, ν = 3 SO7
Spin
SO8
φ1 φ1
F10, ν = 6 SO7
Spin
SO8
φ1 φ1 φ1
O SO7
Spin
◦
SO8 ◦
V1 V2 ◦
Let Z(G) and G′ denote the center and the commutator subgroup of G, and let T ⊂
Z(G) denote a complementary subgroup to the projection of Z(H) on Z(G).
Proposition 1. Let H  G ⊂ SO(V ) be connected reductive orthogonal groups. Then
(H,G,V ) is exceptional if and only if
(i) (H ′,G′,V ) is exceptional, and
(ii) T acts trivially on C[V ]H ′ = C[V ]G′ .
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All groups G,H,F, . . . are connected complex reductive algebraic groups, X,Y, . . .
stand for complex algebraic varieties, and V,U,W, . . . denote finite-dimensional complex
vector spaces, unless specified otherwise.
For an exceptional triple (H,G,X), ν(H,G,X) := tr degC(X)H = tr degC(X)G.
Let G be a simply connected semisimple group, and let H ⊂ G be a maximal semisim-
ple subgroup. Then either (1) G = G1 × G2 ⊃ H = H1 × G2, where G1 is simple, and
H1 ⊂ G1 is a maximal semisimple subgroup, or (2) H = H12 × F ⊂ G = H1 × H2 × F ,
where H12 ∼= H1 ∼= H2 are simple, and H12 is embedded diagonally in H1 ×H2 [2].
Definition 3. We say H is a straight subgroup if (1) holds, and a diagonal subgroup if (2)
holds. We use the same terminology for the Lie algebras h ⊂ g.
• G∗(X) is a stabilizer in general position (SGP) of G.
• Z(G) is the center, and G′ is the commutator subgroup of G.
• X/G := SpecC[X]G denotes the categorical quotient.
A triple (H,G,X) is called semisimple, etc., if both H and G are semisimple, etc.
A triple (H,G,V ) is called irreducible, orthogonal, etc., if both H and G act irreducibly,
orthogonally, etc., on V .
For a simple, connected, simply connected group G of rank r denote by φ1, . . . , φr the
fundamental representations of G in standard ordering (see, for example, [3]). Sometimes
we denote by Spin the spin representation φk or half-spin representations φk and φk−1
of Bk or Dk .
3. Where is the difficulty
Lemma 2. Let (H,G,X) be an exceptional triple. Suppose that G acts on a variety Y , and
that π :X → Y is a surjective G-equivariant homomorphism. Then (H,G,Y ) is also an
exceptional triple.
Proof. Consider π∗ :C(Y ) → C(X), where (π∗f )(v) = f (π(v)). Then π∗ is G-equivar-
iant and injective. Hence, C(Y )H = C(Y )G would imply C(X)H = C(X)G. 
Assume that X = V is a vector space, and that H,G are reductive.
Corollary 1. Let U ⊂ V be a G-submodule. If (H,G,V ) is exceptional then (H,G,U) is
also exceptional.
Proof. Since G is reductive, there exists a G-invariant subspace U ′ such that V = U ⊕U ′.
Denote by π :V → U the projection on U parallel to U ′. Then π is G-equivariant, and, by
Lemma 2, (H,G,U) is exceptional. 
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certain sense a sum of exceptional triples, in which the group is irreducible. Note, however,
that if (H,G,U) and (H,G,W) are exceptional triples, the triple (H,G,U ⊕W) is not at
all guaranteed to be exceptional. For example, the triple (Sp2n,SL2n,C2n) is exceptional,
and the triple (Sp2n,SL2n,C2n ⊕ C2n) is not.
Our main two questions therefore are:
(1) what are the exceptional triples (H,G,V ) with G irreducible, and
(2) how can two exceptional triples be combined to make another exceptional triple.
In paper [13], we partially answered the first question, namely, we classified exceptional
triples (H,G,V ) with both H and G irreducible on V . For convenience, we summarized
some of our results here in Section 6. The second question presents a much harder problem
due to a generally complicated structure of V as a G-module. The main reason is that
proper submodules of V do not have to be faithful even if V is faithful. This phenomenon
is sometimes called “blinking kernels.” As a simplest example, consider a group G :=
G12 ×G23 ×G13 acting on a vector space V = V1 ⊕V2 ⊕V3, where Gij acts nontrivially
on Vi and Vj , and trivially on the other summand. In case of blinking kernels, it is very
hard to see the orbit structure of V .
3.1. Branching law
To approach our classification, we need to know how an irreducible G-module branches
into irreducible H -modules. Assume that (H,G,V ) is an exceptional orthogonal triple. It
turns out that for such triples the branching law is simple: an irreducible G-module decom-
poses into a sum of at most two H -irreducible modules. We describe this law precisely in
Lemmas 3 and 4.
Denote by (·,·) an invariant symmetric bilinear form on V . A subspace W ⊂ V is called
nondegenerate, if the restriction of (·,·) on W is nondegenerate.
Lemma 3. Suppose that W ⊂ V is a nondegenerate H -submodule. Then W is also a G-
submodule. Consequently, if the H -action on W is orthogonal, then W is a G-submodule.
Proof. Denote by W⊥ the orthogonal complement of W in V . Since W is nondegenerate,
we have V = W ⊕ W⊥. Take the orthogonal projection P :V → W⊥. Since W is H -
invariant, P commutes with H . Denote F(v) := (P v,Pv). Then F is an H -invariant, and,
therefore, a G-invariant polynomial. Since W is the radical of the quadratic form F , W is
G-invariant. 
As is known from linear algebra, a minimal orthogonal H -submodule W ⊂ V is either
irreducible, or W = U ⊕U∗, where U is irreducible and nonorthogonal.
Definition 4. We say that a minimal orthogonal G-submodule W ⊂ V is solid if W is H -
irreducible; half-split if W is G-irreducible and W = U ⊕ U∗, where U is H -irreducible;
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submodule W is solid (half-split, split), if all of its minimal orthogonal G-submodules are.
Lemma 3 implies
Lemma 4. V decomposes into a direct sum of solid, half-split and split G-submodules.
4. Preliminaries
This is a collection of facts we use throughout the paper.
Let Gx ⊂ G denote the stationary subgroup of a point x ∈ X.
Definition 5. Suppose there is a subgroup G∗(X) ⊂ G such that Gx is a conjugate
of G∗(X) for x in a dense subset in X. Then we call G∗(X) a stabilizer in general po-
sition (SGP) for the action of G on X.
For a reductive G, and X = V a vector space, a SGP G∗(V ) always exists [6,10]. Below
we assume that G∗ := G∗(X) exists.
Lemma 5. [8] Assume that H,G,G∗ are reductive. Then (H,G,X) is exceptional if and
only if the triple (G,H,G∗) is a factorization, i.e., G = HG∗.
Recall that Z(G) denotes the center of G. For a subgroup H ⊂ G, let Z(H)Z(G) denote
the projections of Z(H) into Z(G).
Proposition 2. Assume that H,G,G∗ are reductive. Then (H,G,X) is exceptional if and
only if (G′,H ′, (G∗)′) and (Z(G),Z(H)Z(G),Z(G∗)Z(G)) are factorizations.
Proof. This is a composition of Lemma 5 here and Theorem 3.2 from [9]. 
Lemma 6. Assume that H,G,G∗ are reductive. If (H,G,X) is exceptional then the triple
(H ′,G′,X) is exceptional.
However, the converse does not hold. Consider a triple (H,G,X) = ({id},C∗,C). Then
(H ′,G′,X) = ({id}, {id},C) is exceptional, while (H,G,X) is not.
Proof. As follows from Proposition 2, (G,H,G∗(X)) is a factorization implies (G′,H ′,
(G∗(X))′) is a factorization. For x ∈ X, we have (Gx)′ ⊆ Gx ∩ G′ = (G′)x . In par-
ticular, (G∗(X))′ ⊆ (G′)∗(X). Hence, (G′,H ′, (G′)∗(X)) is also a factorization, that is,
(H ′,G′,X) is exceptional. 
Lemma 7. Let (H,G,X) be an exceptional semisimple triple, G = G1 × G2 ⊃ H =
H1 ×G2. Then either (H1,G1,X) is exceptional, or dim prG G∗(X) > 0.2
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X/H1
f
πH
X/G1
πG
X/H X/G
where f is G2-equivariant, and πH , πG are the morphisms of factorization by G2. Assume
that dim prG2G∗(X) = 0. Since prG2G∗(X) = (G2)∗(X/G1), a generic πG-fiber, that is,
a G-orbit in general position, has (the maximal) dimension equal to dimG2. Since the
diagram is commutative, and the dimension of a πH -fiber is less than or equal to dimG2,
the map f is generically finite to one. Since the groups are connected, we obtain f = id,
that is, (H1,G1,X) is exceptional. 
We also often use the fact that, for a proper normal subgroup N ⊂ G, one has C[X]G =
C[X/N]G/N .
5. Outlines
In this section we prove Proposition 1 and outline the proof of Theorem 1.
5.1. Proof of Proposition 1
Let X = V be a vector space, H  G ⊂ SO(V ). Recall that Z(G) and G′ denote the
center and the commutator subgroup of G, and that T ⊂ Z(G) denotes a complementary
subgroup to the projection of Z(H) on Z(G). We are going to prove Proposition 1, i.e.,
that the triple (H,G,V ) is exceptional if and only if
(i) (H ′,G′,V ) is exceptional, and
(ii) T acts trivially on C[V ]H ′ = C[V ]G′ .
Proposition 2 allows us to assume that Z(H) = Z(H)Z(G), i.e., Z(H) ⊆ Z(G). By
definition of T , we have Z(G) = Z(H)× T .
Assume that (H,G,V ) is exceptional. Since a SGP of a reductive orthogonal group is
reductive ([6], see also [15]), Lemma 6 proves (i). Furthermore, since Z(H) has a trivial
SGP on V/(G′ × T ), the triple (H ′,G′ × T ,V ) is exceptional by Lemma 7, that is, T acts
trivially on C[V ]G′ = C[V ]H ′ , and we get (ii).
Now suppose conditions (i), (ii) hold. Denote by X := V/G′ = V/H ′. By (ii), we have
C[X]T = C[X]. We have C[V ]G = C[X]Z(G) = C[X]T×Z(H) = C[X]Z(H) = C[V ]H , i.e.,
(H,G,V ) is exceptional.
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We divide Theorem 1 into Theorems 2–4. Theorems 2 and 3 treat two particular cases,
namely, locally trivial and strongly faithful triples, and we prove them later in Sections 8
and 9. Theorem 4 is proved in this section.
As Lemma 5 suggests, one can try to apply Onishchik’s classification of factorizations
for reductive groups [8] to classify exceptional triples. However, we cannot apply this
classification directly, since for an arbitrary complicated G-module V one cannot say much
about G∗(V ), see an example at the end of Section 3. What we do is we apply Onishchik’s
classification to locally trivial and to strongly faithful triples, and then treat the general
case manually based on these particular cases, see Theorem 4.
Recall that a maximal semisimple subgroup H in a simply connected semisimple group
G is called diagonal if H = H12 × F ⊂ G = H1 × H2 × F , where H12 ∼= H1 ∼= H2 are
simple, and H12 is embedded diagonally in H1 ×H2 (Definition 3).
Proposition 3. Suppose that (H,G,V ) is semisimple orthogonal exceptional, and that H
is maximal in G. Then (H,G,V ) is locally trivial if and only if H is diagonal.
Proof. The “only if” implication follows from the definition of a locally trivial triple.
Suppose that H is diagonal and assume that (H,G,V ) is not locally trivial. Then there
exists a nonzero minimal orthogonal G-submodule W0 ⊂ V such that H1 × H2 acts non-
trivially on W0. By Lemma 4, there exists a nonzero irreducible G-submodule W ⊆ W0
where H1 × H2 acts nontrivially. Let W = φ1 ⊗ φ2 ⊗ φ, where φ1, φ2, φ are irreducible
representations of H1, H2, and F , respectively. By Lemma 4, either W is H -irreducible,
or W = U ⊕ U∗, where U is H -irreducible. That is, as an H12-module, φ1 ⊗ φ2 is equal
either to (a) ψ or to (b) ψ ⊕ψ∗, where ψ is H12-irreducible.
The option (a) is impossible, since a tensor product of irreducible modules cannot be
irreducible, see, for example, [5]. Assume (b) holds. Denote by Λ1 and Λ2 the highest
weights of φ1 and φ2. Then Λ = Λ1 + Λ2 is the highest weight of ψ , and Λ − M is the
highest weight of ψ∗, where M is a nonnegative linear combination of simple roots of H12.
In particular, we have (Λ − M,Λ − M) = (Λ,Λ). However, this is impossible. We
have (Λ − M,Λ − M) = (Λ,Λ) − (Λ,M) − (M,Λ − M) < (Λ,Λ), since Λ − M is
dominant. 
Theorem 2. Suppose that (H,G,V ) is semisimple indecomposable locally trivial orthog-
onal exceptional triple, H is maximal in G. Then (H,G,V ) has diagram one of T1–T9.
Conversely, all diagrams T1–T9 correspond to exceptional triples, assuming that in dia-
gram T9 one of the two indecomposable components of G satisfies Lemma 17.
Theorem 3. Suppose that (H,G,V ) is semisimple indecomposable strongly faithful or-
thogonal exceptional triple, H is maximal in G. Then (H,G,V ) has diagram one of
F1–F10. Conversely, all diagrams F1–F10 correspond to exceptional triples.
We prove these theorems in Sections 8 and 9.
Let us consider the general case.
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(H,G,V ) is neither locally trivial, nor strongly faithful. Then (H,G,V ) has a diagram
SO7
Spin
◦
SO8 ◦
V1 V2 ◦
where the action of the subgroup SO8 ⊂ G on V1 ⊕ V2 is isomorphic, up to a trivial com-
ponent, to tφ1, t  3. Conversely, any triple with such a diagram is exceptional.
Proof. In this proof, all vertices in all diagrams correspond to simple subgroups/G-sub-
modules, unless specified otherwise.
Since (H,G,V ) is not locally trivial, H is a straight (see Definition 3) subgroup in G
by Proposition 3, that is, the top of a diagram for (H,G) looks like
H1 ◦ . . . ◦
G1 G2 . . . Gk
where H1 is maximal in G1. Since G is not strongly faithful, we have k > 1. Assume
G2 = {id}. Denote by V˜ ⊂ V the sum of all submodules where G1 acts nontrivially, that
is, the sum of all submodules connected to G1. Since (H,G,V ) is indecomposable, one of
G2, . . . ,Gk , say G2, acts nontrivially on V˜ , i.e., G2 is connected to a simple submodule
W˜ ⊆ V˜ .
Let W ⊃ W˜ be the minimal orthogonal submodule containing W˜ . By Lemma 4, either
W = W˜ , or W = W˜ ⊕ W˜ ∗.
Denote by GW the product of all normal subgroups in G connected to W (as well as
to W˜ ), and let HW be the projection of GW on H . Then, by Corollary 1, (HW ,GW,W)
is exceptional, and, by definition of W , strongly faithful. Since G1 ⊂ GW , we have
HW = GW , and therefore, by Theorem 3, (HW ,GW,W) has a diagram
SO7
Spin
SO3
SO8 ◦
φ1 ⊗ φ1
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sarily simple):
SO7
Spin
◦
SO8 ◦
◦ ◦ ◦
Furthermore, Theorem 3 implies that V = V 0 ⊕ V 1 ⊕ · · · ⊕ V k , where (H,G,V 0) is a
trivial triple, and (H,G,V i), i > 0, is isomorphic to one of
SO7
Spin
SO8
φ1
SO7
Spin
SO3
SO8 ◦
φ1 ⊗ φ1
Hence, (H1,G1,V ) is isomorphic, up to a trivial component, to
SO7
Spin
SO8
tφ1
We only have to prove now that t  3.
Lemma 8. (H1,G1,V ) is exceptional.
By Theorem 3, Lemma 8 implies t  3.
Proof of Lemma 8. Let V I denote V 1 ⊕ · · · ⊕ V k , and let GI ⊂ G be the product of all
simple normal subgroups in G acting nontrivially on V I . Denote by HI the projection of
GI on H . By Corollary 1, (HI ,GI ,V I ) is exceptional.
We have HI = SO7 × SO(1)3 × · · · × SO(m)3 , GI = SO8 × SO(1)3 × · · · × SO(m)3 for some
m> 0 (note that m = 0 would mean (H,G,V ) is decomposable).
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Note that each SO(i)3 is connected to exactly one of V1, . . . , Vk . Indeed, assume the
opposite, say, SO(1)3 is connected to V1 and V2. Then (H
I ,GI ,V1 ⊕ V2) is isomorphic to
SO7
Spin
SO3
SO8 ◦
φ1 ⊗ φ1 φ1 ⊗ φ1
which is not exceptional by Theorem 3, in contradiction to Corollary 1. Hence, we may
assume for every i = 1, . . . ,m that SO(i)3 is connected to Vi and disconnected from all
other Vj .
Let Si denote (SO(i)3 )∗(Vi/SO8). Then Si = prSO(i)3 (SO8 × SO
(i)
3 )∗(Vi), and, therefore,
Si contains prSO(i)3
S. However, Si ∼= prSO3(SO8 × SO3)∗(φ1 ⊗ φ1) = {id}, and therefore,
S = id. Then Lemma 7 implies that (H1,G1,V I ) as well as (H1,G1,V ) are exceptional.
Lemma 8 is proved. 
Let us prove the last statement of the theorem.
Consider a triple (H,G,V ) that satisfies the conditions of the theorem. Then
(SO7,SO8,V ) is exceptional by Theorem 3. In other words, V/SO8 = V/SO7, and we
have C[V ]G ∼= C[V/SO8]G/SO8 ∼= C[V/SO7]H/SO7 ∼= C[V ]H . 
6. Irreducible exceptional triples
This is a partial summary of [13].
Let (H,G,V ) be an irreducible semisimple linear triple. Theorem 5 classifies excep-
tional triples (H,G,V ) up to an explicit equivalence relation called castling (Definition 6
below).
Suppose F ⊆ SL(U). Consider the group G = F × SL(W) ⊂ SL(U ⊗ W), dimW 
dimU , and the group Gˇ = F × SL(Wˇ ) ⊂ SL(U∗ ⊗ Wˇ ), where dim Wˇ = dimU − dimW .
Then Gˇ∗(U∗ ⊗ Wˇ ) ∼= G∗(U ⊗W) [4]. In particular, if dimU = dimW + 1, then F∗(U) ∼=
G∗(U ⊗W).
Definition 6. We say that the (linear) group Gˇ is an immediate castling transform of the
group G, and vice versa. We say that a group G˜ is a castling transform of G, and write
G˜  G, if G˜ is a result of a sequence of immediate castling transforms of G. We will say
that two triples (H˜ , G˜, V˜ ) and (H,G,V ) are congruent, and write (H˜ , G˜, V˜ )  (H,G,V )
if they are isomorphic up to simultaneous castling transform.
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if the other is. Moreover, if (H˜ , G˜, V˜ )  (H,G,V ) are exceptional, then ν(H˜ , G˜, V˜ ) =
ν(H,G,V ).
Define Hs,t,k = SLs × SLt ×Xk ⊂ Gs,t,k = SLst ×Xk ⊂ SLstk , where Xk ⊆ SLk is irre-
ducible, and st > k. The group Hs,t,k may have zero, one, or more nonconstant invariants
on Cstk , depending on the values of s, t , and k, and also on Xk , while Gs,t,k has only
constants as invariants.
Theorem 5. [13] Suppose that (H,G,V ) is exceptional. If ν(H,G,V ) = 0, then (H,G,V )
is congruent to (Hs,t,k,Gs,t,k,Cstk) or to one of the triples L1–L7. Otherwise, (H,G,V )
is congruent to one of the triples A1–A10. Conversely, all triples L1–L7, A1–A10, as well
as their congruents, are exceptional.
In diagram L5, Yk is a maximal subgroup in Xk ⊆ SLk . For triples A1–A10, we indi-
cated the generators degrees for the algebra of invariants, which is always polynomial.
L1 Sp2n
SL2n
φ1
L2 SL2n+1
φ2
SLn(2n+1)
φ1
L3 SO10
Spin
SL16
φ1
L4, s > t SLs SLt
SLst
φ1
L5, k < n SLn Yk
◦ Xk
φ1 ⊗ φ1
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SL2n ◦
φ1 ⊗ φ1
L7 SL2n+1
φ2
SL2
SLn(2n+1) ◦
φ1 ⊗ φ1
A1, {2} G2
φ1
SO7
φ1
A2, {2} SO7
Spin
SO8
φ1
A3, {2} SO9
Spin
SO16
φ1
A4, {4} SO11
Spin
SO12
φ5
A5, {n} SLn Yn
◦ Xn
φ1 ⊗ φ1
A6, {2} Sp2n SL2
SO4n
φ1
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φ1
SL2
SO7 ◦
φ1 ⊗ φ1
A8, {4} SO7
Spin
SL2
SO8 ◦
φ1 ⊗ φ1
A9, {2,4,6} SO7
Spin
SL2
SO8 ◦
φ1 ⊗ 2φ1
A10, {6} SO7
Spin
SL3
SO8 ◦
φ1 ⊗ φ1
7. Factorizations
In this section we recall definitions and theorems from Onishchik’s paper [9] (Theo-
rems 3.1–3.3, 4.3), mostly simplified for our needs, to be used in Sections 8 and 9. Note
that here we use the word “triple” for a triple of groups.
Assume G, H , S are reductive groups.
A triple (G,H,S), where H,S ⊂ G, is called a factorization if G = HS. A factorization
is called trivial if G = H or G = S.
Let g, h, . . . denote the Lie algebras of the groups G, H, . . . . A triple of Lie algebras
(g,h, s), where h, s ⊂ g, is called a factorization if g = h + s. A factorization is called
trivial if g = h or g = s.
Lemma 9. Suppose that G, H , and S are connected. Then a triple (G,H,S) is a factor-
ization if and only if the triple (g,h, s) is a factorization.
Assume g and h are semisimple. For a reductive algebra a, denote by a′ the semisimple
part of a.
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g h h ↪→ g s s ↪→ g
sl2n, n > 1 sp2n φ1 sl2n−1 φ1 ⊕ id
so2n, n > 1 sln φ1 ⊕ φn−1 so2n−1 φ1 ⊕ id
so4n, n > 1 sp2n ⊕ sl2 φ1 ⊗ φ1 so4n−1 φ1 ⊕ id
so7 g2 φ1 so6 φ1 ⊕ id
so7 g2 φ1 so5 φ1 ⊕ 2 id
so8 so7 spin so7 φ1 ⊕ id
so8 so7 spin so6 φ1 ⊕ 2 id
so8 so7 spin so5 φ1 ⊕ 3 id
so16 so9 spin so15 φ1 ⊕ id
Lemma 10. A triple (g,h, s) is a factorization if and only if the triple (g,h, s′) is a fac-
torization. In particular, if s is commutative, then the factorization (g,h, s) is trivial, i.e.,
g = h.
We say that a triple (g,h, s) is symmetric to the triple (g, s,h). A triple symmetric to a
factorization is also a factorization.
Lemma 11. Suppose that g is simple, that h, s semisimple, and that the triple (g,h, s) is a
nontrivial factorization. Then (g,h, s) is isomorphic or symmetric to one of the factoriza-
tions from Table O. Conversely, any triple from Table O is a factorization.
A semisimple algebra is called strongly semisimple if all its ideals have rank > 1. For a
reductive a, denote by as the maximal strongly semisimple subalgebra of a. We call as the
strongly semisimple part of a. We have a decomposition a = as ⊕ ar , where ar is a sum of
all rank 1 ideals of a and the center z(a).
Lemma 12. Let (hr )gr , (sr )gr denote the projections of hr , sr on gr . Then (g,h, s) is a
factorization if and only if both (gs ,hs , ss) and (gr , (hr )gr , (sr )gr ) are factorizations.
Suppose that s, g are strongly semisimple, s = s1 ⊕ · · · ⊕ sl , where all si are simple
ideals. Assume that h  g is a maximal semisimple subalgebra.
Lemma 13. Suppose that h is a straight subalgebra, i.e., h = h1 ⊕ g2 ⊂ g1 ⊕ g2, where g1
is simple, and h1 is maximal in g1. Denote by si1 the projection of si on g1. Then (g,h, s)
is a factorization if and only if (g1,h1, si1) is a factorization for some i.
8. Locally trivial triples
In this section we prove Theorem 2.
Lemma 14. Suppose that we have a reductive triple (H12,H1 ×H2,X), where X := X1 ×
X2, so that H1 acts trivially on X2, and H2 acts trivially on X1. Suppose that there exist
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exceptional if and only if (H12, S11, S22) is a factorization.
Proof. We have (H1 × H2)∗(X) ∼= S11 × S22, and S12 := (H12)∗(X) ∼= (S11)∗(X2). The
triple (H12,H1 ×H2,X) is exceptional ⇔ OX(H12) = OX(H1 ×H2) ⇔ dimOX(H12) =
dimOX(H1 ×H2) ⇔ dimH12 −dimS12 = dim(H1 ×H2)−dim(S11 ×S22) ⇔ dimH12 −
dimS22 = dimS11 − dimS12 ⇔ dimOX2(H12) = dimOX2(S11) ⇔ the triple (S11,H12,
X2) is exceptional ⇔ (H12, S11, S22) is a factorization. 
Let (H,G,V ) be a semisimple orthogonal locally trivial triple, where H is maximal
in G. According to Proposition 3, if (H,G,V ) is exceptional, then H is a diagonal sub-
group, that is, H = H12 × F ⊂ G = H1 × H2 × F , where H12 ∼= H1 ∼= H2 are simple,
and H12 is embedded diagonally in H1 × H2. Let V denote V1 ⊕ V2 ⊕ W , where H1 acts
trivially on V2, H2 acts trivially on V1, and H1 ×H2 acts trivially on W . Set G∗ := G∗(V ),
S := prH1×H2G∗.
According to Lemma 5, a triple (H,G,V ) is exceptional if and only if (G,H,G∗) is a
factorization. Note that, since F ⊂ H , the triple of groups (G,H,G∗) is a factorization if
and only if (H1 ×H2,H12, S) is a factorization.
Set Si := G∗(Vi), Sii := (H12)∗(Vi/F ), i = 1,2. Then Sii is isomorphic to the projec-
tion of Si on Hi . In particular, Sii is reductive.
Lemma 15. Suppose that (H,G,V ) is exceptional. Then (H12,H1 ×H2, (V1 ⊕V2)/F ) is
exceptional, which in turn implies that (H12, S11, S22) is a factorization.
Proof. We have C[V ]H = C[V ]G ⇔ C[V/F ]H12 = C[V/F ]H1×H2 ⇒ (Lemma 2)
C[(V1 ⊕ V2)/F ]H12 = C[(V1 ⊕ V2)/F ]H1×H2 , i.e., (H12,H1 × H2, (V1 ⊕ V2)/F ) is ex-
ceptional. Since (V1 ⊕ V2)/F → V1/F × V2/F is surjective and G-equivariant, (H12,
H1 ×H2,V1/F × V2/F ) is exceptional. Now we can apply Lemma 14. 
Proof of Theorem 2. Suppose that (H,G,V ) is exceptional. Following Lemma 15, we
are looking for orthogonal actions of H on Vi , i = 1,2, such that (H12, S11, S22) is a
factorization.
Suppose that (H12, S11, S22) is a nontrivial factorization. Then we are in the conditions
of Lemma 11. Therefore, (H12, S11, S22) is isomorphic or symmetric to one of the triples
from Table O. Hence, we have to find all the actions H : Vi such that H12 and Sii appear
in the same line in Table O. Let us call such actions candidates.
Note that V may only have solid or split summands (see Definition 4). Using [3,4], we
first find all solid candidates. The result is all the entries in Table T except for the last one.
Now let us prove that the only split candidate is the last entry of Table T. Let Vi =
U ⊕U∗, where the action H : U is not orthogonal.
Assume F is trivial. Then [3,4] imply that H = H12 : U is isomorphic to SL2n : φ1 ⊕φ∗1 .
Let us prove that there does not exist a split candidate with F not trivial. We may assume
that U is irreducible.
Note that an action H : Vi is a candidate ⇔ (Sii ,H12,Vi) is exceptional ⇒ (Sii ,H12,U)
is exceptional.
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H H : Vi Sii Sii ↪→ H
1 SL4 φ2 Sp4 φ1
2 SO7 φ1 SO6 φ1 ⊕ id
3 SO7 φ3 G2 φ1
4 SO8 φ3 SO7 φ1
5 SO12 φ5 SL6 φ1 ⊕ φ5
6 SO2n φ1 SO2n−1 φ1 ⊕ id
7 SO7 2φ1 SO5 φ1 ⊕ 2 id
8 SO8 2φ1 SO6 φ1 ⊕ 2 id
9 SO8 3φ1 SO5 φ1 ⊕ 3 id
10 SO8 × SL2 φ1 ⊗ 2φ1 SO5 (φ1 ⊕ 3 id)⊗ id
11 SL2n φ1 ⊕ φ2n−1 SL2n−1 φ1 ⊕ id
Consider H acting on U as SLn × SLk : φ1 ⊗ φ1, n k  2. Then Sii = SLn−k × Tk−1,
where Tk−1 is a torus. Since k  2, (Sii ,H12,U) is not exceptional. Even more so
(Sii ,H12,U) is not exceptional when H acts on U as SLn × Xk : φ1 ⊗ φ, Xk ⊆ SLk ,
whether H12 = Xk or H12 = SLn. Note that since only the groups SLn and SOn appear in
the first column of Table O, the last option we have for a candidate is H12 = SOn, F ⊆ SLk ,
U = φ1 ⊗ φ. Here we have Sii = SOn−2k , or id if n 2k. Since k  2, this action is not a
candidate.
We have proved that H : Vi has to be isomorphic to one of the following:
All we have to do now is to use Lemma 11 to make sums V = V1 ⊕ V2 ⊕ W , where
H : Vi are the candidates from the list above, so that (H12, S11, S22) is a factorization. Then
it is easy to check that the corresponding triples (H,G,V ) are indeed exceptional.
Note that the first and the last entries can be only combined with each other (diagram
T1). The second entry can be combined only with the third (diagram T2), while the third
can be combined also with the seventh (diagram T5). The combinations of the forth entry
with the sixth, eighth, ninth and tenth produce diagrams T3, T6, T7, T8. The fifth entry
goes only with the sixth (diagram T4).
Now suppose that (H12, S11, S22) is a trivial factorization, say, H1 = S11. As in the
beginning of the section, let S denote the projection of G∗ to H1 ×H2.
Lemma 16. Suppose that H1 = S11. Then
(a) H1 = SL2. Moreover, for any minimal orthogonal H -stable subspace W1 ⊆ V1, the
action H : W1 is isomorphic to SL2 × Sp2n : φ1 ⊗ φ1, n 1.
(b) (H,G,V ) is exceptional if and only if S = H12.
Proof. Part (a) follows from [3,4].
We have (G,H,G∗(V )) is a factorization ⇔ (SL2 × SL2,SLdiag2 , S) is a factorization.
Since the projection of S on the first factor is SL2, this triple is always a factorization unless
S = SLdiag = H12. Lemma 16 is proved. 2
644 S. Solomon / Journal of Algebra 299 (2006) 623–647In [17], we find the following description of groups K = SL2 × Kˇ ⊂ SO(V ) such that
the projection of SGP K∗ := K∗(V ) on the first factor is SL2.
Consider a rooted tree T with vertices 0,1, . . . , q , where 0 is the root. Assign a
weight d(i) to each vertex such that d(i) is either a positive integer or ∞. Assume that
(a) d(0) = 1, (b) each vertex i with d(i) = ∞ has degree 1 (here the degree of a vertex is
the number of adjacent vertices), and (c) if (i, j) is an edge with d(j) = ∞, then d(i) > 1.
We say a vertex i is finite if d(i) < ∞, and an edge (i, j) is finite if both i and j are finite.
Let Kˇ be a product of Sp2d(i) over all finite vertices except for the root, and K be
a product of Sp2d(i) over all finite vertices. Assign a vector space W(i,j) to each edge
(i, j), namely, let W(i,j) = C2d(i) ⊗ C2d(j) for a finite (i, j), and, for an edge (i, j) with
d(i) = ∞, take W(i,j) = Λ2C2d(j)/ω, where ω is spanned by a closed 2-form (that the
action of Sp2d(j) is going to preserve).
Now let V be the direct sum of W(i,j) over all edges of T . The group K acts on V in
the following way: each factor Sp2d(i) of K acts (a) on the first factor of W(i,j) for all finite
vertices j connected to i by an edge, and also (b) on W(i,j) for all infinite j connected to i
by an edge. For example, a tree with 2 vertices corresponds to the group K = SL2 ×Sp2d(1)
acting on C2 ⊗ C2d(1).
Recall that a linear group G1 × G2 ⊂ GL(V1 ⊕ V2) is called a direct sum of G1 ⊂
GL(V1) and G2 ⊂ GL(V2), if G1 acts trivially on V2 and G2 acts trivially on V1. A linear
group that cannot be decomposed into a nontrivial direct sum is called indecomposable.
Lemma 17. [17] The indecomposable linear groups K = SL2 × Kˇ ⊂ SO(V ) such that the
projection of K∗ := K∗(V ) on the first factor is SL2, are in one-to-one correspondence
with the described above rooted trees satisfying the following conditions:
(I) all vertices i with d(i) > 1 have degree at most 2;
(II) for all edges (i, j) such that d(i) > 1, d(j) > 1, one of the vertices i, j has degree 1.
Suppose that we have a tree T that satisfies the conditions of the lemma and assume that
d(1) = 1. It is easy to check that the projection of K∗ on the subgroup Sp2d(0) × Sp2d(1) ∼=
SL2 × SL2 is the diagonal subgroup SLdiag2 . Hence, according to Lemma 16, the triple
(H,G,V ) being exceptional implies that G is decomposable. Namely, G has to be a direct
sum of two subgroups G1 and G2, where Gi ⊃ Hi , i = 1,2. Since the triple (H,G,V ) is
indecomposable, both G1 and G2 are indecomposable.
We have then G∗ = (G1)∗ × (G2)∗. Therefore, (H,G,V ) is exceptional if and only if
one of Gi satisfies Lemma 17, and we obtain the following diagram T9:
◦ SL2 ◦
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦
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very right circles in the middle level of the diagram, and then substituted all the edges with
vertices in the bottom level.
The theorem is proved. 
9. Strongly faithful triples
Here we prove Theorem 3.
Let (H,G,V ) be an orthogonal strongly faithful triple, H is maximal in G.
Set V = V1 ⊕ · · · ⊕ Vk , where all Vi are minimal orthogonal G-invariant subspaces.
First we classify all exceptional triples with k  3, and then we verify that there are no
exceptional triples with k = 4. It follows then that there are no exceptional triples for k > 4.
From now on, assume that (H,G,V ) is exceptional. Then, by Lemma 4, for each Vi we
have the following three options: (1) Vi is solid, i.e., H -irreducible, or (2) Vi is half-split,
i.e., G-irreducible, and Vi = U ⊕ U∗, where U is H -irreducible, or (3) Vi is split, i.e.,
Vi = U ⊕ U∗, where U is G-stable and H -irreducible. Besides, by Proposition 3, H is a
straight subgroup: H = H1 ×G2 ⊂ G = G1 ×G2, where H1 is maximal in G1, and G1 is
simple.
Consider k = 1.
Suppose that V is solid. By Theorem 5, the only orthogonal irreducible triples
(H,G,V ) are A1–A3, A6, A9. They correspond to diagrams F1–F5 in Theorem 3.
Next we check, using [3,4], that there is only one factorization (G,H,G∗(V )) such that
V is half-split, and it gives us diagram F6.
Now suppose that V is split, that is, V = U ⊕U∗, where (H,G,U) is irreducible excep-
tional nonorthogonal. (H,G,U) satisfies the conditions of Theorem 5. By looking at the
lower parts of the diagrams in Theorem 5, and taking into account their castling transforms,
we conclude that the action of G on U is isomorphic to one of the actions in Table S.
Lemma 18. Any exceptional triple of the form (H1 ×G2,G1 ×G2,V ), where V = U⊕U∗,
U = φ1 ⊗ φ2, φi is an irreducible Gi -module, n1 := dimφ1 < n2 := dimφ2, is trivial.
Proof. We have prG1(G1 × G2)∗(V ) ⊆ prG1(G1 × SLn2)∗(V ) ⊆ prSLn1 (SLn1 ×
SLn2)∗(V ) ⊆ Tn1−1, where Tk−1 is a torus. Hence prG1(G1 × G2)∗(U) is commutative.
Lemma 10 implies that (G1,H1,prG1G∗(V )) is a trivial factorization. 
Table S
G U
1 SLn φ1
2 SLn ×Xk , Xk ⊆ SLk , k  n φ1 ⊗ φ
3 SLn1 × · · · × SLns ×Xk , k < n1 < · · · < ns φ1 ⊗ · · · ⊗ φ1 ⊗ φ
4 SO12 φ5
5 SO12 × SL31 φ5 ⊗ φ1
6 SO7 × SLk , k = 2,5 φ1 ⊗ φ1
7 SO8 × SLk , k = 2,3,5,6 φ1 ⊗ φ1
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k G G : V G∗(V )
1 2 SO7 2φ1 SO5
2 2 SO8 2φ1 SO6
3 2 SO8 φ1 ⊕ φ3 G2
4 2 SO2n 2φ1 SO2n−2
5 2 SO8 × SO3 2(φ1 ⊗ φ1) T1
6 2 SO8 ⊗ SO3 φ1 ⊗ φ1 ⊕ (φ1 ⊗ φ1)∗ id
7 2 SLn 2(φ1 ⊕ φn−1) SLn−2
Table F(3)
k G G : V G∗(V )
1 3 SO7 3φ1 SO4
2 3 SO8 3φ1 SO5
Most actions G : U from Table S satisfy the conditions of Lemma 18. We only have to
check the following entries (and sub-entries):
Entry 1. Here we obtain a triple with diagram F7.
Entry 2, G1 = SLn. We have prSLnG∗(V ) ⊆ SLn−k × Tk−1. Since k > 1, (G1,H1,
prG1G∗(V )) is not a factorization, and therefore, (G,H,G∗(V )) is not a factorization
either by Lemma 13.
Entries 4; 5 with G1 = SO12; 6 with G1 = SO7; 7 with G2 = SO8. Here, respectively, we
get prG1G∗(V ) = SL6, SL6, SO7−2k , and SO8−2k and (G,H,G∗(V )) is not a factorization
by Lemma 11.
Hence, if k = 1 then (H,G,V ) has a diagram F1–F7.
Now assume that k = 2. Table F(2) shows G∗(V ) for all actions G : V = V1 ⊕ V2 such
that the triple (H,G,Vi) has a diagram F1–F7.
Entries 1 and 2 in Table F(2) produce exceptional triples F9, F10. For the rest of
Table F(2), Lemmas 10–11 imply that (G1,H1,prG1G∗(V )) is not a factorization, and
therefore, (G,H,G∗(V )) is not a factorization either by Lemma 13.
Assume that k = 3. Table F(3) contains all actions G : V = V1 ⊕ V2 ⊕ V3 such that the
triple (H,G,Vi) has a diagram F8 or F9.
For the first entry, (G1,H1,prG1G∗(V )) is not a factorization. By Lemma 13,
(H,G,V ) is not exceptional.
The second entry corresponds to exceptional triple F10.
Finally, for k = 4 the only option is G = SO8 acting on 4C8 with G∗ = SO4, which
does not produce an exceptional triple by the same reasoning as above (Lemma 13).
The theorem is proved.
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