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Introduction et Re´sultats
Principaux
Cette the`se de doctorat d’Universite´ a e´te´ e´labore´e sous la direction des Professeurs
Liming Wu et Pierre Bernard au sein du Laboratoire de Mathe´matiques de l’Universite´
Blaise Pascal (Clermont-Ferrand II). Elle aborde des deux the`mes. Le premier est
a` l’e´tude syste´matique de principes de grandes de´viations (abre´ge´ en PGD dans la
suite) pour l’estimateur a` noyau de la densite´ des processus stochastiques. Le second
est l’e´tude rigoureuse de l’estimateur de de´cre´ment ale´atoire, qui est tre`s souvent
utilise´ par les me´caniciens et les inge´nieurs en raison de son efficacite´ nume´rique.
Toutefois les comportements asymptotiques la consistance forte et TCL, sont mal
compris jusqu’aujourd’hui.
Le contenu de ce travail sur le premier the`me peut se re´sumer de la manie`re
suivante. Le de´but est d’abord consacre´e a` des rudiments de la the´orie de grandes
de´viations; puis nous pre´sentons des rappels sur l’estimateur a` noyau de la den-
site´, avec la proble´matique qui nous occupe, c’est-a`-dire, l’estimation de grandes
de´viations dans L1 de l’estimateur a` noyau de la densite´ dans le cas de´pendant, ce
qui est plus fort que le PGD de Donsker-Varadhan pour les mesures empiriques, et
beaucoup plus difficile que dans le cas i.i.d.. Meˆme dans le cas i.i.d., cependant les
re´sultats connus sont tre`s re´cents. Enfin, nous pre´sentons les re´sultats obtenus dans
les parties suivantes.
Les quatre premiers chapitres pre´sentent quatre articles. Le premier concerne
l’estimation de grandes de´viations pour l’estimateur a` noyau de la densie´ dans le cas
i.i.d., et a e´te´ publie´ dans un proceeding [63]. Le deuxie`me a de´montre´ la convergence
exponentielle de cet estimateur, et une ine´galite´ de concentration du type Hoeffding
pour les processus φ-me´langeants, sous la condition tre`s ge´ne´rale de la sommabilite´
des coefficients φ-me´langeants : il a e´te´ publie´ dans Ann L’I.S.U.P. [64]. Le troisie`me
est paru dans Stochastic Process. Appl. [65], et de´montre le PGD de l’estimateur
de densite´ de la mesure invariante pour un processus de Markov uniforme´ment er-
godique, une hypothe`se naturelle introduite par Deuschel et Stroock pour le PGD
de loi mesure empirique. C’est un premier re´sultat dans cette direction pour le cas
9
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de´pendant. Le quatrie`me article e´tudie les processus de Markov re´versibles, pour
lesquels, en ge´ne´ral, l’hypothe`se d’ergodicite´ uniforme de Deuschel-Stroock n’est pas
satisfaite. Il de´montre que tous les re´sultats de grandes de´viations pour l’estimateur
de densite´ dans le cas uniforme´ment ergodique s’e´tendent a` ce nouveau cadre sous
l’hypothe`se d’inte´grabilite´ uniforme du noyau de transition dans L2 (cette dernie`re
hypothe`se est une condition ne´cessaire et suffisante pour obtenir le PGD de mesures
empiriques dans le cas re´versible, voir [97]). Il est accepte´ pour publication par
Bernoulli.
Mes travaux sur ce premier the`me sont sous la direction du professeur Liming Wu.
Le deuxie`me the`me de cette the`se est dans une ligne de recherches comple`tement
diffe´rente et ses e´tudes sont re´alise´es sous la direction du professeur Pierre Bernard.
On y e´tudie l’estimateur de de´cre´ment ale´atoire (abre´ge´ en EDA) pour des pro-
cessus gaussiens stationnaires. Cette estimateur qui est couramment utilise´ par les
me´caniciens : (il est nume´riquement beaucoup plus rapide que l’estimateur clas-
sique). Cependant la vraie nature de l’EDA est mal comprise.
Dans le (dernier) chapitre 5 de cette the`se; on re´alise l’analyse asymptotique de
l’EDA. On y montre une loi forte des grands nombres, l’expression explicite du biais
asymptotique de cet estimateur, ainsi que le The´ore`me de Limite Centrale (TCL).
(Les re´sultats sont fondamentaux pour les infe´rences statistiques de cet estimateur).
L’existence du biais asymptotique de l’EDA (pour la quelle on donne une condition
necessaire et suffisante) offre un nouveau exemple illustrant le fameux “Paradoxe de
Kac-Slepian” [55], et corrige une erreur courante dans la litte´rature des inge´nieurs!
Partie I
0.1 Rudiments de la the´orie des grandes de´viations
0.1.1 Origines et de´finitions
La the´orie moderne des grandes de´viations de´coule de travaux fondamentaux de
Donsker et Varadhan pour des grandes de´viations de processus de Markov, et de
Freidlin-Wentzell pour les perturbations ale´atoires de syste`mes dynamiques. Apre`s
trente ans de de´veloppement par nombre de chercheurs, elle est devenue une branche
importante de la the´orie des probabilite´s. Nous commenc¸ons par le sujet le plus
classique en probabilite´s, c’est-a`-dire le comportement de la moyenne empirique de
variables ale´atoires inde´pendantes et identiquement distribue´es (v.a.i.i.d. en bref).
Soit (ξn, n ∈ N) une suite de v.a.i.i.d. a` valeurs dans Rd, de´finie sur l’espace de
probabilite´ (Ω,F ,P). Conside´rons la moyenne empirique,
Sn
n
=
1
n
n−1∑
k=0
ξk, n ≥ 1
la vraie moyenne est de´note´e par m = E(ξ0). Par la loi des grandes nombres,
µn := P
(∣∣∣∣Snn −m
∣∣∣∣ > δ
)
n→∞−→ 0,
L’e´ve´nement
{∣∣∣∣Snn −m
∣∣∣∣ > δ
}
de´crit la de´viation entre Sn/n et m. Un proble`me
inte´ressant et important est l’estimation de la probabilite´ de cette de´viation : on
veut connaˆıtre la probabilite´ de de´viation de manie`re pre´cise. En ge´ne´ral, il est
difficile de donner une re´ponse exacte. Cependant, si la probabilite´ de de´viation
tend vers zero exponentiellement vite et si l’on s’inte´resse seulement a` la vitesse
exponentielle, on entre dans le domaine des grandes de´viations.
En ge´ne´ral, le principe de grandes de´viations (PGD) caracte´rise les comporte-
ments pour la limite extreˆme, lorsque n → ∞, d’une famille de mesures de proba-
bilite´ {µn}n∈N sur (X,A) par une fonction de taux. La caracte´risation se fait via les
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bornes aysmptotiques exponentielles infe´rieures et supe´rieures sur les probabilite´s
que {µn} assigne aux sous-ensemble mesurables de X. Au long de ce travail, X
est toujours un espace de Hausdorff re´gulier (ou` re´gulier signifie: ∀x ∈ X, il existe
une base de voisinages ferme´s de x), A est une tribu fixe´e qui contient une base de
voisinages ouverts et une autre base de voisinages ferme´s pour tout x dans X. Si X
est un espace me´trique, on adopte la convention A := σ(B(x, r); x ∈ X, r > 0), ou`
B(x, r) := {y ∈ X; d(x, y) < r}.
De´finition 0.1 Une fonction de taux I est une fonction semi-continue infe´rieurem-
ent sur X a` valeurs dans [0,+∞]. On dit qu’une fonction de taux est inf-compact
ou bonne, si ∀L ≥ 0, [I ≤ L] est un sous-ensemble compact de X.
Remarquons que si X est un espace me´trique, la proprie´te´ de semi-continuite´
infe´rieure peut eˆtre ve´rifie´e par les crite`res se´quentiels. Ainsi I est semi-continue
infe´rieurement si et seulement si lim infxn→x I(xn) ≥ I(x) pour tous xn → x, x ∈ X.
Une bonne fonction de taux I peut toujours atteindre sa borne infe´rieure sur un
sous-ensemble ferme´ non-vide.
De´finition 0.2 Si {µn} est une famille de mesures de probabilite´ sur X, on dit
qu’elle satifait le Principe de Grandes De´viations (PGD) pour une fonction de taux I
et de vitesse n, si I est une bonne fonction et si {µn} satisfait en meˆme temps la
borne infe´rieure des grandes de´viations et la borne supe´rieure des grandes de´viations
, ou`
(a) la borne infe´reure de grandes de´viations (LLD) : pour tout ensemble ouvert G ∈ A,
l(G) := lim inf
n→+∞
1
n
logµn(G) ≥ − inf
G
I
(b)la borne supe´rieure de grandes de´viations (ULD) : pour tout ensemble ferme´ F ∈ A,
u(F ) := lim sup
n→∞
1
n
log µn(F ) ≤ − inf
F
I
Dans les re´fe´rences usuelles, le principe faible de grandes de´viations est aussi
e´tudie´ ; il est inspire´ par une approche naturelle : montrer d’abord la borne supe´rieure
de grandes de´viations pour les ensembles compacts.
De´finition 0.3 La famille {µn} satisfait le principe faible de grandes de´viations (w-
PGD), si (LLD) et (w-ULD) sont ve´rifie´es , ou` w-ULD signifie :
(w-ULD) pour tout emsemble compact K ⊂ X,
u(K) ≤ − inf
K
I
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Un autre type de PGD faible est conside´re´, c’est-a`-dire, le principe faible∗ de
grandes de´viations suivant (w∗-PGD) :
De´finition 0.4 La famille {µn} satisfait le principle faible∗ de grandes de´viations
(w∗-PGD), si LLD et w∗-ULD sont ve´rifie´s, ou` w∗-ULD signifie :
(w∗-ULD) pour tout sous-ensemble compact K ⊂ X, pour δ > 0 quelconque, il
existe un ensemble ouvert et A-mesurable Gδ ⊃ K, tel que
u(Gδ) =
{
− infK I + δ si infK I <∞
−1
δ
sinon.
Proposition 0.5 La famille (µn) satisfait le w
∗-PGD de fonction de taux I sur un
espace me´trique (X, d), si et seulement si l’estimation locale suivante est ve´rifie´e:
pour tout x ∈ X,
lim
δ→0
lim inf
n→∞
1
n
log µn(B(x, δ)) = lim
δ→0
lim sup
n→∞
1
n
log µn(B(x, δ)) = −I(x)
ou` B(x, δ) = {y ∈ X; d(x, y) < δ}.
Il est facile de voir que w∗-ULD =⇒ w-ULD et qu’ils deviennent e´quivalents si
X est localement compact. La question “comment passer de w∗-PGD a` PGD” est
discute´e plus loin dans ce travail.
Pour une suite de variables ale´atoires (Zn)n∈N a` valeurs dans (X,A) et de´finie sur
un espace de probabilite´ (Ω,F ,P), on dit que (Zn) satisfait le PGD (resp. w∗-PGD),
si c’est le cas pour la famille de probabilite´s (µn := P(Zn ∈ ·)).
0.1.2 Fonctionnelle de Crame´r et the´ore`me de Ga¨rtner-Ellis
Une methode classique d’e´tude des PGD est donne´e par Crame´r [21], qui a introduit
le changement de mesure. Une extension aux distributions ge´ne´rales a e´te´ re´alise´e
par Chernoff [17], qui a introduit la borne supe´rieure.
Le point crucial de leur me´thode est de conside´rer la fonctionnelle de Crame´r.
Expliquons-la dans le cas classique suivant. Conside´rons les moyennes empiriques
Sn =:
1
n
∑n
j=1Xj, pour les vecteurs ale´atoires i.i.d. X1, · · · , Xn, · · · , et a` valeurs
dans Rd, avec X1 ayant pour loi µ ∈ M1(Rd) (Ou` M1(Rd) est l’espace des mesure
de probabilite´ sur Rd).
De´finition 0.6 Le logarithme de la fonction ge´ne´ratrice des moments associe´e a`
la loi µ est de´fini par
Λ(λ) =: logM(λ) =: log E[e〈λ,X1〉], λ ∈ Rd
ou` 〈λ, x〉 := ∑dj=1 λjxj, , x ∈ Rd est le produit scalaire dans Rd, et xj la j-ie`me
coordonne´e de x.
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De´finition 0.7 La transforme´e de Fenchel-Legendre de Λ(λ) est
Λ∗(x) = sup
λ∈Rd
{〈λ, x〉 − Λ(λ)}, x ∈ Rd
Dans le cas i.i.d., le the´ore`me classique de Crame´r dit
The´ore`me 0.8 Si Λ(λ) < ∞ pour tous λ, alors
{
µn = P
(
Sn
n
∈ ·
)
, n→∞
}
satisfait le PGD sur Rd de bonne fonction de taux convexe Λ∗(·).
En fait, la condition dans le the´ore`me peut eˆtre affaiblie en :
(i) il existe δ > 0, tel que Λ(λ) <∞ pour tous λ : |λ| ≤ δ.
De plus, Bahadur et Zabell [3] ont montre´ que (µn, n → ∞) satisfait toujours le
w-PGD sur Rd de fonction de taux Λ∗(·), sans aucune condition d’inte´grabilite´.
Maintenant, pre´sentons le the´ore`me de Ga¨rtner-Ellis, un des outils les plus puis-
sants dans la the´orie des grandes de´viations. Conside´rons une suite (Zn) de vecteurs
ale´atoires a` valeurs dans Rd. Posons
Λn(λ) =:
1
n
log E[en〈λ,Zn〉], λ ∈ Rd
Hypothe`se: Pour chaque λ ∈ Rd,
Λ(λ) =: lim
n→∞
Λn(λ) = lim
n→∞
1
n
log E[en〈λ,Zn〉] ∈ (−∞,+∞]
existe (Λ va eˆtre appele´e fonctionnelle de Crame´r) et
◦
DΛ =
◦
(DomΛ) =
◦
[Λ < +∞]
(l’inte´rieur) n’est pas vide. De plus, 0 ∈
◦
DΛ.
De´finition 0.9 Une fonction convexe Λ: Rd → (−∞,+∞] est essentiellement
lisse si :
(a)
◦
DΛ est non vide;
(b)Λ(·) est de´rivable sur
◦
DΛ;
(c)Λ(·) est escarpe´e, c’est-a`-dire , limn→∞ ‖∇Λ(λn)‖ = ∞, ou` {λn} est une suite
quelconque dans D◦Λ convergeant vers un point de la frontie`re de
◦
DΛ.
Remarque: Si DΛ = Rd et Λ(·) est Gaˆteaux-diffe´rentiable, alors Λ est essentielle-
ment lisse.
Le the´ore`me suivant est un outil crucial dans la the´orie des grandes de´viations,
Voir Dembo et Zeitouni ([25], The´ore`me 2.3.6. p44) ou Wu ([93], The´ore`me 1.4,
p276).
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The´ore`me 0.10 (Ga¨rtner-Ellis) Supposons que Hypothe`se est ve´rifie´e et que µn
est la loi de Zn. Alors
(a) Pour tout ensemble ferme´ F ,
lim sup
n→∞
1
n
log µn(F ) ≤ − inf
x∈F
Λ∗(x)
(b) Pour tout ensemble ouvert G,
lim inf
n→∞
1
n
log µn(G) ≥ − inf
x∈G∩Cs(Λ∗)
Λ∗(x)
ou` Cs(Λ
∗) est l’ensemble des points de stricte convexite´ de la fonction convexe
Λ∗, c’est-a`-dire, x0 ∈ Cs(Λ∗) si et seulement si ∃y0 ∈ D0Λ, tel que
∀x ∈ Rd, x 6= x0,Λ∗(x) > Λ∗(x0) + 〈x− x0, y0〉.
(c) Si Λ est essentiellement lisse, alors on a le PGD de fonction de taux Λ∗(·).
Comme conse´quence, on a
The´ore`me 0.11 Supposons que Hypothe`se est ve´rifie´e , et que si Λ est Gaˆteaux-
diffe´rentiable sur Rd, alors on a le PGD de fonction de taux Λ∗(·).
0.1.3 Du w∗-PGD au PGD : exp-tension∗ et Le principe de
contraction
Par les de´finitions de PGD et w∗-PGD, on sait que le w∗-PGD donne une estimation
de voisinage locale, mais le PGD donne une estimation globale, donc passer de w∗-
PGD a` PGD est une question bien naturelle, et le concept suivant est crucial :
De´finition 0.12 (Wu, [93], p246) Une suite de mesures de probabilite´ {µn, n →
∞} est appele´e exp-tendue∗, si pour tout L > 0, il existe un ensemble compact KL,
tel que pour tout ensemble ouvert G ⊃ KL, G ∈ A,
lim sup
n→∞
1
n
log µn(G
c) < −L.
On a le the´ore`me suivant, duˆ a` Wu:
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The´ore`me 0.13 (Wu, [93]), p246) Si {µn, n → ∞} satisfait le w∗-PGD de fonc-
tion de taux I sur X, alors {µn, n→∞} satisfait le PGD de meˆme fonction de taux
si et seulement si {µn, n→∞} est exp-tendue∗.
Remarques:
(a) Si {µn, n → ∞} satisfait w∗-ULD et est exp-tendue∗, si I est inf-compacte,
alors on a l’ULD.
(b) Si {µn, n→∞} satisfait un ULD, alors {µn, n→ +∞} est exp-tendue∗.
Le principe de contraction signifie la stabilite´ du PGD par une application con-
tinue.
Proposition 0.14 (Principe de contraction) Soit Y est un espace de Hausdorff
re´gulier, f est une application continue de X dans Y , B = {B ⊂ Y |f−1(B) ∈ A},
νn(B) := µn(f
−1(B)), ∀B ∈ B. Si {µn, n → ∞} satisfait un PGD de fonction de
taux I sur X, alors {νn, n→∞} satisfait un PGD sur Y de fonction de taux :
If(y) = inf{I(x)|x ∈ X; f(x) = y}, ∀y ∈ Y.
0.1.4 Re´fe´rences sur les applications des grandes de´viations
Les techniques de grandes de´viation ont e´te´ tre`s utilise´es en statistiques : ainsi dans
les estimations des U-statistiques, des t-statistiques de Student, des statistiques
auto-normalise´es, dan les applications aux proble`mes de tests d’hypothe`se, les tests
ge´ne´ralise´s de rapports de vraisemblance, etc. Les cours font re´fe´rence a` Dembo
et Zeitouni [25], Zeitouni et Gutman [99], Zeitouni et Zakai [100], Gamboa et Gas-
siat [38], Hoeffding [46], Watanabe et al. [90], Nakayama et al. [72], J.A. Bucklew
[12, 13], Aleshkyavichene [2], Horva´th et Shao [49], Shao [84, 85], Dembo et Shao
[23, 24], Jing et al. [53], Djellout et al. [30] et aux re´ferences ces qu’on peut y obtenir.
Il y a aussi des applications en me´canique statistique et pour les syste`mes de
particules en interaction. Pour une introduction au PGD en me´canique statistique
classique et pour les mode`les de spin, voir Ellis [36], et pour des publications plus
re´centes, voir Kusuoka et Tanura [60], Durrett [34], Chaganty et Sethuraman [16],
Donsker et Varadhan [32], Leonard [66], Bramson et al. [10], Durrett et Schonmann
[35], Lebowitz et Schonmann [61], Orey [74], Deuschel [26], Donsker et Varadhan
[32], Ben Arous et Brunaud [4], Cox et Durrett [20], Kipnis et Olla [57], Papan-
gelou [75], Stroock et Zegarlinski [89], Ben Arous et Guionnet [5], Schonmann et
Shlosman [87] et les re´fe´rences cite´es dans ces travaux. Une application partic-
ulie`rement inte´ressante des techniques de grande de´viations est la construction de
grandes de´viations plus pre´cises dans les surfaces; voir, par exemple, Schonmann
[86], Pfister [78], Dobrushin et al. [31], Ioffe [52], Pisztora [79].
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0.2 Estimateur a` noyau de la densite´
0.2.1 Motivation
Il y a quarante ans, Parzen [76] a e´tudie´ les proprie´te´s fondamentales de l’estimateur
a` noyau de la densite´, juste apre`s leur introduction par Rosenblatt [88]. A partir
de ce moment la`, cet estimateur a` noyau de la densite´ est devenu un objet clas-
sique e´tudie´ par des statisticiens et des probabilistes. Pour les statisticiens, il est
de´ja` devenu un exemple canonique d’estimateur non-parame´trique de courbe, qui
a utilise´ beaucoup d’ide´es importantes de la the´orie d’approximation et l’analyse
harmonique aux statistiques non-parame´triques. En fait, ils n’imposent pas de re-
striction parame´trique sur la forme fonctionnelle de la densite´. Dans la suite, on
explique la raison pour laquelle l’estimateur parame´trique ne marche pas certaines
fois.
Le cadre usuel est le suivant (pour plus de pe´cision, voir [59]) :
Etant donne´ un e´chantillon i.i.d Xi ∼ X, i = 1, · · · , n, on s’inte´resse a` l’estimation
de la densite´ de la distribution f .
Dans le cadre parame´trique, on va spe´cifier une classe de densite´s parame´tr’ees
par certains vecteurs de dimension finie θ ∈ Θ ⊆ Rd, {f(·; θ)|θ ∈ Θ}, et puis
supposer que la vraie densite´ est f = f(·; θ0) pour un certain θ0 ∈ Θ. Un exemple
standard de cette de´marche est le cas de la loi normale ou`
f(x, θ) =
1√
2piσ
exp{(x− u)
2
2σ2
}
et θ = (u, σ2). Un estimateur e´vident de la densite´ doit alors eˆtre fˆ = f(·, θˆ), ou`
θˆ = arg min
θ∈Θ
− 1
n
n∑
i=1
log f(Xi; θ).
Sous les conditions re´gulie`res,
√
n(fˆ(x)− f(x)) d→ N(0, V0(x)H−10 V0(x)),
ou` V0(x) = ∂θf(x; θ), H0 = −E[∂θθ log f(X; θ0)]. Donc si on suppose que f ap-
partient a` la classe parame´trique spe´cifie´e, on a un estimateur naturel qui marche
bien.
Cependant, il y a un risque de fausse-spe´cification. (Voir [59] pour des de´tails).
Supposons que f /∈ {f(·; θ)|θ ∈ Θ}. Alors, l’estimateur parame´trique peut eˆtre
biaise´ et on a
√
n(fˆ(x)− f(x; θ¯)) d→ N(0, V¯ (x)H¯−1G¯H¯−1V¯ (x)),
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ou` θ¯ = arg minθ∈Θ
∫
Rd
log f(x; θ)f(x)dx avec f(x; θ¯) 6= f(x), et
G¯ = E[∂θ log f(X; θ¯)∂θ log f(X; θ¯)]
H¯ = −E[∂θθ log f(X; θ¯)], V¯ (x) = ∂θf(x; θ¯).
Une solution a` ce proble`me est de choisir une classe parame´trique plus grande
et plus flexible. Toutefois aussi grande soit la classe choisie, on ne peut jamais
e´viter comple`tement le risque que f /∈ {f(·; θ)|θ ∈ Θ}. En outre, les proble`mes
nume´riques associe´s pour obtenir effectivement θˆ croissent avec la taille de l’ensemble
des parame`tres.
Une autre solution est de construire un estimateur non-parame´trique qui marche
pour toutes les densite´s, sans imposer aucune forme parame´trique sur. Cela peut
enlever tous les risques de fausse-spe´cification. Un exemple d’un tel estimateur
non-parame´trique de densite´, est l’estimateur a` noyau de la densite´ .
Quand on regarde un phe´nome`ne naturel e´voluant avec le temps, l’e´chantillon
obtenu n’est pas toujours i.i.d., mais souvent Markovian. Les processus de Markov
sont la classe la plus importante de processus stochastiques a` la fois pour la the´orie
et les applications. Ainsi il constitue aussi un mode`le basique en statistique. Il est
donc important d’estimer leur mesures invariantes et leurs probabilite´s de transition
ou leurs densite´s. C’est exactement ce que nous allons faire a` pre´sent, dans le cas
de´pendant.
0.2.2 De´finition et re´fe´rences
Soit {Xi, i ≥ 1} une suite de variables ale´atoires stationnaires et ergodiques a` valeurs
dans Rd, de´finie sur un espace de probabilite´ (Ω,F ,P), posse´dant une distribution
commun dµ = f(x)dx, la densite´ f ∈ L1(Rd) e´tant inconnue. La mesure empirique
est de´finie comme Ln =
1
n
∑n
i=1 δXi . Soit K une densite´ de probabilite´ sur R
d, c’est-
a`-dire :
(H1) K ≥ 0, et ∫
Rd
Kdx = 1,
et soit Kh(x) =
1
hd
K(
x
h
). L’estimateur a` noyau de la densite´ de f est de´fini suivant:
f ∗n(x) = Khn ∗ Ln(x) =
1
n
n∑
i=1
1
hdn
K
(
x−Xi
hn
)
, x ∈ Rd (0.1)
ou` h = hn, {hn, n ≥ 1} est une suite de nombres strictement positifs (hn est appele´e
la feneˆtre) satisfaisant
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(H2) hn → 0, nhdn → +∞ lorsque n→∞.
Une distance naturelle et tre`s utilise´e entre f ∗n et la densite´ inconnue f est la
distance dans L1 :
D∗n =
∫
Rd
|f ∗n(x)− f(x)|dx. (0.2)
Nous e´tudions les grandes de´viations pour f ∗n.
Resultats connus dans le cas i.i.d.
Dans le cas i.i.d., Devroye [28] a montre´ que tous les types de consistance dans
L1(Rd) de f ∗n sont e´quivalents a` l’hypothe`se (H2) sur la feneˆtre. La normalite´
asymptotique de D∗n a e´te´ e´tudie´e par Cso¨rgo¨ et Horva´th [22]. En dimension d = 1,
Louani a montre´ dans [67] un PGD pour f ∗n(t), de vitesse nhn, pour tout point
quelconque t ∈ R et dans [68] le PGD pour D∗n de vitesse n. Joutard [54] a e´tabli
le meˆme PGD pour f ∗n mais dans des hypothe`ses diffe´rentes. Plus re´cemment, Gao
a obtenu dans[39] le PGD et le principe de de´viation mode´re´e (PDM) de f ∗n dans
L∞(Rd), pour une vitesse dependant de la feneˆtre hn, avec une function de taux
dependant de K. Ce sont, a` notre connaissance, les seuls re´sultats de grandes
de´viations pour l’estimateur a` noyau de la densite´.
• PGD ponctuel et uniforme de f ∗n(x), x ∈ R (Louani, [67])
Pour prouver son re´sultat de grande de´viations, Louani a introduit les hypothe`ses
suivantes:
(LOU1) La fonction f est de´rivable sur R, de de´rive´e f ′ et supx∈R ‖f ′(x)‖ <∞.
(LOU2) La fonction
I(t) =
∫
R
(exp(tK(z))− 1)dz
est finie pour tout t > 0. De plus elle est deux fois de´rivable sur R.
(LOU3) Pout tout t > 0, ∫
R
‖z‖(exp(tK(z))− 1)dz < +∞.
Sou ces trois hypothe`ses, il a obtenu le re´sultat suivant :
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The´ore`me 0.15 (theorem 1, [67]) Supposons que les hypothe`ses (H1) et (H2)
sont ve´rifie´es et que les hypothe`ses (LOU1), (LOU2) et (LOU3) sont satisfaites.
Alors,
(1) Pour tout x ∈ R et tout α > 0,
lim
n→∞
1
nhn
log P(f ∗n(x)− f(x) > α) = −Λ∗(α)
ou` Λ∗(α) = supt>0{t(α + f(x))− f(x)I(t)}
(2) Pour tout x ∈ R et tout α > 0,
lim
n→∞
1
nhn
log P(f ∗n(x)− f(x) < −α) = −Λ∗(−α);
(3) Pour tout x ∈ R et tout α > 0,
lim
n→∞
1
nhn
log P(‖f ∗n(x)− f(x)‖ > α) = −Λ∗(α).
Il a e´galement donne´ des re´sultats de grandes de´viations pour la de´viation uniforme,
c’est-a`-dire, pour ‖f ∗n(x)− f(x)‖∞ := supx∈R |f ∗n(x)− f(x)|.
The´ore`me 0.16 (theorem 2, [67]) Supposons que les hypothe`ses (H1) et (H2)
sont ve´rifie´es et que les hypothe`ses (LOU1) , (LOU2) et (LOU3) sont satisfaites.
Supposons de plus :
(LOU4) K est a` support borne´ et Lipschitzienne continue,
(LOU5) il existe une suite de nombres positifs {Hn, n ≥ 1} tendant vers l’infinie
telle que limn→∞ log(Hnα
−2
n )/nαn = 0 et, pour un τ > 0,
lim
n→∞
P(‖X1‖ > Hn) exp{τnαn}
nα2n
= 0
Alors,
lim
n→∞
1
nαn
log P(‖f ∗n(x)− f(x)‖∞ > λ) = −g(λ)
• PGD de D∗n (Louani, [68])
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Avant pre´senter son re´sultat, de´finissons les fonctions suivantes: pour tous 0 ≤
a ≤ 1,
Γ+a (r) :=
{
(a+ r
2
) log(1 + r
2a
) + (1− a− r
2
) log(1− r
2(1−a)
) si 0 < r < 2− 2a
+∞, sinon
(0.3)
Γ−a (r) :=
{
(a− r
2
)log(1− r
2a
) + (1− a+ r
2
) log(1 + r
2(1−a)
) si 0 < r < 2a
+∞, sinon (0.4)
Γa(r) := min{Γ+a (r),Γ−a (r)};
l(r) := inf{Γa(r) : 0 ≤ a ≤ 1}
(0.5)
Maintenant, le re´sultat principal de Louani [68] est
The´ore`me 0.17 (Louani) Supposons que les hypothe`ses (H1) et (H2) sont ve´rifie´es,
alors D∗n satisfait le PGD de fonction de taux l(·), c’est-a`-dire :
lim
n→∞
1
n
log P (‖f ∗n − f‖1 > r) = −l(r), ∀r > 0. (0.6)
• PGD de f ∗n (Joutard, [54])
Joutard a conside´re´ le meˆme cas que Louani dans sa the`se. Les hypothe`ses sur
K et f sont suivantes (comparer avec celles de Louani)
(JOU1) f est continue sur R et ‖f‖∞ = supy∈R |f(y)| <∞
(JOU2) φ0(t) =
∫
R
K(z) exp (tK(z))dz est finie pour tout t ∈ (−∞, a], a > 0
Sous ces hypothe`ses, elle a obtenu le re´sultat suivant :
The´ore`me 0.18 (the´ore`me 3.2.1., [54]) Supposons (JOU1) et (JOU2) ve´rifie´es
et limn→∞ nhn = +∞. Alors, pour tout x ∈ R tel que f(x) > 0, f ∗n(x)−f(x) satisfait
un PGD de vitesse (nhn), et de bonne fonction de taux
Λ∗(u) = sup
t∈R
{t(u+ f(x))− f(x)ψ(t)},
ou` ψ(t) =
∫
R
(exp(tK(z))− 1)dz.
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Pour cette preuve, puisque les hypothe`ses conside´re´es ne lui permettent plus
d’appliquer le the´ore`me de Ga¨rtner-Ellis (0.10), elle a utilise´ un changement de
probabilite´ exponentiel.
• PGD pour f ∗n dans L∞(Rd) (Gao, [39])
Gao a montre´ que si la fonction a` noyau etait une fonction inte´grable a` varia-
tion borne´e, et que la densite´ commune f des variables ale´atoires e´tait continue
, avec f(x) → 0 lorsque |x| → ∞, alors, on avait le PGD et le PDM pour
‖f ∗n(x)− E(f ∗n(x))‖∞ := {supx∈Rd |f ∗n(x)−Ef ∗n(x)|, n ≥ 1}. Tout d’abord, pre´sentons
les hypothe`ses dans le the´ore`me de PGD.
Hypothe`ses:
(GAO1) {hn, n ≥ 1} est la feneˆtre, qui est une suite de nombres strictement positifs
satisfaisant :
hn → 0, nhdn → +∞,
nhdn
log hn
−1 −→ 0, lorsquen→∞
(GAO2) f est continue et
lim
x→∞
f(x) = 0
(GAO3) K est une fonction borne´e, de carre´ inte´grable et appartient a` l’espace
vectoriel engendre´ par les fonctions k ≥ 0 qui satisfont la proprie´te´ suivante:
l’hypographe de k, {(s, u); k(s) ≥ g(u)}, peut eˆtre e´crit sous la forme d’un
nombre fini d’intersections ou d’unions d’ensembles du type {(s, u); p(s, u) ≥
ψ(u)}, ou` p est un polynoˆme sur Rd ×R et ψ is une fonction re´elle arbitraire.
On suppose en outre que K est inte´grable:
∫
Rd
|K(x)dx| <∞.
The´ore`me 0.19 (Gao) Supposons queK est positive et que les hypothe`ses (GAO1),
(GAO3), (GAO3) sont ve´rifie´es. Alors pour tout λ > 0,
lim
n→∞
1
nhdn
log P(‖f ∗n − Ef ∗n‖∞ > λ) = −J(λ);
et
lim
n→∞
1
nhdn
log P(‖f ∗n − ‖K‖1f‖∞ > λ) = −J(λ);
ou`
J(λ) = inf
x∈Rd
sup
t∈R
{tλ− f(x)
∫
Rd
(exp{tK(x)} − 1− tK(x))dx}.
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En particulier, si
∫
Rd
K(x) = 1, alors pour tout λ > 0,
lim
n→∞
1
nhdn
log P(‖f ∗n − f‖∞ > λ) = −J(λ).
Les autres the´ore`mes limites pour l’estimateur a` noyau de la densite´ dans le cas
i.i.d., comme le principe de de´viation mode´re´e (PDM), la loi du logarithme ite´re´
(LLI), le the´ore`me de la limite centrale (TCL), sont aussi e´tudie´s activement. Par
exemple, Gao [40] obtient le PGD pour f ∗n dans L
1(Rd) et la LLI pour D∗n. Gine´
et al. [42] obtiennent un TCL fonctionnelle et un the´ore`me du type de Glivenko-
Cantelli pour le processus d’estimateur de densite´, sous la norme de L1. Les re´sultats
inte´ressants les plus re´cents, sur le comportement de la limite de f ∗n dans le cas i.i.d.
ont e´te´ obtenus e´galement par Gine´ et al. [44], Gine´ et Mason [43]. Ainsi, dans [44]
, ils obtiennent la LLI pour la de´viation absolue p-ie`me inte´grable entre l’estimateur
a` noyau de la densite´ et sa moyenne. Notons aussi que Menneteau [70] a e´tudie´ des
grandes de´viations uniformes pour des processus empiriques locaux. Ses re´sultats
peuvent eˆtre utilise´s pour retrouver ceux de Louani.
Dans le cas de´pendant
Dans le cas de´pendant, l’estimateur a` noyau de la densite´ est e´galement e´tudie´ par
de nombreux chercheurs, mais ces e´tudes sont surtout concentre´es sur la consistance
et le the´ore`me de limite centrale, voir Peligrad [77], Adams et Nobel [1], Bosq et al.
[9] et les re´fe´rences cite´es dans leurs travaux. Mais on sait tre`s peu de choses sur
des grandes de´viations et des de´viations mode´re´es.
L’extension des re´sultats de grandes de´viations et de de´viations mode´re´es du cas
i.i.d. ([68], [39], [40]) au cas de´pendant est une question inte´ressante et ouverte. Elle
est le proble`me principal dans cette the`se. Cette question est tre`s delicate car meˆme
pour les chaˆınes de Markov stationnaires et re´currentes de Doeblin, le PGD pour les
mesures empiriques peut ne pas exister en ge´ne´ral, voir Bryc et Dembo [11].
Dans la the`se de Worms [91], sous l’hypothe`se d’un PGD supe´rieur pour les
mesures empiriques, on e´tablit un PGD ponctuel et un PGD uniforme sur les com-
pacts(et des bornes de type Chernov pour la topologie de la norme uniforme) pour un
estimateur a` noyau de la densite´ de la loi stationnaire d’une chaˆıne de Markov stable.
Ce resultat ge´ne´ralise ceux de D. Louani dans [67], qui concernaient l’estimation de
la densite´ d’une suite i.i.d..
Ses hypothe`ses sur la chaˆıne de Markov sont les suivantes : Soit (Xn)n≥0 une
chaˆıne de Markov a` valeurs dans Rd, dont la probabilite´ de transition satisfait aux
conditions qui suivent :
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(WORMS1) pout tout x ∈ Rd, pi(x, dy) admet une densite´ p(x, ·) par rapport a` la
mesure de Lebesgue :
pi(x, dy) = p(x, y)dy
Cette densite´ p est suppose´e unifome´ment borne´e (par ‖f‖∞) et lipschitzienne
en chacune des deux variables : on suppose donc qu’il existe des constantes
α1 et α2 telles que, pour tous x, x
′, y, y′ dans Rd
|p(x, y)− p(x, y′)| ≤ α1‖y − y′‖
|p(x, y)− p(x′, y)| ≤ α2‖x− x′‖
(ainsi pi est felle´rienne).
(WORMS2) la chaˆıne admet une unique loi invariante µ;
(WORMS3) la suite des mesures empiriques Ln(·) = 1n
∑n
j=1 δXj−1(·) satisfait a` un
PGD supe´rieur dans l’espace M1(R
d) muni de la convergence e´troite.
La loi invariante µ admet une densite´ f(·) relativement a` la mesure de Lebesgue:
puisque f(y) =
∫
p(x, y)µ(dx), et f(·) est borne´e et lipschitzienne de coefficient
de Lipschitz α1.
Il a les PGD suivants (ainsi que les bornes de Chernov uniformes).
The´ore`me 0.20 (Worms, [91]) On conside`re un noyau K et une chaˆıne de Markov
satisfaisant aux hypothe`ses (WORM1), (WORM2), (WORM3), (H1) et (H2).
(a) (PGD) Pour chaque x ∈ Rd et toute suite (xn) convergeant vers x, la suite
(f ∗n(xn)) satisfait un PGD de vitesse (nh
d
n) et de taux f(x)I(
·
f(x)
), ou`
I(t) = sup
s∈R
(
st−
∫
(esK(z) − 1)dz
)
En particulier pour chaque x ∈ Rd, on a f ∗n(x) n→∞−→ f(x) exponentiellement
vite.
(b)(PGD uniforme sur les compacts) Pour tout compact H ⊂ {f > 0},
lim inf inf
x∈H
{
1
nhdn
log P[f ∗n(x)/f(x) ∈ U ] + f(x)I(U)
}
≥ 0
lim sup sup
x∈H
{
1
nhdn
log P[f ∗n(x)/f(x) ∈ F ] + f(x)I(F )
}
≤ 0
pour tout ouvert U de R et tout ferme´ F de R.
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Ce re´sultat de forme ponctuelle a un caracte`re e´trange. La fonction de taux reste
la meˆme que celle du cas i.i.d. et on n’y voit pas apparaˆıtre la structure de´pendante
du processus. L’extension des re´sultats en forme fonctionnelle de Joutard et de Gao,
au cas de´pendant reste une question ouverte.
Les e´tudes de grandes de´viations pour les mesures d’occupation de processus de
Markov ont e´te´ initie´es par Donsker-Varadhan [32]. Ils ont montre´ le PGD pour la
topologie de la convergence e´troite sous des hypothe`ses d’existence, de continuite´ et
de stricte positivite´ de la densite´ de transition, ainsi que de la tension exponentielle.
La fonction de taux est l’entropie de Donsker-Varadhan au niveau-2:
J(ν) := sup
{∫
log
u
Pu
dν; 1 ≤ u ∈ bB(E)
}
, ∀ν ∈M1(E) (0.7)
ou` bB(E) est l’espace des fonctions re´elles borne´es et mesurables par rapport a` la
tribu de Borel B(E) de E, et M1(E) est l’espace de toutes les mesures de probabilite´
sur E. Par la suite, Deuschel et Stroock [27] ont e´tabli le PGD pour la τ -topologie
en supposant l’existence d’une domine´e (que nous allons pre´senter plus bas).
Le PGD de l’estimateur a` noyau de la densite´ pour la norme de L1 est beaucoup
plus fort et beaucoup plus difficile que le PGD des mesures d’occupation pour la
τ -topologie. Cela nous pousse a` chercher la condition de de´pendance convenable et
de nouveaux outils. Les re´sultats du chapitre 3 sont nouveaux . Quant aux points
techniques, en comparaison du cas i.i.d., beaucoup plus d’outils dans l’analyse fonc-
tionnelle et l’analyse convexe sont utilise´s : ainsi une ine´galite´ du type Harnack, un
ope´rateur uniforme´ment inte´grable, la the´orie des perturbation pour les ope´rateurs
line´aires, le the´ore`me de Bishop-Phelps, etc, sont-ils employe´s.
0.2.3 Me´thode de partition de Devroye
Cette me´thode a e´te´ introduite par Devroye [28] pour prouver la consistance de f ∗n
dans le cas i.i.d.. Cette approche est re´alise´e par decomposition de l’espace Rd en
petits rectangles ayant une maille qui de´pendant de (hn). Cette proce´dure permet
de re´duire l’estimation globale a` l’estimation locale sur les petits rectangles. Tous
les re´sultats connus sur les grandes de´viations ou les de´viations mode´re´es pour f ∗n
de´pendent fortement de cette approche, ainsi que les noˆtres dans cette the`se. Des
pre´cisions, nous invitons le lecteur a` consulter les articles correspondants.
0.3 Pre´sentation de principaux re´sultats
Nous pre´sentons maintenant les re´sultats principaux de ce travail.
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0.3.1 Cas i.i.d. (Chapitre 1)
Soit {Xi; i ≥ 1} une suite de variables ale´atoires inde´pendantes et identiquement
distribue´es. Notons ‖ · ‖1 := ‖ · ‖L1(Rd, dx). Nous conside´rons les deux questions
suivantes:
Question 1. Quelle est l’estimation de grandes de´viations de P (‖f ∗n − g‖1 ≤ δ) pour
une densite´ g fixe´e quelle conque?
Question 2. Pour chaque n fixe´ et chaque de´viation r > 0, comment peut-on borner
P (‖f ∗n − f‖1 > r)?
La Question 1 est importante pour les tests d’hypothe`se et l’importance de la
Question 2 est e´vidente a` la fois en pratique et en the´orie.
Le premier re´sultat presente´ est the´orique, puisqu’il e´tend le classique the´ore`me
de Sanov ( voir Dembo et Zeitouni [25], Wu [93]).
Proposition 0.1 Supposons que l’hypothe`se (H1) est ve´rifie´e et hn → 0 (sans
(H2)). Alors, lorsque n tend vers l’infini, P(f ∗n ∈ ·) satisfait un principe de grandes
de´viations (PGD) sur L1(dx), pour la topologie faible σ(L1, L∞)), avec une fonction
de taux donne´e par :
I(g) =
{
Entµ(g) :=
∫
Rd
g(x) log g(x)
f(x)
dx, si g ∈ P, g(x)dx f(x)dx;
+∞ sinon (0.8)
ou` P est l’ensemble de toutes les fonctions de densite´ de probabilite´ sur Rd.
Remarques:
(a) Comme I n’est pas une bonne fonction de taux sur L1(Rd) pour la topologie
de la norme ‖ · ‖1, P(f ∗n ∈ ·) ne satisfait pas le PGD sur (L1(Rd), ‖ · ‖1).
(b) Dans le cas i.i.d., on peut calculer la fonctionnelle de Crame´r, donc utiliser le
the´ore`me de Ga¨rtner-Ellis.
(c) Ce re´sultat ne donne aucune information pour les questions 1 and 2, parce
que {g˜ ∈ L1(Rd); ‖g˜ − g‖1 < δ} n’est pas ouvert dans (L1(Rd), σ(L1, L∞)), et
{g˜; ‖g˜ − f‖1 ≥ r} n’est pas ferme´ dans (L1(Rd), σ(L1, L∞)).
Le re´sultat suivant dit quand meˆme que P(f ∗n ∈ ·) satisfait le w∗-PGD sur
(L1(Rd), ‖ · ‖1). Cela re´pond a` la Question 1).
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The´ore`me 0.21 Supposons que (H1) et (H2) sont ve´rifie´es. Alors, pour tout
g ∈ L1(Rd),
lim
δ→0
lim inf
n→∞
1
n
log P(‖f ∗n − g‖L1(Rd) < δ)
= lim
δ→0
lim sup
n→∞
1
n
log P(‖f ∗n − g‖L1(Rd) < δ) = −I(g).
(0.9)
De plus pour tout sous-ensemble G convexe dans L1(Rd) et ouvert pour ‖ · ‖1 ,
lim
n→∞
1
n
log P(f ∗n ∈ G) = − inf
g∈G
I(g). (0.10)
Remarques:
(a) Par (0.9), pour tout sous-ensemble G dans L1(Rd) ouvert pour ‖ · ‖1,
lim
n→∞
1
n
log P(f ∗n ∈ G) ≥ − inf
g∈G
I(g).
En particulier, on a pour tout r > 0,
lim
n→∞
1
n
log P(‖f ∗n − f‖1 > r) ≥ − inf{I(g); ‖g − f‖1 > r}.
On peut montrer que inf{I(g); ‖g−f‖1 > r} = l(r) est exactement la fonction
de taux trouve´e par Louani [68]. Autrement dit, cette borne infe´rieure est
beaucoup plus ge´ne´rale.
(b) Notons que {f ∗n, ‖f ∗n − g‖L1(Rd) < δ} e´tait ferme´ pour la topologie σ(L1, L∞), on
a alors la borne´e supe´rieure dans ce the´ore`me graˆce a` la Proposition 0.1. Pour
la partie LLD, on est oblige´ d’adopter la me´thode classique de “changement
de mesure ”, car le the´ore`me de Ga¨rtner-Ellis ne s’applique pas ici.
Pre´sentons maintenant la re´ponse a` la Question 2.
The´ore`me 0.22 Supposons que (H1) est ve´rifie´e. Alors pour tous n ≥ 1 et r > 0,
P(|D∗n − ED∗n| > r) ≤ 2 exp
(
−nr
2
8
)
. (0.11)
Comme ED∗n → 0 sous les conditions (H1) et (H2), l’ine´galite´ ci-dessus est
beaucoup plus pre´cise que celle de [28]. En effect, pour chaque r > 0, il existe
C, δ > 0 tels que
P (‖f ∗n − f‖1 > r) ≤ Ce−δn, ∀n ≥ 1. (0.12)
28 Liangzhen Lei
Dans Devroye [29], sous la condition (H1), l’ine´galite´ de de´viation
P(|D∗n − ED∗n| > ) ≤ 2 exp (−
n2
32× 32)
est valable seulement dans le cas ou` ε est petit. Sa me´thode repose sur la Poissoni-
sation pour la queue d’e´chantillon de n. Notre me´thode est comple`tement diffe´rente
et repose sur l’ine´galite´ de transport T1 du produit de mesures pour la distance de
Hamming (voir l’excellente monographie de Ledoux [62]).
0.3.2 Cas des processus φ-me´langeants (Chapitre 2)
Soit {Xi, i ≥ 1} une suite retire´e d’un processus φ−me´langeant. Rappelons brie`vement
ce que veut dire la terminologie “processus φ-me´langeant”. Soit une suite de vari-
ables ale´atoires (Xi)i≥1 a` valeurs dans R
d, de´finie sur (Ω,F ,P). Pour deux sous-
tribus A,B de F , de´finissons
φ(A,B) = sup
{∣∣∣∣P(V )− P(U
⋂
V )
P(U)
∣∣∣∣ ; U ∈ A,P(U) 6= 0, V ∈ B
}
.
Et pour chaque entier k positif,
φk := sup
m≥1
{φ(σ(X1, · · · , Xm), σ(Xm+l; l ≥ k))} .
On dit que (Xn) est φ-me´langeante , si limk→+∞ φk = 0.
Rappelons que meˆme pour les chaˆınes de Markov stationnaires et re´currentes de
Doeblin (cas dans lequel, φk de´croit exponentiellement vite vers ze´ro), le PGD pour
les mesures empiriques n’est pas vrai en ge´ne´ral (voir Bryc et Dembo [11]). Donc on
n’espe`re pas qu’il soit vrai pour f ∗n dans L
1(Rd) dans le cas φ-me´langeant, a` moins
d’imposer la condition de de´croissance exponentielle supe´rieurement de φk comme
dans l’article de Bryc et Dembo [11].
On faisons un premier pas pour les grandes de´viations de f ∗n : en e´tablissant la
convergence exponentielle de f ∗n vers f dans L
1(Rd, dx) pour les suites φ-me´langeantes
satisfaisant
∑
k φk < +∞, sous les conditions (H1) et (H2). De plus, on obtient
une ine´galite´ exponentielle du type de Hoeffding.
Nos re´sultats principaux sont:
The´ore`me 0.23 Soit (Xi)i∈N∗ une suite stationnaire de variables ale´atoires a` valeurs
dans Rd posse´dant une loi marginale µ(dx) = f(x)dx. Supposons que
Sφ :=
∞∑
k=1
φk < +∞. (0.13)
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Soit K une fonction mesurable positive sur Rd telle que
∫
K(x)dx = 1 ((H1))
et (hn) une suite de nombres strictement positifs ve´rifiant (H2). Alors D
∗
n → 0
exponentiellement vite lorsque n→∞, c’est-a`-dire,
lim sup
n→∞
1
n
log P(D∗n > δ) < 0, ∀δ > 0.
The´ore`me 0.24 Dans le contexte du The´ore`me 0.23, supposons que (0.13) et
(H1) sont ve´rifie´es. Alors, pour tout n ≥ 1 et tout r > 0,
P(|D∗n − ED∗n| > r/
√
n) ≤ 2 exp
(
− r
2
2(1 + 2Sφ)2
)
. (0.14)
Tous ces re´sultats reposent fortement sur l’ine´galite´ suivante du type de Hoeffd-
ing, e´tablie re´cemment par Rio ([81]).
Lemme 0.25 ([81]) Soit f : En → R satisfaisant
|f(x)− f(y)| ≤ L (0.15)
pour tous x, y ∈ En ve´rifiant #{i; xi 6= yi} = 1. Alors,
∀λ > 0,
E exp [λ (f(X1, · · · , Xn)− Ef(X1, · · · , Xn))]
≤ exp
(
λ2
8
· nL2(1 + 2Sφ)2
)
;
(0.16)
et en particulier ∀t > 0,
P (f(X1, · · · , Xn)− Ef(X1, · · · , Xn) > t) ≤ exp
(
− 2t
2
nL2(1 + 2Sφ)2
)
. (0.17)
Conside´rons la distance de Hamming sur En:
dH(x, y) := #{i; xi 6= yi}.
La condition (0.15) est e´quivalente a`
|f(x)− f(y)| ≤ LdH(x, y), ∀x, y ∈ En
c’est-a`-dire, le coefficient lipschitzien de f pour la distance de Hamming dH est plus
petit que L. On peut donc alors traduire l’ine´galite´ de Rio (0.16) par l’ine´galite´ de
transport suivante (Bobkov-Go¨tze [8]) :
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Corollaire 0.26 Soit µn la loi de (X1, · · · , Xn). Alors pour toute mesure de prob-
abilite´ ν sur En,
W1(ν, µn) ≤ (1 + 2Sφ)
√
n
2
· h(ν;µn). (0.18)
ou` W1(ν;µn) est la distance de Wasserstein entre ν et µn, de´finie par
W1(ν;µn) := inf
∫∫
dH(x, y)dpi(x, y),
l’infimum e´tant pris sur toutes les mesures de probabilite´ pi sur En × En posse´dant
les lois marginales ν et µn; et
h(ν, µn) :=
{∫
log dν
dµn
dν si ν  µn,
+∞ sinon
est l’entropie relative (ou l’information de Kullback) de ν par rapport a` µn.
Remarquons que si X1, · · · , Xn sont inde´pendantes, alors Sφ = 0 et l’ine´galite´
(0.18) est une conse´quence de l’ine´galite´ de Pinsker ainsi que de technique des
tenseurs. Cette ine´galite´ (0.18) a d’abord e´te´ obtenue par Marton [69] pour des
chaˆınes de Markov re´currentes de Doeblin, et puis elle a e´te´ e´tendue par Samson
[82] pour des suites ge´ne´rales de variables ale´atoires φ-me´langeantes. Mais la con-
dition apparaisant dans ce travail [82] est
∑
k
√
φk < +∞, et elle est plus forte que
celle-ci.
Le lecteur est renvoye´ a` Ledoux [62] pour un traitement syste´matique (et aussi
des re´fe´rences abondantes) et pour des applications d’une telle ine´galite´ de trans-
port aux mesures de concentration, ainsi qu’a` Djellout, Guillin et Wu [30] pour les
de´veloppements re´cents des ine´galite´s de transport.
0.3.3 Cas des processus de Markov uniforme´ment ergodiques
(Chapitre 3)
Soit {Xn;n ≥ 0} une chaˆıne de Markov re´currente de Doeblin a` valeurs dans un
sous-ensemble bore´lien E mesurable de Rd, de´finie sur un espace de probabilite´
(Ω, (Fn)n∈N,F , (Px)x∈E), et posse´dant une densite´ de transition P (x, dy) (incon-
nue). Nous supposons de plus que la seule mesure invariante µ de P est absolument
continue, i.e., µ(dx) = f(x)dx la densite´ f est inconnue.
Dans cette partie, on utilisons les notations suivantes : Lp(Rd) := Lp(Rd, dx),
Lp(µ) := Lp(E, µ) ; ‖f‖1 = ‖f‖L1(Rd,dx). On note bB (resp. bB(E)) l’espace de
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toutes les fonctions re´elles borne´es et bore´liennes B-mesurables sur Rd (resp. E,
muni de la norme ‖V ‖ = supx |V (x)|. Et M1(E) est l’espace de toutes les mesures
de probabilite´ sur E. On e´crit ν(V ) = 〈V 〉ν :=
∫
E
V (x)dν(x). Sans perdre la
ge´ne´ralite´, nous supposons que (Xn)n≥0 est le syste`me de coordonne´es sur Ω := E
N
et Px est la loi d’une chaˆıne de Markov qui a la densite´ de transition P et un point
initial x ∈ E. Nous de´finissons Pν(·) :=
∫
E
Px(·)dν(x) et Eν(·) =
∫
Ω
· dPν. Enfin
(θω)n := ωn+1(n ∈ N) est l’ope´rateur de shift sur Ω.
Les grandes de´viations des mesures d’occupation Ln := (1/n)
∑n−1
k=0 δXk pour
des processus de Markov sont un sujet traditionnel en probabilite´s, qui a e´te´ e´tudie´
d’abord par Donsker et Varadhan [32]. La fonction de taux est l’entropie de Donsker-
Varadhan au niveau-2 ci-dessous:
J(ν) := sup
{∫
log
u
Pu
dν; 1 ≤ u ∈ bB(E)
}
, ∀ν ∈M1(E) (0.19)
Deuschel et Stroock [27] (Thm 4.1.14) ont obtenu le PGD de Ln par rapport
a` la τ -topologie (c’est-a`-dire, la topologie la plus faible sur M1(E) telle que ν →
ν(f) :=
∫
E
f(x)dν(x) est continue pour toute fonction f ∈ bB(E)), sous l’hypothe`se
suivante :
(H) (uniforme ergodicite´) Il existe 1 ≤ l ≤ N ∈ N et M ≥ 1 tels que
P l(x,A) ≤MP (y, A) + · · ·+ P
N(y, A)
N
, ∀x, y ∈ E,A ∈ B(E).
Beaucoup de progre`s notables ont e´te´ re´alise´s ensuite, voir par exemple [25], [94],
[73] et les re´fe´rences qu’ils contiennent.
Nos re´sultats principaux sont les suivants:
The´ore`me 0.27 Supposons que (H) et hn → 0 (sans (H2)) sont ve´rifie´es. Alors
Px(f
∗
n ∈ ·) satisfait, uniforme´ment pour les points initiaux x ∈ E, le PGD dans
L1(Rd) pour la topologie faible σ(L1, L∞), avec fonction de taux ci-dessous :
J(g) :=
{
J(gdx), si g ∈ P(E)
+∞, si g ∈ L1(Rd)\P(E). (0.20)
Ici J(·) est l’entropie de Donsker-Varadhan au niveau-2 explicite´ dans (0.19), P(E)
est l’ensemble de toutes les densite´s de probabilite´ sur Rd ayant leurs supports dans
E, c’est-a`-dire, des fonctions qui ont les proprie´te´s suivantes :
g ∈ L1(Rd) telle que g ≥ 0 sur Rd, g = 0 p.s. sur Ec := Rd\E, et ∫
Rd
gdx = 1.
32 Liangzhen Lei
Plus pre´cise´ment , J est inf-compacte sur (L1(Rd), σ(L1, L∞)), et pour tout en-
semble mesurable A de L1(Rd),
− inf
g∈
◦
Aσ
J(g) ≤ lim inf
n→∞
1
n
log inf
x∈E
Px(f
∗
n ∈ A)
≤ lim sup
n→∞
1
n
log sup
x∈E
Px(f
∗
n ∈ A) ≤ − inf
g∈A¯σ
J(g)
ou`
◦
Aσ, A¯σ correspondent respectivement a` l’inte´rieur et la fermeture de A pour la
topologie faible σ(L1, L∞).
Remarques:
(a) Le The´ore`me 0.27 ressemble beaucoup au re´sultat classique de Deuschel et
Stroock [27] de Ln pour la τ -topologie. La preuve est base´ sur une ine´galite´
du type Harnack pour le rapport entre les fonctions propres de l’ope´rateur de
Feynman-Kac P V et le rayon spectral de cet ope´rateur eΛ(V ) , ainsi que sur
la continuite´ monotone de la fonctionnelle de Crame´r Λ(V ). La continuite´
de Λ(V ) est ve´rifie´e graˆce aux re´sultats sur “ les ope´rateurs uniforme´ment
inte´grables ” de´veloppe´s par Wu [94].
(b) Le PGD pour la topologie faible sur L1(Rd), ci-dessus dessus est tre`s faible au
sens ou` on n’a pas la consistance (D∗n tend vers 0 en probabilite´s). Pour les
applications en statistique, les quantite´s principales a` e´tudier sont
(i) Px(‖f ∗n − g‖1 < δ) g ∈ P(E) e´tant fixe´e. Cet e´tude est importante pour
les tests d’hypothe`ses : (H0) : dµ(x) = f(x)dx contre (H1) : dµ(x) =
g(x)dx;
(ii) Px(D
∗
n > δ), qui sert en statistique.
Malheureusement, le The´ore`me 0.27 ne peut pas servir a` cette e´tude, parce
que l’ensemble {g˜ ∈ L1(Rd); ‖g˜− g‖1 < δ} n’est pas ouvert dans σ(L1, L∞) et
que l’ensemble {g˜ ∈ L1(Rd); ‖g˜ − f‖1 ≥ δ} n’est pas ferme´ dans σ(L1, L∞).
The´ore`me 0.28 Supposons que les hypothe`ses (H) et (H2) sont ve´rifie´es. Alors,
Px(f
∗
n ∈ ·) satisfait, uniforme´ment pour tous les e´tats initiaux x ∈ E, le w*-PGD
sur (L1(Rd), ‖ · ‖1) de fonction de taux J(g) donne´e par (0.20). C’est-a`-dire que
pour tout g ∈ L1(Rd),
lim
δ→0
lim inf
n→∞
1
n
log inf
x∈E
Px(‖f ∗n − g‖1 < δ)
= lim
δ→0
lim sup
n→∞
1
n
log sup
x∈E
Px(‖f ∗n − g‖1 < δ) = −J(g).
(0.21)
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Remarques:
(a) La borne supe´rieure dans le The´ore`me 0.28 est une conse´quence du The´ore`me
0.27. Mais pour la borne infe´reure dans le The´ore`me 0.28, puisque f ∗n n’est
pas (en ge´ne´ral) tendue exponentiellement dans (L1, ‖ · ‖1) (sinon, on a inf-
compactite´ de la fonction de taux J pour la norme de ‖ · ‖1, qui est faux
dans le contexte pre´sente´), donc le the´ore`me de Ga¨rtner-Ellis abstrait due a`
Baldi [25] ne s’applique pas ici. Dans ce cas la`, pour la borne infe´rieure, on est
oblige´ d’adopter la me´thode classique du“changement de mesure ”, les re´sultats
principaux de notre acticle pre´ce´dent [64] (The´ore`me 0.23) et le the´ore`me de
Bishop-Phelps.
(b) Le bon PGD correspondant est faux en ge´ne´ral, parce que meˆme dans le cas
i.i.d., la fonction J(g) = J iid(g) =
∫
g(x) log g(x)
f(x)
dx (ou` g ∈ P(E) et gdx 
fdx) n’est pas inf-compact sur (L1(Rd), ‖ · ‖1) (comme note´ dans [63]).
The´ore`me 0.29 Supposons que les hypothe`ses (H) et (H2) sont ve´rifie´es. Alors,
(a) Pour tout δ > 0,
−I(δ) ≤ lim inf
n→∞
1
n
log inf
x∈E
Px(‖f ∗n − f‖1 > δ)
≤ lim sup
n→∞
1
n
log sup
x∈E
Px(‖f ∗n − f‖1 > δ) ≤ −I(δ−)
(0.22)
ou`
I(δ) = inf{J(g)|g ∈ P(E), ‖g − f‖1 > δ}, (0.23)
(I(δ−) e´tant la limite a` gauche en δ de I).
(b) Pour tout δ > 0,
I(δ) ≥ 1
l
(
I iid(δ)− logM) (0.24)
ou` l,M sont donne´s par (H), et I iid(δ) est la fonction de taux du PGD pour
‖f ∗n − f‖1 dans le cas ou` la suite (Xn) est i.i.d. de loi commune µ.
(c) Outre l’hypothe`se (H), supposons que P est ape´riodique. Alors, on a de plus
I(δ) ≥ δ
2
2(1 + S)2
, ∀δ > 0 (0.25)
ou` S :=
∑∞
k=1 supx,y∈E ‖P k(x, ·)− P k(y, ·)‖TV (ici ‖ · ‖TV de´note la variation
totale) est fini.
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Remarques:
La borne infe´rieure dans le The´ore`me 0.29 est une conse´quence facile du The´ore`me
0.27. La borne supe´rieure dans le The´ore`me 0.29 est beaucoup plus difficile. Elle
est base´ sur une extension de l’ine´galite´ de Crame´r, qui est une des ine´galite´s de
de´viations les plus pre´cises dans le cas i.i.d., (voir Lemme 3.2 dans Chapitre 3).
Graˆce a` cette ine´galite´ de de´viations, le The´ore`me 0.28 peut eˆtre ve´rifie´ directement
par la me´thode de partition de Devroye [28] et Louani [68].
Graˆce aux re´sultats ci-dessus, on a de´ja` l’estimation de grandes de´viations pour
l’estimateur f ∗n, ce qui est pratique en statistiques. Nous monterons maintenant
que f ∗n est optimal asymptotiquement au sens de Bahadur. Soit Θ un ensem-
ble de donne´es inconnues, (P, µ) satisfaisant (H) et µ(dx)  dx. Etant donne´
un sous-ensemble D de la boule unite´ dans bB, on dit qu’un estimateur Tn(·) :=
Tn(·;X0, · · · , Xn−1) ∈ L1(Rd) est un estimateur asymptotiquement σ(L1,D)-consistant
de la densite´ f , si ∀V ∈ D,∫
Rd
Tn(x)V (x)dx→
∫
Rd
f(x)V (x)dx
en probabilite´ Pµ. On a alors : :
The´ore`me 0.30 Etant donne´ (P, µ) ∈ Θ, soit ((Xn), (Px)x∈E) le processus de
Markov associe´.
(a) (Borne infe´rieure de type Bahadur) Supposons que D est dense dans la
boule unite´ de L∞(Rd) pour la topologie faible∗ σ(L∞, L1). Alors pour tout
estimateur asymptotiquement σ(L1,D)-consistant de la densite´ f ,
lim inf
r→0+
1
r2
lim inf
n→∞
1
n
log Pµ(‖Tn − f‖1 > r)
≥ − 1
2 sup‖V ‖≤1 σ
2(V )
= − 1
8 supA∈B σ
2(1A)
(0.26)
ou`
σ2(V ) := V arµ(V ) + 2
∞∑
k=1
〈V − µ(V ), P kV 〉µ.
De plus, si ‖Tn−Tn◦θN‖1 ≤ δn → 0, alors (0.26) est encore vrai avec infx∈E Px
a` la place de Pµ.
(b) (Efficacite´ asymptotique de f ∗n au sens de Bahadur) Si hn ve´rifie (H2),
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alors
lim inf
r→0+
1
r2
lim
n→∞
1
n
log inf
x∈E
Px(‖f ∗n − f‖1 > r)
= lim sup
r→0+
1
r2
lim
n→∞
1
n
log sup
x∈E
Px(‖f ∗n − f‖1 > r)
= − 1
2 sup‖V ‖≤1 σ
2(V )
= − 1
8 supA∈B σ
2(1A)
.
(0.27)
Remarques:
(a) Par conse´quent f ∗n est un estimateur asymptotiquement efficace de f au sens
de Bahadur. Ainsi 1/σ2(V ) peut eˆtre vu comme l’information de Fisher dans
la direction V de notre mode`le statistique Θ.
(b) L’optimalite´ asymptotique de f ∗n au sens de Bahadur montre´e dans le The´ore`me
0.30 et l’estimation pre´cise du risque minimal (0.27) sont base´es sur la the´orie
analytique des perturbations des ope´rateurs, due a` Kato [56].
(c) Tous les re´sultats ci-dessus, pour autant que nous le sachions, sont nouveaux
dans le cas de´pendant.
0.3.4 Cas des processus de Markov re´versibles (Chapitre 4)
L’ergodicite´ uniforme (H) n’est pas satisfaite en ge´ne´ral pour des mode`les concrets
avec des espaces d’e´tat non-compacts. Par exemple, tous les processus de Markov
Gaussiens, stationnaires et ergodiques a` valeurs dans R sont re´versibles mais pas
uniforme´ment ergodiques. Dans cette section, nous nous plac¸ons dans le cas d’un
processus de Markov re´versible, posse´dant un noyau de transition uniforme´ment
inte´grable dans L2. Nous rappelons, pour commencer, la notion d’ope´rateurs uni-
forme´ment inte´grables, propose´e par Wu [94].
De´finition 0.31 (a) Soit p ∈ [1,+∞). Un ope´rateur borne´ line´aire pi : Lp(µ) →
Lp(µ) est dit uniforme´ment inte´grable dans Lp(µ), si pi(Bp(1)) est uni-
forme´ment inte´grable dans Lp(µ), ou` Bp(1) = {f ∈ Lp(µ) | ‖f‖Lp(µ) ≤ 1}.
(b) Soit p = +∞. Un ope´rateur borne´ line´aire pi : L∞(µ) → L∞(µ) est dit
uniforme´ment inte´grable dans L∞(µ), si pour chaque suite (An) ⊂ A ten-
dant vers ∅,
{‖pi(1An)‖}∞ n→+∞−→ 0.
Pour un expose´ des proprie´te´s des ope´rateurs uniforme´ment ergodiques , voir Wu
[94]. Lorsque le noyau de transition P posse`de une mesure µ de probabilite´ invari-
ante, l’ergodicite´ uniforme (H) est beaucoup plus forte que l’inte´grabilite´ uniforme
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de P l dans Lp(µ) pour chaque 1 < p < +∞. Un exemple typique est un processus
Gaussien stationnaire et ergodique a` valeurs dans Rd : son noyau de transition P
est toujours uniforme´ment inte´grable dans L2(µ), mais pas uniforme´ment ergodique
au sens de (H).
Soit {Xn;n ≥ 0} une chaˆıne de Markov re´versible a` valeurs dans Rd, de´finie
sur l’espace de probabilite´ (Ω, (F 0n)(n∈N),F , (Px)x∈Rd), et posse´dant un noyau de
transition de Markov P (x, dy) (inconnu). Supposons que :
(A1) P est irre´ductible (Meyn et Tweedie [71]) et syme´trique par rapport a` l’unique
mesure de probabilite´ invariante µ, qui est absolument continue , c’est-a`-dire,
dµ(x) = f(x)dx, ou` la densite´ f est inconnue ;
(A2) Pour un certain N ≥ 1, PN est uniforme´ment inte´grable dans L2(µ), c’est-
a`-dire, {(PNf)2; ‖f‖L2(µ) ≤ 1} est uniforme´ment inte´grable.
Remarque:
Wu [94] a montre´ que (A2) est une condition suffisante pour obtenir le PGD de
Ln dans l’espace M1(R
d) des mesures de probabilite´ sur Rd pour la τ -topologie, et
que cette condition e´tait meˆme ne´cessaire dans le cas re´versible (voir Wu[97]). La
fonction de taux est alors donne´e par
Jµ(ν) :=
{
sup
{∫
log u
Pu
dν; 1 ≤ u ∈ bB} , ∀ν ∈M1(Rd), ν  µ;
+∞, sinon. (0.28)
Etant donne´ un e´chantillon observe´ {X0, . . . , Xn}, conside´rons la mesure em-
pirique du type trape`ze, c’est-a`-dire,
Ln =
1
n
(
n−1∑
i=1
δXi +
1
2
(δX0 + δXn)
)
=
1
n
n−1∑
i=0
1
2
(
δXi + δXi+1
)
,
Soit K : Rd → R une fonction mesurable telle que
K ≥ 0,
∫
Rd
K(x)dx = 1, (0.29)
et posons Kh(x) =
1
hd
K(
x
h
) pour tout h > 0. L’estimateur a` noyau de la densite´ de
la fonction inconnue f est de´fini ci-dessous. Pour tout x ∈ Rd,
f ∗n(x) := Khn ∗ dLn(x) =
1
n
n−1∑
i=0
1
2hdn
(
K
(
x−Xi
hn
)
+K
(
x−Xi+1
hn
))
, (0.30)
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ou` h = hn, {hn, n ≥ 0} est une suite de nombres strictement positifs (la feneˆtre)
satisfaisant
hn → 0, nhdn → +∞ lorsque n→∞. (0.31)
Dans cette section, on adoptons la notation suivante :
Lp := Lp(Rd) := Lp(Rd, dx), ‖f‖p = ‖f‖Lp(Rd,dx), Lp(µ) := Lp(Rd, µ).
Et pour tout L ≥ 1, on note :
Aµ,2(L) :=
{
ν ∈M1(Rd); ν  µ, ‖dν
dµ
‖L2(µ) ≤ L
}
, Aµ,2 :=
⋃
L≥1
Aµ,2(L).
The´ore`me 0.32 Supposons que les hypothe`ses (A1) et (A2) sont ve´rifie´es, et que
hn → 0 (sans (0.31)). Alors pour tout L ≥ 1, Pν(f ∗n ∈ ·) satisfait, uniforme´ment
pour toutes les mesures initiales ν ∈ Aµ,2(L), le PGD dans L1 pour la topologie
faible σ(L1, L∞) de fonction de taux
J(g) :=
{
J(gdx), si gdx ∈M1(Rd) et gdx fdx;
+∞, sinon, (0.32)
ou` J(·) e´tant l’entropie de Donsker-Varadhan donne´e dans (0.28). Plus pre´cise´ment,
J est inf-compacte sur (L1, σ(L1, L∞)), et pour tout sous-ensemble mesurable A dans
L1, pour tout L ≥ 1,
− inf
g∈
◦
A
σ
J(g) ≤ lim inf
n→∞
1
n
log inf
ν∈Aµ,2(L)
Pν(f
∗
n ∈ A)
≤ lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν(f
∗
n ∈ A) ≤ − inf
g∈A¯σ
J(g)
ou`
◦
A
σ
, A¯σ correspondent a` l’inte´rieur et la fermeture de A pour la topologie faible
σ(L1, L∞).
Remarques:
(a) Pour obtenir la borne supe´rieure, on applique le the´ore`me ge´ne´ralise´ de Ga¨rtner-
Ellis et les re´sultats (importants) e´tablis pour un ope´rateur uniforme´ment
inte´grable dans [94].
(b) Pour la borne infe´rieure , la me´thode classique de changement de mesure est
utilise´e, ainsi qu’une approximation de mesure (le the´ore`me de Bishop-Phelps)
comme dans le cas uniforme´ment ergodique.
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(c) Le PGD pour la topologie faible sur L1 ci-dessus est tre`s faible qu’il ne montre
pas D∗n → 0 en probabilite´s.
Nous passons maintenant au :
The´ore`me 0.33 Supposons que (A1) et (A2) sont ve´rifie´es, ainsi que (0.31).
Alors, pour tous L ≥ 1 et δ > 0,
−I(δ) ≤ lim inf
n→∞
1
n
log inf
ν∈Aµ,2(L)
Pν(‖f ∗n − f‖1 > δ)
≤ lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν(‖f ∗n − f‖1 ≥ δ) ≤ −I(δ−)
(0.33)
ou`
I(δ) = inf{J(g)|g ∈ L1, ‖g − f‖1 > δ} > 0 (0.34)
et I(δ−) est la limite a` gauche de I en δ.
Remarques: Ce the´ore`me est base´ sur une ine´galite´ de de´viations du type Crame´r,
voir Lemme 3.1 dans l’article. L’ine´galite´ de de´viations est fortement base´e sur le
fait que le rayon spectral pour un ope´rateur syme´trique L2 est e´gal a` la norme de
cet ope´rateur dans L2. Au vu de cette nouvelle ine´galite´, nous pouvons maintenant
utiliser de fac¸on valable l’approche de partition de Devroye [28] et Louani [68].
The´ore`me 0.34 Supposons que (A1) et (A2) sont ve´rifie´es. Supposons aussi
(0.31). Alors pour tout L ≥ 1 Pν(f ∗n ∈ ·) satisfait le w∗-PGD de fonction de taux J
sur (L1, ‖ · ‖1) uniforme´ment sur toutes les mesures initiales ν ∈ Aµ,2(L). C’est-a`-
dire, pour tout L ≥ 1 et g ∈ L1,
lim
δ→0
lim inf
n→∞
1
n
log inf
ν∈Aµ,2(L)
Pν(‖f ∗n − g‖1 < δ)
= lim
δ→0
lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν(‖f ∗n − g‖1 < δ) = −J(g).
(0.35)
Remarques:
(a) La borne supe´rieure dans le The´ore`me 0.34 est une conse´quence du The´ore`me
0.32.
(b) Mais pour la borne infe´rieure dans le The´ore`me 0.34, on utilise la me´thode du
changement de mesure ainsi que le the´ore`me de Bishop-Phelps.
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Comme dans le cas uniforme´ment ergodique, on montre que f ∗n est optimal
asymptotiquement au sens de Bahadur.
Soit Θ un ensemble de donne´es inconnues (P, µ) satisfaisant (A1) et (A2).
Etant donne´ un sous-ensemble D de la boule unite´ dans bB, on dit qu’un estima-
teur Tn(·) := Tn(·;X0, · · · , Xn−1) ∈ L1(Rd, dx) est un estimateur asymptotique-
ment σ(L1,D)-consistant de la densite´ f , si pour tout V ∈ D, ∫
Rd
Tn(x)V (x)dx →∫
Rd
f(x)V (x)dx en mesure de probabilite´ Pµ.
Etant donne´ (P, µ) ∈ Θ, soit ((Xn), (Px)x∈E) le processus de Markov associe´.
The´ore`me 0.35 (a) (Borne infe´rieure du type Bahadur) Supposons que D
est dense dans la boule unite´ de L∞(Rd) pour la topologie faible∗ σ(L∞, L1).
Alors pour tout estimateur asymptotiquement σ(L1,D)-consistant de la densite´
f ,
lim inf
r→0+
1
r2
lim inf
n→∞
1
n
log Pµ(‖Tn − f‖1 > r)
≥ − 1
2 sup‖V ‖≤1 σ
2(V )
= − 1
8 supA∈B σ
2(1A)
,
(0.36)
ou`
σ2(V ) := 2
∞∑
k=0
〈V, P k(V − µ(V ))〉µ − V arµ(V ).
De plus, si ‖Tn − Tn ◦ θN‖1 ≤ δn → 0, alors (0.36) est encore vrai avec Pν a`
la place de Pµ pour toutes les mesures initiales ν ∈M1(E), θ e´tant l’ope´rateur
de shift sur Ω.
(b) (Efficacite´ asymptotique de f ∗n au sens de Bahadur) Si hn ve´rifie (0.31),
alors
lim inf
r→0+
1
r2
lim inf
n→∞
1
n
log inf
ν∈Aµ,2(L)
Pν(‖f ∗n − f‖1 > r)
= lim sup
r→0+
1
r2
lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν(‖f ∗n − f‖1 > r)
= − 1
2 sup‖V ‖≤1 σ
2(V )
= − 1
8 supA∈B σ
2(1A)
.
(0.37)
Remarque:
Par conse´quent, f ∗n est un estimateur asymptotiquement efficace de f au sens
de Bahadur. Ainsi 1/σ2(V ) peut eˆtre vu comme l’information de Fisher dans la
direction V de notre mode`le statistique Θ.
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0.3.5 Consistance forte et TCL pour l’estimateur de de´cre´ment
ale´atoire (Chapitre 5)
Pour la maintenance et la de´tection de de´gaˆts de grandes infrastructures (les ponts
suspendus, par exemple), il n’est pas possible d’utiliser les excitations controˆle´es
pour au moins deux raisons : les travaux trop difficiles a` re´aliser et l’impossibilite´
de mettre l’infrastructure hors-service pendant trop longtemps. Par conse´quent, les
techniques utilisant les re´ponses dynamiques sous les chargements ambiants (comme
les vents et le traffic) pre´sentent un grand inte´reˆt. C’est bien le cas de l’algorithme de
de´cre´ment ale´atoire, introduit par Cole [19] dans les anne´es 60. Une investigation
rigoureuse des proprie´te´s de l’estimateur de de´cre´ment ale´atoire (abre´ge´ en EDA
dans la suite) devient une question tre`s inte´ressante et importante.
On travaille sous le cadre suivant :
Soit {Xi, i ≥ 0} une suite gaussienne, stationnaire et ergodique de moyenne nulle et
de variance σ2 ou` σ > 0. Soit
ρj := ρ(j) =
Cov(Xj, X0)√
V ar(Xj)V ar(X0)
le coefficient de corre´lation entre Xj et X0 pour tout entier j.
La condition suivante est connue sous le nom de “ condition d’atteinte” dans
la me´thode de de´cre´ment ale´atoire :
Dk = (Xk, Xk+1, . . . , Xk+d−1) ∈ ∆; (0.38)
ou` d est un entier fixe´ et ∆ est un domaine dans Rd. Pour les applications en
me´canique, d = 1 ou d = 2.
Soient (τk, k ∈ Z) les moments successifs des passages dans le domaine ∆, plus
pre´cise´ment pour k > 0 :
τ1 = inf{j ≥ 0 : (Xj, Xj+1, . . . , Xj+d−1) ∈ ∆},
τk+1 = inf{j > τk : (Xj, Xj+1, . . . , Xj+d−1) ∈ ∆}; (0.39)
L’estimateur de de´cre´ment ale´atoire est de´fini par
Dn(j) :=
1
n
n∑
k=1
Xτk+j, (0.40)
ou par
D¯n(j) :=
1
l(n)
l(n)∑
k=1
Xτk+j, l(n) =
n−1∑
k=0
1∆(Xj, Xj+1, . . . , Xj+d−1). (0.41)
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Introduisons maintenant notre condition sur la de´pendance faible du processus.
Soient F ba la tribu engendre´e par les variables ale´atoires (Xi)a≤i≤b,−∞ ≤ a ≤ b ≤ ∞,
et soit L2(F ba) l’espace de toutes les variables ale´atoires qui sont F ba-mesurables, de
variance finie. Le coefficient de corre´lation maximale ρ∗(n) entre {Xi, i ≤ 0} du
passe´ et {Xi, i ≥ n}, n > 0 du futur de cette suite stationnaire (Xi, i ∈ Z) est de´fini
par :
ρ∗(n) = sup
f∈L2(F0
−∞
), g∈L2(F∞n )
Cov(f, g)√
V ar(f)V ar(g)
.
Nos re´sultats principaux sont les suivants :
• Dans le cas a` temps discret
Notre premier resultat est la Loi (forte) de Grandes Nombres pour les estimateurs
Dn(j) et D¯n(j).
The´ore`me 0.36 Soit {Xi, i ≥ 0} un processus gaussien stationnaire et ergodique,
de distribution marginale normale N (0, σ2). Alors,
lim
n→∞
Dn(j) = lim
n→∞
D¯n(j) = E(Xj|∆), p.s.
En statistiques, le TCL joue un roˆle central. Il est l’objetif du re´sultat suivant.
The´ore`me 0.37 Soit {Xi,−∞ ≤ i ≤ ∞} un processus gaussien stationnaire et
ergodique, de distribution marginale normale N (0, σ2). Si
∞∑
n=0
ρ∗(n) < +∞, (0.42)
alors,
√
n (Dn(j)− E(Xj|∆)) d−→ N (0, σ˜2)√
l(n)
(
D¯n(j)− E(Xj|∆)
) d−→ N (0, σ˜2)
ou`
σ˜2 =
1
P (∆0)
[V ar (1∆0 (Xj − E(Xj|∆0)))
+2
+∞∑
k=1
Cov (1∆0 (Xj − E(Xj|∆0)) , 1∆k (Xk+j − E(Xk+j|∆k)))
]
.
(0.43)
ou` ∆k = {ω; (Xk, · · · , Xk+d−1) ∈ ∆} ; la dernie`re se´rie e´tant absolument conver-
gente.
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• Dans le cas a` temps continu
Soit (Xt)t≥0 un processus centre´ gaussien stationnaire et ergodique dont le coef-
ficient de corre´lation ρ(t) := ρ(X0, Xt) est continu. Nous le prolongeons sur R par
ρ(t) := ρ(−t) pour tout t < 0. Par le The´ore`me de Bochner, il existe une mesure
positive et syme´trique borne´e µ sur R telle que
σ2ρ(t) =
∫
R
eitxdµ(x), ∀t ∈ R.
La mesure µ s’appelle mesure spectrale de (Xt).
Puisque E(Xt|X0 = a) = aρ(t) et que {X0 ≤ a,Xh ≥ a} devrait approcher
l’e´ve´nement X0 = a intuitivement, du fait de la continuite´ de ρ(t) lorsque h→ 0+(on
peut meˆme supposer que ρ(t) est Ho¨lderien, ce qui impliquerait la continuite´ des
trajectoires du processus (Xt) (ou plutoˆt d’une version de celui-ci) par le the´ore`me
de Kolmogorov), donc il est tout a` fait le´gitime d’imaginer que
lim
h→0+
E(Xt|X0 ≤ a,Xh ≥ a) = aρ(t).
Le fameux paradoxe de Kac-Slepian [55] dit tre`s exactement que ce genre d’intuition
pourrait eˆtre fausse.
L’EDA pour estimer aρ(t) (t > 0) est de´fini par
Dn(h, t) =
1
n
n∑
k=1
Xτk(h)+t
ou` τk(h) sont les moments successifs de (Xkh) en montant le niveau a, et la maille
h > 0 est petite telle que t/h ∈ N∗. On de´finit D¯n(h, t) de la meˆme manie`re que
D¯n(j). Par le The´ore`me 0.36, on a presque suˆrement,
lim
n→∞
Dn(h, t) = lim
n→∞
D¯n(h, t) = E (Xt|X0 ≤ a,Xh ≥ a) .
The´ore`me 0.38 Soit (Xt)t≥0 un processus centre´ gaussien ergodique et station-
naire tel que ρ(t) := ρ(X0, Xt) est continue sur R
+ et de´rivable pour t > 0.
(a) Si
Γ =
∫
R
x2dµ(x) < +∞ (⇔ ρ′′(0) > −∞)
alors, on a presque suˆrement,
lim
h=T/m→0+
lim
n→∞
Dn(h, t) = ρ(t)a−
√
pi
2Γ
ρ′(t)σ2 = ρ(t)a−
√
pi
2
ρ′(t)σ√−ρ′′(0)
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(b) Si Γ =
∫
R
x2µ(dx) = +∞, alors on a presque suˆrement
lim
h=T/m→0+
lim
n→∞
Dn(h, t) = ρ(t)a.
En plus, les assertions (a) et (b) sont encore vraies pour D¯n(h, t).
Remarquons que σ−2µ(dx) est la distribution de la fre´quence des bruits. Donc
ce the´ore`me montre que Dn(h, t), et D¯n(h, t) sont biaise´s si le processus ne contient
pas suffisamment de bruits de haute fre´quence.
Un exemple important en me´canique est l’oscillateur harmonique excite´ par un
bruit blanc, de´crit par{
dXt = Vtdt
dVt = ςdWt − (2κω0Vt + ω02Xt)dt
(0.44)
ou` ω0 > 0 est la pulsation constante, et κ > 0 est le coefficient d’amortissement. A
l’aide du The´ore`me 0.38 et d’un calcul assez laborieux, on montre que pour (Xt),
l’EDA Dn(h, t) ou D¯n(h, t) est consistent si κ 6= 1 (la zone de non-re´sonance). Dans
le cas de re´sonance (ou` κ = 1), l’EDA posse`de un biais asymptotique :
lim
h=t/m→0
lim
n→∞
Dn(h, t) = ρ(t)a +
√
piς2
8κω03
te−ω0κt.
44 Liangzhen Lei
Bibliography
[1] Adams, T.M. and Nobel, A.B. (1998) On density estimation from ergodic pro-
cesses. Ann. Probab., 26, 794-804.
[2] Aleshkyavichene, A.K. (1990) Probabilities of large deviations for U-statistics
and von Mises functionals. Teor. Veroyatnost. i Promenen, 35, 3-14.
[3] Bahadur, R.R. and Zabell, S.L. (1979) Large deviations of the sample mean in
general vector space, Ann. Probab., 7, 587-621.
[4] Ben Arous, G. and Brunaud, M. (1990) Methode de Laplace: etude variationnelle
des fluctuations de diffusions de type ”Champs moyens”. Stochastics, 31,79-144.
[5] Ben Arous, G. and Guionnet, A. (1995) Large deviations for Langevin spin glass
dynamics. Prob. Th. Rel. Fields, 102, 455-509.
[6] Bernard, P. (1988) Identification de grandes structures: une remarque sur la
me´thode du de´cre´ment ale´atoire. Journal de Me´canique the´orique et applique´e,
7, 3, 269-280.
[7] Billingsley, P. (1968) Convergence of Probability Measures, John Wiley and Sons
Inc.
[8] Bobkov, S.G. and Go¨tze, F. (1999) Exponential Integrability and Transportation
Cost Related to Logarithmic Sobolev Inequalities. J. Funct. Anal., 163, 1-28.
[9] Bosq, D., Merleve`de, F., Peligrad, M. (1999) Asymptotic normality for density
kernel estimators in discrete and continuous time. J. Multivariate Anal., 68,
78-95.
[10] Bramson, M., Cox, J.T. and Griffeath, D. (1988) Occupation time large devia-
tions of the voter model. Prob. Th. Rel. Fields, 77, 401-413.
[11] Bryc, B. and Dembo, A. (1996) Large deviations and strong mixing. Ann. Inst.
H. Poincare´. (Se´rie Proba. et Stat.), 32, 549-569.
45
46 Liangzhen Lei
[12] Bucklew, J.A. (1990) Large deviation techniques in decision, simulation, and
estimation, New York: Wiley.
[13] Bucklew, J.A. (2004) Large deviation results for U-statistics. Introduction to
Rare Event Simulation, series: Spring Series in Statistics.
[14] Carrasco, M. and Chen, X. (2002) Mixing and moment properties of various
GARCH and stochastic volatility models. Econometric Theory, 18, 17-39.
[15] Caughey, T.K. and Stumpf, H.J. (1961) Transient response of dynamical system
under random excitation. Jal of Applied Mechanics, 4, 563-566.
[16] Chaganty, N.R. and Sethuraman, J. (1987) Limit theorem in the area of large
deviations for some dependent random variables. Ann. Probab., 15, 628-645.
[17] Chernoff, H. (1952) A measure of asymptotic efficiency for tests of a hypothesis
based on the sum of observations. Ann. Math. Statist., 23, 493-507.
[18] Chung, K.L. (1974)A course in probability theory. Second Edition, Academic
Press New York and London.
[19] Cole, H.A. (1973) On-line failure Detection and damping Measurement of
Aerospace Structures by Random Decrement Signatures. NASA CR, 2205.
[20] Cox, J.T. and Durret, R. (1990) Large deviations for independent random
walks. Prob. Th. Rel. Fields, bf 84, 67-82.
[21] Crame´r, H. (1938) Sur un nouveau the´ore`me-limite de la the´orie des proba-
bilite´s. In Actualite´s Scientifiques et Industrielles, number 736 in Colloque con-
sacre´ a` la the´orie des probabilite´s, pages 5-23. Hermann, Paris.
[22] Cso¨rgo¨, M. and Horva´th, L. (1988) Central limit theorems for Lp-norms of
density estimators. Z. Wahrsch. Verw. Gebiete., 80, 269-291.
[23] Dembo, A. and Shao, Q.M (1998) Self-normalized large deviations in vector
space. In: Progress in Probability, (Eberlein, Hahn, Talagrand, Eds), 43, 27-32.
[24] Dembo, A. and Shao, Q.M. (1998) Self-normalized moderate deviations and
LILs. Stochastic Process. Appl., 75, 51-65.
[25] Dembo, A. and Zeitouni, O. (1998) Large Deviations Techniques and Applica-
tions. 2nd Edn, Springer, New York.
[26] Deuschel, J.D. (1989) Invariance principle and empirical mean large deviations
of the critical Orenstein-Uhlenbeck process. Ann. Probab., 17, 74-90.
Introduction 47
[27] Deuschel, J.D. and Stroock, D.W. (1989) Large Deviations. Pure Appl. Math.,
vol 137, Academic Press, San Diego.
[28] Devroye, L. (1983) The equivalence of weak, strong and complete convergence
in L1 for kernel density estimates. Ann. Statist., 11, 896-904.
[29] Devroye, L. (1988) The Kernel Estimate is Relatively Stable Prob. Theo. Rela.
Field., 77, 537-550.
[30] Djellout, H., Guillin, A. and Wu, L.M. (2004) Transportation cost-information
inequalities for random dynamical systems and diffusions. Ann. Probab., 32,
2702-2732.
[31] Dobrushin, R.L., Kotechy, R. and Shlosman, S. (1992) Wulff construction: a
global shape from local interactions. AMS Translation Series, providence.
[32] Donsker, M.D. and Varadhan, S.R.S. (1975; 1983) Asymptotic evaluation of
certain Markov process expectations for large time, I-IV. Commun. Pure Appl.
Math., (1975) 28, 1-47, 279-301; 29 389-461; (1983) 36 , 183-212.
[33] Dupuis, P. and Ellis, R.S. (1995) The large deviation principle for a general
class of queueing systems. I. Trans. Amer. Math. Soc. , 347, 2689-2751.
[34] Durrett, R. (1985) Particle Systems, Random Media and Large Deviations.
Contemp. Math. 41. Amer. Math. Soc., Providence, RI.
[35] Durrett, R. and Schonmann, R.H. (1988) Large deviations for the contact pro-
cess and two demensional percolation. Prob. Th. Rel. Fields , 77, 583-603.
[36] Ellis, R.S. (1985) Entropy, Large deviations and Statistical Mechanics, Springer-
Verlag, New York.
[37] M.I. Freidlin and A.D. Wentzell, Random Perturbation of Dynamical Systems,
translated by J. Szuc, Springer, Berlin 1984.
[38] Gamboa, F and Gassiat, E. (1997) Bayesian methods and maximum entropy
for ill-posed inverse problems. Ann. Stat., 25, 328-350.
[39] Gao, F.Q. (2003) Moderate deviations and large deviations for kernel density
estimators. J. Theoret. Probab., 16, 401-418.
[40] Gao, F.Q., Moderate deviations and the law of iterated logarithm for kernel
density estimators in L1. Preprint 2003.
[41] Gong, F.Z. and Wu, L.M., (2000) spectral gap of positive operators and appli-
cations. C. R. Acad. Sci. Paris Se´r. I Math., 331, 983-988.
48 Liangzhen Lei
[42] Gine´, E., Mason, D.M. and Zaitsev, A.Yu. (2003) The L1-norm density estima-
tor process. Ann. Probab., 31, 719-768.
[43] Gine´, E. and Mason, D.M. (2004) The law of the iterated logarithm for the
integrated squared deviation of a kernel density estimator. Bernoulli, 10, 721-
752.
[44] Gine´, E., Koltchinskii, V. and Zinn, J. (2004) Weighted uniform consitency of
kernel density estimators. Ann. Probab., 32, 2570-2605.
[45] Hall, P. and Heyde, C.C. (1980) Martingale limit theory and its application,
Academic Press INC, New York.
[46] Hoeffding, W. (1965) On probabilities of large deviations. In Proceedings of the
Fifth Berkeley Symposium on Mathematical Statistics and Probabilty, 203-219,
Berkeley. University of California Press.
[47] Holmes, R.B. (1975) Geometric Functional Analysis and its Applications,
G.T.M. 24, Springer-Verlag.
[48] Horva´th, L. (1991) On Lp-norms of multivariate density estimators. Ann.
Statist., 19, 1933-1949.
[49] Horva´th, L. and Shao, Q.M. (1996) Large deviations and laws of the integrated
logarithm for partial sums normalized by the largest absolute observation. Ann.
Probab., 24, 1368-1387.
[50] Ibragimov, I.A. and Linnik, Y.V. (1971) Independent and stationary sequences
of variables random , Ed. by J.F.C. Kingman, Wolters-Noordhoff, Groningen.
[51] Ibrahim, S.R. and Mikulcik, E.C. (1977) A Method for ther Direct Identifica-
tion of Vibration Parameters from the Free Response. The Shock and Vibration
Bulletin, 47, 183-198.
[52] Ioffe, D. (1995) Exact large deviation bounds up to Tc for the Ising model in
two demensions. Prob. Th. Rel. Fields, 102, 313-330.
[53] Jing, B.Y., Shao, Q.M. and Wang, Q.Y. (2003) Self-normalized Crame´r type
large deviations for independent random variables. Ann. Probab., 31, 2167-2215.
[54] Joutard, C. (2004) Grandes de´viations en statistique asymptotique. The`se, Uni-
versite´ Toulouse III - Paul Sabatier.
[55] Kac,M. and Slepian, D. (1959) Large excursions of Gaussian processes. Annals
of Math Stat, 30, 1215-1228.
Introduction 49
[56] Kato, T. (1992) Perturbation Theory for Linear Operators. 2nd Edn, Spring-
Berlin, New York/Berlin.
[57] Kipnis, C. and Olla, S. (1990) Large deviations for m the hydrodynamical limit
for a system of independent Brownian particles. Stochatstics and Stoch. Rep.,
33, 17-25.
[58] Kolmogorov A. N. and Rozanov Yu. A. (1960) On strong mixing conditions
for stationary Gaussian processes. Theory of Probability and Its Applications, 5,
204-208.
[59] Kristensen, D. (2004) Lecture notes on Economics Methods, chapter 7, Depart-
ment of Economics, University of MADISON, WISCONSIN.
[60] Kusuoka, S. and Tamura, Y. (1984) The convergence of Gibbs measures Asso-
ciated with mean fields potentials. J. Fac. Sci. Univ. Tokyo, 31, 223-245.
[61] Bebowitz, J.L. and Schonmann, R.H. (1988) Pseudo free energies and large
deviations for non Gibssian FKG measures. Prob. Th. Rel. Fields, 77, 49-64.
[62] Ledoux, M. (1999) Concentration of measure and logarithmic Sobolev inequal-
ities, Se´minaire de Probab. XXXIII, LNM 1709, 120-216, Springer.
[63] Lei, L.Z., Wu, L.M. and Xie, B. (2003) Large deviations and deviation inequal-
ity for kernel density estimator in L1(R
d)-distance. In Development of Modern
Statistics and Related Topics, Ser. Biostat. 1., 89-97, World Sci. Publishing,
River Edge, NJ.
[64] Lei, L.Z. and Wu, L.M. (2004) The exponential convergence of kernel density
estimator in L1 for φ-mixing processes. Ann.I.S.U.P., 48, 59-68.
[65] Lei, L.Z. and Wu, L.M. (2005) Large deviations of kernel density estimator
in L1 for uniformly ergodic Markov processes. Stochastic Process. Appl., 115,
275-298.
[66] Leonard, C. (1987) Large deviations and law of large numbers for a mean field
type interacting particle system. Stochastic Process. Appl., 25, 215-235.
[67] Louani, D. (1998) Large deviations limit theorems for the kernel density esti-
mator. Scan. J. Stat, 25, 243-253.
[68] Louani, D. (2000) Large deviations for the L1-distance in kernel density esti-
mation. J. Statist. Plann. Inference., 177-182.
[69] Marton, K. (1996) A measure concentration inequality for contracting Markov
chains.Geom.Funct.Anal., 7. 556-571.
50 Liangzhen Lei
[70] Menneteau, L. Large deviations for local empirical measures. High dimensional
probability, II (Seattle, WA, 1999), 293–312, Progr. Probab., 47, Birkhuser
Boston, Boston, MA, 2000.
[71] Meyn, S.P. and Tweedie, R.L. (1993) Markov chains and stochastic stability.
Springer, Berlin.
[72] Nakayama, Y., Watanabe, T. and Fujisaka, H. (2001) Self-similar fluctuation
and large deviation statistics in the shell model of turbulence. Phys ReV E Stat
Non Lin Soft Matter Phys, Nov, 64(5 pt 2).
[73] Kontoyiannis, I and Meyn, S.P. (2003) Spectral theory and limit theorems for
geometrically ergodic Markov processes. Ann. Appl. Probab., 13, 304-362.
[74] Orey, S. (1988) Large deviations for the empirical field of Curie-Weiss models.
Stochastics, 25, 3-14.
[75] Papangelou, F. (1990) Large deviations and the internal fluctuations of critical
mean field systems. Stochastic Process. Appl., 36, 1-14.
[76] Parzen, E. (1962) On the estimation of a probabilty density function and the
mode. Ann. Math. Statist., 33, 1065-1076.
[77] Peligrad, M. (1992) Properties of uniform consistency of the kernel estimators
of density and of regression functions under dependence assumption. Stochastics
Stochastics Rep., 40, 147-168.
[78] Pfister, C. (1991) Large deviations and phase separation in the two dimensional
Ising model. elv. Phys. Acta, 64, 953-1054.
[79] Pisztora, A. (1996) Surface order large deviations for Ising, Potts and percola-
tion models. Prob. Th. Rel. Fields, 104, 427-466.
[80] Ruelle D. (1978) Thermodynamic Formalism, Addison-Wesley.
[81] Rio, E. (2000) Ine´galite´s de Hoeffding pour les fonctions lipchitziennes de suites
de´pendantes. CRAS, Paris, t.330, Se´rie I, 905-908.
[82] Samson, P.M. (2000) Concentration of measure inequalites for Markov chains
and φ-mixing processes. Ann. Probab., 28, 416-461.
[83] Sarmanov, O.V. (1958) Maximal coefficient of correlation (nonsymmetric case),
Doklady Akademii Nauk SSSR, 121, no. 1 (in Russian).
[84] Shao, Q.M. (1997) Self-normalized large deviations, Ann. Probab., 25, 285-328.
Introduction 51
[85] Shao, Q.M. (1999) A Crame´r type large deviation result for Student’s t-statistic.
J. Theoret. Probab., 12, 387-398.
[86] Schonmann, R. (1987) Second order large deviation estimators for ferromag-
netic systems in the phase coexistence region. Comm. Math. Physics, 112, 409-
422.
[87] Schonmann, R.H. and Shlosman, S.B. (1995) Complete analyticity for 2D Ising
model completed. Comm. Math. Physics, 170, 453-482.
[88] Silverman, B. W. (1978) Remarks on some nonparametric estimates of a density
function. Ann. Math. Statist., 27, 832-835.
[89] Stroock, D.W. and Zegarlinski, B. (1992) The logarithmic Sobolev inequality
for discrete spin systems on a lattice. Comm. Math. Physics, 149, 175-193.
[90] Watanabe, T., Nakayama, Y. and Fujisaka, H. (2000) Large deviation statistics
of the energy-flux fluctuation in the shell model of trubulence. Phys Rev E Stat
Phys Plasmas Fluids Relat Interdiscip Topics, Feb 2000; 61(2): R1024-7.
[91] Worms, J. (2000) Principes de de´viations mode´re´es pour des martingales et
applications statistiques. The`se de Doctorat, Universite´ de Marne-La-Valle´e.
[92] Wu, L.M. (1995) Moderate deviations of dependent random variables related
to CLT. Ann. Probab., 23, 420-445.
[93] Wu, L.M. (1997) An introduction to large deviations. In: Yan, J.A., Peng, S.G.,
Fang, S.Z. and Wu, L.M. (Eds), Several Topics in Stochastic Analysis, 225-336,
Academic Press of China, Beijing, (In Chinese).
[94] Wu, L.M. (2000) Uniformly integrable operator and large deviations for Markov
processes. J. Funct. Anal., 172, 301-376.
[95] Wu, L.M. (2000b) A deviation inequality for non-reversible Markov processes.
Ann. Inst. H. Poincare´ Probab. Statist., 36, 435-445.
[96] Wu, L.M. (2001) Large and moderate deviations and exponential convergence
for stochastic damping Hamiltonian systems, Stochastic Process. Appl., 91, 205-
238.
[97] Wu, L.M. (2002) Large deviations for reversible Markov chains. Preprint.
[98] Wu, L.M. (2005) A Φ-entropy contraction inequality for Gaussian vectors and
applications to Gaussian Markov processes. Preprint 2005.
52 Liangzhen Lei
[99] Zeitouni, O. and Gutman, M. (1991) On universal lypotheses testing via large
deviations. IEEE Trans. Inf. Theory, IT-37, 285-290.
[100] Zeitouni, O. and Zakai, M. (1992) On the optimal tracking problem. SIAM J.
cont. Opt., 30, 426-439. Erratum, 32, 1194, (1994).
(Une partie des re´ferences ci-dessus ne sont pas cite´es dans cette Introduction, mais
utilise´es dans les chapitres qui suivent.)
Chapter 1
Large deviations and deviation
inequality for kernel density
estimator in L1(Rd)-distance
(Published in: Development of Modern Statistics and Related Topics)
This article is a joint work with Professor Liming Wu and Bin Xie.
1.1 Introduction
Let {Xi; i ≥ 1} be a sequence of independent and identically distributed ran-
dom variables (i.i.d.r.v in short), taking values in Rd, defined on probability space
(Ω,F , P ) with distribution measure dµ = f(x)dx, where the density f ∈ L1(Rd)
is unknown. The empirical measure is Ln =
1
n
∑n
i=1 δXi . Let K be a measurable
function such that
(H1) K ≥ 0, ∫
Rd
Kdx = 1.
and set Kh(x) =
1
hd
K(
x
h
). The kernel density estimator of f is defined as:
f ∗n(x) = Khn ∗ Ln =
1
n
n∑
i=1
1
hdn
K
(
x−Xi
hn
)
, x ∈ Rd (1.1)
where {hn, n ≥ 1} is the bandwidth, that is, a sequence of positive numbers
satisfying
(H2) hn → 0, nhdn → +∞ as n→∞.
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The limit behavior of f ∗n in (L
1(Rd), ‖ · ‖1 := ‖ · ‖L1(Rd)) is a subject of current
study. L. Devroye, in a fundamental paper [2] on the subject, proved under (H1)
and (H2), that ‖f ∗n − f‖L1(Rd) → 0, a.s. (the strong consistence), and proved the
following exponential convergence: for each r > 0, there are C, δ > 0 such that
P (‖f ∗n − f‖1 > r) ≤ Ce−δn, ∀n ≥ 1 (1.2)
More recently Louani [7] obtains the large deviation estimation associated with
(1.2), i.e., giving an exact identification of δ as n →∞. To state his result, define,
for any 0 ≤ a ≤ 1, the following functions:
Γ+a (r) :=
{
(a+ r
2
) log(1 + r
2a
) + (1− a− r
2
) log(1− r
2(1−a)
) if 0 < r < 2− 2a
+∞, otherwise
(1.3)
Γ−a (r) :=
{
(a− r
2
)log(1− r
2a
) + (1− a + r
2
) log(1 + r
2(1−a)
) if 0 < r < 2a
+∞, otherwise (1.4)
Γa(r) := min{Γ+a (r),Γ−a (r)};
l(r) := inf{Γa(r) : 0 ≤ a ≤ 1}
(1.5)
Now the main result of Louani [7] is stated as
lim
n→∞
1
n
log P (‖f ∗n − f‖1 > r) = −l(r), ∀r > 0. (1.6)
To complement those two results, we study in this paper the following two ques-
tions:
Question 1. What is the large deviation estimation of P (‖f ∗n − g‖1 ≤ δ) for any
given density function g ?
Question 2. For each fixed n and deviation r > 0, how can one bound P (‖f ∗n − f‖1 > r)?
For large deviations on L∞(Rd) which is much more difficult, the reader is referred
to Gao [4] and the references therein.
1.2 Main results
For the language of large deviation, the reader is referred to [1], [8]. Our first result
may seem a little abstract. It extends the well known Sanov theorem ([1], [8]).
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Proposition 1.1 Assume (H1) and hn → 0 (without (H2)). Then as n goes to
infinity, P(f ∗n ∈ ·) satisfies the large deviation principle (LDP in short) on L1(dx)
w.r.t. the weak topology σ(L1, L∞)), with the rate function given by
I(g) =
{
Entµ(g) :=
∫
Rd
g(x) log g(x)
f(x)
dx, if g ∈ P, g(x)dx f(x)dx;
+∞ otherwise (1.7)
where P is the set of all probability density functions on Rd. More precisely
(GRF) I is a Good Rate Function on (L1(Rd), σ(L1, L∞)), i.e., for any L ≥ 0,
[I ≤ L] is compact in (L1(Rd), σ(L1, L∞)).
(LLD) (Lower bound of Large Deviation) For any open subset G ⊂ (L1(Rd), σ(L1,-
L∞)),
lim inf
n→∞
1
n
log P (f ∗n ∈ G) ≥ − inf
g∈G
I(g).
(ULD) (Upper bound of Large Deviation) For any closed subset F ⊂ (L1(Rd), σ(L1,-
L∞)),
lim sup
n→∞
1
n
log P (f ∗n ∈ F ) ≤ − inf
g∈F
I(g).
Remark: Because I is not a good rate function onL1(Rd) w.r.t. the norm ‖ · ‖1-
topology, P(f ∗n ∈ ·) does not satisfy the LDP on (L1(Rd), ‖ · ‖1).
The following result says however that P(f ∗n ∈ ·) satisfies the weak∗-LDP on
(L1(Rd), ‖ · ‖1). It gives a satisfactory answer to Question 1) in the Introduction.
Theorem 1.2 Assume (H1) and (H2). Then for any g ∈ L1(Rd),
lim
δ→0
lim inf
n→∞
1
n
log P(‖f ∗n − g‖L1(Rd) < δ)
= lim
δ→0
lim sup
n→∞
1
n
log P(‖f ∗n − g‖L1(Rd) < δ) = −I(g).
(1.8)
Moreover for any ‖ · ‖1-open and convex subset G in L1(Rd),
lim
n→∞
1
n
log P(f ∗n ∈ G) = − inf
g∈G
I(g). (1.9)
Remark: By (1.8), for any ‖ · ‖1-open subset G in L1(Rd),
lim
n→∞
1
n
log P(f ∗n ∈ G) ≥ − inf
g∈G
I(g).
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In particular, we have for any r > 0,
lim
n→∞
1
n
log P(‖f ∗n − f‖ > r) ≥ − inf{I(g); ‖g − f‖1 > r}.
We can prove that inf{I(g); ‖g − f‖1 > r} = l(r), is exactly the rate function
(1.5) found by Louani [7]. In other words the lower bound here is much more general.
We now present our answer to Question 2.
Theorem 1.3 Assume (H1) and . Let Jn :=
∫
Rd
|f ∗n(x) − f(x)|dx = ‖f ∗n − f‖1.
Then for any n ≥ 1 and r > 0,
P(|Jn − EJn| > r) ≤ 2 exp
(
−nr
2
8
)
. (1.10)
As EJn → 0 under (H1) and (H2) ([2]), the inequality above is much more
precise than (1.2). About the deviation inequality L.Devroye has in his paper [3]
got under (H1),
P(|Jn − EJn| > ) ≤ 2 exp− n
2
32× 32
but only for ε small. His method is based on Poissonisation of n. Our proof will
be completely different and based on the known deviation inequality of product
measure w.r.t. the Hamming Distance, see the excellent monograph by Ledoux [6].
1.3 Proofs of the main results
1.3.1 Proof of Proposition 1.1
Step 1 (identification of the Crame´r function). For any k ∈ L∞ = (L1)∗, we
calculate the Crame´r functional by means of the i.i.d. property,
Λ(k) := lim
n→∞
1
n
log E exp (n〈f ∗n, k〉dx)
= lim
n→∞
1
n
log E exp
(
n∑
i=1
1
hdn
∫
K
(
x−Xi
hn
)
k(x)dx
)
= lim
n→∞
log E exp
(
1
hdn
∫
K
(
x−X
hn
)
k(x)dx
)
where X = X1. But it is well known that
1
hdn
∫
K
(
x−y
hn
)
k(x)dx tends to k(y) in
measure dy. Since the law of X is absolutely continuous, then 1
hdn
∫
K
(
x−X
hn
)
k(x)dx
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converges to k(X) in P-probability. Moreover,| 1
hdn
∫
K
(
x−X
hn
)
k(x)dx| ≤ ‖k‖∞. Con-
sequently by dominated convergence, we obtain
Λ(k) = log E exp (k(X))
= log
∫
ek(x)µ(dx)
(1.11)
Moreover by the famous variational formula of entropy of Donsker-Varadhan, the
Legendre transformation Λ∗ : L1(Rd) → [0,+∞] of Λ is given by
Λ∗(g) : = sup{〈g, k〉dx − Λ(k); k ∈ L∞}
= sup{〈g, k〉dx − log
∫
ek(x)µ(dx); k ∈ L∞}
=
{
Entµ(g), if g ∈ P;
+∞ otherwise
In other words Λ∗(g) = I(g) given in (1.7).
Step 2: LLD. Since Λ(k) is Gateaux-differentiable on L∞(Rd), hence the LLD
in (ii) follows by the abstract Ellis-Ga¨rtner theorem (see [8], Theorem 2.7).
Step 3: GRF + ULD. Again by the abstract Ellis-Ga¨rtner theorem (see [8],
Theorem 2.1), it is enough to show that if g : k → 〈g, k〉 is a linear form on L∞(Rd)
such that
Λ¯∗(g) := sup{〈g, k〉 − Λ(k); k ∈ L∞} < +∞,
then g ∈ L1(Rd). By following the proof of [8], Theorem 3.3, it suffices to prove that
Λ(kn) → 0 for any sequence (kn)n≥0 of functions in L∞(Rd) decreasing dx − a.e.
to zero. The last property follows by the explicit expression (1.11) of Λ(kn) and
dominated convergence, for e‖k0‖∞ ≥ ekn(x) ↓ 0, µ− a.e.. 
1.3.2 Proof of Theorem 1.2.
The following basic result of Devroye is crucial.
Lemma 1.4 (due to Devroye [2]) Under (H1) and (H2),∫
Rd
|f ∗n − f |dx→ 0, P− a.s
We can now prove the lower bound in Theorem 1.2,
Lemma 1.5 Under (H1) and (H2), we have for any g ∈ L1(Rd),
lim inf
n→∞
1
n
log P(‖f ∗n − g‖L1(Rd) < δ) ≥ −I(g), ∀δ > 0 (1.12)
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Proof. We may assume that I(g) < +∞ (trivial otherwise). Without loss of
generality we assume that (Ω,F ,P) = ((Rd)N∗,BN∗, µ⊗N∗) and Xi(ω) = ωi, i ≥ 1 are
the coordinates on the product space Ω. Let Fn := σ(X1, · · · , Xn). The following
method of transformation of measure is standard for treating the LLD. Since I(g) <
+∞, g is a probability density such that ν(dx) := g(x)dx  µ(dx) = f(x)dx and
Entµ(g) =
∫
log(g(x)/f(x))dν(x) < +∞. Consider the product measure Q := ν⊗N∗.
Then
Q |Fn=σ(X1 ,...Xn)=
n∏
i=1
g(Xi)
f(Xi)
P |Fn
We have for any ε > 0,
P(‖f ∗n − g‖1 < δ) ≥
∫
dQ
dP
|Fn>0
dP
dQ
|Fn ·1[‖f∗n−g‖1<δ]dQ
=
∫
Ω
exp
(
−
n∑
i=1
log
g
f
(Xi)
)
· 1[‖f∗n−g‖1<δ]dQ
≥ exp (−n[Entµ(g) + ε]) Q
(
An,ε
⋂
[‖f ∗n − g‖1 < δ]
)
where An,ε :=
[
1
n
∑n
i=1 log(g/f)(Xi) ≤ Entµ(g) + ε
]
.
Now to prove (1.12), it remains to show that Q (An,ε) → 1 and Q ([‖f ∗n − g‖1 < δ])-
→ 1, as n goes to infinity (for any ε > 0). The first is easy, because by the law of
large number,
1
n
n∑
i=1
log
g
f
(Xi) → EQ log g
f
(X) = Entµ(g), Q− a.s.
The second, i.e., Q ([‖f ∗n − g‖1 < δ]) → 1, follows by Lemma 1.4 (applied to (Xi)
under Q).
We now turn to give the
Proof of Theorem 1.2. By Lemma 1.5, we have already
lim inf
δ→0
lim inf
n→∞
1
n
log P(‖f ∗n − g‖L1(Rd) < δ) ≥ −I(g).
For the upper bound,note that B¯(g, δ) := {g˜ ∈ L1(Rd); ‖g˜ − g‖ ≤ δ} is convex,
closed w.r.t. ‖·‖1, then it is closed w.r.t. σ(L1, L∞). Thus by the ULD in Proposition
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1.1, we have
lim sup
δ→0
lim sup
n→∞
1
n
log P(‖f ∗n − g‖L1(Rd) < δ)
≤ lim sup
δ→0
lim sup
n→∞
1
n
log P(f ∗n ∈ B¯(g, δ))
≤ − lim inf
δ→0
inf
g˜∈B¯(g,δ)
I(g˜) = −I(g)
where the last equality follows from the lower semi-continuity of I (by the GRF in
Proposition 1.1). Hence (1.8) is established. The proof of (1.9) is similar. For any
g ∈ G, choosing some ball B(g, δ) = {g˜ ∈ L1(Rd); ‖g˜ − g‖ < δ} ⊂ G, we have by
Lemma 1.5,
l(G) := lim inf
n→∞
1
n
log P(f ∗n ∈ G) ≥ −I(g).
As g ∈ G is arbitrary, we obtain l(G) ≥ − infG I. For the upper bound, note that
the closure of the convex subset G w.r.t. ‖·‖1 or w.r.t. σ(L1, L∞) is the same (a well
known consequence of the Hahn-Banach theorem), denoted by G¯. Consequently by
Proposition 1.1, we have
lim sup
n→∞
1
n
log P(f ∗n ∈ G) ≤ − inf
g∈G¯
I(g).
Hence for (1.9), it remains to show that infg∈G¯ I(g) = infg∈G I(g). For this purpose
let g1 ∈ ∂G := G¯\G. By a known result in Banach space theory (see [5], (11.1),
p59), for any g0 ∈ G fixed, gt := tg1 +(1− t)g0 ∈ G for any t ∈ (0, 1). As I is convex
on L1(Rd) (for it is the Legendre transformation of Λ), t→ I(gt) is convex on [0, 1].
Thus
I(g1) ≥ lim
t↑1
I(gt) ≥ inf
g∈G
I(g)
where the desired equality follows for g1 ∈ ∂G is arbitrary. 
1.3.3 Proof of Theorem 1.3.
All is based on the following
Lemma 1.6 Let (Ei,Bi, µi), i = 1, · · · , n, be arbitrary probability space, and let
P = µ1⊗ · · ·⊗µn be a product measure on the product space En = E1× · · ·×En. A
generic point in En is denoted by x = (x1, · · · , xn). Then, for every real measurable
F on E such that |F (x)−F (y)| ≤ 1 whenever x = (x1, · · · , xn) and y = (y1, · · · , yn)
only differ by one coordinate (this is equivalent to say that the Lipschitz coefficiant
of F w.r.t. the Hamming distance is not greater than one). Then
P(F ≥ EPF + r) ≤ exp
(
− r
2
2n
)
.
60 Liangzhen Lei
See Ledoux [6] (Section 3.1, p162) for presentation of this important result. We
now prove Theorem 1.3. We now prove Theorem 1.3. Without loss of generality
we may assume that X1, · · · , Xn are coordinates x1, · · · , xn on the product space
(Ω,F ,P) = ((Rd)n,Bn, µ⊗n). Put
F (x1, · · · , xn) := n
2
Jn(x1, · · · , xn) = n
2
∫
Rd
∣∣∣∣∣ 1n
n∑
i=1
Kh(z − xi)dz − f(z)
∣∣∣∣∣ dz
where h = hn. For any i = 1, · · · , n and for any x, y ∈ (Rd)n such that xj = yj
for all j 6= i, we have
|F (x)− F (y)| ≤ 1
2
∫
Rd
|Kh(z − xi)−Kh(z − yi)|dz ≤ 1.
Consequently by Lemma 1.6 (applied to F and −F ),
P(|Jn − EJn| > r) ≤ P
(
F − EF > nr
2
)
+ P
(
F − EF < −nr
2
)
≤ 2 exp
(
− 1
2n
[nr
2
]2)
= 2 exp
(
−nr
2
8
)
,
the desired (1.10). 
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Chapter 2
The exponential convergence of
kernel density estimator in L1 for
φ-mixing processes
(Published in: Annales de L’I.S.U.P.)
This article is a joint work with Professor Liming Wu.
2.1 Introduction
Let {Xi; i ≥ 1} be a sample taken from a φ-mixing process with values in Rd, defined
on probability space (Ω,F ,P) with marginal distribution measure dµ = f(x)dx,
where the density f ∈ L1(Rd) is unknown.
The empirical measure is Ln =
1
n
∑n
i=1 δXi . Let K be a measurable function
such that
(H1) K ≥ 0, ∫
Rd
Kdx = 1,
and set Kh(x) =
1
hd
K(
x
h
). The kernel density estimator of f is defined as usually
as:
f ∗n(x) = Khn ∗ Ln(x) =
1
n
n∑
i=1
1
hdn
K
(
x−Xi
hn
)
, x ∈ Rd (2.1)
where {hn, n ≥ 1} is a sequence of positive numbers (bandwidth) satisfying
(H2) hn → 0, nhdn → +∞ as n→∞.
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A natural distance of f ∗n from the unknown f is its L
1 distance below,
D∗n =
∫
Rd
|f ∗n(x)− f(x)|dx. (2.2)
In the independent and identically distributed (i.i.d in short) case, L. Devroye,
in a fundamental paper [5], proved
Theorem 2.1 Let (Xi) be i.i.d. and K a nonnegative Borel measurable function
on Rd with
∫
K(x)dx = 1 (i.e., (H1)), then the following conditions are equivalent:
(i) D∗n → 0 in probability as n→∞ (weak consistency);
(ii) D∗n → 0 almost surely as n→∞ (strong consistency);
(iii) D∗n → 0 exponentially as n→∞, i.e., for any δ > 0,
lim sup
n→∞
1
n
log P(D∗n > δ) < 0; (2.3)
(iv) limn hn = 0 and limn nh
d
n = ∞ (i.e., (H2)).
Recently Louani [11] (2000) prove the existence of limit in (2.3) and identifies
that limit −I(δ) (i.e., a large deviation principle). And we (together with B. Xie)
[10] establish a weak large deviation principle of f ∗n in L
1 (and it is known that
the good large deviation principle fails). Gao [8] (2002) establishes the large and
moderate deviation principle for f ∗n in L
∞ under mild condition on K, f and (hn).
The study of kernel density estimators in the dependent cases were realized by
many people from different points of view : see Peligrad [13] (1992), T.M. Adams and
A.B. Nobel [1] (1998), Bosq, Merleve`de and Peligrad [3] (1999) and the references
therein. For instance Peligrad [13] established the uniform consistency of f ∗n (i.e., in
L∞ instead of L1) under weaker condition on the φ-dependence coefficient (φk) than
that used in this Note (nevertheless his conditions on K, f, (hn) are much stronger).
In T.M. Adams and A.B. Nobel [1] (1998), a general procedure to construct ergodic
processes for which the kernel density estimator fails to be weakly consistent under
(H1) and (H2) is exhibited.
Note however that in the φ-mixing case, how to extend those results of large and
moderate deviations in [11], [8], [10] in the i.i.d. case is an interesting open question.
This question is quite delicate because even for stationary Doeblin recurrent Markov
chains (for which φk decays exponentially to zero), the large deviation principle
about partial sums fails in general (see Bryc and Dembo [4]).
In this Note we will carry out a first step towards the large deviations of f ∗n,
i.e., to establish the exponential convergence of f ∗n to f in L
1(Rd, dx) for φ-mixing
sequences verifying
∑
k φk < +∞, under (H1) and (H2). Moreover we will yield
an exponential inequality of Hoeffding type. Our main tool is the Hoeffding type
inequality established recently by Rio [14](2000).
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2.2 Main results
We briefly recall what is meant by the terminology of φ-mixing process. Given a
sequence of random variables (Xi)i≥1 with values in R
d defined on (Ω,F ,P). For
two sub-σ-algebras A,B in F , define
φ(A,B) = sup
{∣∣∣∣P(V )− P(U
⋂
V )
P(U)
∣∣∣∣ ; U ∈ A,P(U) 6= 0, V ∈ B
}
.
Define for every integer k,
φk = sup
m≥1
{φ(σ(X1, · · · , Xm), σ(Xm+l; l ≥ k))} .
Theorem 2.2 Let (Xi)i∈N∗ be a stationary sequence of R
d-valued r.v. with marginal
law µ(dx) = f(x)dx. Assume that
Sφ :=
∞∑
k=1
φk < +∞. (2.4)
Let K be a nonnegative measurable function on Rd with
∫
K(x)dx = 1 (i.e.
(H1)) and (hn) a sequence of positive numbers verifying (H2). Then D
∗
n → 0
exponentially as n→∞, i.e.,
lim sup
n→∞
1
n
log P(D∗n > δ) < 0, ∀δ > 0.
Theorem 2.3 In the context of Theorem 2.2, assume (2.4) and (H1) for K. Then
for every n ≥ 1 and all r > 0,
P(|D∗n − ED∗n| > r/
√
n) ≤ 2 exp
(
− r
2
2(1 + 2Sφ)2
)
. (2.5)
2.3 Some deviation inequalities for φ-mixing se-
quences
All of this Note is based on the following Hoeffding type inequality established
recently by E. Rio [14] (2000).
Lemma 2.4 ([14]) Let f : En → R satisfy
|f(x)− f(y)| ≤ L (2.6)
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for all x, y ∈ En verifying #{i; xi 6= yi} = 1. Then ∀λ > 0,
E exp [λ (f(X1, · · · , Xn)− Ef(X1, · · · , Xn))]
≤ exp
(
λ2
8
· nL2(1 + 2Sφ)2
)
;
(2.7)
and in particular ∀t > 0,
P (f(X1, · · · , Xn)− Ef(X1, · · · , Xn) > t) ≤ exp
(
− 2t
2
nL2(1 + 2Sφ)2
)
. (2.8)
Indeed (2.8) is [14], Corollaire 1 and (2.7) is an immediate consequence of [14],
The´ore`me 1 together with the proof of Corollaire 1.
Consider the Hamming distance on En:
dH(x, y) := #{i; xi 6= yi}.
Condition (2.6) is equivalent to
|f(x)− f(y)| ≤ LdH(x, y), ∀x, y ∈ En
i.e., the Lipchitzian coefficient of f w.r.t. the Hamming distance dH is less than L.
In such way we can translate Rio’s inequality (2.7) into the following transportation
inequality, by Bobkov-Go¨tze [2]:
Corollary 2.5 Let µn be the law of (X1, · · · , Xn). Then for any probability mea-
sure ν on En,
W1(ν, µn) ≤ (1 + 2Sφ)
√
n
2
· h(ν;µn). (2.9)
Here
W1(ν;µn) := inf
∫∫
dH(x, y)dpi(x, y)
where the infimum is taken over all probability measures pi on En×En with marginals
ν and µn, is the Wasserstein distance between ν and µn; and
h(ν, µn) :=
{∫
log dν
dµn
dν if ν  µn,
+∞ otherwise
is the relative entropy (or Kullback information) of ν w.r.t. µn.
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Notice that when X1, · · · , Xn are independent, Sφ = 0 and inequality (2.9) is
a consequence of the Pinsky inequality together with the tensorization technique.
Inequality (2.9) was proved at first by Marton [12] (1996) for Doeblin recurrent
Markov chains, and next extended by Samson [15] (2000) for general φ-mixing se-
quences. But the condition in [15] is
∑
k
√
φk < +∞, stronger than the condition
here.
See Ledoux [9] for a systematic treatment (and references) and application of
such a transportation inequality to concentration of measure, and H. Djellout, A.
Guillin and L. Wu [7] (2002) for some further extensions of Rio’s result above.
2.4 Proofs of the main results
2.4.1 Proof of Theorem 2.3
Let
g(x1, · · · , xn) :=
∫
Rd
∣∣∣∣∣ 1n
n∑
j=1
Kh(u− xi)− f(u)
∣∣∣∣∣ du, ∀x = (x1, · · · , xn) ∈ En.
Then D∗n = g(X1, · · · , Xn). Fix i = 1, · · · , n. For all x, y ∈ En such that xj = yj
for all j except j = i, we have
|g(x)− g(y)| ≤ 1
n
∫
Rd
|Kh(u− xi)−Kh(u− yi)| du ≤ 2
n
.
In other words g verifies (2.6) with L = 2/n. Thus applying (2.8) to g and −g, we
get (2.5).
2.4.2 Proof of Theorem 2.2
For the convenience of the reader we recall two well known lemmas in Analysis:
Lemma 2.6 (L1 version of Bochner’s theorem) Let K be a nonnegative Borel func-
tion on Rd with
∫
K(x)dx = 1. Then limh→0+
∫ |Kh ∗ f(x) − f(x)|dx = 0, where
Kh(x) = h
−dK(x/h).
See L.Devroye [5] (Lemma 1, p.897).
Lemma 2.7 (Lebesgue density theorem)If f is a density on Rd and B is a compact
set of Rd with λ(B) > 0 where λ is the Lebesgue measure, then
lim
h→0
λ−1(hB)
∫
x+hB
f(y)dy = f(x), for almost all x.
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See L.Devroye [5] (Lemma 2, p.898).
We now go to the
Proof. [Proof of Theorem 2.2]. The proof is divided into three steps, where the
first two steps are close to that of [28].
Step 1 By Lemma 2.6, it suffices to show that
∫ |f ∗n(x) − Kh ∗ f(x)|dx → 0
exponentially as n→∞. Note that
f ∗n(x) = Kh ∗ Ln = h−d
∫
K(
x− y
h
)dLn(y).
Given ε > 0, we can find finite positive constants M , L, m, a1, · · · , am and
disjoint finite rectangles A1, · · · , Am in Rd of form
∏d
i=1[xi, xi + ai) such that the
function
K(ε)(x) =
m∑
j=1
ajIAj (x)
satisfies: K(ε) ≤M,K(ε) = 0 outside [−L, L]d, and ∫ |K(x)−K(ε)|dx < ε. Define
f (ε),∗n := K
(ε)
h ∗ Ln.
Then
∫
|f ∗n(x)−Kh ∗ f(x)|dx ≤
∫
|f ∗n(x)− f (ε),∗n (x)|dx
+
∫
|f (ε),∗n (x)−K(ε)h ∗ f(x)|dx+
∫
|K(ε)h ∗ f −Kh ∗ f(x)|dx
≤
∫
h−d
∫
|Kε(x− y
h
)−K(x− y
h
)|Ln(dy)dx
+
∫
|f (ε),∗n (x)−K(ε)h ∗ f(x)|dx
+
∫
h−d
∫
|K(ε)(x− y
h
)−K(x− y
h
)|f(y)dydx
≤2ε+
∫
|f (ε),∗n (x)−K(ε)h ∗ f(x)|dx.
(2.10)
Noting that dµ = fdx, then
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∫
|f (ε),∗n (x)−K(ε)h ∗ f(x)|dx ≤
m∑
j=1
|aj|
∫
|h−d
∫
x+hAj
f(y)dy− h−d
∫
x+hAj
Ln(dy)|dx
≤ Mh−d
m∑
j=1
∫
|µ(x+ hAj)− Ln(x+ hAj)|dx.
Consequently for Theorem 2.2, it is enough to prove that for any finite rectangle
A :=
∏d
i=1[xi, xi + ai) of R
d,
h−d
∫
|Ln(x + hA)− µ(x+ hA)|dx→ 0 exponentially as n→∞. (2.11)
Step 2. Fix such a rectangle A :=
∏d
i=1[xi, xi + ai), and let ε > 0 be arbitrary.
Consider the partition of Rd into sets B that are d-fold products of intervals of the
form [
(i− 1)h
N
,
ih
N
), where i is an integer, and N is a fixed integer to be chosen later.
Call the partition Ψ.
Let N be such that mini ai ≥ 2
N
, A∗ = Πdi=1[xi +
1
N
, xi + ai − 1
N
). Define
Cx = x + hA−
⋃
B∈Ψ,B⊆x+hA
B ⊆ x + h(A\A∗).
Clearly, ∫
|µ(x+ hA)− Ln(x+ A)|dx
≤
∫ ∑
B∈Ψ,B⊆x+hA
|µ(B)− Ln(B)|dx+
∫
{µ(Cx) + Ln(Cx)}dx
(2.12)
Using the fact that for any set C, and any probability measure ν on Rd,∫
ν(x + hC)dx = λ(hC),
where λ is the Lebesgue measure, the last term in (2.12) is bounded from above by
2λ(h(A\A∗)) = 2hdλ(A\A∗) = 2hd
(
d∏
i=1
ai −
d∏
i=1
(
ai − 2
N
))
= 2hdλ(A)
(
1−
d∏
i=1
(
1− 2
Nai
))
≤ εhd
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once if N verifies
min
i
ai ≥ 2
N
, and 2λ(A)
(
1−
d∏
i=1
(
1− 2
Nai
))
≤ ε.
Fix such N which is independent of n.
For any finite constant R > 0, letting SOR := {x ∈ Rd; |x| ≤ R}, we can bound
the first term in (2.12) from above by∑
B∈Ψ,B∩SOR 6=φ
|Ln(B)−µ(B)|
∫
B⊆x+hA
dx+
∫
B⊆x+hA
dx{Ln(ScOR)−µ(ScOR)+2µ(ScOR)}.
Here (·)c denotes the complement of a set. Clearly, h−d ∫
B⊆x+hA
dx ≤ λ(A), and
µ(ScOR) < ε by sufficiently large R.
By Lemma 2.4,
P{Ln(ScOR)− µ(ScOR) > δ} ≤ exp
(
− 2nδ
2
(1 + 2Sφ)2
)
, ∀δ > 0.
Consequently for (2.11) it remains to establish∑
B∈Ψ,B∩SOR 6=φ
|Ln(B)− µ(B)| → 0, exponentially. (2.13)
Step 3. Our proof of the key estimate (2.13) is very different from that in [5]
and it is the main new point here. Set
Ψ˜ = {B;B ∈ Ψ, B ∩ SOR 6= ∅}, C :=

⋃
B∈Ψ˜
B


c
B(Ψ˜) = σ{B;B ∈ Ψ˜}.
Regarding Ln and µ as probability measures on B(Ψ˜), and denoting the total
variation of Ln − µ on B(Ψ˜) by ‖Ln − µ‖B(Ψ˜), we have
∑
B∈Ψ,B∩SOR 6=∅
|Ln(B)− µ(B)| ≤ ‖Ln − µ‖B(Ψ˜) = 2 max
B˜∈B(Ψ˜)
|Ln(B˜)− µ(B˜)|.
Therefore,
P

 ∑
B∈Ψ,B∩SOR6=∅
|Ln(B)− µ(B)| > ε

 ≤ P( max
B˜∈B(Ψ˜)
|Ln(B˜)− µ(B˜)| > ε
2
)
≤
∑
B˜∈B(Ψ˜)
P
(
|Ln(B˜)− µ(B˜)| > ε
2
)
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At first by Lemma 2.4, for each B˜ ∈ B(Ψ˜),
P
(
|Ln(B˜)− µ(B˜)| > ε
2
)
≤ P
(
Ln(B˜) > µ(B˜) +
ε
2
)
+ P
(
Ln(B˜) < µ(B˜)− ε
2
)
≤ 2 exp
(
− nε
2
2(1 + 2Sφ)2
)
.
Secondly, the number of elements #Ψ˜ in Ψ˜ is not greater than
(
2RN
h
+ 2
)d
= o(n)
by (H2), B˜(φ) has 2#Ψ˜ = 2o(n) elements for n large enough. Consequently
P

 ∑
B∈Ψ,B∩SOR6=∅
|Ln(B)− µ(B)| > ε

 ≤ 2o(n)2 exp(− nε2
2(1 + 2Sφ)2
)
where the desired (2.13) follows. This completes the proof of Theorem 2.2.
2.5 Concluding remarks
From the proof of Theorem 2.2 above, we see clearly that for proving the exponential
convergence of f ∗n to the unknown density f in L
1, it is enough to show the key
relation (2.13) together with the exponential convergence of Ln(S
c
OR) to µ(S
c
OR).
Thus by following the proof of (2.13), we see that Theorem 2.2 will remain valid
once if we can prove the following exponential deviation inequality
P(|Ln(A)− µ(A)| > δ) ≤ C1(δ)e−C2(δ)n, ∀A ⊂ B(Rd) (2.14)
for some constants C1(δ), C2(δ) depending only on δ (independent of n,A) and for
any δ > 0.
In this Note we have applied Rio’s inequality which is stronger than (2.14). The
reader certainly guess that (2.14) holds in a much wider situation than the uniform
mixing case treated in this paper.
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Chapter 3
Large deviations of kernel density
estimator in L1(Rd) for uniformly
ergodic Markov processes
(Published in: Stochastic Processes and their Applications)
This article is a joint work with Professor Liming Wu.
3.1 Introduction
Let {Xn;n ≥ 0} be a Doeblin recurrent Markov chain valued in a Borel measurable
subset E of Rd, defined on the probability space (Ω, (Fn)n∈N,F , (Px)x∈E), with (un-
known) transition kernel P (x, dy). Moreover, we assume that the unique invariant
measure µ of P is absolutely continuous, i.e., µ(dx) = f(x)dx where the density f
is unknown.
Let K be a measurable function such that
K ≥ 0,
∫
Rd
K(x)dx = 1, (3.1)
and set Kh(x) =
1
hd
K(
x
h
). Given the observed sample {X0, · · · , Xn−1}, we consider
the empirical measure Ln =
1
n
∑n−1
i=0 δXi and define the kernel density estimator of
the unknown f as usually as:
f ∗n(x) = Khn ∗ dLn(x) =
1
n
n−1∑
i=0
1
hdn
K
(
x−Xi
hn
)
, x ∈ Rd (3.2)
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where {hn, n ≥ 0} is a sequence of positive numbers (bandwidth) satisfying
hn → 0, nhdn → +∞ as n→∞. (3.3)
A natural distance of f ∗n from the unknown f is its L
1(Rd) := L1(Rd, dx) distance
below,
D∗n =
∫
Rd
|f ∗n(x)− f(x)|dx. (3.4)
The limit behavior of f ∗n in L
1(Rd) is a subject of current study.
In the i.i.d. case, Devroye [6] proved that all types of L1(Rd)-consistency are
equivalent to the condition(3.3) on the bandwidth (hn). Cso¨rgo¨ and Horva´th [3] and
Horva´th [11] investigated the asymptotic normality of D∗n. Louani [16] established
the large deviation principle (LDP in short) of D∗n. Gao [8] obtained the LDP and
the moderate deviation principle of f ∗n in L
∞(Rd). And recently Lei, Wu and Xie
[14] prove the weak LDP of f ∗n in L
1(Rd), and show that the corresponding LDP
is false. More recently Gao [9] obtains the moderate deviation principle of f ∗n in
L1(Rd) and the law of the iterated logarithm for D∗n. Gine´, Mason and Zaitsev [10]
establish a functional central limit theorem and a Glivenko-Cantelli theorem.
How to extend those results from the i.i.d. case to Markov processes (or depen-
dent case) is a very natural and important question. In fact, numerous practical
models from economic time series or biologies are Markov process (cf. [2]), for which
it is very important to estimate the asymptotic equilibrium measure µ(dx) = f(x)dx.
Known works in the dependent case are concentrated on the consistency of f ∗n and
its asymptotic normality,see Peligrad [18] , Bosq, Merleve`de and Peligrad [1] and
the references therein. But little is known about the large deviations of f ∗n and D
∗
n
in the dependent case.
In a recent work [15], as a first step towards the large deviations of f ∗n, we prove
the exponential convergence of f ∗n to f for a φ-mixing sequence (Xn). In this paper
which is a sequel to [15], we investigate the large deviations of f ∗n in L
1(Rd) and of
D∗n in the framework of uniformly ergodic Markov chains (see (H) below).
Large deviation of occupation measures Ln for Markov processes is a traditional
subject in probability, initiated by Donsker and Varadhan [7]. The rate function is
the Donsker-Varadhan level-2 entropy given by
J(ν) := sup
{∫
log
u
Pu
dν; 1 ≤ u ∈ bB(E)
}
, ∀ν ∈M1(E) (3.5)
where bB(E) is the space of real bounded functions measurable w.r.t. the Borel
σ-field B(E) of E, and M1(E) denotes the space of all probability measures on E.
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Deuschel and Stroock [5] (Thm 4.1.14) obtained the LDP of Ln w.r.t. the τ -
topology (i.e., the weakest topology on M1(E) such that ν → ν(f) :=
∫
E
f(x)dν(x)
is continuous for all f ∈ bB(E)), under the following
(H) (uniform ergodicity) there exists 1 ≤ l ≤ N ∈ N and M ≥ 1 such that
P l(x,A) ≤MP (y, A) + · · ·+ P
N(y, A)
N
, ∀x, y ∈ E,A ∈ B(E).
A lot of significant progresses have been made after, see [4], [23], [13] and the
references therein.
This paper is organized as follows. The main results such as the weak*-LDP of
f ∗n on L
1(Rd), the large deviation estimation for Px(D
∗
n > δ) and the asymptotic
efficiency of the estimator f ∗n in the Bahadur sense etc are presented in the next
section. Those results are, as far as we know, obtained for the first time in the
dependent case. In Section 3, we prepare several lemmas. We give the proofs of the
main results in the last part: Section 4-7.
3.2 Main results
Throughout this paper, we adopt the following notations. Lp(Rd) := Lp(Rd, dx),
Lp(µ) := Lp(E, µ); ‖f‖1 = ‖f‖L1(Rd,dx). We denote by bB (resp. bB(E)) the space
of all real bounded and Borel B-measurable functions on Rd (resp. E) equipped
with the sup norm ‖V ‖ = supx |V (x)|. We write ν(V ) = 〈V 〉ν :=
∫
E
V (x)dν(x).
Without loss of generality, we assume that (Xn)n≥0 is the system of coordinates on
Ω := EN and Px is the law of the Markov chain with the transition kernel P and
the starting point x ∈ E. Set Pν(·) :=
∫
E
Px(·)dν(x) and Eν(·) =
∫
Ω
· dPν. Let
(θω)n := ωn+1(n ∈ N) be the shift on Ω.
When the bandwidth hn → 0, f ∗ndx is “close” to Ln in the τ -topology, so we may
hope that f ∗ndx satisfies the same LDP as Ln. This intuition is true :
Theorem 3.1 Assume (H) and hn → 0 (without (3.3)). Then Px(f ∗n ∈ ·) satisfies,
uniformly for the initial points x ∈ E, the LDP in L1(Rd) w.r.t. the weak topology
σ(L1, L∞), with the rate function given by
J(g) :=
{
J(gdx), if g ∈ P(E)
+∞, if g ∈ L1(Rd)\P(E). (3.6)
Here J(·) is the Donsker-Varadhan level-2 entropy given in (3.5), P(E) is the set
of all probability density functions on Rd with support in E, i.e., those g ∈ L1(Rd)
such that g ≥ 0 on Rd, g = 0, a.e. on Ec := Rd\E and ∫
Rd
gdx = 1.
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More precisely, J is inf-compact on (L1(Rd), σ(L1, L∞)), and for any measurable
subset A of L1(Rd),
− inf
g∈
◦
Aσ
J(g) ≤ lim inf
n→∞
1
n
log inf
x∈E
Px(f
∗
n ∈ A)
≤ lim sup
n→∞
1
n
log sup
x∈E
Px(f
∗
n ∈ A) ≤ − inf
g∈A¯σ
J(g)
where
◦
Aσ, A¯σ denote respectively the interior and the closure of A w.r.t. the weak
topology σ(L1, L∞).
The LDP w.r.t. the weak topology on L1(Rd) above is of the same type as the
classical results for Ln w.r.t. the τ -topology. But it is too weak in the sense that
it does not entail the consistency, i.e., D∗n → 0 in probability. For statistical issues,
the main objects to be studied are
(i) Px(‖f ∗n−g‖1 < δ) where g ∈ P(E) is fixed, which is important in the hypothesis
testing: H0 : dµ(x) = f(x)dx against H1 : dµ(x) = g(x)dx; or
(ii) Px(D
∗
n > δ), whose statistical importance is obvious.
Unfortunately Theorem 3.1 can not be applied for them, since {g˜ ∈ L1(Rd); ‖g˜−
g‖1 < δ} is not open in σ(L1, L∞) and {g˜ ∈ L1(Rd); ‖g˜ − f‖1 ≥ δ} is not closed in
σ(L1, L∞). They are objects of
Theorem 3.2 Assume (H) and (3.3). Then Px(f
∗
n ∈ ·) satisfies, uniformly for
initial state x ∈ E, the weak*-LDP on (L1(Rd), ‖ · ‖1) with the rate function J(g)
given by (3.6), i.e., for any g ∈ L1(Rd),
lim
δ→0
lim inf
n→∞
1
n
log inf
x∈E
Px(‖f ∗n − g‖1 < δ)
= lim
δ→0
lim sup
n→∞
1
n
log sup
x∈E
Px(‖f ∗n − g‖1 < δ) = −J(g).
(3.7)
Notice that the corresponding (good) LDP is in general not true, because even
in the i.i.d. case, J(g) = J iid(g) =
∫
g(x) log g(x)
f(x)
dx (for g ∈ P(E) and gdx fdx)
is not inf-compact on (L1(Rd), ‖ · ‖1) (as noted in [14]).
Theorem 3.3 Assume (H) and (3.3). Then
(a) For any δ > 0,
−I(δ) ≤ lim inf
n→∞
1
n
log inf
x∈E
Px(‖f ∗n − f‖1 > δ)
≤ lim sup
n→∞
1
n
log sup
x∈E
Px(‖f ∗n − f‖1 > δ) ≤ −I(δ−)
(3.8)
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where
I(δ) = inf{J(g)|g ∈ P(E), ‖g − f‖1 > δ}. (3.9)
(b) We have for any δ > 0,
I(δ) ≥ 1
l
(
I iid(δ)− logM) (3.10)
where l,M are given in (H), and I iid(δ) is the rate function of the LDP of
‖f ∗n−f‖1 in the case where (Xn) are i.i.d. of common law µ (see (3.14) below).
(c) Besides (H), assume that P is aperiodic. Then we also have
I(δ) ≥ δ
2
2(1 + S)2
, ∀δ > 0 (3.11)
where S :=
∑∞
k=1 supx,y∈E ‖P k(x, ·)−P k(y, ·)‖TV (here ‖·‖TV denotes the total
variation) is finite.
Remarks (2.i) Parts (b) and (c) of Theorem 3.3 are served for δ large or small,
respectively. By the contraction principle and the LDP of Ln under (H) in [5] (Thm
4.1.14), for each V ∈ bB(E), Ln(V )− µ(V ) satisfies the LDP with the inf-compact
rate function given by
JV (r) = inf{J(ν); ν(V ) = µ(V ) + r}, ∀r ∈ R. (3.12)
Since JV (0) = 0 and JV is convex with values in [0,+∞], JV is nondecreasing and left
continuous on [0,+∞). Consequently using ‖ν − µ‖TV = sup‖V ‖≤1[ν(V )− µ(V )] =
2 supA∈B |ν(A)−µ(A)| (for two probability measures µ, ν), we can identify I(δ) given
in (3.9) as
I(δ) = inf{J(ν)| sup
‖V ‖≤1
[ν(V )− µ(V )] > δ}
= inf
‖V ‖≤1
inf
r>δ
JV (r) = inf
‖V ‖≤1
JV (δ+)
= inf{J(ν)| sup
A∈B(E)
[(ν(A)− µ(A)] > δ/2} = inf
A∈B(E)
JA(δ/2+)
(3.13)
where JA = J1A . In the i.i.d. case, the last expression in (3.13) above coincides
exactly with the rate function of the LDP for D∗n found by Louani [16]. Indeed,
when µ(A) = a ∈ (0, 1), then for any δ > 0, J iidA (δ/2) is given by
Γ+a (δ) =
{
(a + δ
2
) log(1 + δ
2a
) + (1− a− δ
2
) log(1− δ
2(1−a)
) if 0 < δ < 2− 2a
+∞, otherwise
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(then J iidA (δ/2) = J
iid
A (δ/2+)) and
I iid(δ) := inf
a∈(0,1)
Γ+a (δ) = inf
A
J iidA (δ/2) (3.14)
which is I iid in [16].
Remarks (2.ii) If I were increasing on (0, a) where a := sup{r > 0; I(r) < +∞},
then we can prove in fact the LDP of D∗n in R
+ with the rate function δ → I(δ−),
from (3.8).
In the results above, we have the large deviation estimates of the estimator
f ∗n, useful in statistics. We now show that f
∗
n is asymptotically optimal in the
Bahadur sense. Let Θ be the set of unknown data (P, µ) verifying (H) and µ(dx) 
dx. Given a subset D of the unit ball in bB, we say that an estimator Tn(·) :=
Tn(·;X0, · · · , Xn−1) ∈ L1(Rd) is an asymptotically σ(L1,D)-consistent estimator of
the density f , if ∀V ∈ D,
∫
Rd
Tn(x)V (x)dx→
∫
Rd
f(x)V (x)dx
in probability measure Pµ. From the results above, we shall derive:
Theorem 3.4 Given (P, µ) ∈ Θ, let ((Xn), (Px)x∈E) be the associated Markov pro-
cess.
(a) (Bahadur type lower bound) Assume that D is dense in the unit ball
of L∞(Rd) w.r.t. the weak* topology σ(L∞, L1). Then for any σ(L1,D)-
asymptotically consistent estimator Tn of the density f ,
lim inf
r→0+
1
r2
lim inf
n→∞
1
n
log Pµ(‖Tn − f‖1 > r)
≥ − 1
2 sup‖V ‖≤1 σ
2(V )
= − 1
8 supA∈B σ
2(1A)
(3.15)
where
σ2(V ) := V arµ(V ) + 2
∞∑
k=1
〈V − µ(V ), P kV 〉µ.
If moreover ‖Tn−Tn◦θN‖1 ≤ δn → 0, then (3.15) still holds with Pµ substituted
by infx∈E Px.
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(b) (Asymptotic efficiency of f ∗n in the Bahadur sense) If hn verifies (3.3),
then
lim inf
r→0+
1
r2
lim
n→∞
1
n
log inf
x∈E
Px(‖f ∗n − f‖1 > r)
= lim sup
r→0+
1
r2
lim
n→∞
1
n
log sup
x∈E
Px(‖f ∗n − f‖1 > r)
= − 1
2 sup‖V ‖≤1 σ
2(V )
= − 1
8 supA∈B σ
2(1A)
.
(3.16)
Thus f ∗n is an asymptotically efficient estimator of f in the Bahadur sense. And
1/σ2(V ) can be interpreted as the Fisher information at the direction V of our
statistical model Θ.
All the results above except perhaps Theorem 3.4(a) are, as far as we know, new
in the dependent case.
Remarks (2.iii) In comparison with the i.i.d. case, the new object in the Markov
chain case is the transition kernel density p(x, y) := P (x, dy)/dy. For its estimation
or more precisely F (x, y) := f(x)p(x, y), no more effort is required due to the sub-
tleness of our assumption (H). Indeed, consider the Markov chain Yn := (Xn, Xn+1)
with values in E2, whose transition kernel still verifies (H) and whose unique in-
variant measure is F (x, y)dxdy. The Donsker-Varadhan level-2 entropy for this new
Markov chain possesses an explicit expression ([5]):
J (2)(Q) :=
{∫∫
E×E
Q(dx, dy) log Q(x,dy)
P (x,dy)
, if Q ∈M s1 (E2), Q(x, ·)  P (x, ·)
+∞ otherwise
(3.17)
where Q ∈ M s1 (E2) iff Q ∈ M1(E2) and Q(A × E) = Q(E × A), ∀A ∈ B(E), and
Q(x, dy) is the regular conditional distribution of the second coordinate X1 knowing
the first X0 = x. Consider the kernel density estimator
F ∗n(x, y) :=
1
n
n−1∑
k=0
Khn(x−Xk) ·Khn(y −Xk+1).
Hence the previous results apply for F ∗n if the condition (3.3) is substituted by
hn → 0 and nh2dn → +∞.
3.3 Several lemmas
For every V ∈ bB(E), put P V (x, dy) := eV (x)P (x, dy). We have the Feynman-Kac
formula
(P V )nf(x) = Exf(Xn) exp
n−1∑
k=0
V (Xk).
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Let ‖(P V )n‖ := sup‖f‖≤1‖(P V )nf‖ = ‖(P V )n1‖ be the norm of P V acting on bB(E).
Consider the uniform Cramer functional ([5])
Λ(V ) = lim
n→∞
1
n
log ‖(P V )n‖ = lim
n→∞
1
n
log sup
x∈E
Ex exp
(
n−1∑
k=0
V (Xk)
)
,
then eΛ(V ) is the spectral radius of P V on bB(E). It is well known ([5]) that
J(ν) = sup{ν(V )− Λ(V )|V ∈ bB(E)}, ∀ν ∈M1(E). (3.18)
By the LDP of Ln in [5] and the Laplace principle due to Varadhan, ∀V ∈ bB(E),
Λ(V ) = sup{ν(V )− J(ν)|ν ∈M1(E)} = sup
{∫
gV dµ− J(g)|g ∈ P(E)
}
, (3.19)
where the second equality follows from the fact that if J(ν) < +∞, then ν  µ
under (H) (see [22] (B.23)).
By (H), P l(x, dy) ≤Mµ(dy). Hence for each V ∈ bB(E),
Λ(V ) = lim
n→∞
1
n
log Eµ exp
(
n−1∑
k=0
V (Xk)
)
. (3.20)
Lemma 3.5 For positive operator P V defined as above, let (P V )
∗
be the dual op-
erator of P V w.r.t. µ. Then
(a) There exist φ ∈ bB(E), ψ ∈ bB(E) both strictly positive, such that
P V φ = eΛ(V )φ over E, (P V )
∗
ψ = eΛ(V )ψ, µ− a.s.
and the following Harnack inequalities hold:
φ(y)
φ(x)
∨ ψ(y)
ψ(x)
≤ M
N
· e2N‖V ‖ ·
∑N
k=1 e
kΛ(V )
elΛ(V )
≤Me3N‖V ‖, ∀x, y ∈ E. (3.21)
(b) Put
QV (x, dy) =
φ(y)
eΛ(V )φ(x)
eV (x)P (x, dy),
then QV is Doeblin recurrent, and νV := φψµ is the unique invariant probability
measure for QV .
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Proof. (a) Under (H), P l(x, dy) ≤Mµ(dy) and then PN(x, dy) ≤Mµ(dy). Thus
(P V )N is uniformly integrable in L∞(µ) in the terms of [23]. By Theorem 3.2 in
[23], there exists some 0 ≤ ϕ ∈ L∞(µ) such that µ(ϕ) > 0 and
(P V )Nϕ = rNϕ, µ− a.s.
where r is the spectral radius of P V in L∞(µ). Since (P V )N(x, dy) ≤ eN‖V ‖Mµ(dy),
then letting g := (P V )Nϕ, we see that (P V )Ng = rNg everywhere over E. By (3.20),
r = eΛ(V ). Finally setting
φ(x) =
N∑
k=1
(P V )kg(x),
which is strictly positive by (H), we have for all x ∈ E,
P V φ(x) = rφ(x) = eΛ(V )φ(x), ∀x ∈ E.
Since for any x, y,
φ(y)
φ(x)
=
(P V )
l
φ(y)∑N
k=1(P
V )kφ(x)
·
∑N
k=1 e
kΛ(V )
elΛ(V )
,
using (H) and −‖V ‖ ≤ V (x) ≤ ‖V ‖, we get
φ(y)
φ(x)
≤ M
N
· e2N‖V ‖ ·
∑N
k=1 e
kΛ(V )
elΛ(V )
where the desired Harnack inequality (3.21) for φ follows.
For the corresponding result about (P V )∗, we choose a kernel P ∗(x, dy), which
is the dual of P (w.r.t. µ) and also satisfies (H). Applying the previous argument
to eV (y)P ∗(x, dy) which is the dual of P V (w.r.t. µ), we get the existence of ψ and
the Harnack inequality (3.21) for ψ .
(b) It is easy to verify that QV is a Markov kernel, and φψµ is an invariant
measure of QV . As QV again satisfies (H) by part (a), it is Doeblin recurrent. Then
φψµ is the unique invariant measure of QV .
Lemma 3.6 Under (H), we have for every V ∈ bB(E) such that ‖V ‖ ≤ 1, ∀r >
0, n ≥ 1 so that 4N/n ≤ r,
sup
x∈E
Px
(
1
n
n−1∑
k=0
V (Xk) > µ(V ) + r
)
≤M exp
(
−nJV
(
r − 4N
n
))
, (3.22)
where JV (r) is the rate function governing the LDP of Ln(V )−µ(V ), given in (3.12).
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Notice that in the i.i.d. case, M = N = 1 and (3.22) is exactly the well known
Cramer inequality. This lemma is basic to Theorem 3.3.
Proof. (following closely [5]) 1) At first by Deuschel and Stroock [5] Lemma 4.1.4,
pn(r) := inf
x∈E
Px
(
1
n
n−1∑
k=0
V (Xk) > µ(V ) + r
)
is super-multiplicative, i.e., pn+m ≥ pnpm, ∀n,m ∈ N∗. Thus
1
n
log pn(r) ≤ sup
m≥1
log pm(r)
m
= lim
m→∞
log pm(r)
m
.
But by the uniform LDP of Ln(V ) =
1
n
∑n−1
k=0 V (Xk) in [5] and the increasingness of
JV on R
+, we have lim
m→∞
log pm(r)
m
≤ −JV (r) for every r ≥ 0. Thus
inf
x∈E
Px
(
1
n
n−1∑
k=0
V (Xk) > µ(V ) + r
)
≤ e−nJV (r), ∀n ≥ 1, r ≥ 0. (3.23)
2) For every k = 1, · · · , N , since
|Ln(V ) ◦ θk − Ln(V )| ≤ 2k
n
≤ 2N
n
,
letting ε = 2N
n
, we have for any r ∈ R, n ≥ 1 and x ∈ E,
fn,r(x) := Px (Ln(V ) > µ(V ) + r) ≤ Px
(
Ln(V ) ◦ θk > µ(V ) + r − ε
)
= (P kfn,r−ε)(x)
and similarly
fn,r(x) ≥ Px
(
Ln(V ) ◦ θk > µ(V ) + r + ε
)
= (P kfn,r+ε)(x).
Thus using (H), we obtain for any x, y ∈ E,
fn,r(x) ≤ (P lfn,r−ε)(x) ≤M 1
N
N∑
k=1
(P kfn,r−ε)(y) ≤Mfn,r−2ε(y).
Hence the desired result follows by (3.23).
The following result is technically crucial for all results in this paper.
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Lemma 3.7 (a) Λ(V ) is Gateaux-differentiable on bB(E).
(b) If Vn → V in measure µ and supn ‖Vn‖ ≤ C, then Λ(Vn) → Λ(V ).
Proof. (a) Under (H), (P V )N is uniformly integrable in L∞(µ), then by [23],
Proposition 2.1, (P V )2N is compact in L∞(µ) . Consequently by the perturba-
tion theory of linear operators [12](Chap.VII, Theorem 1.8), the largest eigenvalue
e2NΛ(V ) of (P V )2N , is real-analytic, i.e., Λ(V + tV˜ ) is analytic on t ∈ R for any
V, V˜ ∈ bB fixed.
(b) At first lim infn→∞ Λ(Vn) ≥ Λ(V ) by (3.19). Notice that eNΛ(V ) is the spectral
radius of (P V )N in L∞(µ). Now the inverse inequality lim supn→∞ Λ(Vn) ≤ Λ(V ),
follows by [23], Prop. 3.8. applied to pin := (P
Vn)N .
Lemma 3.8 (Gibbs type principle) Given a function V ∈ bB(E), a probability
measure ν on E satisfies
J(ν) = 〈ν, V 〉 − Λ(V )
iff ν = νV := φψµ, where φ (resp. ψ) is the right (resp. left) eigenfunction of P
V
associated with eΛ(V ) given in Lemma 3.5(a) verifying µ(φψ) = 1.
Proof. Recall at first that
J(ν) = inf{J (2)(Q)|Q ∈M s1 (E2), Q(A× E) = ν(A), ∀A ∈ B(E)} (3.24)
where J (2)(Q) is given in (3.17) (cf. [7], [5]).
“⇐=” Let QV (dx, dy) = νV (dx)QV (x, dy). By the definition (3.17), we have
J (2)(QV ) = EQ
V
log
QV (x, dy)
P (x, dy)
= EQ
V
log
φ(y)
eΛ(V )φ(x)
· eV (x)
=
∫
log
eV (x)
eΛ(V )
dνV (x) = 〈V, νV 〉 − Λ(V )
(3.25)
By (3.24), J(νV ) ≤ 〈V, νV 〉 − Λ(V ) and the equality holds by (3.18).
“=⇒” It is well known from the convex analysis that
J(ν) = 〈ν, V 〉 − Λ(V ) ⇐⇒ ν ∈ ∂Λ(V ) (3.26)
where ∂Λ(V ) denotes the set of sub-differentials of Λ(·) at V (which is contained in
the topological dual space (bB(E))′ to whichM1(E) is embedded). Since νV ∈ ∂Λ(V )
(by the sufficiency above) and Λ(V ) is Gateaux-differentiable on bB by Lemma 3.7,
∂Λ(V ) is the singleton {νV }.
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The following lemma is a main result in [15], which will be crucial in the proof
of the lower bound in Theorem 3.2.
Lemma 3.9 ([15], Theorem 2.1) Given a stationary sequence (Xi)i∈N valued in E
such that µ(dx) = P(Xi ∈ dx) = f(x)dx. Let (φk)k≥1 be the φ-mixing coefficient of
(Xi)i∈N. Assume (3.3) and
Sφ :=
∞∑
k=1
φk < +∞. (3.27)
Let D∗n be given by (1.2). Then D
∗
n → 0 exponentially as n→∞, i.e.,
lim sup
n→∞
1
n
log P(D∗n > δ) < 0, ∀δ > 0.
Corollary 3.10 If P is a Doeblin recurrent ([17]) Markov kernel on E with the
unique invariant probability measure dµ(x) = f(x)dx, then
lim sup
n→∞
1
n
log Pµ(D
∗
n > δ) < 0, ∀δ > 0.
Proof. If P is moreover aperiodic, then Sφ < +∞ (well known, see the proof of
Theorem 3.3(c) in Section 6) and this corollary follows directly from Lemma 3.9.
Now assume that P is of period d > 1. By the classical theory of Markov chains
in [17], we have the following cyclic decomposition: E = N ⋃E1⋃ · · ·⋃Ed where
µ(N ) = 0 and
(i) N , E1, · · · , Ed are disjoint;
(ii) P (x, Ei+1) = 1, ∀x ∈ Ei (here Ed+1 := E1);
(iii) there are C > 0 and r ∈ (0, 1) such that
sup
x∈Ei
‖P nd(x, ·)− µi‖TV ≤ Crn, ∀n ≥ 0, i = 1, · · · , d
where fi = f1Eid and µi = d1Eiµ = fidx. Let
f ∗n,d(x) :=
1
n
n−1∑
k=0
Khn(x−Xdk).
Since P d|Ei is Doeblin recurrent and aperiodic on Ei by property (iii) above, we
have by Lemma 3.9,
lim sup
n→∞
1
n
log Pµi(‖f ∗n,d ◦ θj − fi+j‖1 > δ) < 0, ∀δ > 0
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for all i, j = 1, · · · , d where i + j := i + j(mod d). As f ∗nd(x) = 1d
∑d
j=1 f
∗
n,d ◦ θj and
f = 1
d
∑d
j=1 fi+j, then we get for any δ > 0 and i = 1, · · · , d
lim sup
n→∞
1
nd
log Pµi(‖f ∗nd − f‖1 > δ)
≤ lim sup
n→∞
1
nd
log
d∑
j=1
Pµi(‖f ∗n,d ◦ θj − fi+j‖1 > δ) < 0
where the desired result follows.
Lemma 3.11 Under (H), we have:
(a) for any k ≥ 1, there exists some δ > 0 such that
sup
|t|≤δ
sup
‖V ‖≤1
∣∣∣∣ dkdtk Λ(tV )
∣∣∣∣ < +∞
and for every V ∈ bB(E), Λ′′(tV )|t=0 = σ2(V ).
(b) the rate function JV given in (3.12) satisfies
JV (r) =
{
supt∈R (t[(r + µ(V )]− Λ(tV )) , ∀r ∈ R,
supt≥0 (t[(r + µ(V )]− Λ(tV )) , ∀r ≥ 0,
(3.28)
and JV is strictly convex on [JV < +∞]0 = (a, b) where a = limt→−∞ ddtΛ(tV )−
µ(V ) and b = limt→+∞
d
dt
Λ(tV )− µ(V ) (in particular JV is strictly increasing
and continuous in [0, b)); moreover
lim
r→0+
JV (r)
r2
=
1
2σ2(V )
∈ (0,+∞].
Proof. (a) We shall follow the approach in [21], in which it is assumed that 1
is the unique isolated eigenvalue z ∈ C of P in bB(E) such that |z| = 1. Under
(H), the last assumption is satisfied if P is aperiodic. Let us see how to bypass this
assumption.
Under (H), recall the cyclic decomposition E = N ⋃⋃di=1Ei in the proof of
Corollary 3.10 above. Let us consider P d|Ei which is Doeblin recurrent on Ei, ape-
riodic, with the unique invariant probability measure µi. Hence 1 is the unique
isolated eigenvalue z ∈ C of P d|Ei in bB(Ei) such that |z| = 1.
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For each V ∈ bB(E), consider the following operator acting on bB(E1):
RV f(x) := Exf(Xd)e
Pd−1
k=0 V (Xk) = (P V )d|E1f(x), ∀x ∈ E1.
It is obvious that the spectral radius rsp(R
V ) of RV in bB(E1) is not greater than
rsp((P
V )d) = edΛ(V ). On the other hand, by the LDP in [5] for any initial measure
and the fact that (P V )d1Ec1 = 0 on E1, we have
log rsp(R
V ) ≥ lim
n→∞
1
n
log µ1[(P
V )nd1E1 ]
= lim
n→∞
1
n
log µ1[(P
V )nd1]
= dΛ(V ).
Thus rsp(R
V ) = edΛ(V ).
As in [21], we will apply the analytical perturbation theory in Kato [12]. For each
z ∈ C, consider RzV acting on the complexified space bCB(Ei), which is analytical
in z in the sense of [12]. Then for any η ∈ (0, 1/2) sufficiently small, there exists
δ > 0 and C > 0 such that for all V ∈ bB(E) with ‖V ‖ ≤ 1,
1) the eigenvalue λmax(R
zV ) of RzV with the largest modulus is isolated in the
spectrum of RzV and |λmax(RzV )− 1| ≤ η for |z| ≤ 2δ;
2) for all |z| ≤ 2δ, the eigenprojection E(z, V ) of RzV associated with λmax(RzV )
is unidimensional and
‖E(z, V )1E1 − 1E1‖ < 1/2, ‖(RzV )n(I − E(z, V ))‖ ≤ C(1− 2η)nd, ∀n;
3) z → λmax(RzV ) and z → E(z, V )f is analytic in z for |z| ≤ 2δ;
where properties 1) and 2) follow by [12], Chap.IV, Theorem 3.16, and the property
3) by [12], Chap.VII, Theorem 1.8..
Then Λ(zV ) := 1
d
log λmax(R
zV ) is analytic for |z| ≤ 2δ and coincides with Λ(tV )
when z = t ∈ [−2δ, 2δ] ⊂ R.
Let Λn(zV ) :=
1
nd
log Eµ1 exp(
∑nd−1
k=0 zV (Xk)) =
1
nd
log〈1, (RzV )n1〉µ1 . By the
properties 1) and 2) above, we have
〈1, (RzV )n1〉µ1 = endΛ(zV )〈1, E(z, V )1〉µ1 +O((1− 2η)nd)
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where it follows that Λn(zV ) → Λ(zV ) uniformly over z : |z| ≤ 2δ and V : ‖V ‖ ≤ 1.
Thus by Cauchy’s theorem and the property 3) above,
sup
‖V ‖≤1
sup
|z|≤δ
∣∣∣∣ dkdzk Λ(zV )
∣∣∣∣ < +∞,
sup
‖V ‖≤1
sup
|z|≤δ
∣∣∣∣ dkdzk Λn(zV )− d
k
dzk
Λ(zV )
∣∣∣∣→ 0.
Applying the above estimate to k = 2 and notice that Eµi
∑d
k=1 V (Xk) = dµ(V ),
Λ′′n(tV )|t=0 =
1
nd
Eµ1
(
nd−1∑
k=0
V (Xk)− Eµ1
nd−1∑
k=0
V (Xk)
)2
→ V arPµ1
(
d−1∑
k=0
V (Xk)
)
+ 2
∞∑
n=1
CovPµ1
(
d−1∑
k=0
V (Xk),
d−1∑
k=0
V (Xnd+k)
)
.
From the cyclic decomposition, we see that the last quantity above is exactly σ2(V ).
Thus Λ′′(tV )|t=0 = σ2(V ).
(b) By the LDP of Ln in [5] and the Laplace principle due to Varadhan, we have
for all t ∈ R,
Λ(t[V − µ(V )]) = sup{ν(tV )− tµ(V )− J(ν); ν ∈M1(E)} = sup
r∈R
{tr − JV (r)},
Hence the Legendre-Fenchel theorem gives us
JV (r) = sup
t∈R
{tr − Λ(t[V − µ(V )])} = sup
t∈R
{t(r + µ(V )]− Λ(tV )}, ∀r ∈ R
for Λ(t[V − µ(V )]) = Λ(tV ) − tµ(V ). When r ≥ 0, since d
dt
Λ(tV )|t=0 = µ(V ), the
supremum above can be taken only for t ≥ 0. Then (3.28) is proved.
All other properties of JV (r) = supt∈R(tr−Λ(t[V −µ(V )])) are easy consequences
of the elementary convex analysis.
Lemma 3.12 (Bishop-Phelps)(cf.[20] or [22]) Assume Λ is a convex real function
on a Banach space Y . Assume xo ∈ Y ′ (the topological dual space) satisfies:
∃c ∈ R : Λ(y) ≥ 〈x0, y〉 − c, ∀y ∈ Y
then ∀y ∈ Y, ∀ε > 0, ∃y′ ∈ Y, x′ ∈ ∂Λ(y′), such that
‖x′ − x0‖ ≤ ε, ‖y′ − y‖ ≤ 1
ε
(Λ(y)− 〈x0, y〉+ Λ∗(x0))
where Λ∗(x) := sup{〈x, y〉−Λ(y) | y ∈ Y }), ∀x ∈ Y ′ is the Legendre transformation
of Λ(y).
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3.4 Proof of Theorem 3.1
The desired LDP of f ∗n in (L
1(Rd), σ(L1, L∞)) is equivalent to the LDP of f ∗n(x)dx on
M1(R
d) w.r.t. the τ -topology σ(M1(R
d), bB). Since Λ(V 1E) is Gateaux-differentiable
on bB by Lemma 3.7(a), by the abstract Ga¨rtner-Ellis theorem ([22], p290, Theorem
2.7), it is enough to show that for each V ∈ bB,
lim inf
n→∞
1
n
log inf
x∈E
Ex exp
(
n
∫
Rd
f ∗n(y)V (y)dy
)
= lim sup
n→∞
1
n
log sup
x∈E
Ex exp
(
n
∫
Rd
f ∗n(y)V (y)dy
)
= Λ(V 1E)
(3.29)
and Λ(V 1E) is monotonely continuous at 0, i.e., if (Vn) is a sequence in bB decreasing
pointwise to 0 over Rd, then Λ(Vn1E) → 0.
The last condition is satisfied by Lemma 3.7(b). It remains to verify (3.29). Put
Vn = (Khn ∗ V )1E, then ‖Vn‖ ≤ ‖V ‖ and,
n
∫
Rd
f ∗n(y)V (y)dy =
n−1∑
k=0
Vn(Xk).
Consequently letting φn be the right eigenfunction of P
Vn associated with eΛ(Vn),
and C := Me3N‖V ‖, we have by Lemma 3.5(a) that for each x ∈ E,
Ex exp
(
n
∫
Rd
f ∗n(y)V (y)dy
)
≤ CExφn(Xn)
φn(x)
exp
(
n−1∑
k=0
Vn(Xk)
)
= C
(P Vn)nφn(x)
φn(x)
= CenΛ(Vn)
and similarly
Ex exp
(
n
∫
Rd
f ∗n(y)V (y)dy
)
≥ 1
C
Ex
φn(Xn)
φn(x)
exp
(
n−1∑
k=0
Vn(Xk)
)
=
1
C
enΛ(Vn).
Noting that Vn → V 1E, dx − a.e., we have Λ(Vn) → Λ(V 1E) by Lemma 3.7(b).
Thus the two estimations above yield the desired relation (3.29).
3.5 Proof of Theorem 3.2
Part 1. Large deviation upper bound. This is an easy consequence of Theorem
3.1. In fact, for any g ∈ L1(Rd) and δ fixed, as {g˜ ∈ L1(Rd); ‖g˜− g‖1 ≤ δ} is closed
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in the weak topology σ(L1, L∞), then by Theorem 3.1,
lim sup
n→∞
1
n
log sup
x∈E
Px(‖f ∗n − g‖L1(Rd) ≤ δ) ≤ − inf
g˜:‖g˜−g‖1≤δ
J(g˜).
Letting δ → 0, we get the desired result by the lower semi-continuity of J (which
follows from (3.18)).
Part 2. Large deviation lower bound. It is enough to prove that for any g ∈ P,
lim inf
n→∞
1
n
log inf
x∈E
Px(‖f ∗n − g‖1 < δ) ≥ −J(g), ∀δ > 0.
Its proof, more difficult, is divided into three steps.
Step 1. We claim that it is enough to show that for any g ∈ P and δ > 0,
lim inf
n→∞
1
n
log Px(‖f ∗n − g‖1 < δ) ≥ −J(g), µ− a.s. x ∈ A (3.30)
for some A ∈ B(E) charged by µ. Indeed, if (3.30) is true, then by Egorov’s lemma,
there is some measurable U ⊂ A with µ(U) > 0 such that
lim inf
n→∞
1
n
log inf
x∈U
Px(‖f ∗n − g‖1 < δ) ≥ −J(g).
Let τU := inf{n ≥ 1; Xn ∈ U} be the first hitting time to U . By (H), we have
(1/N)
∑N
k=1 P
k(x, ·) ≥ (1/M)µ(·), then
inf
x∈E
Px(τU ≤ N) ≥ inf
x∈E
Ex
∑N
k=1 1U(Xk)
N
≥ µ(U)
M
> 0.
Since
f ∗n ◦ θk :=
1
n
k+n−1∑
i=k
1
hdn
K
(
x−Xi
hn
)
we have ‖f ∗n − f ∗n ◦ θτU‖1 ≤
2N
n
on [τU ≤ N ]. Thus by the strong Markov property,
we have for n ≥ N such that 2N/n < δ/2,
inf
x∈E
Px(‖f ∗n − g‖1 < δ) ≥ infx∈E Px(τU ≤ N) · infy∈U Py
(
‖f ∗n − g‖1 <
δ
2
)
where the desired uniform lower bound follows from (3.30).
Step 2. For “gdx = νV ”case. The idea of this step is to use change of measure.
Given V ∈ bB, let QV be the transition kernel defined in Lemma 3.5 and νV = φψµ.
From Lemma 3.5, we know that QV is Doeblin recurrent.
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Let QVω(0) be the law of the Markov process with transition kernel Q
V and
the initial point ω(0), which is νV − a.s. well defined on Ω = EN, and QV :=∫
QVω(0)dνV (ω(0)). Denoting by ξ(ω) the density of Q
V
ω(0) w.r.t Pω(0) on σ(X1), we
have for µ− a.s ω(0),
dQVω(0)(dω1, · · · , dωn)
dPω(0)
∣∣∣∣∣
Fn
= exp
(∑n−1
k=0
log ξ(θkω)
)
and EQ
V
log ξ = J (2)(QV |F1) = J(νV ) by Lemma 3.8. For any ε > 0, putting
Wn := {ω : ‖f ∗n(ω)− g‖1 < δ}, Dn,ε := {ω :
1
n
n−1∑
n=0
log ξ(θkω) ≤ J(νV ) + ε},
we have for µ− a.s ω(0),
Pω(0)(Wn) ≥
∫
Wn
exp
(
−
n−1∑
k=0
log ξ(θkω)
)
dQVω(0)
≥ exp[−n(J(νV ) + ε)] ·QVω(0)
(
Wn
⋂
Dn,ε
)
.
(3.31)
So to get (3.30), it remains to show that QVω(0)(Dn,ε) → 1 and QVω(0)(Wn) → 1 for
µ− a.s ω(0), as n goes to infinity (for any ε > 0).
By the ergodic theorem and the Fubini theorem, we have for νV ∼ µ− a.s ω(0),
1
n
n−1∑
k=0
log ξ(θkω) → EQV log ξ = J(νV ), QVω(0) − a.s.
where follows QVω(0)(Dn,ε) → 1. For the second limit, applying the crucial Corollary
3.10 to ((Xn),Q
V ) (where the condition is satisfied because ((Xn),Q
V ) is Doeblin
recurrent by Lemma 3.5), we have
QV (W cn) → 0 exponentially rapidly.
Then by the Borel-Cantelli Lemma,
QV (W cn, infinitely often) = 0.
By Fubini’s theorem, QVω(0)(W
c
n, infinitely often) = 0, for νV ∼ µ-a.s. ω(0).
Step 3. The general case.
By Step 1 and Step 2, it remains to show the :
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Claim: ∀ν = gdx ∈ M1(Rd) satisfies J(g) < +∞, there exists a sequence of
(νn) := (νVn), such that ‖νVn − ν‖TV → 0 and lim supn→∞ J(νVn) ≤ J(ν).
Let us construct this sequence by means of Bishop-Phelps theorem (Lemma
3.12). For any n ≥ 1, we choose V˜n ∈ bB(E) such that J(ν) < 〈ν, V˜n〉 − Λ(V˜n) + 1
n
(by (3.18)). By Lemma 3.12, for each V˜n and εn =
1
n(‖V˜n‖+ 1)
, we can find
Vn ∈ bB(E), νVn ∈ ∂Λ(Vn) (which is a singleton {νVn} by the proof of Lemma 3.8),
such that
‖νVn − ν‖TV ≤ εn, ‖V˜n − Vn‖ ≤
1
εn
(Λ(V˜n)− 〈ν, V˜n〉+ J(ν)).
So
〈νVn − ν, Vn〉 ≤ ‖νVn − ν‖TV · ‖Vn − V˜n‖+ ‖νVn − ν‖TV · ‖V˜n‖ ≤
2
n
.
As ∂Λ(Vn) = {νVn}, we have,
J(νVn) = 〈νVn , Vn〉 − Λ(Vn) = 〈νVn − ν, Vn〉+ 〈ν, Vn〉 − Λ(Vn) ≤
2
n
+ J(ν).
This proves the claim. The proof of the theorem is completed.
3.6 Proof of Theorem 3.3
3.6.1 Proof of part (a) in Theorem 3.3
Its proof is divided into two parts.
Part 1. Lower bound in (3.8). The lower bound is an easy consequence of
Theorem 3.1. Actually, as {g ∈ L1(Rd); ‖g− f‖1 > δ} is open in the weak topology
σ(L1, L∞), we have by Theorem 3.1,
lim inf
n→∞
1
n
log inf
x∈E
Px(‖f ∗n − f‖1 > δ) ≥ − inf
g: ‖g−f‖1>δ
J(g) = −I(δ).
Part 2. Upper bound in (3.8). The proof of the upper bound is much more
difficult, and it is divided into three steps, where the first two steps are similar to
[6] and the third one is inspired by [16].
Step 1 (Approximation of K) The purpose of this step is to show that we
can reduce to the case where K = 1
|A|
1A, A :=
∏d
i=1[xi, xi + ai) is a rectangle (here
|A| denotes the Lebesgue measure of A ∈ B).
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Given ε > 0, we can find finite positive constants q, m, b1, · · · , bm and disjoint
finite rectangles A1, · · · , Am in Rd of form
∏d
i=1[xi, xi + ai) such that the function
K(ε)(x) =
m∑
j=1
bjIAj (x)
satisfies:
∫
K(ε)(x)dx = 1, K(ε) ≤ q and ∫ |K(x)−K(ε)|dx < ε. Define
f (ε),∗n := K
(ε)
hn
∗ dLn = 1
n
n−1∑
k=0
1
hdn
K(ε)
(
x−Xk
hn
)
.
Then ∫
|f ∗n(x)− f (ε),∗n (x)|dx ≤
∫
h−dn
∫
|K(ε)(x− y
hn
)−K(x− y
hn
)|Ln(dy)dx
=
∫
Rd
|Kε −K|(z)dz ≤ ε
Thus by the approximation lemma in large deviations [4] (more precisely, by the
same cycle of idea), it is enough to prove that f
(ε),∗
n satisfies the upper bound in
(3.8).
Let Kj = 1
|Aj |
1Aj , then K
(ε) =
∑m
j=1 λjK
j where
∑m
j=1 λj = 1 and λj > 0.
Consequently,
lim sup
n→∞
1
n
log sup
x∈E
Px
(‖f (ε),∗n − f‖1 > δ)
≤ lim sup
n→∞
1
n
log
m∑
j=1
sup
x∈E
Px
(‖Kjhn ∗ dLn − f‖1 > δ)
= max
1≤j≤m
lim sup
n→∞
1
n
log sup
x∈E
Px
(‖Kjhn ∗ dLn − f‖1 > δ) .
Thus for the upper bound in (3.8), we may (and will) assume that K = 1
|A|
1A where
A :=
∏d
i=1[xi, xi + ai).
Step 2. (the method of partition) Fix such a rectangle A :=
∏d
i=1[xi, xi+ai)
and K = 1
|A|
1A, and let 0 < ε < δ/4 be arbitrary. Since Khn ∗ f → f in L1(Rd),
then it is enough to show that
lim sup
n→∞
1
n
log sup
x∈E
Px (‖f ∗n −Khn ∗ f‖1 > δ) ≤ −I(δ−). (3.32)
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Note that∫
|f ∗n(x)−Khn ∗ f(x)|dx ≤
∫ ∣∣∣∣ 1|A|hdn
∫
x+hnA
Ln(dy)− 1|A|hdn
∫
x+hnA
f(y)dy
∣∣∣∣dx
≤ 1|A|hdn
∫
|Ln(x+ hnA)− µ(x + hnA)|dx.
Consider the partition of Rd into sets B that are d-fold products of intervals of
the form [
(i− 1)hn
p
,
ihn
p
), where i ∈ Z, and p ∈ N∗ such that mini ai ≥ 2
p
. Call the
partition Ψ.
Let A∗ = Πdi=1[xi +
1
p
, xi + ai − 1
p
). We have
Cx := (x+ hnA)\
⋃
B∈Ψ,B⊆x+hnA
B ⊆ x+ hn(A\A∗).
Consequently,∫
|f ∗n(x)−Khn ∗ f(x)|dx
≤ 1|A|hdn
∫ ∑
B∈Ψ,B⊆x+hA
|Ln(B)− µ(B)|dx+ 1|A|hdn
∫
{µ(Cx) + Ln(Cx)}dx.
(3.33)
Using the fact that for any set C ∈ B, h > 0 and any probability measure ν on Rd,∫
ν(x+ hC)dx = |hC| = hd|C|
(by Fubini), the last term in (3.33) is bounded from above by
1
|A|hdn
2hdn|A\A∗| =
2
|A|
(
d∏
i=1
ai −
d∏
i=1
(
ai − 2
p
))
= 2
(
1−
d∏
i=1
(
1− 2
pai
))
≤ ε
once if p verifies
min
i
ai ≥ 2
p
, and 2
(
1−
d∏
i=1
(
1− 2
pai
))
≤ ε.
We fix such p which is independent of n.
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For any finite constant R > 0, letting SOR := {x ∈ Rd; |x| ≤ R}, we can bound
the first term at the r.h.s. of (3.33) from above by
∑
B∈Ψ,B∩SOR 6=φ
|Ln(B)− µ(B)| 1|A|hdn
∫
B⊆x+hnA
dx
+
1
|A|hdn
∫
B⊆x+hnA
dx{Ln(ScOR)− µ(ScOR) + 2µ(ScOR)}.
Clearly, h−dn
∫
B⊆x+hnA
dx ≤ |A|, and µ(ScOR) < ε/2 for all R ≥ R0.
By Lemma 3.6, we have for all t > 0,
lim sup
n→∞
1
n
log sup
x∈E
Px{Ln(ScOR)− µ(ScOR) > ε}
≤ −JScOR(ε) ≤ −
(
t[ε+ µ(ScOR)]− Λ(t1ScOR)
)
.
Since limR→∞ Λ(t1ScOR) = 0 by Lemma 3.7, then for any L > 0, the l.h.s. above is
bounded from above by −L for all R large enough, say R ≥ R1. Fix R ≥ R0 ∨ R1
below. Summarizing those estimations we obtain
lim sup
n→∞
1
n
log sup
x∈E
Px
(∫
|f ∗n(x)−Khn ∗ f(x)|dx > δ
)
≤ (−L) ∨ lim sup
n→∞
1
n
log sup
x∈E
Px

 ∑
B∈Ψ,B∩SOR 6=∅
|Ln(B)− µ(B)| > δ − 3ε

 . (3.34)
Step 3. It remains to control the last term in (3.34). Set
Ψ˜ = {B;B ∈ Ψ, B ∩ SOR 6= ∅}
⋃
{C}, C :=

⋃
B∈Ψ˜
B


c
and B(Ψ˜) = σ{B;B ∈ Ψ˜}, the σ-field generated by Ψ˜. Regarding Ln and µ as
probability measures on B(Ψ˜), and denoting the total variation of Ln − µ on B(Ψ˜)
by ‖Ln − µ‖B(Ψ˜), we have
∑
B∈Ψ,B∩SOR 6=∅
|Ln(B)− µ(B)| ≤ ‖Ln − µ‖B(Ψ˜) = max
V ∈{−1,1}Ψ˜
(Ln(V )− µ(V ))
where {−1, 1}Ψ˜ denotes the set of all B(Ψ˜)-measurable functions with values in
{−1, 1} (which can be identified as the set of functions from Ψ˜ to {−1, 1}). There-
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fore, for any r > 0 fixed,
Px

 ∑
B∈Ψ,B∩SOR6=∅
|Ln(B)− µ(B)| > r

 ≤ Px
(
max
V ∈{−1,1}B(Ψ˜)
Ln(V )− µ(V ) > r
)
≤
∑
V ∈{−1,1}B(Ψ˜)
Px (Ln(V )− µ(V ) > r) .
At first by Lemma 3.6, for each V ∈ {−1, 1}Ψ˜ and for all 0 < ε < r,
sup
x∈E
Px (Ln(V )− µ(V ) > r) ≤M exp (−nJV 1E(r − ε)) , ∀n ≥
4N
ε
.
Secondly, the number of elements Ψ˜ is not greater than
(
2Rp
hn
+ 2
)d
+ 1 = o(n)
by (3.3), then {−1, 1}Ψ˜ has 2o(n) elements for n large enough. Consequently letting
B(1) be the unit ball in L∞(µ), we have
lim sup
n→∞
1
n
log sup
x∈E
Px

 ∑
B∈Ψ,B∩SOR6=∅
|Ln(B)− µ(B)| > r


≤ lim sup
n→∞
1
n
log 2o(n)M sup
V ∈B(1)
exp (−nJV (r − ε))
= − inf
V ∈B(1)
JV (r − ε)
where it follows by (3.34),
lim sup
n→∞
1
n
log sup
x∈E
Px
(∫
|f ∗n(x)−Khn ∗ f(x)|dx > δ
)
≤ (−L) ∨
(
− inf
V ∈B(1)
JV (δ − 4ε)
)
As L, ε > 0 are arbitrary and limε→0+ infV ∈B(1) JV (δ − 4ε) = I(δ−) by (3.13), we
obtain the desired (3.33) and then complete the proof of the upper bound in (3.8).
3.6.2 Proof of Part (b) in Theorem 3.3
Let J(ν/P ) be the Donsker-Varadhan entropy of ν w.r.t. the Markov kernel P given
by (3.5). We have for any 1 ≤ u ∈ bB(E),
∫
log
u
PNu
dν =
N−1∑
k=0
∫
log
P ku
PP ku
dν ≤ NJ(ν/P ).
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We get thus
NJ(ν/P ) ≥ sup
1≤u∈bB(E)
∫
log
u
PNu
dν = J(ν/PN), ∀ν ∈M1(E), ∀N ≥ 1. (3.35)
By (H), P l(x, ·) ≤Mµ(·). Then
J(ν/P ) ≥ J(ν/P
l)
l
≥ 1
l
(
sup
1≤u∈bB(E)
∫
log
u
µ(u)
dν − logM
)
=
h(ν/µ)− logM
l
where h(ν/µ) =
∫
log dν
dµ
dν if ν  µ and +∞ otherwise, is the relative entropy of
ν w.r.t µ (the last equality is the famous variational formula of relative entropy).
Notice that in the i.i.d. case of common law µ, its transition is P0f = µ(f) and
h(ν/µ) = J(ν/P0). Hence
I iid(δ) = inf{h(ν/µ); ‖ν − µ‖TV > δ}
where the desired inequality (3.10) follows.
3.6.3 Proof of Part (c) in Theorem 3.3.
This follows from Rio’s deviation inequality [19]. In fact using his inequality, we
have (see [15] for details)
Pµ (‖f ∗n − f‖1 − Eµ‖f ∗n − f‖1 > δ) ≤ exp
(
− nδ
2
2(1 + 2Sφ)2
)
, ∀n ≥ 1, δ > 0
where Sφ :=
∑+∞
k=1 φk where φk is the φ-uniform mixing coefficient given in [19] or
[15]. In the actual Markov context, we have
2φk ≤ sup
x,y∈E
‖P k(x, ·)− P k(y, ·)‖TV
and then 2Sφ ≤ S, the quantity in (3.11). S is finite for aperiodic Doeblin recurrent
Markov chain. Moreover by Lemma 3.9, Eµ‖f ∗n−f‖1 → 0. Thus by the lower bound
in (3.8), Rio’s estimate and the right continuity of I(δ), we get
−I(δ) ≤ − δ
2
2(1 + S)2
where the desired inequality (3.11) follows.
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3.7 Proof of Theorem 3.4
Lemma 3.13 Given V ∈ bB(E). If Tn is an asymptotically consistent estimator of
〈V, f〉 := ∫
E
V (x)f(x)dx, i.e., for each (P, µ) ∈ Θ (satisfying (H) and dµ(x)  dx),
|〈Tn, V 〉 − 〈f, V 〉| → 0 in probability Pµ, then
lim inf
n→∞
1
n
log Pµ (〈Tn − f, V 〉 > δ) ≥ − inf{J(g); 〈g − f, V 〉 > δ}. (3.36)
Proof. It is enough to prove that the l.h.s. of (3.36) is ≥ −J(g) for every g ∈ P(E)
such that 〈g − f, V 〉 > δ and J(g) < +∞. By the Step 3 of the proof of Theorem
3.2, it suffices to prove it for gdx = νV˜ where V˜ ∈ bB(E) is arbitrary. Its proof,
completely parallel to the Step 2 in the proof of Theorem 3.2, is based on the fact
that (QV˜ , νV˜ ) ∈ Θ again. It is so omitted.
Lemma 3.14 Under (H), let I(·) be defined in (3.9). Then
lim
r→0+
I(r)
r2
=
1
2 sup‖V ‖≤1 σ
2(V )
=
1
8 supA∈B(E) σ
2(1A)
. (3.37)
Proof. We shall only prove the first equality in (3.37) (the proof of the second is
similar). By (3.13) and Lemma 3.11(b), for any V ∈ bB(E) with ‖V ‖ ≤ 1,
lim sup
r→0
I(r)
r2
≤ lim
r→0
JV (r+)
r2
=
1
2σ2(V )
where “≤” in the first equality of (3.37) follows.
For the inverse inequality, let L > 1 be arbitrary but fixed. For any δ > 0 small
enough, we have by Lemma 3.11,
C(Lδ) := sup
t∈[0,Lδ]
sup
V ∈B(1)
∣∣∣∣ d3dt3 Λ(tV )
∣∣∣∣ < +∞.
Thus by the Taylor formula of order 3, we get for any V ∈ B(1) and r ∈ (0, δ],
JV (r) ≥ sup
t∈[0,Lr]
(tr − Λ(t[V − µ(V )]))
≥ sup
t∈[0,Lr]
(
tr − t
2σ2(V )
2
)
− (Lr)
3
6
· C(Lδ)
≥ r2
(
L ∧ σ−2(V )− [L ∧ σ
−2(V )]2σ2(V )
2
)
− (Lr)
3
6
· C(Lδ)
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where the last inequality is obtained by taking t = r[L ∧ σ−2(V )]. Thus by (3.13),
lim inf
r→0+
I(r)
r2
= lim inf
r→0+
inf
V ∈B(1)
JV (r)
r2
≥ min
{
inf
V ∈B(1): σ−2(V )≤L
1
2σ2(V ))
; inf
V ∈B(1): σ−2(V )>L
(L− L/2)
}
≥ min
{
inf
V ∈B(1)
1
2σ2(V )
;
L
2
}
where the desired inverse inequality follows by letting L→ +∞.
Proof. [Proof of Theorem 3.4] (a) By Lemma 7.1, since D is dense in the unit ball
of L∞(Rd) w.r.t. σ(L∞, L1),
lim inf
n→∞
1
n
log Pµ(‖Tn − f‖1 > r) = lim inf
n→∞
1
n
log Pµ
(
sup
V ∈D
〈Tn − f, V 〉 > r
)
≥ sup
V ∈D
lim inf
n→∞
1
n
log Pµ(〈Tn − f, V 〉 > r)
≥ − inf
V ∈D
inf{J(g)|〈g − f, V 〉 > r} = − inf{J(g)| sup
V ∈D
〈g − f, V 〉 > r}
= − inf
g:‖g−f‖1>r
J(g) = −I(r).
Thus (3.15) follows from Lemma 3.14. The second claim follows easily from (3.15)
by means of the extra condition on Tn and (H) (as in Step 1 of the proof of Theorem
3.2).
(b) It follows from Theorem 3.3 and Lemma 3.14.
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Chapter 4
Large deviations of kernel density
estimator in L1(Rd) for reversible
Markov processes
(To be published in: Bernoulli)
4.1 Introduction
Let {Xn;n ≥ 0} be a reversible Rd-valued Markov chain, defined on the probability
space (Ω, (F0n)(n∈N),F , (Px)x∈Rd), with (unknown) Markov transition kernel P (x, dy).
Assume that
(A1) P is irreducible ( Meyn and Tweedie 1993) and symmetric with respect to
the unique invariant probability measure µ, which is absolutely continuous,
i.e., dµ(x) = f(x)dx, where the density f is unknown.
Given the observed sample {X0, . . . , Xn}, consider the empirical measure of the
ladder type, i.e.,
Ln =
1
n
(
n−1∑
i=1
δXi +
1
2
(δX0 + δXn)
)
=
1
n
n−1∑
i=0
1
2
(
δXi + δXi+1
)
,
Let K : Rd → R be a measurable function such that
K ≥ 0,
∫
Rd
K(x)dx = 1, (4.1)
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and set Kh(x) =
1
hd
K(
x
h
) for any h > 0. The kernel density estimator of the
unknown function f is defined as follows: for all x ∈ Rd,
f ∗n(x) := Khn ∗ dLn(x) =
1
n
n−1∑
i=0
1
2hdn
(
K
(
x−Xi
hn
)
+K
(
x−Xi+1
hn
))
, (4.2)
where h = hn, {hn, n ≥ 0} is a sequence of positive numbers (bandwidth) satisfying
hn → 0, nhdn → +∞ as n→∞. (4.3)
A natural distance of f ∗n from the unknown f is the L
1-distance,
D∗n =
∫
Rd
|f ∗n(x)− f(x)|dx. (4.4)
The large deviation behavior of f ∗n in (L
1(Rd), ‖ · ‖1 := ‖ · ‖L1(Rd)) is the subject of
our study. In the i.i.d. case, due to Devroye (1983), all types of L1(Rd)-consistency
of f ∗n are equivalent to condition (4.3) on the bandwidth. The asymptotic normality
of D∗n was investigated by Cso¨rgo¨ and Horva´th (1988). Louani (2000) established
the large deviation principle (LDP in short) for D∗n, and recently Lei et al. (2003)
proved the weak LDP of f ∗n in L
1(Rd), and showed that the corresponding LDP is
false. More recently Gao (2003) obtained the moderate deviation principle of f ∗n in
L1(Rd) and the law of the iterated logarithm for D∗n. Gine´ et al. (2003) established
a functional central limit theorem and a Glivenko-Cantelli theorem for the density
estimator process in L1-norm.
A very natural question is how to extend those results from the i.i.d. case to the
dependent case. Consistency of f ∗n has been studied by Peligrad (1992), Bosq et al.
(1999), see also the references therein. But little is known about large deviations.
Large deviation probabilities for f ∗n in L
1 and for D∗n were obtained by Wu and Lei
(2005) for uniformly ergodic Markov processes. Here uniform ergodicity means that
there exist 1 ≤ N ∈ N∗ and C ≥ 1 such that
1
C
µ(·) ≤ 1
N
N∑
k=1
P k(x, ·) ≤ Cµ(·), ∀x ∈ E,
where E is a measurable subset of Rd. The assumption is not satisfied by many dis-
crete models with non-compact state space. For example, all real-valued stationary
and ergodic Gaussian Markov processes are reversible but not uniformly ergodic.
The purpose of this work is to establish the LDP for f ∗n in L
1(Rd) and for D∗n in
the framework of (A1) and (A2) below, instead of the strong ‘uniform ergodicity’
assumption.
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(A2) For someN ≥ 1, PN is uniformly integrable in L2(µ), i.e., {(PNf)2; ‖f‖L2(µ) ≤
1} is uniformly integrable.
Wu (2000) proved that (A2) is a sufficient condition to obtain the LDP of Ln
in the space M1(R
d) of probability measures on Rd with respect to the τ -topology
(this condition is even necessary in the reversible case, see Wu (2002)). The rate
function is given by
Jµ(ν) :=
{
sup
{∫
log u
Pu
dν; 1 ≤ u ∈ bB} , ∀ν ∈M1(Rd), ν  µ;
+∞, otherwise. (4.5)
where bB is the space of bounded and Borel-measurable functions on Rd. We refer
the reader to Wu (2000) for related references on the subject.
This paper is organized as follows: the main results are stated in the next section.
In Section 3 we present several crucial lemmas which may have some independent
interests, and we prove the main results in the rest of the paper.
4.2 Main results
Throughout this paper, we adopt the following notation:
Lp := Lp(Rd) := Lp(Rd, dx), ‖f‖p = ‖f‖Lp(Rd,dx), Lp(µ) := Lp(Rd, µ).
We denote for any L ≥ 1,
Aµ,2(L) :=
{
ν ∈M1(Rd); ν  µ, ‖dν
dµ
‖L2(µ) ≤ L
}
, Aµ,2 :=
⋃
L≥1
Aµ,2(L).
Throughout this paper we assume (A1) and (A2).
When the bandwidth hn → 0, f ∗ndx is ‘close’ to Ln in the τ -topology, one may
hope that f ∗ndx satisfies the same LDP as Ln. This intuition is in fact right:
Theorem 4.1 Assume hn → 0 (without (4.3)). Then Pν(f ∗n ∈ ·) satisfies, uni-
formly over initial measures ν ∈ Aµ,2(L) for each L ≥ 1, the LDP in L1 w.r.t. the
weak topology σ(L1, L∞) with the rate function
J(g) :=
{
J(gdx), if gdx ∈M1(Rd) and gdx fdx;
+∞, otherwise, (4.6)
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where J(·) is the Donsker-Varadhan entropy given in (4.5). More precisely, J is
inf-compact on (L1, σ(L1, L∞)), and for any measurable subset A of L1, for every
L ≥ 1,
− inf
g∈Aoσ
J(g) ≤ lim inf
n→∞
1
n
log inf
ν∈Aµ,2(L)
Pν(f
∗
n ∈ A)
≤ lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν(f
∗
n ∈ A) ≤ − inf
g∈A¯σ
J(g)
where Aoσ, A¯σ denote respectively the interior and the closure of A w.r.t. the weak
topology σ(L1, L∞).
The LDP w.r.t. the weak topology on L1 as above is too weak in the sense that
it does not entail the consistency, i.e., D∗n → 0 in probability. For statistical issues,
the main objects to be studied are
(i) Pν(‖f ∗n − g‖1 < δ) where gdx ∈ M1(Rd) is fixed, which is important in the
hypothesis testing: H0 : dµ(x) = f(x)dx against H1 : dµ(x) = g(x)dx; or
(ii) Pν(D
∗
n > δ), whose statistical importance is obvious.
Unfortunately, Theorem 4.1 can not be applied to them, since {g˜ ∈ L1; ‖g˜−g‖1 <
δ} is not open in σ(L1, L∞) and {g˜ ∈ L1; ‖g˜ − f‖1 ≥ δ} is not closed in σ(L1, L∞).
Therefore, in order to deal with the objects (i) and (ii), we turn to Theorem 4.2 and
Theorem 4.3 below.
Theorem 4.2 Assume (4.3). Then for any L ≥ 1 and for each δ > 0,
−I(δ) ≤ lim inf
n→∞
1
n
log inf
ν∈Aµ,2(L)
Pν(‖f ∗n − f‖1 > δ)
≤ lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν(‖f ∗n − f‖1 ≥ δ) ≤ −I(δ−)
(4.7)
where
I(δ) = inf{J(g)|g ∈ L1, ‖g − f‖1 > δ} > 0 (4.8)
and I(δ−) is the left-limit of I at δ.
Theorem 4.3 Assume (4.3). Then Pν(f
∗
n ∈ ·) satisfies weak*-LDP with rate func-
tion J on (L1, ‖ · ‖1) uniformly over initial measures ν ∈ Aµ,2(L) for any L ≥ 1,
i.e., for any L ≥ 1 and g ∈ L1,
lim
δ→0
lim inf
n→∞
1
n
log inf
ν∈Aµ,2(L)
Pν(‖f ∗n − g‖1 < δ)
= lim
δ→0
lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν(‖f ∗n − g‖1 < δ) = −J(g).
(4.9)
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With the above results, we have established the deviation estimates of the estima-
tor f ∗n, which are useful in statistics. Now, we claim that f
∗
n is asymptotically optimal
in the Bahadur sense. Let Θ be the set of unknown data (P, µ) satisfying (A1) and
(A2). Given a subset D of the unit ball in bB, we say that an estimator Tn(x) :=
Tn(x ;X0, · · · , Xn) ∈ L1(Rd, dx) is an asymptotically σ(L1,D)-consistent esti-
mator of the density f , if for all V ∈ D, ∫
Rd
Tn(x)V (x)dx →
∫
Rd
f(x)V (x)dx in
probability measure Pµ.
Theorem 4.4 Given (P, µ) ∈ Θ, let ((Xn), (Px)x∈Rd) be the associated Markov
process.
(a) (Bahadur type lower bound) Assume that D is dense in the unit ball of
L∞ w.r.t. the weak* topology σ(L∞, L1). Then for any σ(L1,D)-asymptotically
consistent estimator Tn of the unknown density f ,
lim inf
r→0+
1
r2
lim inf
n→∞
1
n
log Pµ(‖Tn − f‖1 > r)
≥ − 1
2 sup‖V ‖≤1 σ
2(V )
= − 1
8 supA∈B σ
2(1A)
,
(4.10)
where
σ2(V ) := 2
∞∑
k=0
〈V, P k(V − µ(V ))〉µ − V arµ(V ).
If moreover ‖Tn−Tn◦θN‖1 ≤ δn → 0, then (4.10) still holds with Pµ substituted
by Pν for any initial measure ν ∈ M1(E), where θ is the shift on Ω.
(b) (Asymptotic efficiency of f ∗n in the Bahadur sense) If hn verifies (4.3),
then
lim inf
r→0+
1
r2
lim inf
n→∞
1
n
log inf
ν∈Aµ,2(L)
Pν(‖f ∗n − f‖1 > r)
= lim sup
r→0+
1
r2
lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν(‖f ∗n − f‖1 > r)
= − 1
2 sup‖V ‖≤1 σ
2(V )
= − 1
8 supA∈B σ
2(1A)
.
(4.11)
Thus f ∗n is an asymptotically efficient estimator of f in the Bahadur sense. And
1/σ2(V ) can be interpreted as the Fisher information in the direction V of our sta-
tistical model Θ.
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4.3 Preliminary lemmas
For every V ∈ bB, put P V (x, dy) := exp
(
V (x)+V (y)
2
)
P (x, dy). We have the Feynman-
Kac formula,
(P V )nf(x) = EPxf(Xn) exp
(
n−1∑
k=0
V (Xk) + V (Xk+1)
2
)
,
where EPx is the expectation with respect to Px. Introduce the following Crame`r
functional
Λ(2)(V ) := lim
n→∞
1
n
log ‖(P V )n‖L2(µ)→L2(µ), (4.12)
then eΛ
(2)(V ) is the spectral radius of P V on L2(µ). For the sake of convenience, we
will write Λ(V ) for Λ(2)(V ). It is well known that (see Wu 2000)
Jµ(ν) = sup{ν(V )− Λ(V )|V ∈ bB}, ∀ν ∈M1(Rd). (4.13)
On the other hand, by the continuity of Λ on bB w.r.t. the Mackey topology proved
in Wu (2000, Theorem 5.1 and Theorem B.5) and by the Fenchel-Legendre theorem,
we have for all t ∈ R,
Λ(t[V−µ(V )]) = sup{ν(tV )−tµ(V )−Jµ(ν); ν ∈M1(E)} = sup
r∈R
{tr−JV (r)}, (4.14)
where JV (r) is given by
JV (r) := inf{Jµ(ν); ν ∈M1(E), ν(V ) = µ(V ) + r}. (4.15)
JV is convex. By the LDP of Pν(Ln ∈ ·) in Wu (2000, Theorem 5.1) (ν ∈ Aµ,2) and
the contraction principle, JV : R → [0,+∞] is inf-compact on R and Pν(Ln(V ) −
µ(V ) ∈ ·) verifies the LDP with the rate function JV . Furthermore, by the Fenchel-
Legendre theorem and (4.14), we have
JV (r) = sup
t∈R
{tr − Λ(t[V − µ(V )])} = sup
t∈R
{t(r + µ(V )]− Λ(tV )}, ∀r ∈ R
for Λ(t[V − µ(V )]) = Λ(tV ) − tµ(V ). When r ≥ 0, the supremum above can be
taken only for t ≥ 0. Then we get
JV (r) =
{
supt∈R (t[(r + µ(V )]− Λ(tV )) , ∀r ∈ R,
supt≥0 (t[(r + µ(V )]− Λ(tV )) , ∀r ≥ 0.
(4.16)
Part (b) in the lemma below is crucial and gives us a robust estimate which
extends the well known inequality of Crame`r in the i.i.d. case.
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Lemma 4.5 For the positive operator P V (x, dy) := exp
(
V (x)+V (y)
2
)
P (x, dy),
(a) P V is also symmetric in L2(µ) and ‖P V ‖L2(µ) = eΛ(V ), and there exists φ ∈
L2(µ) µ-a.s. strictly positive such that
∫
E
φ2dµ = 1 and
P V φ = eΛ(V )φ over Rd, µ− a.s.
Moreover the eigenspace Ker
(
eΛ(V ) − P V ) of P V associated with the eigen-
value eΛ(V ) in L2(µ) is spanned by φ.
(b) (A deviation inequality of Crame`r type) For any initial measure ν ∈ Aµ,2, r > 0,
Pν (Ln(V ) > µ(V ) + r) ≤ e−nJV (r) ·
∥∥∥∥dνdµ
∥∥∥∥
L2(µ)
(4.17)
where JV (r) = inf{Jµ(ν); ν(V ) = µ(V ) + r}.
(c) Define a Markov kernel QV as :
QV (x, dy) =
φ(y)
eΛ(V )φ(x)
e
V (x)+V (y)
2 P (x, dy)
then νV := φ
2µ is the unique invariant probability measure for QV and QV is
symmetric on L2(νV ).
The Crame`r type inequality (4.17) was established by Wu (2000b) in the contin-
uous time case.
Proof. (a) Under (A1) and (A2), P V is again symmetric, uniformly integrable
and irreducible on L2(µ). Thus part (a) follows by Wu (2000, Theorem 3.1 and
Corollary 3.3).
(b) By the symmetry of P V on L2(µ), we have ‖(P V )n‖L2(µ) := ‖(P V )n‖L2(µ)→L2(µ) =
enΛ(V ) for each V ∈ bB. Thus for any initial measure ν ∈ Aµ,2, 0 ≤ f ∈ L2(µ) and
any t ∈ R,
Eν
(
f(Xn)e
ntLn(V )
) ≤ ∥∥∥∥dνdµ
∥∥∥∥
L2(µ)
·‖f‖L2(µ)·‖(P tV )n‖L2(µ) =
∥∥∥∥dνdµ
∥∥∥∥
L2(µ)
·‖f‖L2(µ)·enΛ(tV ).
(4.18)
By Chebychev’s inequality,
Eν
(
1[Ln(V )>µ(V )+r]f(Xn)
) ≤ ∥∥∥∥dνdµ
∥∥∥∥
L2(µ)
· ‖f‖L2(µ) · inf
t≥0
e−nt(µ(V )+r)+nΛ(V )
=
∥∥∥∥dνdµ
∥∥∥∥
L2(µ)
· ‖f‖L2(µ) · e−nJV (r)
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where the second equality follows from (4.16). So (4.17) holds.
(c) It is easy to verify that QV is a Markov kernel, that νV := φ
2µ is an invariant
measure of QV , and that it is symmetric on L2(νV ). As Q
V is irreducible as well as
P , φ2µ is the unique invariant measure of QV .
The following result is technically crucial for all the results in this paper.
Lemma 4.6 (a) Λ(V ) is Gaˆteaux-differentiable on bB.
(b) If Vn → V in measure µ and supn ‖Vn‖ ≤ C, then Λ(Vn) → Λ(V ).
Proof. (a) Under (A2), (P V )N is uniformly integrable on L2(µ), and P V is ir-
reducible. Thus by Wu (2000, Theorem 3.11), the largest eigenvalue eΛ(V ) of P V
is isolated in the spectrum σ(P V ) of P V on L2(µ), with simple algebraic multiplic-
ity. Consequently, by the theory of perturbation of linear operators (Kato 1992,
Chap.VII, Theorem 1.8), eΛ(V ) is real-analytic on bB, i.e., Λ(V + tV˜ ) is analytic on
t ∈ R for any V, V˜ ∈ bB fixed.
(b) First of all, lim infn→∞ Λ(Vn) ≥ Λ(V ) by (4.14). The converse inequality
which is equivalent to lim supn→∞ e
Λ(Vn) ≤ eΛ(V ) follows by applying Wu (2000,
Prop. 3.8) to pin := (P
Vn)N .
Lemma 4.7 (Gibbs type principle) Given a function V ∈ bB, a probability measure
ν  µ on Rd satisfies
Jµ(ν) = 〈ν, V 〉 − Λ(V )
iff ν = νV := φ
2µ, where φ is the right eigenfunction of P V associated with eΛ(V )
given in Lemma 4.5(a) verifying µ(φ2) = 1.
Proof. The proof is identical to that of Lei and Wu (2005, Lemma 3.4).
Lemma 4.8 Under (A1) and (A2), for each ν = gdx ∈M1(Rd) satisfying Jµ(ν) <
+∞, there exists a sequence of (νVn = φ2ndµ) given in Lemma 4.5, such that
‖νVn − ν‖TV → 0 and lim sup
n→∞
J(νVn) ≤ Jµ(ν).
Here ‖ · ‖TV means the total variation of a signed measure.
Proof. The proof is omitted; for details, we refer the reader to Lei and Wu (2005,
Part 2, Proof of Theorem 2.2).
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Lemma 4.9 Under (A1) and (A2), we have
(a) For any k ≥ 1, there exists some δ > 0 such that
sup
|t|≤δ
sup
‖V ‖≤1
∣∣∣∣ dkdtk Λ(tV )
∣∣∣∣ < +∞
and for any V ∈ bB, d2
dt2
Λ(tV )|t=0 = σ2(V ) which is given in Theorem 4.4.
(b) Let JV be defined as in (4.15). Then JV is strictly convex on [JV < +∞]0 =
(a, b), where a = limt→−∞
d
dt
Λ(tV ) − µ(V ) and b = limt→+∞ ddtΛ(tV ) − µ(V )
(in particular, JV is strictly increasing and continuous in [0, b)); moreover
lim
r→0+
JV (r)
r2
=
1
2σ2(V )
∈ (0,+∞].
Proof. (a) Under (A1) and (A2), by Wu (2000, Theorem 3.11), 1 is an isolated
point in the spectrum σ(P ) in L2(µ) (i.e., the existence of spectral gap). We prove
the lemma only in the case where −1 /∈ σ(P ) (it corresponds to the aperiodicity of
the irreducible chain). Otherwise, one may consider the periodic decomposition as
in Lei and Wu (2005).
As in Wu (1995), we apply the analytical perturbation theory in Kato (1992).
For each z ∈ C, consider P zV as an operator acting on the complexified space
L2(E, µ; C), which is analytical in z in the sense of Kato (1992). Then for any
η ∈ (0, 1/2) sufficiently small, there exist δ > 0 and C > 0 such that for all V ∈ bB
with ‖V ‖ ≤ 1,
1) the eigenvalue λmax(P
zV ) of P zV with the largest modulus is isolated in σ(P zV )
and |λmax(P zV )− 1| ≤ η for |z| ≤ 2δ;
2) for all |z| ≤ 2δ, the eigenprojection E(z, V ) of P zV associated with λmax(P zV )
is unidimensional and
‖E(z, V )1− 1‖L2(µ) < 1/2, ‖(P zV )n(I − E(z, V ))‖L2(µ) ≤ C(1− 2η)n, ∀n;
3) z → λmax(P zV ) and z → E(z, V )f are analytic in z for |z| ≤ 2δ (for each
f ∈ L2(µ));
where properties 1) and 2) follow from Kato (1992, Chap.IV, Theorem 3.16), and
the property 3) follows from Kato (1992, Chap.VII, Theorem 1.8).
Then Λ(zV ) := log λmax(P
zV ) is analytic for |z| ≤ 2δ and coincides with Λ(tV )
when z = t ∈ [−2δ, 2δ] ⊂ R.
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Let Λn(zV ) :=
1
n
log〈1, (P zV )n1〉µ. By properties 1) and 2) above, we have
〈1, (P zV )n1〉µ = enΛ(zV )〈1, E(z, V )1〉µ +O((1− 2η)n)
where it follows that Λn(zV ) → Λ(zV ) uniformly over z : |z| ≤ 2δ and V : ‖V ‖ ≤ 1.
Thus by Cauchy’s theorem and property 3) above,
sup
‖V ‖≤1
sup
|z|≤δ
∣∣∣∣ dkdzk Λ(zV )
∣∣∣∣ < +∞, sup
‖V ‖≤1
sup
|z|≤δ
∣∣∣∣ dkdzk Λn(zV )− d
k
dzk
Λ(zV )
∣∣∣∣→ 0.
Applying the above estimates to k = 2, we get
d2
dt2
Λn(tV )|t=0 = 1
n
Eµ
(
n−1∑
k=0
V (Xk) + V (Xk+1)
2
− nµ(V )
)2
→ V arPµ (V (X0)) + 2
∞∑
n=1
CovPµ (V (X0), V (Xn)) = σ
2(V ).
(b) All other properties of JV (r) = supt∈R(tr − Λ(t[V − µ(V )])) are easy conse-
quences of (4.16) and part (a) by elementary convex analysis.
4.4 Proof of Theorem 4.1
The desired LDP of f ∗n in (L
1, σ(L1, L∞)) is equivalent to the LDP of f ∗n(x)dx on
M1(R
d) with respect to the τ -topology σ(M1(R
d), bB). We divide its proof in two
parts.
4.4.1 Upper bound
By the abstract Ga¨rtner-Ellis theorem in Wu (1997, p290, Theorem 2.7) and (4.13),
it is enough to show that
lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Eνen
R
Rd
f∗n(y)V (y)dy ≤ Λ(V ), (4.19)
and that Λ(V ) is monotonely continuous at 0, i.e., if (Vn) is a sequence in bB
decreasing pointwise to 0 over Rd, then Λ(Vn) → 0.
The second condition is satisfied by Lemma 4.6(b). It remains to verify (4.19).
Put Vn = (Khn ∗ V ), then ‖Vn‖ ≤ ‖V ‖ and,
n
∫
Rd
f ∗n(y)V (y)dy =
1
2
n−1∑
k=0
(Vn(Xk) + Vn(Xk+1)).
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Consequently we have for each ν ∈ Aµ,2(L),
Eνen
R
Rd
f∗n(y)V (y)dy ≤ ‖dν
dµ
‖L2(µ) · ‖(P Vn)n‖L2(µ) ≤ L · enΛ(Vn).
Thus
lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Eνen
R
Rd
f∗n(y)V (y)dy ≤ lim
n→∞
Λ(Vn) = Λ(V )
where the last inequality follows from Lemma 4.6(b), for Vn → V, dx − a.e. So
(4.19) holds.
Remark: From the upper bound above, we can derive the following exponential
convergence: for any g1, · · · , gm ∈ bB and for any δ > 0,
lim sup
n→∞
1
n
log Px
(
max
1≤i≤m
|
∫
Rd
[f ∗n(x)− f(x)]gi(x)dx| ≥ δ
)
≤ − inf{Jµ(g); max
1≤i≤m
|
∫
Rd
[g(x)− f(x)]gi(x)dx| ≥ δ}
< 0, µ− a.s. x ∈ E.
(4.20)
In fact, the last inequality follows from the inf-compactness of Jµ(·) on (M1(E), τ)
and the fact that Jµ(ν) = 0 iff ν = µ by (A1). For the first inequality, let −c(δ) be
the non-positive constant at the right hand side. For any ε > 0, using the proved
upper bound, we have,
∫
E
∞∑
n=1
Px
(
max
1≤i≤m
|
∫
Rd
[f ∗n(x)− f(x)]gi(x)dx| ≥ δ
)
e−[c(δ)+ε]nµ(dx) < +∞
which yields
∑∞
n=1 Px
(
max1≤i≤m |
∫
Rd
[f ∗n(x)− f(x)]gi(x)dx| ≥ δ
)
e−(c(δ)+ε))n < +∞, µ−
a.s. x. Thus (4.20) holds µ− a.s. (for ε > 0 is arbitrary).
4.4.2 Lower bound
For the desired uniform lower bound, it is enough to prove that for any τ -neighborhood
N(ν, δ) := {ν ′ ∈ M1(Rd); |(ν ′ − ν)(gi)| < δ, i = 1, · · · , m}, gi ∈ bB with |gi| ≤ 1,
δ > 0,
lim inf
n→∞
1
n
log Px(f
∗
n(y)dy ∈ N(ν, δ)) ≥ −Jµ(ν), µ− a.s., (4.21)
(the arguments for this reduction, similar to those in the proof of Theorem 5.1 in
Wu 2000, are left to the reader). The proof of (4.21) is divided into two steps:
Step 1. The case ‘ν = νV ’ for some V ∈ bB. The idea of this step is borrowed
from the classical works of Donsker and Varadhan (1975; 1983). Given V ∈ bB, let
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QV be the transition kernel defined in Lemma 4.5 and νV = φ
2µ. By Lemma 4.5,
QV is symmetric.
Let QVω(0) be the law of the Markov process with transition kernel Q
V and starting
point ω(0), which is νV −a.s. well defined on Ω = EN, and QV :=
∫
QVω(0)dνV (ω(0)).
Denoting by ξ(ω) the density of QVω(0) with respect to Pω(0) on σ(X1), we have for
µ− a.s ω(0), on Fn := σ(Xk; 0 ≤ k ≤ n),
dQVω(0)(dω1, · · · , dωn)
dPω(0)
∣∣∣∣∣
Fn
= exp
(∑n−1
k=0
log ξ(θkω)
)
and EQ
V
log ξ = J (2)(QV |F1) = J(νV ) by Lemma 4.7. For any ε > 0, setting
Wn := {ω : |
∫
Rd
gi(x)[f
∗
n(x, ω)− φ2(x)]dx < δ, ∀i = 1, · · · , m}
Dn,ε := {ω : 1
n
n−1∑
n=0
log ξ(θkω) ≤ J(νV ) + ε},
we have for µ− a.s ω(0),
Pω(0)(Wn) ≥
∫
Wn
exp
(
−
n−1∑
k=0
log ξ(θkω)
)
dQVω(0)
≥ exp[−n(J(νV ) + ε)] ·QVω(0)
(
Wn
⋂
Dn,ε
)
.
(4.22)
So to get (4.21), it remains to show that QVω(0)(Dn,ε) → 1 and QVω(0)(Wn) → 1 , as n
goes to infinity (for any ε > 0), for µ− a.s ω(0).
By the ergodic theorem and Fubini’s theorem, we have for νV ∼ µ− a.s ω(0),
1
n
n−1∑
k=0
log ξ(θkω) → EQV log ξ = J(νV ), QVω(0) − a.s.
which shows QVω(0)(Dn,ε) → 1. To prove QVω(0)(Wn) → 1, apply (4.20) in Remarks
4.4.1 to QV (instead of P ) which satisfies again (A1) and (A2), then
QVω(0)(W
c
n) → 0, νV − a.s. ω(0).
The desired convergence holds.
Step 2. The general case. In order to prove (4.21) for general ν such that
Jµ(ν) < +∞, it is enough to approximate ν by νVn as claimed in Lemma 4.8.
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4.5 Proof of Theorem 4.2
The proof is divided in two parts.
Part 1. Lower bound in (4.2). The lower bound is an easy consequence of
Theorem 4.1. Actually, as {g ∈ L1; ‖g − f‖1 > δ} is open in the weak topology
σ(L1, L∞), by Theorem 4.1, we have for any L ≥ 1,
lim inf
n→∞
1
n
log inf
ν∈Aµ,2(L)
Pν(‖f ∗n − f‖1 > δ) ≥ − inf
g∈L1; ‖g−f‖1>δ
J(g) = −I(δ).
Part 2. Upper bound in (4.2). The proof of the upper bound is much more
difficult, and it is divided into three steps, where the first two steps are similar to
Devroye (1983) and the third one is inspired by Louani (2000).
Step 1 (Approximation of K) As in Lei and Wu (2005), we may approximate
K by K(ε) =
∑m
j=1 λj
1Aj
|Aj| , where
∑m
j=1 λj = 1, Aj, j ≥ 1 are some disjoint finite
rectangles in Rd of the form
∏d
i=1[xi, xi + ai), so it is enough to establish (4.2) only
for K = 1
|A|
1A where A :=
∏d
i=1[xi, xi + ai) (for details, see Lei and Wu 2005, step
1, Part 2, proof of Theorem 2.3). Here |A| denotes the Lebesgue measure of A.
Step 2. (the method of partition) Fix such a rectangle A :=
∏d
i=1[xi, xi+ai)
and K = 1
|A|
1A, and let 0 < ε < δ/4 be arbitrary. Since Khn ∗ f → f in L1, then it
is enough to show that
lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν (‖f ∗n −Khn ∗ f‖1 > δ) ≤ −I(δ−). (4.23)
Note that∫
|f ∗n(x)−Khn ∗ f(x)|dx ≤
∫ ∣∣∣∣ 1|A|hdn
∫
x+hA
Ln(dy)− 1|A|hdn
∫
x+hnA
f(y)dy
∣∣∣∣dx
≤ 1|A|hdn
∫
|Ln(x + hnA)− µ(x+ hnA)|dx.
Consider the partition of Rd into sets B that are d-fold products of intervals of
the form [
(i− 1)hn
p
,
ihn
p
), where i ∈ Z, and p ∈ N∗ such that mini ai ≥ 2
p
. Call the
partition Ψ.
Let A∗ = Πdi=1[xi +
1
p
, xi + ai − 1
p
). We have
Cx := (x+ hnA)\
⋃
B∈Ψ,B⊆x+hnA
B ⊆ x+ hn(A\A∗).
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Consequently,∫
|f ∗n(x)−Khn ∗ f(x)|dx
≤ 1|A|hdn
∫ ∑
B∈Ψ,B⊆x+hA
|Ln(B)− µ(B)|dx+ 1|A|hdn
∫
{µ(Cx) + Ln(Cx)}dx.
(4.24)
Using the fact that for any set C ∈ B, h > 0 and any probability measure ν on Rd,∫
ν(x + hC)dx = |hC| = hd|C|
(using Fubini’s theorem), the last term in (4.24) is bounded from above by
1
|A|hdn
2hdn|A\A∗| = 2
(
1−
d∏
i=1
(
1− 2
pai
))
≤ ε
when p is large enough. We fix such p which is independent of n.
For any finite constant R > 0, letting SOR := {x ∈ Rd; |x| ≤ R}, we can bound
the first term in the righ hand side of (4.24) from above by
∑
B∈Ψ,B∩SOR 6=∅
|Ln(B)− µ(B)| 1|A|hdn
∫
B⊆x+hnA
dx
+
1
|A|hdn
∫
B⊆x+hnA
dx{Ln(ScOR)− µ(ScOR) + 2µ(ScOR)}.
Clearly, h−dn
∫
B⊆x+hnA
dx ≤ |A|, and µ(ScOR) < ε/2 for R ≥ R0 large enough.
By Lemma 4.5, we have for all t > 0,
lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν{Ln(ScOR)− µ(ScOR) > ε}
≤ −J1Sc
OR
(ε) ≤ − (t[ε+ µ(ScOR)]− Λ(t1ScOR)) .
Since limR→∞ Λ(t1ScOR) = 0 by Lemma 4.6, for any M > 0, then the left hand side
above is bounded from above by −M for all R large enough, say R ≥ R1. Fix such
R ≥ R0 ∨R1 below. Summarizing those estimations, we obtain
lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν
(∫
|f ∗n(x)−Khn ∗ f(x)|dx > δ
)
≤ (−M) ∨ lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν

 ∑
B∈Ψ,B∩SOR 6=∅
|Ln(B)− µ(B)| > δ − 3ε

 .
(4.25)
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Step 3. It remains to control the last term in (4.25). Set
Ψ˜ = {B;B ∈ Ψ, B ∩ SOR 6= ∅}, C :=

⋃
B∈Ψ˜
B


c
and B(Ψ˜) = σ{B;B ∈ Ψ˜}, the σ-field generated by Ψ˜. Regarding Ln and µ as
probability measures on B(Ψ˜), and denoting the total variation of Ln − µ on B(Ψ˜)
by ‖Ln − µ‖B(Ψ˜), we have∑
B∈Ψ,B∩SOR 6=∅
|Ln(B)− µ(B)| ≤ ‖Ln − µ‖B(Ψ˜) = max
V ∈{−1,1}Ψ˜
(Ln(V )− µ(V )) ,
where {−1, 1}Ψ˜ denotes the set of all B(Ψ˜)-measurable functions with values in
{−1, 1} (which can be identified as the set of functions from Ψ˜ to {-1,1}) . Therefore,
for any fixed r > 0 ,
Pν

 ∑
B∈Ψ,B∩SOR6=∅
|Ln(B)− µ(B)| > r

 ≤ Pν
(
max
V ∈{−1,1}Ψ˜
Ln(V )− µ(V ) > r
)
≤
∑
V ∈{−1,1}Ψ˜
Pν (Ln(V )− µ(V ) > r) .
By Lemma 4.5(b), for each V ∈ {−1, 1}Ψ˜ and for all r > 0 ,
sup
ν∈Aµ,2(L)
Pν (Ln(V )− µ(V ) > r) ≤ sup
ν∈Aµ,2(L)
exp (−nJV (r)) ‖dν
dµ
‖
2
≤ L exp (−nJV (r)) .
Secondly, the number of elements Ψ˜ is no greater than
(
2Rp
hn
+ 2
)d
+ 1 = o(n)
by (4.3), and {−1, 1}Ψ˜ has 2#Ψ˜ = 2o(n) elements for n large enough. Consequently
letting B(1) be the unit ball in L∞(µ), we have
lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν

 ∑
B∈Ψ,B∩SOR6=∅
|Ln(B)− µ(B)| > r


≤ lim sup
n→∞
1
n
log 2o(n)L sup
V ∈B(1)
exp (−nJV (r)) = − inf
V ∈B(1)
JV (r).
Combining with (4.25), we get
lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν
(∫
|f ∗n(x)−Khn ∗ f(x)|dx > δ
)
≤ (−M) ∨
(
− inf
V ∈B(1)
JV (δ − 3ε)
)
.
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Since JV is convex, nondecreasing and left continuous on [0,+∞), consequently
using ‖ν − µ‖TV = sup‖V ‖≤1[ν(V )− µ(V )] = 2 supA∈B |ν(A)− µ(A)| and (4.15), we
have
I(δ) = inf{Jµ(ν)| sup
‖V ‖≤1
[ν(V )− µ(V )] > δ}
= inf
‖V ‖≤1
inf
r>δ
JV (r) = inf
‖V ‖≤1
JV (δ+)
(4.26)
As M > 0 are arbitrary and limε→0+ infV ∈B(1) JV (δ − 3ε) = I(δ−) by (4.26), we
obtain the desired (4.23) and then complete the proof of the upper bound in (4.2).
4.6 Proof of Theorem 4.3
The proof is divided in two parts, where the first part is for the upper bound and
the second is for the lower bound.
Part 1. Large deviation upper bound. This is an easy consequence of Theorem
4.1. In fact, for any g ∈ L1 and δ fixed, as {g˜ ∈ L1; ‖g˜ − g‖1 ≤ δ} is closed in the
weak topology σ(L1, L∞), then by Theorem 4.1,
lim sup
n→∞
1
n
log sup
ν∈Aµ,2(L)
Pν(‖f ∗n − g‖L1(Rd) < δ) ≤ − inf
g˜; ‖g˜−g‖1≤δ
J(g˜).
Letting δ → 0, we get the desired result by the lower semi-continuity of J (which
follows from (4.13)).
Part 2. Large deviation lower bound. It is enough to prove that ∀g ∈ P(E),
lim
δ→0
lim inf
n→∞
1
n
log Px(‖f ∗n − g‖L1(Rd) < δ) = −J(g), µ− a.s.
(This implies the desired uniform lower bound as in Wu (2000).) The proof is divided
in two steps.
Step 1. For ‘gdx = νV ’ case. The proof of this case is parallel to the one of
Step 1 in the proof of (4.21): the only change is that we now set
Wn := {ω : ‖f ∗n(ω)− g‖1 < δ}
and the key point is to prove QVω(0)(Wn) → 1, νV − a.s.. Applying the upper bound
in Theorem 4.2 to QV (instead of P ), we have QV (W cn) → 0 at exponential rate.
Using Borel-Cantelli’s lemma, QVω(0)(W
c
n) → 0 for νV − a.s. ω(0).
Step 2. The general case. For completing the proof, it remains to show the
claim below:
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∀ν = gdx ∈ M1(Rd) satisfies J(g) < +∞, there exists a sequence of (νVn), such
that ‖νVn − ν‖TV → 0, and lim supn→∞ J(νVn) ≤ Jµ(ν).
This has been settled in Lemma 4.8.
4.7 Proof of Theorem 4.4
We begin with
Lemma 4.10 Given V ∈ bB. If Tn is an asymptotically consistent estimator of
〈V, f〉 := ∫
E
V (x)f(x)dx, i.e., for each (P, µ) ∈ Θ (satisfying (A1) and (A2)),
|〈Tn, V 〉 − 〈f, V 〉| → 0 in probability Pµ, then
lim inf
n→∞
1
n
log Pµ (〈Tn − f, V 〉 > δ) ≥ − inf{J(g); 〈g − f, V 〉 > δ}. (4.27)
Proof. It is enough to prove that the left hand side of (4.27) is greater than −J(g)
for every g ∈ P which satisfies 〈g − f, V 〉 > δ and J(g) < +∞. By Step 2 in the
proof of the lower bound of Theorem 4.1, it suffices to prove it in the case of g = νV˜
where V˜ ∈ bB is arbitrary. The proof, completely parallel to Step 1 in the proof of
the lower bound of Theorem 4.1, is based on the fact that (QV˜ , νV˜ ) ∈ Θ again, so it
is omitted.
Lemma 4.11 Under (A1) and (A2), let I(·) be defined as in Theorem 4.2 (4.8).
Then
lim
r→0+
I(r)
r2
=
1
2 sup‖V ‖≤1 σ
2(V )
=
1
8 supA∈B(E) σ
2(1A)
. (4.28)
Proof. We only prove the first equality in (4.28) (the proof of the second one is
easy). By (4.26) and Lemma 4.9(b), for any V ∈ bB with ‖V ‖ ≤ 1,
lim sup
r→0
I(r)
r2
≤ lim
r→0
JV (r+)
r2
=
1
2σ2(V )
,
so limr→0+
I(r)
r2
≤ 1
2 sup‖V ‖≤1 σ
2(V )
.
For the converse inequality, let L > 1 be arbitrary but fixed. For any δ > 0 small
enough, we have by Lemma 4.9,
C(Lδ) := sup
t∈[0,Lδ]
sup
V ∈B(1)
∣∣∣∣ d3dt3 Λ(tV )
∣∣∣∣ < +∞.
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Thus by Taylor’s formula at order 3, we get for any V ∈ B(1) and r ∈ (0, δ],
JV (r) ≥ sup
t∈[0,Lr]
(tr − Λ(t[V − µ(V )])) ≥ sup
t∈[0,Lr]
(
tr − t
2σ2(V )
2
)
− (Lr)
3
6
· C(Lδ)
≥ r2
(
L ∧ σ−2(V )− [L ∧ σ
−2(V )]2σ2(V )
2
)
− (Lr)
3
6
· C(Lδ)
where the last inequality is obtained by taking t = r[L ∧ σ−2(V )]. Thus by (4.26),
lim inf
r→0+
I(r)
r2
= lim inf
r→0+
inf
V ∈B(1)
JV (r)
r2
≥ min
{
inf
V ∈B(1): σ−2(V )≤L
1
2σ2(V ))
; inf
V ∈B(1): σ−2(V )>L
(L− L/2)
}
≥ min
{
inf
V ∈B(1)
1
2σ2(V )
;
L
2
}
where the desired converse inequality follows from letting L→ +∞.
Proof. [Proof of Theorem 4.4] (a) By Lemma 4.10, since D is dense in the unit ball
of L∞ with respect to σ(L∞, L1),
lim inf
n→∞
1
n
log Pµ(‖Tn − f‖1 > r) ≥ sup
V ∈D
lim inf
n→∞
1
n
log Pµ(〈Tn − f, V 〉 > r)
≥ − inf
V ∈D
inf{J(g)|〈g − f, V 〉 > r}
= − inf{J(g)| sup
V∈D
〈g − f, V 〉 > r} = − inf
g:‖g−f‖1>r
J(g) = −I(r).
Thus (4.10) follows from Lemma 4.11. The second claim easily follows from (4.10)
by means of the extra condition on Tn and (A1).
(b) It follows from Theorem 4.3 and Lemma 4.11.
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Chapter 5
Strong Consistency and CLT for
the Random Decrement Estimator
This article is a joint work with Professor Pierre Bernard.
5.1 Introduction
In the goal of maintenance and damage detection of big structures (like cable stayed
bridges), the use of controlled excitations is not possible. For at least two reasons:
this should be too difficult to realize, and the structure should be set out of service for
some time. Hence techniques using the dynamical response under ambient loadings
(like wind and traffic) are of very high interest.
This is the case of the Random Decrement algorithm, introduced in the late
sixties by H.A.Cole, a NASA engineer. This technique, which was empirically de-
signed, is simple to use, very performing, and appears to be robust with respect of
the nature of loading.
The first tentative of analysis was made by Caughey [3] in 1961, with the follow-
ing arguments.The stationary response of a White Noise excited linear structure is
the sum of two terms: one term depending on the initial conditions, and one random
term, assumed to have zero mean, which is the convolution product of the excita-
tion by the impulse response function of the structure. By a statistical averaging
of pieces of trajectories beginning with the same initial conditions, the random part
should cancel. The first part only is maintained, and this part is the free response of
the system to some particular initial conditions. So, identification methods designed
to determine characteristics of the structure from the data of the free response to
an impulse (as for example Ibrahim method [8]) can be used.
This idea is good, but as we will prove, the result is not quite as expected from
this heuristic approach. The mathematical analysis is somewhat more complicated,
and gave rise to many errors in the engineering literature on this question. However,
123
124 Liangzhen Lei
this method appeared to be very performing, once the expected result was clearly
established.
In a more general setting, applied to stationary ergodic Gaussian processes, the
random decrement method furnishes a powerful estimator of its covariance function,
which can be biased, which is probably numerically the more efficient estimator from
our experience. Mechanicians use to compare the power of this algorithm to that of
the FFT algorithm for discrete time Fourier Transform.
5.2 Setting of the problem
Let {Xi, i ≥ 0} be a scalar stationary ergodic Gaussian sequence with zero mean
and variance σ2 where σ > 0. Denote by Φ the distribution function of the canonical
Gaussian measure on the real line, by ρ(j) =
Cov(Xj, X0)√
V ar(Xj)V ar(X0)
the correlation
coefficient between Xj and X0 for any relative integer j.
Introduce some condition known as triggering condition in the random decre-
ment approach:
Dk = (Xk, Xk+1, . . . , Xk+d−1) ∈ ∆; (5.1)
where d is a fixed integer and ∆ is a convenient domain in Rd. The main applications
in mechanics (level crossings or upcrossings) deals respectively with d = 1 and d = 2.
The meaning of such condition has to be properly interpreted: condition (5.1) defines
in fact a time valued point process, as those (random) times for which the condition
is satisfied. Denote by (τk, k ∈ Z) this stationary time process. This process will be
defined for k > 0 as follows:
τ1 = inf{j ≥ 0 : (Xj, Xj+1, . . . , Xj+d−1) ∈ ∆},
τk+1 = inf{j > τk : (Xj, Xj+1, . . . , Xj+d−1) ∈ ∆}; (5.2)
For k ≤ 0, it will be defined as the stationary extension of this sequence. Let
l(n) be its counting function, that is the number of τk’s in the set {0, 1, . . . , n− 1}.
Set
Dn(j) :=
1
n
n∑
k=1
Xτk+j, (5.3)
and
D¯n(j) :=
1
l(n)
l(n)∑
k=1
Xτk+j.
In this paper, we establish a Law of Large Numbers (LLN) and a Central Limit
Theorem (CLT) for Dn(j), n > 0 and D¯n(j), n > 0, for any fixed j. The limit will
be expressed in terms of some conditional expectation, which will be calculated in
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some important cases for applications. Moreover, in the particular case where the
stationary sequence is obtained by discretization with step h from a continuous time
process, the limit as h→ 0 will be calculated. This gives useful approximations for
small h, and enlightens the problem of conditioning in this case.
We denote by F ba the σ-field generated by the random variables (Xi)a≤i≤b,−∞ ≤
a ≤ b ≤ ∞, and by L2(F ba) the set of all F ba-measurable random variables with finite
variance. The maximal correlation coefficient ρ∗(n) between the past {Xi, i ≤ 0}
and the future {Xi, i ≥ n}, n > 0, of the stationary sequence (Xi, i ∈ Z) is defined
by
ρ∗(n) = sup
f∈L2(F0
−∞
), g∈L2(F∞n )
Cov(f, g)√
V ar(f)V ar(g)
.
Furthermore,
ρ∗(n) = sup
f∈L2(F∞n ),Ef=0
‖E(f |F0)‖2
‖f‖2
.
A very beautiful result of Sarmanov [12] says that for stationary Gaussian processes,
ρ∗(n) = sup
ξ,η
ρ(ξ, η) (5.4)
where the supremum is taken over all (ξ, η) such that ξ =
∑
i≤0 aiXi and η =∑
j≥n bjXj (finite linear combinations).
We shall compare it to the strong condition. The process {Xi} is said to satisfy
the strong mixing condition if
sup
A∈F0
−∞
,B∈F∞n
|P (A ∩B)− P (A)P (B)| = α(n) ↓ 0, n→∞.
In the particular case of Gaussian distribution, it has been proved by Kolmogorov
and Rozanov [9] that α(n) ≤ ρ∗(n) ≤ 2piα(n).
5.3 Main results
5.3.1 Discrete time case
Our first result is about the (strong) Law of Large Number for the estimator Dn(j)
and D¯n(j).
Theorem 5.1 {Xi, i ≥ 0} is a stationary ergodic Gaussian process with the marginal
normal distribution N (0, σ2), then,
lim
n→∞
Dn(j) = lim
n→∞
D¯n(j) == E(Xj|∆), a.s.
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In statistics, the CLT plays a central role. This is the purpose of
Theorem 5.2 {Xi,−∞ ≤ i ≤ ∞} is a stationary ergodic Gaussian process with
the marginal normal distribution N (0, σ2). If
∞∑
n=0
ρ∗(n) < +∞, (5.5)
then,
√
n
(
1
n
n∑
k=1
Xτk+j − E(Xj|∆)
)
d−→ N (0, σ˜2)
where
σ˜2 =
1
P (∆0)
[V ar (1∆0 (Xj − E(Xj|∆0)))
+2
+∞∑
k=1
Cov (1∆0 (Xj − E(Xj|∆0)) , 1∆k (Xk+j − E(Xk+j|∆k)))
]
.
(5.6)
with ∆k = {ω; (Xk, · · · , Xk+d−1) ∈ ∆}, and the last series is absolutely convergent.
Now let us study a particular case: d = 2 and for a ≥ 0,
∆(+, a) = {(x, y) ∈ R2; x ≤ a, y ≥ a}.
In that case,
∑n−1
k=0 1∆k is the up-crossing number of the level a ≥ 0 during time
interval [0, n]. The following explicit result will be crucial for the computation of
the asymptotic bias of the RDE in the continuous time case.
Proposition 5.3 For a stationary Gaussian process (Xn), let ρn = ρ(X0, Xn) and
∆ = ∆(+, a). Then
E(Xj|(X0, X1) ∈ ∆) = C0f(a, ρ1) + C1(−f(−a, ρ1))
g(a, ρ1)
,
where
C0 =
ρj − ρ1ρj−1
1− ρ21
, C1 =
ρj−1 − ρ1ρj
1− ρ21
and
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f(a, ρ1) = − σ√
2pi
exp
(
− a
2
2σ2
)
+ (1 + ρ1)
σ√
2pi
exp
(
− a
2
2σ2
)
Φ
(
a− ρ1a
σ
√
1− ρ21
)
,
g(a, ρ1) =
∫ 1
ρ1
u(ρ)dρ, u(ρ) =
1
2pi
√
1− ρ2 exp
(
− a
2
(1 + ρ)σ2
)
.
In particular, when a = 0,
E(Xj|(X0, X1) ∈ ∆) = (ρj−1 − ρj)σ√
2
pi
(
pi
2
− arcsin ρ1)
.
5.3.2 Continuous time case
Now let (Xt)t≥0 be a centered stationary ergodic Gaussian process such that ρ(t) :=
ρ(X0, Xt) is continuous. It is extended to R by ρ(−t) := ρ(t) for all t ≥ 0. By
Bochner’s theorem, there exists a positive bf symmetric bounded measure µ on R
such that
ρ(t) = σ−2
∫
R
eitxdµ(x), ∀t ∈ R.
µ is the so called spectral measure of (Xt).
Since E(Xt|X0 = a) = aρ(t), the RDE for estimating aρ(t) with t > 0 is defined
by
Dn(h, t) =
1
n
n∑
k=1
Xτk(h)+t
where τk(h) is the successive times of (Xkh) for upcrossing the level a, and the mesh
h is small so that t/h ∈ N∗. By Theorem 5.1, we have with probability one,
lim
n→∞
Dn(h, t) = E (Xt|X0 ≤ a,Xh ≥ a) .
Theorem 5.4 Let (Xt)t≥0 be a centered stationary ergodic Gaussian process such
that ρ(t) := ρ(X0, Xt) is continuous on R
+ and derivable for t > 0.
(a) If
Γ =
∫
R
x2dµ(x) < +∞, (equivalently ρ′′(0) > −∞)
then we have with probability one,
lim
h=T/m→0+
lim
n→∞
Dn(h, t) = ρ(t)a−
√
pi
2Γ
ρ′(t)σ2 = ρ(t)a−
√
pi
2
ρ′(t)σ√−ρ′′(0)
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(b) If Γ =
∫
R
x2µ(dx) = +∞, then we have a.s.
lim
h=T/m→0+
lim
n→∞
Dn(h, t) = ρ(t)a.
Furthermore, both parts (a) and (b) hold true for D¯n(h, t).
By Chung [4, Theorem 6.4.1], if µ has a finite absolute moment of order 2
(i.e., Γ < +∞), then ρ(t) has a continuous derivative of order 2 given by ρ′′(t) =
−σ−2 ∫ eitxx2dµ(x). Conversely, if ρ(t) has a finite derivative of order 2 at t = 0,
then µ has a finite moment of order 2.
Note also that 1/σ2µ(dx) is the distribution of the noise frequence. So this
theorem just says thatDn(h, t), D¯n(h, t) are biased if the process contains sufficiently
numerous high frequences of noise.
5.4 Several exact calculus
The following lemma is elementary.
Lemma 5.5 Let {Xi, i ≥ 0} be a stationary ergodic Gaussian process with the
standard distribution N (0, σ2), then
E(Xj|X0, X1) = C0X0 + C1X1,
where
C0 =
ρj − ρ1ρj−1
1− ρ21
, C1 =
ρj−1 − ρ1ρj
1− ρ21
.
Proof. [Proof of Proposition 5.3]
At first we have by Lemma 5.5,
E(Xj|(X0, X1) ∈ ∆) = E(Xj1(X0,X1)∈∆)
P ((X0, X1) ∈ ∆)
=
C0E(X01(X0,X1)∈∆) + C1E(X11(X0,X1)∈∆)
E(1(X0,X1)∈∆)
(5.7)
where ∆ = ∆(+, a) = {(x, y); x ≤ a, y ≥ a}. And put
f(a, ρ1) := E(X01(X0,X1)∈∆)
g(a, ρ1) := E(1(X0,X1)∈∆).
The calculus will be divided to several steps for clarity.
Step 1: f(a, ρ1) = E(X01(X0,X1)∈∆)
Partie II 129
To calculate f(a, ρ1), we take the conditional expectation w.r.t X0,
E(X01(X0,X1)∈∆) = E(E(X01(X0,X1)∈∆|X0))
= E(X01X0≤aE(1X1>a|X0))
(5.8)
As X1 = ρ1X0 + σ
√
1− ρ12ξ, where ξ ∼ N (0, 1) is independent of X0, so we have
E(X01X0≤aE(1X1>a|X0)) = E
(
X01X0≤aP
(
ξ >
a− ρ1X0
σ
√
1− ρ21
|X0
))
= E
[
X01X0≤aΦ
(
ρ1X0 − a
σ
√
1− ρ21
)]
=
∫ a
−∞
Φ
(
ρ1x− a
σ
√
1− ρ21
)
x
σ
√
2pi
exp
(
− x
2
2σ2
)
dx
=
∫ a
−∞
Φ(
ρ1x− a
σ
√
1− ρ21
)
−σ√
2pi
d
(
exp
(
− x
2
2σ2
))
= − σ√
2pi
Φ
(
ρ1a− a
σ
√
1− ρ21
)
exp
(
− a
2
2σ2
)
+
σ√
2pi
∫ a
−∞
exp
(
− x
2
2σ2
)
d
dx
Φ
(
ρ1x− a
σ
√
1− ρ21
)
dx
(5.9)
Noting that,
∫ a
−∞
exp
(
− x
2
2σ2
)
d
dx
Φ
(
ρ1x− a
σ
√
1− ρ21
)
dx
=
∫ a
−∞
exp
(
− x
2
2σ2
)
ρ1
σ
√
1− ρ21
1√
2pi
exp

−12
(
ρ1x− a
σ
√
1− ρ21
)2
 dx
=
ρ1
σ
√
1− ρ21
1√
2pi
exp
(
− a
2
2σ2
)∫ a
−∞
exp

−12
(
x− aρ1
σ
√
1− ρ21
)2
 dx
=
ρ1
σ
√
1− ρ21
1√
2pi
exp
(−a2
2σ2
)
σ
√
1− ρ21
∫ a−aρ1
σ
√
1−ρ2
1
−∞
exp
(
−u
2
2
)
du
= ρ1 exp
(−a2
2σ2
)
Φ
(
a− ρ1a
σ
√
1− ρ21
)
130 Liangzhen Lei
and Φ(−x) = 1− Φ(x), so we obtain
f(a, ρ1) = − σ√
2pi
Φ
(
ρ1a− a
σ
√
1− ρ21
)
exp
(
− a
2
2σ2
)
+
ρ1σ√
2pi
exp
(
− a
2
2σ2
)
Φ
(
a− ρ1a
σ
√
1− ρ21
)
= − σ√
2pi
exp
(
− a
2
2σ2
)
+ (1 + ρ1)
σ√
2pi
exp
(
− a
2
2σ2
)
Φ
(
a− ρ1a
σ
√
1− ρ21
)
.
(5.10)
Step 2: Calculus of E(X11(X0,X1)∈∆). Since (X0, X1) and (−X1,−X0) have
the same law, thus,
E(X11(X0,X1)∈∆) = −f(−a, ρ1).
Step 3: Calculus of g(a, ρ1) = P((X0, X1) ∈ ∆). This part is the most difficult.
To calculate g(a, ρ1), as in the Step 1 we have
g(a, ρ1) = E1X0≤aΦ
(
ρ1X0 − a
σ
√
1− ρ21
)
.
However, It is also difficult to calculate the integral above explicitly. The trick
consists to take the derivation of g(ρ1) := g(a, ρ1) w.r.t ρ1.
g′(ρ1) =
d
dρ1
E1X0≤aΦ
(
ρ1X0 − a
σ
√
1− ρ21
)
= E1X0≤a
1√
2pi
exp

−1
2
(
ρ1X0 − a
σ
√
1− ρ21
)2 d
dρ1
(
ρ1X0 − a
σ
√
1− ρ21
)
= E1X0≤a
1√
2pi(1− ρ21)
X0 − aρ1
σ
√
1− ρ21
exp

−1
2
(
ρ1X0 − a
σ
√
1− ρ21
)2
=
∫ a
−∞
1√
2pi(1− ρ21)
x− aρ1
σ
√
1− ρ21
exp

−1
2
(
ρ1x− a
σ
√
1− ρ21
)2 1
σ
√
2pi
exp
(
− x
2
2σ2
)
dx
=
∫ a
−∞
1
2pi(1− ρ21)
x− aρ1
σ2
√
1− ρ21
exp

−1
2
(
x− aρ1
σ
√
1− ρ21
)2 exp(− a2
2σ2
)
dx
= exp
(
− a
2
2σ2
)
1
2pi(1− ρ21)
√
1− ρ21
∫ a−aρ1
σ
√
1−ρ2
1
−∞
u exp
(
−u
2
2
)
du
= − 1
2pi
√
1− ρ21
exp
(
− a
2
(1 + ρ1)σ2
)
.
(5.11)
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This completes the proof of Proposition 5.3.
5.5 Proof of Theorem 5.1
Introduce the counting function l : R+ → R+,
l(n) :=
n−1∑
0
1(Xk,Xk+1,··· ,Xk+d−1)∈∆, ∆k := {(Xk, Xk+1, · · · , Xk+d−1) ∈ ∆}.
For D¯n(j), noting that
D¯n(j) =
1
l(n)
l(n)∑
k=1
Xτk+j =
1
l(n)
n−1∑
k=0
1∆kXk+j
which converges a.s. to
1
P(∆0)
E (Xj1∆0) = E(Xj|∆0)
by Birkhoff’s ergodic theorem. Now for Dn(j), consider the inverse of l(·) given by
l−1(n) = inf{k; l(k) = n}.
We have,
Dn(j) =
1
n
n∑
k=1
Xτk+j =
1
n
l−1(n)−1∑
k=0
1∆kXk+j
=
l−1(n)
n
1
l−1(n)
l−1(n)−1∑
k=0
1∆kXk+j
(5.12)
As the process is stationary and ergodic, so by the ergodic theorem of Birkhoff ,
lim
n→∞
l(n)
n
= lim
n→∞
∑n−1
0 1∆k
n
= P(∆0), a.s. (5.13)
and
lim
n→∞
1
l−1(n)
l−1(n)−1∑
k=0
1∆kXk+j = E(Xj1∆0), a.s. (5.14)
Then l−1(n)/n→ 1/P(∆0), a.s. and
lim
n→∞
1
n
n∑
k=1
Xτk+j =
E(Xj1∆0)
P(∆0)
= E(Xj|∆0), a.s.
This completes the proof of Theorem 5.1.
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5.6 Proof of Theorem 5.2
We begin with
Lemma 5.6 (Xi) is a stationary and ergodic sequence, if
∞∑
n=0
ρ∗(n) < +∞, (5.15)
then for any f(Xi) ∈ L2 such that E(f) = 0,
1√
n
[nt]∑
i=1
f(Xi)
d−→ (σBt)t≥0
in the space D(R+; R) of real ca`dla`g functions on R+ equipped with the topology of
uniform convergence over compacts, where (Bt) is the standard Brown motion, and
σ2 = Ef 2(X0) + 2
∞∑
i=1
Ef(X0)f(Xi)
Proof. [Proof of Theorem 5.2]
The CLT for D¯(j) is quite easy. Indeed,
√
l(n)
(
D¯n(j)− E(Xj|∆0)
)
=
1√
l(n)
n−1∑
k=0
1∆k (Xk+j − E(Xk+j|∆k))
=
√
n
l(n)
1√
n
n−1∑
k=0
1∆k (Xk+j − E(Xk+j|∆k)) .
Applying Lemma 5.6 to the stationary and ergodic process (Xk, ·, Xk+m)k≥0 where
m ≥ max{d− 1, j} (fixed), we have
1√
n
n−1∑
k=0
1∆k (Xk+j − E(Xj|∆0)) → σB1
in distribution, where
σ2 = V ar (1∆0 (Xj − E(Xj|∆0)))+2
+∞∑
k=1
Cov (1∆0 (Xj − E(Xj|∆0)) , 1∆k (Xk+j − E(Xk+j|∆k))) .
Since n/l(n) → 1/P(δ0) a.s., we have by an elementary argument that√
l(n)
(
D¯n(j)− E(Xj|∆0)
)→ σ˜B1
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in distribution, where σ˜2 = σ2/P(∆0).
We now turn to the CLT of Dn(j), which is technically more difficult. Note that
Yn :=
√
n (Dn(j)− E(Xj|∆0)) = 1√
n
l−1(n)∑
k=0
(1∆k (Xk+j − E(Xj|∆0))
and l−1(n)/n→ 1/P(∆0), a.s.. For any δ > 0 let
Zn(t) :=
1√
n
[nt]∑
k=0
(1∆k (Xk+j − E(Xj|∆0)) , An :=
{
| l
−1(n)
n
− 1
P(∆0)
| ≤ δ
}
.
For any bounded continuous function F on R with |F | ≤ M , as γ → F (γ(·)) is
continuous from D(R+) to D(R+) w.r.t. the uniform over compacts convergence, we
have by Lemma 5.6 that for n ≥ 1/δ
|EF (Yn)− EF (Zn(t0))| ≤ P(Acn)M + E sup
t:|t−t0|≤2δ
|F (Zn(t))− F (Zn(t0))|
→ E sup
t:|t−t0 |≤2δ
|F (σ˜Bt)− F (σ˜Bt0)|
where the last term is arbitrarily small once δ → 0+ again by Lemma 5.6. This
completes the proof of the CLT for Dn(j).
5.7 Proof of Theorem 5.4
By Theorem 5.1 applied to (Xkh), we have a.s.
lim
n→∞
Dn(h, t) = E(Xt|(X0, Xh) ∈ ∆).
By Proposition 5.3, the last quantity equals
ρ(t) + ρ(t− h)
1 + ρ(h)
f(a, ρ(h)) +
ρ(t− h)− ρ(t)ρ(h)
1 + ρ(h)
σ√
2pi
exp
(
− a
2
2σ2
)
g(a, ρ(h))
(5.16)
Note that as h→ 0+, ρ(h) → 1 and then
f(a, ρ(h)), g(a, ρ(h)),
ρ(t− h)− ρ(t)ρ(h)
1 + ρ(h)
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tend to zero totally, and
ρ(t) + ρ(t− h)
1 + ρ(h)
→ ρ(t).
For the behavior of f(a, ρ(h)) as h→ 0+, we calculate
∂f(a, ρ(h))
∂ρ(h)
=
σ√
2pi
exp
(
− a
2
2σ2
)
Φ
(
a− ρ(h)a
σ
√
1− ρ2(h)
)
+ (1 + ρ(h))
σ√
2pi
exp
(
− a
2
2σ2
)
∂
∂ρ(h)
Φ
(
a− ρ(h)a
σ
√
1− ρ2(h)
)
=
σ√
2pi
exp
(
− a
2
2σ2
){
Φ
(
a− ρ(h)a
σ
√
1− ρ2(h)
)
− a
σ
√
2pi(1− ρ2(h)) exp
(
− a
2(1− ρ(h))
2σ2(1 + ρ(h))
)}
(5.17)
Thus, when h→ 0+,
∂f(a, ρ(h))
∂ρ(h)
∼ σ√
2pi
exp
(
− a
2
2σ2
){
1
2
− a
2σ
√
pi(1− ρ(h))
}
, (5.18)
∂g(a, ρ(h))
∂ρ(h)
∼ − 1
2
√
2pi
√
1− ρ(h) exp
(
− a
2
2σ2
)
(5.19)
So by the Hospital’s criterion,
lim
h→0
f(a, ρ(h))
g(a, ρ(h))
= lim
ρ(h)→1
∂f(a, ρ(h))
∂ρ(h)
∂g(a, ρ(h))
∂ρ(h)
= lim
ρ(h)→1
σ√
2pi
exp
(
− a
2
2σ2
)(
1
2
− a
2σ
√
pi(1− ρ(h))
)
− 1
2
√
2pi
√
1− ρ(h) exp
(
− a
2
2σ2
) = a
(5.20)
Furthermore again by Hospital’s criterion,
lim
ρ(h)→1−
g(a, ρ(h))√
1− ρ(h) = limρ→1− 2u(ρ)
√
1− ρ = 1
2
√
2pi
exp
(
− a
2
2σ2
)
=: c (5.21)
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where u(ρ) is given in Proposition 5.3.
Now we separate our discussion into two cases.
Part (a). Γ :=
∫
R
x2µ(dx) < +∞. In that case ρ ∈ C2(R) and
ρ′(0) = 0, σ2ρ′′(0) = −Γ ∈ (0,+∞).
and
ρ(h) = 1 +
1
2
ρ′′(0)h2 + o(h2)
ρ(t− h)− ρ(t)ρ(h) = −ρ′(t)h + o(h)
we have by (5.21),
lim
h↓0
ρ(t− h)− ρ(t)ρ(h)
g(a, ρ(h))
= lim
h↓0
−ρ′(t)h+ o(h)
c
√
−1
2
ρ′′(0)h2 + o(h2)
= −2pi exp
(
a2
2σ2
)
ρ′(t)
1√−ρ′′(0) .
(5.22)
Substituting it together with (5.20) into (5.16), we obtain
lim
h→0
E(Xt|(X0, Xh) ∈ ∆) = ρ(t)a−
√
pi
2
ρ′(t)σ√−ρ′′(0)
the desired result in (a).
Part (b). Γ = +∞. By (5.16), (5.20) and (5.21), it remains to prove that
lim
h→0+
ρ(t− h)− ρ(t)ρ(h)√
1− ρ(h) = limh→0+
ρ(t− h)− ρ(t) + ρ(t)(1− ρ(h))√
1− ρ(h) = 0. (5.23)
Let µn(dx) := 1[−n,n]µ(dx). Then
1− ρ(h) =
∫
R
(1− cos hx) 1
σ2
µ(dx) ≥
∫
R
(1− cos hx) 1
σ2
µn(dx) =
1
2
Γn
σ2
h2 + o(h2).
where Γn :=
∫
[−n,n]
x2µ(dx). Consequently
lim sup
h→0+
|ρ(t− h)− ρ(t)|√
1− ρ(h) ≤ limh→0+
|ρ′(t)h+ o(h)|√
1
2
Γn
σ2
h2 + o(h2)
= σ|ρ′(t)|
√
2
Γn
where the desired result follows by letting n→ +∞.
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Remarks 5.7 By the proof above (see (5.23)), the asymptotic consistence of the
RDEs Dn(h, t) and D¯n(h, t) is equivalent to
lim
h→0
ρ(t− h)− ρ(t)√
1− ρ(h) = 0
(this is without the assumption that ρ′(t) exists for t > 0!).
5.8 An example
Consider the case of an harmonic oscillation excited by a white noise which is given
by the following Itoˆ stochastic differential equation,{
dXt = Vtdt
dVt = ςdWt − (2κω0Vt + ω02Xt)dt
(5.24)
where ω0 is the natural pulsation, and κ is the damping coefficient (ω0 > 0, κ > 0).
Set Yt =
(
Xt
Vt
)
, it is easy to see that (Yt) is a Markov process. Rewrite the
equation:
d
(
Xt
Vt
)
=
(
0 1
−ω20 −2κω0
)(
Xt
Vt
)
dt+
(
0
ς
)
dWt (5.25)
the solution to this equation is explicitly given by
Yt = e
At(Y0 +
∫ t
0
e−AsBdWs) (5.26)
where
A =
(
0 1
−ω20 −2κω0
)
, B =
(
0
ς
)
.
By [13], the unique stationary distribution is given by N (0,Σ) where
Σ :=
(
var(X0) 0
0 var(V0)
)
=


ς2
4κω03
0
0
ς2
4κω0

 . (5.27)
Below we take the initial variable Y0 independent of (Wt)t≥0 with law N (0,Σ). By
the Markov property of (Yt),
ρ∗(t) = sup
u
ρ(σ(Xs, s ≤ u); σ(Xs, s ≥ u+ t)) = ρ(σ(Y0), σ(Yt))
Partie II 137
By [14, Remarks 5.3] we have
(ρ∗(t))2 = λmax(Σ
−1/2eA
∗tΣeAtΣ−1/2) (5.28)
where A∗ is the transposition of A, λmax denote the maximal eigenvalue of a matrix.
We assume at first that κ < 1. The two eigenvalues of A are given by λ1,2 =
ω0(−κ± i
√
1− κ2), then A = QΛQ−1, where
Q =
(
1 1
λ1 λ2
)
, Λ =
(
λ1 0
0 λ2
)
, Q−1 =
1
λ2 − λ1
(
λ2 −1
−λ1 1
)
(note that they are complex-valued). Thus letting ‖A‖ := supx∈Cn:|x|=1 |Ax| be the
norm of complex matrix A, we have by (5.28)
ρ∗(t) = ‖Σ1/2eAtΣ−1/2‖ = ‖Σ1/2QetΛQ−1Σ−1/2‖
≤ ‖etΛ‖C = e−ω0κtC
where
C = ‖Σ1/2Q‖ · ‖Q−1Σ−1/2‖.
The same calculus works for κ > 1 (except λ1, λ2, Q,Λ are all real-valued).
In the case where κ = 1, A is not diagonizable. But by calculting first explicitly
Σ−1/2eAtΣeA
∗tΣ−1/2 for κ 6= 1 and next let κ→ 1, we shall obtain
ρ∗(t) ≤ e−ω0κt(c0 + c1t)
for some constants c0, c1 > 0.
Hence for any κ > 0, for each mesh h fixed, the CLT in Theorem 5.2 is applicable.
We now turn to the consistency. In fact for all t ≥ 0, ρ(t) = Cov(X0, Xt)
V ar(X0)
, by
(5.26) and (5.27) we have Cov(Xt, X0) =
(
eAtCov(Y0, Y0)
)
11
=
(
eAtΣ
)
11
. Thus by
the diagolization of A above we get that for κ 6= 1,
ρ(t) =
1
λ2 − λ1
[
(λ2e
λ1t − λ1eλ2t) + ω20(eλ2t − eλ1t)
]
(5.29)
Recall that the expression above is for t ≥ 0 and for t < 0, ρ(t) := ρ(−t). We now
separate our discussion into three cases:
Case 1. κ > 1. We have ρ′(0+) = ω20 > 0. As a pair function on R, ρ is not
derivable at 0, hence the RDEs Dn(h, t), D¯n(h, t) are consistent estimators of aρ(t)
by Theorem 5.4.
Case 2. κ ∈ (0, 1). In that case,
ρ(t) =
e−ω0κt√
1− κ2
(
κ sin(ω0t
√
1− κ2) +
√
1− κ2 cos(ω0t
√
1− κ2)
)
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then ρ′(0+) = ω20 > 0. Hence the RDEs Dn(h, t), D¯n(h, t) are consistent estimators
of aρ(t) by Theorem 5.4.
Case 3. κ = 1 (resonance case). We can take limit κ → 1− in (5.29), and
get immediately that for t ≥ 0,
ρ(t) = (ω0κt+ 1)e
−ω0κt.
We find that ρ′(0+) = 0 and ρ′′(0+) = −(ω0κ)4. Thus ρ is twice derivable at 0. By
Theorem 5.4, we have a.s.
lim
h=t/m→0
lim
n→∞
Dn(h, t) = ρ(t)a−
√
piV ar(X0)
−2ρ′′(0) ρ
′(t) = ρ(t)a +
√
piς2
8κω03
te−ω0κt
and same for D¯n(h, t). In other words in this resonance case Dn(h, t), D¯n(h, t) have
an asymptotic bias
√
piς2
8κω03
te−ω0κt.
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RESUME
Cette the`se est consacre´e a l’e´tude de deux the`mes : les grandes de´viations pour
les estimateurs a` noyau de la densite´ f ∗n des processus stochastiques stationnaires
et l’estimateur de de´cre´ment ale´atoire (EDA) pour des processus gaussiens station-
naires.
Le premier the`me est la partie principale de cette the`se, constitue´e des quatre
premiers chapitres. Dans le chapitre 1, on e´tablit le w∗-PGD (principe de grandes
de´viations) de f ∗n et une ine´galite´ de concentration dans le cas i.i.d. On de´montre
dans le chapitre 2 la convergence exponentielle de f ∗n dans L
1(Rd) et une ine´galite´
de concentration pour des suites φ-me´langeantes, en se basant sur une ine´galite´ de
transport de Rio. Les chapitres 3 et 4 constituent le coeur de cette the`se : on
e´tablit (i) le PGD de f ∗n pour la topologie faible σ(L
1, L∞) ; (ii) le w∗-PGD de
f ∗n dans L
1 pour la topologie forte ‖ · ‖1 ; (iii) l’estimation de grandes de´viations
pour l’erreur D∗n = ‖f ∗n(x)− f(x)‖1 et (iv) l’optimalite´ asymptotique de f ∗n au sens
de Bahadur. Ces re´sultats sont prouve´s dans le chapitre 3 pour des processus de
Markov uniforme´ment ergodiques et dans le chapitre 4 pour des procesus de Markov
re´versibles uniforme´ment inte´grables.
Le dernier chapitre est consacre´ au second the`me. On de´montre la loi des grands
nombres et le the´ore`me de limite centrale pour l’EDA a` temps discret et on e´tablit
pour la premie`re fois l’expression explicite du biais de l’EDA a` temps continu.
ABSTRACT
This thesis is devoted to the studies of two themes: large deviations of the
kernel density estimator for stationary stochastic processes and random decrement
estimator (RDE) for stationary gaussian processes.
The first theme is the main part of this thesis and contains four chapters. In
chapter 1, we establish the w∗-LDP (large deviation principle) of f ∗n and a concentra-
tion inequality in the i.i.d. case. In chapter 2, we prove the exponential convergence
of f ∗n dans L
1(Rd) and a concentration inequality for the φ-mixing processes, by
using a transportation inequality of Rio. Chapter 3 and chapter 4 are the core of
this thesis. For the first time in the dependent case, we establish (i) the LDP of
f ∗n for the weak topology σ(L
1, L∞) ; (ii) the weak∗-LDP of f ∗n in L
1 for the strong
topology ‖ · ‖1; (iii) large deviations estimations for D∗n = ‖f ∗n(x)− f(x)‖1 and (iv)
aymptotic optimality of f ∗n in the sense of Bahadur. These results are established
in chapter 3 for uniformly ergodic Markov processes, and for uniformly integrable
reversible Markov processes in chapter 4.
The last chapter is devoted to the second theme. We prove the law of large
number and central limit theorem for RDE in discret time case and give the explicit
bias of the RDE in continuous time case.
