in the wage-price sector make the sector difficult to specify and estimate with precision, and the possibility of errors compounding in the sector during simulation is generally quite large.
The model of price determination described here bypasses the whole wage-price nexus and essentially takes prices as being determined by current and past aggregate demand pressures. The price equation of the model can thus be considered to be a reduced form equation of a more general svage-price model. The equation is also similar to simple Phillips-curve equations, where wage changes (or price changes) are taken to be a function of excess supply (as approximated by the unemployment rate) in the labor market,
The Theory
The theory behind the model is quite simple. Aggregate price changes are assumed to be a function of current and past demand pressures. Gurrent demand pressures have an obvious effect on current prices. If there is current excess demand, then prices are likely to he bid (or set) higher, and if there is current excess supply, then prices are likely to be bid (or set) lower.
There are two ways in which past demand pressures can affect current prices. One way is through the lagged response of individuals or firms to various economic stimuli. It may take a few quarters for some individuals or firms to change their prices as a result of changing demand conditions. This may, of course, uot be irrational behavior, since individuals or firms may want to determine whether a changed demand situation is likely to be temporary or permanent before responding to it. The other way in which past demand pressures can affect current prices is through input prices. If, for example, past demand pressures have caused past input pm-ices to rise, this should lead to higher current output prices, as higher production costs are passed on to the customer, The lag in this case is the time taken for higher input prices to lead to higher costs of production' and for higher costs of production to lead to higher output prices. It may also take tinne for input prices to respond to demand pressures, which will further lengthen the lag between demand pressures and output prices.
Note that nothing specifically has been said about wage rates. Labor is treated like any other input tm Since finns stockpile various inputs, this lag is not necessarily zero.
demand pressures are assumed to lead (usually with a lag) to higher wage rates, which then lead (perhaps with a lag) to higher output prices. The present approach avoids the problem of having to determine unit labor costs or wage rates before prices can be determined.
The present model is thus based on the simple theory that price changes can ultimately be traced to the existence of excess demand or supply in the market. If this is true, then for purposes of explaining aggregate price changes, one may not have to specify the intermediate steps between demand pressures and price changes, hut may be able to specify price changes as direct functions of current and past demand pressures.
The Measurement of Potential Output
Potential output plays an important role in the work below, and two measures of potential output have been considered in this study. The first measure is the potential GNP measure of the Council of Economic Advisers (CEA), which grew at a 3.5 per cent annual rate from 11/1955 through IV/1962, at a 3.75 per cent annual rate from 1/1963 through IV/1965, and at a 4 per cent annual rate from 1/1966 through 11/1970. The second measure considered here, a potential GNP measure developed by the author, 6 is similar in concept to the CEA measure.
"Potential GNP" is meant to refer to that level of GI\P that could be produced at a 4 per cent unemployment rate.
In Table I on the next page, the actual values of real GNP, the estimated values of this second measure of potential GNP, and the percentage changes (at annual rates) of the second measure of potential GNP are presented quarterly for the 1/1954-11/1970 period. One of the basic differences between the potential GNP series presented in Table I and the CEA series, aside from the smoother nature of the latter, is the relatively slow~owth of the series in Table I during the last two quarters of 1965 and all   6 The n,easure is described in Fair, "The Determination of Aggregate Price Changes," and in Fair, A Short-Run Forecasting Model of the Um,ited States Economy, Chapter 10. There is one basic difference between the measure of potential output described in these two works and the measure used in this paper. In a recent study by the author, "Labor Force Participation, Wage Rates, and Money Illusion," Research Memorandum No. 114, Economefric Research Program, Princeton University, September 1970 , wage rates were found to have a significant effect on the labor force participation of some age-sex groups, and in the eonstmction of the potential labor force series in this study (a series that is needed for the construction of the potential output series), account was taken of this effect. of the armed forces is increased) has a n gative effect (X~-X,,) in (2) is the change in real CNP during on total potential output period t that would be necessary to mak real GNP equal to potential real GNP (to be referred to as the
Specification of the Price Equation
'potential real change in GNP'), and (Y Y-_ 5 ) i The first question that arises in specifying the the actual ch tnge rn money CNP during period t. price equation s what measure of demand pressure D as defined by (2) is thus the diffeience between should he used. Two measures, denoted as D 5 and D respectively, were considered in tins studx: t The notation adopted for this article i de ign d to be as D -X~x con tint as po ibi' sth thi notation in Ander en and Carl on. Noti ho~scser that the sign of D, in equation
(2) is reversed f om that in knd rsen and Carl on.
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the potential real change in GNP and the actual money change. D 1 can also he considered to be a measure of demand pressure. If, for example, the potential real change in GNP is quite large, then the money change can he quite large and still lead to little pressure on available supply, hut if the potential real change is small, then even a relatively small money change will lead to pressures on supply.
By definition, money CNP is equal to real GNP times the GNP deflator. If the deflator is taken to be endogenous, then whether D~or D should be used as the measure of demand pressure in the equation determining the deflator depends on whether real GNP is taken to be endogenous, with money GNP being treated as the "residual," or whether money GNP is taken to be endogenous, with real GNP being treated as the "residual." In the Fair model, for example, the expenditure equations are in money terms and money GNP is endogenous. Likewise, in the Andersen and Carlson model, the expenditure equation is in money terms. In these models it would not be appropriate to use D~in the equation determining the deflator, since the real GNP part of D~is determined as money CNP divided by the deflator (that is, as the residual) and thus the deflator enters on both sides of the equation. It would be appropriate to use D,, however, as long as it could be assumed that the variables and error tenns that determine money CNP in the models are independent of the error term in the equation determining the deflator. Conversely, for models in which real CNP is endogenous and is determined by variables and error terms that are independent of the error term in the equation determining the deflator, it would he appropriate to use DI in the equation, but not D 5 .
In most large-scale macroeconomic models, of course, money GNP. real CNP, and the GNP deflator are all endogenous in that they are all detennined within a simultaneous system of equations. No one variable can be considered to he determined simply as the ratio or product of the other two. Since in most of these models the expenditure equations are in real terms, however, it is probably true that money GNP is closer to being the residual variable in these models than is real GNP.
Whether a given expenditure equation in a model should be specified in real or money tenns depends on whether spending units take money income and other money variables as given and determine how much money to spend as a function of these (and other) variables, or whether they deflate money income and the other money variables by some price level and detennine how many goods to purchase as a function of these "real" (and other) variables. In the first case the number of goods purchased is the residual variable (people plan to spend a given amount of money, and real expenditures are determined merely as money expenditures divided by the price level), and in the second case the money value of goods purchased is the residual variable (people plan to purchase a given number of goods, and money expenditures are detennined merely as real expenditures times the price level).
In the long run it seems clear that real expenditures are determined by real variables, as standard economic theory suggests, but in the short run the case is not so clear. Civen flue uncertainty that exists in the short run and the lags involved in the collection and interpretation of information on price changes, people may behave in the short run in a way that is closer to the first case described above than it is to the second.
An argument can thus be made for specifying expenditure equations in short-run models in money terms, although even for short-mn models it may be the case that some equations should be specified in real terms. It may also be the case that consumption expenditure equations should he specified in the manner suggested by Branson and Klevoriek 8 to incorporate money illusion directly. Whatever the case, D has been used as the excess demand variable for most of the work below, on the assumption that in the short run real GNP is closer to being the residual variable than is money CNP, Some results using DI will also be presented.
The price deflator that has been used for the estimates below is actually not the total GNP deflator, but the private output deflator. Because of the way the government sector is treated in the national income accounts, the CNP deflator is influenced rather significantly by government pay increases, such as those that occurred in 111/1968 and 111/1969, and the private output deflator is likely to be a better measure of the aggregate price level. The private output deflator will he denoted as P.
In the table on 10 In studies of the Phillips curve in hich the reciprocal of the unemployment rate is taken to be th explanatory variable a coefficient like a in equation (3) does not arise since it is a sumed that as the unemploy ment rate (excess supply) approaches zero, the '°The technique that Wa used for this purpose is described 9 P, ma taken to be in nails of 100, rather than in units of 1. in footnote 11.
Page 22 quarterly for the 1/1956-11/1970 period. 9 The values of demand pressure were constructed using the potential GNP measure presented in The basic equation explaining the change in the deflator is specified as:
where E 5 is the error term and n is the number of periods over which lagged values of the demand pressure variable have an influence on the current change in the deflator. I~Dt-~-i-i is the simple n-quarter moving average of D. Equation (3) is consistent with the theory expounded above. The current change in the price level is taken to be a function of current and past demand pressures, as measured by the n-quarter moving average of D. A nonlinear functional form has been chosen, the functional form being similar to that used in studies of the Phillips curve, where the reciprocal of the unemployment rate is most often used as the explanatory variable. some constant amount and still not bias the estimates of a 0 and a,. The error will merely be absorbed in the estimate of a,.
The Results
Equation (3) /1959 , IV/1959 , 1/1960 , IV/1964 , 1/1965 , and 11/1965 Table III . The potential GNP series presented in Table I was used for the estimates in line (a).
The estimates of a,, a, and a, are fairly collinear, and thus the t-statistics presented in line (a) of Table III Equation (3) was also estimated using the CEA measnre of potential GNP, and these results are presented in line (b) of Table III . The standard error of the equation is .220, which is considerably larger than the standard error in line (a), and the inflation in 1969 and 1970 was considerably underpredicted by the equation. The results are clearly not as good as those achieved in line (a) using the potential GNP estimates presented in Table I , which perhaps indicates that the potential GNP series in Table I is a better measure of supply constraints than is the trend series of the CEA. Equation (3) was also estimated using D 5 instead of D as the demand pressure variable, and these results are presented in line (c) of Table III . The results are almost as good as those achieved in line (a) using D, but the fit is slightly worse and the inflation in 1969 and 1970 was not captured quite as well, The results thus seem to indicate that D is the better measure of demand pressure, although as discussed above, whether D' or D should be used in the equation depends on whether real GNP o~money GNP is closer to being determined as the residual variable in the short run.
As mentioned above, equation (3) was estimated for values of n other than 8 and for weighted averages other than the equally weighted average. In particular, various declining weighted averages were tried. None of these results were an improvement ' 2 Remember that Pt is hi units of 100.
t3 Although the equations in Table III Various linear versions of equation (3) were also estimated, and the fit of each of the linear versions was always worse than the fit of the corresponding non-linear version, and the inflation in 1969 and 1970 was always underpredicted more. An example of this can be seen-from line (d) of Table III , where the results of estimating the linear version of the equation estimated in line (a) are presented. Also, for purposes of comparison in the next section, the results of estimating the linear version using the CEA measure of potential GNP are presented in line (e) of Table III. Finally, equation (3) This result is not necessarily surprising, however, As can be seen in Table II, 1969-11/1970 period, but only failed to forecast the acceleration of the rate of inflation. It is also somewhat encouraging that a Chow test rejected the hypothesis that the coefficients of equation (3) were different for the 1/1969-11/1970 period than they were for the 1/1956-IV/1968 period) 4
To give the reader an idea of how \vell the model has explained the price deflator, the actual and predicted values of the percentage change in P i4The estimated value of the F-statistic was 1.38, which compares with a 5 per cent value of 2.81 (at 3,46 degrees of freedom). Because of the nonlinear nature of equation (3), the use of the Chow test in the present circumstances must be interpreted with some caution.
are plotted in the chart above. The predicted values from the equations estimated in lines (a) and (f) of Table III are plotted in the chart. As can be seen from the chart, the rate of inflation in 1969 and 1970 is not captured as wcll by the equation estimated only through 1968. Otherwise, the price deflator appears to be explained quite well by the two equations.
In surmnary, then, a simple excess demand equation like (3) appears to be capable of explaining most of the inflation in 1969 and in the first half of 1970, in addition to explaining quite well the price changes in the other quarters of the sample period. 1-lowever, the equation did have to be estimated through the end of the sample period in order to account for the acceleration of the rate of inflation in the 1/1969-11/1970 period, which means that the possibility that the equation is not stable over time cannot be ruled out. More observations are needed before the usefulness of an equation like (3) for forecasting or other purposes can be established.
The Effect of Expectations on Aggregate Price Changes
Andersen and Carlson have a price expectations tenn in a linear version of an equation like (3). They use a polynomial distributed lag of D as the demand pressure variable and take the dependent variable to be the dollar change in total GNP due to the price change. The price expectations term is a 17-quarter distributed lag of past changes in the GNP deflator divided by the unemployment rate.
15 The lag coefficients are taken from a long-term interest rate equation. Andersen and Carlson's results indicate that the demand pressure variable and the price expectations term are about equally important in explaining the change in price, although they state that "the influence of these two variables should perhaps be viewed in combination, rather than as independent and separate influences." 18 They do report in footnote 24, however, that the fit of the equation was much worse without the price expectations term, and that the estimates of the coefficients of the demand pressure variable were only slightly larger. This, they argue, provides some evidence that the price expectations term can be interpreted as an independent and separate influence.
Given the reduced form and highly aggregative nature of an equation like (3), it is not clear that a price expectations term like that of Andersen and Carlson should be interpreted as providing an estimate of the effect of price expectations on aggregate price changes. Since the price expectations term is a distributed lag of past price changes, it is likely that this term and the lagged values of the demand pressure variable will be picking up similar effects. As discussed in the previous section, the lagged values of the demand pressure variable are designed to pick up the lagged behavioral response of individuals and firms and the effect of changing input prices, and it is likely that lagged price changes will pick up some of these effects as well. Conversely, it is likely that the lagged values of the demand pressure variable will pick up some of the effects of price expectations, since past demand pressures A number of distributed-lag price terms were added to equation (3) to see if these terms improved the explanatory power of the equation. The results were not very sensitive to the use of alternative distributed lags, and only the results achieved using the Andersen-Carison distributed lag will be presented here. The distributed lag that was used is the following; (4) DLAGt =i~71w
here U~-j is the unemployment rate during quarter t -i. The values of pi are presented in Andersen and Carlson, Table II , page 12. The one-quarter lagged value of Moody's Aaa corporate bond rate (denoted as R 1
..-,) was also added to some of the equations, and some of these results will be reported below. The bond rate is significantly influenced by past price changes, and Andersen and Carlson found R~-1 to be significant when included instead of the distributed-lag price tenn in their price equation.
The results of adding DLAG~and Re-, to the equation estimated in line (a) of Table III are presented in lines (a) and (b) of Table IV . The coefficient estimates of both variables are of the wrong sign, and the fits of the equations are not improved from the fit of the equation in line (a) of Table III. Because of coffinearity problems, the t-statistics in Table IV are low. When the value of a 2 was set equal to the estimated value for each equation and the equation estimated by ordinary least squares, the resulting t-statistics for a 0 and a 1 were -7,63 and -10.51 for the equation in line (a) of Table IV, and -7.87 and -10.70 for the equation in line (b). The resulting t-statistic for the coefficient of DLAGL was -.78, and the resulting t-statistic for the coefficient of R~-,was -.12. In summary, then, the demand pressure variable completely dominated DLAG 5 and R~-for the price equation estimated in line (a) of Table III R~_were also added to this type of an equation. In particular, the variables were added to the equation estimated in line (e) of Table 111 .17 The results are presented in lines (c) and (d) of Table IV . Both DLAG~and R 1 , are now significant in the equation, and the fits have been improved over the fit of the equation in line (e) of Table III . In particular, the addition of DLAG~has improved the equation considerably. This result is thus similar to the result achieved by Andersen and Carlson. The distributedlag price tenn is not as significant here as it was for Andersen and Carison, but this is due in large part to the different demand pressure variables used. The use of the eight-quarter moving average here instead of the five-quarter declining average used by Andersen and Carlson took away some of the significance of DLAG 5 .
It should be noted, of course, that the fit of the equation in line (c) of Table IV of less than about six quarters. The variables were also significant in many of the linear versions of the price equation, although they were not significant for the linear equation in line (d) of Table III .
The overall results thus indicate that the distributedlag price variables do not improve the explanatory power of the best-fitting versions of equations like (3), but that they are of some help in the poorer fitting versions. Because the importance and significance of the distributed-lag price variables are dependent on the particular demand pressure variable used and on the functional form of the equation, the results also suggest that it would be unwise to interpret the distributed-lag price term in a particular equation as measuring the effect of price expectations. Both the distributed-lag price terms and the distributed-lag demand pressure terms appear to be picking up similar effects.
Finally it should be stressed that equation (3) was developed primarily for forecasting purposes and should be judged primarily on these grounds. Its reduced-form nature makes it of little use in analyzing questions about the structure of wage and price determination. In line with this comment, this paper should not necessarily be interpreted as a serious criticism of the Andersen and Carlson specification of the price equation. It does not appear that the distributed-lag price term is really needed in the best-fitting versions of the price equation, but there is nothing wrong theoretically with including it in those versions in which it is significant. Both lagged values of the demand pressure variable and lagged price changes are likely to be picking up similar effects, and it is an empirical question as to which is the best way to specify these effects, An important property of the Andersen-Carlson version of the price equation is that it takes a relatively long time for the rate of inflation to subside in their model once it has begun. This is because of the large coefficient estimate of the distributed-lag price term in their equation and thus the large weight NOVEMBER 1970 given to the sum of past price changes. 
