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Abstract
In many advanced driver assistance systems (ADAS) applications, it is essential to
figure out where gaze of driver locates in image area of stereoscopic vision system.
This problem, which involves a cross calibration between the stereo vision system
and eye tracker, is a challenging task since the two systems are not consistent in
modality and do not share a common image area. The eye tracker system provides
a 3D gaze vector which describes the direction of driver’s 3D line of gaze, while the
stereoscopic vision system provides a depth image frame. In this thesis, this crosscalibration was performed with a closed-form solution that employs an efficient,
linear time Perspective-n-Point algorithm. The main contribution of the present
thesis is reformulation of this cross-calibration problem in a way that we would be
able to employ PnP algorithm for providing a closed-form solution. The calibration
process maps the 3D driver gaze vector into the surrounding outdoor environment.
Moreover, the robustness of the algorithm with respect to noise is investigated on a
set of synthetic data as well as in a lab-environment place.
Keywords: Cross-calibration, perspective-n-point, driver gaze mapping
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Summary for Lay Audience
Advanced driver assistance systems (ADASs) have already been implemented
in vehicles. Such examples are cruise control, warning systems for lane departure
and automatic parking that have been recently introduced.
ADASs are supposed to provide a safe driving experience, but fatalities involving these systems increased during recent years. It is believed that if their full potential be realized, ADASs would have an annual benefit of around $800 billion by
2050 via mitigation in traffic congestion, energy consumption and road collisions.
This goal cannot be achieved unless knowledge in ADASs is advanced to a greater
extent.
ADASs are focused on perception of environments around the vehicles for assisting the driver, while little attention is given to the perception of driver behavior.
It is believed that driver behavior can significantly improve ADASs as 95 percent of
vehicle collision are due to human error. For detection of visual driver distraction,
it is important to find out where the driver is looking. This is the main subject of
current thesis.
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Chapter 1
Introduction
The government of Canada reported that in 2018 vehicle collisions resulted in almost 2000 fatalities and 152,000 injuries [14]. These catastrophes have led researchers to improve car safety by providing critical information to drivers, by way
of Intelligent Transportation Systems.
Advanced driver assistance systems (ADASs) have already been implemented
in vehicles. Such examples are cruise control, warning systems for lane departure
and automatic parking.
The Society of Automotive Engineers defined five levels of driving automation
[15]. Based on this categorization, Level 0 is the lowest level of driving automation
and involves no automation. Level 1 involves partly automated driving support
systems such as lane centering and adaptive cruise control, and level 2 involves
breaking and acceleration support or collision-avoidance. In level 3, drivers are not
responsible for controlling the vehicle, except in urgent situations. In level 4, the
drivers are not responsible for driving except in limited conditions. Examples of
1
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level 4 are local driverless taxis. For level 5, the vehicle is totally driverless and
does not require a driver at any time.
ADASs are supposed to provide a safe driving experience, but fatalities involving these systems have increased during recent years [16]. It is believed that if
their full potential would be realized, ADASs could have annual benefits of around
$800 billion by 2050 via mitigation in traffic congestion, energy consumption and
road collisions [17]. This goal cannot be achieved unless knowledge in ADASs is
advanced to a greater extent. Such an unsolved ADASs problem is perception of
the surrounding area which is critical for a safe navigation. Most of state-of-the-art
computer vision algorithms that have been built during decades are still not robust
to different lighting or weather conditions [18].
ADASs are focused on perception of environments around vehicles for assisting
drivers, and they mainly rely on real-time computer-vision algorithms, supported by
sensors. In lane departure warning, as one sample of ADAS, edge detection, image
segmentation and feature tracking have been used successfully [19]. Thus, the
robustness of computer vision algorithms has made driving automation at level 2
feasible. However, levels 3 and 4 of ADASs, where driver action is required in
limited conditions, is challenging for several reasons.
First, the driver has to respond quickly when automation is switch off, leading
to manual control requirements [20]. For high-level ADASs, drivers are engaged
in non-driving related tasks (e.g. using mobile phones) which makes it hard to compute a sufficient transition time between automation and manual control. It is shown
that the transition time is a critical factor that increase the risk of collision [21].
The second reason is that little attention is given to the perception of driver
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behaviour. It is believed that understanding driver behaviour can significantly improve ADASs as 95 percent of vehicle collisions are due to human error [22]. For
detection of visual driver distraction, eye as well as head movements are important
factors to decide whether a warning should be given to the drivers [23]. However, it
is challenging to perform experimental studies of driver behavior in real road conditions. The experimental setup is expensive and hard to design. The remote eye
tracker itself can cost more than $30,000. It requires powerful systems for storage
and data processing. Only one hour of driving can generate more than 250GB of
data.
With the rise of deep learning and the advent of new sensors such as eye-trackers
[16], ADASs have been improved [24]. Moreover, despite the significant number of
ADAS studies, there is a lack in investigating the performance of driver monitoring
systems in ADAS. This is partly due to the two reasons [18]. First, eye trackers cost
is high and prohibitive to be implemented in the vehicles. However, it is expected
that it will be commercialized at some point, and it is not going to be a problem
in future. For instance, vehicle radars used to be around $15,000, but they are less
than $100 nowadays. Second, the eye tracker modality modality is not consistent
with the rest of vehicle sensors such as Lidar and stereo system. A robust ADAS
should always perceive the driver attention and its surrounding environment, and
this requires real-time data fusion from multiple sensors with the eye tracker that
have different functionality, or the way it processes the input data. Considering
different lighting and weather conditions, such as a robust state-of-the-art algorithm
is not established yet [18, 25]. The data fusion, or calibration, between an eye
tracker and a stereo vision system is the is the main subject of this thesis. Out of
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cross-calibration, we would be able to perceive driver action and find out where the
driver is looking, which is a crucial information for safe navigation.

Chapter 2
Literature survey
2.1

Overview

This Section provides a literature review on two aspects of eye tracking: (i) gaze
estimation algorithms, and (ii) applications of gaze tracker in driver assistance systems.

2.2

Gaze estimation algorithms

Following Hansen’s [1] survey, gaze estimation techniques can be categorized as
2D or 3D models. In 2D models, the input data is pupil image with glint, as shown
in Figure 2.1, and the output of the model is a pixel coordinate on the screen.
This mapping function can be done with regression [26] or neural network [2].
Schematic of the mapping function is displayed in Figure 2.2.
Since these models avoid explicitly calculating the intersection between the 3D
gaze direction and 3D gazed objects, they are only used in vehicle simulator, and
5
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not in real-road experiments [27]. Although 2D gaze models have their own challenges, such as recognition of compatible input gaze data with the calibration data
[28], they are heavily studied and most of the challenges are remained for 3D gaze
models.

Figure 2.1: Different pupil images (a) dark, (b) bright, and (c) bright with different
intensity. The small reflection on the cornea surface in the dark and bright pupil
images is referred to as the glint, shown as red circles. Obtained with modifications
from Ref. [1]

Figure 2.2: Schematic of the mapping function in 2D gaze estimation models. Obtained with modifications from Ref. [2]

In 3D gaze estimation algorithms, 3D human eye ball is modelled as a sphere
with a constant radius, and the difference between 3D position of iris center and
the position of eye ball center defines the 3D gaze vector [3], displayed schemat-
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ically in Figure 2.3. The main challenge, herein, is detection of the position of
iris center [1]. Due to this reason, we have two types of gaze trackers: Remote
and head-mounted. Remote eye trackers are considered as non-intrusive monitoring technique (i.e. non-restriction technique), and consequently more expensive
than head-mounted eye trackers. In this thesis, a commercial remote eye tracker,
manufactured by FaceLab company, has been used for tracking gaze data, shown in
Figure 3.1.

Figure 2.3: Schematic of the 3D gaze estimation models. Obtained with modifications from Ref. [3]

To figure out the location where the driver is looking, we need to map the 3D
driver gaze vector in image frame provided from a stereo vision system. This process, refers to as cross-calibration, requires depth information of the surrounding
objects, which is provided from a stereo vision system. Based on the 3D gaze vector provided from the eye tracker and depth information provided from stereoscopic
vision system, we would be able to recognize the gaze target as an intersection of

8
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the gaze vector with the surrounding objects [1].

This calibration process is a challenging task as there is no common imaging
area between the two systems and the two systems process different types of data.
Eye tracker processes a 3D vector while stereo vision system processes RGB-Depth
data, i.e. inconsistent modalities. There are very few contributions on this crosscalibration problem. Takagi et. al. [4] simplified the cross-calibration by assuming
that one axis of coordinate systems of eye tracker and stereoscopic vision are parallel. The relationship between each camera is shown in Figure 2.4. This assumption
constrained them to implement the algorithm in a vehicle simulator. Hennessey and
Lawrence presented a 3D PoG (Point of Gaze) method which employs eye vergence
to estimate the 3D position of a fixated object [29]. Recently, Kang et. al. [5] and
Kowsari et. al. [30] proposed an iterative algorithm for the calibration problem with
experimental setup shown in Figure 2.5. They provided a cost function to minimize
the convergence error.

The above-literature review shows a lack of robust cross-calibration between
eye trackers and stereoscopic vision systems. Such a lack of robust algorithm with
easy implementation has led researchers to use virtual simulators or use iterative
algorithms, whose solution depends on the initialization. To the best of our knowledge, the proposed algorithm presented in the current thesis is the first closed form
solution to the problem, which makes it easy and robust to implement. In the next
Section, applications of the cross-calibration problem in driver assistance systems
are reviewed.

2.3. Applications of gaze tracker in driver assistance systems
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Figure 2.4: Relationship between each gaze tracker and stereo system, studied in
Ref. [4]

2.3

Applications of gaze tracker in driver assistance
systems

Lethaus and Rataj [31] tried to find a reflection between eye movement and driver
action. This relationship has been experimented by Land and Horwood [32] as well
as Land [33]. They showed that a time lag of 0.8 to 1 s exists between eye movements and steering maneuvers, suggesting that the driver gaze contains important
information for action prediction.
Lethaus et. al. [6] used supervised learning techniques on gaze data to derive
information about a driver’s next plan. They showed that gaze data is a ‘standalone’ predictive action of lane change with a time lag of 10 s, as shown in Figure
2.6.
Li et. al. [7] predict to find driver’s lane-change intent by considering the

10
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Figure 2.5: Schematic setup of gaze tracker and stereo system studied in Ref. [5]

surrounding traffic. They used a driving simulator (Figure 2.7) with three different
scenarios, as shown in Figure 2.8. Using driver gaze data, they proposed a Bayesian
network-based model that estimates the driver’s intent in 4.5 seconds ahead with a
better accuracy than Support Vector Machine (SVM) model.
Mori et. al. [8] studied real-world driving instead of vehicle simulators and
found a relationship between gaze behaviour and risks posed by surrounding vehicles. They divided the surrounding area of a vehicle into eight zones (Figure 2.9)
and defined risk as time to collision. They showed that gaze behaviour is indicative
of drivers awareness levels.
Pech et. al. [9] analysed driver gaze and head pose before lane change to extract and estimate driver behaviours presenting its intent. They defined six different
gaze areas: front window ahead (FW), left mirror (LM), right mirror (RM), rear

2.3. Applications of gaze tracker in driver assistance systems
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Figure 2.6: Schematic relationship between lane change action and gaze data pattern, adapted from Ref. [6]

view mirror (RVM), left window (LW) and right window (RW). The vehicle was
equipped with six cameras as shown in Figure 2.10. They found interesting patterns of side-to-side head rotations, as shown in Figure 2.11. However, due to the
absence of driver gaze mapping on a stereo image frame, it was challenging to distinguish the nearby defined gaze areas, such as right mirror (RM) and right window
(RW). This issue resulted in low classification result of left window (LW) and right
window (RW), presented in Table 2.1. Meanwhile, they had to use six cameras for
tracking driver in the defined gaze areas, while this would not be an issue if the
driver gaze mapping was available.
Diederichs and Spath [10] used driver gaze data for developing an automated
braking system for pedestrian protection. They considered different scenarios for
pedestrian movement for data collection. As shown in Figure 2.12, the pedestrian
is either walking along the road or crossing the road. They tracked the distance

12
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Figure 2.7: A screen shot of driving simulator used in the study of Ref. [7]

between eye fixation and center of the pedestrian, shown in Figure 2.13. However,
they had to use a driving simulator in their study due to the absence of driver gaze
mapping.
Ahlstrom et. al. [11] performed the first study on a real time distraction warning
system based on driver gaze data. They carried out experiments with seven drivers
who drove an average of 4351 kilometers on real road conditions. They defined a
field view relevant for driving as a cone of 900 (Figure 2.14), and any deviation out
of this field of view for more than 2 seconds is considered as driver distraction. To
figure out where the drivers are looking when their gaze of line is deviated from
the field of view, they divided the vehicle into different area zones based on the
assumption that the drivers are supposed to look at them during standard driving
tasks, see Figure 2.15. The gaze areas were the windscreen, the right front window,
the left front window, the right rear view mirror, the left rear view mirror, the centre

2.3. Applications of gaze tracker in driver assistance systems
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Figure 2.8: Three different scenarios considered for lane-change driver’s intent in
Ref. [7]

rear view mirror, the dashboard, the speedometer, the middle console, the glove
box, the left front door, the right front door, the floor of the car, the foot area and
the roof. They showed that the suggested warning system changes the driver visual
behaviour in the desired direction. However, there were some limitations on their
work: the field view was static and not changed dramatically with upcoming road
geometry, and the driver’s intent was not taken into consideration.
Zabihi et. al. [13] used 3D gaze data to detect vehicles that are most likely the

14

Chapter 2. Literature survey

Figure 2.9: Divided surrounding area of vehicle for evaluation of risk, adapted from
Ref. [8]

driver was aware of. They defined an attentional gaze cone whose radius depended
on the distance between the fixated object and the driver (Figure 2.16). The cone
angle was set to 6.500 Ref. [4]. Following the definition of the gaze cone, they managed to detect the vehicles that elicited ocular responses from drivers. Figure 2.17
shows a sample of detection results. This study was performed only for vehicles,
but could be easily extended to other types of objects such as pedestrians.
In summary, the above-literature review shows that the lack of presence of robust cross-calibration algorithm has been a constraint on ADAS researchers. Mori
et al. [8] looked into the relation between gaze behaviour and driver awareness.
They did experiment in real road conditions, but they simplified the problem into a
classification problem by dividing vehicle surrounding areas into 8 different zones.
Moreover, Kircher et al. [11] suggested a gaze-based driver distraction warning
system by defining a 900 cone view. They did experiment in a real road condition.

2.3. Applications of gaze tracker in driver assistance systems
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Figure 2.10: Schematic configuration of cameras inside the vehicle for the study of
gaze/head behaviour, adapted from [9]

However, due to the lack of driver gaze mapping information, the cone view was
static and not dynamic by implementing the surrounding areas information. Due to
the challenges in real road experiments, some ADAS researchers have used driver
simulator, in which 2D gaze estimation with a 2D target plane is required [34]. For
instance Lie et al.[7] used a driver simulator to find the relation between lane change
action and eye movement. However, vehicle simulators are far away from the real
conditions and the real-road experiments.

16
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Figure 2.11: Class distribution of the six different gaze areas versus side-to-side
head rotation, adapted from [9].

Table 2.1: Classification result of the Ref. [9]
Glance area Positive predictive value
All
0.81
FW
0.96
LM
0.86
RM
0.75
RVM
0.86
LW
0.06
RW
-

2.3. Applications of gaze tracker in driver assistance systems
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Figure 2.12: Two different pedestrian walking scenarios used in the driving simulator [10]. Black arrow shows the pedestrian path.

Figure 2.13: Eye fixation and its distance from pedestrian center [10].

18
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Figure 2.14: Driving field relevant view, defined in [11]. The mirrors are not part
of this field of view.

Figure 2.15: The defined gaze areas in [11]. The white rectangles show the gaze
areas, and the green circle shows the head position. The red line emanating from
the head is gaze direction. [12].

2.3. Applications of gaze tracker in driver assistance systems

Figure 2.16: Driver attentional gaze cone defined in [13].

Figure 2.17: Detection of vehicles that fall in the gaze cone, from [13].
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Chapter 3
Cross-calibration algorithm and
error analysis

3.1

Problem overview

The goal of this thesis is the cross-calibration process between a FaceLab eye
tracker [35], facing the driver and a RealSense stereoscopic vision system [36]
facing the surroundings. The eye tracker provides a 3D gaze vector of one of the
driver’s eye, ~g = (g x , gy , gz ) and the stereoscopic vision system provides RGBDepth image frames.
The physical configurations of the FaceLab eye tracker and RealSense stereoscopic vision system are shown in Figure 3.1. The FaceLab eye tracker is a commercialized product that is experimentally designed for monitoring driver action in
a remote and non-intrusive manner. It has its own machine and needs to be calibrated for each individual driver. Its operating system is Windows 7 and requires
20
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socket programming to retrieve its gaze data through a LAN cable in real-time. For
more information about this process see the Appendix A. The stereoscopic vision
system provides RGB-Depth as well as 3D point cloud of the surrounding objects.
Its depth range is around 6 meter with 30 HZ FPS. Its data can be retrieved with
USB 3.0 cable.
The cross-calibration process between the eye tracker and the stereoscopic vision system refers to the process of mapping 3D gaze vector on the image frame.
To achieve this, we need to find rotation and translation matrices that transforms the
driver’s gaze from coordinate system of the eye tracker to coordinate system of the
stereoscopic vision system. Herein, estimation of the translation and rotation matrices has been done with the help of Perspective-n-Point (PnP) algorithm. However,
it should be noted PnP algorithm has been designed for a totally different set of
problems, and thus the present cross-calibration problem needs to be re-formulated
in order to be solved with PnP algorithm. In the following sections, first, the PnP algorithm is described, and then re-formulation of the cross-calibration problem will
be explained.

3.2

PnP algorithm

The formulation of the PnP algorithm has been shown schematically in Figure 3.2.
The PnP algorithm finds the pose of a camera using a set of object points, shown
in orange color, in the world coordinate system and their corresponding projection,
shown in yellow color, on the image frame. The PnP algorithm returns the rotation
and translation matrices that project object points into the image frame.

22
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PnP problems can be solved with two methods. The first method is P3P. The

minimal PnP problem with a finite number of solutions require three point correspondences (n = 3). P3P methods are not usually robust to noises, although the
latest P3P algorithm by Persson et al. [38] in 2018 has been found promising. The
second method solves the general problem of PnP for n ≥ 4, to deal with outliers in
the data. Table 3.1 summarizes some of the well-known closed form approaches to
the general case of PnP problems.
Herein, the algorithm proposed by Lepetit et. al. [39] is chosen since it is
available in OpenCV library, resulting in easy implementation. The central idea in
Lepetit et al. [39] algorithm is expressing the n 3D points as a weighted sum of four
virtual control points. This expression reduces the PnP problem into the estimation
of the coordinates of these control points, which can be obtained in non-iterative
manner. The time complexity of Lepetit et. al. [39] is linear O(n), which is in
contrast to previous methods that are in O(n2 ) [40], O(n5 ) [41], and O(n8 ) [42].
Table 3.1: Time complexity of recent closed-form PnP algorithms.
Authors
Year Time Complexity
Quan and Lan [41]
1999
O(n5 )
Ansar and Daniilidis [42] 2003
O(n8 )
Fiore [40]
2001
O(n2 )
Lepetit et al. [39]
2009
O(n)

PnP algorithm requires a set of correspondences between 3D points, Pi in the
world coordinate system and their 2D points, pi onto the image frame. It also
assumes that the intrinsic camera matrix, which consists of focal length and optical
center, is known to us in prior. Using these data as input, PnP returns the rotation
and translation matrices that project object points into the image frame. The PnP
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algorithm involves with solving the following equation for obtaining the rotation
and translation matrices [R|t]:
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(3.1)

S i pi = Mc Mt Pi

(3.2)

which can be also written as:

Where (Xi , Yi , Zi ) or Pi are the object points expressed in the world coordinate
system. (xi , yi ) or pi are the projections of object points on the image frame. S i is
the scaling factor, and Mc is the intrinsic camera matrix. PnP solves the equation to
obtain the R and t matrices.

Briefly, PnP algorithm is designed to estimate the rotation and translation matrices that project the object points onto the image frame. This problem, which
refers to as camera pose estimation, is completely different from the present crosscalibration between eye tracker and stereo vision system. In order to be able to use
PnP algorithm for the present cross-calibration problem, we need to re-formulate
the cross-calibration, which is explained in the next section.
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3.3

Cross-calibration algorithm

In the present cross-calibration problem, we want to find out rotation and translation
matrices that project the 3D gaze vector of one of the driver’s eye, ~g = (g x , gy , gz ),
on the image frame of the stereoscopic vision system. However, PnP algorithm
requires a set of correspondences between 3D points and their 2D point, and it
has not been designed to deal with gaze vectors. To solve this issue, we need to
convert the 3D gaze vectors into 2D image points. For the purpose of conversion,
we assume that the head position remains constant and a virtual plane is located at a
distance of 1 meter and perpendicular to the line of sight of the eye tracker. In other
words, we have created a virtual camera in which the virtual plane is assumed as an
image frame and the gaze vectors are originating from the optical center of the eye
tracker. It should be also noted that the distance of the virtual plane from driver’s
head is arbitrary since it is only associated to the values of intrinsic virtual camera
matrix.
The construction of this virtual camera through the assumption of the virtual
plane can help us to convert each of the 3D gaze vectors into the 2D image points,
required by the PnP algorithm. To do this conversion, we find the intersection of
the gaze points with the virtual plane, and these points of intersections are the 2D
image points, needed for the PnP algorithm. Since we assumed that the virtual
plane is located at a distance of 1 meter, the optical center and the focal length of
the virtual camera are: (c x , cy ) = (0, 0) and ( f x , fy ) = (1, 1). These parameters are
required by PnP algorithm for formation of the intrinsic virtual camera matrix. The
schematic of the virtual plane configuration is shown in Figure 3.3.
It should be noted that the construction of the virtual camera for solving the
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cross-calibration problem will put a limitation on the implementation of the algorithm. This limitation is requirement of a constant and a fixed head position. This
means that any head movement is considered as a noise in estimation of the rotation
and translation matrices. However, the effects of the noise would be reduced, when
the 3D object points (or the point where the driver is looking) is farther away from
the stereo vision system. Herein, these 3D object points are referred to as salient
points.

The whole process of the cross-calibration problem which employs PnP algorithm is summarized in Algorithm 1. The input to the algorithm is the virtual camera matrix, Mc , which consists of optical center and the focal length of the virtual
camera. Herein, the distance of the virtual plane is 1 meter from the driver’s head,
and thus the camera matrix is an identity matrix. The output of the algorithm are
the rotation and translation matrices that we can project the 3D gaze vector on the
image frame. The algorithm also returns the eye position, ei , to monitor the noise
introduced from deviation of the head position from the initial position.

It is worth mentioning that during the calibration process, we compute the set of
the salient points from the image frame provided by the stereo vision system using
the function GoodFeaturesToTrack from OpenCV library. These salient points, Pi ,
are displayed by blue circle in Figure 3.5. Afterwards, we ask the driver to fixate
its gaze on each salient point for two seconds, during which gaze data from the
eye tracker and its correspondence 3D salient point from stereo vision system are
collected.
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Algorithm 1 Cross-calibration algorithm
INPUT: Virtual Camera Matrix Mc
OUTPUT: Extrinsic Calibration Parameters [R|t] and eye position e
Select n ≥ 4 3D salient points Pi from RGB-Depth vision system
for all i in n do
Require the observer to fixate its gaze on the 3D salient point Pi in the environment
Collect gaze vector, ĝi , and the eye position, êi , from the eye tracker
~g = average of sample ĝi
ei = average of sample êi
pi = point of intersection of the ~g with the virtual plane
end for
Compute PnP(Mc , pi , Pi )
Return [R|t], ei

3.4

Error analysis

Two important aspects of the algorithm need to be studied: i) its accuracy and ii)
its robustness toward noise. For this purpose, we performed error analysis on two
distinct data sets. The first one is a set of synthetic data without noise, while the
other data set is from a lab environment. Note that one of the main sources of
noises, herein, can be attributed to the head movement, violating the assumption
that gaze vectors origination from the optical center of the eye tracker.

3.4.1

Synthetic data

The synthetic data set in this Section is primarily used for the evaluation of the accuracy of the algorithm and its noise robustness. The synthetic data set is provided
in Table 3.2.
To study the robustness of the algorithm to noise, we added zero-mean Gaussian
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noise to the gaze vector, for which the value of the standard deviation (σ) of the
Gaussian noise increases. It should be noted that the type of noise in real condition
is unknown to us, and thus, herein, a Gaussian noise has been considered due to its
simplicity. This process is summarized in Algorithm 2.
Herein, we applied two techniques of PnPRansac provided from the OpenCV
library: (i) Levenberg-Marquardt method and (ii) Lepetit et al. [39] algorithm, referred to as efficient PnP. Levenberg-Marquardt algorithm is an iterative technique
which tries to minimize the reprojection error, while the efficient PnP algorithm provides a linear closed-form solution to the PnP problem. This comparison provides
us additional information needed for the solution to the calibration problem.
For the set of synthetic data set without noise, Table 3.2, both algorithms provide similar results with a reprojection error of 0.35 mm, which is very close to
zero. This small value of the reprojection error validates the correctness of the
cross-calibration algorithm. When we add noise into the synthetic data set, a difference between the two algorithms emerges (see Figure 3.4). It can be seen that
the reprojection error increases almost linearly with amplifying noise, suggesting
a linear relationship between noise magnitude and reprojection error. Moreover, it
shows that both algorithms have a comparative noise robustness, but, herein, EPnP
has been selected for employment in the cross-calibration algorithm since it provides a closed-form solution.

3.4.2

Lab-environment experiment

In this Section, we apply the algorithm in a lab environment. Figure 3.5 shows
the image frame with its salient points, displayed in blue points, and its depth map
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Algorithm 2 Noise robustness algorithm
INPUT: Lists gazes, salients and CameraMatrix, see Algorithm 1
OUTPUT: Reprojection error
# For concatenation of reprojection errors
errors = [ ]
# For concatenation of projected noisy gazes
pn = [ ]
for k = 1 to 20 do
for all gi in gazes do
m = magnitude of gi
σ = 0.01 ∗ k ∗ m
for i = 1 to 3 do
random value(i) = a Gaussian random quantity with zero-mean and standard deviation σ
end for
noisy gaze = add random value(i) to each component of gi
pk,n = projection of noisy gaze on the virtual plane
# concatenate pk,n into the list pn
pn .append(pk,n )
end for
# compute R, T matrices from the noisy projection points and noiseless 3D
salient points
R, T = PnP(pn , salients, CameraMatrix)
# obtain a set of 3D salient points, using pn , R, T
Pn = R−1 Mc −1 S i (pn ) − R−1 T
repro jection error = average squared difference between Pn and salients
# concatenate repro jection error into the list errors
errors.append(repro jection error)
end for
RETURN errors
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Table 3.2: Synthetic data set of 3D salient points and gaze vectors.
3D salient point(mm) Gaze Vector
~g = (g x , gy , gz )
(X, Y, Z)
(0, 3, 50)
(0, 3, 30)
(2, -5, 47)
(-3, -5, 28)
(-1, 7, 60)
(10, 7, 31)
(5, -1, 40)
(-10, -1, 25)
(0, 2, 45)
(-5, 2, 30)
(3, -4, 44)
(-6, -4, 27)

frame. For the first case, the driver head or eye location remains fixed during the
whole cross-calibration process. The experimental data set is provided in Table 3.3.
Note that the small variations in eye locations in the data set is due to the fact that
head movement can be reduced but cannot be equal to zero.
Applying PnPRansac from the OpenCV 4.2.0 library provides with the rotation and translation matrices with a reprojection error of 78.26 mm. Increasing
the number of salient points to 19 points in another experiment did not affect the
reprojection error, and it was almost equal to 110 mm, respectively.
The present algorithm error is in the range of 1.3% to 3.3% with respect to
the depth of salient points. This normalized value of error is obtained by dividing
the value of reprojection error, 77 mm, by the depth of salient points, value of Z
presented in the Table 3.3. This normalized value of error for the previous studies
with iterative algorithms is 8.9% in [29], 6.6% in [4] and 2.1% in [5]. Moreover,
the time latency of present algorithm is in the order of milliseconds, while this value
is 1.5 seconds for the algorithm suggested in [29] due to its image preprocessing
steps. It should be noted that the present closed-form PnP algorithm has linear time
complexity O(n), which is in contrast to the previous iterative algorithms with the
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following time complexity: O(T (n3 )) in [30] and O(T (n2 )) in [4], where T is the
number of iterations and n is the number of salient points.
Table 3.3:
3D salient point(mm)
(X, Y, Z)
(411.83,111.53,3145.0)
(-509.04,875.49,3066.0)
(-903.66,426.11,3586.0)
(645.91,1133.50,3051.0)
(2.26,1152.40,3262.0)
(-465.76,-657.54,2762.0)
(788.21,1090.53,2305.0)
(-3399.98,5025.52,5731.0)

Experimental data set.
Gaze Vector
Eye Location(mm))
~g = (g x , gy , gz )
(Xe , Ye , Ze )
(-0.11,-0.04,0.99) (43.47,85.07,809.82)
(0.13,0.18,0.97) (42.80,84.92,811.13)
(0.18,0.03,0.98) (42.60,85.14,811.79)
(-0.12,0.23,0.96) (42.03,86.14,813.05)
(0.00,0.21,0.97) (40.56,85.41,812.55)
(0.12,-0.23,0.96) (40.57,85.34,812.36)
(-0.13,0.30,0.94) (39.49,85.91,813.72)
(0.28,0.46,0.84) (37.61,86.23,816.72)
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Figure 3.1: Physical configuration of (a) FaceLab eye tracker and (b) Intel RealSense stereoscopic vision system.
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Figure 3.2: Schematic formulation of PnP problem. Obtained with modification
from Ref. [37].

Figure 3.3: Schematic of the virtual plane configuration for the cross-calibration
process between the eye tracker facing toward the driver and the stereoscopic vision
system facing toward the surroundings.
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Figure 3.4: Noise robustness of PnP based on EPnP and Levenberg-Marquardt techniques applied on the synthetic data set, presented in Table 3.2.
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Figure 3.5: (a) Image frame of the lab-environment place with its salient points,
shown in blue points, and (b) its map depth frame.

Chapter 4
Conclusions and future work
In this thesis, we examined the PnP algorithm as a closed-form solution to the crosscalibration problem between an eye-tracker facing toward the driver’s face and a
stereoscopic vision system mounted on a car roof and facing toward the surrounding
areas. This is a challenging problem as there is no common imaging area between
the two systems. The lack of presence of such robust cross-calibration algorithms
has restricted the researchers of ADASs to use either a simulator or simplify the
problem by defining some areas in the vehicle that the driver is supposed to look at
during a driving task.
We first applied the algorithm on a set of synthetic data set and provided a
comparison between PnPRansac based on Levenberg-Marquardt and Lepetit et. al.
algorithm [39], referred to as EPnP. Then, we applied the algorithm in a lab environment and showed that the reprojection error is around 100 mm and increasing
the number of calibration points does not have an effect on the reprojection error.
To the best of the author’s knowledge, this is the first closed-form solution to the
35
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cross-calibration problem.
There are two limitations in the present algorithm. First, the driver’s head should
remain constant during cross-calibration process. Violation of this assumption introduces an error whose value will be reduced as the salient points are farther away.
The second limitation is that depth coverage of current vision system is around 6
to 8 meters. This means that we have two contrary effects. The reprojection would
be smaller by selecting farther salient points. On the other hand, choosing farther
salient points would increase the noise from the stereo vision system.

4.1

Future work

Despite past and current progress on the topics related to this thesis, there are still
areas for further development and improvement on the current body of knowledge.
In this regard, the following recommendations for future work are suggested:
One interesting area is cross-calibration between Lidars and stereo vision systems. In the current research, we used stereoscopic vision system to compute the
point cloud of surrounding areas. However, stereo vision systems might have poor
performance in low-light environments and have also poor long-distance accuracy.
For these reasons, LiDAR seems a promising alternative for obtaining point clouds.
Using LiDAR would allow us to track the 3D driver gaze into the surroundings in a more comprehensive manner including at nights and in adverse weather
conditions. It should be noted that the present algorithm requires pixel-wise depth
estimation of the image frame, while LiDAR provides a ring point cloud of surroundings. Thus, the present algorithm requires modifications to make it suitable
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for LiDAR data points.
It would be interesting to try this algorithm in real-road condition and see the
robustness of the algorithm with respect to the head displacement. The present
cross-calibration algorithm is based on the assumption that the driver’s head remains constant and the gaze vectors are originating from the optical center of the
eye tracker. However, this does not mean that the algorithm does not work in the
case of driver’s head movement since the effects of head displacement on the reprojection error would be smaller when the objects are farther away from the driver. It
should be noted that the limitation on head displacement could be entirely removed
by using a head-mounted wearable eye-tracker.
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Appendix A
Gaze data transfer over socket
This Section describes the technical steps for reading gaze data from the FaceLab
Eye Tracker socket in real time, which was a challenging part of the thesis. It is
hoped that this serves as a reference for future students from the RoadLab Research
group.
Socket programming is a way of connecting two nodes on a network to communicate with each other. One socket (node) listens on a particular port at an IP, while
another socket reaches out to the other to form a connection. The server forms the
listener socket while the client reaches out to the server.
The first step toward this, which is transferring real time gaze via an Ethernet
cable, is to run the software FaceLab 5.0, which is located on the FaceLab machine
Windows 7. A.1 shows a screenshot of Windows.
After executing the FaceLab software on Windows, FaceLab cameras need to be
calibrated with the following physical configuration, shown in A.2. The calibration
is performed with a chessboard in different orientations, shown in A.3.
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Figure A.1: Screenshot of FaceLab Eye Tracker Machine Windows, presenting
FaceLab and VMware workstation icons.

After calibration, one should select the following tab to publish the gaze data
on a specific IP, see A.4. IP value will be explained later in this section. There
are two options for publish gaze data on a specific IP: (i) Log Accurate and (ii)
Log Realtime. Log Accurate publishes data with time lag of 2.5 second, while Log
Realtime publishes data with time lag of 50 millisecond. Note that the port numbers
should be left as default and should not be changed.
After specifying the IP value for publishing the gaze data, one has to ‘start
tracking’ and ‘start logging’ in the main menu window of FaceLab, as shown in
A.4.
Afterwards, VMware machine from desktop should be executed, see Figure A.1,
and select RoadLab Ubuntu to run. Find the IP of VMware and enter the IP value
in FaceLab 5.0, as shown in A.4.
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Figure A.2: Physical configuration of FaceLab cameras.

Finally, select Eclipse from the desktop (shown in A.6). Then, create a new
C++ script file, inside the project RL Reader that is already available. Note that
if a new project is created, then many libraries need to be linked to project, which
is cumbersome work. Run the following C++ code in Eclipse, reads the gaze data
from the socket. After running the C++ code inside the VMware, run the following
python code in the FaceLab Machine Windows 7 to receive the gaze data from
virtual machine and transfer it over the socket.
// Name : Socket Programming for Transferring gaze vector, rotation vector and
eye location in real time
// Author : Mohammad Karami
// Version : 1.0
// Copyright : Your copyright notice
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Figure A.3: Chessboard in different orientation for calibration of FaceLab cameras.

#include < csignal >
#include < iostream >
#include < sys/time.h >
#include ”RL ReaderGUI.hpp”
#include < boost/shared ptr.hpp >
#include < boost/algorithm/string.hpp >
#include < boost/chrono.hpp >
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Figure A.4: Configuration of FaceLab 5.0 for publishing gaze data on a specific IP.

#include < sys/types.h >
#include < sys/stat.h >
#include < gtkmm.h >
#include < sys/socket.h >
#include < arpa/inet.h >
#include < unistd.h >
#include < stdio.h >
#include < stdlib.h >
#include < string.h >
#include ”eod/sdk.h”
using namespace sm::eod;
using namespace sm::eod::io;

49

Figure A.5: Main menu window of FaceLab 5.0 for start tracking and publishing
data on IP.

using namespace sm::eod::utils;
using namespace std;
typedef struct GazeData sock {
float gazeVector x;
float gazeVector y;
float gazeVector z;
float center x;
float center y;
float center z;
float rot x;
float rot y;
} gaze sock;
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Figure A.6: Screen shot of RoadLab Ubuntu inside VMware.

int createSocket(int port) {
int sock, err;
struct sockaddr in server;
if ((sock = socket(AF INET, SOCK STREAM, 0)) < 0) {
printf(”ERROR: Socket creation failed”);
exit(1);
}
printf(”Socket created”);
bzero((char *) &server, sizeof(server));
server.sin family = AF INET;
server.sin addr.s addr = INADDR ANY;
server.sin port = htons(port);

51
if (bind(sock, (struct sockaddr *)&server , sizeof(server)) < 0) {
printf(”ERROR: Bind failed”);
exit(1);
}
printf(”Bind done”);
listen(sock , 3);
return sock;
}
void closeSocket(int sock) {
close(sock);
return;
}
void sendMsg(int sock, void msg, int msgsize) {
if (write(sock, msg, msgsize) ¡ 0) {
printf(”Can’t send message.”);
closeSocket(sock);
exit(1);
}
printf(”Message sent (%d bytes).”, msgsize);
return;
}
int interrupt status = 0;
void signal handler(int param) {
printf(” SIGINT Signal: User pressed ctr+c...”);
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interrupt status = 1;
}
#define port 2002
int main() {
DatagramSocket inputsocket(port);
SerializablePtr realtime serializable;
EngineOutputDataPtr realtimeEngine;
InetAddress from;
vector<uint8> buffer;
GazeData gaze;
int BUFFSIZE = 512;
char buff[BUFFSIZE];
int ssock, csock;
int nread;
struct sockaddr in client;
socklen t clilen = sizeof(client);
ssock = createSocket(port);
csock = accept(ssock, (struct sockaddr) & client, &clilen);
signal(SIGINT, signal handler);
float i = 0.1;
while(interrupt status == 0) {
buffer.clear();
int pos = 0;
inputsocket.receiveDatagram(buffer,from);
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if(buffer.size() > 0)
cout << ”Data Received from buffer” << buffer.size() << endl;
} else
cout << ”Not received” << endl;
if(buffer.size() > 0) {
realtime serializable = SerializableFactory::newObject(buffer, pos);
realtimeEngine = boost::dynamic pointer cast<EngineOutputData>(realtime serializable);
}
EngineOutputData engine = realtimeEngine.get();
EngineOutputData &facelabData = engine;
EyeId eyeId = RIGHT EYE;
GazeOutputData & faceGaze = facelabData.eyeOutputData()− >gazeOutputData();
const fStdVector2 & rot = faceGaze.gazeRotation(eyeId);
const fStdVector3 & center = faceGaze.eyeballCentre(eyeId);
gaze.quality = faceGaze.gazeQualityLevel(eyeId);
printf(”%f %f” , rot[0], rot[1]);
float c1 = cos(rot[0]);
float s1 = sin(rot[0]);
float c2 = cos(rot[1]);
float s2 = sin(rot[1]);
gaze.gazeVector[0] = s1 c2;
gaze.gazeVector[1] = -s2;
gaze.gazeVector[2] = c1 c2;
gaze.eyeCenter[0] = 1000 center[0];//inmillimeter
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gaze.eyeCenter[1] = 1000*center[1];
gaze.eyeCenter[2] = 1000*center[2];
printf(”%1.5f %1.5f %1.5f”, gaze.gazeVector[0], gaze.gazeVector[1],

gaze.gazeVector[2]);
printf(”%1.5f %1.5f %1.5f”, gaze.eyeCenter[0], gaze.eyeCenter[1],
gaze.eyeCenter[2]);
//T rans f erthe f ilesonthesocket
gaze sock p = new gaze sock;
i += 0.1;
p− >gazeVector x = gaze.gazeVector[0];
p− >gazeVector y = gaze.gazeVector[1] ;
p− >gazeVector z = gaze.gazeVector[2];
p− >center x = gaze.eyeCenter[0];
p− >center y = gaze.eyeCenter[1];
p− >center z = gaze.eyeCenter[2];
p− >rot x = rot[0];
p− >rot y = rot[1];
sendMsg(csock, p, sizeof(gaze sock));
delete p;
} //endo f whileloop

printf(”Closing Socket”);
closeSocket(ssock);
closeSocket(csock);
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return 0;
}
Python code for receiving and transferring gaze data over socket (should be
executed inside Windows 7 of FaceLab Mahcine:
import socket
import sys
from ctypes import
import time
HOST = ’192.168.127.129’ # The server’s hostname or IP address, as sample
PORT = 2002 # The port used by the server
class GazeData(Structure):

fields = [(”gazeVector x”, c float),

(”gazeVector y”, c float),
(”gazeVector z”, c float),
(”center x”, c float),
(”center y”, c float),
(”center z”, c float),
(”rot x”, c float),
(”rot y”, c float)]
server addr = (HOST, PORT)
s = socket.socket(socket.AF INET, socket.SOCK STREAM)
s.connect(server addr)
print(”Connected to VMware”)
print(”Waiting for another PC to connect”)
new s = socket.socket()
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new s.bind((”, PORT))
new s.listen(5)
c, addr = new s.accept()
try:
while True:
buff = s.recv(sizeof(GazeData))
GazeData in = GazeData.from buffer copy(buff)
print (”Received x=%f, y=%f, z=%f” % (GazeData in.gazeVector x,
GazeData in.gazeVector y, GazeData in.gazeVector z,))
c.sendall(GazeData in)
#time.sleep(0.01)
except KeyboardInterrupt:
print(”Closing Socket”)
c.close()
s.close()
new s.close()
Now, you can use the following Python code in any machine that is connected

with Ethernet cable to the FaceLab Machine to read the gaze vector, rotation vector
and eye location in real time:
import socket
from ctypes import
port = 2002
HOST = ’192.168.65.127’
class GazeData(Structure):
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fields = [(”gazeVector x”, c float),
(”gazeVector y”, c float),
(”gazeVector z”, c float),
(”center x”, c float),
(”center y”, c float),
(”center z”, c float),
(”rot x”, c float),
(”rot y”, c float)]
s = socket.socket()
s.connect((HOST, port))
print(”Connected to FaceLab Machine”)
try:
while True:
buff = s.recv(sizeof(GazeData))
GazeData in = GazeData.from buffer copy(buff)
print (”Received x = %f, y = %f, z = %f” %
(GazeData in.gazeVector x,
GazeData in.gazeVector y,
GazeData in.gazeVector z))
//GazeData in.center x,
//GazeData in.center y,
//GazeData in.center z,
//GazeData in.rot x,
//GazeData in.rot y))
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except:
s.close()
print(”Socket closed”)
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