Abstract. 2014 Quantitative microanalysis using the EELS technique requires the knowledge of partial scattering cross-sections to relate the measured intensities to the concentrations in the compounds. Partial scattering cross-sections can be determined either theoretically or empirically by means of standards. Cross-sections for K, L23 and M45 ionization edges can be calculated by the hydrogenic model and by the Hartree-Slater-model and with these models elements ranging from Li to W can be quantified. Alternatively, the ratio of two cross-sections (k-factor) can be used for quantification.
EELS is an important technique for microanalysis in the analytical electron microscope. Until recently it has been used mainly for the analysis of light elements. However, ratios of light to heavier elements such as second row transition elements and rare earth elements have become of interest in ceramic materials (e.g. high Tc-superconductors).
Elemental analysis by EELS is enabled by the inner-shell edges, the position and intensity of which can be used to identify and quantify atomic species within the sample. The quantification of the EELS-spectra requires the knowledge of partial scattering cross-sections, i.e. differential cross-section integrated over angle and energy. These cross-sections can be determined either theoretically, or experimentally by using standards, and are one possible source of error in EELSquantification.
Although considerable attention has been paid to the development of methods for quantification of EELS-spectra some problems remain in fully quantifying such data, such as: 1) specimen thickness limitations, 2) reliability of background extrapolations and 3) uncertainties in case of partial scattering cross-sections.
The first two points and the general procedures for EELS-quantification have been extensively discussed by Egerton [1] . The third point is the topic of this contribution, because an accurate knowledge of scattering cross-sections is not only useful for their practical application to spectral quantification procedures but provide a necessary guide to the development and refinement of theoretical models for electron-solid interactions.
It is our aim to review and compare diverse methods for the determination of scattering crosssections, to enquire into the reliability of these methods and the accuracy obtainable. 2 . Procédure of quantification.
In practical EELS-microanalysis, mainly relative concentrations are used and they can be determined according to the following equation [2] [3, 4] .
The experimental requirements for quantitative EELS and also for the experimental determination of partial cross-sections are summarized in the following: a) Specimen thickness: Specimens should be as thin as possible; at least thinner than the half of the mean free path of inelastic scattering, otherwise the spectrum must be deconvoluted [5, 6] . b) Beam convergence: If the incident convergence angle is comparable to the value of the collection angle Q, a convergence correction has to be applied [7] . c) Orientation effects: Crystalline samples should be orientated in a way so that no strongly diffracted beams are excited [8] .
d) Lens aberration effects: Chromatic aberration can degrade the intensities at high energylosses and large collection angles. This effect is especially significant when the spectra are recorded in TEM-diffraction coupling (TEM-image mode) [4, 7, 9] . 3 [18] . A difficulty associated with measuring cross-sections is that a thin film standard of known thickness, known composition and density must be manufactured for each element of interest. The problem introduced by this method is the thickness determination, which can be only done in a sufficiently accurate way by means of convergent beam electron diffraction (CBED). Since thickness measurements by CBED can be a time consuming procedure which is also restricted to thick, crystalline specimens, only a few examples of the application of the standard method have been published.
One example of the application of this method was published by Crozier [19] , who measured absolute cross-sections for the elements C, Al, Fe, Cu and Ag. Crozier used thin evaporated films thicknesses of which were measured by weighing.
The problems of such measurements lie in the fact that in very thin metal films thin oxide layers due to air oxidation, and contamination films may introduce considerable systematic errors in the determination of cross-sections. If thicker samples are used the effect of thin oxidation layers decreases but the spectrum has to be corrected for multiple scattering.
3.2.2 k-factor method. - The above mentioned difficulties can be partially avoided if ratios of cross-sections are determined [20, 21] .
Efficient quantification can be obtained using compound standards. In this method, a thin film standard is used which must contain one standard light element (B) which gives a K-edge in the EELS-spectrum and the element (A) the cross-section of which is sought.
If the concentration of these two elements is known, the cross-section ratio can be determined according to the following equation:
The measured cross-section ratios can be viewed as EELS-k-factors in analogy to thin film EDX. Absolute cross-section values can be determined by using a calculated cross-section value for the light element. This can be done, because the K-edges of light elements can be accurately calculated.
Preferably, oxide compounds should be used for k-factor determinations, although boride compounds can also be used successfully as shown by Malis and Titchmarsh [20] . From our point of view oxide compounds [21] We first of all investigate the degree to which the alternative theoretical models differ in their prediction of cross-section for K-edges (Thb. I). The C K, N K and 0 K edges have been calculated with the Hydrogenic and Hartree-Slater model for an incident electron energy of 120 kV, a collection angle of 5.9 mrad and a large energy window (d = 100 eV). The values obtained with these two methods differ typically by 10% which is already more than the typical experimental error involved in EELS-measurements. This is in contradiction to results of Egerton [11] and Rez [14] , who found a good agreement ( 5%) between Hartree-Slater values and hydrogenic values which have been calculated with the SIGMAK1 program. However, an improved version of the hydrogenic model (SIGMAK2) incorporates retardation and exact relativistic kinematics [3] which increases partial cross-sections by typically 10% thus giving larger differences to HartreeSlater values.
In figure 1 , hydrogenic cross-sections are compared with experimental values which have been determined from k-factors [4, 20] . Crozier's values [19] [23] ). This is only true when larger energy windows (A &#x3E; 50 eV) are used. In this case near-edge fine structures will be averaged out and the differences between calculated and experimental integrated intensity will be less than 10% [4, 24] . However Figure 2 shows the cross-section ratios (k-factors) for the elements ranging from Al to Ge for the above mentioned experimental conditions. Besides our results [4] values measured by Malis and Titchmarsh [20] , Crozier [19] and Grande and Ahn [25] are included. While in case of the elements Ca to Co the agreement between hydrogenic, Hartree-Slater and experimental k-factors is quite good (within 10%), there are severe differences for the elements Al to S and Ni to Zn (up to 50%).
In Al and Si L-edges problems arise with the background fitting, because the near plasmon peak can give rise to a background of complex shape. Additionally problems with multiple scattering processes can be significant. [24] ). This is demonstrated in figure 3 , where the experimental L23-edge of manganese is compared with the Hartree-Slater edge profile. The calculated profile is scaled to experiment by normalizing to the experimental data 100eV beyond threshold where the intensity could be attributed solely to continuum transitions. A direct and fair comparison of Hartree-Slater-theory and experimental data is therefore only possible after removal of the white line portion in the spectra. This has been done recently by Auerhammer et aL (26) [14] and by a hydrogenic approach [13] as well.
The M45-edges of the lanthanides and of Cs and Ba exhibit a good peak to background ratio due to the white lines. Therefore these white lines are not omitted from the experimental data.
In figure 5 k-factors for the elements Sr to W are presented. The Hartree-Slater-values are compared with our experimental k-factors [29, 30] for the above mentioned experimental conditions. In case of the elements ranging from Sr to Cd the theory gives ratios that can be as much as 50% different from the experimental results. Since the M45-edges of the elements Sr to Cd have no white line at the edge threshold, the disagreement between theory and experiment can only be caused by the broad delayed edges of these elements. However, there is satisfactory agreement ( 10%) in case of Th and W which give rise to delayed edges as well.
Varying results have been found for the rare earth elements: While the calculated k-factors for Ba, Nd, Eu, Dy, Ho and Er are within 15% of the experimental values the other rare earth elements exhibit severe differences. For comparison, the results of Crozier [19] and Chadwick and Malis [27] scaled from their experimental conditions to ours [29, 30] have been included in the diagram (Fig. 5 ) and are consistent with the trend revealed by our experiments.
Recently, Manoubi et aL [31] published an experimental determination of k-factors of the rare earth elements. For a clearer visibility of the various results we compare the experimental and theoretical results in a separate diagram: In figure 6 the Hartree-Slater values are compared with the experimental k-factors (including the white lines). ranging from 2.9 to 170 mard (from [4] [31] vs. diffraction coupling [29, 30] 4.4 N45-EDGES. -Cs, Ba and the rare earth elements have two groups of transitions within the range of most EELS-spectrometers. Besides the sharp well-defined M45-edges, intense N4s-transitions arise in case of these elements in the energy-loss region from 80 eV to 200 eV These N45-absorption edges are due to transitions of 4d electrons into unoccupied states of the partially filled 4f shell. These N-edges cannot be predicted by an atomic or single electron model [15] . Therefore, the scattering cross-sections of the N45-edges are only accessible by experimentalwork.
The N45-edges of the lanthanides and of Cs and Ba exhibit a very intense signal with a good peak to background ratio and therefore these edges may be useful for microanalysis.
We measured the k-factors for the elements Ba to Tm by means of the corresponding oxides in the form of thin films [32] . Figure 7 includes values for three different energy windows: 30, 50 and 100 eV The data exhibit the change of the edge shapes of the N45-edges, i.e. in case of the elements Ba to Nd most intensity lies within the first 50eV above the edge onset, while the N45-intensity of the higher rare earth elements is distributed over larger energy-loss regions. Recently, improvements in background subtraction [33] [34] [35] [36] and modelling of overlapping edges [27, 37, 38] have been suggested and these methods will further improve the accuracy of EELSquantification in the near future. Finally, as discussed elsewhere at this workshop, the increasing application of parallel EELS-detection systems will greatly reduce spectrum collection times and certain accompanying collection errors. In conclusion, then, it can be expected that EELS may soon be as accurate as EDX-microanalysis of thin films.
