We study the periodic solutions of a two-cell network consisting of a relaxation oscillator and a bistable element. The aim is to understand how the frequency and wave form of the network depend on the intrinsic properties of the cells and on the strength of the coupling between them. The network equations constitute a fast-slow system; we show that there are four curves of saddle-node points of the fast-system whose geometry in parameter space encodes information about the wave-form and frequency. These curves give information about the value of the variables at which transitions are made between high and low v oltage states for either of the elements, and how those transition points in phase space depend on the coupling strength. Furthermore, we develop a new geometric method to construct the curves of saddle-nodes from families of curves associated with the equations for each of the two cells. The construction allows one to see how c hanges in either of the elements a ects the wave form of the network output. The analysis also shows that the network can produce unintuitive behavior. For example, though electric coupling may k eep the network pinned longer at a higher or lower voltage level than the uncoupled oscillator, larger values of the coupling strength may be less e ective at this pinning.
Introduction
Electrical coupling between neurons is often modelled by discrete di usion. If the cells being coupled are identical, it is clear that synchronous behavior is possible. The e ect of the coupling is less clear when the interacting cells are fundamentally di erent in their uncoupled dynamics. This paper focuses on the interaction of an oscillator and a bistable cell; the oscillator is of relaxation type, mimicking the envelope of spikes of a bursting neuron. The study is motivated by a subnetwork in the crustacean stomatogastric ganglion in which the pacemaker is a pair of such electrically coupled cells 1,2 . One purpose of this paper is to clarify how the interactions of the dynamics and the coupling leads to changes in relative timing of the on and o portions of a burst. The clari cations will allow u s t o m a k e detailed predictions about the range of possible behaviors of such a network.
We shall use simple descriptions of the oscillator and the bistable element, but the analysis can be extended to more complicated systems with the same basic features. The oscillator will be described by a system of the form These equations have t wo fast and one slow v ariable, and a parameter d. W e are interested in nding the periodic solutions of the coupled system 1.2, and in understanding how the coupling and the intrinsic properties of the cells determine the wave forms of the output of the coupled network. We shall construct the periodic solutions by rst constructing singular solutions in the limit ! 0.
Singular solutions to 1.2 are constructed as the union of solutions to simpler equations. The fast equations", whose solutions are the jumps between the slow segments of the trajectory, are There are di erent kinds of singular solutions for di erent classes of singularly perturbed equations such as 1.2, depending on the stability of the relevant critical points of the fast system. In our case, the relevant critical points of 1.3 turn out to be the stable ones, which will be shown to be bounded by curves in the w;d plane of parameters at which 1.3 has a saddle-node point. It will be shown that each fast segment begins at a saddle-node; equivalently, each slow segment ends when the trajectory reaches a saddle-node for 1.3. For such singular solutions, it is proved in 4 that for 1, there are nearby solutions to the full equation 1.2. Thus, we are free to concentrate on the behavior of the singular solutions. We note that the periodic solutions that we construct are asymptotically stable. This is discussed more in Remark 2.4 below.
For two dimensional relaxation oscillators, as in Fig. 1 .2, it is easy to construct the singular solution from the cubic-shaped nullclines of the fast variable. The singular solution moves along that nullcline and jumps at each of its knees"; each knee, or local extremum of the nullcline, is a saddle-node for the fast dynamics. In 1.2, the singular periodic solutions again move along a one-dimensional submanifold, which is the slow manifold" of the system, and jump at points on the slow manifold that are saddle-nodes for the fast dynamics. However, these slow manifolds and their saddle-node boundaries are now n o longer as evident from the equations.
In this paper, we give t wo kinds of results. One set of results Section 3 concerns the construction of the saddle-node boundaries from the shapes of the v ! fv;w; x ! , gx curves and their relative placement. The other set given in Section 2 shows how one can deduce the wave forms and frequency of the periodic solutions from these saddle-node boundaries. Using the two sets of results, we can see how c hanging f or g or the coupling strength d can change the periodic solution.
More speci cally, Section 2 contains the construction of the periodic solution, once the saddle-node curves are known e.g. from numerical calculation or the construction of Section 3. Some technical points are only stated there, with details postponed to Section 4. Without further information, this gives the shape of the trajectory in phase space, but not necessarily the time dependence. However, if the nullcline hv;w is relatively at over the slow branches of the trajectory as in Fig. 1.2 , the saddle-node curves also turn out to give qualitative information about the times spent o n e a c h branch. We show that for some classes of functions f;gthere is a nite value of d for which the periodic trajectory is held for the longest time on a given branch. Thus, though the electrical coupling can act to pin the network trajectory to its low or high branch for a longer or shorter time than the trajectory of the uncoupled oscillator, larger values of the coupling will not necessarily be more e cient at doing this.
We are also able to deduce conditions on the saddle-node boundary curves for which the behavior is even less intuitive. For example, we see how c hanges in either of the circuit elements, without changing coupling strength, can drastically change the behavior of the circuit, e.g. acting to functionally couple or uncouple the circuit. We also show that there are conditions under which the bistable element jumps ahead of the oscillator that is causing" the jump. There are other conditions for which there is an interval in d such that the oscillator is unable to get the bistable to jump with it, while at both higher and lower values of d, the elements do jump together. Another unexpected conclusion is that electrical coupling can act to turn the bistable element permanently to its low or high position. Depending on the properties of h, coupling with the bistable element m a y also keep the oscillator permanently in its low or high position.
One di cult part of Section 2 is the determination of where each fast portion of a singular trajectory goes when it leaves a saddle-node point of 1.3. It is not hard to show, for these equations, that the fast portion must go as t ! 1 to another critical point. However, for some regions of the d; w plane, there is more than one stable critical point of 1.3. For general equations, the t ! 1 limit of particular trajectories cannot be deduced simply from the position of the critical points of the fast equation. By contrast, for equations of the form 1.3 we show that, at a non-degenerate saddle-node of the system, the unique unstable manifold must tend to the nearest" other critical point in the correct" direction, which i s shown to be well-de ned. Using this, we are able to provide some rules governing the fast jumps between the slow manifolds.
In Section 3, we show h o w the shapes of the curves v ! fv;w and x ! gx, as well as their placement with respect to one another, determine important features of the saddle-node boundary curves in the d; w plane. The techniques also show h o w the ratio p of the surface area of the oscillator to the total surface area of the two cells a ects the position of the curves. To construct the curves of saddle-nodes, we i n troduce a new geometric method for reading o the qualitative shape of the saddle-node curves from the shapes of v ! fv;w; x! gx and their placement. Though we are interested in the value of w at which a saddle-node of 1.3 is reached for a xed d, it turns out to be easier to construct the sets of stable critical points of 1.3 for xed w and varying d; the curves we seek are the boundaries of these sets. The construction makes strong use of the structure of 1.3, particularly the fact that the coupling currents are equal and opposite. Section 3 states the results connecting the equations to the shapes of the saddle-node curves, and gives the main ideas of the proofs; the technical points are again postponed to Section 4. Section 4 contains mathematical details postponed from previous sections. Section 4.1 discusses the construction of the saddle-node curves via the implicit function theorm, and makes explicit the conditions for having non-degenerate saddle-nodes. It also contains the proof that along a slow trajectory, stability for the fast system is lost at a saddle-node, not through a Hopf bifurcation. Section 4.2 shows that for the electrically coupled system, the projection of the full trajectory to the v;w plane is qualitatively like that of the uncoupled system. Section 4.3 proves assertions in Section 2 about the destinations of the fast jumps. Section 4.4 gives the proofs of the assertions in Section 3 connecting the geometry of the equations with the shapes of the trajectories in phase space and therefore the times in the high and low v oltage modes.
The discussion in Section 5 contains two parts. The rst concerns a motivating example from the perspective of the theory developed in the paper. The example, from 2 , deals with a pair of cells in the crustacean stomatogastric ganglion that are electrically coupled, and which h a ve been modeled in simulations by equations having the form 1.2 plus a slow current added to the bistable element. The simulation in 2 shows how that coupled pair, but not the oscillator alone, is capable of regulating itself so that the proportion of time the cells burst does not change when the frequency is modi ed e.g. by current injected into the oscillator. This regulation is known as constant duty cycle" behavior. The theory of this paper addresses the prior question of how the extra slow current can modulate the times in the active position to compensate for imposed changes in the time spent in the inactive period. We also show, from the geometry, w h y the equilibrium produced in 2 is a stable one. The second part of Section 5 discusses related work and extensions of the current w ork.
Saddle-node curves and singular solutions
We rst give some information to be proved in Section 5.1 about the saddle-node curves. We then show h o w the singular solutions are constructed once the saddle-node curves are known. Finally, w e discuss the kind of information that can be read o from knowledge of the saddle-node curves.
The four saddle-node curves
There are four curves in d; w space that are of particular interest. These are the projections to d; w space of the boundaries of four two-dimensional surfaces in v; x; d; w space that are the stable critical points of 1.3. The latter corresponds to the slow manifold" of 1.2. The projected curves are bounded at d = 0 b y four points that we n o w describe. Assume that fv;w and gx are cubic as in Figures 1.1, 1.3 . Let x L and x H denote the two stable critical points of dx=dt = gx. See Fig. 1.3 . We denote by w = w L and w = w H the two v alues at which v ! fv;w has a knee" i.e., @f=@v = 0 where f = 0 . See Fig. 2.1A In Section 3, we give conditions on f and g under which the HH curve, projected to the d; w plane, may h a ve a n y of the shapes in Fig. 2 ii. The fast jumps. F or some values of d and w, there may be more than one stable critical point to which the fast trajectory might go. Furthermore, it is not clear, without analysis of the fast dynamics 1.3, that the system must jump to another critical point. In this subsection, we describe the rules that constrain the fast behavior; the proofs are in Section 4.2.
The main result of this section says that, on leaving a slow segment at a saddle-node for 1.3, the fast dynamics takes the trajectory to the nearest" other critical point i n the correct" direction. More precisely, a non-degenerate saddle-node v;x has a unique unstable manifold, which is the jump trajectory Fig. 2 .5. The lines v = v and x = x divide the v;xplane into quadrants. Another critical point is in the correct direction" if it is in the same quadrant as the unstable manifold. We s a y that a critical point v 1 ; x 1 i s a neighboring point if it is in the same direction and it is a closest such one: there is no other critical point v 2 ; x 2 in that quadrant h a ving either jv 2 , vj jv 1 , vj or jx 2 , xj jx 1 , xj. The desired information is the t ! 1 limit point of the jump trajectory. The following theorem gives that information, showing that the closest point in the x-coordinate is also the closest point i n t h e v-coordinate, and that this is the limit point. Theorem 2.1:
a. For equations 1.3 any non-degenerate saddle-node has exactly one neighboring critical point, which is itself either a sink or a saddle-node.
b. The unstable manifold of the non-degenerate saddle-node critical point tends to the neighboring critical point.
Theorem 2.1 gives a characterization that allows the jump destination to be easily determined by computing only some local behavior at the saddle-node and the critical points of 1.3 for the values of d; w at which the jump occurs; no global computations of the dynamics need be made. The following corollaries say that, in many cases, the outcome can be predicted from knowledge of the saddle-node curves which tells us, for given d; w, which of the HH, LL, LH or HL sets have a stable critical point at that d; w without doing even those computations. These corollaries are proved in Section 4.3.
Corollary: Suppose that there a r e no stable critical points other than those bounded by HH, HL, LH and LL. The characterization in Theorem 2.1 implies the following:
1 If d is su ciently small, the unstable manifold from an HH resp. LL saddle-node tends to a LH resp. HL stable critical point. That is, with small coupling, the v variable jumps to a di erent branch, and the x-variable stays on the same branch.
2 For some xed d and w at which there is a non-degenerate HH saddle-node, suppose that a LH or HL stable point exists and is in the third quadrant" with respect to the HH saddle node i.e. both the x and v coordinates are lower than those of the HH point. Then the unstable manifold from the HH saddle-node tends to a point in the LH or HL branch, as opposed to LL. In other words, if it is possible for only one variable to jump to a stable point, rather than both, this is what happens. A similar statement holds for a nondegenerate LL saddle-node point.
3 Suppose the LH curve is as in Fig. 2.3 i.e. consists of two smooth monotonic curves, continuous at the boundary point. Also assume that c 1 =c 2 is su ciently close to 1 or d is su ciently small. Then a fast trajectory, which leaves LH on the left hand part of the curve, tends to a HH stable point. Similarly, a fast trajectory leaves HL on the right hand part of the curve and tends to a LL stable point.
Remark 2.3: When c 1 = c 2 , the point at which the LH or HL curve is not smooth is also the only point on the curve at which a saddle-node may be degenerate. This is proved in Section 4.1. The non-degeneracy of the other saddle-node points is used to determine the direction of its unstable manifold, to use Theorem 2.1. For c 1 =c 2 near 1, this direction can still be found for points outside a neighborhood of the non-smooth points, e.g., saddle-node points with a small d coordinate depending on c 1 =c 2 .
Remark 2.4: The solutions described above are asymptotically stable. To see this, we consider a two-dimensional slice in x; v; w space transverse to a slow portion of the orbit, which lies along a piece of a one-dimensional slow manifold for 1.2. Each periodic orbit is a xed point of the singular Poincar e map P de ned on such a slice. By construction, away from the jump points, the points of the slow portion of a periodic orbit are stable critical points for 1.3, and hence the slow manifold is attracting. That the constructed xed point of P is asymptotically stable then follows from the work in 4 .
Some implications
From the behavior of the slow segments and the rules governing jumps between them, we can read o many facts about the possible singular orbits of 1.2, and how these can change as parameter values including coupling strength are varied. We list some of these conclusions here. For all of these cases, we are assuming that hv;w = 0 does not intersect the slow manifolds in question, so it does not impose a barrier to motion. The saddle-node curves for HH and LH which correspond to this situation are illustrated in Fig. 2 Note that the delay from the x-jump to the v-jump is not a property of delays in coupling or duration of the jump which is zero in the singular limit. Rather, it is an emergent property of the system. Fig. 2 .2C,D, depending on the shape of the LL saddle-node curves, there can be a nite value of d at which the periodic trajectory is held longest on the HH slow segment. The same analysis holds in establishing the e ects of changing the equations. If f and or g is changed without changing h, the time on a segment is again given by 2.3, with boundaries given by the saddle-node curves. If h is again independent o f v in the relevant regions, the change of shape of the saddle-node curves changes the time on the slow segments in a predictable manner. We return to this theme in Section 4, where we show h o w c hanges in ionic currents of the bistable element c hange the shapes of the saddle-node curves, and hence a ect the duty cycle.
In the previous part of this section, we h a ve assumed that the surface h = 0 does not intersect the surface HH, LL, LH or HL of critical points of 1.3. If there is such a n intersection, in general it will be a curve i n v; x; w; d space. Such a p o i n t corresponds to a critical point for the full system 1.2. Thus, a slow trajectory approaching such a point will stop, and there will be no oscillation.
Equations and the saddle-node curves
In this section, we give results that connect the shapes of the curves v ! fv;w; x! ,gx and their placement to the shapes of the saddle-node curves or, more speci cally, the projection to the d; w plane of the boundaries of the sets of stable critical points of 1.2.
We start with the HH saddle-node curve; the results and proofs for the LL curve are similar.
Theorem 3.1 below gives conditions that lead to the saddle-node curves in Fig. 2 .2 A-D.
As we will see, for d small, the behavior is determined just by the positions of v H and x H as in Fig. 3 not provide information about the shapes of the saddle-node curves. To determine this, we construct the surface of stable critical points for which the HH curve is the boundary.
To construct the curve of saddle-nodes, we consider vertical slices in the d; w plane. We look for the w-dependent set of d within each slice for which there are HH critical points; the boundaries of these sets form the curve d = dw that we seek. The visual technique we use exploits the fact that, for a critical point of 1.3, the x and v coordinates must satisfy fv;w = ,gx. Furthermore,
Thus, a critical point of 1.3 with a given w can be visualized by drawing v ! fv;w and x ! , gx on the same graph, with v;xon the same axis Fig. 3.1 ; a solution corresponds to a pair of points v;x with fv;w and gx at the same height, and d is given by the aspect ratio 3.1 of the small rectangle in Fig. 3.1 . Note that d 0 implies that if v x , then fv; ,gx 0, as in Fig. 3.1A; if v x , then fv; ,gx 0, as in Fig. 3 .1B.
A simple example is shown is Fig. 3.1A Note that the local maximum of the curve v ! fv;w is not in general the point at which dv reaches its local maximum; indeed, this can be seen from the geometry of the curves, as in Fig. 3.2 , or by calculating the Jacobian of the right hand side of 1.3, and seeing that the eigenvalues are strictly negative at the point at which v ! fv;w has its local maximum.
The geometrical construction of the w-dependent i n tervals in d is done separately for each w. It then remains to argue that the intervals can be put together to form a curve such as the ones in Fig. 2.2 Fig. 3.2 . Then the associated saddle-node curve is qualitatively like that in Fig. 2.2A . The vertical asymptote occurs for a value of w greater thanw.
ii Suppose x H v H and, as w increases from w H , there is a value w such that the curve v ! fv;w is tangent to the right branch of x ! , gx. See Fig. 3.3A . Then the associated saddle-node curve is qualitatively like that in Fig. 2 .2B. The asymptote is at w = w .
iii Suppose that x H v H and, as w increases from w H , there is a value of w such that the curve v ! fv;w is tangent to x ! , gx along the middle branch of the latter. Suppose that as w increases further, the local maximum of v ! fv;w decreases below the local minimum of x ! , gx. See Fig. 3 .3B. Then the saddle-node curve is as in Fig.   2 .2C or D. In particular, it takes its maximum in w at a nite value of d. The maximum occurs at the value b w of w for which the local max of v ! fv;w equals the local min of x ! , gx. The asymptote of the saddle-node curve may be larger than w H as in Fig.   2 .2C or less than w H Fig. 2.2D . The asymptote occurs at a value w of w larger than e w, where e w is such that v ! fv;w intersects the minimum of x ! , gx. Remark 3.4: Each case of Theorem 3.1 describes a set of hypotheses about the curves v ! fv;w in relation to x ! , x. It is possible to construct a family v ! fv;w whose behavior combines elements of the hypotheses of i, ii and iii, e.g., satisfying one of these for w small and another for w larger. Though the speci c conclusions of Theorem 3.1 don't hold for such combinations, the methods in the proof remain valid, and can be used to nd the saddle-node curves for arbitrary families v ! fv;w.
The next theorem describes the LH saddle-node curve; similar results hold for the HL curve. As will be shown in Section 4.1, all the saddle-node curves are piecewise smooth and parameterized by d. In addition, we h a ve Theorem 3.2
Assume that for each w, the value v at which the local minimum of v ! fv;w occurs is less than the value of x at which the local minimum of x ! , gx occurs See Fig. 3.4 . 3. If at that point, j@ 2 f=@v 2 j jg 00 j, as in Fig. 3 .4A, then the LH saddle-node curve is as in Fig. 2.3A i.e. for some w b w, there a r e stable LH points in disjoint intervals in d. I f a t that point j@ 2 f=@v 2 j jg 00 j, as in Fig. 3 .4B, the LH points are as in Fig. 2 .3B, with disjoint intervals for some w b w. 4 . For w large, the saddle node asymptotes to d = 0 . Remark 3.5: The saddle-node curves HH, LH, HL and LL are partially, but not totally independent of one another. By independent w e mean that, given the curves, functions f and g can be constructed that have those curves. As can be seen from the statements of Theorems 3.1 and 3.2, di erent parts of each of the saddle-node curves depend on di erent aspects of the functions v ! fv;w and x ! , gx. There is overlap, however. Consider, for example, Fig. 3.5 ; which has an HH curve that is decreasing in w as d increases. This pair of saddle-node curves is not achievable for any c hoice of f and g. The reason is essentially that both the HH and HL saddle-nodes depend on the shape of v ! fv;w on their righthand branches. For d small, the relevant stable points of HH have x-components that lie much to the right of the x-components of the points of HL; this forces the saddle-node curves HH to lie to the right of the HL curve, contradicting Fig. 3 .5. Fig. 2.8 however, is achievable.
Functions f and g with the appropriate qualitative properties necessary to produce Fig. 2.8 are given in Fig. 3.6 . We leave to the reader the exercise of verifying this last assertion; practice in going between functions such as in Fig. 3.6 and the associated saddle-node curves can be obtained by going through the proofs of Theorems 3.1 and 3.2 in Section 4.4. Remark 3.6: The con guration in Fig. 2.8 is compatible with the sequence of jumps HH ! LH ! HH, in which the oscillator jumps down, then up again, leaving the bistable on its high branch. To be certain that the HH piece of the trajectory next enters HL instead of LH, we can arrange that the right hand boundary of the LH saddle-node curve fall below the bottom of the interval I. This can be done because that part of the curve depends on the position of the left branch o f v ! fv;w, which can be manipulated independently of the parts of these curves that determine the HH curve and HL curve. Using det A = 0 along a saddle-node, we h a ve that 2Qe; e e = g 0 , dD 2 : 4.2 A property of the slow segments
We n o w show that along any given slow segment, the variables v and w = wv satisfy dv=dw 0. This implies that the projection of the trajectory to the v;wplane is qualitatively like the outer branches of the v 0 = 0 n ullcline in Fig. 1 We n o w prove the assertions made in Section 2.2, including Theorem 2.1. The proof requires some information about the geometry of the fast equations near a non-degenerate critical point. At a non-degenerate saddle-node v;x there is a half-plane of trajectories that approach the saddle-node as t ! 1 , and a unique unstable manifold trajectory that approaches the critical point a s t ! , 1 See Fig. 2 .5. We rst show that the unstable manifold must be in the rst or third quadrants generated by v;x. ii From the proof of Lemma 4.2, we know that 2Qe; e e = g 0 , dD 2 , s o D 2 has the opposite sign of Qe; e e. The sign of Qe; e e says whether the unstable manifold is in the same or the opposite direction from the vector e. Hence, D 2 0 resp. D 2 0 implies that it is in the same resp. opposite direction. Since d ,g 0 ; d points in the rst quadrant, the conclusion follows.
We n o w show that the unstable manifold of a non-degenerate critical point v;x m ust tend to the neighboring critical point v; x . Let R denote the rectangle in v;xspace bounded by v v;x x; v v; x x. The de nition of neighboring given in Section 2 is equivalent to saying that v; x is in the appropriate direction, and that there are no other critical points of 1.3 in R. W e m a y then restate Theorem 2.1 in a slightly stronger manner: Theorem 2:1 0 : For equations 1.3, any non-degenerate saddle-node has exactly one neighboring critical point. All trajectories in R tend to that critical point; in particular, the unstable manifold tends to that point.
Proof: We rst show that there is at least one critical point in the appropriate quadrant.
Note that, by the cubic nature of f and g; fv;w and gx are bounded above uniformly for v ! 1 ; x! 1 and bounded below uniformly for v ! , 1 ; x ! , 1 . Suppose, for de niteness, the unstable manifold is in the third quadrant. It follows from 1.3 that, for v;xsu ciently negative, v 0 0 and x 0 0. Thus trajectories cannot go to in nity.
For any critical point v;x not just a saddle-node the vector eld of 1.3 points into the third quadrant on the lines v = v;x x and x = x; v v. This follows immediately from v 0 = 0 ; x 0 = 0 a t v = v;x = x and the form of the coupling. Thus, the trajectories cannot leave the closure of the third quadrant or become unbounded. In a two-dimensional phase-space, this implies that there is at least one critical point in the closure of the third quadrant. A similar argument holds for the rst quadrant. The non-degenerate nature of the critical point v;x, plus the direction of the vector eld on the lines v = v;x x and x = x; v v imply that the unstable manifold trajectory cannot tend to v;x as t ! 1 .
Thus, if the unstable manifold trajectory is in the third quadrant, there must be another critical point in the third quadrant besides v;x.
Let v 1 ; x 1 resp. v 2 ; x 2 be the critical point in the third quadrant whose v-coordinate resp. x-coordinate is closest to that of v;x. W e shall show that x 1 = x 2 and v 1 = v 2 . The above argument that shows that the vector eld of 1.3 points into the third quadrant also shows that the vector eld points inward on all the line segments of the box R 1 resp. R 2 with corners v = v;x= x; v = v 1 ; x= x 1 resp. v = v 2 ; x= x 2 . Thus, unless v 1 = v 2 and x 1 = x 2 , the con guration is as in Fig. 4.1 . Let R R 1 R 2 . Then the vector eld also points inward on the edges of R. It follows that there must be a critical point i n R other than v;x. But, by the de nition of x i ; v i , this is a contradiction.
We can now identify R i with R. Since the vector eld points inward at all non-critical points of the boundary of R and there are no critical points in the interior, all trajectories of the rectangle including the unstable manifold of v;x, m ust tend to the neighboring critical point. Thus, this critical point m ust be a sink or a saddle-node.
We can now prove the corollaries stated in Section 2.2. For d su ciently small, the nondegeneracy of the saddle-node at d = 0 implies that there is still a unique nearby non-degenerate saddle-node; such a critical point has a nearby unstable manifold. Also, the sink which i s t h e t ! 1 limit for d = 0 perturbs to a nearby sink with a nearby basin of attraction. Hence it is still true that the unstable manifold of the HH resp. LL saddle node goes to the LH resp. HL slow manifold. That is, for su ciently small coupling, the oscillator changes its branch b e t ween high and low but the bistable element does not.
2 Theorem 2.1 says that the unstable manifold of the HH saddle node must tend to the nearest critical point in the correct direction. By hypothesis, the LH or HL stable critical point is in the correct direction. Furthermore, the x-coordinate resp. v coordinate of the LH resp. HL critical point is closer to that of the HH critical point than that of the LL critical point. By Theorem 2.1a, if either coordinate is closer, so is the other. Thus, if an LH or HL stable critical point exists for a xed w;d, the HH state at that w;d may not jump to the LL state.
3 For de niteness, consider LH; the argument is the same for HL. For xed d, there is a nite interval in w for which there are LH stable critical points see Fig. 2.3 . We focus on the endpoints w , w + of the interval. Each endpoint corresponds to a saddle-node for 1.3. At a saddle-node, at least one of @f=@v and g 0 must be positive, since the determinant of 4.1 is positive if both those quantities are negative. Indeed, for w b w, the saddle-node has @f=@v 0, and for w b w, the saddle-node has g 0 0. Thus, the endpoint with w = w , resp. w = w + corresponds to a critical point of 1.3 with @f=@v 0 resp. g 0 0. See Fig. 3.4 . For the unstable manifold of a non-degenerate saddle-node to go to HH resp. LL, its tangent m ust point i n to the rst resp. third quadrant. By Lemma 4.5, the tangent points into quadrant 1 resp. quadrant 3 i f D 2 0 resp. D 2 0. We also know that if The asymptote occurs at the highest value of w for which there are solutions for all 0 d 1. This value, w = w , is the value at which the saddle-node point lies on the intersection of the curves v ! fv;w and curve x ! , gx. If at some w = e w, the local max of v ! fv;e w i s o n x ! , gx, we h a ve w e w.
ii We rst show that for w w H , there are solutions for all 0 d 1. w w H corresponds to curves above v ! fv;w H . For w = w H , the relevant points are on the dark portion of v ! fv;w H in Fig. 3 .3A. For w su ciently below w H that the right hand branch o f v ! fv;w hits to the right o f x H , the relevant points are above f = 0 ; ,g = 0 , as in Fig. 3 .3A. The value of d is zero for v;x such that f = g = 0, and is in nite when v = x. The analysis in this paper was motivated partly by the simulations in 2 concerning the regulation of duty cycle," described in the introduciton. When current is injected into the oscillator cell AB cell", the period of the cell changes, mainly by a c hange in the time the cell is quiet. Thus, the proportion of time the cell is bursting the duty cycle changes with injected current. When the cell is coupled to the bistable element PD cell", the resulting network is able to keep a fairly constant duty cycle. Abbott et al. 2 suggested a mechanism involving a slowly changing current added to the PD cell. In that model, the maximum conductance g of the current increases linearly on the active branch and decreases linearly on the other branch; equilibrium occurs at a value of g for which the change over a full cycle is zero. Abbott et al. 2 showed that for a linear change in the slow conductance, the duty cycle is independent of the injected current in the AB cell.
The geometry in this paper does not say more about the mechanism for the regulation. Rather, it sheds light o n h o w a c hange of properties of the bistable element can change the time on the active part of the cycle enough to balance the changes in the inactive part, so as to maintain the constant burst proportion. It also shows why the equilibrium produced by this method is stable.
Over one cycle, g is almost a constant. Thus, to consider its e ects, we replace the third equation of 1.2 by 5.1 c 2 dx=dt = gx + gGx
Here, x ! Gx is qualitatively as in Fig. 5 .1A, with a zero at a lower value than the lowest critical point o f x 0 = gx and negative for x larger than that value. The new current i s gGx. By including some of the term gGx in the de nition of gx, we can, with no physical contradiction, allow g to be negative a s w ell as positive. Changing the value of g can then be thought of as modulating the conductance of an outward current with a low reversal potential. The graphs of x ! , gx and x ! , gx+gGx are as in Fig. 5 .1B for a pair of values of g, one positive and one negative. We also assume that h is chosen so that the speed w 0 is relatively independent of the value of v on each of the branches See Section 2.3.
For g 0, the graph of x ! , gx + gGx is perturbed from that of x ! , gx by being pivoted upward around the point x = x 0 . Since the pivot point is near the lower critical point x L , the choice of g has only a small e ect on the length of time spent on the lower branch. Thus, we focus on the time spent on the high HH branch.
In the context of the example of 2 , we are interested in d large enough so that there are no HL or LH stable critical points. Hence, we restrict to d large e.g., large enough to be on the asymptote of the HH saddle-node curve. In order for a change in g to change the wave form, it must change the position of the vertical asymptote. More explicitly, w e will show with some restrictions that, as g increases, the position of the asymptote decreases. Hence the trajectory stays in the HH region for a shorter distance in w, and hence for a shorter amount of time. Similarly, a s g decreases, the time on the high branch increases.
Before we show that, we note that this implies the stability of the equilibrium point. Suppose, for example, that the trajectory starts by spending too much time on the high branch relative to the low one. Then g increases on this branch during a trajectory. The increase in g reduces the time spent on this branch in the next cycle of the trajectory, bringing the trajectory closer to the equilibrium.
We n o w show that the increased g decreases the time on the HH branch, at least for cases i and ii of Theorem 3.1. To see the e ect of tilting the curve x ! , gx o n t h e positions of the asymptote of the saddle-node curve, we argue by these cases. Case i of Theorem 3.1 is illustrated in Fig. 3.2 . The geometric reasoning in the proof of Theorem 3.1 shows that, for xed w, the saddle-node plot occurs at a lower value of d. Because of the slope of the saddle-node curve this implies that, for xed d, the saddle-node point i s a t a lower value of w. In case ii, the geometric reasoning shows that, for g 0, the tangency to a curve v ! fv;w occurs at a lower value of w. Since this gives the value w at which there is a saddle-node for large d, w e see that increasing g leads to a saddle node at a lower value of w for xed large d. As discussed above, this implies the stability of the critical point, at least in those cases.
We recall that for small d, the relative position of x H and v H is the determining factor in deciding if increasing g increases or decreases the time on the HH branch, since increasing g i.e. tilting x ! , gx u p ward to the right o f x 0 decreases x H . I n tuitively, this reduces the ability of the bistable element to pin the oscillator to the high branch, and reduces the time spent on that branch. The techniques from the proof of Theorem 3.1 can be used to prove that statement. Thus, the large d behavior is the same as that for small d, at least in cases i and ii of Theorem 3.1.
Related Work
Electrical coupling between neurons or other electrically excitable cells has been treated in related papers. Kepler et al. 5 treated the interaction of a bursting cell with a passive cell to show that the coupling can increase or decrease the frequency of the oscillation. The current paper deals with similar issues, replacing the passive cell with a bistable cell, and introducing new techniques to handle the resulting new complexity.
Other papers that deal with electrical coupling between two dissimilar cells are 6 and 7 . Those papers explore how the interaction of non-oscillating cells can produce network oscillations via electrical coupling. Simulations on a mathematically related system of equations describing chemical oscillations are in 8 .
The equations describing a pair of electrically coupled cells are identical in form to those describing the interaction of two compartments in a compartmental model of a single cell. Papers describing consequences of separations of currents in a compartmental model are 9,10,11,12 .
The current paper uses, in a critical manner, the assumption that the oscillator is of relaxation type. The speci c results depend on the simple one-dimensional nature of the bistable equations. However, the methods developed here can be extended 13 to deal with higher dimensional descriptions of the cells 7 , provided the equations are taken to be in the relaxation range. The current method can also be extended 13 to deal with networks, such as a larger subset of the crustacean stomatogastric ganglion that use both electrical and chemical synapses 14 .
The methods of this paper do not hold if the individual cells of the network are far from a relaxation regime. Thus, they do not capture phenomena such a s a n tiphase coupling between identical oscillators coupled electrically 15 , which is more naturally understood in the context of averaging methods 16,17 . 
