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This PhD thesis is centered around the “Stability and Control of Power
Grids with high Renewable Energy Share”. With a conceptual modelers
approach, I tackle three overarching questions related to the novel challenges
the energy transition poses for the stability of future power grids.
The first question focuses on how to measure and subsequently improve
the resilience of a power grid. Here, I contribute important insights to
conceptual modelers by providing information on the necessary model detail
for transient stability assessments.
The second question concerns how to ensure static voltage stability
and avoid capacity overloading when the deployment of Renewable Energy
Sources (RES) in the distribution grid layers is massively increasing. As a
possible solution to this problem I analyze the future technical potential of
reactive power provision from decentral resources in Germany.
The third question, and main focus of this thesis, is on how to integrate
renewable energies in a dynamically stable way. Specifically, I investigate
the influence of intermittent RES and measurement delays from power elec-
tronic resources on frequency stability and how the latter can be restored
by concepts of demand control. First, for local intermittent fluctuations in
lossy distribution grids I find a remarkable and subtle but robust interplay
of dynamical and topological properties, which is largely absent for lossless
grids. Second, I show how delays may induce resonance catastrophes and
how the existence of critical delays sets an upper limit for measurement
times. Further, I investigate whether centralized vs. decentralized power
production, for different grid topologies, changes this behavior. Third and
last, I present how the right parameterization of decentral electric vehicle
control can completely overcome issues of short-term dynamic instability
related to RES fluctuations. This control avoids demand synchronization
and high battery stress.
Altogether, this thesis investigates the stability of future power grids
moving towards integrating more aspects of renewable energy dynamics.




Die vorliegende Dissertation untersucht die Stabilität und Regelung von
Stromnetzen mit hohem Anteil Erneuerbarer Energien (EE). Dabei stehen
drei Forschungsfragen, zu den neuartigen Herausforderungen für die zukün-
ftige Stromnetzstabilität im Zuge der Energiewende, im Vordergrund.
Erstens soll untersucht werden wie die Resilienz von Stromnetzen
gemessen und im zweiten Schritt auch verbessert werden kann. Dabei zeige
ich den, für den konzeptionellen Modellierer wichtigen, notwendigen Detail-
grad für transiente Stabilitätsuntersuchungen auf.
Die zweite Frage lautet wie, trotz des zunehmenden Ausbaus von
EE in Verteilnetzen, die statische Spannungsstabilität garantiert und
Leitungsüberlastungen verhindert werden können. Als eine mögliche Lö-
sung für dieses Problem analysiere ich mit einem konzeptionellen hierar-
chischen Verteilnetzmodell das zukünftige Potential für die Erzeugung von
Blindleistung aus dezentralen Ressourcen am Beispiel Deutschlands.
Die dritte Frage, wie eine dynamisch-stabile Integration von EE möglich
ist, bildet den Hauptfokus meiner Dissertation. Dabei untersuche ich wie
neuartige dynamische Aspekte EE, wie intermittente Fluktuationen oder
auch Mess- und Reaktionszeiten von Leistungselektronik, die dynamische
Netzstabilität beeinflussen und wie mögliche Instabilitäten durch Konzepte
der Nachfragesteuerung behoben werden können. Dabei stoße ich bei der
Analyse lokaler intermittenter Fluktuationen in ohmschen Verteilnetzen auf
ein bemerkenswertes Wechselspiel zwischen Eigenschaften der Netzdynamik
und -topologie, welches für Netze ohne Verluste nicht in Erscheinung tritt.
Als Zweites zeige ich wie mit der Einführung von Leistungselektronik und
den damit verbundenen Mess- und Reaktionszeiten Resonanzkatastrophen
hervorrufen werden können. Zudem existiert ein oberes, kritisches Limit für
solche Verzögerungen, das nicht überschritten werden sollte. Weiterer Be-
standteil dieser Untersuchungen ist der Einfluss dezentraler gegenüber zen-
traler Erzeugung für verschiedene Netztopologien. Schließlich präsentiere
ich wie die dezentrale Nachfragesteuerung von Elektroautos dynamische In-
stabilitäten, hervorgerufen durch Fluktuationen von EE, bereinigen kann.
Dabei achte ich explizit auf die Vermeidung von Nachfragesynchronisation
und Batteriedegradierung.
Zusammenfassend behandelt diese Arbeit verschiedene Aspekt zur Sta-
bilität zukünftiger Stromnetze und integriert dabei sukzessive neuartige dy-
namische Aspekte von EE. Letztendlich werden offenen Fragen, zur Anre-
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The full decarbonization of the energy sector by 2050 is non-negotiable
to meet the emission targets of the Paris agreement (Rogelj et al. 2016).
This requires the deployment of Renewable Energy Sources (RES) in the
electricity, transport and heat sector. While the production from large, con-
ventional power sources was centralized, RES units are usually smaller in
size, more decentralized, and numerous. Hence, the power system will un-
dergo a regime shift from central to distributed power production. Today, in
Germany 90% of all RES capacity is installed in distribution grids (BMWi
2014). The increasing share of RES poses a wide range of challenges for
static and dynamic power grid stability1 but also creates opportunities for
innovations in power supply and distribution. At the same time, increased
rates of extreme weather events2 and the possibility of attacks on power
grid infrastructure ask for an improvement in the resilience of power grids3.
1The stability of a power system is its ability to remain in the state of equilibrium
under normal operating conditions and after being subject to perturbations (Kundur
et al. 1994). There are many possibilities to classify power grid stability. I use the
term dynamic stability for angle- and frequency stability. With static stability I refer to
the absence of over-or undervoltages and grid congestions, also called long-term voltage
stability (see Sect. 3 for a detailed explanation).
2Extreme weather events are exceeding a predefined threshold in time series of me-
teorological variables. Examples are heatwaves or precipitation extremes (Coumou et al.
2012).
3The resilience of a power grid is defined as its ability to resist failures induced
by external hazards, to reduce their impacts and to rapidly restore grid services after
disruptions (Brown 2008)
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Figure 1.1: Complex systems’ view on the power grid. The real power grid consists
of transmission (Ultra-High-Voltage, UHV) and distribution grid layers (High-Voltage,
HV, Medium-Voltage, MV, and Low-Voltage, LV) that are connected via transformers
(marked as overlapping double-circles). With the complex systems’ view a conceptual
grid model is built. The complex network’s nodes are producer or consumer nodes, the
links correspond to the power lines and the different network hierarchies stand for the
different grid layers. The figures are taken from Wikipedia 2010 and Schultz, Hellmann,
et al. 2016, respectively.
1.1 Conceptual Power Grid Modeling
“Make things as simple as possible, but not simpler”
A. Einstein
The power system can be understood as a complex system, since it is com-
posed of many interacting components. With the transmission grid (TG)
and the distribution grid (DG) it has several system layers (see the illus-
tration of Fig. 1.1). Historically, the TG, mainly the Ultra-High-Voltage
(UHV) level, with its large conventional generators was the main scene
of power system dynamics since the DG layers, covering the High-Voltage
(HV), Medium-Voltage (MV) and Low-Voltage (LV) levels, mainly accom-
modated passive loads from households and industry. Thus, for power grid
modeling in the past it was sufficient to mainly analyze this grid level. The
energy transition is increasing the complexity of the power system. It leads
to the addition of a large number of heterogeneous production units, smart
2
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consumers, electric vehicles, as well as new battery storage and control
devices that may interact in a swarm-type manner.
Here, the theoretical physicist in close cooperation with the electrical
engineering community may contribute to the analysis of such systems by
integrating the systems view and new stability methods. This thesis ap-
plies the complex systems’ view and conceptually approaches the research
questions, presented in the following section, according to the principle “as
simple as possible, as complex as necessary”.
1.2 Overarching Research Questions
This PhD thesis is centered on the “Stability and Control of Power Grids
with high Renewable Energy Share”. I identify three overarching questions
concerning the novel challenges the energy transition poses for the stability
of future power grids. With a conceptual modelers approach, I tackle three
overarching questions and derive subsequent research questions.
1. How can the resilience of power grids towards extreme events be mea-
sured and improved?
2. How can static voltage stability be ensured and grid congestions be
avoided?
3. How can renewable energies be integrated in a dynamically stable way?
The last question constitutes the main part of this thesis.
1.3 Power Grids and Extreme Events
How can the resilience of power grids towards extreme events be measured
and improved?
Extreme weather events or human-made attacks may lead to a complete
break-down of the power system. Densely populated urban areas and their
power-driven public infrastructure would be inoperable or even permanently
damaged with unknown consequences for urban life. Climate change in-
creases the frequency of extreme weather events (Coumou et al. 2012). For
example, the island of Zanzibar had a disastrous three-months-blackout in
2009 damaging the island’s main industry, tourism, endangering food and
water security and even threatening life and health of the island’s citizens
(Elisabeth Ilskog 2011). South Australia had a major black-out in Septem-
ber 2016 due to a line fault from a storm in combination with bad wind
3
Future Power Grid Stability and Control
power control setups causing around $367 million damage (Nick Harmsen
2016).
This creates a need for comprehensive studies on grid resilience. An
improved sensitivity analysis is the basis to strengthen the resilience of
power grids against such large and local perturbations. To build grid models
that approach the question of how to measure and subsequently improve
the resilience of a power grid, I derived the following research question:
What is the necessary level of detail to model and assess the
response of power grid networks to large generic disturbances?
(see Chapter 4)4
1.4 Static Voltage Stability of Power Grids
with High Renewable Energy Share
How can static voltage stability be ensured and grid congestions be avoided?
For power grid operators the distributed character of RES implies: instead
of centrally controlling and distributing large amounts of power from a few
power plants to the lower grid levels, the new challenge is to control lots
of small generation units in a swarm-type manner. Thus, the decentral
placement of power plants shifts the focus of power stability analysis from
exclusively considering transmission grid layers towards the distribution
grid and it causes the interaction of several network layers. The distributed
character of RES also leads to a bidirectional flow of power. At sunny
and windy times of the day, surplus power from distributed resources in the
lower grid levels may flow upstream, from the lower to the upper grid levels,
to be redistributed from there on. If this is not the case, power is mainly
flowing downstream to satisfy consumers’ demand in the distribution grids.
The latter case is the old-fashioned way of power systems operation. The
grid infrastructure and grid stability control is optimized to purely serve
the scenario of unidirectional downstream power flows. The bidirectional
case requires an improved voltage control scheme and reactive power man-
agement. A possible solution to this problem is the provision of reactive
power from decentral resources. This leads to the question:
What is the potential of reactive power provision from decentral-
ized sources? (see Chapter 5)
4Such measures also feature in Chapter 7.
4
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1.5 Dynamic Stability of Power Grids with
High Renewable Energy Share
How can renewable energies be integrated in a dynamically stable way?
Not only the placement but also the dynamics of power generators is chang-
ing. With a growing number of wind and solar power plants, new dynamic
features are introduced into the lower grid layers which need to be under-
stood. Here, power electronic devices, so-called inverters, that connect RES
to the power grid, and the fluctuating input of intermittent solar and wind
power production play a central role. Synchronous machines and their large
rotating masses possess inertia and thus store kinetic energy that is able to
instantly balance fluctuations in power. Inverters do not have inertia. In-
stead, programmed frequency and voltage control schemes determine their
characteristics of operation. Since there are many possibilities of such pro-
gramming, it is important to model the dynamics and stability of power
grids that connect a large number of interacting inverters.
Isolated island systems are the first to be affected by the low-inertia
problem. E.g. Ireland poses a limit of currently 55% (ENTSO-E 2017) for
RES penetration fearing that system security to be threatened above this
threshold. The issue of how intermittent renewable power generation is im-
pacting static and dynamic stability is highly debated (50Hertz et al. 2012;
Boyle 2004; Turner 1999). Intermittent power time series are correlated in
time and space and are spiky with large jumps in the generation (Anvari,
Lohmann, et al. 2016; Anvari, Werther, et al. 2017; K. Schmietendorf et al.
2016). Such fluctuations occur on different time scales, including seasonal,
inter-day (Heide et al. 2010) and intra-second fluctuations (Milan et al.
2013). Whether the specifics of intermittency play a central role in grid
stability analysis and whether the network position of fluctuating power
sources is affecting dynamic grid stability is to a large extent unknown.
This leads to my third research question:
What is the influence of local intermittent fluctuations from RES
on distribution grid stability? (see Chapter 6)
The volatile nature of RES raises the need for more flexibility options for
power market supply and balancing energy (BMWi) 2014) arises. In this re-
gard, it is essential to identify options that are both cost efficient and system
stabilizing. Smart grid technologies may balance fluctuations from produc-
tion on different timescales (of minutes, hours and above). Since the market
does not incentivize such flexibility options in a cost-effective manner yet
(Jansen et al. 2015), policy makers have determined benchmarks for the
5
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deployment of smart metering devices in the grid (Vasconcelos 2008). How-
ever, both inverters and smart grid control need measurement and reaction
times before triggering their control (ENTSO-E 2017; Schäfer, Matthiae,
Timme, et al. 2015; Schiffer, Dörfler, et al. 2017). I am interested in the
question:
How do delays impact dynamic stability? (see Chapter 7)
Most of the demand related discussions are circling around the subject of
smart grids. An often underestimated effect is the structural change in de-
mand. Since consumer devices are increasingly connected to the grid via
inverters as well, the contribution of consumption units such as motors to
the overall system’s inertia is decreasing just as the one from production
units. This again affects the ability of the grid to balance short-term fluc-
tuations. Electromobility could fill this gap by providing balancing reserves
with their battery storage systems. In this context, I ask the question:
Can dynamic stability be restored by concepts of electric vehicle
demand control? (see Chapter 8)
1.6 How to read this Thesis
In this PhD thesis I investigate several aspects of future power grids. Start-
ing from static stability assessment this work moves towards integrating
more aspects of future power grid dynamics. The results of this thesis are
related to the three overarching questions and subsequently derived research
problems.
Chapter 2 introduces to power grid modeling. This includes transmis-
sion and distribution grid representations, synchronous machine models of
different order, inverter models, Decentral Smart Grid Control (DSGC),
and the nature of intermittent noise.
Chapter 3 presents the stability measures used to analyze power grids
with respect to their static and dynamic stability. This includes the con-
cepts of power flow, linear stability, basin stability, survivability, and stochas-
tic stability analysis.
First results of this thesis are shown in Chapter 4. It gives important
insights to conceptual modelers on the necessary model detail for assessing
the dynamic stability of power grids that are subject to large perturbations.
This relates to the question of how resilient power grids are in the case of
natural or human-made extreme events.
To assess the challenges for static voltage stability, Chapter 5 starts
with a case study of the German power grid. This involves the question
6
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whether decentral reactive power management is able to solve over- and
undervoltage problems. Here, RES may not only be part of the problem
but also of the solution. With their potential to provide decentral active
and reactive power, RES are able to contribute to voltage stability.
The remaining three chapters build the main part of this thesis and all
relate to the question of how to enable a dynamically stable integration
of RES. The research topic of Chapter 6 is the robustness of distribution
networks towards local intermittent power fluctuations and investigates the
grid’s ability to dampen such fluctuations within safety bounds. To shed
light on the influence of smart grid and inverter control on the stability of
power grids, Chapter 7 investigates the impact of delays related to mea-
surement and reaction times. Chapter 8 closes this field of research with
the design of an decentral electric vehicle control scheme that is able to
efficiently balance fluctuations from RES while avoiding demand synchro-
nization.
Chapter 9 summarizes the main insights and contributions of the thesis,
relates them to each other, and presents open questions for future research.
1.7 List of Publications
List of published papers:
S. Auer, K. Kleis, P. Schultz, J. Kurths, and F. Hellmann. “The impact
of model detail on power grid resilience measures”. In: The European
Physical Journal Special Topics 225.3 225.3 (2016), pp. 609–625. doi:
10.1140/epjst/e2015-50265-9.
B. Schäfer, C. Grabow, S. Auer, J. Kurths, D. Witthaut, and M. Timme.
“Taming instabilities in power grid networks by decentralized control”. In:
The European Physical Journal Special Topics 225.3 (2016), pp. 569–582.
S. Auer, F. Hellmann, M. Krause, and J. Kurths. “Stability of Syn-
chrony against Local Intermittent Fluctuations in Tree-like Power Grids”.
In: Chaos 27 (12 2017). doi: 10.1063/1.5001818.
S. Auer, F. Steinke, W. Chunsen, A. Szabo, and R. Sollacher. “Can distri-
bution grids significantly contribute to transmission grids’ voltage manage-
ment?” In: PES Innovative Smart Grid Technologies Conference Europe
(ISGT-Europe), 2016 IEEE. IEEE. 2016, pp. 1-6.
7
Future Power Grid Stability and Control
List of papers in preprint:
S. Auer, C. Roos, J. Heitzig, F. Hellmann, and J. Kurths. “The Contri-
bution of Different Electric Vehicle Control Strategies to Dynamical Grid
Stability”. In: arXiv preprint arXiv:1708.03531 (2017).
The listed publications were published in the runtime of the CoNDyNet
project5. Hereby, I want to acknowledge the funding of my PhD through this
project by the Federal Ministry of Education and Research (FK. 03SF0472A).




I identified three necessary main pillars for building conceptual models
of the future power grid that are able to grasp the major changes the
power grid is undergoing (see Fig. 2.1). These are the network structure
(Schultz20142.1), the generator dynamics (Schultz20142.2) and the agents
or consumers (Schultz20142.3). Originally, models of power systems dy-
namics needed to cover only TGs where large conventional power plants
were driving the relevant dynamics. With the production of RES in dis-
tribution grids (DGs) conceptual power grid models need to include DG
layers. The node dynamics are built by systems of differential equations
describing synchronous machines or inverter control in combination with
fluctuating power input. The consumers with demand response ability may
Figure 2.1: Ingredients of conceptual power grid models. Each building block
is transforming during the energy transition. In the past, grid modeling focused on
transmission grids with their conventional generators and passive consumers. With the
energy transition future power grid models need to contain distribution grids with their
distributed resources and potentially active consumers.
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behave in a non-trivial way that needs to be modeled with an agent-based
approach.
Which degree of detail and granularity a model needs depends on the
type of question to be answered. It is then crucial to construct a model
according to the principle “as simple as possible and as complex as neces-
sary”. Thus, the objective is to find the lowest complexity model to answer
the initial questions.
2.1 Network Structure
For the purpose of country or European scale studies the transmission grid
models are usually exhausting computational limits, already. Whereas dis-
tribution grid models are of great use in studying grid dynamics and control
on a micro- and meso-scale. In a later stage both types of grid layer model-
ing may serve as components in order to build networks of networks. Here,
the understanding of the subsystems eases to investigate the components
of the complex power system. Despite the necessity of modeling hierarchi-
cal grids, stand-alone transmission and distribution grid models still give
important answers to specific research questions.
As a starting point, Section 2.1.1 introduces power grids as complex net-
works. In order to computationally handle the model complexity of multi-
layer power grids, Section 2.1.2 illustrates a conceptual approach with a
symmetric, tree-like representation for all grid levels. Section 2.1.3 presents
typical properties of transmission grids (TGs) whereas Section 2.1.4 points
out the novelties of distribution grid models with respect to the model’s
network structure.
2.1.1 Power Grids as Complex Networks
A power grid can be understood as an undirected, weighted graph with the
effective consumers and generators as network nodes or vertices, i, and
the power lines as links or edges between nodes i an i 6= j. Hence, the
corresponding adjacency matrix has non-zero entries between nodes that
are connected by a power line. The weighted adjacency matrix forms the
admittance matrix, Yij = Gij + iBij ∈ C with conductance, Gij ∈ R, and
susceptance, Bij ∈ R. Important network measure is the degree, ki, of a
vertex which is equal to the number of edges connected to a vertex or to the
number of nodes j in the set of i’s neighbors j ∈ N . The betweenness is a
centrality measure of a vertex i and refers to the relative number of shortest
paths that run through i. The closeness centrality of node i corresponds to
10
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the inverse sum of the shortest path distances between node i and all other
nodes j 6= i of the graph. For an introduction to complex networks and
further network measures, I refer the interested reader the review articles
by Newman 2003 or Boccaletti et al. 2006.
Power grids can have different topological structures. In a fully meshed
network nodes would connect to as many other nodes as possible whereas
in contrast a minimum-spanning tree does not show any cycles or loops.
The random growth model of Schultz, Heitzig, et al. 2014b may be used
to generate synthetic grid topologies of such different kind by tuning the
network’s meshing. These synthetic grids exhibit realistic power grid char-
acteristics such as the network degree or the betweenness. The growth
process is controlled by a heuristic redundancy/cost optimization function.
It considers not only the length of transmission lines but also additionally
created redundancy in the form of alternative routes. For a detailed dis-
cussion of the algorithm, I refer to Schultz, Heitzig, et al. 2014b. Note
that the resulting power grid topologies come with a spatial embedding of
the network and hence information about the link lengths. This allows to
estimate appropriate admittances from textbook parameter values (see the
Appendix A).
2.1.2 Multi-layer Power Grids
In the future, multi-layer power grid modeling becomes indispensable to
capture the interaction of transmission and distribution grids. The analy-
sis of such hierarchical network topologies presents a challenge due to its
high dimensionality and complexity. Schultz, Hellmann, et al. 2016 present
approaches to construct such grid models as interconnected networks of net-
works, however, static and dynamic stability analysis of such models remain
to be done. Here, I present the most simple representation of a multi-layer
power grid by assuming a fully symmetric tree-like structure. This allows
to reduce the dimensionality of the grid model to a simple chain structure.
Later, in Section 5, I will apply this method to the case of Germany. This
approach was introduced in Auer, Steinke, et al. 2016.
Starting point is the assumption that at every connection of the TG
(the ultra-high voltage (UHV) level) to the DG (the high-voltage level and
below), a specific number of identical copies of an average distribution grid
is connected. This DG has a fully symmetric topology. Since the genera-
tion capacity and the loads are assumed to be fully symmetric as well, the
complex voltage state at each node on the same level of the grid will be
identical in each load situation. Thus, I have to consider only one represen-
11
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Figure 2.2: Schematic illustration of grid topology reduction to a simplified chain-
like structure with the model assumption of full tree symmetry. The black line illustrates
the reduction of the network tree to a simple chain structure. E.g. the partial red tree
is reduced to a single input at node N2. The green subtree surrounded is the input at
node N3 and so on. The input at the nodes is according to the branching, bi = ki − 1,
of the tree at each node i that are reduced into inputs with number of branches minus
one. ki is the degree of each node.
tative path from the UHV connection point down to the LV level for the
power flow calculations (see Fig. 2.2 for a schematic illustration). For such
a representative path, I introduce nodes at all branching points, which sit
between transformers and line impedances. In the left scheme of Fig. 2.2
the black line illustrates the reduction of the network tree to a simple chain
structure. E.g. the partial tree colored in red is reduced to a single input
at node N2. The subtree in green is the input at node N4 and so on. The
power input at the nodes is according to the branching of the tree at each
level. Besides, the actual power infeed from each grid level (SLV , SMV and
SHV ) the input from the reduced branches needs to be added. The com-
plex apparent power Si = Pi + jQi at node i (with active power Pi and
reactive power Qi) is then the total power infeed from one of the Ni nodes
at each node level in the simplified power chain network. The injections at
12
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transformer level comes from the symmetric generation accumulation.
The power flow calculations along this chain across different voltage
levels is simplified via per unit (pu) calculations. The per unit system is
used in electrical engineering to express system quantities such as voltage,
power and impedance as a fraction of base quantities (Elgerd 1982). E.g.
for the case of Germany the base voltages for the the LV, MV and HV levels
are 0.4kV, 20KV and 110kV. Voltage values are expressed relative to the
base voltage of the corresponding grid level.
In this model consumer loads are placed at the end of the lines. However,
in real MV and LV grids loads are rather distributed homogeneously along
the power lines. Thus, I take only half of the lines’ typical length in order
to get the same voltage drops (as for homogeneous load placement) along
the lines (Dierkes et al. 2014).
Altogether, the above assumptions allow the reduction of the multi-layer
power grid to a simple chain structure. For the approximate tree branching
and parameterization for the case of Germany see Section A.
2.1.3 Transmission Grid Models
Transmission grid (TG) models are usually built with test cases as bus
systems with their according line parameterization. However, Monte Carlo
type studies, that rely on repeated random sampling (Hammersley 2013),
would require the availability of large ensembles of test cases. This kind of
data which the data is usually not available. The random growth model of
Schultz, Heitzig, et al. 2014b can be used to create synthetic grid topologies.
For TGs I choose rather meshed grid topologies since the average degree
of TGs is usually higher than that of DGs. The resistance and thus losses
of the TG lines are usually very low (Auer, Steinke, et al. 2016) and thus
assumed to be zero.
2.1.4 Distribution Grid Models
Models of one distribution grid layer or models of small islanded grids, so-
called microgrids, are a starting point for the creation of multi-layer power
grids. A basic understanding of such distribution grid models is a necessary
prerequisite before it is possible to construct of large interconnected and
interacting multiple layers in a holistic power grid model.
A microgrid is internally balanced and not connected to a higher grid
level, it does not belong to a hierarchical grid topology. Islanded micro-
grids play a role for the decentral provision of energy, but also as part of a
13
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safety and stability strategy to localize faults by partitioning the grid into
autonomous units.
Distribution grid layers in contrast are part of the larger grid hierarchy.
They are not self-balanced and have a connection point to the next higher
grid level, called the slack bus or heavy node. Such a slack bus carries all
inertia and other dynamic properties of the upper grid levels. Generally,
the LV, MV and HV grid layers are attributed to the distribution grid.
Throughout this thesis, tree-shaped networks represent the underlying
distribution grid topology (generated with the previously in Section 2.1.1
mentioned random growth model of Schultz, Heitzig, et al. 2014b). For
modeling distribution grids it is necessary to take lossy lines into account.
The common assumption of non-lossy lines for TGs does not hold for distri-
bution grids since the resistance, R, of DG lines is non-zero, R = Re(Z) > 0.
The lossy lines will show to have significant impact on power grid stability.
2.2 Generator Dynamics
I start this section with a short introduction of power grids as nonlinear dy-
namical systems. In Section 2.2.2, I explain the Synchronous Machine (SM)
model that describes conventional generator dynamics. With Sections 2.2.3
and 2.3, I show the necessity to model renewable generators and demand
response in the lower grid levels.
2.2.1 Power Grids – Nonlinear Dynamical Systems
A continuous dynamical system refers to any physical or abstract entity
whose configuration at any given time can be specified by some set of num-
bers, called system variables, x(t), (Hilborn 2000; Watts et al. 1998), and




where rhs is the right-hand side function.
There are linear and nonlinear dynamical systems. The first involves
only polynomial functions of degree one in the system variables, the latter
contains at least one term of higher degree, a product of system variables
or more complicated functions. For any linear system there is one special
solution where the variables are time-independent, the fixed point. This can
be either stable or unstable, meaning that all trajectories either approach
or diverge from this solution eventually. In the former case the fixed point
is an attractor of the dynamical system.
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However, a power system is a nonlinear system. Hence, it may contain
multiple attractors, each with its own basin of attraction. Further attractors
might not simply be fixed points but can be limit cycles or even chaotic.
Limit cycles in nonlinear systems may be quite complicated. In chaotic
systems two trajectories may be arbitrarily close to each other in state space,
yet rapidly diverge from each other afterwards. Bistability, the existence
of multiple attractors, is a generic feature of nonlinear dynamics and raises
the question which points in state space approach which attractor. Those
trajectories that run towards a particular attractor are said to lie in its
basin of attraction.
For a detailed review of the theory of dynamical systems, I refer the
interested reader to the books from Hilborn 2000 and Watts et al. 1998.
2.2.2 Conventional Generator Dynamics
For the node dynamics in a transmission grid I assume mainly conventional
generators which are described by the well-known Synchronous Machine
(SM) model. Under steady-state condition, synchronous machines rotate
with the same speed as the induced voltage that drives the alternating
current (AC) of an AC power grid. For this SM model various degrees of
accuracy have been developed (Sauer et al. 2006; Schmietendorf et al. 2014;
Weckesser et al. 2013).
In the next two subsections I will describe two power grid models of
different detail or order. The second-order model or swing equation is the
model used overwhelmingly in the theoretical physics literature. The fourth-
order model is a more detailed model separating the electric and mechanical
aspects of the power grid to some degree. This was found to give a better
picture of the long term dynamics of power generators (see Section 4 and
Auer, Kleis, et al. 2016).
2.2.2.1 Second-Order Model
The swing equation describes the power grid dynamics of N synchronous
machines with two equations per node i ∈ {1, . . . , N}: one for phases φi
and one for frequency deviations ωi. Hence, it is also called second-order
model. Further names are the classical model or Kuramoto model with iner-
tia (Filatrella et al. 2008; Rodrigues et al. 2016). In this second-order model,
generators are represented as constant power, constant voltage sources (An-
derson et al. 2003; Nishikawa et al. 2015) with voltage magnitude Ui and
rotating complex voltage Vi = eiφiUi. Besides the constant voltage mag-
nitude the machines are parametrized by the constant mechanical input
15
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power Pi, the moment of inertia Hi and an effective damping term αi. The
frequency and phase are the instantaneous speed and position of both the
electric field voltage and the rotating mass. Note that the power infeed
Pi represents the net generation at a node which is a mix of consumption
and generation from the underlying distribution grid connected to the node
in the transmission network. I assume that the net generation Pi is not
affected by the dynamics I study. All nodes are represented as synchronous
machines where positive and negative Pi distinguish net producers from net
consumers and the sum over all input powers Pi is zero. The admittance
matrix of the transmission network, with components Yij = Gij + iBij, is
symmetric and the diagonal elements are defined as Yii = −
∑
j Yij. These
assumptions allow a fairly accurate description of the system’s transient
behavior after a disturbance in the time period of the first swing which
is usually one second or less (Anderson et al. 2003). The swing equation
describes the dynamics of such a deviation, ωi, from the grid frequency ωR.
That is, the instantaneous speed of rotation is ω̃i = ωi + ωR, normal oper-














ij)− αiωi . (2.3)
where Re(ViI∗ij) is the real part of the power flow between node i and node
j, Pi the input power from node i and αiωi a friction term. The complex
current Iij from node i to node j is given by:
Iij = Yij(Uie
iφi − Ujeiφj) . (2.4)
It is convenient to introduce the current Ici = e−iφi
∑
j Iij in the co-rotating
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As I have Yii = −
∑









= Pi − Re(Ui(Ic)∗)− αiωi







In the special case of zero ohmic resistances of the power lines, Gij = 0,
which is reasonable assumption for transmission grids, the swing equation
















UiBijUj sin(φi − φj)− αiωi.
The above equations have a fixed point. It corresponds to the synchronous
state of the frequency dynamics. There are other attractors where one or
more nodes oscillate in a limit cycle while others remain in a stationary
state. Asymptotically, the frequency of a limit cycle is given by the uncou-






= 0 ∀i. (2.7)
The fixed point equations of the dynamics simplify to the power flow equa-
tions:






i − φ?j) . (2.8)
where the star marks the frequency and phase at the fixed point.
2.2.2.2 Fourth-Order Model
Usually the swing equation is used for short time periods to analyze the
transient behavior of generators in a power grid, the so-called first swing.
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Figure 2.3: Scheme of a synchronous
machine in the co-rotating frame. Typ-
ical generators have three-rotor windings
with three axis (dotted arrows), one for
each phase. The transformation in the co-
rotating (d-q)-frame reduces the dimensions
of state space. Here, the d-q coordinates ro-
tate at a reference frequency ω and are phase
shifted compared to the three original axis
by φ = ωt.
The fourth-order model (Eqns. (2.10) – (2.15)) also takes the back reaction
of the power flow onto the voltage into account. This has the effect that
the voltage, as seen by the power grid, and the rotating mass are no longer
the same but become dynamically coupled. The voltage is described in a
co-rotating frame with axes labeled d and q (see Fig. 2.3). Thus I have the
voltages Eq,i and Ed,i (see Eqn. (2.14) and Eqn. (2.15) respectively), and
the complex voltage Ui = Eq,i + iEd,i = e−iφiVi and in the co-rotating frame
is now dynamical. For convenience I again use the notation
Ici = Iq,i + iId,i (2.9)
for the co-rotating current Ici = e−iφi
∑
j Iij.
Now the equations for the swing mass are unchanged, being merely















= Pi − Re(Ui(Ici )∗)− αiωi (2.12)
= Pi − Ed,iId,i − Eq,iIq,i − αiωi (2.13)








= −Ed,i +Xq,iIq,i . (2.15)
The new parameters have the following physical interpretation: Ef,i is the
reference voltage at which the generator is run. The time constants Td,i, Tq,i
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parametrize the speed of the voltage dynamics in the d- and q-axis. Finally
the reactances Xd,i, Xq,i parametrize the influence of the currents in the
generator on the voltage.
The limit towards the swing equation is provided by setting Eq,i = Ef,i






= 0. This occurs in the limit
Xd/q,i
Td/q,i
→ 0 . (2.16)
For the fixed point of the 4th-order model it requires more than just the
power flow balancing:





















In Appendix B I provide a derivation of the form of the equation used here,
from the form in the engineering literature, which allows to use reference
numerical values for the various parameters introduced.
2.2.3 Renewable Generator Dynamics
Besides certain specifics of the distribution grid architecture it is important
to analyze the novelties of the node dynamics induced by RES. First, dis-
tribution grids are increasingly dominated by inverters since 90% of RES,
which are grid-connected via inverters, are installed in distribution grids.
In the past, distribution grids held hardly any dynamic components. In
Section 2.2.3.1 a brief review of different inverter types and their corre-
sponding dynamics shall give an idea of the broad application ranges for
inverters with their chances and risks. Second, previously passive electricity
consumers are equipped with smart metering technology and become ac-
tive power balancers. A simple approach to incorporate demand response is
the the concept of Decentral Smart Grid Control, explained in Section 2.3.
Third, the fluctuating generation from RES, its intermittent nature and its
influence of grid stability is an important topic. To raise awareness for this
issue, in Section 2.2.3.2 the wind and solar model (Anvari, Lohmann, et al.
2016; Anvari, Werther, et al. 2017; K. Schmietendorf et al. 2016) will be
discussed briefly.
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2.2.3.1 Inverter Types and Control
Control theory deals with the control of continuously operating dynamical
systems where power system control is one potential application. Power
system control operates on many levels and time scales. Usually, trans-
mission system operators are in charge of balancing the power system and
for that they introduced the concepts of primary, secondary and tertiary
control for which reserves are traded on different markets. Primary control
needs to balance second-fast fluctuations with automatic so-called droop
control. Droop control is solely based on local measurements with a “pro-
portional controller” that regulates the power output from conventional
generators’ rotating masses or inverters’ fast storage systems (De Braban-
dere et al. 2007). The lack of central communication infrastructure comes
at the price of small error or small offset in power grid frequency. Hence,
these methods are called droop control methods. The frequency is again
reset to the normal frequency of 50Hz with secondary control mechanisms.
Finally, tertiary control takes over by balancing the power mismatch where
it appeared locally. Fast primary and secondary control are then available
again to globally balance frequency fluctuations (Dörfler, Simpson-Porco,
et al. 2016).
Future power system control will be the task of inverters that connect
most RES to the grid. Inverters do not have an inherent physical relation
between frequency and active power generation as synchronous machines do.
However, inverters can be programmed in many different ways of control
to artificially establish such a relationship. Generally, two main operation
modes for inverters can be distinguished – grid-forming and grid-feeding
a) b)
Figure 2.4: Illustration of power systems a) with and b) without grid-forming
inverters that shows the problem that power systems with b) only grid-following in-
verters create in the absence of grid-forming inverters of frequency-setters. The small
ducks represent grid-following inverters. At the absence of grid-forming inverters, rep-
resented by the adult duck in a), frequency setters are missing and thus the remaining
inverters have no frequency to follow. The figures are designed and kindly provided by
Outi Supponen.
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mode. This section closely follows the classification of (Schiffer, Zonetti,
et al. 2016). The latter type may also be called grid-following mode. Such
inverters adjust their power output according to the measured frequency sig-
nal. With more conventional generators being replaced by such frequency
following devices a lack of frequency setting or forming elements appears.
In simple words, with all devices following the grid frequency, there is no
leading element. This issue is illustrated in Fig. 2.4. At the same moment,
grid-feeding inverters do not contribute to the power system’s inertia. For
this reason, grid-forming inverters are of great importance to give a fre-
quency set point to the remaining following elements and to provide virtual
inertia (Groß et al. 2017).
In grid-feeding mode the inverter operates as a power source which
means active and reactive power, P and Q respectively, are specified. Typi-
cally, these values are set by higher control scheme such as tertiary control.
Most photovoltaic (PV) and wind power plant units are connected to the
grid via inverters operating in grid-feeding mode. Here, the grid frequency
serves as input signal for the control loop that adjusts the active power,
Pi(t), linearly anti-proportional with droop constant k̃p to deviations, ω,
from the desired reference frequency, ωR. Note: here and in the following
ω =: ω̃−ωR is always the frequency in the co-rotating frame relative to the
absolute frequency ω̃:




Pd,i is the desired or possible power output from the generation unit. This
control scheme does not support virtual inertia provision. On top, the mea-
surement of the frequency input signal leads to a delayed control reaction
(ENTSO-E 2017). This transforms the power grid dynamics into a system
of delayed differential equations.
In grid-forming mode the output voltage can be specified by the con-
trol designer. Grid-forming inverters are an important element for frequency
and voltage regulation in a power grid. E.g. a microgrid with large RES
shares connected in grid-feeding mode, need a certain percentage of grid-
forming inverters. This is the case because grid-forming inverters may act
as Virtual Synchronous Machines and are able to replace conventional gen-
erators inertia with virtual inertia to maintain grid stability after sudden
power changes. For this, they use a smooth droop control that sets fre-
quency according to a desired power infeed, Pd,i:
ωi(t) = ω̃i(t)− ωR = kp(Pm,i(t)− Pd,i). (2.22)
21
Future Power Grid Stability and Control




(t) = Pm,i(t)− Pi(t). (2.23)
This then leads to the same equations for the voltage angle φ and frequency
ω in terms of the (virtual) inertia H, power infeed Pd,i, (virtual) damping










(Pd,i − αωi − Pi(t)).
(2.24)
The virtual inertia and damping for the network model is given by the low-
pass filter exponent τp and the droop control parameter kp from grid-forming
inverters: H = τp/kp, α = 1/kp, ∀i with i = 1, .., N .
The grid-supporting mode is provided by grid-forming inverters with
an additional outer control-loop that is able to determine the reference
output voltage.
2.2.3.2 Intermittent Characteristics of Renewable Power
Fluctuations
Wind and solar power production exhibit intermittent characteristics, which
are defined through the presence of large and correlated high frequency
fluctuations (Anvari, Lohmann, et al. 2016; Anvari, Werther, et al. 2017).
The stochastic nature of such processes was identified in Anvari, Lohmann,
et al. 2016 with the help of time series analysis. Important characteristics
are the probability distribution function (PDF), the increment distribution
and the power spectrum. The incrementXτ defines the change of a variable,
X(t), within a time lag, τ :
Xτ = X(t+ τ)−X(t). (2.25)
The increment analysis can be done with considering the τ - dependence
of the probability density functions (PDFs). If both PDFs, of the power
time series and its increments, are heavy tailed, with high probabilities of
extreme events, this is defined as intermittency (the tails are not exponen-
tially bounded (Asmussen 2008)).
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The power spectrum is the discrete Fourier transform of the fluctua-
tions time series. According to the Wiener–Khinchin theorem, autocorre-
lation and power spectrum are Fourier pairs (Chatfield 2016). Considering
the power spectrum of the wind and solar power time series in the fre-
quency domain, 0.001 < f < 0.1 Hz, indicates that they are turbulent-like
sources. The power generation from wind and solar power plants has a
power spectrum that is power-lawed with −5/3, the Kolmogorov exponent
of turbulence (Anvari, Lohmann, et al. 2016; Milan et al. 2013). Conse-
quently, the RES time series shows long-term temporal correlations. The
Hurst exponent, 0 < h < 1, is a measure for such long-time memory in a
time series (Alessio et al. 2002; Carbone et al. 2004; Hurst 1956; Preis et al.
2009). It quantifies the rate at which the autocorrelations of the time series
decreases with increasing time lag. Due to their turbulent nature, wind and
solar time series have a long-term positive autocorrelation, i.e. h is close to
unity.
Both intermittency and spectrum with power-law behavior remain in
the cumulative wind farms and solar fields (Anvari, Lohmann, et al. 2016;
Anvari, Werther, et al. 2017; Milan et al. 2013).
In K. Schmietendorf et al. 2016, the authors have compared the grid sta-
bility influence of white Gaussian noise, Gaussian noise with a turbulent
power spectrum and intermittent noise. Their results show how the time-
correlated noise leads to the stronger network destabilization. Whereas
a) b)
Figure 2.5: a) Time series and b) increment distribution of intermittent power
fluctuations. The intermittent power time series ∆P (t) in a) is jointly generated by the
solar and wind models of (Anvari, Lohmann, et al. 2016; K. Schmietendorf et al. 2016).
b) Comparison of the increment probability distribution functions (PDFs), P (Xτ ), for
solar and wind power fluctuations. The PDFs are plotted in log-linear scale with a time
lag of 1s. Xτ values (see (2.25)) are measured in units of their standard deviation στ .
A Gaussian PDF with unit variance is plotted for comparison. Figure b) is taken and
adapted from (Anvari, Lohmann, et al. 2016).
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Figure 2.6: Power Spectra for a) wind and b) solar power fluctuations. The
figures are taken from (Anvari, Lohmann, et al. 2016). (a) Power spectra of wind ve-
locity, wind power fluctuations in log–log scale, for a data set with a resolution of 1
Hz. The Kolmogorov exponent of 5/3 is represented by dashed lines. (b) Power spectra
of irradiance fluctuation for a single site (red) and averaged over 16 sensors (black) in
log–log scale measured in Hawaii (S2) with a sample rate of 1 Hz.
noise with the same power spectrum but without intermittency induces
smaller frequency deviations. Consequently, it is most important to include
the intermittent nature of RES power fluctuations in future grid stability
analysis.
Wind and Solar Models. Recently, models for the reproduction of wind
and solar power fluctuations were introduced (Anvari, Lohmann, et al. 2016;
Anvari, Werther, et al. 2017; K. Schmietendorf et al. 2016; Milan et al.
2013). A sample time series, ∆P (t), of equally weighted wind and solar
power fluctuations, ∆PW (t) and ∆PS(t) respectively, is shown in Fig. 2.5.
∆P (t) = 0.5∆PW (t) + 0.5∆PS(t). (2.26)
In order to raise an awareness for the special stochastic properties of wind
and solar power fluctuations in the following both models are explained in
more details.
The wind model is based on a Non-Markovian Langevin type model,
developed in (K. Schmietendorf et al. 2016). A Langevin equation is a
stochastic differential equation describing the time evolution of a subset of
the degrees of freedom (Chandler 1987). These degrees of freedom typically
are collective, slow (macroscopic) variables and fast (microscopic) variables
of the system. The latter are responsible for the stochastic nature of the
Langevin equation.
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The model introduces the correlation in time and hence memory by
coupling two Langevin-type processes, ẋ and ẏ. This way the wind power
dynamics become Non-Markovian. The correlation conceptually depicts the
strongly non-Gaussian intermittent increment statistics. All model param-
eters are fitted to the time series data to reproduce the −5/3-power-lawed
power spectrum:
ẏ(t) = −γy(t) + Γ(t), (2.27)








The parameter D controls the strength of the intermittency. Choosing
D = 0.1 and D = 2.0, and generates Gaussian and strongly intermittent
data sets, respectively. Thus, for high values of D the time series become
jumpier with more heavy-tailed increment PDFs.
The solar model generates time series of the solar clear sky index, the
irradiance on earth with cloud-free atmosphere (Anvari, Lohmann, et al.
2016; Anvari, Werther, et al. 2017), which again can be related to solar
power generation with geographic and power plant data. The model is a
generalization of Langevin-type modeling which includes a jump process.
The model reproduced properties that can also be determined from mea-
sured time series. Since it has been shown that the dynamics of wind
power output can be modeled by an estimation of the Langevin equation
(K. Schmietendorf et al. 2016; Milan et al. 2013) and wind turbulence influ-
ences solar irradiance and cloud formation, it is natural to base the model
for solar fluctuations on Langevin equations as well. Only, the solar fluc-
tuations can be even spikier since clouds moving over 2D solar panels can
create shades within an instance. Although, the sunny and cloudy states
could be modeled by the Langevin equation, flickering states (when there
are lots of rapid cloud movements in the sky) do not belong to the class of
continues diffusion processes. Accordingly, it requires a modified Langevin
equation, i.e. jump-diffusion equation to model the clear-sky index for flick-
ering states. The clear-sky index x(t) is then given by
dx(t) = D(1)(x, t)dt+
√
D(2)(x, t)dw(t)︸ ︷︷ ︸
Langevin process
+ ξdJ(t)︸ ︷︷ ︸
jump process
. (2.29)
{w(t), t ≥ 0} is the scalar Brownian motion, and D(1)(x, t) and D(2)(x, t)
are the deterministic drift and the diffusion functions, respectively, also
known as the first and second Kramers-Moyal (KM) coefficients. All of the
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functions and parameters in the modeling can be extracted directly from
measured time series.
To model the fat tails of the increment distribution, the jump process
J(t) is introduced. It is a time-homogeneous Poisson zero-one jump process
with jump rate λ which means in an infinitesimal time interval dt, jumps
may occur with the probability λdt . The waiting times between two suc-
cessive jumps are characterized by an exponential (Poissonian) distribution
(Anvari, Werther, et al. 2017).
2.3 Consumers and Smart Grid Control
Different smart grid approaches have been proposed to present ways to
match supply and demand in such a fluctuating power grid. However, eco-
nomic and political feasibility and market integration are often missed out.
A key idea of various smart grid concepts is to regulate the consumers’
demand (Butler 2007), a massive paradigm shift compared to the current
power grid operation schemes (Albadi et al. 2008; Palensky et al. 2011).
Many proposals for smart grids are based on sufficient information and
communication technology infrastructure (Hofmann et al. 2015; Kok et al.
2005). However, such a centralized system would raise questions of cyber
security and privacy protection (Ericsson 2010; Fang et al. 2012) and sev-
eral studies highlight the cost burden these proposals implicate (EY GmbH
2013). In contrast, an alternative approach without massive communica-
tion between consumers and producers directly utilizes the grid frequency
to adjust production and consumption. The frequency increases in times
of power excess while it decreases in times of underproduction (Schweppe
1982; Short et al. 2007).
A novel smart grid concept, Decentral Smart Grid Control (DSGC), was
introduced in (Walter 2014), based on earlier ideas by (Schweppe 1982),
and its mathematical model proposed and analyzed in (Schäfer, Matthiae,
Timme, et al. 2015). Using DSGC prosumers control their momentary
demand on the basis of the grid frequency which can easily be measured
everywhere with cheap equipment. This concept works very similar to in-
verter control. DSGC aims to stabilize the power system by encouraging
consumers to lower their consumption in times of high load and low pro-
duction and increase consumption in times of low load but high production.
Instead of paying a constant price for electric power, consumers are offered
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to motivate grid-stabilizing behavior. Although consumer reaction might
be very complex, I assume a linearized power-price relation P̂i(pi)
P̂i(pi) ≈ Pi + c2 · (pi − pω) (2.31)
by the consumers close to the stable operational state. Plugging (2.30)
into (2.31) and defining γ = c1 · c2 leads to a linear response of consumed
and produced mechanical power P̂i(t) as a function of frequency deviation
dφi/dt:
P̂i(t) = Pi − γi
dφi
dt
(t) ∀i ∈ {1, ..., N}, (2.32)
where γi is proportional to the price elasticity of each node i, i.e., measures
how much a producer or consumer is willing to adapt their consumption or
production, see also Schäfer, Matthiae, Timme, et al. 2015. In general, such
an adaptation will not be instantaneous but with a certain delay τ that is
due to measurement and reaction times and hence:
P̂i(t− τ) = Pi − γi
dφi
dt
(t− τ) ∀i ∈ {1, ..., N}. (2.33)
I can now substitute the function P̂i(t − τ) from (2.33) for the fixed value
Pi in the system without DSCG (2.6) and obtain the equation of motion
d2φi
dt2










∀i ∈ {1, ..., N},
(2.34)
a) b)
price pi Power Pi
dφ/dt [HZ]








Figure 2.7: a) Price-frequency function and b) demand elasticity for Decentral
Smart Grid Control. The linear price-frequency relation of DSGC in a) shall moti-
vate consumers to stabilize the grid. For example, if the production is larger than the
consumption, the power grid frequency increases. Hence, decreasing prices should mo-
tivate additional consumption. b) Although consumers might react nonlinearly towards
price-changes (dark blue), I assume a linear relationship (purple) close to the operational
frequency in the co-rotating frame, which corresponds to ω = dφi/dt = 0.
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3.1 Future Stability Challenges
The European Network of Transmission System Operators (ENTSO-E) re-
cently published a guidance document for national grid codes providing in-
formation about “operational stability challenges” for power systems with a
“High Penetration of Power Electronic Interfaced Power Sources” (ENTSO-
E 2017). Since most RES are connected to the grid via power electronics,
this document gives an overview of grid stability issues with high shares of
RES. In the broad spectrum of stability analysis, this work gives a central
role to the maintenance of the synchronizing state.
With respect to frequency and voltage angle stability (for an explana-
tion see Sect. 3.2), ENTSO-E points out how a low total system inertia
(TSI) leads to an excessive rate of change of frequency (ROCOF). At the
same time, the heterogeneous distribution of TSI poses the risk that the
synchronous European grid may split into subnetworks. The low synchro-
nizing torque decreases the system’s ability to synchronize the voltage angle
and power between generation units and to overcome sudden voltage angle
disturbances (see Section 3.3). Finally, the interaction between conventional
generators and power electronics may lead to unwanted resonance effects.
In terms of voltage stability (see Sect. 3.2) the adverse interaction be-
tween closely connected inverter controllers was pointed out that may lead
to “SubSynchronous Resonances (SSR) or Super Synchronous Instability
(SSI)”. It is also imaginable that the system voltage collapses after a fre-
quency instability induced a system splitting into power imbalanced subar-
eas.
The power quality or quality of supply is expected to decrease due to
a lack of “sinks” to correct low order system harmonics including “inter-
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harmonics” and “to correct phase unbalance”.
Thus, according to ENTSO-E the holistic dynamic modeling and analy-
sis of future power grids with high shares of RES is an important prerequi-
site for pushing the RES share in Europe’s power system. In the following,
with this recommendation in mind, the methods for analyzing future power
systems and their stability are presented. Specific focus are the transient
stability of non-stochastic systems and the stability and power quality of
systems with intermittent power generation.
3.2 Introduction to Power Grid Analysis
Generally, power grid analysis evaluates the power system’s performance
with respect to its reliability, security, power quality and power system sta-
bility (Von Meier 2006). To give an overview, all four aspects of power
system analysis are presented in short, however, the main focus will be
power system stability and how it relates to the issue of power quality.
The power system’s reliability describes the continuity of electric supply
to the customer. It is measured by the ability of the power system to
meet load demand, with reserve margins, loss of load probability, outage
frequency, outage durations and the derived total outage time. The aspect
of reliability is rather diagnostic giving policy makers, regulators and grid
operators comparative numbers for their strategic planning.
System security is directly affecting grid maintenance and operation. A
secure system can sustain one or more contingencies where the (N − 1)-
criterion is a widely used standard, which states that after one line fault
event the system must remain functional. A further system security stan-
dard involves power flow analysis with line constraints, limiting the degree
of line capacity utilization. These steady-state analysis methods do not
consider system states during a fault event and the transition into the new
state.
Power quality refers to whether voltage and frequency stay within a
prescribed range and whether the waveform or shape of the voltage time
evolution resembles a sine wave or has harmonic distortions. Such distor-
tions appear from grid-connected devices inducing oscillations higher than
50Hz. The subject of power quality is strongly connected with power sys-
tem stability since certain stability measures may be derived from whether
a system crosses certain frequency or voltage bounds (see 3.3.2 and 3.4).
E.g. the frequency threshold of 0.01Hz corresponds to the so-called dead
band from the German transmission code which defines at which frequency
primary control actions kick in to balance deviations from the desired 50Hz
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set point (Verband der Netzbetreiber e.V. 2007). This precaution is sup-
posed to guarantee power quality with the grid frequency not exceeding
±0.2Hz. Similarly, over- and undervoltage have to stay in the limits of
±10% deviation from their nominal value (Verband der Netzbetreiber e.V.
2007).
Power system stability is the system’s ability to maintain synchrony,
hold a balanced operating state and thus remain in its operating equilibrium
(Kundur et al. 1994; Pavella et al. 2000; Sauer et al. 2006).
Synchronization defines the matching of frequency between the dynamic
grid units in an alternating current (AC) power system. It is established by
an “adjustment of rhythms of oscillating objects due to their weak interac-
tion” (Pikovsky et al. 2003). In a power grid such weak interaction is the
coupling of oscillators through the power flow on the lines. The synchro-
nization in power grids is different from the notion of complete or phase
synchronization. In the synchronized state, generators are rotating at the
same frequency, ω, the phases, φ, however remain different but constant
since the transmission of power between two generators is proportional to
the sine of the phase difference. Formally, it is defined as:
lim
t→∞
|ωi − ωj| = 0 and lim
t→∞
|φi − φj| ≥ 0 (3.1)
where the phase difference is constant and eq. (3.1) holds for all N grid
nodes: i, j ∈ {1, ..., N}.
Power system stability can be classified into angle, frequency and volt-
age stability (see Fig. 3.1). The first defines the power system’s ability
to maintain synchrony which divides into small-signal stability and tran-
sient stability. Here, the differentiation is according to the disturbance
Figure 3.1: Classification of power system stability into angle, frequency and volt-
age stability according to (Kundur et al. 1994; Pavella et al. 2000; Sauer et al. 2006).
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strength. Small-signal stability concerns the system’s ability to synchro-
nize after small perturbations that can be approached with linear stability
analysis. Poor small-signal stability can lead to non-oscillatory and oscilla-
tory instability due to a lack of inertia or synchronizing torque or damping,
respectively. In contrast, transient stability denotes the system’s ability to
restore synchrony after large disturbances. Power system transient stability
is a strongly nonlinear and high-dimensional problem. The time window for
this type of stability analysis does not exceed 10s.
Frequency stability refers to the system’s ability to keep the frequency
in an acceptable range and relates to the system’s generation and load
imbalance. Here, the corresponding time scale is in the mid- and long-term
ranging from minutes up to several tens of minutes.
Voltage stability relates to the system’s ability to maintain acceptable
steady voltages. After large disturbances, such as system faults and loss
of generation, long time-domain simulations from seconds to minutes are
necessary to check whether the voltage can be securely controlled. The
reaction of voltage to small disturbances at a given instant in time defines
small-disturbance voltage stability.
3.3 Transient Stability of Deterministic
Systems
This section is mostly based on parts of the publication Auer, Kleis, et al.
2016. It starts with the introduction of conventional tools for transient
stability analysis in order to motivate the necessity of novel measures for
analyzing a system’s stability with respect to large perturbations.
Transient stability can be either assessed through time-domain (T-D)
analysis or by non-conventional approaches as direct stability assessments
and automatic learning ones. T-D approaches assess stability by solving
the system’s dynamic equations in the during-fault (around 100ms) and
post-fault configurations (3-15s). The definition of criteria for the loss of
synchronism is usually left to system operator’s experience. T-D methods
are able to accurately asses stability information and relevant parameter
ranges for any power system design. However, due to the computational
costs, they are not suitable for real time stability screening or power sys-
tem control. Further, they are no quantitative measures of the system’s
instability (Pavella et al. 2000).
Another method for the assessment of transient stability is the Equal
Area Criterion (EAC) that was used to compare different model details
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(Weckesser et al. 2013). The EAC allows to assess information about grid
stability in real time to prevent a system break-down. It determines the
system’s capability to absorb the kinetic energy change induced by a dis-
turbance in electric power (Pavella et al. 2000). In order to be usable as a
real-time preventive measure, the EAC avoids full time-domain simulations.
The EAC is a long-known method for a single machine connected to an in-
finite bus. An infinite bus describes how most small households “see” the
grid: a bus whose voltage and frequency remains constant even with load
variations since it has infinite power capacity (Sauer et al. 2006). For larger
systems, the SIME (Single-Machine Equivalent) separates the network into
critical and non-critical machines by T-D simulations and aggregates them
into groups to determine the parameters of the one-machine infinite bus sys-
tem (Weckesser et al. 2013). Here, a possible source of errors is to correctly
determine the critical and non-critical groups where the initial conditions
in the T-D analysis are pivotal.
A direct method to assess small-signal stability is the study of Lyapunov
exponents. The largest non-zero eigenvalue of the system’s Jacobian, and
thus the linearized dynamics around the fixed point, determines the local
stability in a nonlinear dynamical system after small perturbations. The
fixed points are given by the steady-state solution of the dynamical system
equations (Pikovsky et al. 2003).
A convenient way to use this method on a network is the master sta-
bility function approach (Nishikawa et al. 2015; Pecora et al. 1998). This
approach separates out the local dynamics and the network structure. As
the general shape of the master stability function is independent of the ac-
tual network, it is possible to quickly evaluate the asymptotic stability of a
given dynamical system for various topologies. However, problems arise if
the Laplacian is not symmetric (Acharyya et al. 2012), e.g. in the case of
ohmic transmission lines.
A direct method to evaluate the response to large perturbations in order
to assess the domain of attraction of a certain fixed point is the Lyapunov
direct method, also called Lyapunov’s second method. It constructs a set
of suitable Lyapunov functions for the dynamic equations of motion and
investigates the sign the function and its derivatives have on the boundary of
the stability domain (Bergen et al. 1981; Kundur et al. 1994; Pai et al. 1981;
Willems et al. 1970). In this method, the difficulty is the right choice of
Lyapunov functions and unfortunately there is no effective method to build
such functions for general dynamical systems. Hence, Lyapunov exponents
only give information about small-signal stability, and Lyapunov’s second
method is hard to realize in practice.
The measures I will discuss in the following assess the basin of stabil-
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ity and so-called survivability (Hellmann et al. 2016) of the system against
large, random perturbations at single nodes of the network. They are ap-
plicable to general dynamical systems and thus outside the scope of the
other methods. Still, in my description I focus on deterministic systems1.
Further, basin stability and survivability give information about the high-
dimensional basin of attraction or desirable region, respectively, with a
sampling-based approach. This way the stability analysis becomes numeri-
cally tractable since the random sampling of initial conditions, analogously
to a repeated Bernoulli experiment, has an estimated standard error pro-
portional to 1/
√
N (Menck, Heitzig, Marwan, et al. 2013).
3.3.1 Basin Stability
The Basin Stability (BS) of a multi-stable dynamical system with trajec-
tories x(t) corresponds to the fraction of random initial conditions whose
trajectories approach a desired attractor X? (Menck, Heitzig, Marwan, et
al. 2013), which in the following I take to be a fixed point of the system. Un-
stable paths will lead the system to a different, undesirable attractor. Key
feature of basin stability is that, by studying just the volume rather than the
shape of the basin of attraction, it becomes numerically tractable to analyze
even very high-dimensional systems (Hellmann et al. 2016). More formally,
given a region in phase space X0 that contains the initial conditions, the
basin of attraction within X0 is then XBS = {x(0) ∈ X0| limt→∞ x(t) ∈
X?}. Assuming a uniform distribution of perturbations, the basin stability





For a detailed discussion of BS, including the case of non-homogeneous
distributions of perturbations, see Hellmann et al. 2016.
In the case of power grids I define the desirable attractor to be exactly
the stationary state: ω? = 0. For single-node basin stability only one
node at a time is perturbed. The generic perturbations I study depend on
the initial operating state of the system, (φ?, ω?) for the second-order SM
model or (φ?, ω?, E?) for the fourth-order model (see Sect. 2.2.2). They are
constructed by taking an arbitrary phase space perturbation δφ ∈ [−π, π]
and δω ∈ [−ωmax, ωmax] and adding them to a single entry in the vectors φ?
1A deterministic systems does not involve randomness in the development of future
states of the system. For a given initial condition it produces the same output (Hilborn
2000; Watts et al. 1998).
34
CHAPTER 3. POWER GRID ANALYSIS
and ω?, respectively. That is: φi(0) = φ?i + δijδφ, ωi(0) = ω?i + δijδω, and
E(0) = E?.
3.3.2 Survivability
Survivability measures the ability of a system to stay within some pre-
defined operating regime when experiencing large perturbations. For the
power grid, this generally means I want to keep the frequency deviation be-
low ωcrit = 0.2Hz before controls kick in (according to ENTSO-E 2016). In
Chapter 4 I investigate a number of different frequency and voltage thresh-
olds that are more forgiving than the ones used in practice. The surviving
region XS of the system is defined as the set of those initial conditions
whose trajectories never violate these bounds. Thus, the frequency maxi-
mum, maxt |ω(t)|, over the whole time series trajectory must be smaller than
the critical frequency ωcrit: XS = {(φ(0), ω(0)) ∈ X0|maxt |ω(t)| < ωcrit}.
I construct the initial conditions through perturbing a single node again,
choosing ωmax = ωcrit. Assuming a uniform distribution of perturbations,





In contrast to basin stability, which does not depend on the transient behav-
ior of the system, the survivability is concerned with the entire trajectory.
This can be considered a more adequate measure for power grids where
large transient deviations could damage the power grids and require man-
ual intervention to bring it back to an acceptable operating regime.
3.4 Stability of Stochastic Systems and
Power Quality
The stability measures typically used in power grid synchronization analysis
(Auer, Kleis, et al. 2016; Belykh et al. 2004; Hellmann et al. 2016; Menck,
Heitzig, Marwan, et al. 2013; Nishikawa et al. 2006; Pecora et al. 1998),
described in Section 3.3, are mostly studied for deterministic systems. First
generalizations of basin stability to stochastic systems have been suggested
(Serdukova et al. 2016; Zheng et al. 2016), but still remain to bee translated
to high-dimensional systems. Instead, this thesis uses stability measures
closely related to power quality guidelines since it is straightforward to
evaluate whether power fluctuations lead to exceedances of frequency and
voltage safety ranges.
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The exceedance quantifies the instability of the synchronous state. It
is the cumulated time an observable stays outside a defined “safe” region
(Feller 1967). For this case I define a frequency threshold of 0.01Hz. This
threshold corresponds to the so-called dead band from the German trans-
mission code which defines at what frequency primary control actions kick
in to balance deviations from the desired 50Hz set point (Verband der Net-
zbetreiber e.V. 2007). In Chapter 6, single-node fluctuations are applied
TI
excitability
Figure 3.2: Emergence of trou-
blemaker and excitability from
single-node exceedance. Exem-
plary colorplot of single-node ex-
ceedances (see (3.4)) for each simu-
lation run or disturbed node (y-axis)
and each node in the network (x-
axis) lossy lines: Z = Y −1 = (0.4 +
0.3j)Ω/km.
to an example system with one run for each node, i = {1, .., N}, and the
frequency response for each node j = {1, .., N} is recorded. Thus, at this
point I want to introduce derived exceedance measures. There are N ×N
frequency time series from which stability measures are obtained. Fig. 3.2
shows the N × N single-node exceedances, Eij, for an example network.
One grid value represents the probability of a network node j to be outside
the given frequency band when node i is perturbed:
Eij = Pi(|fj| > 0.01Hz). (3.4)
where f = ω/(2π) is the frequency in the co-rotating frame. This can be
further aggregated into the following nodal measures:
• The average exceedance over all N nodes given a perturbation at i,
which I call Troublemaker Index (TI):






Power fluctuations at a node with a high TI causes large frequency
deviations, often at many nodes.
• Excitability quantifies how much a single node is exceeding the fre-
quency threshold on average when a random node in the network is
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Nodes with high excitability react strongly for many origins of the
perturbation within the network. I call such nodes highly sensitive.
Further, I study the time average of frequency dispersion (TAFD), the















where fi(t) is the ith node’s frequency deviation and µ(t) is the mean fre-
quency deviation, averaged over all nodes, at time t. This is a direct measure
of the inhomogeneity introduced by the localized fluctuations.
And as a measure for temporal correlations I recorded the Hurst expo-
nent hij (the Hurst exponent for the frequency time series of node j with
fluctuation power input at node i). The single-node influence of node i on










The Impact of Model Detail on
Grid Stability Assessment
This chapter treats the question of how detailed a dynamical model of the
power grid needs to be to accurately assess the impact of extreme events.
Therefore, it refers to the overarching question: How is it possible to mea-
sure and improve the resilience of power grids towards extreme events? (see
Sect. 1.3). The results from this work can be interpreted as a usability check
of the novel methods – basin stability and survivability – that were just re-
cently introduced to the power system’s community (Hellmann et al. 2016;
Menck, Heitzig, Marwan, et al. 2013). In Section 3.3.1, basin stability (BS)
has been defined as the fraction of random, non-small initial conditions
whose trajectories approach the fixed point. Section 3.3.2 has introduced
survivability as the ability of a system to stay within some predefined op-
erating regime when experiencing large perturbations. This chapter is to
a great extent adopted from the related publication: Auer, Kleis, et al.
20161.
To keep the dimensionality of power grid modeling as low as possible,
it is important to identify the necessary model detail for a specific research
question. So far, it has not been studied which level of model detail is
actually required to assess the response of large networks to large generic
disturbances. This work starts to fill this gap by comparing the 4th-order
synchronous machine (SM) model to the classic swing equation or 2nd-
order model (see Section 2.2.2 for a detailed explanation of the SM model).
Weckesser et al. 2013 have found the 4th-order model to be necessary for the
post-fault analysis of power systems, however so far, the 2nd-order model
is used in most of the theoretical work on power system analysis.
1© EDP Sciences and Springer 2016. With permission of Springer.
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This chapter starts with analyzing representative time series of both
model orders and highlights the differences in the grid model dynamics (see
Sect. 4.1). Then, Section 4.2 compares the impact of model detail on the
basin stability and survivability measure for different grid topologies. As
the fourth-order model increases the model detail by the inclusion of voltage
dynamics, Section 4.3 particularly focuses on voltage bounds in the stability
paradigm.
The main take-home message is: including the voltage dynamics hardly
changes the transient frequency behavior (survivability), but may strongly
influence the asymptotic behavior (basin stability) of the model. Sections
4.2 and 4.3 provide a detailed explanation.
4.1 Differences in Model Dynamics
To perturb a system it is necessary to first identify its fixed points. Starting
with a random dispatch scenario, that is, a random distribution of gener-
ators (Pi = +1) and consumers (Pi = −1) across the grid, I try to find
a stationary solution for the swing equation (see eq. (2.6)). If there is
no solution another random distribution of sinks and sources is chosen.
Having found such a fixed point I use the state with frequency, ω = 2πf ,
and phase, φ, given by the swing equation fixed point (see eq. (2.8)) and
Ed = 0, Eq = Ef as the starting point of a search for a fixed point of the
4th-order equation (see Eqs. (2.10)-(2.15)). I generally do not choose to
perturb voltage to facilitate the comparison between the swing equation and
the 4th-order model. There are some dispatch scenarios and networks, for
which the fixed point search fails. Hence, there are power configurations,
that allow for a dynamically stable power transport in the 2nd-order model,
but are dynamically unstable with the inclusion of the voltage dynamics.
This indicates that fixed points which are stable in the swing equation can
become unstable when the coupling of the voltage is taken into account. In
order to proceed with the comparison I choose dispatch scenarios that are
dynamically stable for both, the swing equation and the 4th-order equation.
I then consider single-node perturbations as described above.
Figures 4.1 and 4.2 contain several example trajectories for the case of
the Scandinavian power grid (see Fig. 4.4 for an illustration of the Scandi-
navian grid). In many cases, the dynamics behave similarly (see Fig. 4.1).
Only for the 4th-order model the frequency actually converges faster than
for the swing equation while containing a much slower convergence on the
voltage side.
In other cases, such as in Fig. 4.2b, the 4th-order model seems to be
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(a) Dynamic Variables of the Swing Equation













Dynamic Variables of the 4th Order Model








































(b) Dynamic Variables of the Swing Equation











Dynamic Variables of the 4th Order Model




























Figure 4.1: Example trajectories for the Scandinavian power grid and different
model detail. (a) Fixed point convergence and (b) the limit cycle for random single-
node perturbations with φ185(0) = −0.38 rad, f185(0) = −10.9 Hz and φ199(0) = −3.00
rad, f199(0) = −10.6 Hz, respectively. The colors of the trajectories represent the differ-
ent grid nodes. Typically, the 4th-order model follows similar trajectories as the swing
equation but converges faster.
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(a) Dynamic Variables of the Swing Equation









Dynamic Variables of the 4th Order Model





































(b) Dynamic Variables of the Swing Equation








Dynamic Variables of the 4th Order Model























Figure 4.2: Example trajectories show different attractors for different model
detail. (a) Potentially, the systems ends up in different attractors for 2nd order, fix point
convergence, and 4th order, limit cycle (φ104(0) = 1.6 rad, f104(0) = −10.6 Hz). (b)
Occasionally, the slow voltage dynamics will drive the system into a chaotic transient
at around 100s (φ231(0) = 2.1 rad, f231(0) = 4.0 Hz). The colors of the trajectories
represent the different grid nodes.
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heading towards the same regime as the swing equation for a considerable
amount of time, but then enters a new transient regime before settling into
a different fixed point.
Figure 4.3: A sketch of the dynamics around the fixed points for different
model detail. The fixed point on the right becomes unstable when adding the voltage
directions. The perturbation, being purely in the φ, ω directions, leads close to the
unstable fixed point, but then diverges in the voltage directions until it enters a nonlinear
regime again. Being close to the unstable fixed point means the dynamics are slow on
the transient.
This behavior can be understood in terms of the unstable fixed points
of the 4th-order equations. In Fig. 4.2b, it appears that the trajectory
first converges very fast towards a fixed point of the swing equation that is
however unstable in the voltage direction. As the system is perturbed in
the dimensions of the swing equation only, the trajectories end up getting
very close to the unstable fixed point. This accounts for a long pseudo con-
vergence, before the frequency diverges back into a deeply nonlinear regime
and settling on a proper attractor after a transient of variable length (see
Fig. 4.3 for illustration). The transient that leads back into the nonlinear
regime is voltage driven and leads to large voltage deviations. Thus, in
all cases I see a connection between large transient voltage deviations and
changes in the asymptotic structure.
As noted above, if the Swing equation and the 4th order approach com-
parable fixed points, the convergence of the 4th order is faster. In the case
of limit cycles, the oscillations tend to be smaller. Indeed, the Lyapunov
exponent (see Sect. 3.3) of the 4th-order model, λ(4), is always larger than
the one of the swing equation, λ(2): λ(2) = −0.1 whereas I have found that
in all systems I studied, λ(4) ∈ [−0.14,−0.2].
Generally it is always the case that a limit cycle is associated with a large
voltage deviation. Conversely there are cases of large voltage deviations for
fixed points, though they are considerably more rare.
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4.2 Basin Stability and Survivability for
Different Model Detail












Figure 4.4: Single node basin stability for (a) 2nd- and (b) 4th-order model
on the Scandinavian network and frequency disturbances in the range [−100, 100]. Most
nodes do not change much moving from 2nd to 4th order (see inlay I). However, a
few (see inlay II and central Finland) become dramatically less stable when including
voltage dynamics. The color of the node represents the value of 2nd-order, µ(2)B in a),
and 4th-order single-node basin stability, µ(4)B in b).
In Figure 4.4 compares basin stability for different model detail on a map
of the Scandinavian power grid where each node is colored according to its
basin stability value (Menck, Heitzig, Kurths, et al. 2014). I show that
only few individual nodes have dramatically different frequency conver-
gence. Generally, the geographical distribution of basin stability changes
only slightly with increasing model detail.
Figs. 4.5a-4.5c show scatter plots of the single-node basin stability in
the 4th-order model versus the Swing equation, for the Scandinavian power
grid and two synthetic power grids (see Sect. 2.1.1). They illustrate that
the swing equation approximates the stability of power grids well, however,
there are some nodes for which it is overestimated. In synthetic grids, with
small perturbations, the stability of a small number of already highly sta-
ble nodes is boosted by adding voltage dynamics. On the other hand, some
nodes of average stability drop precipitously when switching to the 4th or-
der. In the Scandinavian power grid, only the latter effect occurs. I suspect
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Figure 4.5: Difference in 2nd and 4th-order single-node basin stability (top)
and survivability (bottom). Top: Single node basin stability, µ(2)B , µ
(4)
B and single-
node survivability µ(2)S , µ
(4)
S . The left column, (a) and (d), shows the Scandinavian grid
(maximum frequency perturbation |fmax| = 87.2 Hz, critical frequency |fcrit| = 8.7 Hz).
The other two columns illustrate the results for two synthetic grids (|fmax| = 11.0 Hz,
|fcrit| = 2.2 Hz) with typical, (b) and (e), and extremely divergent behavior, (c) and
(f).
that this is due to a fixed point, that is easily reached by a perturbation
at that node, becoming unstable. As the comparison of different synthetic
networks shows, the existence of such switching fixed points depends heav-
ily on the network structure. Most networks I investigate behave more like
the Scandinavian network, with only a few points changing strongly, some
however show almost universal deviation.
Conversely, in the Figs. 4.5d-f the survivability for interesting frequency
boundaries shows that the voltage dynamic does not affect the maximum
deviations during the transient much. The voltage dynamic is apparently
too slow to affect the first swing strongly, and the first swing continues to
dominate the transient. Large deviations in the late transients occur mostly
when the system is already in a limit cycle, and thus has already violated
the frequency bounds.
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Figure 4.6: Basin of attraction for different model detail and its relation to the
basin of voltage survival. (a) Basin of attraction for the fourth-order model. (b)
Maximum voltage distance for different initial conditions. The red overlay is boundary
of the basin of attraction. Comparison of basin of voltage survival of the 4th-order model
with (c) basin stability for the swing equation and (d) the fourth-order model.
This section looks at the relationship between voltage transients and asymp-
totic structures in more detail. The plots in Fig. 4.6 are based on single-
node perturbations in a synthetic power grid. They show that there is an
extremely strong relationship between asymptotic behavior and transient
voltages. Fig. 4.6a shows the basin of attraction (in green) of the fixed
points after a perturbation in the frequency and phase at a specific node.
The red line shows the boundary of the basin of attraction. Fig. 4.6b illus-
trates that there is a very distinct step in the maximum transient voltage
as the basin boundary is crossed. Inside the basin, the maximum voltage
disturbance is basically flat, and does not differ noticeably from the one at
the fixed point.
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After this qualitative reasoning, I also calculated a voltage version of
single-node survivability which quantifies the ratio of perturbed trajectories
for which the voltage disturbance stays below 0.1pu. For the 4th-order
model (see Fig. 4.6d) all nodes of the example synthetic grid have the same
ratios of trajectories that stay within voltage bounds and trajectories that
show fix point convergence. For the swing equation a the correlation is
visible as well (see Fig. 4.6c).
This is remarkable as it links an inherently transient property with an
asymptotic one. Transient voltage and asymptotic frequency are interde-
pendent. Hellmann et al. 2016 demonstrated that such a relationship does




4.4 Summary and Short Discussion
In this chapter I have taken a first step towards applying stability measures
from complex systems to more detailed models of the power grid. At the
end of this chapter, I want to revisit the initial question of how detailed
a dynamical model of the power grid needs to be to accurately assess the
impact of extreme events.
In short, I found that realistic voltage bounds play a role for the asymp-
totic but not for transient frequency structure. From that I can conclude
that the survivability assessment for realistic frequency boundaries does not
require power grid models with voltage dynamics. For that the 2nd-order
model is sufficient.
In this analysis, I searched for distinct features of the different grid mod-
els (see Section 4.1). Before perturbation, I identified the system’s stable
states first. This search already showed that the fixed point structure of
the swing equation and the 4th-order model differed more than anticipated.
This picture was corroborated by the structure of the late, large transients
triggered by slow voltage deviations (see sketch of Fig. 4.3). Most remark-
ably, the frequency and phase perturbation leads to a long trajectory that
comes close to a fixed point which is stable in the swing equation but be-
comes unstable in the 4th-order model.
This change in the asymptotic structure implies a large change in the
asymptotic behavior whenever such a fixed point becomes relevant. This
occurred for several nodes in the Scandinavian power grid. Comparisons
of several dispatch scenarios for the Scandinavian power grid uncovered
a consistent small number of nodes showing these large changes, raising
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hope that future work will be able to identify topological origins of such
instabilities.
The survivability in contrast barely changes between the swing equation
and the 4th-order model. This can be understood as a consequence of two
aspects. First, the voltage dynamics is very slow, barely affecting the first
swing. The convergence to a fixed point after the first swing are actually
faster for the 4th-order model than for the swing equation as the Jacobian’s
largest non-zero eigenvalue is consistently smaller than that of the swing
equation. The large transients that are triggered late in the system, on the
other hand, occur mostly when the system is in a limit cycle regime, and
thus has already left the acceptable frequency range.
Probably the most surprising result has been that the transient voltage
behavior is intimately linked to the asymptotic structure of the system. Fig-
ure 4.6 shows the strong connection between voltage transients and asymp-
totic dynamics in more detail. Astonishingly, the overlay of plots for the
basin of attraction and maximum voltage deviation deliver a perfect match
(for an example artificial grid). Also, the scatter plot for the survival of
voltage for maximum voltage deviations smaller 0.1 pu and basin stability
for the 4th-order model has shown nearly perfect correlation.
Conversely this implies that transient voltage bounds are completely
dominated by transient frequency bounds. This further removes the need
to take voltage dynamics into account for survivability analysis.
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Decentral Reactive Power for
Static Voltage Stability
Since Renewable Energy Sources (RES), such as wind and solar power
plants, are deployed according to their optimal yield instead of the vicin-
ity to the power consumers the distances of power transmission increase.
A higher stress of the power grid infrastructure raises the issue of under-
and overvoltages in distribution and transmission grids (DGs and TGs,
respectively). Consequently, the demand for reactive power at all grid lev-
els rises. At the same time RES offer a large potential to generate reactive
power with their well-controllable DC/AC converters, that transform direct
current (DC) to alternating current (AC) (Carrasco et al. 2006). Hence, de-
central production units may be able to solve this self-inflicted problem by
decentrally providing reactive power.
In this chapter, I estimate the future technical potential of reactive
power provision from decentral resources in Germany. This work presents
an effort to bridge the gap to research from electrical engineering. As such it
uses conceptual models to approach this topic that is close to application. It
relates to the overarching question of how to ensure static voltage stability
and avoid grid congestion (see Sect. 1.4). To a great extent this chapter is
based on the publication Auer, Steinke, et al. 2016.
I start this chapter with an introduction to previous work on the subject
of reactive power provision from decentral resource (see Sect. 5.1). Section
5.2 describes the methodology and model cases used for this analysis. This
includes a short description of the conceptual multi-layer grid model in
5.2.1 and of the reactive power optimization in 5.2.2. For the model cases I
construct three prototypical scenarios: a PV-dominated region, a demand-
and a wind-oriented one to validate my methodology. The results for the
three test cases are shown in Section 5.3. In 5.4, I extend this analysis
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to the case of Germany. For this study, I use the future 100% renewable
scenario of the Kombikraftwerk 2 (KKW2) study (Fraunhofer IWES et al.
2014), which entails a TG model and values for the future power flows on
each line for each hour of a reference simulation year. The KKW2 study
also provides information on the reactive power demand for such a scenario.
Since this analysis involves the interaction of TG and DG layers, I need to
consider a multi-layer power grid model. In Auer, Steinke, et al. 2016, I
introduced a simple representation of the remaining voltage levels as a fully
symmetric tree-like multi-layer power grid that can be reduced to a simple
chain structure (see Section 2.1.2). With optimal power flow computations
the minimal and maximal reactive power, that can be provided at the con-
nection point between TG and DG, is determined. This potential is then
compared with the TG’s demand for reactive power identified in Fraunhofer
IWES et al. 2014.
5.1 Related work on Decentral Reactive
Power Provision
Figure 5.1: Scheme for to-
day’s and future active and
reactive power flow between
transmission and distribution
grids. The scenario of “today”
has conventional power genera-
tion at high grid levels whereas
“tomorrow” renewable power will
be generated in the distribution
grid layers. P and Q are active
and reactive power, respectively.
Since reactive power is best re-compensated locally, decentral generators
are very plausible suppliers of reactive power in the DG. However, several
studies (Dierkes et al. 2014; Sowa et al. 2015; Talavera et al. 2015) have
shown that reactive power can also be transported to DGs’ connection with
the TG and have quantified its technical potential for exemplary DGs. Sev-
eral publications propose local automatic reactive power control approaches
and tap changer coordination (Carvalho et al. 2008; Demirok et al. 2011;
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Mamandur et al. 1981; Turitsyn et al. 2011; Viawan et al. 2008; H. Wang
et al. 2015) to stabilize voltage levels. In Kraiczy et al. 2015, the authors
underline the need for a grid code revision for an automated variable RES
control. Talavera et al. 2015 and Sowa et al. 2015 analyze the potential of
reactive power exchange between MV and HV networks with either fixed or
arbitrary power factor 1 and remotely controllable HV/MV tap changers2.
In contrast to most previous work, in this analysis I also include the
HV grid, allow for arbitrary power factors and controllable tap changers
at all voltage levels. A significant technical potential of the decentral (of-
ten RES) generators in covering TGs’ reactive power demands would be a
strong argument in favor of investment in a smart-grid communications in-
frastructure and additional tap-changeable transformers to enable reactive
power optimized DGs. In this chapter I will focus on the technical potential
and leave an economic discussion to the future.
5.2 Methodology & Model Cases
5.2.1 Conceptual Multi-layer Grid Model
With the simplifying assumption of a fully symmetric tree-like multi-layer
power grid model, it is possible to reduce the hierarchical grid to a sim-
ple chain structure. This short Section shall recall the description of the
conceptual power grid model from Section 2.1.2.
With the symmetry assumption, I have to consider only one representa-
tive path from the UHV down to the LV level for the power flow calculations,
see Fig. 2.2 for a schematic illustration. Here, every grid level is represented
by one link with an impedance followed by a transformer (with tap changer
in the range ±0.05 p.u.) that connect to the neighboring grid level (see
Fig. 2.2).
5.2.2 Optimal Power Flow Calculation
To maximize/minimize the reactive power provision at the connection be-
tween HV and UHV, I use a standard interior-point method for non-linear
optimization. The independent variables are the reactive power infeeds at
1The power factor is defined as the ratio of the real power to the apparent power
and is a dimensionless number in the interval [−1, 1] (Sauer et al. 2006).
2Tap changers can be integrated in transformers and allow for variable discrete step
changes for the ratios of lower and upper voltage (the initial and transformed voltage)
(Faiz et al. 2011).
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the different voltage levels, namely QHV , QMV and QLV . The objective
function is
c(QHV , QMV , QLV ) = ±QUHV . (5.1)
The sign of the objective, positive or negative, determines whether capaci-
tive or inductive reactive power is maximized, respectively. QUHV is calcu-
lated using the well-known forward/backward sweep method for solving the
power flow equations in tree grids (Eminoglu et al. 2008), in each iteration
of the optimization. Constraints to the optimization problem are
• apparent power of the generators Q2 < C2 − P 2 and
• maximally allowed voltage fluctuations ∆U = ±10% at each grid
node.
The tap changer positions of all transformers were assumed to be adjustable
to the discrete values {0.95, 1.0, 1.05}, and I chose the optimal tap settings
from any possible combination of these options. I assume a fixed power
factor of 0.95 for loads.
In this study, line capacity constraints were neglected as previous studies
have indicated that voltage constraints are typically the first to be violated
in distribution grids with massive decentral generation (Lödl et al. 2011).
I did, however, check the transformer load limits after the power flow com-
putation and found them to be less crucial than the voltage limits, again
similar to (Lödl et al. 2011).
5.2.3 Prototypical Examples Cases
I construct three distribution grids with prototypical mixes of generation
capacities and consumption. I investigate their potential for reactive power
support from the DG to the TG and the limitations thereof, for demanding
load/generation situations. The prototypes are code-named and character-
ized as follows:
- Passau: sunny midday in a rural area with small load and large PV
generation in the LV grid
- Munich: evening in an urban area with large load and little decentral
generation
- Goerlitz : windy afternoon in a rural area with small load and large
wind generation in the MV and HV grid
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5.2.4 Germany-wide Case Study
The Kombikraftwerk 2 study (Fraunhofer IWES et al. 2014) developed a
2050 scenario of the German power system with 100% RES. The study
details the installed capacities of renewables, storages and backup power
plants to the level of UHV transmission grid nodes in Germany, and de-
velopes a dispatch for the full system for each hour of one meteorological
weather year. Further, the resulting power flows in the modeled TG, a
slightly extended version of the grid proposed in the Netzentwicklungsplan
(BNetzA 2013), and a Q(U) droop control law lead to reactive power de-
mands at each node for each point in time.
Note that the reactive power demand of the modeled TG is mostly ca-
pacitive. This is because the modeled grid is highly expanded in comparison
to today, but the additional lines are only rarely used and thus behave in a
capacitive way.
I use the reactive power demand data from Fraunhofer IWES et al. 2014
and match them with the estimate of the possible Q generation from under-
lying distribution grids. I also use their distributed generation capacities
for each TG node and the split it to the different voltage levels mentioned
therein. To reduce computational effort I condensed the 8760 given time
steps with the known “kmeans” procedure from Matlab (MATLAB 2014)
into 30 time clusters that cover a wide range of power flow situations. To
account for the local exchange of reactive power between neighboring TG
nodes and to reduce the impact of local grid modeling errors (e.g. falsely
assigned transformers between the 220kV and 380kV TG levels), I aggre-
gated the possible Q generations over a shortest path radius of ≤ 30 km.
TG nodes outside Germany and nodes without any consumption load were
excluded from this analysis.
5.3 Results for Prototypical Distribution
Grids
Passau. The constructed prototype Passau shown in Fig. 5.2 has an ac-
tive power flow of about 100 MW from the DG to the TG, resulting from
160 MW solar generation and 60 MW load (relative to an assumed peak
load of 132 MW for the grid). With 80% active power usage of the installed
PV capacities there is still a large reactive power potential available. Hence,
it is possible to generate both capacitive and inductive reactive power at the
connection from the DG to the TG. The full Q potential of the generators
in the DG can, however, not be exploited. The limiting factors are the MV
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Figure 5.2: Model results for the Passau case scenario. Top: Generation capacities
and actual generation (light and dark colors respectively) for different technologies and
grid levels. Additionally, overall generation and consumer load. Mid-left panel: The
bars show the total reactive power generation of the generators per grid level if the
reactive power transfer to the TG is maximized (blue) or minimized (red). The UHV
values show the generation as seen from a perspective of the TG (inverse sign relative
to the DG’s view that is used for the other grid levels). Crosses mark the reactive
power potential for each grid level as derived from the installed capacities and their
current usage. Negative Q corresponds to inductive and positive Q to capacitive reactive
power generation. Mid-right panel: The maximally/minimally possible Q transfer to the
TG is shown for different constraints on the implied total active power losses in the
distribution grid. Lower left panel: The power factor of the injected power (generation
minus consumption) is shown. Lower right panel: The right axis encodes the optimal
transformer tap positions that minimize and maximize reactive power transfer to the
TG. The left axis denotes the voltage magnitude in the different grid levels relative to
nominal voltage for Q maximization/minimization.
voltage limits – under the assumption that transformers at all grid levels
are switchable. The transformer tap positions are set to extreme values.
Despite the restricted usage of the inductive reactive power potential of the
PV plants in the LV grid, the possible inductive Q delivery of the DG to
the TG grid is large. This is due to the inductive Q generation of loads
and the grid itself, shifting the overall Q exchange at the UHV level to
negative values. Depending on the desired Q transfer from the DG to the
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TG grid, DG’s active power losses vary by up to 3MW, which gives a loss
to Q generation ratio of 1 to 20.
Munich. The Munich prototype represents the classical power flow situa-
tion, with active power transferred from the TG (UHV level) to the loads in
the HV, MV and LV levels. As shown in Fig. 5.3, few decentral generators
lead to a rather small potential for local reactive power generation. Hence,
Munich
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Figure 5.3: Model results for the Munich case scenario. Top: Generation capaci-
ties and actual generation (light and dark colors respectively) for different technologies
and grid levels. Additionally, overall generation and consumer load. Mid-left panel:
The bars show the total reactive power generation of the generators per grid level if the
reactive power transfer to the TG is maximized (blue) or minimized (red). The UHV
values show the generation as seen from a perspective of the TG (inverse sign relative to
the DG’s view that is used for the other grid levels). Crosses mark the reactive power
potential for each grid level as derived from the installed capacities and their current
usage. Negative Q corresponds to inductive and positive Q to capacitive reactive power
generation. Mid-right panel: The maximally/minimally possible Q transfer to the TG is
shown for different constraints on the implied total active power losses in the distribution
grid. Lower left panel: The power factor of the injected power (generation minus con-
sumption) is shown. Lower right panel: The right axis encodes the optimal transformer
tap positions that minimize and maximize reactive power transfer to the TG. The left
axis denotes the voltage magnitude in the different grid levels relative to nominal voltage
for Q maximization/minimization.
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the total Q potential of the DG as seen from the TG is always inductive, as
is typical for load regions today. Aside from the LV inductive Q generation
pushing voltage down to its lower limits, the existing Q potential can be
fully used. For this prototype, overvoltages are no issue. The main task of
the assumed tap changers is that of loss reduction, since high voltages at
constant power transmission reduce the electric currents in the power grid
and correspondingly the losses.
Goerlitz. The prototype named Goerlitz has large power flows from the
HV to the UHV level as well as to the LV level. Satisfying 100 MW of elec-
tricity demand in the LV grid, the assumed local wind generation still ex-
ports an effective active power of 200 MW to the transmission grid. Fig. 5.4
shows how this prototypical DG is mainly able to generate inductive reac-
tive power as seen from the TG perspective. In this model case with lots of
HV generators, Q generation is constrained by the HV voltage limits first.
Moreover, the existing potential for inductive Q generation cannot be fully
used, especially in the MV level, since loss-minimization implies to exploit
reactive power capabilities close to the TG first.
5.4 Results for the Germany-Wide Analysis
In order to stay within the voltage limits, the LV reactive power infeed
counteracts with the HV one, e.g. to prevent the HV voltage to drop below
its limits for an inductive Q exchange at UHV level, it is necessary to feed
in capacitive reactive power at LV level. The tap changers are set to their
extreme positions. Losses are high since great amounts of power (larger
than the 132MW peak load that grid is designed for) flow from the DG to
the TG.
Setting the local reactive power potential from the DGs in relation to
the reactive power demands of the TG for the Germany-wide 100% RES
scenario from the KKW2 study (Fraunhofer IWES et al. 2014) yields the
results shown in Fig. 5.5. For almost all TG nodes (98%) the local reactive
power demand can be compensated with reactive power generation from
the distribution grids in the near neighborhood, i.e. from within 30km, see
Fig. 5.5(a).
For the remaining 2% of TG nodes for which the local reactive power de-
mand cannot be balanced with reactive power generation from nearby DGs
at most 200MVAr of additional capacitive or inductive reactive power are
needed for local compensation, see Fig. 5.5(b). The Q shortage is strongly
skewed towards negative values and thus, there is a larger lack in inductive
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Figure 5.4: Model results for the Görlitz case scenario. Top: Generation capacities
and actual generation (light and dark colors respectively) for different technologies and
grid levels. Additionally, overall generation and consumer load. Mid-left panel: The
bars show the total reactive power generation of the generators per grid level if the
reactive power transfer to the TG is maximized (blue) or minimized (red). The UHV
values show the generation as seen from a perspective of the TG (inverse sign relative
to the DG’s view that is used for the other grid levels). Crosses mark the reactive
power potential for each grid level as derived from the installed capacities and their
current usage. Negative Q corresponds to inductive and positive Q to capacitive reactive
power generation. Mid-right panel: The maximally/minimally possible Q transfer to the
TG is shown for different constraints on the implied total active power losses in the
distribution grid. Lower left panel: The power factor of the injected power (generation
minus consumption) is shown. Lower right panel: The right axis encodes the optimal
transformer tap positions that minimize and maximize reactive power transfer to the
TG. The left axis denotes the voltage magnitude in the different grid levels relative to
nominal voltage for Q maximization/minimization.
than capacitive reactive power. The unbalanced nodes are geographically
isolated (see Fig. 5.6). They also coincide with nodes that have little or no
decentral generation capacities and thus very limited local flexibility.
To examine what grid level contributes how much to the reactive power
balance, the histograms in Fig. 5.5(c) and (d) show how much Q is in-
jected from each grid level and which share of Q capacity this maximally
corresponds to over the year. According to Fig. 5.5(c) all voltage levels of-
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ten contribute to some capacitive and inductive reactive power production.
Large quantities of inductive reactive power are occasionally provided by
LV levels whereas MV and especially HV grid levels succeed at supplying
large quantities of capacitive power. The maximal utilization rate of the
existing Q capacity, see Fig. 5.5(d), is about 50% for all grid level.
The previous section showed that decentral Q-generation comes at the
cost of increased active power in the DGs. The plot of active power loss over
optimized reactive power for different average UHV nodes (for normalized
grids with scaled loads and power production capacities), see Fig.5.7, shows
that active power losses are considerably higher for capacitive Q generation
than for inductive one. There is a sharp boundary for capacitive Q genera-
tion at Q = 100 MVAr (for an average DG designed for 132 MW peak load),
close to which the losses shoot up. The ratio of active power losses,Ploss,to
Q generation ratios may rise to the order of 1:3. On the other hand, if
Figure 5.5: Illustration of potential of decentral reactive power provision for
Germany as a case study. a) Fraction of nodes which can locally be Q-balanced at
least a given time-percentage of the year, i.e. the bar at 100% shows the fraction nodes
that can always be balanced (98% of the nodes). b) Histogram plot of the deviation from
Q demand of the transmission grid for what share of nodes per time step. The nodes’ Q
generation at UHV level was aggregated within a range of shortest path smaller than 30
km. c) Histogram of reactive power injection from different grid levels together with d)
showing how many nodes used what share of their available Q potential per grid level.
E.g. 3% of all nodes used their LV reactive power potential on average 100%.
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Figure 5.6: Regional distribution of balanced nodes with decentral reactive
power provision as well as installed RES capacity and load distribution.
Results of the Germany-wide demand/supply potential analysis based on the Kom-
bikraftwerk 2 scenario (Fraunhofer IWES et al. 2014). a) Colors encode for each TG
node the share of time steps where its local reactive power demand can be balanced with
local DGs’ reactive power generation potential. b), c) Heat map of locally installed RES
capacity and average consumption load relative to their Germany-wide average values.
Values are capped at 5. d) Fraction of nodes which can locally be Q-balanced at least
a given time-percentage of the year, i.e. the bar at 100% shows the fraction nodes that
can always be balanced (98% of the nodes).
one limits oneself to the range −100 < Q < 70 MVAr, the additional losses
from decentral reactive power generation in the DGs do not seem a pressing
issue (see dashed lines of Fig. 5.7).
5.5 Summary
This chapter showed that decentral reactive power from the DG is able to
satisfy almost all reactive power demand from the TG, for a 100% RES sce-
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Figure 5.7: Active power losses
for decentral reactive power pro-
vision. Plot of active power losses,
Ploss, over the exchanged reactive
power between the distribution grid
and the average UHV nodes (with
132 MW peak load). One data
point corresponds to one simulated
time cluster of one single node. The
dashes vertical lines represent a range
of Q with moderate losses.
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potential could be the major tool for TG operators to manage the voltage
in the TGs.
Reactive power demands that cannot be met by underlying DGs are few
in this study, and they are locally isolated. Consequently, few additional
reactive power compensation devices in the TGs should be able to alleviate
the remaining issues. These could be remaining large conventional power
plants, HVDC converters, or special purpose compensation.
To enable the proposed exploitation of the Q potential in the existing
hardware of decentral RES generators, it would be necessary to activate
about half of the decentral power plant potential. This means that their in-
verters would have to be able to work with arbitrary power factors and their
Q generation would have to controllable via online communication. Further
research needs to be check whether fixed Q values or fixed droops are feasi-
ble as well. Here, I assumed a centrally optimized setting for each situation.
Moreover, the DG voltage levels would have to be tightly controlled and
thus observability in the DGs would have to be increase significantly. Last, I
have assumed tap changeable transformers at all grid levels. Many of these
things, however, are already underway for different reasons, e.g. avoiding
over-voltages in the DG due to RES infeed – independent of additional Q
generation. A dual use for providing reactive power to the TG would thus
be very welcome.
An economic counterargument may come from the increased DG losses
that result from decentral Q generation. For extreme Q generation values
these may be large. On the other hand, additional hardware for special
purpose reactive power compensation in the DG grid is saved. The option to
provide reactive power from the distribution grid requires new regulation to
organize the financial compensation between the TG and the DG operator.
First steps in this direction are explored in Switzerland (Scherer 2016).
My technical results on DGs’ Q potential may be optimistic for sev-
eral reasons. I use a symmetric DG grid model, neglecting voltage and
corresponding Q limitations due to unsymmetrical branch loadings. The
simulations are undertaken for time clusters with load and generation val-
ues representing the averages over the clustered hours. Hence, extreme load
and generation patterns are not covered. It is also not clear what structure
future DG grid extensions, that are required to integrate all the modeled
RES, will take. Here, I have assumed them to take the same structure as
the existing ones. However, even if all these arguments would in reality
reduce the potential of reactive power from the DG by some fraction the
lever would still be a large one.
Moreover, while my DG model simplifications (symmetry, full power
factor capability, remotely controllable Q set points and tap changers, full
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grid observability) are stronger than the one made in earlier work for exem-
plary networks, my numeric results are comparable (Talavera et al. 2015).
The results for the possible ranges of Q generation have a similar span but
are shifted towards inductive Q potential. This may be due to the inclusion
of load power factors in my calculations whereas in (Talavera et al. 2015)
this seems to be excluded from the reactive power exchange. The taken
DG model simplifications allow to undertake a full-country study and to
thereby compare the computed potential of reactive power from DGs with
a plausible future demand in a detailed, consistent future energy scenario
for Germany.
In future work, this study should be continued with more realistic DG
models, e.g. as done with the random DG grid generator from the project
ESDP. Moreover, the economic evaluation also in comparison to the alter-





and Distribution Grid Stability
This chapter investigates the influence of the placement of variable renew-
able infeed on stochastic stability measures in distribution grids (DGs).
The focus will be the stability of the synchronous state (Arenas et al. 2008;
Dörfler and Bullo 2014) and the ability of the system to keep frequency fluc-
tuations small to maintain high power quality within a certain frequency
range. Much of this chapter’s content has been published in Auer, Hell-
mann, et al. 2017. It relates to the overarching question of how to enable
a dynamically stable integration of renewable energies (see Sect. 1.5).
Work on the effect of stochastic fluctuations from RES on grid stabil-
ity has been started very recently and thus, only few publications on this
matter exist. For lossless power grids, the recent work of Zhang et al.
2017 studied analytically the influence of single-node monochromatic oscil-
lations and their spreading throughout the network. There, three frequency
regimes were identified: a bulk, a resonant and a local regime. In the bulk
regime for low frequencies the network is excited as a whole, whereas in con-
trast, high frequency perturbations stay localized at the fluctuating node
and decay exponentially with the network distance. Most interestingly,
for the mid-frequency region the network topology was identified to play
a major role in network stability as complex, non-trivial patterns of sta-
bility and instability emerge. This analytic work is an important basis for
understanding the influence of intermittent noise on power grid stability
where fluctuations cover the whole frequency spectrum with a Kolmogorov-
like turbulent power spectrum (Anvari, Lohmann, et al. 2016; Milan et al.
2013; Woyte et al. 2007). For a more detailed explanation of intermittency
see Section 2.2.3.2.
In K. Schmietendorf et al. 2016, the authors studied the impact that the
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stochastic properties of RES infeed have on grid stability. They compared
white Gaussian noise, Gaussian noise with a turbulent power spectrum and
intermittent noise. The latter noise displays a fat tail in both the power
spectrum and the increment time series, which corresponds to a (long-range)
correlation in time. The work showed that the time-correlated noise leads
to the strongest network destabilization. Noise of the same power spectrum
but without intermittency induces smaller frequency deviations. Thus, it
is most important to include the intermittent nature of RES power fluc-
tuations in future grid stability analysis. K. Schmietendorf et al. 2016;
Zhang et al. 2017 already mentioned the importance of the topology as-
pect. The work of Schäfer, Matthiae, Zhang, et al. 2017 aimed at better
understanding the interplay of the dynamics caused by stochastic power
infeed and the network topology. Here, for two nodes (with white-noise
power fluctuations) coupled to a bulk grid it was shown how the node with
lower coupling strength is the one destabilizing the network. Moreover,
with Kramer’s escape rate theory the authors demonstrated how in a net-
work with all machines subject to white noise, the weakest links may be
identified by the “saddles” of the grid which do not necessarily coincide with
most heavily loaded ones.
In contrast to previous studies, this work’s focus is the modeling of
distribution grids (see Section 2.1.4). The question is how the inclusion of
local intermittent fluctuations ∆P (t)δik at a single node k into the system





(Pi + ∆P (t)δik − αωi −
∑
j
Ui|Yij|Uj sin(φi − φj + φij)). (6.1)
influences the frequency stability and the power quality of distribution grids.
And since fluctuations are introduced locally the question arises, whether
the position of the perturbed node in the network makes a difference for
the grid’s stability.
For this purpose, in Section 3.4 I introduced a classification of nodes into
troublemakers and fluctuation sensitive nodes. Power fluctuations at trou-
blemaker nodes (for the definition see (3.5)) tend to cause notable frequency
fluctuations at all network nodes. They are drivers of instability. The class
of nodes with high excitability, see (3.6), describes nodes that react with
notable frequency fluctuations irrespective of which node introduces the
power fluctuations into the network.
In the following, I consider two model cases: that of a microgrid and of
a medium-voltage grid, described in Section 6.1. In Section 3.4 adequate
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measures for stability in such a stochastic modeling setup were introduced.
Section 6.2 then presents the empiric model observations for both model
cases. These observations build the basis for the introduction of predictors
for both troublemakers and excitable nodes in 6.3. The results are discussed
at the end of this chapter in 6.4.
6.1 Model Cases
In order to understand the ability of a distribution grid to maintain syn-
chrony, I will study two model cases1: that of an islanded microgrid and
of an medium-voltage grid (MV grid). For both model cases, I choose
a network of 100 nodes (Auer, Roos, et al. 2017). It thereby represents
an average German MV grid because Germany has 4,500 MV distribution
networks that connect 500,000 LV distribution networks (Boßmann et al.
2015).
The goal of observing both model cases is to find one consistent theory
that does not depend on the specifics of one model case (see Section 6.3).
It is my objective to model both cases in a very conceptual way to study
the effect of local fluctuations on dynamic grid stability and isolate the
influence of the network structure. These modeling assumptions strive to
strike a balance between realistic and conceptual. In the following I describe
both model cases and their underlying assumptions.
The medium-voltage grid is part of the larger grid hierarchy. It is
not self-balanced in power and has a connection point to the higher grid
level (the High-Voltage network) which is called the slack bus or heavy
node (labeled as node 0). Downstream each MV grid node may lie a full
Low-Voltage (LV) network which effectively every MV grid node represents.
The MV grid is a good testing case for modeling power grids with high
renewable energy share since most PV power plants are connected to low-
voltage- (LV) or MV levels. For this specific MV grid example I assume lots
of PV production. Hence, for all MV nodes the effective power input, Pi,
the power which is injected into the grid, equals Pi = 0.1MW. All 99 MV
nodes are also equal in damping and inertia. The goal of this homogeneity
is to isolate the network influence. Since the slack bus is responsible for
the power balance its power input equals the negative sum over all MV
nodes’ power in-feeds and losses on the lines: P0 =
∑N
i=1 Pi + Ploss. As
the name “heavy node” tells, the slack bus’ inertia highly exceeds the lower
level nodes’ inertia, here I assume: H0 =
∑100
i=1Hi.
1See Section 2.1.4 for an introduction to distribution grid modeling.
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A microgrid, in contrast, is internally power-balanced and not connected
to a higher grid level. Islanded microgrids play a role for the decentral
provision of energy, but also as part of a safety and stability strategy to
localize faults by partitioning the grid into autonomous units. A microgrid
has a non-hierarchical grid topology.
Nevertheless, as in the MV grid case I assume that downstream each
microgrid node may lie a full Low-Voltage (LV) network. As it is balanced
within itself, in this case there are 50 net producers and 50 net consumers
with Pi = ±0.2MW power infeed before losses. The power infeeds are
chosen homogeneously to isolate topology and network effects in the model.
As there is no connection to upper grid levels, losses are compensated locally
at each node, and the net power infeed is given by P̃i = (Pi + Ploss/N).
To compensate losses locally, in the fix point search a loss compensator
term was added to each node’s power input which ensures that the system
frequency does not deviate from 50Hz.
The grid parameterization for both distribution grid cases simply re-
lies on the voltage level both microgrids and MV grids are assigned to,
which I assume to be in the medium-voltage range.
The line impedance for typical MV grids with 20kV base voltage equals
Z = Y −1 = (G + iB)−1 = (0.4 + 0.3j)Ω/km (Auer, Steinke, et al. 2016).
The coupling strength between a node pair (i, j) then equals
Kij = Ui|Yij|Uj (6.2)
where |Ui| = 20kV. For simplicity all power, voltage and impedance values
are transformed into per unit with a base voltage of 20kV and a base power
of 1MW, which are typical values for MV grids (Auer, Steinke, et al. 2016;
Sen 2007). The absolute impedance of each line scales with the geographic
distance l between linked nodes and is consequently different among the
links. The average line length, according to Auer, Steinke, et al. 2016, is
23.7km. The inclusion of resistive lines leads to line losses and at the same
time introduces a phase shift of φij ≈ arctan(GijBij ) which was shown to have
significant consequences for stability (Auer, Hellmann, et al. 2017).
Further, I assume distribution grid cases which are dominated by in-
verters because I want to analyze a scenario with high RES penetration
where wind and solar power plants are connected to the grid via inverters.
Network nodes are to be considered as effective nodes with a mix of at least
one grid-forming inverter, a number of grid-feeding inverters and demand
(Schiffer, Zonetti, et al. 2016). I assume, that for reasons of grid stabil-
ity, grid-forming inverters will be widely deployed but smaller in number
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compared to grid-feeding inverters. Because grid-feeding inverters do not
contribute any inertia, the effective nodes have inertia much lower than
nodes fully consisting of grid-forming inverters would have. I model grid
forming inverters following Schiffer, Zonetti, et al. 2016 as having droop
controlled frequency based on a low pass filtered power measurement. The
virtual inertia and damping for the network model is then given by the
low-pass filter exponent τp and the droop control parameter kp from grid-
forming inverters: H = τp/kp, α = 1/kp, ∀i with i = 1, .., N . Standard
parameters for the droop and time constants of grid-forming inverters are
in the range kp = [0.1, .., 10]s−1 and τp = [0.1, ..., 10]s (Coelho et al. 2002;
Schiffer, Goldin, et al. 2013). As I am interested in the low inertia case,
with few low powered grid forming inverters at each node, I will assume
a weakly reacting, strongly smoothed system. This leads me to consider
α = 0.01s and H = 0.1s2. Please note that the results are not sensitive to
the exact choice of α and H.
6.2 Observations from Model Cases
In this section, I show observations for the influence of local fluctuations on
the stability of example MV and microgrids. The designed cases are very
Figure 6.1: Single-node fluctuations excerted on an example microgrid. Left:
Power fluctuation time series ∆P (t) jointly generated by solar and wind models that
capture their intermittent behavior (Anvari, Lohmann, et al. 2016; K. Schmietendorf et
al. 2016). Center: Random microgrid with TI as coloring. One simulation run with single
node fluctuations at one specific node produces this node’s TI value. Right: Frequency
time series for all network nodes T = 500s for single-node fluctuations at node α, β and
γ. The grey zone is the frequency threshold band of 0.01Hz. All 100 nodes’ frequency
trajectories are shown with semi-transparent lines.
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Figure 6.2: Single-node fluctuations excerted on an example medium-voltage
grid. Power fluctuation time series ∆P (t) jointly generated by solar and wind models
that capture their intermittent behaviour (Anvari, Lohmann, et al. 2016; K. Schmi-
etendorf et al. 2016). Center: Random MV grid with TI as coloring. One simulation run
with single node fluctuations at one specific node produces this node’s TI value. Right:
Frequency time series for all network nodes T = 500s for single-node fluctuations at
node α and β. The grey zone is the frequency threshold band of 0.01Hz. All 100 nodes’
frequency trajectories are shown with semi-transparent red lines. The blue-circled node
is the slack bus.
different in their power flow patterns due to their power input configura-
tion. The microgrid case has a homogeneous distribution of consumers and
producers of the same absolute size. Whereas the MV grid has one central
consumer to which generation from all other nodes is flowing. Also, the
distribution of inertia is homogeneous for the microgrid whereas the MV
grid, with the connection to the next higher HV-level, has a heavy node.
The goal of observing both model cases is to find one consistent common
structure for both (see Section 6.3).
In one simulation run single-node fluctuations are introduced for one
specific node (see Figs. 6.2 and 6.1 for the micro- and MV grid case, re-
spectively). For better comparability the same fluctuation time series is
used for each node. Then, the reaction of the whole network towards such
fluctuations at the certain node position in the network is investigated. I
find a remarkable interplay of the network structure and the position of
the node at which the fluctuations are fed in. The rest of this section will
discuss in detail the relationship of various network structures and dynami-
cal properties. For both model cases I find network branches with different
stability behavior (see Section 6.2.1).
68
CHAPTER 6. LOCAL INTERMITTENT FLUCTUATIONS AND
DISTRIBUTION GRID STABILITY
6.2.1 Network Branches of Different Stability
From the time series plots of the Figs. 6.1 and 6.2 (right) it can be seen that
it makes a difference in the evolution of frequency deviation on what node
the power fluctuations are exerted. The distribution of troublemaker index,
TI (see eq. (3.5)), over the network (Fig. 6.1 center) shows how nodes of the
same branch behave coherently, they have similar capabilities to be drivers
of instability. The frequency time series ∆f(t) of all network nodes further
illustrates the different reaction of the network towards power fluctuations,
∆P (t) (see eq. (8.1)), at single nodes.
For the microgrid case of Fig. 6.1 (right) two dead-end nodes from
different branches (nodes β and γ) and the most closeness central node,
α, were chosen. Clearly, the node β is a troublemaker by exceeding the
frequency threshold most. The emergence of different TI values for each
branch in the network is remarkable. Even for a microgrid with homoge-








Figure 6.3: Network plots of stochastic stability measures for an example mi-
crogrid. Network plot of a) Troublemaker index (TI, see (3.5)), b) excitability (see
(3.6)), c) single node influence on mean Hurst exponent, see (3.8) and d) time average
of grid’s frequency spread (TAFD, see (3.7), normalized to average mean deviation) as
coloring.
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for ensembles of MV
grids. Scatter plots of
a) relative excitability
(excitability from (3.6)
normed to the mean of
each network simula-
tion), b) time average
of frequency dispersion
(see TAFD in (3.7)),
c) troublemaker index
(see TI in (3.5)) and d)
mean hurst exponent
(see (3.8)) over the re-
sistive distance towards
the slack bus. Different
colors represent differ-
ent networks from a 30
MV grid ensemble.
role. For an exemplary microgrid, the top row of Fig. 6.3 shows branches of
troublemakers (with relatively high TI) and branches of vulnerable nodes
(with relatively high excitability, see eq. (3.6)). Comparing Figs. 6.3a and
6.3c additionally tells that TI and the mean Hurst exponent (see eq. (3.8))
are strongly correlated. Thus, nodes causing frequency fluctuations above
threshold in the whole grid are exactly those that are able to maintain tem-
poral correlations in the frequency time series, ∆fi(t), over all grid nodes i.
At the same time, nodes reacting strongly to intermittent power infeed,
∆P (t), at whatever node in the grid, themselves, show little ability to be
drivers of exceedance. Instead, fluctuations at such nodes lead to large fre-
quency incoherencies or frequency spread (TAFD, see eq. (3.7)) among the
nodes (see Fig. 6.3d), even if the frequency is mostly in the bulk regime
(Zhang et al. 2017). Hence, high TI does not necessarily mean high fre-
quency spread and vice versa. Nodes that destabilize the grid, causing
large fluctuations at all nodes, are not the same nodes that make the grid
incoherent. On the other hand, high TI nodes are the same nodes that pass
on temporal correlations to the other grid nodes.
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For the case of a typical MV grid Fig. 6.2 demonstrates how the
slack bus dominates the overall grid dynamics. It is clearly visible how the
trouble-maker nodes are in close proximity to the slack bus. This means,
the closer a disturbed node is to the high-inertia center or the High-Voltage
connection point, the more the whole network follows the perturbation.
This is clearly visible in the time series of two representative nodes of the
network. Disturbing node α, sitting on the same branch as the slack bus,
forces all nodes on a similar trajectory, following the power fluctuation
almost one to one. Whereas exerting the fluctuations on node β still gives
a high spread in frequency deviation between the nodes (or TAFD) and
the frequency fluctuations are much more dispersed. This impression from
the frequency time series is supported by Fig. 6.4b and illustrates how
the proximity to the slack bus influences frequency dispersion within the
network. Perturbations close to the slack bus lead to bulk grid oscillations
whereas perturbations far away from the heavy node can not force all nodes
on a similar frequency trajectory. As in the microgrid case, Fig. 6.4a shows
how nodes with high excitability have little ability to drive exceedance,
they have low TI (see 6.4c). Instead, fluctuations at such nodes show high
frequency spread (high TAFD) among the nodes.
Not only the spatial but also the temporal correlation is determined by
a node’s position relative to the slack bus. Figure 6.4d shows the network’s
mean correlation in time derived from the frequency time series and ex-
pressed with the mean Hurst exponent. The temporal correlation with a
mean Hurst exponent close to 1 is part of the intermittent nature of RES
fluctuations. It is preserved for disturbing nodes close to the slack and
reduces linearly with increasing distance from the heavy node. The same
holds for troublemakers where TI decreases moving away from the slack
bus. Then above a certain threshold distance far away from the slack bus,
it drops to zero. Power fluctuations close to the slack bus and on the same
branch as the slack bus result in highest TI values.
Hence, distances play a central role in lossy MV networks. All observed
stability can be related to a node’s distance towards the slack bus where
half the system’s inertia accumulates.
Losses cause differences in stability. A first important result is that
this interplay, and the dependence on the position of nodes, at which power
infeed is fluctuating, only appears due to the losses in distribution grids.
This applies to both model cases. Generally, losses increase the absolute
value of and the differences in exceedance. Also, differences in troublemak-
ing only appear in the presence of losses (see Fig. 6.5 and Fig. 6.6).
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a) b)
Figure 6.5: Exceedance colorplots for a microgrid with and without losses.
Colorplot of single node exceedances (see (3.4)) for each simulation run or disturbed
node (y-axis) and each node in the network (x-axis) with 10% coupling strength (see
Kij in (6.2)) for a) lossy lines (Z = (0.4 + 0.3j)Ω/km · l) and b) non-lossy lines (Z =
(0 + 0.3j)Ω/km · l with link length l). The same plot for a 100% coupling strength leads
to Eij ≈ 0.16 ∀i, j
A normally coupled lossless microgrid reacts as one and identically to
perturbations, no matter where they occur. The exceedance plot is homo-
geneous. The network and position of the perturbation play no role here.
As can be seen in Figure 6.5b, a lossless microgrid with relatively weak lines
will lead to strongly and weakly interacting nodes. In any pair of nodes i, j,
the reaction of node i to perturbations at node j is identical to the reaction
of j to perturbations at i. The exceedance plot is symmetric in this case.
However, the differences in exceedance remain relatively small, even in this
case.
Similarly, for the MV grid case the losses cause the nodal differences
in stability. This is illustrated for the troublemaker index in Fig. 6.6. It
shows how increasing values of resistance and thus losses lead to a spread
in trouble-maker index. For some node losses on the lines may also reduce
TI and can contribute to stability for such nodes. For zero losses, all nodes
act equally.










Figure 6.6: Troublemaker index
for increasing losses for an ex-
ample MV grid Plot of TI, see
(3.5), for all network nodes (in dif-
ferent colors) for increasing resis-
tance R.
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a b c
Figure 6.7: Troublemakers and their relation to closeness centrality for the MV
and microgrid case with TI over closeness centrality, cc. a) and b) Microgrid example
with different power input configurations (different realizations of the distribution of
consumers and producers). c)MV grid case. White and orange node represent consumers
and producers, respectively.
After these first insights, I want to develop a better understanding of
how the network structure may provoke branches of high TI and excitability
in Sections 6.2.2 and 6.2.3, respectively.
6.2.2 The Troublemaker Tale - an Empiric Analysis
From Figure 6.7 a clear but non-trivial relationship between TI and close-
ness centrality is visible, which holds for microgrids and MV grids (see Figs.
6.7a,b and Figure 6.7c, respectively). The closeness centrality, cci, of node
i is defined as the inverse sum over all shortest paths between node i and all
other nodes j of the network (Newman 2003). Therefore, a large cc value
characterizes a node with short distances to all other nodes of the network.
Connecting nodes adjacent to each other in the TI(cc)-plot gives additional
information (see Figure 6.7). It underlines how branches of high TI are ac-
tual physical network branches. The highest centrality node separates the
network into branches of troublemaker nodes and low TI branches. Hence,
intermittent RES at certain but not all nodes may induce relatively strong
frequency fluctuations. In a microgrid, going away from the most-cc node
increases values of TI if there are more producers than consumers down-
stream, and vice versa (see Figs. 6.7a and 6.7b). Due to the losses that are
compensated by an equal extra production by all nodes, there is a small
asymmetry between consumer and producer power inputs. For the MV grid
case the branch that holds the slack bus is the high TI network branch (see
6.7c).
From Fig. 6.7 it becomes evident that different power input configura-
tions play a central role in this phenomenon because a change in the power
input configuration alters the branches’ TI values. Since the power input
configuration changes the power flow across the network, the steady-state
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Figure 6.8: Frequency time series for a microgrid with relatively low coupling
strength. Frequency time series for all network nodes for disturbances at the nodes α,
β and γ. The coupling strength is reduced to 10% compared to Fig. 6.1 of the same
distribution grid with identical power input configuration.
voltage phases of the nodes relative to each other seem to influence what
node may act as a troublemaker and which not.
6.2.3 High Excitability and Network Eigenmodes
At first sight, equally reducing the coupling strength leads to much more dif-
ference for exerting single-node perturbations to different nodes concerning
the network frequency time series (see Fig. 6.8). For better comparability,
the same nodes as in Fig. 6.1 were chosen. Compared to node α and γ, the
frequency fluctuations of node β are enormously high. For sure, node β is
a troublemaker because fluctuations at this node lead to all network nodes
to be on average 90% outside the given frequency band (TI value of 0.9).
However, this node has been known as a troublemaker before, for higher
coupling strength. The color plots of Fig. 6.9 illustrate how the reduction
of coupling strength (columns of Fig. 6.9) also brings another aspect into
play. For high coupling strength it is clearly visible how some nodes are the
driver of high single node exceedance values for all nodes in the network
(see Fig. 6.9 II.a). Now, lowering coupling strength results in two node
classes. For low coupling strength there are drivers of instability and nodes
that generally tend to be unstable irrespective of which node was initially
perturbed. This is underlined by the excitability network plot of Fig. 6.1.
This is particularly interesting taking into account the power spectrum
of the power fluctuations from wind and solar generation and comparing
these with the eigenfrequencies of the Jacobian (see Jij of (6.10)) of the
distribution grid dynamics (see Fig. 6.9 I.a-c). Lowering coupling strength
then shifts more and more eigenfrequencies into the power spectrum range
of the power fluctuations. Thus, the fluctuations more and more hit the
so-called resonant regime mentioned in Zhang et al. 2017. This insight is a
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Figure 6.9: Stochastic stability measures, cross correlation and eigenfrequency
spectra for a microgrid with decreasing coupling strength. I: Power spectrum
of power fluctuations (black) with network eigenfrequencies (grey vertical lines). The
black dashed line shows how the wind and solar power spectrum continues below the
simulation’s time resolution. Color plots, with disturbed node on the y-axis and reacting
nodes of the network on the x-axis, of II single node exceedance, III hurst exponent
and IV cross correlation coefficient for a microgrid example. From a to c the coupling
strength (see (8.1)) is scaled with factor 1.0, 0.3, and 0.1. Please note the different color
scales. All plots show an example microgrid.
basis for developing an analytic predictor for excitable nodes (see Section
6.3)
Concerning the Hurst exponent (Fig. 6.9 III.a-c), it is symmetric to-
wards the perturbed and reacting nodes. This means thatthe correlation in
time is preserved for certain nodes irrespective of what node is perturbed
initially. With lower coupling strength the correlation in time decreases
symmetrically.
The cross correlation between the time series of the disturbed node
and all other nodes for different coupling strengths (Fig. 6.9 IV.a-c) shows
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how for larger coupling strength cross correlation is generally higher than
for networks with lower coupling strength, as can be expected. Hence,
for higher coupling strength the network reacts as one whereas the node
dynamics for low coupling may even become anti-correlated.
6.3 Predictors for Troublemakers and
Excitable Nodes
As the previous sections showed, the introduction of lossy lines for the
analysis of distribution grid stability had a surprisingly strong effect on the
stability of each node towards local fluctuations. Hence, the interpretation
of these results must be closely related to the losses and how they eliminate
the symmetry of the Laplacian matrix in the model system. Instead of the
usual eigenvalue/eigenvector analysis, here, it is necessary to distinguish
between left and right eigenvectors for the non-symmetric Laplacian. In
the following, I shortly introduce the specific mathematics of non-symmetric
Laplacians which is necessary for the analysis of distribution grid systems.
Then, this section shows how troublemaker relate to the left and excitable
nodes to the right eigenvectors, respectively.
Some notes about non-symmetric Laplacians. Non-symmetric ma-
trices, such as the Laplacian of the lossy distribution grid dynamics, have






km = λjvmjl . (6.4)
They are orthonormal to each other but not orthonormal within themselves.
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I will always order the eigenvalues from largest to smallest: λ0 ≥ λ1 ≥
λ2 · · · > λN−1. The graph Laplacian always has a largest eigenvalue equal
to zero: λ0 = 0.
eLvir = e
λivir (6.7)
In matrix writing the Laplacian can be decomposed as




λi for i = j,
0 for i 6= j. (6.9)
Having defined the Laplacian and its corresponding eigenvalue-eigenvector






















which holds for homogeneous inertia Hi =: H and damping αi =: α. With
obvious modifications (6.10) can also be derived for heterogeneous inertia
and damping. With (6.10) the Jacobian’s eigenvalues σi can be expressed
in terms of the eigenvalues of the Laplacian:
σi1/2 = −α/(2H)± 1/H
√
α2/4 + λi (6.11)
Hence, the imaginary part of the Jacobian eigenvalues derives from the
negative real eigenvalue of the Laplacian eigenvalues.
Illustrative example. The definition of the Laplacian in terms of left
and right eigenvectors enables to relate the left eigenvectors with the trou-
blemaker index and the right eigenvectors with the excitable nodes, re-
spectively. A helpful example is the simple first-order equation which has










Future Power Grid Stability and Control
which allows to interpret vir as the shape of the mode, eλit as the dynamics
of the mode and vil ·x0 as the strength with which the mode is excited.
Introducing a perturbation, p, allows a better understanding of how the
different modes are excited and what role left and right eigenvectors play.
As a high autocorrelation plays a role in troublemaker index, I consider the
example of a continuously displaced system.
ẋ(t) = Lx+ p


















vil · p dt
′
(6.13)















vil · p (6.14)
Thus for long times, the zero mode diverges and will tend to dominate the
dynamics.
Left Eigenvectors and Troublemakers. The conclusion from this il-
lustrative example is that strongly autocorrelated drivers of instability or
troublemakers are most visible in the zero mode. This is expressed by the
term v0rv0l · pt in (6.14). Hence, the troublemaker index is approximately




This means, as I vary p to hit different nodes, the size of the term will vary
with the zero-component of vl, and hence v0l is a predictor for the TI-index
a b c
Figure 6.10: Comparison of model results with predictor for the troublemaker
index. Plot of troublemaker index over the predictor (see (6.15)) based on the zero
mode of the Laplacian’s left eigenvector for a) an exemplary tree-like microgrid, b) a
MV grid and c) a meshed microgrid.
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of a node. Heuristically, this can be understood in the following way: In
order to get a large frequency deviation, it requires a sustained displacement
of the system. The zero eigenmode is the only one that does not lead to
oscillations of the system which cancel each other out. This holds if the
system is not overdamped and |λi| > α2/4. Thus, there is only a chance of
a sustained perturbations for the zero mode.
This interpretation is supported by the model results (see Fig. 6.10).
For both the micro- and the MV grid the predictor gives an excellent cor-
relation with the troublemaker index from the simulation results. Despite
the heterogeneity of damping and inertia in the MV grid case this predictor
works astonishingly well for this model case (see Fig. 6.10b). The results
from the meshed microgrid in Fig. 6.10c show that this analysis does not
only apply to tree-like networks but may also be extended to other grid
topologies. At the same time, the meshed topology’s troublemaker index is
about a factor 10 smaller than the microgrid and MV grid case with same
coupling strength. This shows how the addition of lines is able to reduce
the risks for stability occurring from fluctuating power input. Hence, the
troublemaker predictor works well for all model cases: for the microgrid
case, the MV grid example and even for a meshed microgrid.
Right eigenvectors and excitable nodes. Conversely, Figs. 6.3 and
6.4 showed that temporal correlations play no such prominent role when
considering excitability. Instead, the spatial structure of the modes becomes
relevant. Hence, I will consider the right eigenvectors, vir, of the Laplacian,
which encode the spatial structure. A simple guess is that a predictor for
excitability therefore needs to contain the sum over all right eigenvector
modes since it gives insights on how strong each node is excited on average.
Because intermittent RES fluctuations show a turbulent power spectrum,
with the Kolmogorov exponent of −5/3, not all network modes are excited
equally strong and the right eigenvectors needs to be weighted. Then, the








|λ|−5/3 for λ 6= 0,
0 for λ = 0.
(6.17)
The estimator for excitability makes two assumptions. First, each mode is
excited with an amplitude proportional to the power spectrum of the feed in
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fluctuations and second, each mode contributes its amplitude independently
to the overall amplitude of a node. Justifying and improving these two
assumptions is part of future work.
Again, this predictor correlates well with the simulation results, as
shown in Fig. 6.11. This applies for all model cases: the homogeneous
and purely tree-like microgrid, MV grid example and the meshed micro-
grid. Since the predictor is an estimator, more complex power flow patterns
with several fix point solutions, as they appear in meshed grids, hamper
the agreement of simulation results and predictions but nevertheless, give
a great qualitative understanding of which network regions are weakly or
strongly excited by fluctuating input. In the case of heterogeneous damping
and inertia, such as in the MV grid case, eigenvalues of the Laplacian are
not directly translatable into eigenvalues of the Jacobian. This makes the
well correspondence of model results and predictor rather astonishing.
a b c
Figure 6.11: Comparison of model results with predictor for excitability. Plot
of excitability over the predictor (see (6.16)) based on the right Laplacian EV predictor
for a) an exemplary tree-like microgrid, b) a MV grid and c) a meshed microgrid.
6.4 Discussion of Fluctuation Analysis
This chapter showed the importance of the network position for single-node
fluctuations and different model cases in terms of its influence on the overall
stochastic stability of lossy DGs. There is a remarkable and subtle but
robust interplay of dynamical and topological properties, even in the case
of a microgrid with a homogeneous distribution of identical net consumers
and producers. This interplay is largely absent for lossless grids. Without
the correct representation of distribution grids as lossy networks, this effect
would therefore have stayed undiscovered.
Drivers of instability, the so-called troublemakers and fluctuation sensi-
tive nodes appear on branches, which demonstrate coherent behavior within
themselves and thus network neighbors behave alike. Such troublemakers
tend to pass on the temporal correlation of the intermittent power time
series to the other grid nodes. Which branches turn out to be instable ones
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is determined by the power input configuration and thus the power flow on
the network.
At the same time, especially at low coupling strength generally fluctua-
tion sensitive nodes emerge. Such nodes of high excitability themselves have
little capability to act as troublemakers. Instead they cause large frequency
incoherencies.
Generally, I conclude that the left eigenvectors of the Laplacian de-
termine which modes are excited by how much. In order to get a large
deviation from synchrony, a large sustained displacement of the system is
required. The zero eigenmode is the only one that does not lead to oscil-
lations of the system which cancel themselves out. Strongly autocorrelated
drivers of instability or troublemakers are most visible in the zero mode.
Hence, the zero mode entry of the left Laplacian eigenvector is a predictor
for troublemaking.
Whereas the right eigenvectors says what the modes look like and serve
as excitability predictor. The excitation of the network’s eigenmodes hap-
pens in the case of a strong overlap of the network’s eigenfrequencies and
the wind and solar power spectrum for low coupling strength. The overlap
leads to large entries in the corresponding Kolmogorov weighted sum of the
Laplacian’s right eigenvectors that enables to identify the most excitable or
fluctuation sensitive nodes. The corresponding analytical predictor permits
to identify network regions that are especially effected.
Meshed grids show the previously described effects, only less pronounced
and with reduced values in exceedance. Hence, these findings are not re-
stricted to pure tree-like networks. Still, a more detailed investigations of
meshed grids shall follow, especially targeting at the question how the smart
placement of a few additional lines may eliminate troublemakers.
Despite the conceptual modeling approach, I would like to be make
a few careful distribution grid design recommendations. As the issue of
excitable nodes in lossy grids increases with reduced coupling strength,
long lines and cables are especially affected and thus, are to be avoided in
distribution grids. Also, the issue of troublemakers and can be overcome
with low resistance lines. However, the placement of RES at nodes that are
no troublemakers would be the cheapest solution, if possible. The addition
of new links to distribution grid trees significantly reduces the occurrence of
troublemakers and the risks from eigenmode excitations at the same time.
The simple form of the predictors found in this work, strongly suggests
that future analytic work will be able to actually derive these predictors
precisely. The relevant features of the noise and system, that drive the
various observations have been identified, provide a roadmap for future in-
vestigations. A related publication is in preparation and to be published
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after the submission of this thesis. Also, a study on multiple node fluc-
tuations shall follow, which asks for a better understanding of the spatial
correlation between fluctuations in renewable energy production. To cap-
ture the effect of future voltage issues, as a next step, the voltage dynamics
shall be introduced in the current model setup.
There is little known about the influence of RES fluctuations on fre-
quency dynamics in distribution grids. However, results of this and related
work help to reduce balancing needs and improve the placement of network
stabilizing power balancers and cost-efficient control techniques.
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The Impact of Delayed Reaction
In this chapter, with the example of DSGC, I present the impact of delayed
reaction on power grid stability. This research relates to the question of
how to enable a dynamically stable integration of renewable energies (see
Sect. 1.5). First, Section 7.1 demonstrates why it is relevant to investigate
delays in power grid dynamics. Section 7.2 recalls the model description
from Sect. 2.3 and introduces different network motifs as model cases. For a
star motif, in Section 7.3, I show the appearance of destabilizing resonances
and possibilities to maintain stable grid operation. Further, I investigate
the effect of decentralized power generation in cyclic and square lattice grid
motifs in Section 7.4. Much of this chapter is based on Schäfer, Grabow,
Auer, et. al.1 where I helped to design the study, interpret the results
and aided the model implementation.
7.1 Why Delays are Relevant
In future smart grids household may not only consume power but also
generate electricity, e.g. through roof-top PV generation. Thus, in such
a scenario consumers may act as producers and consumers at the same
time, so-called prosumers (Kotler 1986). As a result, both consumption
and production may be controlled by power electronic devices. These do
not react inherently through the laws of physics as the rotating masses of
synchronous machines do. Instead, they need to measure grid variables such
as frequency and voltage and react with adequate, predetermined control
schemes. These measurement and reaction times introduce delays into the
power grid dynamics. Both, the concept of Decentral Smart Grid Control
1© EDP Sciences and Springer 2016. With permission of Springer.
83
Future Power Grid Stability and Control
(DSGC, see Sect. 2.3) and grid-following inverter control (see Sect. 2.2.3.1)
may provoke such delays.
In current (European) power plants the initial delays have to be smaller
than 2s according to European regulations (ENTSO-E 2016), in practice
they will be significantly smaller. However, in future power grids additional
communication delays (Naduvathuparambil et al. 2002) of the order of sev-
eral hundred milliseconds might arise in addition to delays of unknown
magnitude caused by demand response and additional power electronics.
Hence, the following investigation considers a large range of potential de-
lays τ ∈ (0, 5)s looking for the boundary of acceptable delays.
7.2 Model Description
The equation of motion for power system dynamics with delayed control










Kij sin(φj − φi)− γi
dφi
dt
(t− τ) ∀i ∈ {1, ..., N}.
(7.1)
The moment of inertia is assumed to be identical for all machines and hence
I eliminate such moments of inertia in the equation of motion for simplicity
of presentation (Schäfer, Matthiae, Timme, et al. 2015). As a further sim-
plification, ohmic loads are neglected as they should be small compared to
shunt admittances (Hertem et al. 2006) for the dynamics I consider. The
parameters of the swing equation are calculated from standard literature
values (Machowski et al. 2011; Schultz, Heitzig, et al. 2014a).
Delayed differential equations need a history function as initial condition
that describes the system dynamics for the time interval [−τ, 0]:
ω(t < 0) = ω0(1 + 0.1 tanh(t/2)). (7.2)
The simulation results do not change significantly with different history
functions such as ω(t < 0) = ω0. Though, the choice of (7.2) has the
advantage to be smooth, non-constant and thus more realistic.
In Schäfer, Matthiae, Timme, et al. 2015, it was already shown that
such a delayed system poses risks to the stability of the power grid for cer-
tain delays τ . Hence, an extension using frequency measurements averaged
over time intervals of lengths T was introduced to stabilize the power grid
regardless of the specific delay. Such averaging yields
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d2θi
dt2













(t′ − τ)dt′ (7.3)






Kij sin(θj − θi) (7.4)
− γi
T
(θi(t− τ)− θi(t− τ − T )) ∀i ∈ {1, ..., N}. (7.5)
For what follows, I choose homogeneous averaging time T for all machines,
as well as similar delays τ for all nodes. In addition, I use homogeneous
capacities Kij = K for all lines as well as same α and γ for all nodes to
simplify the calculations. In the following sections the delayed equations
(7.1) and (7.3) are applied to different network topologies and evaluated
according to their stability as a function of the delay τ with different aver-
aging times T . I hereby treat the averaging time T as a control parameter
that can be chosen when setting up the system, while the delay τ remains
as an exogenous parameter introduced by the consumers and producers.
The model cases are different network motifs. The four-node star motif
(see Fig. 7.1 (a) for an illustration) constitutes a conceptualization of the
main building blocks of power grids. In principle, their effective topology
locally resembles a star, the central node being a large power plant that
supplies the regional consumers in its vicinity (50Hertz et al. 2012; Rohden
et al. 2014). The cycle network and lattice-like topology, for which the effect
of decentral vs. central production is investigated, conceptually implement
cycle and meshed grid topologies.
The Linear Stability Analysis of delayed dynamical systems is
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From these the characteristic equation reads as




L (−α− γe−λτ − λ)1N×N
]
= 0. (7.9)
7.3 Delays and Network Resonances
This section presents the stability impact of delays for a four-node star motif
and compares the results of linear stability and basin stability analysis (see
Sect. 3.3). Hereby, I discuss the destabilizing effects of resonances and the
"rebound effect" for large delays and present how intermediate delays τ
benefit the stability.
Delays induce destabilizing resonances. Networks with star topology
(Fig. 7.1a) exhibit stability properties that depend crucially on the delay
and the averaging applied (Fig. 7.1b). Without any averaging (Fig. 7.1b
dark blue curve), there are delays τ for which the fixed point is linearly
unstable, i.e., there are eigenvalues with a positive real part Re(λ) ≥ 0.
Those eigenvalues exhibit a periodic behavior with respect to the delay τ .
Operating the power grid at a delay τ , e.g. τ ≈ 1s for which the real part of
the eigenvalue is positive, is equivalent to resonantly driving the power grid
Figure 7.1: Resonances and large delays τ destabilize the four-node system.
a) An elementary building block in a power grid with centralized production is shaped
like a star. The network is formed of one producer (green) in the center with power
Pproducer = 3/s2 and three consumers (red) with power Pconsumer = −1/s2 each. b)
Plotted are the eigenvalues with the largest real part as functions of delay τ . For no
averaging (dark blue curve), stable and unstable regions exist. For an averaging of
T = 2s, the system is stable for all delays below a critical τc ≈ 8s. In (7.3) parameters
α = 0.1/s, K = 8/s2 and γ = 0.25/s were applied. Figure b) is taken from Schäfer,
Matthiae, Timme, et al. 2015.
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away from the fixed point instead of damping it towards stable operation.
These destabilizing delays are linked to the eigenfrequency of the oscillators
in the power grid. If the delay is half the eigenoscillation duration, then
it increases amplitudes of perturbations instead of damping them. This
destabilization only occurs for α < γ because the resonant driving has to be
larger than the intrinsic damping of the system, see also Schäfer, Matthiae,
Timme, et al. 2015. Introducing sufficiently large averaging times into the
control cures these instabilities (Fig. 7.1b green curve); the unstable regions
vanish for all delays τ < 7s.
Rebound effect for large delays. For delays larger than a critical delay
τ > τc ≈ 8.7s the system always gets destabilized, i.e., there is an eigenvalue
with Re(λ) > 0. This rebound effect acts on a longer time scale than the
intrinsic oscillations of the power grid system and originates from an over-
reaction of the attempted damping as I explain below. The existence of
such a rebound effect is independent of averaging T (Fig. 7.1). I determine












, n ∈ Z. (7.10)
This result is obtained by the following considerations. For T = 0, the
sum of all angles, defined as Σφ :=
∑N
i=1 φi. The corresponding equation
of motion is obtained by using (7.1) as
d2
dt2





The characteristic equation of this equation reads
p (λ) = −α− γe−λτ − λ = 0, (7.12)
where the zero eigenvalue λ = 0 is eliminated which arises due to the
possibility to shift all angles by a constant. For τ = 0 the eigenvalue
λ = −α− γ is negative as α > 0 and γ > 0 and hence the system is stable
with respect to the sum Σθ. For larger delays τ > 0 I set λ = i · ξ to obtain
the delays for which the stability changes. This leads to
− α− γe−iξτ − iξ = 0. (7.13)
Applying complex expansion and separating into real and imaginary results
in
−α− γ cos(ξτ) = 0, (7.14)
γ sin(ξτ)− ξ = 0. (7.15)
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These equations can be solved for τ and ξ to yield the critical delay as
in (7.10). Note that a critical delay τc only exists, if the price adapta-
tion is larger than the intrinsic damping of the system γ > α. Following
straight-forward calculations I can prove that eigenvalues obtained from
(7.12) always destabilize the system, i.e., their real parts are positive for all
delays larger than the critical one,
Re(λ(τ)) > 0 ∀τ > τc. (7.16)
These results hold for all network topologies, since they required no as-
sumptions regarding the coupling matrix Kij or the power production Pi.
Predicting the precise scaling of the critical delay as a function of the av-
















which is a decreasing function in T for parameters α, γ, T > 0. Hence,
increasing averaging time T causes the rebound effect to occur for smaller
delays τ .
I conclude that the delay τ has to be smaller than a critical value τc to
ensure stability. This critical value depends only on the intrinsic damping α
and the price adaptation γ and decreases for increasing averaging T , while
it is valid for all network topologies. Hence, to avoid problems with large
delays, all actors of the power grid have to react within less than this critical
delay τc. Or they need to ensure that the intrinsic damping is larger than
the price adaptation: α > γ. For the next section, I restrict the delay to
the interval τ ∈ [0, 5]s to avoid this destabilizing rebound effect.
Intermediate delays benefit stability. With the help of linear stability
I observed that delays induce destabilizing resonances which can be sup-
pressed by prosumers responding to averaged frequency measurements. At
the same time large delays destabilize the system by introducing a rebound
effect. These results are supplemented by information from the basin sta-
bility analysis. For DSGC with averaging (Fig. 7.2b and c), I demonstrate
how intermediate delays τ are beneficial for the stability of the system.
Basin stability increases with greater delay µB(τ > 0) > µB(τ = 0) until,
for delays τ ≈ 4s, it is close to perfect stability with µB ≈ 1 both for an av-
eraging T = 1s and T = 2s. In the previous paragraph I demonstrated that
high averaging times and large delays always destabilize the power grid.
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Figure 7.2: Linear stability and basin stability analysis for the star topology
(see Fig. 7.1). Intermediate delays result in high values of basin stability if averaging
is switched on. Shown are the real parts of the eigenvalues for the 4 node star motif
(dark blue) as well as the basin stability of the producer (orange) and of one consumer
(red) as functions of the delay τ for different averaging times: a) T = 0s, b) T = 1s,
c) T = 2s. Parameters α = 0.1/s, K = 8/s2 and γ = 0.25/s were applied. For delay
τ = 2.1s simulations were repeated 21 times, averaged and the standard deviation is
shown as a typical error bar. Figures are taken from Schäfer, Matthiae, Timme, et al.
2015.
Hence, I observe a trade-off in curing resonances with averaging and avoid-
ing the rebound effect for delays larger than a critical value τc. Furthermore,
89
Future Power Grid Stability and Control
basin stability reveals that disturbances in a consumer node are less likely
to destabilize the system than perturbations of the producer (compare dark
red and light orange curves in Fig. 7.2). This is intuitively clear as there is
only one producer and the topology increases its importance even more.
I conclude that Decentral Smart Grid Control can be applied to the star
motif if an averaging time of at least T = 2s is used or the price elasticity
is smaller than the intrinsic damping γ < α. Additionally, intermediate
delays τ ≈ 4s incorporate the trade-off between curing either destabilizing
resonances or rebound effects. They increase the basin stability of the
system and thereby benefit the overall stability of the power grid.
7.4 Effect of decentralized production
In this section I demonstrated that switching from central to decentralized
production improves the linear stability in the power grid topologies I in-
vestigate for small and intermediate delays. Specifically, I analyzed linear
stability for moderately sized lattice and cycle networks for different central
and decentralized power production.
Figure 7.3: Central power production in a circle network requires larger ca-
pacity K than in decentralized power grids. Shown are the ranges of delay τ for
which the power grid motifs with central production (a) or decentralized production (d)
are linearly stable. Panels (b) and (e) present ranges for a high capacity K = 8/s2,
whereas (c) and (f) for K = 4/s2. Overall, the regions of stability tend to become larger,
the larger the average time T . Parameters α = 0.1/s and γ = 0.25/s were applied.
Figures are adapted from Schäfer, Matthiae, Timme, et al. 2015.
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Figure 7.4: Central and decentralized power production in a lattice-like topol-
ogy lead to similar stability. In contrast to the cycle network, the lattice-like topology
is stable for lower coupling K. Shown are the ranges of delay τ for which the power grid
motifs with central production (a) or decentralized production (e) are linearly stable.
Panels (b) and (f) present ranges for a high capacity K = 8/s2, (c) and (g) for an in-
termediate capacity K = 4/s2, finally (d) and (h) for K = 2/s2. Overall, the regions of
stability tend to become larger, the larger the average time T . Parameters α = 0.1/s
and γ = 0.25/s were applied. Figures are adapted from Schäfer, Matthiae, Timme, et al.
2015.
For a cycle network decentralization enhances stability significantly (Fig.
7.3). For a power line coupling of K = 8/s2 centralized and decentralized
production result in similar stability (Fig. 7.3b and e). However, for the
critical coupling of the cycle network, i.e., the minimal coupling needed so
that there exists a fixed point (Rohden et al. 2014), K = 4/s2, the cycle with
central production cannot be stabilized for all considered delays. Whereas
this is possible for decentralized production (Fig. 7.3c and f).
A lattice-like topology for power grids allows stable operation with cen-
tral power production (Fig. 7.4). Choosing large couplings of K = 8/s2
(Fig. 7.4b and e) or even K = 4/s2 (Fig. 7.4c and g), decentralized and
centralized production result in very similar stability. Even when oper-
ating at the critical coupling of the lattice-like topology K = 2/s2, the
central power production can be stabilized for sufficiently large averaging
time T = 4s (Fig. 7.4d and h).
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Note that I chose γi = 0.25/s for all nodes in the networks. Hence, the
large producer with Plarge = 8/s2 adapts relatively less compared to the
smaller producers with Psmall = 2/s2. Nevertheless, the overall adaptation




γi · |∆ω|, (7.18)
with |∆ω| being the maximal angular frequency deviation. Hence, the max-
imal adaptation ∆P is independent of the power distribution.
I conclude that a centralized power production requires larger transmis-
sion capacities compared to a decentralized power production to guarantee
stable power grid operation. An averaging time of T ≈ 4s stabilizes the
power grid with Decentral Smart Grid Control for all considered delays.
Note that the decentralized production has only short distances to the con-
sumers. Decentralized power production tends to allow smaller averaging
times, thereby offering a greater safe operating space. In addition, a highly
connected topology like a lattice outperforms the less connected cycle in
terms of stability.
7.5 Summary
In this article I showed the impact of delayed control with the application of
"Decentral Smart Grid Control" (DSGC), as proposed in Schäfer, Matthiae,
Timme, et al. 2015. The stability analysis has been undertaken for different
motifs and small networks.
I first determined both the linear stability and the basin stability of
a four-node-star motif in dependence on the delay time τ (see equation
7.1) and for fixed averaging times T (see equation 7.3). Linear stability
analysis reveals two destabilizing effects for the power grid. First, resonance
catastrophes destabilize the system periodically. This instability can be
cured by applying sufficient averaging (Fig. 7.1). Secondly, a rebound effect
emerges for large delays and destabilizes the system regardless of averaging.
The rebound effect sets an upper limit for the delay τ = τc and magnitude of
adaptation response γ as it has to be smaller than the intrinsic damping of
the system α. The basin stability analysis gives further probabilistic insight
on how well DSGC tames grid instabilities. For large averaging times T and
intermediate delays τ , basin stability approaches unity (Fig. 7.2). Hence,
for DSGC exists a trade-off in curing resonances with averaging and larger
delays and avoiding the rebound effect for delays larger than a critical value
τc.
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Summarizing the results from linear and basin stability analysis, adap-
tation has to be smaller than the intrinsic damping of the system (γ < α) or
the demand response time needs to be located in a delay window of safe op-
eration (τ < τc). For values above the critical delay τc the system becomes
always destabilized, regardless of the averaging time. At the same time,
averaging and increasing delay is beneficial for system stability in terms of
basin stability. These results have strong implications on how parameters
has to be set for real world applications of DSGC.
In the last section of this chapter, I demonstrated the usefulness of
DSGC with centralized and decentralized power production. While it works
in both cases, central production requires larger line capacities K. For the
lattice-like topology, this effect can be compensated by using longer aver-
aging times. But decentralized power production is clearly advantageous.
As a next research step, this analysis shall be repeated with the fourth-
order model (see Sect. 2.2.2.2). Chapter 4 presented it as the necessary
model detail for basin stability assessment. It is also relevant to consider
heterogeneous networks, i.e. the use of different τ , γ, T values for individ-
ual nodes, modifying the averaging method, e.g., to a discrete time window
and extending the DSGC framework to larger network topologies. In this
context, there remain a couple of open questions that will have to be inves-
tigated in more detail, namely: What is the reason that delays τ for which
µB(τ) > µB(τ = 0) exist, in particular for larger averaging times? Do
larger networks required even larger averaging times T? How large is the
safe operating space to cure instabilities by resonances while avoiding the
rebound effect for different networks? These are all widely open questions.
In this chapter, I have demonstrated that Decentral Smart Grid Control
constitutes a promising control concept, in particular for future power grids






Today, in Germany 90% of RES are installed in distribution grids (BMWi
2014). Intermittent RES have strong power output fluctuations challenging
the dynamical stability of power grids (Rohden 2015; Schäfer, Grabow, et
al. 2016; Short et al. 2007; Troester 2009). In this chapter, I show how
the dynamic stability of distribution grids can be restored by concepts of
electric vehicle (EV) demand control. This relates to the question of how
to enable a dynamically stable integration of renewable energies (see Sect.
1.5). To a great extent this chapter is based on Auer, Roos, et al. 2017.
The goal of this work is to find an optimal parameterization for de-
central EV control in a modeling scenario with strong Photovoltaic (PV)
penetration (Roos 2016). The parameterization shall improve the dynam-
ical stability of the power grid, minimize the amount of battery switching
events to avoid battery degradation, and ensure an effective control at the
same time. In addition, I test whether randomization will be useful in order
to prevent undesirable demand synchronization as observed in Krause et al.
2015; Moghadam et al. 2016; Mohsenian-Rad et al. 2010; Short et al. 2007.
This chapter is organized as follows. First, Section 8.1 introduces to the
concept of EV control. Section-8.2 presents parameterization of the chosen
grid, of the inverter dynamics and the EV control and the performance
measures to evaluate the different parameterization scenarios. The results
section, 8.3, starts with investigating a base scenario without EV control.
Then I test different EV parameterizations or control strategies and their
robustness. Section 8.3 closes with a comparison of decentral vs. central
control.
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8.1 Introduction to Electric Vehicle Control
To maintain the grid’s dynamical stability, Schäfer, Matthiae, Timme, et
al. 2015 suggested the concept of Decentral Smart Grid Control (DSGC),
where power consumers adjust their demand according to the locally mea-
sured grid frequency (see Chapter 7). The use of the locally measured grid
frequency for DSGC has the advantage that the electrical appliances can be
automated with load controllers, such as the Distributed Intelligent Load
Controller (DILC) (Ian et al. 2003; Short et al. 2007). These load con-
trollers then adjust the power demand of an electrical device with a certain
control strategy or heuristic (Short et al. 2007).
In order to balance fluctuations locally where they appear, EVs and
their battery storage systems would present an ideal use case for DSGC
(Liu et al. 2013; Pillai et al. 2010). EVs can adjust their power demand
within milliseconds and have the capability to deliver power back into the
grid, also known as vehicle to grid (V2G) power transfer and vice versa
simply charge – grid to vehicle (Pasaoglu et al. 2013; J. Wang et al. 2011).
With a frequency control strategy, EVs essentially act as primary fre-
quency control reserves, since they autonomously assist in stabilizing the
grid frequency (Liu et al. 2013; Pillai et al. 2010). The fact that 94% of
all U.S cars are parked at noon time of a typical day (Van Haaren 2011)
shows the great potential for EV control. Instead of installing additional
expensive balancing hardware, the anyways idle EVs may be used for grid
control purposes.
A control strategy that has been suggested and used in order to main-
tain dynamical grid stability is the band gap strategy (Almeida et al. 2011;
Karki et al. 2014; Liu et al. 2013). A band gap is the frequency interval be-
tween the battery thresholds for positive and negative frequency deviations,
fmin and fmax (see Fig. 8.1), also called deadband. It defines the frequency
range where no power is transferred between the EV and the power grid, at
least relative to the base charging scenario. As small frequency deviations
are considered to be part of normal operation, the deadband reduces unnec-
essary battery stress. When the frequency deviations are out of this band
gap, the EV and power grid exchange an amount of power that depends on
the magnitude of the deviation from the band gap and a predefined rate of
power transfer called the ramping rate, r. Thus, this rate of power trans-
fer and the frequency band gap are the parameters which determine the
sensitivity of this control strategy.
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8.2 Model Description
In contrast to previous works (Almeida et al. 2011; Karki et al. 2014; Liu
et al. 2013; Pillai et al. 2010), I explicitly model the network structure as a
complex network. This allows to investigate the influence of decentral vs.
central control and model the interaction of appliances via the power grid.
In addition, stochastic models reproducing solar power fluctuations are very
recent (Anvari, Lohmann, et al. 2016) and I am the first to incorporate the
intermittent nature of fluctuations from RES in such a EV control study.
The model is designed to represent distribution grids. Thus, I chose
tree-shaped networks as the underlying network topology (generated with
a random growth model (Schultz, Heitzig, et al. 2014b). I introduce lossy
lines, since the common assumption of non-lossy lines for transmission grids
does not hold for distribution grids. As a simplification, all nodes in the
network have the same absolute power and inertia to exclude any side effects
from network heterogeneities that make the evaluation of different control
strategies more difficult (see the medium-voltage grid case described in Sec-
tions 2.1.4 and 6.1). The model uses discrete time steps of 0.01 seconds, and
each control strategy was simulated on 15 different power grids to average
out the influence of one specific network structure.
In the following, I elaborate on the modeling assumptions concerning
the type of node dynamics as well as the medium-voltage (MV) grid and
EV parameterization. Then, I describe what measures I use to evaluate the
performance of different heuristics.
Inverter-dominated grids. As a model case, I choose a MV grid re-
gion with high PV penetration which makes the grid dynamics inverter-
dominated. Most PV and wind power plants are connected to the grid via
grid-feeding inverters. However, grid-forming inverters are important for
dynamic stability (Schiffer, Zonetti, et al. 2016). Thus in this scenario,
which is meant to represent future MV grids, I assume that effective grid
nodes representing an accumulation of production from the Low-Voltage
(LV) level where each node has at least one grid-forming inverter. This type
of inverter is able to provide virtual inertia whereas grid-feeding inverters
contribute no inertia. Grid-forming inverters and their power electronics
may be programmed as Virtual Synchronous Machines, as mentioned in
Section 2.2.3.1, by using a smooth droop control. This then leads to the
same equations for the voltage angle φ and angular frequency (in the co-
rotating frame), ω = 2πf , in terms of the (virtual) inertia Hi (Schiffer,
Goldin, et al. 2013), power infeed Pi, (virtual) damping α, line susceptibil-
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(Pi + δPi(t)− αωi − b(fi)−
∑
k
Ui|Yik|Uk sin(φi − φk + φik)).
(8.1)
where b(f) is the function of the bandgap strategy illustrated in Fig. 8.1a
and equals
b(fi) = Θ(|fi| − fmin)sign(fi)(|fi| − fmin)r (8.2)
with the Heaviside step function Θ and the sign function sign. The power





where pmax = 3.7kW is the maximum charging power.
The virtual inertia and damping for the network model are calculated
as shown in Section 2.2.3.1. As I am interested in the low inertia case, with
few low powered grid forming inverters at each node, I assume a weakly
reacting, strongly smoothed system. This leads to consider α = 0.01s and
H = 0.05s2. Please note that the results are not sensitive to the exact
choice of α and H.
Medium-voltage (MV) grid parameterization. The MV-grid is a
good testing case for modeling EV frequency control as a reaction to power
fluctuations caused by a high PV penetration. This is the case because most
PV power plants are connected to LV or MV levels. This modeling scenario
is an extension of the MV grid case presented in Section 6.1. Again, all nodes
have the same amount of inflexible load and production which a strong
assumption in favor of homogeneity that allows to attribute any difference
in performance of EV control at different network nodes purely to the chosen
control strategy in combination with the nodes’ network properties.
For the inflexible load and average PV power generation a challenging
2050 scenario was assumed, where the power production from PV is two
times larger than the inflexible load in the MV nodes. Here, I assume
0.268 MW solar production for each MV node. This is a challenging, but
realistic scenario, as the installed PV capacity in some LV grids in south
Germany can already exceed the peak load by a factor of ten (Appen et
al. 2013). The inflexible load of each node was 0.168 MW, as the peak
load in 2014 of 84 GW in the German grid was equally divided among the
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MV nodes (Bayer 2015). This peak load is assumed to remain unchanged
until 2050, although it included the additional load from EVs. This is the
case since Smart Charging of EVs and the improved energy efficiency are
expected to compensate for additional loads from the growing amount of
EVs (Boßmann et al. 2015). Hence, the effective power input Pi, the power
which is injected into the grid, equals Pi = 0.1MW. The frequency time
series for this base scenario is shown in Fig. 8.1b.
EV parameterization. The EVs’ maximum charging/injection power
transfer rate is assumed to be 3.7 kW (230V/16A), also referred to as private
home charging, since this type of EV charging is expected to have a market
share of 64,8% in Germany by 2050 (Madina et al. 2016; Richter et al.
2010). The total battery capacity of an EV was 90 kWh, equal to the
maximum capacity of a Tesla model S (Tesla Motors 2016). The energy
consumption during a driving event is assumed to be 6.7 kW according to
Metz et al. 2012; Silva et al. 2009. At the beginning of each simulation 94%
of the EVs were available, in compliance with the findings from Van Haaren
2011,which documented that 94% of all U.S cars were parked at noon on a
typical day. The 6% of unavailable EVs were randomly distributed among
the MV nodes in the model.
The initial charge of all EVs is 72 kWh representing a state of charge
a)










Figure 8.1: Scheme of electric vehicle control and frequency time series without
such control. a) Scheme of battery ramping. [−fmin, fmin] is the frequency dead band
for which the battery stays idle. For ∆P = 0, no frequency control is provided. f
represents the frequency in the co-rotating frame. fmin and fmax determine the ramp at
which the battery charges (∆P > 0) or discharges (∆P > 0). ±pmax are the upper limits
for charging and discharching. b) Time series of all nodes’ frequency trajectories for the
base scenario of an example grid with power production of 0.268 MW and 0.168 MW
demand. The exceedance is calculated as the time share of frequency trajectories outside
the grey safety band of ±20 mHz. The dark grey dotted line at ±10 mHz marks the
threshold for battery control.
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(SOC) of 80%. For the EV battery threshold, I assume: fmin = 0.01 (see
Fig. 8.1), which corresponds to the so-called dead band from the German
transmission code and defines at which frequency primary control actions
kick in to balance deviations from the desired 50Hz set point (Verband der
Netzbetreiber e.V. 2007).
Performance Measures. The stability measures typically used in power
grid synchronization analysis are not applicable to stochastic system (Auer,
Kleis, et al. 2016; Belykh et al. 2004; Hellmann et al. 2016; Menck, Heitzig,
Marwan, et al. 2013; Nishikawa et al. 2006; Pecora et al. 1998). Here, I
use the exceedance measures, which is the time share the frequency spends
outside a given safe band (see Sect. 3.4 for a detailed explanation).
Besides frequency stabilization the performance of the proposed heuris-
tics are evaluated with respect to their influence on battery degradation.
Hence, the Switching events are recorded. They include the battery action
changes: decharging to idle, charging to idle, idle to charging and idle to
decharging. Note that I evaluate switching only for the primary control.
However, the background charging for battery refilling is assumed to be
fulfilled in the power balance and considered to be a problem of secondary
or tertiary control.
8.3 Performance Analysis of Electric Vehicle
Control.
The starting point of my investigations is the base scenario in order to gather
an understanding of how the power system behaves with increasing power
Figure 8.2: Sensitivity of base
scenario (no EV control). Ex-
ceedance (averaged over all nodes)
plotted over the potential average num-
ber of battery switchings for increas-
ing power production from 0.17 to 0.5
MW. The grey dotted lines (darker
grey for greater power production)
show a network sample of 15 ran-
dom medium-voltage topologies with
the black line representing the ensem-
ble average. The black diamonds mark
the chosen base scenario.
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Figure 8.3: Parameterization of EV ramping. a) Average number of nodal battery
switchings and b) average nodal exceedance plotted over different ramping slopes, r, for
15 different networks (grey dashed lines). For fmax = 0.01 Hz switching events go up to
500. The solid grey line represents the ensemble average for both, a) and b). The second
y-axis of the b) shows the analytic result for global frequency offset ∆F caused by a
global power unbalance ∆P (see (8.4)). c) Frequency time series for fmax = 0.02 Hz.
production from RES without any EV primary control present. Section 8.2
presented the chosen base scenario for the EV DSGC. Nevertheless, at first
I want to better understand how larger or lower values of RES production
influence the power system stability measures. Then, I identify the battery
ramping slope that is necessary to prevent frequency from exceeding the
chosen safety margin of ±0.02Hz. In order to identify not only a grid- but
also battery-friendly control mechanism, I apply a suitable battery threshold
randomization. I compare this strategy with the alternative approach of
averaging over past frequency values in order to overcome fast switching.
Finally, the importance of decentral control is investigated more closely
with respective to its effectiveness.
Base scenario - no EV control. Fig. 8.2 shows how an increase in pro-
duction equally leads to higher values of exceedance and potential switching
events. However, to what extent this happens, strongly depends on the cho-
sen type of network. A concise classification of networks with respect to
their robustness towards fluctuations will be an interesting research problem
for future work.
In this base scenario the EVs do not participate in frequency control.
However, by measuring how many times fmin was crossed, the potential
switching events are determined. In order to challenge EV grid control, as
previously mentioned, I have picked a case of relatively high production,
Si = 0.268MW (marked by black diamonds for each network in Fig. 8.2).
Fig. 8.1b shows the frequency evolution for all 100 network nodes for this
model setup. The frequency safety band illustrates how much time the
nodal frequencies spend outside the given safety band of ±20mHz. The
grey dotted lines show where the EV control would be triggered, if enabled.
The dead band of ±10mHz is in accordance with the present frequency reg-
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ulation scheme where primary control kicks in (Verband der Netzbetreiber
e.V. 2007).
How to avoid demand synchronization catastrophes with EV ramp-
ing. The advantage of EVs for grid control, compared with devices that
have a fixed runtime, is the possibility to smoothly ramp control up and
down at any time. The need for battery charging is left to an investigation
of secondary and tertiary grid control. In this work, the focus is on pri-
mary control balancing of short-term fluctuations centered around a zero
frequency deviation mean value.
In the following, different parameterizations of ramping slopes, r (see
eq. (8.3)), are tested. For that I vary fmax and keep fmin = 0.01Hz fixed
(see Fig. 8.1). For an ensemble of 15 networks, Fig. 8.3a shows how different
ramping slopes perform with respect to the number of switching events, that
happen on average at each node and how many times a node on average
exceeds the given frequency threshold band. In the steady state, ω̇i = 0,
the latter mean exceedance can be related to the global frequency deviation
∆F which again can be defined as a function of fmax. By summing over all












Thus, the shape of the exceedance over fmax function can be easily repro-
duced analytically (shown in black in Fig. 8.3b):
∆F =
∆P/H(fmax − fmin) + c · fmin
d(fmax − fmin) + c
, (8.4)
where c = Npmax, d =
∑
i 2παi/Hi and ∆P =
∑N−1
i=1 δPi is the absolute
power mismatch in the grid with contributions δPi from all nodes but the
slack bus, i = 0, and thus H = Hi,∀i = {1, .., N}. With the probability dis-
tribution of ∆P values over time a ∆F -distribution could be derived and the
integral over all values above ∆F = 0.02Hz would result in the exceedance
values. This calculation shows that transient frequency dynamics settle fast
in the new equilibrium. Hence, the global equilibrium, which is determined
by the average global frequency offset, at each point in time is sufficient to
reproduce the evolution of exceedance. From Fig. 8.3b I conclude that at
least fmax = 0.02Hz is necessary to reduce the exceedance probability to
zero. Compared to other approaches, this control scheme does not lead to
an increased probability of large frequency peaks (Tchuisseu et al. 2017).
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Figure 8.4: Reduced switchings through randomization. a) Number of switchings
per minute over normalized variance, σ/fmins, of the battery threshold fmin = 10mHz
for a 15 network ensemble. The dashed grey lines represent different networks, the solid
grey line the ensemble average. The dotted black line shows the chosen variance. b)
Frequency trajectories for all nodes of an example network for a normalized variance of
0% (grey) and 60% (black).
The switching events are relatively insensitive to a variation in ramping
slope. Only for fmax = 0.01Hz where batteries are charging and decharging
with an infinitely large ramping slope, switchings shoot up to more than 500
per minute. Nevertheless, in the zero exceedance range of 0.01 < fmax <
0.02Hz the number of switching events (with a mean of about 18/min) is
very high. The frequency trajectories (in grey) of Fig. 8.3c illustrates why
this is the case. The frequency is fluctuating around the battery treshold
because all batteries react almost simultaneously to the treshold crossings.
Small differences in local frequency signals are not enough to prevent the
build-up of such an undesirable feedback.
How to ensure sustainable battery operation with EV randomiza-
tion. To reduce switching events, as previous work suggested, I randomize
battery thresholds fmin (Moghadam et al. 2016; Mohsenian-Rad et al. 2010;
Short et al. 2007). Fig. 8.3a illustrates how a high ramping slope is able to
push exceedance down to zero. However, an undesirably large number of
switching events exists which would lead to fast battery degradation (see
Fig. 8.3a). Thus, I draw the battery threshold for each EV from a Gaussian
probability distribution centered around f̄min = 0.01Hz. With this random-
ization, I prevent all EVs from switching on and off at the same time which
leads to a negative feedback and oscillations around the battery threshold.
Fig. 8.4a demonstrates how the switching events at first peak for very small
variance and then rapidly decrease. Already for 20% of variance, switching
events are reduced by around 60%, for 60% variance they are down to 20%
of its value without randomization. The power input evolution over time re-
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Figure 8.5: Robustness of the chosen EV control scheme. a) Number of switchings
for varying ramping slopes and b) for increasing power production with 60% normalized
variance in fmin. The light grey lines for both plots represent the 15 network ensemble.
The dark grey line is the ensemble average. a) has an inlay which is a zoom of the
frequency range f = [0, 0.01]Hz.
veals another side effect. In addition to the switching events also the peaks
in absolute power changes are reduced. Finally, in frequency trajectories
with randomization there are no oscillations around the battery threshold
anymore and a normal distribution of the battery threshold around 0.01Hz
results in frequency fluctuations much below this value (see Fig. 8.4b).
Because I still want to keep a dead band for all EV batteries, in the
following I will choose the 60% variance as the standard model setup. For
larger variances in fmin a number of EVs would already start their control
at very small frequency deviations or even close to zero.
Robustness of control setup. With this choice of EV control parame-
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a) b)
Figure 8.6: Influence of input signal averaging. Averaging over the input frequency
signal for different interval lengths τ (or averaging times) changes a) exceedance and
b) number of switchings. An ensemble of 15 networks is shown as gray lines with the
ensemble average as black dashed line.
104
CHAPTER 8. DECENTRAL ELECTRIC VEHICLE CONTROL
to check for any improvements. Indeed, for immediate ramping (with infi-
nite ramping slope) the strong repeated switching is suppressed and reduced
by a factor 100 (see Fig. 8.5a). However, in the evolution of exceedance over
fmax (not shown here) there are no changes. According to Fig. 8.5b even
with the randomization approach a light increase in switching events is un-
preventable. At the same time, with respect to the frequency exceedance,
the model setup is pretty robust towards increasing power fluctuations.
Destabilizing effect of input signal averaging. As an alternative to
randomization, an input signal averaging approach was considered in or-
der to reduce battery switchings. The influence of averaging on exceedance
and switchings, without any randomization is shown in Figs. 8.6a and b,
respectively. At averaging times around τ = 0.02s the frequency fluctua-
tions grow in time. Not only that the frequency safe-band is exceeded but
the frequency is completely driven out of its stable state. Normally dis-
tributing the battery threshold around fmin = 0.01Hz does not eliminate
the destabilizing effect of averaging.
I suspect that this is due to the introduction of delays into the system
(Schäfer, Matthiae, Timme, et al. 2015; Schäfer, Grabow, et al. 2016; Yu
et al. 2016), the further study of which is outside the scope of this work.
How to ensure effective control – Central vs. decentral EC con-
trol. I set up a control system that both brings down the exceedance to
zero and reduces switching events through randomization. In the follow-
ing, I want to test the robustness of my proposed control scheme against
a changing number of EVs in the power system and compare how central
vs. decentral control performs. This is realized by either distributing a
number of M EVs homogeneously or inhomogeneously in the power grid.
In the decentral case all nodes have the same number of EVs whereas in
the centralized approach all nodes except the slack bus have only one EV.
The number of EVs place at the slack bus is then M − (N − 1). It can
be positively emphasized that both regional distributions are able to bring
down exceedance when there are more than a total of about 400 EVs in
the system (see Fig. 8.7a). Thus, above a minimum number of EVs the
exceedance of the 0.02 Hz-threshold is independent of the way EVs are dis-
tributed. However, concerning the switching events, there is a considerable
difference in performance of both model cases. For the central distribution
the mean switching number is one order of magnitude higher than for the
homogeneous distribution and the variance in the performance for different
networks is very large, as Fig. 8.7b shows.
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The frequency trajectories for either a central or decentral distribution
of a total of 10, 000 EVs for an exemplary time frame of 50s is illustrated
in Fig. 8.7c. The frequency fluctuations for the central case are up to three
times larger for a few nodes. Because all 100 nodes’ frequency trajectories
are plotted, these visible large fluctuations may be attributed to only a
few nodes in the network. Indeed, it is clearly visible how the decentral
EV control is able to better equally reduce frequency fluctuations among
all network nodes, whereas the central control scheme is not able to handle
frequency fluctuations at nodes further away from the slack bus. For stricter
exceedance thresholds this would lead to notable differences in exceedance
values for high numbers of EVs (see Fig. 8.7d). Fig. 8.8 compares both
cases by illustrating the maximum frequency deviation for each node over






Figure 8.7: Decentral vs central control. a) Single node exceedances and b) nodal
average of battery switching events for an increase in the total number of EVs for a
homogeneous (black dotted lines) and an inhomogeneous (grey solid) EV distribution.
The mean values are plotted with a darker color gradient. In the decentral case all
nodes have the same number of EVs, whereas in the centralized approach each node
but the heavy node has only 1 EV, all the other EVs are connected to the heavy node.
c) Exemplary 50s time frame of frequency trajectories (from 100-node example network)
of an overall simulation time of 500s for the decentral (black) and central (grey) EV
distribution for the same total number of 10, 000 EVs. d) Varying exceedance threshold
and overall network exceedance for central (dashed) and decentral (solid) control and
different total EV number (see legend) for an example grid.
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Figure 8.8: Maximum nodal frequency deviation for decentral and central EV
control for an example MV-grid with a total of 10, 000 EVs. In the decentral case all
nodes have the same number of EVs, whereas in the centralized approach each node but
the heavy node has only 1 EV, all the other EVs are connected to the slack bus.
8.4 Summary
In this chapter, I demonstrated the feasibility and advantages of decentral
EV control for MV network ensembles with high shares of solar production
and thus, strong intermittent power fluctuations. Here, I incorporated a
highly realistic stochastic representation of RES fluctuations and focused
on the issue of primary control of short-term frequency fluctuations centered
around a mean of 50Hz, the stable set point of frequency synchronization.
I explicitly model the network structure instead of following a copper-plate
approach which allows to compare the performance of decentral vs. central
control by modeling the interaction of all EV devices via the power grid
infrastructure.
In my analysis, I followed the three main aims of ensuring dynamic grid
stability within a frequency safe band, engineering EV control for a sustain-
able battery operation and designing grid control in an effective manner.
In order to ensure grid stability, I find a maximal necessary (critical) ramp-
ing rate to completely suppress threshold exceedance. The influence of the
ramping rate on the exceedance can be reproduced analytically. The ability
of battery devices to be adjustable in their ramping as well as charging and
decharging times prevents an undesired synchronization catastrophe caused
by negative feedback loops. Hence, the here suggested control scheme does
not lead to an increased probability of large frequency peaks (Tchuisseu
et al. 2017).
Nevertheless, using the same ramp for all EVs leads does not cause a
synchronization catastrophe, as expected. It is able to suppress frequency
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fluctuations, however, at the cost of a large number of battery switching
events. To overcome this effect and prevent battery degradation, I in-
troduced a variance in battery threshold and randomize the switching of
the different EV devices. To my knowledge, this combination of ramping
slope and randomized battery threshold, performs best to jointly reduce
exceedance and switching events. This control strategy parameterization is
relatively robust against a further increase in power production and thus
fluctuations. The exceedance stays at zero level and switching events only
increase slightly.
In contrast to the randomization, an averaging approach destabilizes the
system. This highlights the need for further research into the interaction of
decentral frequency control and delayed control actions.
Another important finding is the advantage of decentral over central
control for a more effective frequency balancing. While both control mea-
sures succeed in keeping fluctuations within a given safe band, the decentral
control leads to an order of magnitude lower switchings and thus, allows for
a more sustainable battery operation. At the same time, the central con-
trol would introduce a strong heterogeneity in the fluctuation amplitudes
among the network nodes.
For further work, I see a great potential in the extension of this model
setup to secondary and tertiary control. This would also allow to incor-
porate EV control into a realistic case study and compare it with other
balancing techniques with respect to their technical and economic feasibil-
ity. Related to this issue is the interaction of EV control with different
inverter types and their individual control schemes.
Generally, electric vehicles are an opportunity for the decarbonization of
both the electricity and traffic sector, especially by interconnecting the two.
The use of state-of-the-art battery technology increases the availability of
storage for the eradication of mid- and short-term power fluctuations, e.g.
from RES deployment. With my holistic network modeling approach, I
demonstrated the technical feasibility of interconnected EV control devices
but, there is much more work to follow to understand the risks and potential




This PhD thesis is centered around the “Stability and Control of Power
Grids with high Renewable Energy Share” and makes contributions to the
three overarching questions related to the challenges of future power grids’
stability. With my thesis I aim to bridge the gap between the research of the
electrical engineering and the theoretical physics community. Hence, I cover
the whole spectrum from theoretical concepts and methods to very applied
subjects. As a result, this work addresses both communities. Throughout
this work I attempted to incorporate the conceptual modelers approach
according to the principle “as simple as possible, as complex as necessary”.
I sincerely hope, that the analysis methods and modeling approaches, I
developed within my dissertation contribute to establishing the complex
systems’ view on power grid stability assessment.
9.1 Resilience Analysis
How can the resilience of power grids towards extreme events be measured
and improved?
The first question relates to how resilient power grids are in the case of
natural or human-made extreme events. Here, Chapter 4 gave important
insights to conceptual modelers by providing information on the necessary
model detail for measures of transient stability assessments. For differ-
ent grid topologies I compared the second- and fourth-order model of syn-
chronous generators and motors with respect to their frequency response
towards large perturbations. The voltage dynamics constitute the difference
in model detail. I found evidence that some stable fixed points of the swing
equation become unstable when voltage dynamics are added. Then the
asymptotic behavior of the system can be significantly altered, and basin
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stability estimates obtained with the swing equation can be dramatically
wrong. In contrast, survivability does not change significantly when taking
the voltage dynamics into account. This holds because transient voltage
bounds are dominated by transient frequency bounds and play no large
role for the assessment of survivability.
Related publication: S. Auer, K. Kleis, P. Schultz, J. Kurths, and F.
Hellmann. “The impact of model detail on power grid resilience measures”.
In: The European Physical Journal Special Topics 225.3 225.3 (2016), pp.
609–625. doi: 10.1140/epjst/e2015-50265-9.
9.2 Static Voltage Stability
How can static voltage stability be ensured and grid congestions be avoided?
The second and most recognized challenge is how to ensure static voltage
stability and avoid line capacity overloading while the deployment of RES in
the distribution grid layers is massively increasing. As a possible solution to
this problem, Chapter 5 analyzed the future technical potential of reactive
power provision from decentral resources for the whole of Germany. For
a 100% renewable electricity scenario, I set the possible reactive power
supply in comparison with the reactive power requirements that are needed
to realize the simulated future transmission grid power flows. Since an exact
calculation of distribution grids’ reactive power potential is difficult due to
the lack of detailed grid models on such a scale, I estimated the potential by
assuming a fully symmetrical, scaled and averaged distribution grid model
connected to each of the transmission grid nodes. I find that for all, except
a few transmission grid nodes, the required reactive power can be fully
supplied from the modeled distribution grids. In future work, this study
should be continued with more realistic hierarchical distribution grid models
and incorporate an economic evaluation that compares decentral reactive
power provision with the known alternatives.
Related publication: S. Auer, F. Steinke, W. Chunsen, A. Szabo, and R.
Sollacher. “Can distribution grids significantly contribute to transmission
grids’ voltage management?” In: PES Innovative Smart Grid Technologies
Conference Europe (ISGT-Europe), 2016 IEEE. IEEE. 2016, pp. 1-6.
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9.3 Dynamical Stability
How can renewable energies be integrated in a dynamically stable way?
This question constitutes the main part of this work. Chapter 6 starts with
studying the influence of local intermittent fluctuations on the stability and
power quality of lossy distribution grids. For different model cases, I showed
the importance of the network position for single-node fluctuations and their
influence on the overall stochastic grid stability. There is a remarkable and
subtle but robust interplay of dynamical and topological properties, even in
the case of a homogeneous microgrid, where same-sized net consumers and
producers are randomly distributed among the network nodes. This inter-
play is largely absent for lossless grids and would have stayed undiscovered
without including this important characteristic of distribution grids.
I showed the appearance of branches with troublemakers or excitable
nodes. Troublemakers or drivers of instability tend to pass on the temporal
correlation of the intermittent power time series to the other grid nodes. At
the same time, generally fluctuation sensitive nodes emerge. Such nodes of
high excitability themselves have little capability to act as troublemakers.
Instead they cause large frequency incoherencies. I could show that the
left eigenvectors of the Laplacian determine which modes are excited by
how much and thus, are able to predict troublemakers. Whereas the right
eigenvectors says what the modes look like and serve as excitability predic-
tor. These findings are not restricted to tree-like networks but also hold
for meshed grids. Here, the addition of new links to distribution grid trees
significantly reduces the risks of troublemakers occurring and the possibility
of eigenmode excitation at the same time. Despite the conceptual model-
ing approach, I would like to make some careful distribution grid design
recommendations. Long lines and cables are to be avoided in distribution
grids since the occurrence of excitable nodes increases with reduced cou-
pling strength. Also, the issue of troublemakers could be overcome with
low resistance lines or the smart placement of few additional lines. How-
ever, the positioning of RES at nodes that are no troublemakers would be
the cheapest solution if possible.
The simple form of the predictors found in this work, strongly suggests
that future analytic work will be able to actually derive these predictors
precisely. A related publication is in preparation and to be published after
the submission of this thesis. Also, a study on multiple node fluctuations
shall follow, which asks for a better understanding of the spatial correla-
tion between fluctuations in renewable energy production. To capture the
effect of future voltage issues, as a next step, the voltage dynamics shall be
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introduced in the current model setup.
Related publication: S. Auer, F. Hellmann, M. Krause, and J. Kurths.
“Stability of Synchrony against Local Intermittent Fluctuations in Tree-like
Power Grids”. In: Chaos 27 (12 2017). doi: 10.1063/1.5001818.
Second, the stability influence of delays from Decentral Smart Grid Control
(DSGC) or power electronic resources, that connect RES to the grid, has
been investigated in Chapter 7. Linear stability analysis reveals two desta-
bilizing effects for the power grid. First, resonance catastrophes destabilize
the system periodically. This instability can be cured by applying sufficient
averaging. Second, a rebound effect emerges for large delays and destabi-
lizes the system regardless of averaging which sets an upper limit for the
delay τ = τc. I further investigated whether DSGC supports centralized or
decentralized power production for different grid topologies and found it to
be applicable to both. However, the results on cycle-like systems suggest
that DSGC favors systems with decentralized production. Here, lower line
capacities and lower averaging times are required compared to those with
centralized production.
Related publication: B. Schäfer, C. Grabow, S. Auer, J. Kurths, D.
Witthaut, and M. Timme. “Taming instabilities in power grid networks by
decentralized control”. In: The European Physical Journal Special Topics
225.3 (2016), pp. 569–582.
Finally, the potential of electric vehicles to balance grid frequency fluctu-
ations was demonstrated in Chapter 8. For the first time in such a study,
I explicitly modeled the network structure and incorporated non-Gaussian,
strongly intermittent fluctuations typical for RES. I showed that EVs can
completely eliminate frequency peaks. Using threshold randomization I fur-
ther demonstrated that demand synchronization effects and battery stresses
can be greatly reduced. In contrast, explicit frequency averaging has a
strong destabilizing effect, suggesting that the role of delays in distributed
control schemes requires further studies. In addition I find that distributed
control outperforms central one. The results are robust against a further
increase in renewable power production and fluctuations.
Related publication: S. Auer, C. Roos, J. Heitzig, F. Hellmann, and J.
Kurths. “The Contribution of Different Electric Vehicle Control Strategies
to Dynamical Grid Stability”. In: arXiv preprint arXiv:1708.03531 (2017).
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9.4 Personal Comment
All in all, through conceptual modeling this thesis has investigated sev-
eral aspects of future power grids, starting from static stability assessment
and moving towards integrating more aspects of future power grid dynam-
ics. However, there are still many open questions and potential research
subjects, of which I addressed some in this thesis. In this regard, I want
to encourage further work in this exciting transdisciplinary field to prevent






The parameterization of the multilayer power grid in Chapter 5 was derived
as follows. For the power lines the standard overhead and cable line values
for the different voltage levels are taken, see Tab. A.1. UHV/HV transform-
ers have an overall capacity of 148 GVA and are 606 in number (Medjroubi
et al. 2015). This results in an average capacity of 244 MVA. With 76,000
km HV lines (Deutsche Energie-Agentur 2012) that are ca. 94% overhead
lines and a typical HV overhead line transmission capacity of 130 MVA on
average there are 244/130 ≈ 2 overhead lines per UHV/HV transformer.
Then, the average line length is lHV = 76, 000/(606 · 2)) = 62.7 km. Sim-
ilarly, I proceed with the lower grid levels with 4080 HV/MV transform-
ers (Deutsche Energie-Agentur 2012), 523, 468km of MV lines of which ca.
64% are overhead lines (BNetzA 2013). The average line lengths are thus
lMV = 9.43 km (l̃MV = 0.5 · 9.43 = 4.72 km as consumer loads are connected
to the middle of the line). Also, there are 460, 321 MV/LV transformers
(Deutsche Energie-Agentur 2012) and LV lines add up to 1, 067, 100 km
(BNetzA 2013).
Hence, the approximate proportionality ratios, corresponding to the tree
graphs branching bi for each node i in the chain network, are
bi = {1, 2, 3, 14, 9, 8}. (A.1)
That is, for each UHV/HV transformer there exist 2 HV lines, 6 HV/MV
transformers etc.
Since Germany’s peak load is about 80 GW and there are 606 UHV grid
nodes (Medjroubi et al. 2015), each average distribution grid has a peak load
of 132 MW. The real UHV nodes, however, have different peak consumer
loads connected to them. Some nodes support large loads in big cities, other
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rather supply load-poor rural areas. I thus rescale each node’s generation
capacities and loads to match one copy of the average grid model, perform
the distribution grid power flow calculations, and then rescale its results to
the original node size. Specifically, I introduce the norm factor nload,i for




where Di,t is the consumer load at node i at time t. I then normalize the
installed distribution power generation capacities Ci at node i with current
actual power generation Pi,t at time t to the average grid model as
D
′
i,t = Di,t/nload,i, (A.3)
C
′
i = Ci/nload,i, (A.4)
P
′
i,t = Pi,t/nload,i. (A.5)
Moreover, if the distributed power generation capacity C ′i exceeds the 1.5fold
of the peak load of 132MW of the modeled distribution grid structure, it is
unlikely that such generation capacity could be integrated into the existing
grid without massive grid extensions. I thus only considered the plausi-
bly integrateable part below such thresholds and normalize the generation





/(1.5 · 132) C ′i > 1.5 · 132
1 C
′













After the power flow simulation described in the following sections, the





i,t are scaled back by
Qi,t = Q
′′
i,t ·ncap,i ·nload,i. (A.9)
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APPENDIX A. PARAMETERIZATION OF MULTI-LAYER POWER
GRID MODEL
Transformers UHV/HV HV/MV MV/LV
Cj [MVA] 244 26 1
Uj [kV] 110 30 0.4
Uk [pu] 0.14 0.1 0.14
Ur [pu] 0.005 0.005 0.005
R [Ω/km] 0.2459 0.1731 8e-4
X [Ω/km] 6.8818 4.8431 2.24e-2
Ycr [km/Ω] 0 0 0
Table A.1: Parameterization of nodes in the conceptual power chain network where C
is the average transformer capacity, Uj the lower voltage side, Ur the ohmic voltage
drop, Uk the short-circuit voltage, R the resistance, X the reactance and Ycr the cross
admittance. Parameters and transformer impedance calculation according to Oeding
et al. 2004.
Lines HV lines MV lines LV lines
Cj [MVA] 130 14 0.12
lj [km] 62.7 4.72 0.17
Lj[1000 km] 76 523 1067.1
Uj [kV] 110 30 0.4
R [Ω/km] 0.1 0.4 0.5
X [Ω/km] 0.387 0.3 0.08
Ycr [km/Ω] 2.983e-6 2.9202e-6 2.669e-6
Table A.2: Parameterization of links in the conceptual power chain network where C is
the average transmission, Uj the lower voltage side, l the average power line length, R






The Swing Equation is given by
dφi
dt








UiBijUj sin(φi − φj)−Diωi . (B.2)
I work in the per unit (pu) system and thus the voltage is given in the node
dependent unit pu that sets the nominal voltage to 1. Thus Ui = 1pu for
the swing equation. The reduced parameters are obtained by absorbing 2Hi
ωn













These reduced parameters have units s−2, s−1 and s−2pu−2 respectively.
For performing simulations, time is often further re-parametrized to set
P = ±1. I rescale by τ := βt, and thus with d/dt := βd/dτ . This leads to
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ijUj sin(φi − φj)−Driωi .
With ωs = ω
β
, P si =
P ri
β2













= P si −
∑
j






Kij sin(φi − φj)1 pu2 − αiωsi .







= P si − (Eq,iIsq,i − Ed,iIsd,i)− αiωsi ,



















APPENDIX B. DERIVATION OF SYNCHRONOUS MACHINE
MODELS































In terms of the reactances found in the literature, the parameter X is de-
fined as the difference between the transient reactance, X ′d,q, and the static
reactance, Xd,q, in d-/q-axis:
Xd,q := Xd,q −X
′
d,q, (B.3)
where X ′d and X
′
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