Abstract-The motivation of this research is to prove that Graphics Processing Units (GPUs) can provide significant speedup of long-executing image processing algorithms by way of parallelization and data throughput. This research accelerates the Kanade-Lucas-Tomasi (KLT) feature tracking algorithm using OpenCL. KLT can easily suffer from low frame rates when tracking many features in a video sequence. The experiments conducted prove that when tracking over 500 features in a high definition (HD) dataset, GPU-based KLT provides a 92% reduction in total runtime compared to a CPUbased implementation.
I. INTRODUCTION
Modern Central Processing Unit (CPU) performance and speed have begun to plateau over recent years due to "the power wall," thus prompting more research into multi-core and many-core systems [15] . General Purpose Graphics Processing Unit (GPGPU) programming is a programming paradigm which employs Graphics Processing Units (GPUs) to run code typically executed on the CPU in order to provide performance gain by way of parallelism and data throughput. In addition to the power wall problem, the need for GPGPU programming has increased as the size of image datasets has continued to increase. New methods and hardware must be discovered to keep pace with the processing power and small form-factor required to handle processing high definition (HD) video in near real-time. Algorithms used in medical image analysis [11] , remote sensing applications, autonomous vehicle technology and facial recognition are all computationally demanding real-world applications that can benefit from parallelism provided by GPUs for near real-time results.
In image processing, HD image resolution (1920x1080) is now a standard, with ultra-high definition (UHD) 4K resolution (3840x2160) on the horizon. Most image processing algorithms perform per-pixel operations, meaning each pixel must be processed at least once initially. With HD resolution having 5 times more pixels than standard definition, it is no surprise that today's CPUs cannot provide the processing speed required for handling HD imagery, especially at typical HD frame rates of 50 or 60 frames per second (fps). However, even when programming GPUs and other parallel programming devices such as Field Programmable Gate Arrays (FPGAs) and Digital Signal Processors (DSPs), it is easy to lose performance gain due to lack of optimization. GPGPU programming presents many potential bottlenecks and to achieve the highest performance gain possible, all optimization techniques must be exhausted. This research utilizes a wellknown feature tracker to showcase the resulting optimizations.
Feature tracking is the process of following, or "tracking", unique features in an image sequence. A feature can hold many properties, such as textured areas, lines, contours, sharp contrasts, edges or corners. Accurately tracking features is a computationally intense and time-consuming process that often doesn't meet real-time application needs. Feature tracking is relevant in many image processing algorithms such as image registration and object tracking. Additionally, it is used in medical imaging analysis for 3-D reconstructions of X-ray, CT, MRI and PET images and also in feature matching techniques which are pertinent to facial recognition algorithms.
Many image processing algorithms, including feature tracking, are well-suited for parallelization via GPGPU programming. These algorithms require per-pixel operations in which some operation is performed on each pixel independently. With no co-dependence on adjacent pixel operations, each operation can be performed in parallel and in any order. Additionally, there is often much overlap in data access within these methods. Parallelization using Open Computing Language (OpenCL) can take advantage of this overlap to dramatically reduce computation time. OpenCL is a framework that allows programmers to specify code to execute on devices such as GPUs using C-like syntax and data structures.
Chapter 2 dives into the background of the Kanade-LucasTomasi (KLT) feature tracking algorithm, which includes selecting and tracking features and attempts to shed light on how such an algorithm would benefit from GPGPU programming. In Chapter 3, OpenCL is introduced and the OpenCL programming model is discussed.
Chapter 4 combines OpenCL with the KLT feature tracker, showing which parts of the algorithm were suitable for OpenCL parallelization and mentions key discoveries made during the research. The results and analysis of the OpenCL acceleration are exhibited in Chapter 5, verifying that GPGPU programming can add enormous performance gain to image processing algorithms, easily reducing the runtime of processing HD video by 92% while maintaining similar accuracy when compared to a CPU-based implementation.
II. BACKGROUND

A. KLT Overview
KLT feature tracking sets the standard for today's image registration algorithms [3] [5][8] [16] . It is fast, efficient and accurate. The fundamental idea behind KLT is to minimize a Sum of Squared Differences (SSD) function between two image frames through a set of parameters to register or align the images [7] . SSD is advantageous because it typically converges quickly, the gradient is easy to derive and it is easy to implement [5] . Using an SSD measurement, KLT can be summarized by the equation below [2] :
(1)
The two image frames are referred to as I(x) and T(x), where I(x) is the current image and T(x) is the template, or, in a sequence of images, T(x) is the image at time t=0 and I(x) is the next image at time t=1. W(x;p) refers to a warping function, which can vary depending on the various transformations in the image, such as affine transformations handling rotation, scaling, shearing, or simple translations in the x, y domain. For this research, the focus was on simple translations.
In addition to SSD, KLT uses a Gauss-Newton algorithm to estimate the warp function parameters between the two frames. Gauss-Newton, at its core, is an iterative method to approximate the solution to a non-linear least squares problem using an initial guess, a function and that function's first derivative. In KLT, the warp parameters between the two images are computed by minimizing the SSD function as [2] :
In (2), H is the Hessian matrix [2] :
is the gradient of the image I, and is the Jacobian. The Jacobian is the first derivative of the vector-valued warping function W(x;p) and can be reduced to a constant when considering simple translations. This reduction simplifies the Hessian to [2] : (4) is the parameter update that must converge below a userdefined threshold, and if it does so within a small number of iterations, then this feature can be successfully tracked. is then added to the warp parameters p: (5) and (2) and (5) are repeated until the solution is minimized.
B. Selecting Features
KLT focuses on finding the best features to track in a given image. Shi, Jianbo and Tomasi examine the quality of a feature, and the authors define a "good" feature as one that can be tracked well, which in turn will optimize the tracking process [13] . Consequently, a feature that can be tracked well is one in which the minimum eigenvalue of the 2x2 Hessian matrix H is above some predefined threshold. The Hessian is a second-derivative operation that results in a 2x2 matrix in the x and y directions via (4) . If an Eigen decomposition is performed on H, the two resulting eigenvalues and will describe the tracking quality of that pixel and its surrounding neighborhood. If both eigenvalues are sufficiently large, this often represents a corner that has a gradient pointing in both x and y directions. This is typically considered a good feature to track as it can be uniquely identified in subsequent frames. Only one large eigenvalue is indicative of an edge, or a gradient pointing in only one direction. This becomes increasingly difficult to track due to the aperture problem [10] . Two small eigenvalues are indicative of a window with fairly constant intensity throughout and is also not worth tracking because this image window would be difficult to identify in the next frame. These points are illustrated in Figure 1 .
When selecting good features to track, the entire image is divided into small, overlapping pixel windows within which the Hessian can be derived and the Eigen decomposition performed. This process is called every time features need to be selected or replaced when tracking. Calculating the Hessian is usually one of the most time-consuming operations since it evaluates the entire image, but it is also inherently parallel. Thus, the Hessian computation is typically a good candidate for GPU acceleration.
C. Tracking Features
Now that the strongest features in an image have been selected through the selection process described, they can be tracked through a sequence of subsequent images. The goal is to iteratively solve (2) and (5) to find the p parameters until they converge below a specified threshold. In this manner, the features can be tracked as the areas surrounding each feature in the two images in question have effectively been aligned. Figure 2 illustrates KLT in nine iterative steps [2] .
D. Gaussian Image Pyramids
Not pictured in Figure 2 is the use of image pyramids for tracking. Image pyramids in image processing aide in image compression, image analysis and graphics processing [1] . KLT and many other tracking algorithms commonly utilize a coarse-to-fine method of tracking features using image pyramids. The idea is that the two images used for tracking are scaled down by a factor of n prior to entering the tracking process. Then, the images are scaled up to a more finegrained resolution and submitted to the tracking process again. This is repeated until features are tracked using the original, native resolution. By implementing tracking via an image pyramid, very large translations can appear much smaller in the coarser-grained resolutions, facilitating the tracking of larger displacements [6] .
III. OPENCL ARCHITECTURE
OpenCL provides an Application Programming Interface (API) for writing scalable code for heterogeneous systems. It is designed to provide a common solution to writing code for devices of all types and sizes -from embedded systems to many-core devices like GPUs [14] . Understanding the OpenCL Architecture [12] is critical to maximizing performance on a GPU. The four models -Platform, Execution, Memory and Programming -provide useful information to write code that will perform well. GPUs and CPUs differ greatly in terms of hardware design and implementation, so programming on a GPU cannot be done in the same way as traditional single-core CPUs. This chapter briefly summarizes the four OpenCL Architecture models.
The OpenCL Platform Model defines a Compute Device as any device capable of running OpenCL. A machine can host one or more Compute Devices which can execute an OpenCL application in parallel via execution kernels. These kernels are C-style functions that define the execution of each work-item, or thread, in the Compute Device. Compute Devices can launch tens of thousands of work-items to execute a kernel, and these work-items create an index space called an NDRange. Furthermore, OpenCL defines a Memory Model which defines several layers of memory, each with its own latency and access restrictions from work-items.
Lastly, the OpenCL Programming Model lets the programmer define a style of parallelism to implement, either task-driven or data-driven. Combining the four Models of OpenCL permits powerful performance and greater throughput for a given application.
IV. IMPLEMENTATION
Finding the biggest bottlenecks and longest execution paths in code can typically be discovered using profiling tools. This research utilized Microsoft's profiling tool that accompanies their Visual Studio 2013 IDE and NVidia's Visual Profiler for examining GPU code. After profiling the code and studying the results, three functions consistently appeared in the analysis. These functions were image convolution, which produces the image gradients used in KLT, the Hessian calculation for selecting features and the function that implements (2) and (5) in tracking the features. Since these methods are computationally intense and can be easily parallelized, they are good candidates for OpenCL implementation.
A. Image Convolution
Image convolution is a fundamental step in image processing. In general, it is applying a sliding window filter to an image, such that each pixel value is modified by a weighted sum of its neighboring pixel values [4] as in Figure 3 . Many different filters can be applied to an image to produce different results, such as smoothing (or blurring) filters, sharpening filters or enhancing filters. In the case of KLT, the general consensus is to use image convolution to smooth the image using a Gaussian filter so that the salient features in the image can stand out and be easily recognized.
Normally, convolution is performed bi-directionally in the x and y directions to produce the final result. The horizontal and vertical passes can be combined in a single nested for-loop using two equivalent one-dimensional filters. However the computational complexity of this method is O( ), where N is determined by the number of pixels in the image and the size of the filter. This can be reduced to O(2N) by separating the Two versions of the separable convolution method were implemented in OpenCL in the form of a naïve implementation and an optimized tiled implementation. Both implementations launch one work-item per output pixel so that the entire image can be convolved in parallel, and both implementations store the convolution filter in constant memory. Since constant memory is read-only and shared among all threads, it is ideal for storing the filter.
The naïve version is a very basic and crude implementation that doesn't try to take advantage of the natural overlap in memory access that occurs when performing the operations in parallel. In short, it simply launches one work-item per pixel and convolves that pixel with its neighbors in the horizontal or vertical direction. The problem is that there is so much overlap between neighboring work-items when reading the pixel values. Each pixel value is being read numerous times by multiple work-items and this redundancy is inefficient. As a result, a tiled approach to reading each pixel value was introduced to reduce the number of reads being performed.
Recall that in OpenCL, local memory refers to low latency memory that is shared among all work-items in a work-group. Therefore, consider if the image is separated into tiles that are the same size as a work-group. Each work-group can then operate on a separate tile from the input image where each work-item would read only one pixel value. This value can be stored in an array in local memory where each work-item has access to its neighbor's pixel value by reading from this highspeed local memory array [9] .
Using the tiled approach creates an interesting scenario for boundary conditions. Here, boundary refers not to the image bounds, but rather the tile bounds. The OpenCL kernel becomes slightly more complex in order to handle the boundary conditions in this tiled approach rather than in the naïve implementation. Since local memory is only accessible to work-items in the same work-group, some work-items must read values from neighboring tiles when the filter extends beyond its tile. These work-items must read an additional pixel value and are commonly referred to as halo values. The first threads in the tile must read the values from the previous tile, and subsequently the last threads in the row read from the next tile. These are the halo values that must be handled in the boundary conditions. Even with these additional halo reads from global memory, the total number of global memory reads is 5.75x fewer than in the naïve implementation.
B. Hessian Calculation
By far the longest executing operation in this KLT implementation is the Hessian calculation. The Hessian involves processing image gradients in the x and y directions, performing an Eigen decomposition on thousands of pixel windows and performing a sort which will ultimately decide on the most prominent features in the image. But OpenCL can help reduce the runtime of this function by calculating the image gradients and performing the Eigen decomposition of the pixel windows in parallel. Still, the Hessian calculation remains as one of the longer running functions in KLT.
One reason is because the Hessian suffers from memory bank conflicts. A bank conflict occurs when using local memory and two or more threads attempt to read or write from the same bank. This forces the data access to become serialized because each memory bank can only address data sequentially. Depending on the graphics card used, there are 16 or 32 memory banks and each one is responsible for 32 bits. For example, bank 0 handles bytes 0-3; bank 1 handles bytes 4-7 and so on. Knowing this, bank conflicts can be avoided on most occasions. The Hessian is not one of these occasions and the bank conflicts cause the Hessian to run 60% slower when utilizing local memory on the GPU. An attempt was made to modify the OpenCL kernel to reduce bank conflicts, but this introduced a larger number of divergent statements using if/else conditionals. At this point, the control flow within the OpenCL kernel must be considered.
Control flow divergence is when threads of the same warp take different execution paths. Having a divergent control flow can drastically reduce the performance gain of an OpenCLenabled device. Conditional statements such as "if" and "switch" often suggest there will be some warp divergence and sometimes it can be unavoidable. However if the condition is based on the global or local thread ID, there exists some cases where divergence can be eliminated. For example, if the condition applies to every 32 thread IDs, there will be no warp divergence because an entire warp will take one of the varying execution paths. However, if for instance, the condition applies to even number thread IDs, the warp will diverge with all even numbered threads executing some path, and the rest executing a different path. When this happens the execution within the warp becomes serial, breaking the Single Instruction Multiple Data (SIMD) execution model until the warp converges again after the conditional statement.
Data transfers from CPU-to-GPU and vice versa are by far the largest bottleneck in GPGPU programming because there is so much overhead involved in performing the copy. Also, typical PCIe speeds cannot compare favorably to device global memory access speeds. It is imperative to reduce these transfers as much as possible to achieve the highest performance gain. One optimization that is easy to implement and can make drastic improvements is to group many small, separate transfers into a larger, single transfer. Doing this increased the data throughput by 52% in the entire program. Recall data throughput is the number of bytes/second transferred from host-to-device, device-to-host or device-todevice. Simply put, the higher the throughput, the better the performance.
V. RESULTS & ANALYSIS
All results presented in this chapter were gathered on a Dell XPS tower with an Intel Core i7-4770 CPU clocked at 3.4 GHz and 16 GB of RAM running Windows 7 Ultimate 64-bit operating system. The GPU on the system was an NVidia GeForce GTX 780 which has 12 Streaming Multiprocessors, 2304 CUDA cores and 3 GB of memory. The OpenCL 1.2 SDK was used to compile and run the OpenCL kernels. The experiments were conducted against two video datasets, one in standard definition resolution (720x480) and the other in high definition resolution (1920x1080). The content and size of the SD and HD datasets were different, with the SD dataset being composed of 2000 frames and the HD dataset being composed of 600 frames.
The following data presented compares the original CPU-only code with the GPU-accelerated code. The GPUaccelerated code contains the image convolution, Hessian and feature tracking operations implemented using OpenCL. The timing of these functions and overall runtime are observed as well as the accuracy between the CPU and GPU versions. The accuracy was measured by calculating a mean squared value for each feature's pixel coordinate location in every frame. The CPU and GPU accuracy measures are depicted in Figure  6 . Figure 4 shows the overall speedup of the GPU version over the CPU version for an SD and HD dataset. Also note that two variations of the GPU implementation are shown: one using interpolation provided by OpenCL's image sampler (denoted "GPU Sampler Interp"), and a custom interpolation method which required manual invocation (denoted "GPU Custom Interp"). Note that the OpenCL image sampler's interpolation has potential for inaccuracies when querying for a pixel value, per Section 8.2 of the OpenCL 1.x specification. The custom method was guaranteed to be accurate when querying an image for a pixel value. Each of the GPU implementations provided a 92% reduction in runtime for the HD sequence and an 82% reduction in runtime for the SD sequence, with the Custom Interpolation method slightly outperforming the image sampler's interpolation method in terms of speed. Figure 5 shows the average time taken for a single instance of each of the three functions from KLT that experienced GPU acceleration. The corresponding CPU times are also available. Note that the y-axis is logarithmic since the GPU times were so small compared to the CPU times. The convolution method saw a 197x speedup, the Hessian operation experienced a 369x speedup and the track features function realized a 70x speedup. Note the GPU timings listed do not include data transfer times.
Looking at the "Track" column in Figure 5 , it is interesting that the GPU Custom Interpolation method takes longer to execute on average than the other GPU method which implements interpolation via the image sampler, but in Figure 4 it is faster overall. The image sampler's interpolation is less accurate implying that more features will fail the tracking step and become flagged as lost. When features are lost, they must be replaced, invoking the Hessian operation more often which is the longest executing operation. In this case, accuracy does impact speed. Table 1 confirms this suspicion by verifying that on average, the image sampler's interpolation method loses more features over a period of time and is actually slower overall on the HD dataset. Additionally, the custom interpolation method tracks as many features on average per frame as the CPU-only code. The maximum number of features tracked per frame is 512.
Another interesting note from Table 1 could be made regarding the average FPS from the CPU implementation. The average rate is below one frame per second implying that 
VI. FUTURE WORK & CONCLUSION
One of the biggest bottlenecks remaining on the host side of the OpenCL KLT implementation is sorting the eigenvalues. Sorting is a difficult process to parallelize efficiently, but if done correctly, could remove this lengthy operation from the CPU. Also, the Gaussian filter used for convolution is calculated on the CPU. Although this isn't a lengthy derivation, it could be calculated on the GPU instead to eliminate an additional costly data transfer and any associated overhead.
Of the three functions implemented in OpenCL, the Hessian calculation is the most computationally intensive among them, as verified in Chapter 5. There is much overlap in memory access associated with the Hessian, and the current Hessian OpenCL kernel could be implemented more efficiently to take advantage of this overlap and utilize lowlatency shared memory. Likewise, the feature tracking kernel has some room for improvement, however this is much more difficult to improve since it is a more complex kernel and uses more resources. As a result, fewer threads can be launched which is more a limitation of the current hardware than the software implementation.
Hardware plays an important role in GPGPU programming. The hardware selected can force limitations when designing and writing the software and can also influence the type of parallelism exploited by OpenCL. The GeForce GTX 780 is already several years old at the time of this research. To further improve runtimes, a faster GPU with more shared memory or room for more concurrentlyexecuting work-items could be tested. Finally, since OpenCL claims their API is somewhat generic and portable to other devices besides just GPUs, this version of KLT could be tested on a device such as an FPGA. FPGAs employ a different style of parallelism than GPUs, but one that could improve speed in new areas and expose other bottlenecks not apparent in the GPU implementation.
To conclude, this research has demonstrated that OpenCL implementations of computationally intense algorithms executed on a GPU can realize significant increase in performance and reduced runtime. Additionally, GPUs can maintain similar accuracy when performing single precision This research has evaluated many methods and optimizations of GPGPU programming. Among them, the most important principle to follow when writing a GPGPU program is to find parallelization within sequential code because GPUs mainly provide performance increase by way of parallelization. It is true that some operations are difficult if not impossible to parallelize. However, most algorithms can be re-worked to reveal some parallelism. This is the most challenging problem facing GPGPU programming and can be difficult to implement.
Another important lesson was the reality of a speed versus accuracy tradeoff when using OpenCL. That tradeoff exists and is one which must be determined empirically. Likewise, there is a fine line in determining the number of threads to launch for a given OpenCL kernel. The right number is found by staying within the bounds of the shared resources offered and maximizing GPU occupancy. Over and above determining the work-group size, the most valuable optimization technique to this research was minimizing data transfer from CPU to GPU and vice versa. It appears to be a simple rule to follow but it can be increasingly challenging to implement. Finding ways to reuse data already on the device, or simply re-evaluating some process because it is more expensive to instantiate an additional data transfer is a difficult but necessary task. The largest performance increase gained when optimizing the OpenCL code was witnessed by reducing data transfers and reusing data already on the device.
In addition to applying these GPGPU optimizations and understanding the OpenCL Architecture, the KLT feature tracking algorithm was studied and analyzed to exploit parallelism that could benefit from GPU acceleration. In this way, a 92% reduction in runtime was achieved when tracking over 500 features in an HD video sequence. With GPU hardware improving each year and researchers experimenting with new devices like integrated CPU-GPU chips, it is an exciting time to study the emerging and dynamic field of GPGPU Programming. 
