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Abstract
In the present paper, we are deﬁning a subclass of harmonic univalent functions with pos-
itive coeﬃcients in unit disc U by using fractional calculus operator. Further we obtain
distortion bounds, extreme points and radii of convexity for functions belonging to this
class and discuss a class preserving integral operator. Here we also determine that the
class studied in this paper is closed under convolution and convex combinations.
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1 Introduction
A continuous complex-valued function f = u + iv is said to be harmonic in a simply
connected domain D if both u and v are real harmonic in D. In any simply connected
domain we can write f = h + g where h and g are analytic in D. We call h the analytic
part and g the co-analytic part of f. A necessary and suﬃcient condition for f to be
locally univalent and sense-preserving in D is that jh′(z)j > jg′(z)j;z 2 D. See Clunie and
Sheil-Small [1].
In [1], SH denote the class of functions f = h + g that are harmonic univalent and
sense-preserving in the unit disk U = fz : jzj < 1g with normalization f(0) = fz(0) 1 = 0.
Corresponding author. Email address: alpathak.bnd@gmail.com
1Then for f = h + g 2 SH we may express the analytic functions h and g as
h(z) = z +
∞ ∑
n=2
anzn; g(z) =
∞ ∑
n=1
bnzn; jb1j < 1: (1.1)
The class SH reduces to class S of normalized analytic univalent functions if co-analytic
part of f i.e. g  0. For this class f (z) may be expressed as
f(z) = z +
∞ ∑
n=2
anzn: (1.2)
Recently, S. Yalcin et al. [15] studied the class HP(); (0   < 1) the subclass of
SH satisfying the condition
Re
{
h′(z) + g′(z)
}
> : (1.3)
Let VH denote the subclass of SH consisting of the form f = h + g, where
h(z) = z +
∞ ∑
n=2
janjzn; g(z) =
∞ ∑
n=1
jbnjzn; jb1j < 1: (1.4)
This class VH has been studied by Dixit and Porwal [4].
Several equivalent deﬁnitions of fractional derivatives and fractional integrals have
been given in the literature (cf. e.g., Kumar et.al. [5], Nishimoto [7]. We ﬁnd it to be
convenient to restrict ourselves to the following deﬁnitions used recently by Srivastava and
Owa [12].
Denition 1.1. The fractional integral of order  is deﬁned for a function f(z), by
D−
z f(z) =
1
Γ()
∫ z
0
f()
(z   )1−d
where  > 0; f(z) is an analytic function in a simply-connected region of the z-plane
containing the origin, and the multiplicity of (z  )−1 is removed by requiring log(z  )
to be real when (z   ) > 0.
Denition 1.2. The fractional derivative of order  is deﬁned, for a function f(z), by
D
zf(z) =
1
Γ(1   )
d
dz
∫ z
0
f()
(z   )d
where 0   < 1; f(z) is an analytic function in a simply-connected region of the z-plane
containing the origin, and the multiplicity of (z   )− is removed as in Deﬁnition 1.1
above.
Denition 1.3. Under the hypothesis of Deﬁnition 1.2, the fractional derivative of order
n +  is deﬁned for a function f(z), by
Dn+
z f(z) =
dnD
zf(z)
dzn
where 0   < 1 and n is a non-negative integer.
2Let RH(;); (0   < 1; 1 <   2), denote the subclass of VH satisfying
RefΓ(2   )z−1D
zh(z) + Γ(2   )z−1D
zg(z)g < ; (z 2 D) (1.5)
for 0   < 1; 1 <   2; here Dz
f(z) denotes the fractional derivative of function f(z)
of the form (1.2) of order  is deﬁned below
D0
zf(z) = f(z) and D1
zf(z) = f′(z) (1.6)
By putting speciﬁc values of parameters, we obtain various classes introduced by earlier
researchers.
(i) For  = 1, we obtain the class RH(1;) studied by Dixit and Porwal [4].
(ii) For g = 0, the class RH(;) reduces to R() studied by Dixit and Pathak [3].
(iii) For  = 1 and g = 0, the class RH(;) reduces to R() studied by Uralegaddi, et
al. [14].
Recently, Dixit and Porwal [3] (see also [6]) studied the subclasses of harmonic univa-
lent function with negative coeﬃcient by using fractional calculus operator. In this paper,
An attempt has been made to study the subclass of harmonic univalent function with pos-
itive coeﬃcient by using fractional calculus operator.
Here, we determine a number of sharp results coeﬃcient estimates, distortion bounds,
convex combinations, extreme points, convolution and other interesting properties.
2 Main Results
The coeﬃcient estimates given by Theorem 2.1 lays the foundation of our systematic study
of the class RH(;) deﬁned in preceding section.
Theorem 2.1. f 2 RH(;) if and only if
∞ ∑
n=2
Γ(2   )Γ(n + 1)
Γ(n + 1   )
janj +
∞ ∑
n=1
Γ(n + 1))Γ(2   )
Γ(n + 1   )
jbnj     1: (2.7)
Proof. Let
∞ ∑
n=2
Γ(2   )Γ(n + 1)
Γ(n + 1   )
janj +
∞ ∑
n=1
Γ(n + 1))Γ(2   )
Γ(n + 1   )
jbnj     1. It suﬃces to
prove that
   
   
Γ(2   )z−1D
zh(z) + Γ(2   )z−1D
zg(z)   1
Γ(2   )z−1D
zh(z) + Γ(2   )z−1D
zg(z)   (2   1)
   
    < 1; z 2 U:
3We have
   
   
Γ(2   )z−1D
zh(z) + Γ(2   )z−1D
zg(z)   1
Γ(2   )z−1D
zh(z) + Γ(2   )z−1D
zg(z)   (2   1)
   
   
=
   
   
 
   
   
 
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )
janjzn−1 +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )
jbnjzn−1
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )
janj zn−1 +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )
jbnj zn−1   2(   1)
   
   
 
   
   
 

∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )
janj jzjn−1 +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )
jbnj jzjn−1
2(   1)  
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )
janj jzjn−1  
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )
jbnj jzjn−1

∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )
janj +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )
jbnj
2(   1)  
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )
janj  
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )
jbnj
which is bounded above by 1 since
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )
janj +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )
jbnj  2(   1)
 
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )
janj  
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )
jbnj
or
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )
janj +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )
jbnj     1
But (2.1) is true by hypothesis and the suﬃcient part is proved.
Conversely suppose that
Re
{
Γ(2   )z−1D
zh(z) + Γ(2   )z−1D
zg(z)
}
< ;(z 2 U) i.e.
Re
{
1 +
∞ ∑
n=2
Γ(2   )Γ(n + 1)
Γ(n + 1   )
janjzn−1 +
∞ ∑
n=1
Γ(2   )Γ(n + 1)
Γ(n + 1   )
jbnjzn−1
}
< ; z 2 U:
The above condition must hold for all values of z;jzj = r < 1.
Upon choosing the value of z to be real and let z ! I−, we get
∞ ∑
n=2
Γ(2   )Γ(n + 1)
Γ(n + 1   )
janj +
∞ ∑
n=1
Γ(2   )Γ(n + 1)
Γ(n + 1   )
jbnj     1;
which gives the necessary part. The proof of the theorem is convenient.
Next, we determine bounds for the class RH(;).
4Theorem 2.2. If f 2 RH(;), then
jf(z)j  (1 + jb1j)r +
2   
2
(   1   jb1j)r2;jzj = r < 1 (2.8)
and
jf(z)j  (1   jb1j)r  
2   
2
(   1   jb1j)r2;jzj = r < 1 (2.9)
Proof. Let f 2 RH(;). Taking the absolute value of f, we have
jf(z)j  (1 + jb1j)r +
∞ ∑
n=2
(janj + jbnj)rn
 (1 + jb1j)r +
∞ ∑
n=2
(janj + jbnj)r2
 (1 + jb1j)r +
(2   )
2
∞ ∑
n=2
2
2   
(janj + jbnj)r2
 (1 + jb1j)r +
(2   )
2
∞ ∑
n=2
Γ(2   )Γ(n + 1)
Γ(n + 1   )
(janj + jbnj)r2
 (1 + jb1j)r +
(2   )
2
(   1   jb1j)r2;
and jf(z)j  (1   jb1j)r  
∞ ∑
n=2
(janj + jbnj)rn
 (1   jb1j)r  
∞ ∑
n=2
(janj + jbnj)r2
 (1   jb1j)r  
2   
2
∞ ∑
n=2
Γ(2   )Γ(n + 1)
Γ(n + 1   )
(janj + jbnj)r2
 (1   jb1j)r  
2   
2
(   1   jb1j)r2:
Then functions z + jb1jz + 2−
2 (   1   jb1j)z2 and z + jb1jz + 2−
2 (   1   jb1j)z2; for
jb1j     1 show that the bounds given in Theorem 2.2 are sharp.
The following result follows from the left hand inequality in Theorem 2.2.
Corollary 2.1. If f 2 RH(;), then
{
w : jwj <
1
2
(4      (2   )   jb1j)
}
 f(U): (2.10)
Next, we determine the extreme points of closed convex hulls of RH(;), denoted by
clco RH().
Theorem 2.3. f 2 clco RH(;), if and only if
f(z) =
∞ ∑
n=1
Xnhn + Yngn (2.11)
5where
h1(z) = z; hn(z) = z +
(   1)Γ(n + 1   )
Γ(n + 1)Γ(2   )
zn; (n = 2;3;4;:::)
gn(z) = z +
(   1)Γ(n + 1   )
Γ(n + 1)Γ(2   )
zn; (n = 1;2;3;:::)
and
∞ ∑
n=1
(Xn + Yn) = 1; Xn  0 and Yn  0. In particular the extreme points of RH(;)
are fhng and fgng.
Proof. For function f of the form (2.5), we write
f(z) =
∞ ∑
n=1
(Xnhn + Yngn)
= z +
∞ ∑
n=2
(
(   1)Γ(n + 1   )
Γ(n + 1)Γ(2   )
)
Xnzn +
∞ ∑
n=1
(
(   1)Γ(n + 1   )
Γ(n + 1)Γ(2   )
)
Ynzn:
Then
∞ ∑
n=2
Γ(n + 1)Γ(2   )
(   1)Γ(n + 1   )
(
(   1)Γ(n + 1   )
Γ(n + 1)Γ(2   )
Xn
)
+
∞ ∑
n=1
Γ(n + 1)Γ(2   )
(   1)Γ(n + 1   )
(
(   1)Γ(n + 1   )
Γ(n + 1)Γ(2   )
Yn
)
=
∞ ∑
n=2
Xn +
∞ ∑
n=1
Yn
=1   X1  1;
and so f 2 clco RH(;).
Conversely suppose that f 2 clco RH(;). Set
Xn =
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
janj; (n = 2;3;:::)
and
Yn =
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
jbnj; (n = 1;2;3;:::):
Then note that by Theorem 2.1, 0  Xn  1; (n = 2;3:::) and 0  Yn  1; (n =
1;2;3:::). We deﬁne X1 = 1  
∞ ∑
n=2
Xn  
∞ ∑
n=1
Yn and note that by Theorem 2.1, X1  0.
Consequently, we obtain f(z) =
∞ ∑
n=1
(Xnhn + Yngn) as required.
The study of starlikeness condition is an interesting problems in analytic as well as
harmonic univalent functions e.g. see the work of ([4], [9] and [15]). In our next theorem
we show that the class RH(;) is a subclass of starlike harmonic univalent functions.
6Theorem 2.4. RH(;)  S∗
H, where 0   < 1;1 <   2:
Proof. Let f 2 RH(;). Then by Theorem 2.1
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
janj +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
jbnj  1 (2.12)
Now
∞ ∑
n=2
njanj +
∞ ∑
n=1
njbnj

∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
janj +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
jbnj
1 by using (2.6)
Thus f 2 S∗
H.
This completes the proof of Theorem 2.4.
Theorem 2.5. Each function in the class RH(;) maps a disks Ur where
r < inf
n
{
1
n(   1   jb1j)
}1=n−1
onto convex domains for  > 1 + jb1j:
Proof. Let f 2 RH(;) and let r be ﬁxed is that 0 < r < 1, then r−1f(rz) 2 RH(;)
and we have
∞ ∑
n=2
n2(janj + jbnj)rn−1 =
∞ ∑
n=2
n(janj + jbnj)(nrn−1)

∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )
(janj + jbnj)
    1   jb1j  1;
provided nrn−1 
1
   1   jb1j
or r < inf
n
{
1
n(   1   jb1j)
}1=n−1
:
The proof of Theorem 2.5 is complete.
For our next theorem, we need to deﬁne the convolution of two harmonic functions.
For harmonic functions of the form
f(z) = z +
∞ ∑
n=2
janjzn +
∞ ∑
n=1
jbnjzn and F(z) = z +
∞ ∑
n=2
jAnjzn +
∞ ∑
n=1
jBnjzn
we deﬁne their convolution as
(f  F)(z) = f(z)  F(z) = z +
∞ ∑
n=2
janAnjzn +
∞ ∑
n=1
jbnBnjzn (2.13)
Using this deﬁnition, we show that the class RH(;) is closed under convolution.
7Theorem 2.6. For 1 <     2 let f 2 RH(;), and F 2 RH(;). Then f  F 2
RH(;)  RH(;).
Proof. Let f(z) = z +
∞ ∑
n=2
janjzn +
∞ ∑
n=1
jbnjzn be in RH(;) and F(z) = z +
∞ ∑
n=2
jAnjzn +
∞ ∑
n=1
jBnjzn be in RH(;):
Then the convolution f  F is given by (2.7), we wish to show that the coeﬃcient of
f  F satisfy the required condition given in Theorem 2.1. For F(z) 2 RH(;) we note
that jAnj  1 and jBnj  1.
Now, for the convolution function f  F we have
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
janAnj +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
jbnBnj

∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
janj +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
jbnj
1: (Since f 2 RH(;))
Therefore f  F 2 RH(;)  RH(;).
Now, we show that RH(;) is closed under convex combinations of its members.
Theorem 2.7. The class RH(;) is closed under convex combination.
Proof. For i = 1;2;3::: let fi(z) 2 RH(;), where fi(z) is given by
fi(z) = z +
∞ ∑
n=2
janijzn +
∞ ∑
n=1
jbnijzn (2.14)
Then by Theorem 2.1, we have
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
janij +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
jbnij  1:
For
∞ ∑
i=1
ti = 1; 0  ti  1; the convex combination of fi(z) may be written as
∞ ∑
i=1
tifi(z) = z +
∞ ∑
n=2
(
∞ ∑
i=1
tijanij
)
zn +
∞ ∑
n=1
(
∞ ∑
i=1
tijbnij
)
zn
Then by Theorem 2.1, we have
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
(
∞ ∑
i=1
tijanij
)
+
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
(
∞ ∑
i=1
tijbnij
)
=
∞ ∑
i=1
ti
(
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
janij +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
jbnij
)

∞ ∑
i=1
ti = 1:
8Therefore
∞ ∑
i=1
tifi(z) 2 RH(;):
The -neighborhood of f is the set
N(f) =
{
F : F(z) = z +
∞ ∑
n=2
jAnjzn +
∞ ∑
n=1
jBnjzn
and
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )
(jan   Anj + jbn   Bnj)  
}
:
See[8]
Theorem 2.8. Let f 2 RH(;) and   2   . If F 2 N(f), then F is harmonic
starlike function.
Proof. Let F(z) = z +
∞ ∑
n=2
jAnjzn +
∞ ∑
n=1
jBnjzn belongs to N(f). We have
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )
jAnj +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )
jBnj

∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )
(jan   Anj + jbn   Bnj)
+
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )
(janj + jbnj + jb1   B1j + jb1j)
 +    1
1:
Hence, F(z) is harmonic starlike function.
3 A family of class preserving integral operator
Let f(z) = h(z) + g(z) be deﬁned by (1.1) then F(z) deﬁned by the relation
F(z) =
c + 1
zc
∫ z
0
tc−1h(t)dt +
c + 1
zc
∫ z
o
tc−1g(t)dt; (c >  1): (3.15)
Theorem 3.1. Let f(z) = h(z) + g(z) 2 SH be given by (1.4) and f(z) 2 RH(;) then
F(z) be deﬁned by (3.15) also belong to RH(;).
Proof. Let f(z) = z+
∞ ∑
n=2
janjzn+
∞ ∑
n=1
jbnjzn be in RH(;) then by Theorem 2.1, we have
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
janj +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
jbnj  1:
9By deﬁnition of F(z), we have
F(z) = z +
∞ ∑
n=2
c + 1
c + n
janjzn +
∞ ∑
n=1
c + 1
c + n
jbnjzn:
Now
∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
(
c + 1
c + n
janj
)
+
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
(
c + 1
c + n
jbnj
)

∞ ∑
n=2
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
janj +
∞ ∑
n=1
Γ(n + 1)Γ(2   )
Γ(n + 1   )(   1)
jbnj
1:
Thus F(z) 2 RH(;).
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