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ABSTRACT 
Pattern recognition seems to be a rather unique field of interwoven logical inference and de- 
cision theory applications. The existence of hundreds of theoretical nd real pattern recogni- 
tion devices forms an ideal basis for research oia the structures of various approaches and 
their comparison. The task of pattern recognition is to select a hypotheses out of a set (e. g. : 
figures 0, . . . ,  9) on the basis of given data (e. g. the black and white points of a digitized 
picture). There exists an ideal classifier to solve this problem as the theorem of Bayes provid- 
es a logically perfect connection between the input data and the result. But as the so called 
Bayes-machine proves completely unpractical for real purposes it is "approximated" by more 
or less complex "real" decision procedures. 
Thus the theorem of Bayes provides a starting point for the application of statistical consider- 
ations and information theory to the analysis of the structures of real decision procedures. 
The results allow a rather consistent and simple comparison of most decision procedures and 
provide a tool to estimate the performance of a given procedure in a given environment. The 
results apply not only to pattern recognition but also to many other fields such as imminence 
analysis and medical diagnosis. 
INTRODUCTION 
For consistency and clarity all examples and most 
of the chosen terminology stem from the field of 
pattern recognition. But one should keep in mind 
that the discussion applies to a far wider number of 
applications and their decision procedures. 
It is typical of pattern recognition - but also of other 
fields, e. g. imminence analysis (the prediction of 
imminent threat on the basis of political, economic 
and military data) - that there exist large numbers 
of papers [1] presenting many hundreds of various 
decision procedures. This seems to indicate that the 
ideal procedure has yet to be found. Indeed, the 
developed ecision procedures often show convinc- 
ing results in given problem areas but fail in closely 
related ones. 
In the first Section the author gives a short review 
of the multifarious decision procedures which are 
mentioned earlier. He will try t ° present hem in a 
specific order .  
In the second Section he will discuss an ideal and 
entirely perfect decision procedure, the so called 
'Bayes-Processor'. He will apply basic information 
theory and give a discussion of the outcome when 
one cuts off the "tails of conditional probabilities", 
i. e., omits correlations in the data base. 
In the third Section the author will apply the results 
of Section 2 to the discussion of real decision pro- 
cedures, as introduced in Section 1. The criteria shall 
concern :
- the omitting of correlations 
- multi-level procedures. 
SECTION 1 
The prob lem 
Let events be represented in an N-dimensional space 
and the task be to classify them with respect o a 
given set of hypotheses. 
given : an event D (e. g. a digitized picture) 
D = (d l , .  . . . . . . . .  dN) (1) 
and a set of classes or hypotheses H i
(e. g. figures 0 . . . . .  9) 
H = (H 1 . . . . . . . . . .  H L) (2) 
Task : decide to which class H i does D belong ? 
(*) Gfs Gesellschaft ir Systementwicklung mbH. 8 Miinchen 71, Buchauerstrasse 4. 
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The three types of "real" procedures 
Let us use the term of "real" to denote specific 
procedures as we fred them in papers [1, 2 to 10] 
and as they axe applied to solve real problems. 
A specific order of presentation is chosen; the reason 
for which will become apparent later. 
Type 1 : geometric procedures 
This is the most common type. The term "geo- 
metric" was used because most of these procedures 
seem to stem from our imagination - that means : 
geometric or graphic imagination - of what might 
be recognizable as 
- similarity 
or 
- distance 
or 
- belonging to a cluster 
We shall give three typical examples of type 1. 
Distance :
for each class or hypotheses there exists at least one 
•- re f .  
reference point (aj ) in the N-dimensional space. 
(In pattern recognition this might be a "mask".) 
Some equation like 
N dref. 2 
D ISTANCE=j~=lg j (d j -  j ) (3) 
provides a measure for "how far an actual event is 
away from the reference vents". The g] often con- 
tain the influence of a risk function. 
Similarity is something like the inversion of distance. 
The following example shows a measure which in 
addition to its purely geometric interpretation can 
only be explained by the theory of fuzzy sets : 
N ~k) d(1), SIMILARITY = G min(d 
k, 1 j= l  ' J ) (4) 
where k and 1 mark two different events d k and dl. 
Subvolumes / Subspaces 
There axe rules like : If D is 'inside' a number 
(Y- k) of planes (given by linear equations), then 
H i is true. 
Type 1. (geometric procedures) 
(F~. la) 
(2) 
(1) 
classes (hypotheses) 
components of D 
Type 2. (n-tuples) 
(Fig. lb) 
(3) classes (hypotheses) 
(2 )  n- tuples (n=4)  
(1) components of D 
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Type 3. (linguistic procedures) 
(Fig. lc) 
(4) classes (hypotheses) 
(3) form elements 
'compiler' 
(2) selected points d i 
(1) points d i ~-D (data items) 
Fig. 1. Structures of the different types of decision procedures. 
There are two remarkable properties of "geometric" 
procedures : 
- the various components of the multidimensional 
event D are treated independently, as shown in 
DISTANCE and SIMILARITY. 
- at ftrst glance there seems to be just one decision 
process as generally a simple threshold logic based 
on the 'SIMILARITY' - or on the 'DISTANCE' - 
values immediately decides to which class D be- 
longs. Anyhow, the main decision process takes 
place when the DISTANCE or SIMILARITY values 
are assigned as a kind of "degree of belonging" 
according to a given rule. 
It is characteristic of type 1 decision procedures that 
they seem to step immediately from the level of the 
input data to the level of  the final result, that is the 
level of the hypotheses or classes. See fig. I a. Let us 
add that there exist dozens of differently defined 
DISTANCES, SIMILARITIES and types of sub- 
volumes and subspaces [11, 12]. 
Type 2 : n-tuple procedures [12, 13, 14] 
n-tuph procedures became famous when the 'Per- 
ceptron' was created. Since then they have dropped 
out of sight somewhat. 
These decision procedures are more complex than 
those of type 1. The basic idea is that the different 
components d i of the multidimensional event D are 
not independent of each other. To explain this idea 
in the case of a binary event-vector : here it means 
that a number of components (e. g. components No. 
11, 16 and 83) are connected by a logical "AND". 
In the nonbinary case some other computation is to 
he carried out. Here it is the n-tuples which provide 
the data base for the final decision rather than the 
data di, as was the case for type 1. See f~g. lb. 
There is a data problem : 
In the case of 3-tuples and a 100 components that 
would mean (100) _-0 16000 possible different 3- 
tuples. This explosion of the number of n-tuphs is 
avoided by using a decision procedure which ident- 
ifles those n-tuphs which do not support the class- 
flying process. This means that by some technique 
a selection on the level of the n-tuples is made as a 
first step. Let me mention the GUHA-method [15] 
as one of these techniques. After the relevant n- 
tuples are computed from the event D a second de- 
cision procedure takes phce, which in general is of 
type 1. Often a simple threshold logic is applied. 
We shaU call this a "2-level decision procedure" in 
contrast o the "l-level decision procedures" of 
type 1. 
Type 3 : linguistic procedures 
This type is the most complex. For example all 
effective procedures for automatic reading of hand- 
written figures or characters are of this type. Here 
the "long distance" correlations between the com- 
ponents of D are so important hat they must not 
be neglected. These cases of important correlations 
between distand symbols of a set of symbols are 
generally treated by the tools of language, thus the 
term "linguistic". As no pure statistical procedure 
can be applied because of the complexity of the 
correlations, in general "linguistic processing tech- 
niques" are applied. So for example two dimensional 
hnguages can be defined and compilers implemented 
to process the data items d i [16]. So we fred that 
even compilers appear in decision procedures. 
In figure lc an example from pattern recognition is 
shown. The various levels are reached by very differ- 
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ent decision procedures : 
1 ~ 2 : may be a "Falter" which disregards all black 
points without at least two black neighbors. 
(like in type 3) 
2 ~ 3 : a compiler 
3 -+ 4 : a threshold logic (like in type 17 
Each of the levels is described by another set of ad- 
mitted symbols as is indicated on the right hand side 
of the structures in Fig. 1. Thus one may also speak 
of levels of different languages between which the 
decision procedures operate. 
If we now ask for the optimality of the performance 
or for the cost efficiency of the total decision pro- 
cedure (that means 1 -~ 4) we have to answer quest- 
ions like : 
- which definition of a compiler optimizes the total 
decision ? 
- why 4 levels in this case, and not 3 or 5 ? 
To give a short summary of Section 1 : 
We understand that the structure of the decision 
process increases in complexity and sophistication 
with the number of correlations which must be 
evalued. In the case of poor correlations between 
the basic data simple l-level procedures may be 
sufficient while in other cases multi-level procedures 
are needed. 
SECTION 2 
The ideal procedure 
The basic idea is to look for an ideal classifier and 
then compare real (= non-ideal) classifiers with this 
ideal one. Of course the theorem of Bayes is this 
ideal classifier as it provides the logicaUy correct 
inference from the event D to the set of hypotheses 
H i [17, 18, 19]. 
If we suggest hat it is possible to make some logical 
inference from an event D to the membership of a 
class or the truth of a hynothesis H. then we imply r 1 
that there exists a time-independent Markoff process, 
which produces the events D = (d I . . . . . . . .  dN) with 
the probabilities p!D/Hi) (parallel) or 
p(d(n)/Hi," n~l d(V) (serial) where in the serial 
//_--1 
case d (v) is the component no.v, d (v) E D. 
The Bayes Machine inverts this process and com- 
putes 
P(D/Hi) P (Hi) (parallel) (57 
P (Hi/D) --- P(D) 
n-1 n-1 
P(Hi/f~ d. (v)) -_ P(d(n)/Hi ^ f~ d(V))p (Hi/N d(V) 
p ( d(V)) 
(serial) (6) 
For its work the Bayes Machine needs the knowl. 
edge of the lists of all probabilities 
-p (D/H i )  for all possible D's (parallel) (7) 
or  
- p (d (n)/H i ^ n~ld (v)) for all combinations of 
the d (v) (serial) (8) 
The total information of the lists of the serial and 
parallel machine is the same. So we may use the 
serial and the parallel processes interchangeably 
according to what best fits into our discussion. 
Information theory applied to the Bayes Machine 
Here only a summary of the discussion and a sehc- 
tion from the results is mentioned. Information 
theory can be applied to the above probabilities. 
Using the parallel Bayes Machine [20] we get some 
entropies as a measure of the involved information 
theoretic uncertainties which must not be confused 
with the term of uncertainty used in decision theory. 
Esemantic, a priori =- .~ p (Hi) 1 d p (Hi) (9) 
l 
Uncertainty before the deci- 
sion 
E semantic, posterior 
E data 
_--.~P(Hi/D ) id p (Hi/D) 
1 (10) 
Uncertainty after decision 
Z =-D P (D) ld p (D) (11) 
Uncertainty concerning the 
input data 
In addition we define an "information reduction 
fac tor "  
e = Edata/Esem, a priori (12) 
Results will be given in Section 3. 
The 'Limited Bayes Machine' 
Now let us have a glance at the serial Bayes Machine. 
The equation of the serial process was given in (6). 
What happens when we cut away a part of the tail B 
of the conditions where 
B = nNld(v) in (87 ? Then (6) transforms into 
p (H i /d  (n )^B)= P(d(n)/Hi  ^ B ) 'P (H i /B )  _(13) 
p (d (n) ^  B) 
and B is substituted by B*, e. g. : 
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(1) 
or 
B* --- (2) 
dn-1  
d n - 1 ~d n -2 
(the last data item) 
(the last 2 data items) 
( ) in pattern recognition (e. g.) : 
'all 8 neighbor points' 
There are 2 important results : 
(1) The decision making is still logically perfect. 
The equation of Bayes still holds. Thus it can also 
be used as an "ideal procedure" in the case of 
mutilated correlations. 
(2) Applying information theory to the probabilities 
in (13) one finds explicitly - what one could expect 
without calculation - that the quality of the decision 
procedure is decreased. The more correlations are cut 
away by substitution of B by B*, the poorer the 
decision making will be. 
Omitting correlations has a double result : 
a) our uncertainty (entropy) about our data base is 
obviously increased. 
b) often even an ideal classifier will not be able to 
achieve a result, when the "Tail B*" is to poor. 
This is shown in Fig. 2. 
soot /" ~-" i  
/ ../- / I 
1 I'" l i 
Ellea~c.J.c, prl.o~: 
Fig• 2• Decreasing decision quality with increasing 
poor B* 
SECTION 3 
Analysis of real procedures 
Now let's turn to the application of the section 2 
results. By now it is obvious why in section 1 the 
procedures were divided into 3 types, according to 
the exploited intercomponent correlations. 
It can easily be seen that the "learning matrix" 
(see Fig. 3) of Steinbuch [21] (which is a linear 
chssifler) is a zero-order-approach to the general 
problem, belonging to type 1, as no correlations at 
all are regarded when computing the coefficients Gij. 
We can easily forecast hat it will only work in the 
case of poor correlations between the components• 
Concerning the n-tuples it can be shown that most 
of the applied "logical fihers" or "information 
fthers" are of this type. 
When in a given field heuristic approaches of the 
"linguistic" type appear, that is a strong hint to 
expect largely extended correlations which cannot 
be overcome by a simple statistical approach. 
To give a more detailed discussion of these "Tails" 
we would have to dive into the structure of the cor- 
relations and the strategies of the procedures trying 
to make use of these structures. 
Multilevel decision procedures 
As remarked before most difficult probabilistic in- 
formation processing and decision making problems 
are of this type, e. g. in reading handwritten 
characters, imminence analysis, medical diagnosis. 
Now we make use of the information reduction 
factor e which was introduced in (12). Studying real 
classifiers howed that e is the leading factor describ- 
ing the "difflcuhy" S of the underlying decision 
problem• It proved in the field of pattern recognition 
that this difficulty is closely related to the cost of the 
development of the classifiers. 
When we assume e = Difficulty S by neglecting the 
influences of the 'complexity of the tails' we find 
that we can easily break down a problem of the 
difficulty S = e into n problems by introducing a
n-level decision procedure instead of using the l-level 
procedures as they are provided by the Bayes mach- 
ine or the approximations of type 1. See Fig. 4. It 
proves that it is by far easier to construct n decision 
procedures than to build up one of the difficulty 
S=e.  
0% 
d (I) 
d (2) 
d (N) 
H 1 ' H L eooooooooooooeo  
G 11 
% 
% 
~ % N N 
L 
VALUE (Hi) = ~ dj j =_1 Gij"  
Fig. 3. The learning matrix. 
d 1 e d(l ) 
d 2 E d(2 ) 
N 
% 
% 
GNI, 
+ threshold logic 
From the definition of e together with Fig. 4 we 
fred that 
entropy of input data E4 
= = el4 (13) 
entropy of the classes E 1 
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(4) 
e _._ 1,4 
(1) 
Iooo 
2,4 
(2') 
~o 
1,2 I 
7 
3, 
(3) 
35 220  
2,3 
(2) - -  
35 ~. 7 
II 1,2 II 
classes 
form elements (indicators) 
n-tuples 
selected data level 
data level 
I : directly II : 2-level solution III : 3-hvel solution 
Fig. 4. Breaking down the difficulty of  a decision problem by introducing a multi-level structure. 
and 5. 
E 4 E 3 E 2 
el  4= - e 1 2  . e23 .  e34 (14) 
E 3 E 2 E 1 
6. 
Thus in the general case of  n equidistant levels we 
get n decisions of  the difficulty 
s__V i -  7. 
with e 14 = 1000 and S = 1000 we find that instead 
of one decision of  the difficulty S = 1000 we have 
to solve 3 o f  the comparable small difficulty 5= 10. 8. 
These results concerning the advantages of  break ing 
down difficult decisions into a (sometimes treelike) 
hierarchical structure seem to furnish some explana- 9. 
tion for the observed fact that practical complex 
decision making is generally of  the multi-level type. 
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