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Abstract
In this paper, we study matrix functions of bounded type from the viewpoint
of describing an interplay between function theory and operator theory. We first
establish a criterion on the coprime-ness of two singular inner functions and obtain
several properties of the Douglas-Shapiro-Shields factorizations of matrix functions
of bounded type. We propose a new notion of tensored-scalar singularity, and then
answer questions on Hankel operators with matrix-valued bounded type symbols.
We also examine an interpolation problem related to a certain functional equation
on matrix functions of bounded type; this can be seen as an extension of the
classical Hermite-Feje´r Interpolation Problem for matrix rational functions. We
then extend the H∞-functional calculus to an H∞ + H∞-functional calculus for
the compressions of the shift. Next, we consider the subnormality of Toeplitz
operators with matrix-valued bounded type symbols and, in particular, the matrix-
valued version of Halmos’s Problem 5; we then establish a matrix-valued version of
Abrahamse’s Theorem. We also solve a subnormal Toeplitz completion problem
of 2 × 2 partial block Toeplitz matrices. Further, we establish a characterization
of hyponormal Toeplitz pairs with matrix-valued bounded type symbols, and then
derive rank formulae for the self-commutators of hyponormal Toeplitz pairs.
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CHAPTER 1
Introduction
A function ϕ ∈ L∞ is said to be of bounded type or in the Nevanlinna class if ϕ
can be written as the quotient of two functions in H∞. This class of functions has
been extensively studied in the literature. However, it seems to be quite difficult
to determine whether the given function ϕ is of bounded type if we only look at
its Fourier series expansion. The well known criterion for detecting “bounded
type” employs Hankel operators - the function ϕ is of bounded type if and only if
the kernel of the Hankel operator Hϕ with symbol ϕ is nonzero (cf. [Ab]). The
class of functions of bounded type plays an important role in the study of function
theory and operator theory. Indeed, for functions of bounded type, there is a nice
connection between function theory and operator theory. In 1970, P.R. Halmos
posed the following problem, listed as Problem 5 in his lectures “Ten problems in
Hilbert space” [Hal1], [Hal2]: Is every subnormal Toeplitz operator either normal
or analytic ?
Many authors have given partial answers to Halmos’ Problem 5. In 1984,
Halmos’ Problem 5 was answered in the negative by C. Cowen and J. Long [CoL]
- they found a symbol not of bounded type which is non-analytic and induces a
non-normal subnormal Toeplitz operator. To date, researchers have been unable
to characterize subnormal Toeplitz operators in terms of their symbols. The most
interesting partial answer to Halmos’s Problem 5 was given by M.B. Abrahamse
[Ab] - every subnormal Toeplitz operator Tϕ whose symbol ϕ is such that ϕ or ϕ
is of bounded type is either normal or analytic. Besides that, there are several
fruitful interplays between function theory and operator theory, for functions of
bounded type.
In the present paper we explore matrix functions of bounded type in L∞Mn (the
space of n×n matrix-valued bounded measurable functions on the unit circle); that
is, matrix functions whose entries are of bounded type. We concentrate on the
connections between function theory and operator theory.
For the function-theoretic aspects, we focus on coprime inner functions, the
Douglas-Shapiro-Shields factorization, tensored-scalar singularity, an interpolation
problem, and a functional calculus. First of all, we consider the following intrin-
sic question: How does one determine the coprime-ness of two inner functions in
H∞? This question is easy for Blaschke products. Thus we are interested in the
following question: When are two singular inner functions coprime? Naturally, a
measure-theoretic problem arises at once since singular inner functions correspond
to their singular measures. We answer this question in Chapter 3. As we may
expect, we will show that two singular inner functions are coprime if and only if
the corresponding singular measures are mutually singular (cf. Theorem 3.7). To
prove this, we use a notion of infimum of finite positive Borel measures on the
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unit circle T, and more generally, on a locally compact Hausdorff space. The key
point of this argument is to decide when is the infimum of two finite positive Borel
measures nonzero (cf. Theorem 3.3).
To properly understand matrix functions of bounded type, we need to factorize
those functions into coprime products of matrix inner functions and the adjoints
of matrix H∞-functions. In general, every matrix function of bounded type can
be represented by a left or a right coprime factorization - the so-called Douglas-
Shapiro-Shields factorization (cf. Remark 4.2). In particular, this factorization is
very helpful and somewhat inevitable for the study of Hankel and Toeplitz operators
with such symbols. In Chapter 4, we consider several properties of left or right
coprime factorizations for matrix functions of bounded type. First of all, we
consider the following question: If A is a matrix H∞-function and Θ is a matrix
inner function, does it follow that A and Θ are left coprime if and only if A and
Θ are right coprime? In other words, do the notions of “left” coprime-ness and
“right” coprime-ness coincide for A and Θ? The answer to this question is negative
in general. However, we can show that the answer is affirmative if Θ is diagonal-
constant, that is, Θ is a diagonal inner function, constant along the diagonal (cf.
Theorem 4.16). We also show that if Φ is a matrix H∞-function such that Φ∗ is
of bounded type and its determinant is not identically zero then the degree of the
inner part of its inner-outer factorization is less than or equal to the degree of the
inner part of its left coprime factorization (cf. Corollary 4.34). In fact, the degree
of the inner part of the left coprime factorization is equal to the degree of the inner
part of the right coprime factorization (cf. Lemma 4.31).
On the other hand, it is well known that the composition of two inner functions
is again an inner function. But we cannot guarantee that the composition of two
Blaschke products is again a Blaschke product. Thus, we are interested in the
question: If θ and δ are coprime finite Blaschke products and ω is an inner function,
are the compositions θ◦ω and δ◦ω coprime? We prove that the answer is affirmative
when the common zeros of θ and δ lie in some “range set” of ω at its singularity -
almost everywhere in the open unit disk (cf. Theorem 4.25). Moreover, we show
that if Φ is a matrix rational function whose determinant is not identically zero,
then for a finite Blaschke product ω the inner part of the right coprime factorization
of the composition Φ ◦ ω is exactly the composition of the inner part of Φ and ω
(cf. Theorem 4.38); this is still true for matrix functions of bounded type if ω is a
Blaschke factor (cf. Theorem 4.40).
We next ask the question: How does one define a singularity for matrix func-
tions of bounded type? Conventionally, the singularity (or the existence of a pole)
of matrix L∞-functions is defined by a singularity (or a pole) of some entry of the
matrix function (cf. [BGR], [BR]). However, we propose another notion of sin-
gularity which is more suitable for our study of Hankel and Toeplitz operators. In
Chapter 5, we give a new notion, that of “tensored-scalar singularity.” This new
definition uses the Hankel operator as a characterization of functions of bounded
type via the kernel of the Hankel operator. This notion provides an answer to the
question: Under which conditions does it follow that if the product of two Hankel
operators with matrix-valued bounded type symbols is zero then either of them is
zero? It is well known that the answer to this question for scalar-valued cases is
affirmative, but is negative for matrix-valued cases unless certain assumptions are
made about the symbols. Here we show that if either of the two symbols has a
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tensored-scalar singularity then the answer is affirmative (cf. Theorem 5.4). We
also consider the question: If Φ and Ψ are matrix functions of bounded type, when
is H∗ΦHΦ = H
∗
ΨHΨ (where HΦ, HΨ are Hankel operators)? We answer this ques-
tion as follows: If Φ or Ψ has a tensored-scalar singularity then two products are
equal only when the co-analytic parts of Φ and Ψ coincide up to a unitary constant
left factor (cf. Theorem 5.5).
As transitional aspects from function theory to operator theory, in Chapter 6
we consider an interpolation problem for matrix functions of bounded type and
a functional calculus for the compressions of the shift operator. We consider an
interpolation problem involving the following matrix-valued functional equation:
When is Φ − KΦ∗ a matrix H∞-function (where Φ is a matrix L∞-function and
K is an unknown matrix H∞-function)? In other words, when does there exist a
matrix H∞-function K such that Φ − KΦ∗ is a matrix H∞-function? If Φ is a
matrix-valued rational function, this interpolation problem reduces to the classical
Hermite-Feje´r Interpolation Problem. We here examine this interpolation prob-
lem for the matrix functions of bounded type (cf. Theorems 6.4 and 6.5). On
the other hand, it is well known that the functional calculus for polynomials of
the compressions of the shift results in the Hermite-Feje´r matrix via the classi-
cal Hermite-Feje´r Interpolation Problem. We also extend the polynomial calculus
to the H∞-functional calculus (the so-called Sz.-Nagy-Foias¸ functional calculus)
via the Triangularization Theorem, and then extend it to a H∞ +H∞-functional
calculus for the compressions of the shift.
Chapters 7 - 9 are devoted to operator-theoretic aspects. In Chapter 7 we
consider the subnormality of Toeplitz operators with matrix-valued symbols and,
in particular, the matrix-valued version of Halmos’s Problem 5 ([Hal1], [Hal2]):
Which subnormal Toeplitz operators with matrix-valued symbols are either normal
or analytic ? In 1976, M.B. Abrahamse [Ab] showed that if ϕ ∈ L∞ is such
that ϕ or ϕ is of bounded type, if Tϕ is hyponormal, and if the kernel of the self-
commutator of Tϕ is invariant under Tϕ then Tϕ is either normal or analytic. The
aim of this chapter is to establish a matrix-valued version of Abrahamse’s Theorem.
In fact, a straightforward matrix-valued version of Abrahamse’s Theorem may fail.
Recently, it was shown in [CHL1] that if Φ and Φ∗ are matrix functions of bounded
type with the constraint that the inner part of the right coprime factorization
of the co-analytic part Φ− is diagonal-constant, then a matrix-valued version of
Abrahamse’s Theorem holds for TΦ. Also, it was shown in [CHKL] that if Φ
is a matrix-valued rational function then the above “diagonal-constant” condition
can be weakened to the condition of “having a nonconstant diagonal-constant inner
divisor.” From the results of Chapter 5 (cf. Lemma 5.2), we can see that those
conditions of [CHL1] and [CHKL] are special cases of the condition of “having a
tensored-scalar singularity.” Indeed, in Chapter 7, we will show that if the symbol
has a tensored-scalar singularity then we get a full-fledged matrix-valued version
of Abrahamse’s Theorem (cf. Theorem 7.3). In particular, if the symbol is scalar-
valued then it vacuously has a tensored-scalar singularity, so that the matrix-valued
version reduces to the original Abrahamse’s Theorem.
Given a partially specified operator matrix with some known entries, the prob-
lem of finding suitable operators to complete the given partial operator matrix so
that the resulting matrix satisfies certain given properties is called a completion
problem. A subnormal completion of a partial operator matrix is a particular
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specification of the unspecified entries resulting in a subnormal operator. In Chap-
ter 8, we solve the following “subnormal Toeplitz completion” problem: find the
unspecified Toeplitz entries of the partial block Toeplitz matrix
A :=
(
Tbα ?
? Tbβ
)
(α, β ∈ D)
so that A becomes subnormal, where bλ is a Blaschke factor whose zero is λ. We
can here show that the unspecified entries ? have symbols that are matrix functions
of bounded type. Thus this problem reduces to a problem on the subnormality of
“bounded type” Toeplitz operators. Recently, in [CHL2], we have considered this
completion problem for the cases α = β = 0. The solution given in [CHL2, Theo-
rem 5.1] relies upon very intricate and long computations using the symbol involved.
However our solution in this chapter provides a shorter and more insightful proof
by employing the results of the previous chapter. Our solution also shows that
2-hyponormality, subnormality and normality coincide for this completion, except
in a special case (cf. Theorem 8.2).
On the other hand, normal Toeplitz operators were characterized by a property
of their symbols in the early 1960’s by A. Brown and P.R. Halmos [BH]. The ex-
act nature of the relationship between the symbol ϕ ∈ L∞ and the hyponormality
of the Toeplitz operator Tϕ was understood in 1988 via Cowen’s Theorem [Co2]
– this elegant and useful theorem has been used in the works [CuL1], [CuL2],
[FL], [Gu1], [Gu2], [GS], [HKL1], [HKL2], [HL1], [HL2], [HL3], [Le], [NT],
[Zhu], and others; these works have been devoted to the study of hyponormality for
Toeplitz operators on H2. Particular attention has been paid to Toeplitz operators
with polynomial symbols or rational symbols [HL1], [HL2], [HL3]. However, the
case of arbitrary symbol ϕ, though solved in principle by Cowen’s theorem, is in
practice very complicated. Indeed, it may not even be possible to find tractable nec-
essary and sufficient condition for the hyponormality of Tϕ in terms of the Fourier
coefficients of the symbol ϕ unless certain assumptions are made about it. To
date, tractable criteria for the cases of trigonometric polynomial symbols and ra-
tional symbols have been derived from a Carathe´odory-Schur interpolation problem
[Zhu] and a tangential Hermite-Feje´r interpolation problem [Gu1] or the classical
Hermite-Feje´r interpolation problem [HL3]. Recently, C. Gu, J. Hendricks and D.
Rutherford [GHR] have considered the hyponormality of Toeplitz operators with
matrix-valued symbols and characterized it in terms of their symbols. In particu-
lar they showed that if TΦ is a hyponormal Toeplitz operator with matrix-valued
symbol Φ, then its symbol Φ is normal, i.e., Φ∗Φ = ΦΦ∗. Their characterization
resembles Cowen’s Theorem except for an additional condition – the normality of
the symbol.
In 1988, two important developments took place in the field of operator theory.
The first one was the introduction of the notion of “joint hyponormality” for n-
tuples of operators and the second one was the characterization of hyponormality
of Toeplitz operators in terms of their symbols (via Cowen’s Theorem) as we have
remarked just above. Since then, it has become natural to consider joint hyponor-
mality for tuples of Toeplitz operators. The notion of joint hyponormality was first
formally introduced by A. Athavale [At]. He conceived joint hyponormality as a
notion at least as strong as requiring that the linear span of the operator coordinates
consist of hyponormal operators, the latter notion being called weak joint hyponor-
mality. Joint hyponormality and weak joint hyponormality have been studied by
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A. Athavale [At], J. Conway and W. Szymanski [CS], R. Curto [Cu], R. Curto and
W.Y. Lee [CuL1], R. Curto, P. Muhly, and J. Xia [CMX], R. Douglas, V. Paulsen
and K. Yan [DPY], R. Douglas and K. Yan [DY], D. Farenick and R. McEachin
[FM], C. Gu [Gu2], S. McCullough and V. Paulsen [McCP1],[McCP2], D. Xia
[Xi], and others. Joint hyponormality originated from questions about commuting
normal extensions of commuting operators, and it has also been considered with
an aim at understanding the gap between hyponormality and subnormality for sin-
gle operators. The study of jointly hyponormal Toeplitz tuples started with D.
Farenick and R. McEachin [FM]. They studied operators that form jointly hy-
ponormal pairs in the presence of the unilateral shift: precisely, they showed that if
U is the unilateral shift on the Hardy space H2, then the joint hyponormality of the
pair (U, T ) implies that T is necessarily a Toeplitz operator. This result invites us
to consider the joint hyponormality for pairs of Toeplitz operators. In Chapter 9,
we consider (jointly) hyponormal Toeplitz pairs with matrix-valued bounded type
symbols. In their research monograph [CuL1], the authors studied hyponormal-
ity of pairs of Toeplitz operators (called Toeplitz pairs) when both symbols are
trigonometric polynomials. The core of the main result of [CuL1] is that the
hyponormality of T ≡ (Tϕ, Tψ) (ϕ, ψ trigonometric polynomials) forces that the
co-analytic parts of ϕ and ψ necessarily coincide up to a constant multiple, i.e.,
(1.1) ϕ− βψ ∈ H2 for some β ∈ C.
In [HL4], (9.1) was extended for Toeplitz pairs whose symbols are rational functions
with some constraint. As a result, the following question arises at once: Does
(1.1) still hold for Toeplitz pairs whose symbols are matrix-valued trigonometric
polynomials or rational functions?
Chapter 9 is concerned with this question. More generally, we give a charac-
terization of hyponormal Toeplitz pairs with bounded type symbols by using the
theory established in the previous chapters. Consequently, we will answer the
above question (cf. Corollary 9.22). Indeed, (1.1) is still true for matrix-valued
trigonometric polynomials under some invertibility and commutativity assumptions
on the Fourier coefficients of the symbols (those assumptions always hold vacuously
for scalar-valued cases). In fact, this follows from our core idea (Lemma 9.16) that
if Φ and Ψ are matrix functions of bounded type whose inner parts of right co-
prime factorizations of analytic parts commute and whose co-analytic parts have a
common tensored-scalar pole then the hyponormality of the Toeplitz pair (TΦ, TΨ)
implies that the common tensored-scalar pole has the same order. Consequently, we
give a characterization of the (joint) hyponormality of Toeplitz pairs with bounded
type symbols (cf. Theorem 9.20). We also consider the self-commutators of the
Toeplitz pairs with matrix-valued rational symbols and derive rank formulae for
them (cf. Theorem 9.29).
Chapter 10 is devoted to concluding remarks and open questions.
Acknowledgments. The authors are deeply grateful to the referee for many help-
ful suggestions, which significantly improved both the content and the presentation.
In particular, we are indebted to the referee for supplying the present version of
the proof of Lemma 4.13, which is more transparent than the original proof.

CHAPTER 2
Preliminaries
The main ingredients of this paper are functions of bounded type, Hankel op-
erators, Toeplitz operators, and hyponormality. First of all, we review the notion
of functions of bounded type and a few essential facts about Hankel and Toeplitz
operators, and for that we will use [Ab], [BS], [Do1], [GGK], [MAR], [Ni2] and
[Pe]. Let H and K be complex Hilbert spaces, let B(H,K) be the set of bounded
linear operators from H to K, and write B(H) := B(H,H). For A,B ∈ B(H), we
let [A,B] := AB −BA. An operator T ∈ B(H) is said to be normal if [T ∗, T ] = 0,
hyponormal if [T ∗, T ] ≥ 0. For an operator T ∈ B(H), we write kerT and ranT
for the kernel and the range of T , respectively. For a subset M of a Hilbert space
H, clM andM⊥ denote the closure and the orthogonal complement ofM, respec-
tively. Also, let T ≡ ∂D be the unit circle (where D denotes the open unit disk in
the complex plane C). Recall that L∞ ≡ L∞(T) is the set of bounded measurable
functions on T, that the Hilbert space L2 ≡ L2(T) has a canonical orthonormal
basis given by the trigonometric functions en(z) = z
n, for all n ∈ Z, and that the
Hardy space H2 ≡ H2(T) is the closed linear span of {en : n ≥ 0}. An element
f ∈ L2 is said to be analytic if f ∈ H2. Let H∞ := L∞∩H2, i.e., H∞ is the set of
bounded analytic functions on D. Given a function ϕ ∈ L∞, the Toeplitz operator
Tϕ and the Hankel operator Hϕ with symbol ϕ on H
2 are defined by
(2.1) Tϕg := P (ϕg) and Hϕg := JP
⊥(ϕg) (g ∈ H2),
where P and P⊥ denote the orthogonal projections from L2 onto H2 and (H2)⊥,
respectively, and J denotes the unitary operator from L2 onto L2 defined by
J(f)(z) = zf(z) for f ∈ L2.
For ϕ ∈ L∞, we write
ϕ+ ≡ Pϕ ∈ H2 and ϕ− ≡ P⊥ϕ ∈ zH2.
Thus we may write ϕ = ϕ− + ϕ+.
We recall that a function ϕ ∈ L∞ is said to be of bounded type (or in the
Nevanlinna class N ) if there are functions ψ1, ψ2 ∈ H∞ such that
ϕ(z) =
ψ1(z)
ψ2(z)
for almost all z ∈ T.
Let BMO denote the set of functions of bounded mean oscillation in L1. It is
well-known that L∞ ⊆ BMO ⊆ L2 and that if f ∈ L2, then Hf is bounded on
H2 if and only if P⊥f ∈ BMO (where P⊥ is the orthogonal projection of L2 onto
(H2)⊥) (cf. [Pe]). Thus if ϕ ∈ L∞, then ϕ−, ϕ+ ∈ BMO, so that Hϕ− and Hϕ+
are well understood. We recall [Ab, Lemma 3] that if ϕ ∈ L∞ then
(2.2) ϕ is of bounded type ⇐⇒ kerHϕ 6= {0} .
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Assume now that both ϕ and ϕ are of bounded type. Then from the Beurling’s
Theorem, kerHϕ− = θ0H
2 and kerHϕ+ = θ+H
2 for some inner functions θ0, θ+.
We thus have b := ϕ−θ0 ∈ H2, and hence we can write
(2.3) ϕ− = θ0b and similarly ϕ+ = θ+a for some a ∈ H2.
By Kronecker’s Lemma [Ni2, p. 217], if f ∈ H∞ then f is a rational function if
and only if rankHf <∞, which implies that
(2.4) f is rational ⇐⇒ f = θb with a finite Blaschke product θ.
If Tϕ is hyponormal then since Tϕψ − TϕTψ = H∗ϕHψ (ϕ, ψ ∈ L∞) and hence,
(2.5) [T ∗ϕ, Tϕ] = H
∗
ϕHϕ −H∗ϕHϕ = H∗ϕ+Hϕ+ −H∗ϕ−Hϕ− ,
it follows that ||Hϕ+f || ≥ ||Hϕ−f || for all f ∈ H2, and hence
θ+H
2 = kerHϕ+ ⊆ kerHϕ− = θ0H2,
which implies that θ0 divides θ+, i.e., θ+ = θ0θ1 for some inner function θ1. For
an inner function θ, we write
H(θ) := H2 ⊖ θH2.
Note that if f = θa ∈ L2, then f ∈ H2 if and only if a ∈ H(zθ); in particular, if
f(0) = 0 then a ∈ H(θ). Thus, if ϕ ≡ ϕ− + ϕ+ ∈ L∞ is such that ϕ and ϕ are of
bounded type such that ϕ+(0) = 0 and Tϕ is hyponormal, then we can write
ϕ+ = θ0θ1a¯ and ϕ− = θ0b¯, where a ∈ H(θ0θ1) and b ∈ H(θ0).
We turn our attention to the case of matrix functions.
Let Mn×r denote the set of all n× r complex matrices and write Mn :=Mn×n.
For X a Hilbert space, let L2X ≡ L2X (T) be the Hilbert space of X -valued norm
square-integrable measurable functions on T and let L∞X ≡ L∞X (T) be the set of
X -valued bounded measurable functions on T. We also let H2X ≡ H2X (T) be the
corresponding Hardy space and H∞X ≡ H∞X (T) = L∞X ∩ H2X . We observe that
L2
Cn
= L2 ⊗ Cn and H2
Cn
= H2 ⊗ Cn.
Definition 2.1. For a matrix-valued function Φ ≡ (ϕij) ∈ L∞Mn , we say that
Φ is of bounded type if each entry ϕij is of bounded type, and we say that Φ is
rational if each entry ϕij is a rational function.
Let Φ ≡ (ϕij) ∈ L∞Mn be such that Φ∗ is of bounded type. Then each ϕij
is of bounded type. Thus in view of (2.3), we may write ϕij = θijbij , where
θij is inner and θij and bij are coprime, in other words, there does not exist a
nonconstant inner divisor of θij and bij . Thus if θ is the least common multiple of
{θij : i, j = 1, 2, · · · , n}, then we may write
(2.6) Φ =
(
ϕij
)
=
(
θijbij
)
=
(
θaij
) ≡ θA∗ (where A ≡ (aji) ∈ H2Mn).
In particular, A(α) is nonzero whenever θ(α) = 0 and |α| < 1.
For Φ ∈ L∞Mn , we write
Φ+ := Pn(Φ) ∈ H2Mn and Φ− :=
[
P⊥n (Φ)
]∗ ∈ H2Mn .
Thus we may write Φ = Φ∗− + Φ+ . However, it will often be convenient to allow
the constant term in Φ−. Hence, if there is no confusion we may assume that
Φ− shares the constant term with Φ+: in this case, Φ(0) = Φ+(0) + Φ−(0)
∗. If
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Φ = Φ∗− + Φ+ ∈ L∞Mn is such that Φ and Φ∗ are of bounded type, then in view of
(2.6), we may write
(2.7) Φ+ = θ1A
∗ and Φ− = θ2B
∗,
where θ1 and θ2 are inner functions and A,B ∈ H2Mn . In particular, if Φ ∈ L∞Mn
is rational then the θi can be chosen as finite Blaschke products, as we observed in
(2.4).
We now introduce the notion of Hankel operators and Toeplitz operators with
matrix-valued symbols. If Φ is a matrix-valued function in L∞Mn , then TΦ : H
2
Cn
→
H2
Cn
denotes Toeplitz operator with symbol Φ defined by
TΦf := Pn(Φf) for f ∈ H2Cn ,
where Pn is the orthogonal projection of L
2
Cn
onto H2
Cn
. A Hankel operator with
symbol Φ ∈ L∞Mn is an operator HΦ : H2Cn → H2Cn defined by
HΦf := JnP
⊥
n (Φf) for f ∈ H2Cn ,
where P⊥n is the orthogonal projection of L
2
Cn
onto (H2
Cn
)⊥ and Jn denotes the
unitary operator from L2
Cn
onto L2
Cn
given by Jn(f)(z) := zf(z) for f ∈ L2Cn . For
Φ ∈ L∞Mn×m , write
Φ˜(z) := Φ∗(z).
A matrix-valued function Θ ∈ H∞Mn×m is called inner if Θ∗Θ = Im almost every-
where on T, where Im denotes the m×m identity matrix. If there is no confusion
we write simply I for Im. The following basic relations can be easily derived:
T ∗Φ = TΦ∗ , H
∗
Φ = HΦ˜ (Φ ∈ L∞Mn);(2.8)
TΦΨ − TΦTΨ = H∗Φ∗HΨ (Φ,Ψ ∈ L∞Mn);(2.9)
HΦTΨ = HΦΨ, HΨΦ = T
∗
Ψ˜
HΦ (Φ ∈ L∞Mn ,Ψ ∈ H∞Mn);(2.10)
H∗ΦHΦ −H∗ΘΦHΘΦ = H∗ΦHΘ∗H∗Θ∗HΦ (Θ ∈ H∞Mn inner, Φ ∈ L∞Mn).(2.11)
A matrix-valued trigonometric polynomial Φ ∈ L∞Mn×m is of the form
Φ(z) =
N∑
j=−m
Ajz
j (Aj ∈Mn×m),
where AN and A−m are called the outer coefficients of Φ. For matrix-valued
functions A :=
∑∞
j=−∞ Ajz
j ∈ L2Mn×m and B :=
∑∞
j=−∞Bjz
j ∈ L2Mn×m , we
define the inner product of A and B by
〈A,B〉 :=
∫
T
tr (B∗A) dµ =
∞∑
j=−∞
tr (B∗jAj) ,
where tr (·) denotes the trace of a matrix and define ||A||2 := 〈A,A〉 12 . We also
define, for A ∈ L∞Mn×m ,
||A||∞ := ess supt∈T||A(t)|| (|| · || denotes the spectral norm of a matrix).
Finally, the shift operator S on H2
Cn
is defined by S := TzI .
The following fundamental result will be useful in the sequel.
The Beurling-Lax-Halmos Theorem. ([FF], [Ni2]) A nonzero subspace M of
H2
Cn
is invariant for the shift operator S on H2
Cn
if and only if M = ΘH2
Cm
, where
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Θ is an inner matrix function in H∞Mn×m (m ≤ n). Furthermore, Θ is unique up
to a unitary constant right factor; that is, if M = ∆H2
Cr
(for ∆ an inner function
in H∞Mn×r), then m = r and Θ = ∆W , where W is a unitary matrix mapping C
m
onto Cm.
As customarily done, we say that two matrix-valued functions A and B are
equal if they are equal up to a unitary constant right factor. Observe that, by
(2.10), for Φ ∈ L∞Mn ,
HΦS = HΦ·zI = HzI·Φ = S
∗HΦ,
which implies that the kernel of a Hankel operatorHΦ is an invariant subspace of the
shift operator on H2
Cn
. Thus, if kerHΦ 6= {0}, then by the Beurling-Lax-Halmos
Theorem,
kerHΦ = ΘH
2
Cm
for some inner matrix function Θ. We note that Θ need not be a square matrix.
However, we have:
Lemma 2.2. [GHR, Theorem 2.2] For Φ ∈ L∞Mn, the following are equivalent:
(a) Φ is of bounded type;
(b) ker HΦ = ΘH
2
Cn
for some square inner matrix function Θ.
We recall that an operator T ∈ B(H) is said to be subnormal if T has a
normal extension, i.e., T = N |H, where N is a normal operator on some Hilbert
space K ⊇ H such that H is invariant for N . The Bram-Halmos criterion for
subnormality ([Br], [Con]) states that an operator T ∈ B(H) is subnormal if and
only if
∑
i,j(T
ixj , T
jxi) ≥ 0 for all finite collections x0, x1, · · · , xk ∈ H. It is easy
to see that this is equivalent to the following positivity test:
(2.12)

[T ∗, T ] [T ∗2, T ] . . . [T ∗k, T ]
[T ∗, T 2] [T ∗2, T 2] . . . [T ∗k, T 2]
...
...
. . .
...
[T ∗, T k] [T ∗2, T k] . . . [T ∗k, T k]
 ≥ 0 (all k ≥ 1) .
Condition (2.12) provides a measure of the gap between hyponormality and sub-
normality. In fact the positivity condition (2.12) for k = 1 is equivalent to the
hyponormality of T , while subnormality requires the validity of (2.12) for all k. For
k ≥ 1, an operator T is said to be k-hyponormal if T satisfies the positivity condition
(2.12) for a fixed k. Thus the Bram-Halmos criterion can be stated as: T is subnor-
mal if and only if T is k-hyponormal for all k ≥ 1. The notion of k-hyponormality
has been considered by many authors aiming at understanding the bridge between
hyponormality and subnormality. In view of (2.12), between hyponormality and
subnormality there exists a whole slew of increasingly stricter conditions, each ex-
pressible in terms of the joint hyponormality of the tuples (I, T, T 2, . . . , T k). Given
an n-tuple T = (T1, . . . , Tn) of operators on H, we let [T∗,T] ∈ B(H⊕ · · · ⊕ H)
denote the self-commutator of T, defined by
[T∗,T] :=

[T ∗1 , T1] [T
∗
2 , T1] . . . [T
∗
n , T1]
[T ∗1 , T2] [T
∗
2 , T2] . . . [T
∗
n , T2]
...
...
. . .
...
[T ∗1 , Tn] [T
∗
2 , Tn] . . . [T
∗
n , Tn]
 .
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By analogy with the case n = 1, we shall say ([At], [CMX]) that T is jointly
hyponormal (or simply, hyponormal) if [T∗,T] is a positive operator on H⊕· · ·⊕H.
T is said to be normal if T is commuting and every Ti is a normal operator,
and subnormal if T is the restriction of a normal n-tuple to a common invariant
subspace. Clearly, the normality, subnormality or hyponormality of an n-tuple
requires as a necessary condition that every coordinate in the tuple be normal,
subnormal or hyponormal, respectively. Normality and subnormality require that
the coordinates commute, but hyponormality does not.
In 1988, the hyponormality of the Toeplitz operators Tϕ was characterized in
terms of their symbols ϕ via Cowen’s Theorem [Co2], which follows.
Cowen’s Theorem. ([Co2], [NT]) For each ϕ ∈ L∞, let
E(ϕ) ≡
{
k ∈ H∞ : ||k||∞ ≤ 1 and ϕ− kϕ ∈ H∞
}
.
Then Tϕ is hyponormal if and only if E(ϕ) is nonempty.
To study hyponormality (resp. normality and subnormality) of the Toeplitz
operator Tϕ with symbol ϕ we may, without loss of generality, assume that ϕ(0) = 0;
this is because hyponormality (resp. normality and subnormality) is invariant under
translations by scalars.
In 2006, C. Gu, J. Hendricks and D. Rutherford [GHR] have considered the
hyponormality of Toeplitz operators with matrix-valued symbols and characterized
it in terms of their symbols. Their characterization resembles Cowen’s Theorem
except for an additional condition – the normality of the symbol.
Lemma 2.3. (Hyponormality of Block Toeplitz Operators) ([GHR]) For each
Φ ∈ L∞Mn , let
E(Φ) :=
{
K ∈ H∞Mn : ||K||∞ ≤ 1 and Φ−KΦ∗ ∈ H∞Mn
}
.
Then TΦ is hyponormal if and only if Φ is normal and E(Φ) is nonempty.
M. Abrahamse [Ab, Lemma 6] showed that if Tϕ is hyponormal, if ϕ /∈ H∞,
and if ϕ or ϕ is of bounded type then both ϕ and ϕ are of bounded type. However,
in contrast to the scalar-valued case, Φ∗ may not be of bounded type even though
TΦ is hyponormal, Φ /∈ H∞Mn and Φ is of bounded type. But we have a one-way
implication:
(2.13) TΦ is hyponormal and Φ
∗ is of bounded type =⇒ Φ is of bounded type
(see [GHR, Corollary 3.5 and Remark 3.6]). Thus, whenever we deal with hy-
ponormal Toeplitz operators TΦ with symbols Φ satisfying that both Φ and Φ
∗ are
of bounded type (e.g., Φ is a matrix-valued rational function), it suffices to assume
that only Φ∗ is of bounded type. In spite of this fact, for convenience, we will
assume that Φ and Φ∗ are of bounded type whenever we deal with bounded type
symbols.
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Notations
• Let θ be an inner function in H∞. Then
Iθ := θI ≡
(
θ
. . .
θ
)
(where I is the identity matrix)
Z(θ) := the set of all zeros of θ
• bλ(z) := z−λ1−λz (λ ∈ D), a Blaschke factor
• H20 ≡ (H2Mn)0 := zH2Mn
• Let Θ ∈ H∞Mn×m be an inner matrix function. Then
H(Θ) := H2
Cn
⊖ΘH2
Cm
HΘ := H2Mn×m ⊖ΘH2Mm
KΘ := H2Mn×m ⊖H2MnΘ
If Θ = Iθ for an inner function θ, then HΘ = KΘ. If there is no confusion
then we write, for brevity, Hθ, Kθ for HIθ , KIθ .
• For X a closed subspace of H2Mn , PX denotes the orthogonal projection
from H2Mn onto X .
• If Φ ∈ L∞Mn and ∆1 and ∆2 are inner matrix functions in H∞Mn , we write
Φ∆1,∆2 := P(H2Mn )
⊥(Φ∗−∆1) + PH20 (∆
∗
2Φ+);
Φ∆1,∆2 := P(H2
Mn
)⊥(∆1Φ
∗
−) + PH20 (Φ+∆
∗
2),
and abbreviate
Φ∆ ≡ Φ∆,∆ and Φ∆ ≡ Φ∆,∆.
If ∆i := Iδi for some inner functions δi (i = 1, 2), then Φ∆1,∆2 = Φ
∆1,∆2.
If there is no confusion then we write, for brevity,
ΦIδ1 ,∆2 ≡ Φδ1,∆2 , Φ∆1,Iδ2 ≡ Φ∆1,δ2 , ΦIδ ≡ Φδ and etc
(i.e., we write δ for Iδ in this representation).
• For an inner function θ, Uθ denotes the compression of the shift operator
U ≡ Tz : i.e.,
Uθ = PH(θ)U |H(θ).
More generally, for A ∈ L∞Mn and an inner function Θ ∈ H∞Mn , we write
(TA)Θ = PH(Θ)TA|H(Θ),
which is called the compression of TA to H(Θ).
CHAPTER 3
Coprime inner functions
To understand functions of bounded type, we need to factorize those func-
tions into a coprime product of an inner function and the complex conjugate of
an H2-function. Thus we are interested in the following question: When are two
inner functions in H∞ coprime ? Naturally, a measure-theoretic problem arises at
once, since singular inner functions correspond to their singular measures. In this
chapter, we answer this question.
A nonzero sequence {αj} in D satisfying
∑∞
j=1(1−|αj |) <∞ is called a Blaschke
sequence. If {αj} is a Blaschke sequence and k is an integer, k ≥ 0, then the
function
b(z) := zk
∞∏
j=1
|αj |
αj
(
z − αj
1− αjz
)
is called a Blaschke product. The factor zk in the definition of the Blaschke product
is to allow b to have a zero at 0. If {αj} is a finite sequence then b is called a finite
Blaschke product.
Recall that an inner function θ ∈ H∞ can be written as
θ(z) = c b(z) exp
(
−
∫
T
t+ z
t− z dµ(t)
)
(z ∈ D),
where c is a constant of modulus 1, b is a Blaschke product, and µ is a finite
positive Borel measure on T which is singular with respect to Lebesgue measure.
It is evident that if b1 and b2 are Blaschke products then
(3.1) b1 and b2 are not coprime ⇐⇒ Z(b1) ∩ Z(b2) 6= ∅ .
Thus the difficulty in determining coprime-ness of two inner functions is caused by
an inner functions having no zeros in D, which is called a singular inner function:
θ(z) ≡ exp
(
−
∫
T
t+ z
t− z dµ(t)
)
,
where µ will be called the singular measure of θ. Thus we are interested in the
following question:
(3.2) When are two singular inner functions coprime?
Question (3.2) seems to be well known to experts; however, we have not been able
to find an answer in the literature. Thus, below we give an answer to Question
(3.2).
Let µ be a Borel measure on a locally compact Hausdorff space X . Recall that
the support of µ is defined as the set:
supp(µ) :=
{
x ∈ X : µ(G) > 0 for every open neighborhood G of x
}
.
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An equivalent definition of support of µ is as the largest closed set S ⊆ X such that
for every open subset U of X for which S ∩ U 6= ∅,
(3.3) µ(Sc) = 0 and µ(U ∩ S) > 0.
On the other hand, if there is a Borel set A such that µ(E) = µ(A ∩ E) for every
Borel set E, we say that µ is concentrated on A (cf. [Ru]). This is equivalent to
the condition that µ(E) = 0 whenever E ∩ A = ∅. Also we say that two Borel
measures µ and ν are mutually singular (and write µ ⊥ ν) if there are disjoint Borel
sets A and B such that µ is concentrated on A and ν is concentrated on B.
We note that if supp(µ) ∩ supp(ν) = ∅, then µ ⊥ ν. However the converse is
not true: for example, if m is the Lebesgue measure on [0, 1] and δ1 is the Dirac
measure at 1, then m ⊥ δ1, but supp(m) ∩ supp(δ1) = {1}.
How does one define the infimum of a family of finite positive Borel measures?
Let S ≡ {µ1, µ2, · · · } be a countable family of finite positive Borel measures on a
locally compact Hausdorff space X . For any Borel set E, define µ(E) by
(3.4) µ(E) := inf
∑
k
µk(Ek),
where the µk runs through the family S and where {E1, E2, · · · } runs through all
partitions of E into Borel sets (cf. [Ga, p.84]). Then we can show that µ is a
positive Borel measure satisfying the following:
(i) µ ≤ µk for all k = 1, 2, · · · ;
(ii) µ is the maximum positive Borel measure on X satisfying (i) in the sense
that: if λ is a positive Borel measure on X satisfying λ ≤ µk for all
k = 1, 2, · · · , then λ ≤ µ.
The measure µ of (3.4) is called the infimum of the family S of measures, and we
write
µ := inf
k
(µk).
We note that the infimum of two nonzero measures may be zero. For example,
let X = [0, 1] and suppose m is the Lebesgue measure on X and δ1 is the Dirac
measure at 1. Then µ(X) ≡ inf (m, δ1)(X) ≤ m({1}) + δ1([0, 1)) = 0.
Theorem 3.1. Let {µk} be a countable family of finite positive Borel measures
on a locally compact Hausdorff space X. If µk is concentrated on Ak for each
k ∈ Z+, then µ ≡ infk (µk) is concentrated on
⋂
nAn.
Proof. Write
A ≡
⋂
k
Ak and µ ≡ inf
k
(µk).
Let E be a Borel set and suppose {En} is a partition of E into Borel sets. Let
Fn := En ∩ A and A(k)n := En \Ak.
Then we can see that
E =
(
∪nFn
)⋃(
∪n,kA(k)n
)
.
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Let {Cn} be the collection consisting of {Fn, A(k)n }n,k. We then have
(3.5)
µ(E) ≤ inf
∑
k
µk(Ck)
≤ inf
∑
k
µk(Fk)
= inf
∑
k
µk(Ek ∩ A).
Since E ∩ A = ⋃n(En ∩ A), it follows from (3.5) that
µ(E) ≤ µ(E ∩ A).
This completes the proof. 
Corollary 3.2. Let {µk} be a countable family of finite positive Borel mea-
sures on a locally compact Hausdorff space X. If µi ⊥ µj for some i, j, then
infk (µk) = 0.
Proof. Immediate from Theorem 3.1. 
Theorem 3.3. Let µ1 and µ2 be finite positive Borel measures on a Borel
σ-algebra B in a locally compact Hausdorff space X. Then
µ1 ⊥ µ2 ⇐⇒ inf (µ1, µ2) = 0.
Proof. (⇒) This follows from Theorem 3.1.
(⇐) Suppose µ1 and µ2 are finite positive Borel measures. By the Lebesgue
decomposition of µ1 relative to µ2, there exists a unique pair {µa, µs} of finite
positive measures on B such that
µ1 = µa + µs, µa ≪ µ2, µs ⊥ µ2.
Let h ∈ L1(µ2) be the Radon-Nikodym derivative of µa with respect to µ2: that is,
(3.6) µa(E) =
∫
E
h dµ2 (E ∈ B).
Note that h is a nonnegative measurable function. Assume that µ1 and µ2 are not
mutually singular. Then h 6= 0 [µ2]. Define
H :=
{
x ∈ X : 0 < h(x) ≤ 1
}
.
There are two cases to consider.
Case 1 (µ2(H) 6= 0): Define
λ(E) :=
∫
E
h · χH dµ2 (E ∈ B).
Since h · χH is a nonnegative measurable function, it follows that λ is a positive
measure. Observe that
λ(H) =
∫
H
hdµ2 > 0.
For each E ∈ B, we have, by (3.6),
λ(E) =
∫
E
h · χHdµ2 ≤
∫
E
hdµ2 = µa(E) ≤ µ1(E)
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and by definition of H ,
λ(E) =
∫
E
h · χHdµ2 ≤
∫
E
dµ2 = µ2(E).
But since λ(H) > 0, it follows that 0 6= λ ≤ inf (µ1, µ2), which implies inf (µ1, µ2) 6=
0.
Cases 2 (µ2(H) = 0): For m = 2, 3, 4, · · · , define
Hm :=
{
x ∈ X : 1 < h(x) ≤ m
}
.
Since h 6= 0 [µ2], there exists N ∈ {2, 3, · · · } such that µ2(HN ) 6= 0. Define
λ(E) :=
1
N
∫
E
h · χHN dµ2 (E ∈ B).
Then λ is a positive measure. Observe that
λ(HN ) =
1
N
∫
HN
h dµ2 >
1
N
∫
HN
dµ2 =
1
N
µ2(HN ) > 0.
For each E ∈ B,
λ(E) =
1
N
∫
E
h · χHN dµ2 ≤
1
N
∫
E
hdµ2 ≤
∫
E
hdµ2 = µa(E) ≤ µ1(E),
and by definition of HN ,
λ(E) =
1
N
∫
E
h · χHN dµ2 ≤
∫
E
dµ2 = µ2(E).
Since λ(HN ) > 0, it follows that 0 6= λ ≤ inf (µ1, µ2), which implies inf (µ1, µ2) 6= 0.
This completes the proof. 
Corollary 3.4. Let {µ1, µ2, · · · , µm} be a finite collection of finite positive
Borel measures on a locally compact Hausdorff space X. Then the followings are
equivalent:
(i) µ ≡ inf(µ1, µ2, · · · , µm) 6= 0
(ii) If µk is concentrated on Ak for each k = 1, 2 · · · ,m, then
⋂m
k=1Ak 6= ∅
Proof. This follows at once from Theorems 3.1 and 3.3. 
Remark 3.5. Corollary 3.4 may fail for a countable collection of finite positive
Borel measures. For example, let λ be a nonzero finite positive Borel measure on a
locally compact Hausdorff space X and let
µk :=
λ
k
(k ∈ Z+).
Then clearly, µ ≡ infk(µk) = 0. Suppose that µk is concentrated on Ak for each
k ∈ Z+. Then λ is concentrated on Ak for each k ∈ Z+. Write
E :=
∞⋂
k=1
Ak and En :=
n⋂
k=1
Ak.
Then
E1 ⊇ E2 ⊇ E3 ⊇ · · · and E =
∞⋂
n=1
En.
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We now claim that
(3.7) λ(En) = λ(X) for each n ∈ Z+.
To prove (3.7), we use mathematical induction. Since λ is concentrated on A1 = E1,
it follows that λ(E1) = λ(E1∩X) = λ(X). Suppose λ(Ek) = λ(X) (k ≥ 1). Since
λ is concentrated on Ak+1, we have
λ(Ek+1) = λ(Ek ∩ Ak+1) = λ(Ek) = λ(X),
which proves (3.7). Since λ is a finite measure, λ(X) = λ(En) converges to λ(E),
so that λ(E) = λ(X) 6= 0, and hence E 6= ∅. 
Theorem 3.6. Let µ1, µ2 be finite positive regular Borel measures on a locally
compact Hausdorff space X such that
S ≡ supp(µ1) ∩ supp(µ2) 6= φ.
If there exists x ∈ S and an open neighborhood N of x such that
m ≤
{
µ2(Nx)
µ1(Nx)
: x ∈ Nx, an open subset of N
}
≤M
for some m,M > 0, then µ ≡ inf (µ1, µ2) 6= 0.
Remark. Since x ∈ S, µi(Nx) 6= 0 for each i = 1, 2.
Proof of Theorem 3.6. Suppose that there exists x ∈ S and an open neigh-
borhood N of x such that
m ≤
{
µ2(Nx)
µ1(Nx)
: x ∈ Nx, an open subset of N
}
≤M,
for some 0 < m < 1 < M <∞. We will show that
(3.8) µ(N) 6= 0.
Note that µ1 and µ2 are regular Borel measures. Let G be a Borel set and ǫ > 0.
Suppose x ∈ G. Then there exists an open set V ⊇ G such that
µ1(N ∩G) + ǫ > µ1(N ∩ V ) ≥ 1
M
µ2(N ∩ V ).
Thus
µ1(N ∩G) + µ2(N ∩Gc) + ǫ ≥ 1
M
µ2(N ∩ V ) + µ2(N ∩Gc)
≥ 1
M
(
µ2(N ∩G) + µ2(N ∩Gc)
)
≥ 1
M
µ2(N),
which gives
µ1(N ∩G) + µ2(N ∩Gc) ≥ 1
M
µ2(N).
If x /∈ G, then similarly, we have
µ1(N ∩G) + µ2(N ∩Gc) ≥ mµ1(N).
Thus, it follows that
µ(N) = inf (µ1, µ2)(N) ≥ min
(
1
M
µ2(N),mµ1(N)
)
> 0,
which proves (3.8).
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We now have:
Theorem 3.7. Let θ1, θ2 ∈ H∞ be singular inner functions with singular
measures µ1 and µ2, respectively. Then θ1 and θ2 are coprime if and only if
µ1 ⊥ µ2.
Proof. (⇒) For i = 1, 2, write
θi(z) = exp
(
−
∫
T
t+ z
t− z dµi(t)
)
(z ∈ D),
where each µi is a finite positive Borel measure on T which is singular with respect
to Lebesgue measure. Assume that µ1 and µ2 are not mutually singular. Thus,
by Theorem 3.3, µ ≡ inf(µ1, µ2) 6= 0. Since
(3.9) µ(E) ≤ µ1(E) and µ(E) ≤ µ2(E) for each Borel set E ⊆ T,
it follows that µ is absolutely continuous with respect to both µ1 and µ2. In
particular, µ is a finite positive Borel measure on T. Also, since µ1 is singular with
respect to Lebesgue measure, µ is singular with respect to Lebesgue measure. Thus,
it follows from (3.9) that µ′i := µi − µ (i = 1, 2) is a finite positive Borel measure
which is singular with respect to Lebesgue measure. Since µ′i(T) ≤ µi(T) <∞, we
can see that µ′i is regular for each i = 1, 2. Observe that
exp
(
−
∫
T
t+ z
t− z dµ1(t)
)
= exp
(
−
∫
T
t+ z
t− z dµ(t)
)
· exp
(
−
∫
T
t+ z
t− z dµ
′
1(t)
)
Thus,
θ(z) := exp
(
−
∫
T
t+ z
t− z dµ(t)
)
(z ∈ D).
is a nonconstant inner divisor of θ1. Similarly we can show that θ is also a non-
constant inner divisor of θ2. Hence θ1 and θ2 are not coprime.
(⇐) Assume that θ1 and θ2 are not coprime. Thus there exists a nonconstant
common inner divisor ω of θ1 and θ2: i.e.,
(3.10) θ1 = ωθ
′
1 and θ2 = ωθ
′
2.
Note that ω is also a singular inner function, so that we may write
ω(z) = exp
(
−
∫
T
t+ z
t− z dµ(t)
)
,
where µ is a nonzero finite positive Borel measure on T which is singular with
respect to Lebesgue measure. If µ′1 and µ
′
2 are singular measures corresponding to
θ′1 and θ
′
2, respectively, then it follows from (3.10) that
dµi = d(µ+ µ
′
i) (i = 1, 2).
Thus we can see that µ(E) ≤ µi(E) for every Borel set E of T. Since µ is nonzero,
it follows from Theorem 3.1 that µ1 and µ2 are not mutually singular. 
Remark 3.8. By a similar argument as in the proof of Theorem 3.7, we can
show that if θ1 and θ2 are singular inner functions with singular measures µ1 and
µ2, respectively and if µ := inf (µ1, µ2), then
θ(z) = exp
(
−
∫
T
t+ z
t− z dµ(t)
)
.
is the greatest common inner divisor of θ1 and θ2
CHAPTER 4
Douglas-Shapiro-Shields factorizations
To understand matrix functions of bounded type, we need to factor those func-
tions into a coprime product of matrix inner functions and the adjoints of matrix
H∞-functions; this is the so-called Douglas-Shapiro-Shields factorization. This
factorization is very helpful and somewhat unavoidable for the study of Hankel
and Toeplitz operators with bounded type symbols. In this chapter, we consider
several properties of the Douglas-Shapiro-Shields factorization for matrix functions
of bounded type.
For a matrix-valued function Φ ∈ H2Mn×r , we say that ∆ ∈ H2Mn×m is a left
inner divisor of Φ if ∆ is an inner matrix function such that Φ = ∆A for some
A ∈ H2Mm×r (m ≤ n). We also say that two matrix functions Φ ∈ H2Mn×r and
Ψ ∈ H2Mn×m are left coprime if the only common left inner divisor of both Φ and
Ψ is a unitary constant, and that Φ ∈ H2Mn×r and Ψ ∈ H2Mm×r are right coprime if
Φ˜ and Ψ˜ are left coprime. Two matrix functions Φ and Ψ in H2Mn are said to be
coprime if they are both left and right coprime. We note that if Φ ∈ H2Mn is such
that det Φ 6= 0, then any left inner divisor ∆ of Φ is square, i.e., ∆ ∈ H2Mn : indeed,
if Φ = ∆A with ∆ ∈ H2Mn×r (r < n) then rankΦ(z) ≤ rank∆(z) ≤ r < n, so that
detΦ(z) = 0. If Φ ∈ H2Mn is such that detΦ 6= 0, then we say that ∆ ∈ H2Mn is a
right inner divisor of Φ if ∆˜ is a left inner divisor of Φ˜.
Let {Θi ∈ H∞Mn : i ∈ J} be a family of inner matrix functions. The greatest
common left inner divisor Θd and the least common left inner multiple Θm of the
family {Θi ∈ H∞Mn : i ∈ J} are the inner functions defined by
ΘdH
2
Cp =
∨
i∈J
ΘiH
2
Cn and ΘmH
2
Cq =
⋂
i∈J
ΘiH
2
Cn .
Similarly, the greatest common right inner divisor Θ′d and the least common right
inner multiple Θ′m of the family {Θi ∈ H∞Mn : i ∈ J} are the inner functions defined
by
Θ˜′dH
2
Cr =
∨
i∈J
Θ˜iH
2
Cn and Θ˜
′
mH
2
Cs =
⋂
i∈J
Θ˜iH
2
Cn .
The Beurling-Lax-Halmos Theorem guarantees that Θd and Θm exist and are
unique up to a unitary constant right factor, and Θ′d and Θ
′
m are unique up to
a unitary constant left factor. We write
Θd = left-g.c.d. {Θi : i ∈ J}, Θm = left-l.c.m. {Θi : i ∈ J},
Θ′d = right-g.c.d.{Θi : i ∈ J}, Θ′m = right-l.c.m. {Θi : i ∈ J}.
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If n = 1, then left-g.c.d. {·} = right-g.c.d. {·} (simply denoted g.c.d. {·}) and
left-l.c.m. {·} = right-l.c.m. {·} (simply denoted l.c.m. {·}). In general, it is not
true that left-g.c.d. {·} = right-g.c.d.{·} and left-l.c.m. {·} = right-l.c.m. {·}.
However, we have:
Lemma 4.1. Let Θi := Iθi for an inner function θi (i ∈ J).
(a) left-g.c.d. {Θi : i ∈ J} = right-g.c.d.{Θi : i ∈ J} = Iθd , where θd =
g.c.d. {θi : i ∈ J}.
(b) left-l.c.m. {Θi : i ∈ J} = right-l.c.m. {Θi : i ∈ J} = Iθm , where θm =
l.c.m. {θi : i ∈ J}.
Proof. See [CHL2, Lemma 2.1]. 
In view of Lemma 4.1, if Θi = Iθi for an inner function θi (i ∈ J), we can define
the greatest common inner divisor Θd and the least common inner multiple Θm of
the Θi by
Θd ≡ g.c.d. {Θi : i ∈ J} := Iθd , where θd = g.c.d. {θi : i ∈ J}
and
Θm ≡ l.c.m. {Θi : i ∈ J} := Iθm , where θm = l.c.m. {θi : i ∈ J}.
Both Θd and Θm are diagonal-constant inner functions, i.e., diagonal inner func-
tions, and constant along the diagonal.
Remark 4.2. By contrast with scalar-valued functions, in (2.6), Iθ and A need
not be (right) coprime. If Ω = left-g.c.d. {Iθ, A} in the representation (2.6), that
is,
Φ = θA∗ ,
then Iθ = ΩΩℓ and A = ΩAℓ for some inner matrix Ωℓ (where Ωℓ ∈ H2Mn because
det (Iθ) 6= 0) and some Al ∈ H2Mn . Therefore if Φ∗ ∈ L∞Mn is of bounded type then
we can write
(4.1) Φ = Aℓ
∗Ωℓ, where Aℓ and Ωℓ are left coprime.
In this case, A∗ℓΩℓ is called the left coprime factorization of Φ and write, briefly,
Φ = A∗ℓΩℓ (left coprime).
Similarly, we can write
(4.2) Φ = ΩrA
∗
r , where Ar and Ωr are right coprime.
In this case, ΩrA
∗
r is called the right coprime factorization of Φ and we write,
succinctly,
Φ = ΩrA
∗
r (right coprime).
We often say that (4.2) is the Douglas-Shapiro-Shields factorization of Φ and (4.1)
is the left Douglas-Shapiro-Shields factorization of Φ (cf. [DSS], [Fu]). We also
say that Ωℓ and Ωr are called the inner parts of those factorizations.
Remark 4.3. ([GHR, Corollary 2.5]; [CHL2, Remark 2.2]) As a consequence
of the Beurling-Lax-Halmos Theorem, we can see that
(4.3) Φ = ΩrA
∗
r (right coprime) ⇐⇒ kerHΦ∗ = ΩrH2Cn .
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If M is a nonzero closed subspace of Cn then the matrix function
bλPM + (I − PM ) (PM := the orthogonal projection of Cn onto M)
is called a Blaschke-Potapov factor ; an n × n matrix function D is called a finite
Blaschke-Potapov product if D is of the form
D = ν
M∏
m=1
(
bmPm + (I − Pm)
)
,
where ν is an n×n unitary constant matrix, bm is a Blaschke factor, and Pm is an
orthogonal projection in Cn for each m = 1, · · · ,M . In particular, a scalar-valued
function D reduces to a finite Blaschke product D = ν
∏M
m=1 bm. It is known (cf.
[Po]) that an n× n matrix function D is rational and inner if and only if it can be
represented as a finite Blaschke-Potapov product. If Φ ∈ L∞Mn is rational then Ωℓ
and Ωr in (4.1) and (4.2) can be chosen as finite Blaschke-Potapov products. We
can see (cf. [CHL2]) that every inner divisor of Ibλ ∈ H∞Mn is a Blaschke-Potapov
factor.
In what follows, we examine the left and right coprime factorizations of matrix
H2-functions. We begin with:
Lemma 4.4. Let Θ ∈ H∞Mn×m be an inner matrix function and A ∈ H2Mn×m .
Then the following hold:
(a) A ∈ KΘ ⇐⇒ ΘA∗ ∈ H20 ;
(b) A ∈ HΘ ⇐⇒ A∗Θ ∈ H20 ;
(c) PH20 (ΘA
∗) = Θ
(
PKΘA
)∗
.
Proof. Immediate from a direct calculation. 
Lemma 4.5. Let Θ ∈ H∞Mn×m be an inner matrix function and B ∈ H2Mn×m .
Then the following hold:
(a) PKΘB =
˜
PHΘ˜B˜ if n = m;
(b) PKΘ(ΛB) = Λ(PKΘB) for any constant matrix Λ ∈Mn;
(c) PHΘ(BΛ) = (PHΘB)Λ for any constant matrix Λ ∈Mm.
In particular, if n = m and Θ = Iθ for an inner function θ and Λ commutes with
B then
Λ(PKΘB) = (PKΘB)Λ.
Proof. Write B := B1 + B2, where B1 := PKΘB and B2 := B3Θ for some
B3 ∈ H2Mn . Then B˜ = B˜1 + Θ˜B˜3. If n = m, then Θ˜ is an inner matrix function.
Since B1 ∈ KΘ, by Lemma 4.4 (a), we have ΘB∗1 ∈ H20 , so that B˜∗1 Θ˜ = Θ˜B∗1 ∈ H20 .
Thus it follows from Lemma 4.4 (b) that B˜1 ∈ HΘ˜, and hence
PHΘ˜B˜ = B˜1 = P˜KΘB,
giving (a). Observe that
PKΘ(ΛB) = PKΘ(Λ(B1 +B3Θ)) = PKΘ(ΛB1).
Since B1 ∈ KΘ, it follows from Lemma 4.4 (a) that ΘB∗1 ∈ H20 . Thus
Θ(ΛB1)
∗ = ΘB∗1Λ
∗ ∈ H20 ,
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which implies ΛB1 ∈ KΘ, and hence PKΘ(ΛB) = ΛB1 = Λ(PKΘB). This proves
(b). The statement (c) follows from (a) and (b). The last assertion follows at
once from (b) and (c) because HΘ = KΘ if Θ = Iθ. 
Lemma 4.6. Let Θ ∈ H∞Mn and ∆ ∈ H∞Mn×m be inner matrix functions. Then
the following hold:
(a) KΘ∆ = K∆
⊕KΘ∆;
(b) HΘ∆ = H∆
⊕
∆HΘ.
Proof. The inclusion K∆ ⊆ KΘ∆ is obvious; it also follows from Lemma
4.4(a) that KΘ∆ ⊆ KΘ∆. Thus
K∆
⊕
KΘ∆ ⊆ KΘ∆.
For the reverse inclusion, suppose M ∈ KΘ∆. Write M1 := PK∆M . Then
M −M1 = Q∆ for some Q ∈ H2Mn×m . Since M1 ∈ K∆ ⊆ KΘ∆, we have Q∆ =
M −M1 ∈ KΘ∆. Thus, by Lemma 4.4(a), ΘQ∗ = (Θ∆)(Q∆)∗ ∈ H20 , and hence,
again by Lemma 4.4(a), Q ∈ KΘ, which gives (a). The argument for (b) is
similar. 
Lemma 4.7. Suppose A,B,C ∈ H∞Mn with AB = BA. If A and B are left
coprime and A and C are left coprime then A and BC are left coprime.
Proof. If A and B are left coprime and A and C are left coprime then it
follows (cf. [FF, p.242]) that
H2Cn = AH
2
Cn
∨
BH2Cn = AH
2
Cn
∨
CH2Cn .
Then the limit argument together with the commutativity of A and B shows that
H2Cn = AH
2
Cn
∨
BCH2Cn ,
which gives the result. 
Corollary 4.8. Let A,B ∈ H∞Mn and θ be an inner function. If A and B
are left coprime, and A and Iθ are left coprime, then A and θB are left coprime.
Proof. Immediate from Lemma 4.7. 
Corollary 4.9. Suppose that A,B,C ∈ H∞Mn with AB = BA. If A and B
are right coprime and A and C are right coprime then A and CB are right coprime.
Proof. This follows from Lemma 4.7 together with the fact that A and B
are right coprime if and only if A˜ and C˜ are left coprime. 
We recall the inner-outer factorization of vector-valued functions. Let D and E
be Hilbert spaces. If F is a function with values in B(E,D) such that F (·)e ∈ H2D
for each e ∈ E, then F is called a strong H2-function. The strong H2-function F is
called an inner function if F (·) is an isometric operator from D into E. Write PE
for the set of all polynomials with values in E, i.e., p(ζ) =
∑n
k=0 p̂(k)ζ
k, p̂(k) ∈ E.
Then the function Fp =
∑n
k=0 F p̂(k)z
k belongs to H2D. The strong H
2-function F
is called outer if clF ·PE = H2D. Note that every F ∈ H2Mn is a strongH2-function.
We then have an analogue of the scalar Factorization Theorem.
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Inner-Outer Factorization. (cf. [Ni1]) Every strong H2-function F with val-
ues in B(E,D) can be expressed in the form
F = FiFe,
where Fe is an outer function with values in B(E,D′) and Fi is an inner function
with values in B(D′, D), for some Hilbert space D′.
If dimD = dimE <∞, then outer operator functions can be detected by outer
scalar functions.
Helson-Lowdenslager Theorem. (cf. [Ni2]) If dimD <∞ and F is a strong
H2-function with values in B(D), then F is outer if and only if detF is outer.
We then have:
Lemma 4.10. Let Φ ∈ H2Mn . Then detΦ 6= 0 if and only if every left inner
divisor of Φ is square.
Proof. We assume to the contrary that every left inner divisor of Φ is square,
but det Φ = 0. Since Φ is a strong H2-function, we have an inner-outer factoriza-
tion of Φ of the form
Φ = Φi Φe ,
where Φi ∈ H2Mn×r is inner and Φe ∈ H2Mr×n is outer. By assumption, r = n.
We thus have 0 = detΦ = detΦi detΦe, which implies that detΦe = 0. By the
Helson-Lowdenslager Theorem, 0 should be an outer function, a contradiction. The
converse was noticed in p.10. 
We introduce a notion of the “characteristic scalar inner” function of a matrix
inner function (cf. [He, p. 81], [SFBK]).
Definition 4.11. Let ∆ ∈ H∞Mn be inner. We say that ∆ has a scalar inner
multiple θ ∈ H∞ if there exists ∆0 ∈ H∞Mn such that
∆∆0 = ∆0∆ = Iθ.
We define
m∆ := g.c.d.
{
θ : θ is a scalar inner multiple of ∆
}
.
In view of Lemma 4.1, m∆ is the minimal θ so that ∆∆0 = ∆0∆ = Iθ for some
∆0 ∈ H∞Mn . We say that m∆ is the characteristic scalar inner function of ∆.
Remark. In Definition 4.11, it is enough to assume ∆∆0 = Iθ . For, given two
matrices A and B such that AB = λI, with λ 6= 0, it is straightforward to verify
that BA = AB.
It is well known (cf. [SFBK, Proposition 5.6.1]) that if ∆ ∈ H∞Mn is inner
then ∆ has a scalar inner multiple. Thus m∆ is well-defined. We would like to
remark that the notion of m∆ arises in the Sz.-Nagy–Foias¸ theory of contraction
operators T of class C0 (completely nonunitary contractions T for which there exists
a nonzero function u ∈ H∞ such that u(T ) = 0): the minimal function mT of the
C0-contraction operator T amounts to our mΘT , where ΘT is the characteristic
function of T (cf. [Be], [SFBK]).
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If ∆ ≡ (δij) ∈ H∞Mn is inner, we may ask, how do we find m∆ ? The following
lemma gives an answer. To see this, we first observe that if ∆ ≡ (δij) ∈ H∞Mn is
inner then kerH∆∗ = ∆H
2
Cn
and hence, by Lemma 2.2, ∆∗ is of bounded type, and
we may write δij = θijbij (θij inner; θij and bij ∈ H∞ coprime).
Lemma 4.12. Let ∆ ∈ H∞Mn be inner. Thus we may write ∆ ≡
(
θijbij
)
, where
θij is an inner function and θij and bij ∈ H∞ are coprime for each i, j = 1, 2, · · · , n.
Then
m∆ = l.c.m.
{
θij : i, j = 1, 2, · · · , n
}
.
Proof. Observe that
(4.4) ∆ =
(
θijbij
)
=
(
θaij
)
= θA∗ (A ∈ H2Mn).
Since ∆ is inner, it follows that A∗A = I, so that ∆A = Iθ. This says that m∆ is
an inner divisor of θ. Thus, we may write
(4.5) ζm∆ = θ (ζ scalar-inner).
We now want to show that ζ is constant. Let Im∆ = ∆∆0 for some inner function
∆0. It follows from (4.5) that ζ∆∆0 = Iθ = ∆A, and hence ζ∆0 = A. Since by
(4.5), ζ is an inner divisor of θ, it follows that(
θijbij
)
=
(
θaij
)
= (θζ)∆∗0.
But since θij and bij are coprime, θij is inner divisor of θζ for each i, j = 1, 2, · · · , n.
Thus θ is an inner divisor of θζ, and therefore ζ is constant. This completes the
proof. 
We observe:
Lemma 4.13. If θ ∈ H2 is a nonconstant inner function, then
∞⋂
n=1
θnH2 = {0}.
Proof. If θ is a nonconstant inner function, then the wandering subspace
construction from the Halmos proof of the Beurling-Lax-Halmos theorem implies
that (cf. [SFBK, p. 204])
H2 =
∞⊕
j=0
θjH(θ)
and more generally,
θnH2 =
∞⊕
j=n
θjH(θ).
Thus any f ∈ H2 has an orthogonal decomposition as f = ∑∞j=0 θjfj with fj ∈
H(θ). If f ∈ θnH2, then fj = 0 for 0 ≤ j < n. Hence, if f ∈ ∩∞n=0θnH2, then
fj = 0 for j = 0, 1, 2, . . ., or f = 0. 
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Lemma 4.14. (The Local Rank) Let E and D be Hilbert spaces, dimE <∞,
and let Φ be a strong H2-function with values in B(D,E). Denote RankΦ :=
maxζ∈D rankΦ(ζ), where rankΦ(ζ) := dimΦ(ζ)(D). Then
{
f ∈ H2D : Φ(ζ)f(ζ) ≡
0
}
= ϑH2D′ (ϑ inner) for some Hilbert space D
′. In this case, dimD = dimD′ +
RankΦ.
Proof. See [Ni1, p.44]. 
Lemma 4.15. Let A ∈ H∞Mn and Θ = Iθ for some nonconstant inner function
θ. If Θ and A are left (or right) coprime, then det A 6= 0.
Proof. Suppose Θ and A are left coprime. Then by the Beurling-Lax-Halmos
Theorem, we have
(4.6) ΘH2Cn
∨
AH2Cn = H
2
Cn (cf. [FF, p.242]).
Assume to the contrary that detA = 0. Then det A˜ = d˜etA = 0, and hence
Rank A˜ = m < n. Since A˜ ∈ H∞Mn is a strong H2-function, it follows from Lemma
4.14 that
kerA˜ ≡
{
f ∈ H2Cn : A˜(ζ)f(ζ) ≡ 0
}
= ϑH2D′ ,
where ϑ is inner and dimD′ = n − m. Let U : H2
Cn−m
→ H2D′ be unitary and
put Ω˜ := ϑU ∈ H2Mn×(n−m) . Then kerA˜ = Ω˜H2Cn−m , so that A˜Ω˜ = 0, and hence
ΩA = 0. It thus follows from (4.6) that
(4.7) ΩΘH2Cn = Ω
(
ΘH2Cn
∨
AH2Cn
)
= ΩH2Cn .
Write Ω :=
(
ωij
) ∈ H2M(n−m)×n . Since Θ = Iθ, it follows from (4.7) that for each
p = 1, 2, · · · , (θpωij)H2Cn = Θ∗pΩH2Cn = ΩH2Cn ∈ H2Cn−m , which implies that for
each 1 ≤ i ≤ n−m and 1 ≤ j ≤ n,
ωij ∈
∞⋂
p=1
θpH2.
Since θ is not constant, it follows from Lemma 4.13 that ωij = 0 for all i, j, and
hence Ω = 0, a contradiction. If Θ and A are right coprime then Θ˜ and A˜ are left
coprime. Thus by what we showed just before, det A˜ 6= 0, and hence detA 6= 0.
This completes the proof. 
The following theorem plays a key role in the theory of coprime factorizations.
Theorem 4.16. For A ∈ H2Mn and Θ := Iθ for some scalar inner function θ,
then Θ and A are right (or left) coprime if and only if θ and detA are coprime.
Proof. We first prove the theorem when A ≡ ∆ ∈ H∞Mn is inner.
If ∆ is a diagonal-constant inner function then this is trivial. Thus we may
assume that ∆ is not diagonal-constant. Suppose that θ and det∆ are not coprime.
Write m∆ := δ and Iδ = ∆∆0 = ∆0∆ for a nonconstant inner function ∆0. Thus
(det∆)(det∆0) = δ
n, and hence θ and δn (and hence δ) are not coprime. Put
ω := g.c.d. (θ, δ). Then we can write Θ ≡ Iθ = IωIθ1 and
(4.8) Iδ = ∆∆0 = IωIδ1
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for some inner functions θ1 and δ1. If δ = ω, then Iδ is an inner divisor of Iθ, so
that evidently, Θ and ∆ are not right coprime. We now suppose δ 6= ω. We then
claim that
(4.9) ∆ and Iω are not right coprime.
Towards a proof of (4.9), we assume to the contrary that ∆ and Iω are right coprime.
Since by (4.8), ω∆∆0 = Iδ1 ∈ H2Mn , it follows from (2.10) that
(4.10) 0 = Hω∆∆0 = Hω∆T∆0 .
But since ∆ and Iω are right coprime, it follows from (4.3) together with (4.10)
that
∆0H
2
Cn = ranT∆0 ⊆ kerHω∆ = ωH2Cn ,
which implies that Iω is a left inner divisor of ∆0 (cf. [FF, Corollary IX.2.2]), so
that ω∆0 should be inner. Consequently, Iδ1 = Iδω = ∆(ω∆0), which contradicts
the definition of m∆. This proves (4.9). Since Θ = Iθ1Iω, it follows that Θ and ∆
are not right coprime.
Conversely, suppose that Θ and ∆ are not right coprime. Thus Θ = Θ1G and
∆ = ∆1G, where G ∈ H∞Mn is not unitary constant. Thus detG is a common inner
divisor of detΘ and det∆. Since G is not constant, it follows from the Fredholm
theory of block Toeplitz operators (cf. [Do1]) that
0 < dimH(G) = dimkerTG∗ = −indTG = −indTdetG,
(where ind (·) denotes the Fredholm index) which implies that detG is not constant,
and hence det∆ and θ are not coprime.
Now we prove the general case of A ∈ H2Mn . In view of Lemma 4.15, we may
assume that detA 6= 0. Then by Lemma 4.10, the left and the right inner divisors
of A are square. Thus A has the following inner-outer factorizations of the form:
A = AeAi,
where Ai ∈ H∞Mn is inner and Ae ∈ H2Mn is outer. Hence by what we proved just
before and Helson-Lowdenslager Theorem (p.23), we can see that Θ and A are right
coprime if and only if Θ and Ai are right coprime if and only if θ and detAi are
coprime if and only if θ and detA are coprime.
For the case of left coprime-ness, we use Φ˜(z) := Φ∗(z). By the case of the
right coprime-ness and the fact that d˜etA = det A˜, it follows that θ and detA are
coprime if and only if θ˜ and det A˜ are coprime if and only if Θ˜ and A˜ are right
coprime if and only if Θ and A are left coprime. This completes the proof. 
Theorem 4.16 shows that if A ∈ H2Mn and Θ := Iθ for some scalar inner function
θ, then “left” coprime-ness and “right” coprime-ness coincide for A and Θ. Thus if
θ is an inner function then we shall say that A ∈ H2Mn and Iθ are coprime whenever
they are right or left coprime. Hence if in the representations (4.1) and (4.2), Ωℓ
or Ωr is of the form Iθ with an inner function θ, then we shall write
(4.11) Φ = θA∗ (coprime).
Lemma 4.17. Let Ω,∆ ∈ H∞Mn be inner and Θ ≡ Iθ for an inner function θ.
If Ω and Θ are coprime and ∆ and Θ are coprime, then left-l.c.m. (Ω,∆) and Θ
are coprime.
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Proof. Suppose that Ω and Θ are coprime and ∆ and Θ are coprime. Then
by Theorem 4.16, mΩ ≡ ω and θ are coprime and m∆ ≡ δ and θ are coprime, so
that by Corollary 4.8, l.c.m. (ω, δ) and θ are coprime. Thus
(4.12) l.c.m. (ω, δ)H2Cn
∨
θH2Cn = H
2
Cn .
Observe that
left-l.c.m. (Ω,∆)H2Cn = ΩH
2
Cn ∩∆H2Cn ⊇ ωH2Cn ∩ δH2Cn = l.c.m. (ω, δ)H2Cn .
It thus follows from (4.12) that
left-l.c.m. (Ω,∆)H2Cn
∨
ΘH2Cn ⊇ l.c.m. (ω, δ)H2Cn
∨
θH2Cn = H
2
Cn ,
which implies that left-l.c.m. (Ω,∆) and Θ are left coprime and hence coprime. 
Lemma 4.18. Let ∆1,∆2 ∈ H∞Mn be inner. Then there exist inner matrix
functions Ω1,Ω2 ∈ H∞Mn such that left-l.c.m. (∆1,∆2) = ∆1Ω1 = ∆2Ω2.
Proof. Observe that
left-l.c.m. (∆1,∆2)H
2
Cn = ∆1H
2
Cn ∩∆2H2Cn ⊆ ∆iH2Cn (i = 1, 2),
which gives the result (cf. [FF, Corollary IX.2.2]). 
Proposition 4.19. Let Φ ∈ H2Mn be of the form Φ = ΘA∗ (right coprime). If
∆ is an inner matrix function in H2Mn , put Φ∆ := PH20 (∆
∗Φ) (cf. p.12). Then the
following hold:
(a) If ∆ is a left inner divisor of Θ, then
Φ∆ = Θ1A
∗
1 (right coprime),
where Θ1 = ∆
∗Θ and A1 := PKΘ1 (A).
(b) If Ω := left-g.c.d.(∆,Θ) and Ω∗∆ = Iδ1 for an inner function δ1, then
Φ∆ = Θ1A
∗
1 (right coprime),
where Θ1 = Ω
∗Θ and A1 := PKΘ1 (δ1A);
(c) If Ω := left-g.c.d.(∆,Θ) and Ω∗Θ = Iθ1 for an inner function θ1, then
Φ∆ = θ1A
∗
1 (coprime),
where A1 := PKθ1 (A∆1) with ∆1 = Ω
∗∆.
Proof. Let Θ = ∆Θ1 for an inner function Θ1. Then it follows from Lemma
4.4 that
Φ∆ = PH20 (∆
∗Φ) = PH20 (∆
∗ΘA∗) = Θ1
(
PKΘ1 (A)
)∗
.
Suppose Θ1 andA1 := PKΘ1 (A) are not right coprime. Put Θ2 := right-g.c.d.(Θ1, A1).
Then Θ2 is not unitary constant and we may write
(4.13) Θ1 = Θ3Θ2 and A1 = A2Θ2 (for some Θ3, A2 ∈ H2Mn).
Thus Θ2 is a common right inner divisor of A and Θ. This is a contradiction.
This proves (a).
For (b), we write Ω ≡ left-g.c.d. (∆,Θ). Then by assumption, we may write
∆ = δ1Ω. Put Θ1 := Ω
∗Θ. Then Iδ1 and Θ1 are (left) coprime. It follows from
Lemma 4.4 that
Φ∆ = PH20 (∆
∗Φ) = PH20 (I
∗
δ1
Θ1A
∗)
= PH20
(
Θ1(δ1A)
∗
)
= Θ1
(
PKΘ1 (δ1A)
)∗
.
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Note that Θ1 and PKΘ1 (δ1A) are right coprime if and only if Θ1 and δ1A are right
coprime. Now we will show that Θ1 and δ1A are right coprime. Since Θ1 and Iδ1
are left coprime, it follows from Theorem 4.16 that Θ1 and Iδ1 are right coprime.
Since Θ and A are right coprime, it follows that Θ1 and A are right coprime. Thus
it follows from Corollary 4.9 that Θ1 and δ1A are right coprime. This proves (b).
For (c), write Ω ≡ left-g.c.d.(∆,Θ). Then by assumption, we may write
∆ = Ω∆1 and Θ = θ1Ω,
where ∆1 and Iθ1 is (left) coprime. Then it follows from Lemma 4.4 that
Φ∆ = PH20 (∆
∗Φ) = PH20 (∆
∗
1Iθ1A
∗)
= PH20 (Iθ1(A∆1)
∗) = Iθ1
(
PKθ1 (A∆1)
)∗
.
Since Iθ1 and ∆1 are coprime, and Iθ1 and A are coprime, it follows from Lemma
4.7 that Iθ1 and A∆1 are coprime so that Iθ1 and PKθ1 (A∆1) are coprime. This
completes the proof. 
Corollary 4.20. Let θ and δ be finite Blaschke products. If Φ ∈ H2Mn is of
the form
Φ = θA∗ (coprime) ,
then
(4.14) Φδ ≡ PH20 (δΦ) = θ1A∗1 (coprime) ,
where θ1 = g.c.d.(δ, θ) θ and A1 := PKθ1 (δ1A) with δ1 = g.c.d.(δ, θ) δ. Moreover,
A1(α) is invertible for each α ∈ Z(θ1).
Proof. The assertion (4.14) follows from Proposition 4.19. Put A = (aij)
n
ij=1.
Since θ is a finite Blaschke product, θ1 is also a finite Blaschke product. For each
α ∈ Z(θ1), we have 11−αz ∈ H(θ1), and hence
(4.15)
A1(α) =
(
PKθ1 (δ1A)
)
(α)
=
(
(PH(θ1)(δ1aij))(α)
)n
i,j=1
=
(〈
PH(θ1)(δ1aij),
1
1− αz
〉)n
i,j=1
=
(〈
δ1aij ,
1
1− αz
〉)n
i,j=1
=
(
δ1(α)aij(α)
)n
i,j=1
= δ1(α)A(α).
Since θ1 and δ1 are coprime and Iθ and A are coprime, it follows from Theorem
4.16 that δ1(α) 6= 0 and A(α) is invertible. Thus, by (4.15), A1(α) is invertible.

Corollary 4.21. Let Φ ∈ H∞Mn be of the form Φ = B∗Θ (left coprime). If Ω
is a right inner divisor of Θ and ΦΩ := PH20 (ΦΩ
∗), then
ΦΩ = B∗1∆1 (left coprime),
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where ∆1 = ΘΩ
∗ and B1 := PH∆1B.
Proof. Since Φ˜ = Θ˜B˜∗ (right coprime) and Ω˜ is a left inner divisor of Θ˜, it
follows from Proposition 4.19 that
Φ˜Ω˜ := PH20 (Ω˜
∗Φ˜) = Θ1A
∗
1 (right coprime),
where Θ1 = Ω˜
∗Θ˜ and A1 := PKΘ1 B˜. It follows from Lemma 4.5 that
(4.16) Φ˜Ω˜ = Θ1
(
P˜HΘ˜1
B
)∗
.
Since Φ˜Ω˜ =
˜PH20 (ΦΩ
∗) = Φ˜Ω, it follows from (4.16) that
ΦΩ =
(
PHΘ˜1
B
)∗
Θ˜1 = B
∗
1∆1 (right coprime),
where B1 = PH∆1B and ∆1 = Θ˜1 = ΘΩ
∗. This completes the proof. 
Recall that the composition of two inner functions is again an inner function.
In general, we cannot guarantee that the composition of two Blaschke products is
again a Blaschke product. However, by Frostman’s Theorem ([Ga], [MAR]), if θ
is an inner function in H∞, then for almost all α ∈ D (with respect to area measure
on D), the function bα ◦ θ is a Blaschke product.
We are now interested in the following:
Question 4.22. Let θ, δ and ω be inner functions in H∞. Suppose θ and δ
are coprime.
(a) If ω is a finite Blaschke product, are ω ◦ θ and ω ◦ δ coprime?
(b) If θ and δ are finite Blaschke products, are θ ◦ ω and δ ◦ ω coprime?
The following example shows that the answer to Question 4.22 (a) is negative.
Example 4.23. Let α1, · · · , αm, β1, · · · , βn ∈ D satisfy the following properties
(a) αi 6= βj for each i, j;
(b) η :=
∏m
i=1 αi =
∏n
j=1 βj .
Put
θ :=
m∏
i=1
b−αi , δ :=
n∏
j=1
b−βj , and ω := bη.
Then θ and δ are coprime. However, we have
(ω ◦ θ)(0) = ω(η) = 0 = (ω ◦ δ)(0),
which implies that ω ◦ θ and ω ◦ δ are not coprime. 
To examine Question 4.22 (b), we recall the notion of “capacity of zero” for a
set in D. Recall (cf. [Ga, p.78]) that a set L ⊆ D is said to have positive capacity
if for some compact subset K ⊆ L, there exists a nonzero positive measure µ on K
such that
Gµ(z) ≡
∫
K
log
1
|bα(z)|dµ(α) is bounded on D.
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The function Gµ(z) is called the Green’s potential. It is known that every set of
positive area has positive capacity, so that every set of capacity zero in D has area
measure zero.
On the other hand, if θ ∈ H∞ is an inner function, then z0 ∈ T is called a
singularity of θ if θ does not extend analytically from D to z0. Write
θ ≡ b · s,
where b is a Blaschke product and s is a singular inner function with singular
measure µ. It is known ([Ga, Theorems 6.1 and 6.2]) that z0 is a singularity of θ
if and only if z0 is an accumulation point of Z(b) or z0 ∈ supp(µ).
Now let f ∈ H∞ and let z0 ∈ T. Then the range set of f at z0 is defined as
R(f, z0) :=
⋂
r>0
f
(
D ∩∆(z0, r)
)
,
where ∆(z0, r) := {z : |z − z0| < r}. Thus we can see that the range set is the
set of values assumed infinitely often in each neighborhood of z0. If f is analytic
across z0, and non-constant then R(f, z0) = ∅.
We recall:
Lemma 4.24. ([Ga, Theorem 6.6]) Let θ be an inner function and let z0 be a
singularity of θ. Then
R(θ, z0) = D \ L,
where L is a set of capacity zero. Moreover, if α ∈ R(θ, z0), then bα ◦ θ is a
Blaschke product.
As we have remarked, a set of capacity zero has area measure zero, so that
Lemma 4.24 shows that D is the range set of an inner function θ at its singularity,
except possibly for a set of measure zero.
We then have:
Theorem 4.25. Suppose that θ and δ are finite Blaschke products. If ω is an
inner function satisfying one of the following:
(i) ω is a finite Blaschke product;
(ii) Z(θ)⋃Z(δ) ⊆ ⋃{R(ω, z0) : z0 is a singularity of ω},
then we have
θ and δ are coprime ⇐⇒ θ ◦ ω and δ ◦ ω are coprime.
Proof. If ω is a finite Blaschke product, then obviously, θ ◦ ω and δ ◦ ω are
also finite Blaschke products. Suppose that (ii) holds. It then follows from Lemma
4.24 that θ ◦ ω and δ ◦ ω are Blaschke products. Observe that
(4.17) Z(θ ◦ ω) ∩ Z(δ ◦ ω) =
{
α ∈ D : ω(α) ∈ Z(θ) ∩ Z(δ)
}
.
If (i) or (ii) holds, then it is clear that ω(D) ⊇ Z(θ) ∩ Z(δ). It thus follows from
(4.17) that
θ and δ are coprime⇐⇒ Z(θ) ∩ Z(δ) = ∅
⇐⇒ Z(θ ◦ ω) ∩ Z(δ ◦ ω) = ∅
⇐⇒ θ ◦ ω and δ ◦ ω are coprime,
which gives the result. 
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Corollary 4.26. Suppose that {θ1, θ2, · · · , θN} is the set of finite Blaschke
products. If ω is an inner function satisfying one of the following:
(i) ω is a finite Blaschke product;
(ii)
⋃N
i=1 Z(θi) ⊆
⋃{R(ω, z0) : z0 is a singularity of ω},
then
(4.18) g.c.d.{θk : 1 ≤ k ≤ N} = 1 ⇐⇒ g.c.d.{θk ◦ ω : 1 ≤ k ≤ N} = 1.
Proof. Immediate from Theorem 4.25. 
Theorem 4.27. If f ∈ H2 is an outer function and ω ∈ H∞ is an inner
function, then f ◦ ω is an outer function.
Proof. Let f be an outer function and ω be an inner function. Since f is
outer, there exists a sequence of polynomials pn such that f · pn → 1 as n → ∞.
Since pn ◦ ω ∈ H2, there exists a sequence of polynomials q(m)n such that
q(m)n → pn ◦ ω as m→∞ (for each n ∈ N).
We thus have
(f ◦ ω) · q(m)n −→ (f · pn) ◦ ω as m→∞.
On the other hand, since
(f · pn) ◦ ω −→ 1 ◦ ω = 1 as n→∞,
it follows that 1 ∈ cl (f ◦ ω) · PC. Thus we can conclude that f ◦ ω is outer. This
completes the proof. 
Corollary 4.28. Suppose that ϕ ∈ H∞. Then we can write
ϕ = ϕiϕe (inner-outer factorization),
then, for an inner function ω, we have
ϕ ◦ ω = (ϕi ◦ ω) · (ϕe ◦ ω) (inner-outer factorization).
Proof. Since ϕi ◦ ω is an inner function, it follow from Theorem 4.27. 
On the other hand, we may ask what is the relation between the inner parts
of the inner-outer factorization and the coprime factorization for bounded analytic
functions whose conjugates are of bounded type. Let us consider a simple example:
take ϕ(z) = z − 2. Then
ϕ(z) =
{
1 · (z − 2) (inner-outer factoriztion)
z · (1 − 2z) (coprime),
which shows that the degree of the inner part of the inner-outer factorization is less
than the degree of the inner part of the coprime factorization. Indeed, this is not
unexpected. In what follows, we will show that this phenomenon holds even for
matrix-valued cases.
Lemma 4.29. ([Ni1, p. 21]) Let F ∈ H2Mm×n (n ≥ m). The following re
equivalent:
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(a) F is an outer function;
(b) g.c.d.
{(
det(F |Cm)
)
i
}
= 1,
where F |Cm run through all minors of F in H2Mm with respect to the canonical bases.
Theorem 4.30. Suppose F ∈ H2m×n (n ≥ m) is a rational outer function.
Then, for a finite Blaschke product ω ∈ H∞, F ◦ ω is an outer function.
Proof. Suppose F is a rational outer function. Then by Lemma 4.29,
(4.19) g.c.d.
{(
det(F |Cm)
)
i
}
= 1.
Since det
(
(F ◦ ω)|Cm
)
= det
(
(F |Cm) ◦ ω
)
=
(
det
(
F |Cm
)) ◦ ω, it follows that
(4.20)
(
det
(
(F ◦ ω)|Cm
))
i
=
((
det(F |Cm)
) ◦ ω)
i
.
Thus it follows from Corollary 4.28 and (4.20) that
(4.21)
(
det
(
(F ◦ ω)|Cm
))
i
=
(
det
(
F |Cm
))
i
◦ ω.
Since F is rational, det
(
F |Cm
)
is also rational. It thus follows from (4.19), (4.21)
and Corollary 4.26 that
g.c.d.
{(
det
(
F ◦ ω|Cm
))
i
}
= g.c.d.
{(
det
(
F |Cm
))
i
◦ ω
}
= 1.
Thus by Lemma 4.29, F ◦ ω is an outer function. 
Suppose Φ ∈ H2Mn is such that Φ∗ is of bounded type. Then in view of (4.2),
we may write Φ = ΘA∗ (right coprime). Now we define the degree of Φ by
(4.22) deg (Φ) := dimH(Θ) .
Since by the Beurling-Lax-Halmos Theorem, the right coprime factorization is
unique (up to a unitary constant right factor), it follows that deg (Φ) is well-
defined. Moreover, by using the well-known Fredholm theory of block Toeplitz
operators [Do2] we can see that
(4.23) deg (Φ) = dimH(Θ) = deg (detΘ).
We observe that if Θ ∈ H2Mn is an inner matrix function then
(4.24) deg (Θ) <∞⇐⇒ Θ is a finite Blaschke-Potapov product.
Thus if Φ ∈ H2Mn , then Φ is rational if and only if deg (Φ) <∞.
On the other hand, the following lemma shows that the notion of degree given
in (4.22) is also well defined in the sense that it is independent of the left or the
right coprime factorization.
Lemma 4.31. Let Φ ∈ H2Mn be such that Φ∗ is of bounded type. If
Φ = ΘrA
∗
r (right coprime) = A
∗
lΘl (left coprime) ,
then dimH(Θr) = dimH(Θl).
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Proof. Observe that
dimH(Θr) = dim
(
kerHArΘ∗r
)⊥
= rankHArΘ∗r = rankHΘ∗lAl
= dim
(
kerH
A˜lΘ˜∗l
)⊥
= dimH(Θ˜l) = dimH(Θl) ,
where the last equality follows from (4.23). 
We should not expect that deg (Φ) = deg
(
detΦ
)
for a rational function Φ ∈
H2Mn . To see this, let
Φ :=
(
z −bαz
0 1
)
(bα(z) :=
z − α
1− αz ).
Then det Φ = z, so that deg (det Φ) = 1. But Φ can be written as
Φ =
(
bαz 0
0 1
)(
bα 0
−1 1
)∗
≡ ΘA∗ (right coprime) ,
so that deg (Φ) = deg (detΘ) = deg (bαz) = 2.
We recall that if Φ ∈ H2Mn , define the local rank of Φ by
RankΦ := maxζ∈D rankΦ(ζ),
where rankΦ(ζ) := dimΦ(ζ)(Cn).
The following lemma provides an information on the local rank.
Lemma 4.32. (cf. [Ni1, p.44]) Suppose Φ ∈ H2Mn has the inner-outer factor-
ization
Φ = ΦiΦe.
Then cl ΦPCn = ΦiH2Cm , where m = RankΦ = RankΦi.
We then have:
Theorem 4.33. Suppose Φ ∈ H∞Mn . Then we have:
(a) If detΦ = 0, then codim
(
ranTΦ
)
=∞;
(b) If detΦ 6= 0, then codim(ranTΦ) ≤ rankHΦ∗ .
Proof. Suppose that Φ has the following inner-outer factorization.
Φ = ΦiΦe (Φi ∈ H∞Mn×m , Φe ∈ H∞Mm×n (m ≤ n))
Since Φe is an outer function, it follows from Lemma 4.32 that
(4.25) cl ranTΦ = clΦH
2
Cn = clΦPCn = ΦiH2Cm (RankΦ = m).
If detΦ = 0, then by Lemma 4.32, RankΦi = RankΦ = m < n, so that Φi ∈
H∞Mn×m . Thus H(Φi) ∼= H2Cn−m , so that by (4.25), codim
(
ranTΦ
)
= dim H(Φi) =
∞, which gives (a). Towards (b), suppose that detΦ 6= 0. If Φ is not rational,
then rankHΦ∗ = ∞, which gives the result. If instead Φ ∈ H∞Mn is rational, then
we may write
Φ = A∗Θ (left coprime),
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where Θ ∈ H∞Mn . Then detA 6= 0, and hence TA is injective. Thus
kerT ∗Φ = kerTΘ∗TA = {f ∈ H2Cn : TΘ∗TAf = 0}
∼= TA
{
f : TΘ∗TAf = 0
}
= (ranTA)
⋂
(kerTΘ∗) ⊆ H(Θ).
Therefore
codim
(
ranTΦ
)
= dimkerT ∗Φ ≤ dimH(Θ) = dim
(
kerH∗Φ∗
)⊥
= rankHΦ∗ ,
which gives the result. 
Corollary 4.34. Suppose Φ ∈ H∞Mn be such that Φ∗ is of bounded type. Thus
we may write
Φ =
{
ΦiΦe (inner-outer factorization)
A∗Θ (left coprime).
If detΦ 6= 0, then deg(Φi) ≤ deg(Θ). In particular, if Φ is a rational function,
then Φi is a finite Blaschke-Potapov product.
Proof. Since detΦ 6= 0, it follows from Theorem 4.33 that
deg (Φi) = codim
(
ranTΦ
) ≤ rankHΦ∗ = dimH(Θ˜) = deg (Θ).
The last assertion is obvious. 
The following example illustrates Corollary 4.34.
Example 4.35. (i) Let
Φ :=
(
z z
0 0
)
.
Then Φ has the following inner-outer factorization:
Φ =
(
z
0
)(
1 1
) ≡ ΦiΦe.
Thus we have
deg (Φi) = dim
(
zH2
0
)⊥
=∞,
On the other hand,
Φ =
(
1√
2
(
2 0
0 0
))∗(
1√
2
(
z z
1 −1
))
≡ A∗Θ (left coprime).
Thus deg (Θ) = 1 < deg (Φi). Note that detΦ = 0.
(ii) Let
Φ :=
(
z 0
0 z + 2
)
.
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Then we have
Φ =

(
z 0
0 1
)(
1 0
0 z + 2
)
≡ ΦiΦe (inner-outer factorization)(
1 0
0 1 + 2z
)∗(
z 0
0 z
)
≡ A∗Θ (left coprime).
Thus by (4.23), we have deg(Θ) = deg(detΘ) = deg(z2) = 2, but deg(Φi) =
deg(det Φi) = deg(z) = 1.
Corollary 4.36. Suppose Φ ∈ H∞Mn is a rational function with detΦ 6= 0.
Then for a finite Blaschke product ω, we have
Φ ◦ ω = (Φi ◦ ω) · (Φe ◦ ω) (inner-outer factorization).
Proof. Suppose that Φ is a rational function and detΦ 6= 0. Then by
Theorem 4.34, Φi is a finite Blaschke-Potapov product. Thus Φi ◦ ω is a finite
Blaschke-Potapov product, so that by Theorem 4.30 we have
Φ ◦ ω = (Φi ◦ ω) · (Φe ◦ ω) (inner-outer factorization).
This completes the proof. 
To proceed, we need:
Lemma 4.37. If Θ1,Θ2 ∈ H∞Mn are rational inner functions then the following
are equivalent:
(a) Θ1 and Θ2 are right coprime;
(b) kerΘ1(α) ∩ kerΘ2(α) = {0} for any α ∈ D.
Proof. Immediate from [CHKL, Corollary 3.2]. 
Theorem 4.38. Let Φ ∈ H∞Mn be a matrix rational function with detΦ 6= 0.
Thus we may write
Φ = A∗Θ (left coprime),
where Θ is a finite Blaschke-Potapov product. Then, for a finite Blaschke product
ω, we have
Φ ◦ ω = (A ◦ ω)∗(Θ ◦ ω) (left coprime).
Proof. Note that A is rational and detA 6= 0. Write
A = AiAe (inner-outer factorization).
By Corollary 4.36, A ◦ ω can be written as:
(4.26) A ◦ ω = (Ai ◦ ω) · (Ae ◦ ω) (inner-outer factorization).
Since Θ and Ai are left coprime and hence Θ˜ and A˜i are right coprime it follows
from Lemma 4.37 that Θ˜ ◦ ω = Θ˜ ◦ ω˜ and A˜i ◦ ω = A˜i ◦ ω˜ are also right coprime.
Thus Θ ◦ω and Ai ◦ ω are left coprime. It thus follows from (4.26) that Θ ◦ω and
A ◦ ω are also left coprime. This completes the proof. 
36 4. DOUGLAS-SHAPIRO-SHIELDS FACTORIZATIONS
Corollary 4.39. Let Φ ∈ H∞Mn be a matrix rational function of the form
Φ = θA∗ (coprime),
where θ is a finite Blaschke product. Then, for a finite Blaschke product ω, we
have
Φ ◦ ω = (θ ◦ ω) · (A ◦ ω)∗ (coprime).
Proof. Since Iθ and A are coprime, we have, by Lemma 4.15, detA 6= 0, and
hence, detΦ 6= 0. Thus the result follows at once from Theorem 4.38. 
Theorem 4.40. Let Φ ∈ H2Mn be such that Φ∗ is of bounded type. Thus we
may write
Φ = ΘA∗ (right coprime).
Then, for a Blaschke factor θ, we have
Φ ◦ θ = (Θ ◦ θ)(A ◦ θ)∗ (right coprime).
Proof. Let θ ≡ bα be arbitrary Blaschke factor. Suppose that Θ and A
are right coprime, and assume, to the contrary, that Θ ◦ θ and A ◦ θ are not right
coprime. Write
Θ1 := Θ ◦ θ and A1 := A ◦ θ.
Since Θ1 and A1 are not right coprime, there exists a nonconstant inner matrix
function ∆ ∈ H∞Mn such that
Θ1 = Θ2∆ and A1 = A2∆ (Θ2, A2 ∈ H∞Mn).
Note that θ−1 = b−α. Put Ω := ∆ ◦ b−α. Then Ω is a nonconstant inner matrix
function, and
Θ = Θ1 ◦ b−α = (Θ2 ◦ b−α)Ω
and
A = A1 ◦ b−α = (A2 ◦ b−α)Ω.
Since Θ2 ◦ b−α and A2 ◦ b−α are in H∞Mn , Ω is a common right inner divisor of Θ
and A, so that Θ and A are not right coprime, a contradiction. 
CHAPTER 5
Tensored-scalar singularity
In this chapter we ask the following question: How does one define a singularity
for a matrix function of bounded type? Conventionally, the singularity (or the pole)
of matrix L∞-functions is defined by a singularity (or a pole) of some entry of the
matrix functions (cf. [BGR], [BR]). However, when the singularity corresponds
to a pole, we shall use the opposite convention and say that the matrix L∞-function
has a pole of order m at the point α ∈ D if every nonzero entry has a pole at α
of order at least m and some entry has a pole of order exactly m. This notion of
singularity (for the pole case) is more suitable for our study of Toeplitz and Hankel
operators.
In this chapter, we give a new notion of “tensored-scalar singularity.” This
new definition takes advantage of the Hankel operator, as if we were using it to
characterize functions of bounded type (cf. (2.2)). This notion contributes to give
an answer to the question: Under what conditions does it follow that if the product
of two Hankel operators with matrix-valued bounded type symbols is zero then
either of the operators is zero?
By our conventions to be defined here, Φ :=
(
1
z
0
0 1
)
does not have a singularity
at all but Ψ :=
( 1
z
0
0 1
z2
)
has a pole of order 1 at zero.
To motivate our new idea, let us carefully consider the scalar-valued case.
If ϕ ∈ L∞ is of bounded type then we may write, in view of (2.3),
(5.1) ϕ− = ωa (coprime).
Since ϕ = a
ω
+ ϕ+, the singularities of ϕ come from ω. Thus if θ is a nonconstant
inner divisor of ω then θ leads to singularities of ϕ. Consequently, we can say that
ϕ has a singularity (with respect to θ) if and only if θ is an inner divisor of ω if and
only if ωH2 ⊆ θH2; in other words,
(5.2) kerHϕ = ωH
2 ⊆ θH2.
As a new notion of a singularity for a matrix function, we now adopt the matrix-
valued version of the scalar-valued case (5.2).
Definition 5.1. Let Φ ∈ L∞Mn be of bounded type. We say that Φ has a
tensored-scalar singularity (with respect to θ) if there exists a nonconstant inner
function θ such that
kerHΦ ⊆ θH2Cn .
If ϕ is a rational function, then ω in (5.2) is a finite Blaschke product, so a
tensored-scalar singularity reduces to a matrix pole (cf. [CHKL, Definition 3.5]) –
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hereafter (to avoid confusion with the convention), we shall call it a tensored-scalar
pole. In particular, we say that Φ has a tensored-scalar singularity of order p
(p ∈ Z+) if p is the degree of θ0, where
θ0 := l.c.m.{θ : Φ has a tensored-scalar singularity with respect to θ}.
Moreover, if θ0 = b
p
α, then we say that Φ has a tensored-scalar pole of order p at
α.
On the other hand, we note that every non-analytic bounded type function
ϕ ∈ L∞ has, trivially, a tensored-scalar singularity; for, if ϕ /∈ H∞, then by
Beurling’s Theorem, kerHϕ = θH
2 for a nonconstant inner function θ ∈ H∞.
We also observe:
Lemma 5.2. Let Φ ∈ L∞Mn be of bounded type, and write Φ = AΘ∗ (right coprime).
Then Φ has a tensored-scalar singularity if and only if Θ has a nonconstant diagonal-
constant inner divisor.
Proof. Observe that kerHΦ = ΘH
2
Cn
, so that kerHΦ ⊆ θH2Cn (θ ∈ H∞ is
inner) if and only if ΘH2
Cn
⊆ θH2
Cn
if and only if Iθ is an inner divisor of Θ. 
In view of Lemma 5.2, if Φ ∈ L∞Mn has the following coprime factorization:
Φ− = θB
∗ (coprime);
then, clearly, Φ has a tensored-scalar singularity.
On the other hand, it is well-known that if ϕ, ψ ∈ L∞, then
(5.3) HϕHψ = 0 =⇒ Hϕ = 0 or Hψ = 0.
But (5.3) may fail for matrix-valued functions. For example, if we take
(5.4) Φ :=
(
1 0
0 z
)
and Ψ :=
(
z 0
0 1
)
,
then HΦHΨ = 0, but HΦ 6= 0 and HΨ 6= 0.
We will now try to find a general condition for (5.3) to hold in the matrix-valued
case. To do so, we need:
Proposition 5.3. Let Φ ∈ L∞Mn be of bounded type. Then Φ has a tensored-
scalar singularity with respect to θ if and only if Φ˜ has a tensored-scalar singularity
with respect to θ˜.
Proof. Write
Φ = AΘ∗ (right coprime).
In view of Lemma 5.2, we may write Θ = IθΘ1 (Θ1 inner). Since A and Iθ are
right coprime, by Theorem 4.16 A and Iθ are left coprime, so that A˜ and Iθ˜ are
right coprime. It thus follows from (4.3) that
kerHΦ˜ = kerHΘ˜∗1A˜Iθ˜
⊆ kerH
A˜I
θ˜
= θ˜H2Cn ,
which implies that Φ˜ has a tensored-scalar singularity with respect to θ˜. For the
converse, we use the fact Φ =
˜˜
Φ and θ =
˜˜
θ. This completes the proof. 
We now have:
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Theorem 5.4. Let Φ,Ψ ∈ L∞Mn be of bounded type. If Φ or Ψ has a tensored-
scalar singularity then
HΨHΦ = 0 =⇒ HΦ = 0 or HΨ = 0.
Proof. Write
Φ = ∆∗B (left coprime) and Ψ = AΘ∗ (right coprime).
Suppose that Φ has a tensored-scalar singularity. By Lemma 5.2, there exists a
nonconstant inner function δ such that
∆ = δ∆1 (∆1 inner).
Suppose HΨHΦ = 0. Since ∆˜ and B˜ are right coprime, it follows from (4.3) that
(5.5) H(I
δ˜
) ⊆ H(∆˜) =
(
kerH∗Φ
)⊥
⊆ kerHΨ = ΘH2Cn .
Write Θ ≡ (θij)ni,j=1. Since δ˜ is not constant, Hδ˜ has at least an outer function ξ
that is invertible in H∞ (cf. [CHL1, Lemma 3.4]). It thus follows from (5.5) that
Θ∗(ξ, 0, 0, · · · )t ∈ H2
Cn
, which implies θ1jξ ∈ H2 for each j = 1, · · · , n. Similarly,
we can show that
θij ξ ∈ H2 for each i, j = 1, 2, · · · , n,
so that θij ∈ 1ξH2 ⊆ H2 for each i, j = 1, 2, · · · , n. Therefore each θij is constant
and hence, Θ is a constant unitary. Therefore Ψ ∈ H2Mn , which gives HΨ = 0.
If instead Ψ has a tensored-scalar singularity, then by Proposition 5.3, Ψ˜ has
a tensored-scalar singularity. Thus if HΨHΦ = 0, then HΦ˜HΨ˜ = 0, so that
HΦ = H
∗
Φ˜
= 0 by what we proved just above. 
We observe that if Φ ∈ L∞Mn is normal then by (2.9),
[T ∗Φ, TΦ] = H
∗
Φ∗HΦ∗ −H∗ΦHΦ.
On the other hand, we recall ([GHR, Theorem 3.3], [Gu2, Corollary 2]) that if
Φ ∈ L∞Mn then
(5.6)
H∗Φ∗HΦ∗ ≥ H∗ΦHΦ ⇐⇒ ∃K ∈ H∞Mn such that ||K||∞ ≤ 1 and Φ−KΦ∗ ∈ H∞Mn .
The following theorem is of independent interest.
Theorem 5.5. Let Φ,Ψ ∈ L∞Mn be of bounded type. If Φ or Ψ has a tensored-
scalar singularity then
H∗ΦHΦ = H
∗
ΨHΨ ⇐⇒ Φ− UΨ ∈ H∞Mn
for some unitary constant matrix U ∈Mn.
Proof. Write
Φ = AΘ∗ (right coprime).
If Φ has a tensored-scalar singularity then by Lemma 5.2, Θ has an inner divisor of
the form Iθ, with θ a nonconstant inner function. Thus we may write Θ = θΘ1 for
an inner matrix function Θ1 ∈ H∞Mn . It follows that A and Iθ are right coprime,
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so that by Theorem 4.16, A and Iθ are left coprime, and hence A˜ and Iθ˜ are right
coprime. Thus
(5.7) kerH∗Φ = kerHΦ˜ = kerHθ˜Θ˜∗1A˜
⊆ kerH
θ˜A˜
= θ˜H2Cn .
If H∗ΦHΦ = H
∗
ΨHΨ, then kerHΨ = kerHΦ ⊆ θH2Cn , which implies that Ψ also
has a tensored-scalar singularity. Therefore without loss of generality we may
assume that Φ has a tensored-scalar singularity. Since H∗ΦHΦ = H
∗
ΨHΨ, we have
H∗Φ∗
−
HΦ∗
−
= H∗Ψ∗
−
HΨ∗
−
. Then by (5.6), there exist U,U ′ ∈ H∞Mn with ||U ||∞ ≤ 1
and ||U ′||∞ ≤ 1 such that
(5.8) Φ∗− − UΨ∗− ∈ H2Mn and Ψ∗− − U ′Φ∗− ∈ H2Mn .
It follows from (5.8) that Φ∗− − UU ′Φ∗− ∈ H2Mn , so that HΦ∗− −HUU ′Φ∗− = 0, and
hence (I − T ∗
U˜U ′
)HΦ = 0, which together with (5.7) implies
(5.9) H(I
θ˜
) ⊆ ranHΦ ⊆ ker (I − T ∗U˜U ′).
Thus, we have F = T ∗
U˜U ′
F for each F ∈ H(I
θ˜
). But since ||U˜U ′∗||∞ = ||UU ′||∞ ≤
1, we should have U˜U ′
∗
F ∈ H2
Cn
, so that F = U˜U ′
∗
F for each F ∈ H(I
θ˜
). Thus
UU ′ is constant, and actually UU ′ = In. Therefore U is a unitary constant and
by (5.8), Φ− UΨ ∈ H∞Mn . The converse is evident. 
For A ∈ L2Mn and an inner matrix function Θ ∈ H2Mn , we define
(TA)Θ := PH(Θ)TA|H(Θ),
that is, (TA)Θ f := PH(Θ)Af for each f ∈ H(Θ). Note that TA is densely de-
fined and possibly unbounded. However (TA)Θ may be bounded under certain
conditions. To see this, let
(BMO)Mn :=
{
Φ ≡ (ϕij) ∈ L2Mn : ϕij ∈ BMO
}
.
We then have:
Lemma 5.6. Let A ∈ H2Mn and Θ ∈ H∞Mn be an inner matrix function. If
G ≡ A∗Θ ∈ H2Mn ∩ (BMO)Mn , then (TA)Θ is bounded.
Proof. Since G∗ ∈ (BMO)Mn , we can find a matrix function F ∈ H2Mn such
that
Φ ≡ G∗ + F ∈ L∞Mn .
(cf. [Pe, Theorem 1.3]). Thus ΘΦ ∈ L∞Mn . Observe that
PH(Θ)TΘΦ|H(Θ) = PH(Θ)TΘ(Θ∗A+F )|H(Θ)
= PH(Θ)TA+ΘF |H(Θ)
= PH(Θ)TA|H(Θ)
= (TA)Θ,
which implies (TA)Θ is bounded. 
In view of Lemma 5.6, (TA)Θ is understood in the sense that the compres-
sion (TA)Θ is bounded even though TA is possibly unbounded if A
∗Θ ∈ H2Mn ∩
(BMO)Mn . (In particular, we are interested in the case A
∗Θ ≡ Φ− for a matrix
function Φ ∈ L∞Mn .)
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Here we pause to ask, when is (TA)Θ injective. First of all, we take a look at
possible cases when n = 2.
(i) Let
A :=
(
0 1
0 0
)
and Θ :=
(
z 0
0 1
)
.
Put f :=
(
1 0
)t
. Then f ∈ H(Θ), Af = 0, and (TA)Θ f = 0. Thus
(TA)Θ is not injective.
(ii) Let
A :=
(
0 1
0 0
)
and Θ :=
(
1 0
0 z
)
.
Put f :=
(
0 1
)t
. Then f ∈ H(Θ), Af = (1 0)t 6= 0, and (TA)Θ f = 0.
Thus (TA)Θ is not injective.
(iii) Let
A :=
(
zδ 1
0 1
)
and Θ :=
(
bαz 0
0 z
)
(where δ(z) :=
√
1− |α|2
1− αz ).
Put f :=
(
bα 0
)t
. Then f ∈ H(Θ), Af = (zbαδ 0)t 6= 0, and
(TA)Θ f = 0. Thus (TA)Θ is not injective. Note that Θ has a tensored-
scalar singularity and
ΘA∗ =
(
bαδ 0
z z
)
∈ H2M2 .
Note that A and Θ are not right coprime.
We observe:
Lemma 5.7. Let A ∈ H2Mn and let Θ ∈ H∞Mn be an inner function such that
Φ ≡ A∗Θ = ∆B∗ ∈ H2Mn ∩ (BMO)Mn ,
where ∆ and B are right coprime. Then ker (TA)Θ = H(Θ)∩∆H2Cn . In particular,
if Φ∗ has a tensored-scalar singularity with respect to θ, then ker (TA)Θ ⊆ IθH(Θ1)
with Θ1 := θΘ.
Proof. Let f ∈ H(Θ). Then we have
(TA)Θf = 0⇐⇒ B∆∗f = Θ∗Af ∈ H2Cn
⇐⇒ f ∈ kerHB∆∗ = ∆H2Cn ,
which implies ker (TA)Θ = H(Θ) ∩∆H2Cn . Suppose that Φ∗ has a tensored-scalar
singularity with respect to θ. Then, by Lemma 5.2, we may write
Θ = IθΘ1 and ∆ = Iθ∆1 (where Θ1 and ∆1 are inner).
We thus have
ker (TA)Θ = H(Θ) ∩∆H2Cn ⊆ H(Θ) ∩ IθH2Cn
=
[
H(Iθ)
⊕
IθH(Θ1)
]
∩ IθH2Cn
= IθH(Θ1),
which gives the result. 
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Corollary 5.8. Let A ∈ H2Mn and Θ ≡ Iθ ∈ H∞Mn for an inner function
θ such that A∗Θ ∈ H2Mn ∩ (BMO)Mn . If A and Θ are coprime then (TA)Θ is
injective. In particular, if θ is a finite Blaschke product, then (TA)Θ is invertible.
Proof. Since A and Θ ≡ Iθ are coprime it follows that
A∗Θ = ΘA∗ (coprime).
It thus follows from Lemma 5.7 that ker(TA)Θ = H(Θ)∩ΘH2Cn = {0}, which implies
that (TA)Θ is injective. If θ is a finite Blaschke product, then (TA)Θ is a finite
dimensional operator, and it follows that (TA)Θ is invertible. 
Theorem 5.9. Let A ∈ H2Mn and let Θ = Iθ ∈ H∞Mn for an inner function θ
such that A∗Θ ∈ H2Mn ∩ (BMO)Mn . If A and Θ are coprime, then (TA)Θ has a
linear inverse (possibly unbounded).
Proof. By Corollary 5.8, (TA)Θ is injective. Thus it suffices to show that
(TA)
∗
Θ is injective. Observe that for U, V ∈ H(Θ),〈
(TA)Θ U, V
〉
=
〈
AU, V
〉
=
∫
T
tr
(
(A∗V )∗U
)
dµ =
〈
U,A∗V
〉
,
which implies
(5.10) (TA)
∗
Θ = (TA∗)Θ.
On the contrary, assume that (TA)
∗
Θ is not injective. Then there exists a nonzero
vector f ∈ H(Θ) such that
0 = (TA)
∗
Θf = PH(Θ)(A
∗f),
which gives A∗f ∈ ΘH2
Cn
. Since Θ = Iθ and f ∈ H(Θ), it follows that
Θ∗(A∗f) = A∗(Θ∗f) ∈ H2Cn ∩ (H2Cn)⊥ = {0},
which implies that A∗f = 0. Since A and Θ are coprime it follows from Lemma
4.15 that A∗ is invertible and hence f = 0, a contradiction. This proves (TA)
∗
Θ is
injective. 
Remark 5.10. From Lemma 5.7, we can see that if A ∈ H2Mn and Θ ∈ H∞Mn
is an inner matrix function such that
A∗Θ = ∆B∗ ∈ H2Mn ∩ (BMO)Mn ,
where ∆ and B are right coprime, then
(5.11) Θ = ∆ =⇒ (TA)Θ is injective.
But (5.11) does not hold in general if Θ 6= ∆. For example, let
A :=
(
0 1
0 0
)
and Θ :=
(
z 0
0 1
)
.
Then
A∗Θ =
(
0 0
z 0
)
=
(
1 0
0 z
)(
0 1
0 0
)∗
≡ ∆B∗.
Note that ∆ and B are right coprime. It thus follows from Lemma 5.7 that
ker(TA)Θ = H(Θ) ∩∆H2Cn = C⊕ {0} 6= {0},
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which implies that (TA)Θ is not injective. Here we note that Θ and A are not right
coprime and detA = 0. Thus we may expect that if
(1) Θ and A are right coprime;
(2) detA 6= 0,
then (TA)Θ is injective although Θ 6= ∆. However this is not the case. For
example, let
A :=
(
0 1
1 0
)
and Θ :=
(
z 0
0 1
)
.
Then
A∗Θ =
(
0 1
z 0
)
=
(
1 0
0 z
)(
0 1
1 0
)∗
≡ ∆A∗.
Note that ∆ and A are right coprime. It thus follows from Lemma 5.7 that
ker(TA)Θ = H(Θ) ∩∆H2Cn = C⊕ {0} 6= {0},
which implies that (TA)Θ is not injective. Note that Θ and A are right coprime,
and detA 6= 0.

CHAPTER 6
An interpolation problem and a functional calculus
In this chapter, we consider both an interpolation problem for matrix functions
of bounded type and a functional calculus for compressions of the shift operator.
We first review the classical Hermite-Feje´r interpolation problem, following
[FF]. Let θ be a finite Blaschke product of degree d:
θ = eiξ
N∏
i=1
(˜bi)
mi
(
b˜i(z) :=
z − αi
1− αiz , where αi ∈ D
)
,
where d =
∑N
i=1mi. For our purposes, rewrite θ in the form
θ = eiξ
d∏
j=1
bj,
where
bj := b˜k if
k−1∑
l=0
ml < j ≤
k∑
l=0
ml
and, for notational convenience, set m0 := 0. Let
(6.1) ϕj :=
qj
1− αjz bj−1bj−2 · · · b1 (1 ≤ j ≤ d),
where ϕ1 := q1(1 − α1z)−1 and qj := (1 − |αj |2) 12 (1 ≤ j ≤ d). It is well known
(cf. [Ta]) that {ϕj}dj=1 is an orthonormal basis for H(θ).
For our purposes we concentrate on the data given by sequences of n × n
complex matrices. Given the sequence {Kij : 1 ≤ i ≤ N, 0 ≤ j < mi} of
n×n complex matrices and a set of distinct complex numbers α1, . . . , αN in D, the
classical Hermite-Feje´r interpolation problem entails finding necessary and sufficient
conditions for the existence of a contractive analytic matrix function K in H∞Mn
satisfying
(6.2)
K(j)(αi)
j!
= Ki,j (1 ≤ i ≤ N, 0 ≤ j < mi).
To construct a matrix polynomial K(z) ≡ P (z) satisfying (6.2), let pi(z) be the
polynomial of order d−mi defined by
pi(z) :=
N∏
k=1,k 6=i
( z − αk
αi − αk
)mk
.
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Consider the matrix polynomial P (z) of degree d− 1 defined by
(6.3)
P (z) :=
N∑
i=1
(
K ′i,0+K
′
i,1(z−αi)+K ′i,2(z−αi)2+ · · ·+K ′i,mi−1(z−αi)mi−1
)
pi(z),
where the K ′i,j are obtained by the following equations:
K ′i,j = Ki,j −
j−1∑
k=0
K ′i,k p
(j−k)
i (αi)
(j − k)! (1 ≤ i ≤ N ; 0 ≤ j < mi)
and K ′i,0 = Ki,0 (1 ≤ i ≤ N). Then P (z) satisfies (6.2).
Let W be the unitary operator from
⊕d
1 C
n onto H(Iθ) defined by
(6.4) W := (Iϕ1 , Iϕ2 , · · · , Iϕd),
where the ϕj are the functions in (6.1). It is known [FF, Theorem X.1.5] that if
θ is the finite Blaschke product of order d, then Uθ is unitarily equivalent to the
lower triangular matrix M on Cd defined by
(6.5) M :=

α1 0 0 0 · · · · · ·
q1q2 α2 0 0 · · · · · ·
−q1α1q3 q2q3 α3 0 · · · · · ·
q1α2α3q4 −q2α3q4 q3q4 α4 · · · · · ·
−q1α2α3α4q5 q2α3α4q5 −q3α4q5 q4q5 α5
. . .
...
...
...
. . .
. . .
. . .

.
Now let P (z) ∈ H∞Mn be a matrix polynomial of degree k. Then the matrix P (M)
on Cn×d is defined by
(6.6) P (M) :=
k∑
i=0
Pi ⊗M i, where P (z) =
k∑
i=0
Piz
i.
IfM is given by (6.5) and P is the matrix polynomial defined by (6.3) then the
matrix P (M) is called the Hermite-Feje´r matrix determined by (6.6). In particular,
if (TP )Θ := PH(Θ)TP |H(Θ) is the compression of TP to H(Θ) (where Θ ≡:= Iθ for
an inner function θ) (cf. p.12), then it is known [FF, Theorem X.5.6] that
(6.7) W ∗(TP )ΘW = P (M),
which says that P (M) is a matrix representation for (TP )Θ.
We now consider an interpolation problem for matrix functions of bounded
type. Our interpolation problem involves a certain matrix-valued functional equa-
tion: Φ−KΦ∗ ∈ H∞Mn (where Φ ∈ L∞Mn and K ∈ H∞Mn is unknown). We may ask,
when does there exist such a matrix H∞-function K? If such a function K exists,
how do we find it? If Φ is a matrix-valued rational function, this interpolation
problem reduces to the classical Hermite-Feje´r Interpolation Problem.
More concretely, we consider the following question: For Φ ∈ L∞Mn ,
when does there exist a function K ∈ H∞Mn satisfying Φ−KΦ∗ ∈ H∞Mn ?
6. AN INTERPOLATION PROBLEM AND A FUNCTIONAL CALCULUS 47
For notational convenience we write, for Φ ∈ L∞Mn ,
C(Φ) :=
{
K ∈ H∞Mn : Φ−KΦ∗ ∈ H∞Mn
}
.
Thus question can be rewritten as: For Φ ∈ L∞Mn ,
(6.8) when is C(Φ) nonempty ?
Question (6.8) resembles an interpolation problem, as we will see below. In this
chapter we consider Question (6.8) for matrix functions of bounded type.
If C(Φ) 6= ∅, i.e., there exists a functionK ∈ H∞Mn such that Φ∗−−KΦ∗+ ∈ H2Mn ,
then HΦ∗
−
= T ∗
K˜
HΦ∗+ for some K ∈ H∞Mn , which implies kerHΦ∗+ ⊆ kerHΦ∗− . Thus
we have
(6.9) C(Φ) 6= ∅ =⇒ kerHΦ∗+ ⊆ kerHΦ∗− .
Let Φ ≡ Φ∗− +Φ+ ∈ L∞Mn be such that Φ and Φ∗ are of bounded type. In view of
(4.2), we may write
(6.10) Φ+ = Θ1A
∗ and Φ− = Θ2B
∗ (right coprime).
Thus, if C(Φ) 6= ∅, then by (6.9) and (4.3), Θ1H2Cn ⊆ Θ2H2Cn . It then follows (cf.
[FF, Corollary IX.2.2]) that Θ2 is a left inner divisor of Θ1. Therefore, whenever
we consider the interpolation problem (6.8) for a function Φ ∈ L∞Mn such that Φ
and Φ∗ are of bounded type, we may assume that Φ ≡ Φ∗− + Φ+ ∈ L∞Mn is of the
form
(6.11) Φ+ = Θ0Θ1A
∗ and Φ− = Θ0B
∗ (right coprime).
On the other hand, if Φ ≡ Φ∗− + Φ+ ∈ L∞Mn is such that Φ and Φ∗ are of
bounded type, then in view of (2.7), we may also write
(6.12) Φ+ = θ1A
∗ and Φ− = θ2B
∗,
where θ1, θ2 ∈ H∞ are inner functions. If C(Φ) 6= ∅, then we can also show that
θ2 is an inner divisor of θ1 even though the factorizations in (6.12) are not right
coprime (cf. [CHL2, Proposition 3.2]). Thus if Φ ≡ Φ∗− +Φ+ ∈ L∞Mn is such that
Φ and Φ∗ are of bounded type then we may, without loss of generality, assume that
Φ is of the form
(6.13) Φ+ = θ0θ1A
∗ and Φ− = θ0B
∗,
where θ0, θ1 ∈ H∞Mn are inner functions and A,B ∈ H2Mn . In view of Lemma
5.2, we may also assume that the pairs {Iθ0θ1 , A∗} and {Iθ0 , B∗} have no common
tensored-scalar singularity.
First of all, we consider the case of matrix-valued rational functions Φ ∈ L∞Mn .
In this case we may write
Φ+ = θ1θ0A
∗ and Φ− = θ1B
∗,
where θ0, θ1 ∈ H∞ are finite Blaschke products. Observe that
(6.14) K ∈ C(Φ) ⇐⇒ Φ−KΦ∗ ∈ H∞Mn ⇐⇒ θ0B −KA ∈ θ1θ0H2Mn .
Write
(θ1θ0)(z) =
N∏
i=1
(
z − αi
1− αiz
)mi
(d :=
N∑
i=1
mi),
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i.e., θ1θ0 is a finite Blaschke product of degree d. Then the last assertion in (6.14)
holds if and only if the following equations hold: for each i = 1, . . . , N ,
(6.15)

Bi,0
Bi,1
Bi,2
...
Bi,mi−1
 =

Ki,0 0 0 · · · 0
Ki,1 Ki,0 0 · · · 0
Ki,2 Ki,1 Ki,0 · · · 0
...
. . .
. . .
. . .
...
Ki,mi−1 Ki,mi−2 . . . Ki,1 Ki,0


Ai,0
Ai,1
Ai,2
...
Ai,mi−1
 ,
where
Ki,j :=
K(j)(αi)
j!
, Ai,j :=
A(j)(αi)
j!
and Bi,j :=
(θ0B)
(j)(αi)
j!
.
Thus K is a function in H∞Mn for which
(6.16)
K(j)(αi)
j!
= Ki,j (1 ≤ i ≤ N, 0 ≤ j < mi),
where the Ki,j are determined by the equation (6.15). This is exactly the classical
Hermite-Feje´r interpolation problem. Therefore, the solution (6.3) for the classical
Hermite-Feje´r interpolation problem provides a polynomial K ∈ C(Φ).
We turn our attention to the case of matrix functions of bounded type.
To proceed, we need:
Proposition 6.1. Let Φ ≡ Φ∗− + Φ+ ∈ L∞Mn be such that Φ and Φ∗ are of
bounded type. In view of (6.11), we may write
Φ+ = Θ0Θ1A
∗ and Φ− = Θ0B
∗ (right coprime).
Suppose Θ1A
∗ = A∗1Θ (where A1 and Θ are left coprime). Then the following hold:
(a) If K ∈ C(Φ), then K = K ′Θ for some K ′ ∈ H∞Mn ;
(b) If Iω is an inner divisor of Θ1, then Iω is an inner divisor of Θ and
(6.17) C(Φ1,ω) = {ωK : K ∈ C(Φ)},
where Φ1,ω := Φ∗− + PH20 (ωΦ+) (cf. p.12).
Proof. Observe that
K ∈ C(Φ)⇐⇒ BΘ∗0 −KAΘ∗1Θ∗0 ∈ H2Mn ⇐⇒ BΘ1 −KA ∈ H2MnΘ0Θ1 ,
which implies that KA ∈ H2MnΘ1, and hence KAΘ∗1 ∈ H2Mn . Let Θ1A∗ = A∗1Θ,
where A1 and Θ are left coprime. Then
(6.18) 0 = HKAΘ∗1 = HKΘ∗A1 = TK˜∗HΘ∗A1 .
Since A1 and Θ are left coprime, A˜1 and Θ˜ are right coprime, so that ranHΘ∗A1 =
H(Θ˜). Thus by (6.18), K˜∗H(Θ˜) ⊆ (H2
Cn
)⊥, so that K˜ = Θ˜K˜ ′ for some K ′ ∈ H∞Mn ,
which implies K = K ′Θ. This proves (a).
For (b), suppose Iω is an inner divisor of Θ1. Thus we may write Θ1 = Ω1Iω
for some inner function Ω1. Now we will show that Iω is an inner divisor of Θ.
Since Θ1A
∗ = A∗1Θ, we have HAIω∗ = HΘ∗A1Ω1 , and hence kerHΘ∗A1Ω1 = ωH
2
Cn
.
Thus we may write
Θ∗A1Ω1 = D(Iω)
∗ = (Iω)
∗D (coprime),
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which implies that Iω is an inner divisor of Θ. Write Θ = ΩIω . Thus if K ∈ C(Φ),
then by (a), Φ∗− −K ′ΘΦ∗+ ∈ H2Mn , which implies
(Φ1,ω)∗− − (K ′Ω)(Φ1,ω)∗+ ∈ H2Mn .
Thus we have ωK = K ′Ω ∈ C(Φ1,ω), which implies that{
ωK : K ∈ C(Φ)
}
⊆ C(Φ1,ω).
The above argument is reversible, and this proves (6.17). 
Corollary 6.2. Let Φ ∈ L∞Mn be of bounded type of the form
Φ+ = θ0θ1A
∗ and Φ− = θ0B
∗ (coprime),
where θ0 and θ1 are finite Blaschke products and A,B ∈ H2Mn . If ω is an inner
divisor of θ1, then
(6.19) C(Φ) =
{
ωK : K ∈ C(Φ1,ω)
}
.
Proof. Immediate from Proposition 6.1. 
Now let Θ ∈ H∞Mn be an inner matrix function and suppose
Θ :=
N∏
i=1
∆i (∆i is an inner matrix function).
Write
Ωj :=
j∏
i=1
∆i (j = 1, · · · , N − 1).
Then by Lemma 4.6 (a), we have
KΘ = K∆N ⊕KΩN−1∆N
= K∆N⊕
(K∆N−1 ⊕KΩN−2∆N−1)∆N
= K∆N ⊕K∆N−1∆N⊕
(K∆N−2 ⊕KΩN−3∆N−2)∆N−1∆N
...
= K∆N ⊕K∆N−1(∆N )⊕K∆N−2(∆N−1∆N ) + · · ·+K∆1(∆2 · · ·∆N ),
Thus if B ∈ KΘ, then we may write
(6.20) B = B1 +
N∑
i=2
Bi
 N∏
j=N+2−i
∆j
 (Bi ∈ K∆N+1−i).
Let Φ ≡ Φ∗−+Φ+ ∈ L∞Mn be such that Φ and Φ∗ are of bounded type. To consider
the interpolation problem C(Φ) 6= ∅, we may write, in view of (6.13),
Φ+ = θ0θ1A
∗ and Φ− = θ0B
∗,
where θ0, θ1 are inner functions and A,B ∈ H2Mn . We may assume that Φ±(0) = 0.
Thus, in view of Lemma 4.4, A ∈ Kθ0θ1 and B ∈ Kθ0 . Let
θ0 :=
N∏
i=1
δi (δi ∈ H∞ is inner).
50 6. AN INTERPOLATION PROBLEM AND A FUNCTIONAL CALCULUS
Then by (6.20) and Lemma 4.6 (a), we may write
(6.21)
A = A1 +
∑N
i=2
(∏N
j=N+2−i δj
)
Ai + θ0AN+1;
B = B1 +
∑N
i=2
(∏N
j=N+2−i δj
)
Bi,
where Ai, Bi ∈ KδN+1−i(i = 1, 2, · · · , N) and AN+1 ∈ Kθ1 .
We then have:
Lemma 6.3. Let Φ ≡ Φ∗− + Φ+ ∈ L∞Mn be such that Φ and Φ∗ are of bounded
type. Then in view of (6.13), we may write
Φ+ = θ0θ1A
∗ and Φ− = θ0B
∗.
Put θ0 :=
∏N
i=1 δi (δi inner). Then in view of (6.21), we may write
A =
N∑
i=1
λiAi + θ0AN+1 and B =
N∑
i=1
λiBi,
where λ1 = 1, λi ≡
∏N
j=N+2−i δj (i = 2, 3, · · ·N), AN+1 ∈ Kθ1 and Ai, Bi ∈
KδN+1−i . Suppose that A and Iθ1 are coprime. Then for K ∈ H∞Mn ,
K ∈ C(Φ)⇐⇒ PKθ0θ1K = θ1
(
N∑
i=1
λiKi
)
,
where Ki ∈ KδN+1−i (i = 1, 2, · · · , N) satisfies the equation
(6.22)
N∑
i=1
λiBi −
(
N∑
i=1
λiKi
)(
N∑
i=1
λiAi
)
∈ θ0H2Mn .
Proof. Suppose that A and Iθ1 are coprime. Let K ∈ C(Φ). If we put
Ψ := Φ1,θ1 , then by Proposition 6.1(b) we can show that K = θ1K
′ for some
K ′ ∈ C(Ψ). It thus suffices to show that
(6.23) K ′ ∈ C(Ψ)⇐⇒ PKθ0K ′ =
N∑
i=1
λiKi,
where Ki ∈ KδN+1−i (i = 1, 2, · · · , N − 1) satisfies the equation (6.22). By Lemma
4.4, we have
Ψ+ = PH20 (θ1Φ+) = θ0
(
PKθ0A
)∗
= θ0
(
N∑
i=1
λiAi
)∗
.
Then
(6.24)
Ψ∗− −K ′Ψ∗+ ∈ H2Mn ⇐⇒
N∑
i=1
λiBi −K ′
N∑
i=1
λiAi ∈ θ0H2Mn
⇐⇒ PKθ0
(
N∑
i=1
λiBi
)
− PKθ0
(
K ′
N∑
i=1
λiAi
)
= 0
⇐⇒
N∑
i=1
λiBi − PKθ0
((
PKθ0K
′
)( N∑
i=1
λiAi
))
= 0.
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In view of (6.21), we may write
PKθ0K
′ ≡
N∑
i=1
λiKi,
where λ1 = 1, λi :=
∏N
j=N+2−i δj , Ki ∈ KδN+1−i . It thus follows from (6.24) that
K ′ ∈ C(Ψ) if and only if
N∑
i=1
λiBi −
(
N∑
i=1
λiKi
)(
N∑
i=1
λiAi
)
∈ θ0H2Mn ,
which gives (6.23). This completes the proof. 
Theorem 6.4. Let Φ ≡ Φ∗− +Φ+ ∈ L∞Mn be of bounded type of the form
Φ+ = θ
NA∗ and Φ− = θ
mB∗ (N ≥ m) ,
where θ is inner. Then in view of (6.21), we may write
A = A0 +
m−1∑
i=1
θiAi + θ
mAm and B = B0 +
m−1∑
i=1
θiBi,
where Am ∈ KθN−m and Ai, Bi ∈ Kθ (i = 0, 1, · · · ,m − 1). Suppose that A and
Iθ are coprime. Then for K ∈ H∞Mn ,
K ∈ C(Φ)⇐⇒ PK
θN
K = θN−m
(
K0 +
m−1∑
i=1
θiKi
)
,
where the Ki ∈ Kθ satisfy the equation
(6.25)

B0
B1
...
Bm−1
 =

K0 0 · · · 0
K1 K0 · · · 0
...
...
. . .
...
Km−1 Km−2 · · · K0


A0
A1
...
Am−1
+

G0
G1
...
Gm−1
 ,
where
(6.26)
Gk = PH2
Mn
θ k−1∑
j=0
KjAk−j
− PθH2
Mn
 k∑
j=0
KjAk−j
 (k = 0, 1, · · · ,m− 1).
Proof. Suppose that A and Iθ are coprime. It suffices to show that (6.22)
hods if and only if (6.25) holds. Suppose that there existsKi ∈ Kθ (i = 0, 1, · · · ,m−
1) such that
B0 +
m−1∑
i=1
θiBi −
(
K0 +
m−1∑
i=1
θiKi
)(
A0 +
m−1∑
i=1
θiAi
)
∈ θmH2Mn ,
or equivalently,
(6.27)
m−1∑
k=0
θk
Bk − k∑
j=0
KjAk−j
 ∈ θmH2Mn .
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PutDk :=
∑k
j=0KjAk−j (k = 0, 1, · · ·m−1). Note that for each i, j = 0, 1, · · · ,m−
1, we have Ki, Aj ∈ Kθ, and hence KiAj ∈ Kθ2 = Kθ ⊕ θKθ. Thus we may write,
for k = 0, 1, · · ·m− 1,
Dk = D
′
k + θD
′′
k (D
′
k, D
′′
k ∈ Kθ).
It thus follows from (6.27) thatB0 = K0A0 − θD
′′
0 = K0A0 − PθH2Mn (D0)
Bk =
∑k
j=0KjAk−j +
(
PH2Mn
(θDk−1)− PθH2Mn (Dk)
)
(k = 1, · · · ,m− 1),
which gives
B0
B1
...
Bm−1
 =

K0 0 · · · 0
K1 K0 · · · 0
...
...
. . .
...
Km−1 Km−2 · · · K0


A0
A1
...
Am−1
+

G0
G1
...
Gm−1
 ,
where G0 = −PθH2
Mn
(D0) and Gk = PH2
Mn
(θDk−1)− PθH2
Mn
(Dk). This argument
is reversible. This completes the proof. 
Theorem 6.5. Let Φ ≡ Φ∗− +Φ+ ∈ L∞Mn be normal of the form
Φ+ = θ
NA∗ and Φ− = θ
mB∗ (N ≥ m),
where θ is inner and Iθ and B are coprime. If C(Φ) 6= ∅, then we may write
A = A0 +
m−1∑
i=1
θiAi + θ
mAm and B = B0 +
m−1∑
i=1
θiBi,
where A0 and B0 are invertible a.e. on T, Am ∈ KθN−m and Ai, Bi ∈ Kθ (i =
0, 1, · · · ,m− 1). If Ki ∈ Kθ and
∑i
j=0KjAi−j ∈ Kθ for all i = 0, 1, · · ·m− 1, put
(6.28)

K˜0
K˜1
...
K˜m−1
 =

A˜0 0 · · · 0
A˜1 A˜0 · · · 0
...
...
. . .
...
A˜m−1 A˜m−2 · · · A˜0

−1
B˜0
B˜1
...
B˜m−1
 .
Then for K ∈ H∞Mn ,
(6.29) K ∈ C(Φ)⇐⇒ PK
θN
K = θN−m
(
K0 +
m−1∑
i=1
θiKi
)
,
Proof. Suppose that Iθ and B are coprime and C(Φ) 6= ∅. Then Iθ and B0
are coprime, so that by Lemma 4.15, B0 is invertible a.e. on T. Now we will show
that
(6.30) A0 is invertible a.e. on T.
Since Iθm and B are coprime, it follows that kerHΦ∗
−
= θmH2
Cn
. Since C(Φ) 6= ∅,
it follows from Proposition 6.1(b) that C(Φ1,θN−m) 6= ∅. Thus we have
(6.31) θmH2Cn = kerHΦ∗− ⊇ kerH(Φ1,θN−m )∗+ .
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Observe that
(Φ1,θ
N−m
)+ = θ
m(PKθmA)
∗ = θm
(
A0 +
m−1∑
i=1
θiAi
)∗
.
It thus follows from (6.31) that A0 and Iθ are coprime. Thus by Lemma 4.15,
detA0 6= 0. This proves (6.30). Suppose (6.28) holds. Then a direct calculation
shows that Gk in (6.26) should be zero for each k = 0, 1, · · · ,m− 1, so that (6.29)
follows from Theorem 6.4. 
We now turn our attention to a functional calculus for compressions of the shift
operator.
It is well known that the functional calculus for polynomials of compressions of
the shift results in the Hermite-Feje´r matrix via the classical Hermite-Feje´r Inter-
polation Problem. We now extend the polynomial calculus to an H∞-functional
calculus (so called the Sz.-Nagy-Foias¸ functional calculus) via the triangulariza-
tion theorem, and then extend it further to an H∞ + H∞-functional calculus for
compressions of the shift operator.
First of all, we extend the representation (6.7) to the case of matrix H∞-
functions. We refer to [AC] and [Ni1] for details on this representation. For an
explicit criterion, we need to introduce the Triangularization Theorem concretely.
There are three cases to consider.
Case 1 : Let B be a Blaschke product and let Λ := {λn : n ≥ 1} be the sequence
of zeros of B counted with their multiplicities. Write
β1 := 1, βk :=
k−1∏
n=1
λn − z
1− λnz
· |λn|
λn
(k ≥ 2),
and let
δj :=
dj
1− λjz
βj (j ≥ 1),
where dj := (1 − |λj |2) 12 . Let µB be the measure on N given by µB({n}) :=
1
2d
2
n, (n ∈ N). Then the map VB : L2(µB)→ H(B) defined by
(6.32) VB(c) :=
1√
2
∑
n≥1
c(n)dnδn, c ≡ {c(n)}n≥1,
is unitary and UB is mapped onto the operator
(6.33) V ∗BUBVB = (I − JB)MB,
where (MBc)(n) := λnc(n) (n ∈ N) is a multiplication operator and
(JBc)(n) :=
n−1∑
k=1
c(k)|λk|−2 · βn(0)
βk(0)
dkdn (n ∈ N)
is a lower-triangular Hilbert-Schmidt operator.
Case 2 : Let s be a singular inner function with continuous representing measure
µ ≡ µs. Let µλ be the projection of µ onto the arc {ζ : ζ ∈ T, 0 < argζ ≤ argλ}
and let
sλ(ζ) := exp
(
−
∫
T
t+ ζ
t− ζ dµλ(t)
)
(ζ ∈ D).
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Then the map Vs : L
2(µ)→ H(s) defined by
(6.34) (Vsc)(ζ) =
√
2
∫
T
c(λ)sλ(ζ)
λdµ(λ)
λ− ζ (ζ ∈ D)
is unitary, and Us is mapped onto the operator
(6.35) V ∗s UsVs = (I − Js)Ms,
where (Msc)(λ) := λc(λ) (λ ∈ T) is a multiplication operator and
(Jsc)(λ) = 2
∫
T
eµ(t)−µ(λ)c(t)dµλ (t) (λ ∈ T)
is a lower-triangular Hilbert-Schmidt operator.
Case 3 : Let ∆ be a singular inner function with pure point representing measure
µ ≡ µ∆. We enumerate the set {t ∈ T : µ({t}) > 0} as a sequence {tk}k∈N. Write
µk := µ({tk}), k ≥ 1. Further, let µ∆ be a measure on R+ = [0,∞) such that
dµ∆(λ) = µ[λ]+1dλ and define a function ∆λ on the unit disk D by the formula
∆0 := 1, ∆λ(ζ) := exp
{
−
[λ]∑
k=1
µk
tk + ζ
tk − ζ − (λ− [λ])µ[λ]+1
t[λ]+1 + ζ
t[λ]+1 − ζ
}
,
where [λ] is the integer part of λ (λ ∈ R+). Then the map V∆ : L2(µ∆) → H(∆)
defined by
(6.36) (V∆c)(ζ) :=
√
2
∫
R+
c(λ)∆λ(ζ)(1 − t[λ]+1ζ)−1dµ∆(λ) (ζ ∈ D)
is unitary and U∆ is mapped onto the operator
(6.37) V ∗∆U∆V∆ = (I − J∆)M∆,
where (M∆c)(λ) := t[λ]+1c(λ), (λ ∈ R+) is a multiplication operator and
(J∆c)(λ) := 2
∫ λ
0
c(t)
∆λ(0)
∆t(0)
dµ∆(t) (λ ∈ R+)
is a lower-triangular Hilbert-Schmidt operator.
Collecting together the above three cases we get:
Triangularization Theorem. ([Ni1, p.123]) Let θ be an inner function with the
canonical factorization θ = B · s · ∆, where B is a Blaschke product, and s and
∆ are singular inner functions with representing measures µs and µ∆ respectively,
with µs continuous and µ∆ a pure point measure. Then the map V : L
2(µB) ×
L2(µs)× L2(µ∆)→ H(θ) defined by
(6.38) V :=
VB 0 00 BVs 0
0 0 BsV∆

is unitary, where VB, µB, VS , µS , V∆, µ∆ are defined in (6.32) - (6.37) and Uθ is
mapped onto the operator
(6.39) M := V ∗UθV =
MB 0 00 Ms 0
0 0 M∆
+ J,
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where MB,MS ,M∆ are defined in (6.33), (6.35) and (6.37) and
J := −
JBMB 0 00 JsMs 0
0 0 J∆M∆
 +A
is a lower-triangular Hilbert-Schmidt operator, with A3 = 0, rankA ≤ 3.
Now we note that every compression of the shift operator is completely non-
unitary (cf. [CHL2, Proof of Theorem 3.3]). Therefore if M is given by (6.39)
then M is an absolutely continuous contraction. Thus if Φ ∈ H∞Mn , then we can
define Φ(M) as a H∞-functional calculus (the so-called Sz.-Nagy-Foias¸ functional
calculus). Then we have:
Theorem 6.6. Let Φ ∈ H∞Mn and let θ ∈ H∞ be an inner function. If we
write
(6.40) M := V ∗UθV and V := V ⊗ In,
where V : L ≡ L2(µB)× L2(µs)× L2(µ∆)→ H(θ) is unitary as in (6.38), then
(6.41) V∗(TΦ)ΘV = Φ(M) (Θ := Iθ).
Remark 6.7. Φ(M) is called a matrix representation for (TΦ)Θ.
Proof of Theorem 6.6. If Φ(z) ≡ (φrs(z))1≤r,s≤n ∈ H∞Mn , we may write
Φ(z) =
∞∑
i=0
Aiz
i (Ai ∈Mn).
We also write φrs(z) :=
∑∞
0 a
(rs)
i z
i and then Ai =
(
a
(rs)
i
)
1≤r,s≤n
. We thus have
(TΦ)Θ = PH(Θ)TΦ|H(Θ) =
∞∑
i=0
(
U iθ ⊗
(
a
(rs)
i
)
1≤r,s≤n
)
=
∞∑
i=0
(
U iθ ⊗ Ai
)
.
Let {ψj} be an orthonormal basis for H(θ) and put ej := V ∗ψj . Then {ej} forms
an orthonormal basis for L2(µB) × L2(µs) × L2(µ∆). Thus for each f ∈ Cn, we
have V(ej ⊗ f) = φj ⊗ f . It thus follows that〈
(TΦ)Θ(ψj ⊗ f) , ψk ⊗ g
〉
=
∞∑
i=0
〈
(M i ⊗Ai)(ej ⊗ f), ek ⊗ g
〉
=
〈
Φ(M)(ej ⊗ f) , ek ⊗ g
〉
,
which gives V∗(TΦ)ΘV = Φ(M). 
We can now extend the representation (6.41) to H∞Mn + H
∞
Mn
(where H∞Mn
denotes the set of n × n matrix functions whose entries belong to H∞ := {g : g ∈
H∞}). Let Q ∈ H∞Mn + H∞Mn be of the form Q = Q∗− + Q+. If Θ := Iθ for an
inner function θ, then we define
(TQ)Θ := PH(Θ)TQ|H(Θ) .
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Then
(TQ)Θ = (TQ∗
−
)Θ + (TQ+)Θ
= (TQ−)
∗
Θ + (TQ+)Θ (by (5.10)).
If M := V ∗UθV , where V : L ≡ L2(µB) × L2(µs) × L2(µ∆) → H(θ) is unitary as
in (6.38), we also define Q(M) by
(6.42) Q(M) := (Q−(M))
∗ +Q+(M),
where Q±(M) is defined by the Sz.-Nagy-Foias¸ functional calculus.
We then have:
Lemma 6.8. Let Q ∈ H∞Mn +H∞Mn and Θ := Iθ for an inner function θ. Then
(a) V∗(TQ)ΘV = Q(M);
(b) Q(M)∗ = Q∗(M),
where V and M are given by (6.40).
Proof. It follows from Theorem 6.6 that
V∗(TQ)ΘV = V∗
(
(TQ−)
∗
Θ + (TQ+)Θ
)
V = (Q−(M))∗ +Q+(M) = Q(M),
which gives (a). By definition of Q(M), we have
Q(M)∗ =
(
Q−(M)
∗ +Q+(M)
)∗
= Q−(M) +Q+(M)
∗
= Q−(M) +Q
∗
+(M) = Q
∗(M),
which gives (b). 
We are tempted to guess that Q(M)∗Q(M) = (Q∗Q)(M). But this is not the
case. To see this, let θ = z3 and let Q(z) :=
(
z2 0
0 z2
)
. Then we have
M =
0 0 01 0 0
0 1 0

and
Q(M) ≡
(
1 0
0 1
)
⊗M2 =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
 .
Thus
Q(M)∗Q(M) =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 and (Q
∗Q)(M) =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 ,
which gives Q∗(M)Q(M) 6= (Q∗Q)(M).
In some sense, the following lemma shows that the operator induced by Q in
(6.42) is closed under constant matrix multiplication.
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Lemma 6.9. Let Q ∈ H∞Mn +H∞Mn and and Θ := Iθ for an inner function θ.
Then for any constant matrix Λ ∈Mn,
(a) (ΛQ)(M) = (Λ⊗ I)Q(M);
(b) (QΛ)(M) = Q(M)(Λ⊗ I),
where M is given by (6.40).
Proof. Let us write Q(z) :=
∑∞
j=−∞Qjz
j. Since Λ is a constant matrix,
(ΛQ)(z) =
∑∞
j=−∞ ΛQjz
j. Thus for each U,W ∈ H(Θ),〈(
(Λ⊗ I)Q(M))V∗U, V∗W〉 = ∞∑
j=−∞
〈(
(Λ⊗ I)(Qj ⊗M j)
)V∗U,V∗W〉
=
∞∑
j=−∞
〈
(ΛQj ⊗M j)V∗U, V∗W
〉
=
〈(
(ΛQ)(M)
)V∗U, V∗W〉,
where V is given by (6.40). This proves (a). Observe that
(QΛ)(M)∗ = (QΛ)∗(M) (by Lemma 6.8(b))
= (Λ∗Q∗)(M)
= (Λ∗ ⊗ I)(Q∗(M)) (by (a))
= (Λ ⊗ I)∗(Q(M))∗ (by Lemma 6.8(b))
=
(
Q(M)(Λ⊗ I)
)∗
,
which gives (b). 

CHAPTER 7
Abrahamse’s Theorem for matrix-valued symbols
In 1970, P.R. Halmos posed the following problem, listed as Problem 5 in his
lecture “Ten problems in Hilbert space” [Hal1], [Hal2]:
Is every subnormal Toeplitz operator either normal or analytic ?
A Toeplitz operator Tϕ is called analytic if ϕ ∈ H∞. Any analytic Toeplitz opera-
tor is easily seen to be subnormal: indeed, Tϕh = P (ϕh) = ϕh =Mϕh for h ∈ H2,
where Mϕ is the normal operator of multiplication by ϕ on L
2. The question is
natural because normal and analytic Toeplitz operators are fairly well understood,
and they are both subnormal. In 1984, Halmos’ Problem 5 was answered in the
negative by C. Cowen and J. Long [CoL]. However, Cowen and Long’s construc-
tion does not provide an intrinsic connection between subnormality and the theory
of Toeplitz operators. Until now researchers have been unable to characterize sub-
normal Toeplitz operators in terms of their symbols. In this sense, we reformulate
Halmos’ Problem 5:
Which Toeplitz operators are subnormal ?
The most interesting partial answer to Halmos’ Problem 5 was given by M.B.
Abrahamse [Ab], who gave a general sufficient condition for the answer to Halmos’
Problem 5 to be affirmative.
Abrahamse’s Theorem ([Ab, Theorem]). Let ϕ ∈ L∞ be such that ϕ or ϕ is
of bounded type. If
(i) Tϕ is hyponormal;
(ii) ker [T ∗ϕ, Tϕ] is invariant under Tϕ,
then Tϕ is normal or analytic.
Consequently, if ϕ ∈ L∞ is such that ϕ or ϕ is of bounded type, then every
subnormal Toeplitz operator must be either normal or analytic, since ker [S∗, S] is
invariant under S for every subnormal operator S. It is actually sufficient to assume
that S is 2-hyponormal. We say that a block Toeplitz operator TΦ is analytic if
Φ ∈ H∞Mn . Evidently, any analytic block Toeplitz operator with a normal symbol
is subnormal because the multiplication operator MΦ is a normal extension of TΦ.
As a first inquiry in the above reformulation of Halmos’ Problem 5 the following
question can be raised:
Is Abrahamse’s Theorem valid for Toeplitz operators with matrix-valued symbols ?
In general, a straightforward matrix-valued version of Abrahamse’s Theorem is
doomed to fail: for instance, if
Φ :=
(
z + z 0
0 z
)
,
59
60 7. ABRAHAMSE’S THEOREM FOR MATRIX-VALUED SYMBOLS
then clearly, both Φ and Φ∗ are of bounded type and
TΦ =
(
U + U∗ 0
0 U
)
(where U is the shift on H2)
is subnormal, but neither normal nor analytic.
In this chapter we extend the above result to the case of bounded type symbols:
we shall say that TΦ has a bounded type symbol if both Φ and Φ
∗ are of bounded
type.
Recently, it was shown in [CHL1] that if Φ ∈ L∞Mn is such that Φ and Φ∗ are
of bounded type of the form
(7.1) Φ− = θB
∗ (coprime)
and if TΦ is hyponormal and ker [T
∗
ϕ, Tϕ] is invariant under Tϕ, then TΦ is normal
or analytic. However, the condition (7.1) forces the inner part of the right coprime
factorization (4.2) of Φ− to be diagonal-constant. Also, it was shown in [CHKL]
that if Φ is a matrix-valued rational function then the condition (7.1) can be weak-
ened to the condition that the inner part of the right coprime factorization (4.2)
of Φ− has a nonconstant diagonal-constant inner divisor. We note that in view of
Lemma 5.2, those conditions of [CHL1] and [CHKL] are special cases of the condi-
tion of “having a tensored-scalar singularity.” Indeed, in this chapter, we will show
that for a bounded type symbols Φ ∈ L∞Mn , if Φ has a tensored-scalar singularity
then we get a full-fledged matrix-valued version of Abrahamse’s Theorem.
To proceed, we need the following result.
Lemma 7.1. Let Φ ∈ L∞Mn be such that Φ∗ is of bounded type. If TΦ is
hyponormal, then there exists an inner function θ such that ran [T ∗Φ, TΦ] ⊆ H(Iθ).
Proof. If Φ∗ is of bounded type then, in view of (2.6),
Φ∗ = AΘ∗ (Θ ≡ Iθ, A ∈ H2Mn).
If TΦ is hyponormal then by Lemma 2.3, Φ is normal. Thus by (2.9), [T
∗
Φ, TΦ] =
H∗Φ∗HΦ∗ −H∗ΦHΦ. Thus if TΦ is hyponormal then kerHΦ∗ ⊆ kerHΦ, and hence
kerHΦ∗ ⊆ ker [T ∗Φ, TΦ], which gives ΘH2Cn ⊆ ker [T ∗Φ, TΦ], or ran [T ∗Φ, TΦ] ⊆ H(Θ).

The following lemma shows what tensored-scalar singularities do in the passage
from hyponormality to subnormality.
Lemma 7.2. Let Φ ∈ L∞Mn be such that Φ∗ is of bounded type. Suppose TΦ is
hyponormal; thus, in view of Lemma 7.1, there exists an inner function Ω ≡ Iω ∈
H∞Mn (ω a nonconstant scalar inner function) such that ran [T
∗
Φ, TΦ] ⊆ H(Ω). If
Φ∗Ω has a tensored-scalar singularity then TΦ is normal.
Proof. By assumption, ΩH2
Cn
⊆ ker[T ∗Φ, TΦ]. If TΦ is hyponormal then by
Lemma 2.3, Φ is normal. Thus by (2.9), we have
0 = T ∗Ω[T
∗
Φ, TΦ]TΩ = TΩ∗Φ∗TΦΩ − TΩ∗ΦTΦ∗Ω
=
(
TΩ∗Φ∗ΦΩ −H∗ΦΩHΦΩ
)
−
(
TΩ∗ΦΦ∗Ω −H∗Φ∗ΩHΦ∗Ω
)
= H∗Φ∗ΩHΦ∗Ω −H∗ΦΩHΦΩ.
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Thus if Φ∗Ω has a tensored-scalar singularity, then it follows from Theorem 5.5 that
(7.2) Φ∗Ω− UΦΩ ∈ H∞Mn for some unitary constant U ∈Mn.
Since TΦ is hyponormal, by Lemma 2.3, there exists a matrix function K ∈ H∞Mn
such that Φ−KΦ∗ ∈ H∞Mn . Thus it follows from (7.2) that Φ∗Ω−UKΦ∗Ω ∈ H∞Mn ,
so that (I − T ∗
U˜K
)HΦ∗Ω = 0, which gives
(7.3) ranHΦ∗Ω ⊆ ker (I − T ∗U˜K).
On the other hand, since Φ∗Ω has a tensored-scalar singularity, it follows that
kerHΦ∗Ω ⊆ ζH2Cn (ζ nonconstant inner). Thus by Lemma 5.2, we can write
Φ∗Ω = B(ζ∆)∗ (right coprime).
We thus have
Φ˜∗Ω = ζ˜∆˜∗B˜.
Since Iζ and B are right coprime, it follows from Theorem 4.16 that Iζ and B
are left coprime, so that I
ζ˜
and B˜ are right coprime. We then have kerH∗Φ∗Ω =
kerH
Φ˜∗Ω
⊆ ζ˜H2
Cn
, which together with (7.3) implies
H(I
ζ˜
) ⊆ cl ranHΦ∗Ω ⊆ ker (I − T ∗U˜K).
The same argument as the one used right after (5.9) in Theorem 5.5 shows that
UK = I, and hence K = U∗ is a constant unitary. Therefore [T ∗Φ, TΦ] = H
∗
Φ∗(I −
T
K˜
T ∗
K˜
)HΦ∗ = 0. This completes the proof. 
The main theorem of this chapter now follows.
Theorem 7.3. (Abrahamse’s Theorem for matrix-valued symbols) Let Φ ∈
L∞Mn be such that Φ and Φ
∗ are of bounded type. Assume Φ has a tensored-scalar
singularity. If
(i) TΦ is hyponormal;
(ii) ker [T ∗Φ, TΦ] is invariant under TΦ,
then TΦ is normal. Hence, in particular, if TΦ is subnormal then TΦ is normal.
Proof. Suppose TΦ is hyponormal and ker [T
∗
Φ, TΦ] is invariant under TΦ. Let
Φ and Φ∗ be of bounded type. Thus in view of (4.2), we may write
Φ− = ΘB
∗ (right coprime).
Suppose Φ has a tensored-scalar singularity, so that by Lemma 5.2, Θ has a non-
constant diagonal-constant inner function Iθ. Thus Θ = θΘ1 for some inner matrix
function Θ1. Since TΦ is hyponormal we may write, in view of (6.11),
Φ+ = ΘΘ2A
∗ (right coprime),
where Θ2 is an inner matrix function. Since by Lemma 2.3, Φ is normal it follows
from (2.9) that
(7.4) [T ∗Φ, TΦ] = H
∗
AΘ∗2Θ
∗HAΘ∗2Θ∗ −H∗BΘ∗HBΘ∗ ,
which implies ΘΘ2H
2
Cn
⊆ ker [T ∗Φ, TΦ] =
(
ran [T ∗Φ, TΦ]
)⊥
, so that
(7.5) ran [T ∗Φ, TΦ] ⊆ H(ΘΘ2) .
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We first suppose ran [T ∗Φ, TΦ] ⊆ H(Θ1Θ2). Since kerHΦ∗Θ1Θ2 = kerHθA = θH2Cn ,
so that Φ∗Θ1Θ2 has a tensored-scalar singularity it follows from Lemma 7.2 with
Ω ≡ Θ1Θ2 that TΦ is normal. We thus suppose that ran [T ∗Φ, TΦ] is not contained
in H(Θ1Θ2). In this case, we assume to the contrary that TΦ is not normal. In
view of Lemma 7.1, there exists a diagonal-constant inner function Ω ≡ Iω such
that
(7.6) ran [T ∗Φ, TΦ] ⊆ H(Ω), or equivalently, Ω∗ (ran [T ∗Φ, TΦ]) ⊆ (H2Cn)⊥.
By Lemma 7.2, Φ∗Ω has no tensored-scalar singularity. But since Φ∗+Ω = (θω)AΘ
∗
2Θ
∗
1,
it follows from Lemma 5.2 that θ is an inner divisor of ω. Let h ∈ ran [T ∗Φ, TΦ]
be an arbitrary vector. Since by assumption, ker [T ∗Φ, TΦ] is invariant for TΦ, we
have T ∗Φ (ran [T
∗
Φ, TΦ]) ⊆ ran [T ∗Φ, TΦ], and hence, T ∗Φh ∈ ran [T ∗Φ, TΦ]. From (7.6),
Ω∗Φ∗h ∈ (H2
Cn
)⊥. Thus we have
Ω∗Φ∗h = Ω∗(Φ∗+ + θΘ1B
∗)h = Φ∗+(Ω
∗h) + θΘ1Ω
∗B∗h ∈ (H2Cn)⊥.
Since by (7.6), Ω∗h ∈ (H2
Cn
)⊥, it follows that
(7.7) θB∗Ω∗h ∈ (H2Cn)⊥.
Since Φ− = ΘB
∗ ∈ zH2Mn , we can choose B ∈ KΘ. Thus by Lemma 4.6 we may
write
(7.8) B = θB1 +B2,
where B1 ∈ KΘ1 and B2 ∈ Kθ. Then it follows from (7.7) and (7.8) that
B∗1Ω
∗h+ (ωθ)B∗2h ∈ (H2Cn)⊥, so that (ωθ)B∗2h ∈ (H2Cn)⊥.
We thus have
(7.9)
(
zθ˜B˜2
)(
ω˜h˜
) ∈ H2Cn , or equivalently, ω˜h˜ ∈ kerHzθ˜B˜2 .
We now claim that
(7.10) ω˜h˜ ∈ zθ˜H2Cn .
To see this we first suppose that θ and z are not coprime. Then z is an inner
divisor of θ. Since B and Θ are right coprime, it follows from Theorem 4.16 that
B and Iθ are coprime, and hence B and Izθ are coprime. Thus by (7.8), B2 and
Izθ are coprime. Therefore B˜2 and Izθ˜ are coprime, which implies that, by (4.3)
together with (7.9), ω˜h˜ ∈ kerH
zθ˜B˜2
= zθ˜H2
Cn
, giving (7.10).
Suppose now that θ and z are coprime. Then by (4.3) and (7.9) we have
(7.11) ω˜h˜ ∈ kerH
zθ˜B˜2
⊆ kerH
θ˜B˜2
= θ˜H2Cn .
But since Ω∗h ∈ (H2
Cn
)⊥, and hence ω˜h˜ ∈ zH2
Cn
, we have
ω˜h˜ ∈ θ˜H2Cn
⋂
zH2Cn = zθ˜H
2
Cn ,
giving (7.10). Now by (7.10), we have
(zθ˜ω˜)h˜ ∈ H2Cn , so that (θω)h ∈ (H2Cn)⊥.
Therefore we can see that
(θΩ)∗h ∈ (H2Cn)⊥ for each h ∈ ran [T ∗Φ, TΦ],
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which implies that ran [T ∗Φ, TΦ] ⊆ H(θΩ) = H(Iωθ). Thus we can repeat the above
argument with θΩ in place of Ω in (7.6). Then induction on p shows that
ran [T ∗Φ, TΦ] ⊆ H(Iωθp) for all p ∈ Z+.
In particular, ωθ
p ∈ H2, and hence θp is an inner divisor of ω for all p ∈ Z+. Thus
it follows from Lemma 4.13 that
ωH2 ⊆
∞⋂
p=1
θpH2 = {0},
a contradiction. Therefore TΦ should be normal. This proves the first assertion.
The second assertion follows at once from the fact that if TΦ is subnormal then
ker [T ∗Φ, TΦ] is invariant for TΦ. This completes the proof of Theorem 7.3. 
Remark 7.4. (a) We note that the assumption “Φ has a tensored-scalar singu-
larity” is essential in Theorem 7.3. As we saw before, if Φ :=
(
z+z 0
0 z
)
, then TΦ is
neither normal nor analytic. But since kerHΦ = kerH( z 00 0 )
= ( z 00 1 )H
2
Cn
, it follows
that Θ ≡ ( z 00 1 ) does not have any nonconstant diagonal-constant inner divisor, so
that Φ does not have a tensored-scalar singularity.
(b) If n = 1, then Θ ≡ θ ∈ H∞ is vacuously diagonal-constant, so that Theorem
7.3 reduces to the original Abrahamse’s Theorem. 
We will next give an example that illustrates Theorem 7.3. To do so we need
some auxiliary observations. If Φ = Φ∗− +Φ+ ∈ L∞Mn is such that Φ and Φ∗ are of
bounded type and for which TΦ is hyponormal, we will, in view of (4.1) and (6.13),
assume that
(7.12) Φ+ = A
∗Ω1Ω2 and Φ− = B
∗
ℓΩ2 (left coprime),
where Ω1Ω2 = Θ = Iθ.
Lemma 7.5. Let Φ = Φ∗− + Φ+ ∈ L∞Mn be such that Φ and Φ∗ are of bounded
type. Then in view of (7.12), we may write
Φ+ = A
∗Θ0Θ2 and Φ− = B
∗Θ2 (left coprime),
where Θ0Θ2 = Iθ, with θ an inner function. If TΦ is hyponormal and ker [T
∗
Φ, TΦ]
is invariant under TΦ , then
(7.13) Θ0H
2
Cn ⊆ ker [T ∗Φ, TΦ].
Moreover if K ∈ C(Φ), then
(7.14) cl ranHAΘ∗2 ⊆ ker (I − TK˜T ∗K˜).
Proof. The inclusion (7.13) follows from a slight extension of [CHL2, Theo-
rem 3.5] , in which Θ2 is a diagonal-constant inner function of the form Θ2 = Iθ2 .
However, a careful analysis of [CHL2, Proof of Theorem 3.5, Step 1] shows that the
proof does not employ the diagonal-constancy of Θ2, but uses only the diagonal-
constancy of Θ0Θ2. Towards (7.14), we observe that if K ∈ C(Φ), then by (2.10),
(7.15) [T ∗Φ, TΦ] = H
∗
Φ∗+
HΦ∗+ −H∗KΦ∗+HKΦ∗+ = H
∗
Φ∗+
(I − T
K˜
T ∗
K˜
)HΦ∗+ ,
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so that ker [T ∗Φ, TΦ] = ker (I − TK˜T ∗K˜)HΦ∗+ . Thus by (7.13),
{0} = (I − T
K˜
T ∗
K˜
)HAΘ∗2Θ∗0 (Θ0H
2
Cn) = (I − TK˜T ∗K˜)HAΘ∗2 (H2Cn),
giving (7.14). 
In [GHR], the normality of block Toeplitz operator TΦ was also characterized
in terms of the symbol Φ under a “determinant” condition on the symbol Φ.
Lemma 7.6. (Normality of Block Toeplitz Operators) ([GHR]) Let Φ ≡ Φ+ +
Φ∗− be normal and Φ
0
+ := Φ+ − Φ+(0). If det Φ+ 6= 0, then
(7.16) TΦ is normal⇐⇒ Φ0+ = Φ−U for some constant unitary matrix U.
We then have:
Example 7.7. Let ϕ, ψ ∈ L∞ be of bounded type and consider
Φ :=
(
bα ϕ
ψ bα
)
(α ∈ D) ,
where bα is a Blaschke factor of the form bα(z) :=
z−α
1−αz . In view of (2.3) we may
write
ϕ− := θ0a and ψ− := θ1b (coprime).
If θ0(α) = 0 and θ1(α) 6= 0, then TΦ is never subnormal.
Proof. Write
Φ ≡
(
bα ϕ
ψ bα
)
≡ Φ∗− +Φ+ =
(
bα ψ−
ϕ− bα
)∗
+
(
0 ϕ+
ψ+ 0
)
and assume that TΦ is subnormal. Since by Lemma 2.3 Φ is normal, a straightfor-
ward calculation shows that
(7.17) |ϕ| = |ψ|.
Also there exists a matrix function K ≡ ( k1 k2k3 k4 ) ∈ E(Φ), i.e., ||K||∞ ≤ 1 such that
Φ−KΦ∗ ∈ H∞M2 . Thus since Φ∗− −KΦ∗+ ∈ H2M2 , and hence(
bα θ0a
θ1b bα
)
−
(
k2ϕ+ k1ψ+
k4ϕ+ k3ψ+
)
∈ H2M2 ,
we have
(7.18)
{
bα − k2ϕ+ ∈ H2, θ1b− k4ϕ+ ∈ H2
bα − k3ψ+ ∈ H2, θ0a− k1ψ+ ∈ H2,
which via Cowen’s Theorem gives that the following Toeplitz operators are all
hyponormal:
(7.19) Tbα+ϕ+ , Tθ1b+ϕ+ , Tbα+ψ+ , Tθ0a+ψ+ .
Note that ϕ+ψ+ is not identically zero, so that detΦ+ is not. Put
θ0 = b
m
α θ
′
0 (m ≥ 1; θ′0(α) 6= 0).
Note a(α) 6= 0 because θ0(α) = 0 and θ0 and a are coprime. Then a straightforward
calculation together with (7.14) shows that
(7.20) m = 1.
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Thus we may write, by a direct calculation,
Φ− =
(
θ′0 a
bαb θ1
)∗(
θ0 0
0 bαθ1
)
≡ B∗Ω2 (left coprime).
But since Ω2 ≡
(
θ0 0
0 bαθ1
)
has a diagonal inner divisor Ibα , it follows from The-
orem 7.3 that TΦ is normal. Since detΦ+ 6= 0, it follows form Lemma 7.6 that
Φ0+ = Φ−U for some constant unitary matrix U ≡ ( c1 c2c3 c4 ). We observe
Φ0+ = Φ−U ⇐⇒
(
0 bαθ1θ3d
θ0θ2c 0
)
=
(
bα θ1b
θ0a bα
)(
c1 c2
c3 c4
)
=⇒
{
0 = c1bα + c3θ1b
0 = c4bα + c2θ0a
=⇒
{
c1 = 0, θ1b = 0 (i.e., θ1 = 1)
c4 6= 0, θ0 = bα
=⇒ U =
(
0 c2
c3 c4
)
(c4 6= 0),
which contradicts the fact that U is unitary. Therefore TΦ is never subnormal. 

CHAPTER 8
A subnormal Toeplitz completion
In this chapter we consider a subnormal “Toeplitz” completion problem.
Given a partially specified operator matrix with some known entries, the prob-
lem of finding suitable operators to complete the given partial operator matrix so
that the resulting matrix satisfies certain given properties is called a completion
problem. A subnormal completion of a partial operator matrix is a particular spec-
ification of the unspecified entries resulting in a subnormal operator. A partial
block Toeplitz matrix is simply an n × n matrix some of whose entries are speci-
fied Toeplitz operators and whose remaining entries are unspecified. A subnormal
Toeplitz completion of a partial block Toeplitz matrix is a subnormal completion
whose unspecified entries must be Toeplitz operators.
We now consider:
Problem 8.1. Let bλ be a Blaschke factor of the form bλ(z) :=
z−λ
1−λz
(λ ∈ D).
Complete the unspecified Toeplitz entries of the partial block Toeplitz matrix
A :=
(
Tbα ?
? Tbβ
)
(α, β ∈ D)
to make A subnormal.
Recently, in [CHL2], we have considered Problem 8.1 for the cases α = β = 0.
The solution given in [CHL2, Theorem 5.1] relies upon very intricate and long
computations using the symbol involved. However our solution in this chapter
provides a shorter and more insightful proof by employing the results of the previous
chapter.
We now give an answer to Problem 8.1:
Theorem 8.2. Let ϕ, ψ ∈ L∞ and consider
A :=
(
Tbα Tϕ
Tψ Tbβ
)
(α, β ∈ D) .
The following statements are equivalent.
(a) A is normal;
(b) A is subnormal;
(c) A is 2-hyponormal,
except in the following special case:
(8.1) ϕ− = bαθ
′
0a and ψ− = bαθ
′
1b (coprime) with (ab)(α) = (θ
′
0θ
′
1)(α) 6= 0 .
However, unless only one of θ′0 and θ
′
1 is constant, the exceptional case (8.1) implies
that if A is subnormal then either A is normal or A − β is quasinormal for some
β ∈ C.
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Proof. Clearly (a) ⇒ (b) and (b) ⇒ (c).
(c) ⇒ (a): Write
Φ ≡
(
bα ϕ
ψ bβ
)
≡ Φ∗− +Φ+ =
(
bα ψ−
ϕ− bβ
)∗
+
(
0 ϕ+
ψ+ 0
)
and assume that TΦ is 2-hyponormal. Since ker [T
∗, T ] is invariant under T for
every 2-hyponormal operator T ∈ B(H) (cf. [CuL2]), we note that Theorem 7.3
holds for 2-hyponormal operators TΦ under the same assumption on the symbol. If
TΦ is hyponormal then by Lemma 2.3 there exists a matrix function K ≡
(
k1 k2
k3 k4
) ∈
H∞M2 such that ||K||∞ ≤ 1 and Φ−KΦ∗ ∈ H∞M2 , i.e.,
(8.2)
(
bα ϕ−
ψ− bβ
)
−
(
k1 k2
k3 k4
) (
0 ψ+
ϕ+ 0
)
∈ H2M2 ,
which implies that
(8.3) Hbα = Hk2ϕ+ = Hϕ+Tk2 and Hbβ = Hk3ψ+ = Hψ+Tk3 .
If ϕ+ is not of bounded type then kerHϕ+ = {0}, so that k2 = 0, a contradiction;
and if ψ+ is not of bounded type then kerHψ+ = {0}, so that k3 = 0, a contradic-
tion. Thus since ϕ+ and ψ+ are of bounded type, it follows that Φ
∗ of bounded
type. Since TΦ is hyponormal, it follows from (2.13) that Φ is also of bounded
type. Thus we can write
ϕ− ≡ θ0a and ψ− ≡ θ1b (coprime).
Since Φ is normal, i.e., ΦΦ∗ = Φ∗Φ, a straightforward calculation shows that α = β.
Thus by (8.2), we have
(8.4)
{
bα − k2ϕ+ ∈ H2, θ0a− k1ψ+ ∈ H2
bα − k3ψ+ ∈ H2, θ1b− k4ϕ+ ∈ H2 ,
which implies that the following Toeplitz operators are all hyponormal (via Cowen’s
Theorem):
(8.5) Tbα+ϕ+ , Tθ1b+ϕ+ , Tbα+ψ+ , Tθ0a+ψ+ .
Put
θ0 = b
m
α θ
′
0 and θ1 = b
n
αθ
′
1 (m,n ≥ 0; θ′0(α) 6= 0, θ′1(α) 6= 0).
By Example 7.7, if m 6= 0 and n = 0 then we get a contradiction. Also a similar
argument to Example 7.7 shows that
either m = n = 0 or m = n = 1.
Thus we have to consider the case m = n = 0 and the case m = n = 1.
Case A (m = n = 0): A straightforward calculation shows that kerHΦ = ΘH
2
C2
,
where
Θ ≡
(
bαθ1 0
0 bαθ0
)
.
Since Θ has a diagonal-constant inner divisor Ibα , it follows from Lemma 5.2 and
Theorem 7.3 that TΦ is normal.
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Case B-1 (m = n = 1; (ab)(α) 6= (θ′0θ′1)(α)): A straightforward calculation shows
that kerHΦ = ΘH
2
C2
, where
Θ ≡
(
bαθ
′
1 0
0 bαθ
′
0
)
.
Since Θ has a diagonal-constant inner divisor Ibα , it follows from Lemma 5.2 and
Theorem 7.3 that TΦ is normal.
Case B-2 (m = n = 1; (ab)(α) = (θ′0θ
′
1)(α)): A straightforward calculation shows
that
kerHΦ˜ = Θ˜2H
2
C2
,
where
Θ2 := ν
(
θ0 −γθ1
γθ′0 θ
′
1
)
(γ = − b(α)
θ′0(α)
= −θ
′
1(α)
a(α)
; ν :=
1√|γ|2 + 1)
Thus we can write
Φ˜− =
(
b˜α θ˜0a˜
θ˜1b˜ b˜α
)
= Θ˜2B˜
∗ (right coprime),
so that
(8.6) Φ− =
(
bα θ1b
θ0a bα
)
= B∗Θ2 (left coprime) .
By a scalar-valued version of (6.13) and (8.5), we can see that ϕ+ = θ1θ3d and
ψ+ = θ0θ2c for some inner functions θ2, θ3, where d ∈ H(zθ1θ3) and c ∈ H(zθ0θ2).
Thus, in particular, c(α) 6= 0 and d(α) 6= 0. Let
θ2 = b
q
αθ
′
2 and θ3 = b
p
αθ
′
3 (where θ
′
2(α) 6= 0 6= θ′3(α)).
If we write Φ+ = Θ0Θ2A
∗ (Θ0Θ2 = Iθ for an inner function θ), then a straightfor-
ward calculation shows that
A =
(
0 θ′1θ
′
3c
θ′0θ
′
2d 0
)
.
We thus have
(8.7) HAΘ∗2
(
1
0
)
= ν
(−γHbα(θ′3c)
Hbα(θ
′
2d)
)
.
It was known that ranHbα = H(bα) =
∨{δ1} (where δ1 := √1−|α|21−αz ). It thus
follows from (8.7) that
(8.8)
(
δ1
βδ1
)
∈ cl ranHAΘ∗2 ⊆ ker (I − TK˜T ∗K˜),
where β 6= 0. We observe that if k ∈ H2, then
(8.9) Tk(z)δ1 = k(α)δ1 :
indeed, if k ∈ H2 and n ≥ 0, then
〈k(z)δ1, zn〉 = 〈δ1, k(z)zn〉 = 〈k˜zn, δ1〉 =
√
1− |α|2k˜(α)αn =
√
1− |α|2k(α)αn ,
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so that
Tk(z)δ1 = P (k(z)δ1) =
√
1− |α|2k(α)
∞∑
n=0
αnzn = k(α)
√
1− |α|2
1− αz = k(α)δ1 ,
which proves (8.9). Thus a straightforward calculation together with (8.8) shows
that
(8.10) α1k1 + α2k3 = 1 and α1k2 + α2k4 = β ,
where α1 = k1(α) + βk2(α) and α2 = k3(α) + βk4(α). We also have, from (8.8),
(8.11)∣∣∣∣∣∣∣∣( δ1βδ1
)∣∣∣∣∣∣∣∣
2
=
∣∣∣∣∣∣∣∣T ∗K˜ ( δ1βδ1
)∣∣∣∣∣∣∣∣
2
=
∣∣∣∣∣∣∣∣((k1(α) + βk2(α))δ1(k3(α) + βk4(α))δ1
)∣∣∣∣∣∣∣∣
2
=
∣∣∣∣∣∣∣∣(α1δ1α2δ1
)∣∣∣∣∣∣∣∣
2
,
which implies
(8.12) 1 + |β|2 = |α1|2 + |α2|2.
From (8.4), we can see that
(8.13) k1 = θ2k
′
1, k2 = θ
′
1θ3k
′
2, k3 = θ
′
0θ2k
′
3, k4 = θ3k
′
4,
where k′i ∈ H∞ for i = 1, · · · , 4. Thus by (8.10) and (8.13), we can see that θ2 and
θ3 are both constant. Without loss of generality, we may assume that θ2 = θ3 = 1.
We next claim that
(8.14) θ0 = θ1 = bα, i.e., θ
′
0 and θ
′
1 are both constant.
By our assumption, if θ′0 or θ
′
1 is constant then both θ
′
0 and θ
′
1 are constant. First
of all, suppose that both θ′0 and θ
′
1 have nonconstant Blaschke factors. Thus there
exist v, w ∈ D such that θ′0(v) = 0 = θ′1(w). But since k3 = θ′0k′3 and k2 = θ′1k′2, it
follows from (8.10) that
(8.15) k1(v) =
1
α1
and k4(w) =
β
α2
(where we note that α1 6= 0 and α2 6= 0). Observe that |k1(v)| = 1 = |k4(w)|:
indeed, if |k1(v)| < 1, then |α1| > 1, so that by (8.12), |α2| < |β|, which implies
|k4(w)| > 1, which contradicts the fact ||K||∞ ≤ 1. If instead |k4(w)| < 1, we
similarly get a contradiction. Since ||k1||∞ ≤ 1 and ||k4||∞ ≤ 1, it follows from the
Maximum Modulus Theorem that k1 and k4 are both constant, i.e.,
(8.16) k1 =
1
α1
and k4 =
β
α2
.
Then from (8.10), we should have k2 = k3 = 0, which leads to a contradiction,
using (8.4).
Next, we assume that θ′0 has a nonconstant Blaschke factor and θ
′
1 has a non-
constant singular inner factor. Since θ′0 has a nonconstant Blaschke factor,
∃ w ∈ D such that θ′0(w) = 0, so that by (8.13), k3(w) = 0.
Thus by (8.10), k1(w) =
1
α1
. But since |k1(w)| < 1 (otherwise k1 would be
constant, so that k3 ≡ 0, a contradiction from (8.4)), it follows that 1 < |α1|. Thus
by (8.12),
(8.17) |α2| < |β|.
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On the other hand, since θ′1 has a nonconstant singular inner factor, we can see
that there exists δ ∈ [0, 2π) such that θ′1 has nontangential limit 0 at eiδ (cf. [Ga,
Theorem II.6.2]). Thus by (8.13), k2 has nontangential limit 0 at e
iδ and in turn,
by (8.10), k4 has nontangential limit
β
α2
at eiδ. But since ||k4||∞ ≤ 1, it follows
that
∣∣∣ βα2 ∣∣∣ ≤ 1, i.e., |β| ≤ |α2|, which contradicts (8.17).
Next, if both θ′0 and θ
′
1 have nonconstant singular factors then a similar argu-
ment gives a contradiction. This proves (8.14).
Now, in view of (8.6) and (8.14), we may write
Φ− =
(
bα bαb
bαa bα
)
= B∗Θ2 (left coprime), where Θ2 := ν
(
bα −γbα
γ 1
)
.
We can also write
Φ+ =
(
0 bαd
bαc 0
)
= A∗Θ0Θ2 = A
∗
(
ν
(
1 γbα
−γ bα
))(
ν
(
bα −γbα
γ 1
))
,
where Θ0 := ν
(
1 γbα
−γ bα
)
and Θ0Θ2 = bαI2. Then by (7.13),
(8.18) Θ0H
2
C2
⊆ ker [T ∗Φ, TΦ] , so that ran [T ∗Φ, TΦ] ⊆ H(Θ0) .
Since dimH(Θ0) = 1, it follows that
ran [T ∗Φ, TΦ] = {0} or ran [T ∗Φ, TΦ] = H(Θ0).
If ran [T ∗Φ, TΦ] = {0}, then evidently TΦ is normal. Suppose ran [T ∗Φ, TΦ] = H(Θ0).
We recall a well-known result of B. Morrel ([Mo]; [Con, p.162]). If T ∈ B(H)
satisfies the following properties: (i) T is hyponormal; (ii) [T ∗, T ] is rank-one; and
(iii) ker [T ∗, T ] is invariant for T , then T − β is quasinormal for some β ∈ C, i.e.,
T−β commutes with (T−β)∗(T−β). Since TΦ satisfies the above three properties,
we can conclude that TΦ−β is quasinormal for some β ∈ C. 
On the other hand, due to a technical problem, we omitted a detailed proof
for the case B-2 from the proof of [CHL2, Theorem 5.1]. The proof of the case
B-2 (with α = 0) in the proof of Theorem 8.2 above provides the portion of the
proof that did not appear in [CHL2]. In particular, Theorem 8.2 incorporates an
extension of a corrected version of [CHL2, Theorem 5.1], in which the exceptional
case (8.1) was inadvertently omitted.
Corollary 8.3. If
TΦ :=
(
Tbα Tϕ
Tψ Tbβ
)
(α, β ∈ D; ϕ, ψ ∈ L∞) ,
then TΦ is subnormal if and only if α = β and one of the following holds:
(a) ϕ = eiθbα + ζ and ψ = e
iωϕ (ζ ∈ C; θ, ω ∈ [0, 2π));
(b) ϕ = µ bα + e
iθ
√
1 + |µ|2 bα + ζ and ψ = ei (π−2 argµ)ϕ (µ, ζ ∈ C,
|µ| 6= 0, 1, θ ∈ [0, 2π)),
except the following special case:
(8.19) ϕ− = bαθ
′
0a and ψ− = bαθ
′
1b (coprime) with (ab)(α) = (θ
′
0θ
′
1)(α) 6= 0 .
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Proof. We use the notations of the proof of Theorem 8.2. From the viewpoint
of the proof of Theorem 8.2, we should consider Case A and Case B-1.
Case A (m = n = 0): Since TΦ is normal and detΦ+ 6= 0, it follows form Lemma
7.6 that Φ0+ = Φ−U for some constant unitary matrix U ≡ ( c1 c2c3 c4 ). We observe
(8.20)
Φ0+ = Φ−U ⇐⇒
(
0 θ1θ3d
θ0θ2c 0
)
=
(
bα θ1b
θ0a bα
)(
c1 c2
c3 c4
)
⇐⇒

0 = c1bα + c3θ1b
0 = c4bα + c2θ0a
θ1θ3d = c2bα + c4θ1b
θ0θ2c = c3bα + c1θ0a
=⇒

c1 = 0, θ1b = 0
c4 = 0, θ0a = 0
θ1θ3d = c2bα
θ0θ2c = c3bα .
Since U is unitary we have c2 = e
iω1 and c3 = e
iω2 (ω1, ω2 ∈ [0, 2π)). Thus we have
ϕ = eiω1bα + β1 and ψ = e
iω2bα + β2.
But since |ϕ| = |ψ|, it follows that
ϕ = eiθbα + ζ and ψ = e
iωϕ (θ, ω ∈ [0, 2π, ζ ∈ C)).
Case B-1 (m = n = 1; (ab)(α) 6= (θ′0θ′1)(α)): Since TΦ is normal, it follows from
the same argument as in (8.20), we can see that
θ2 = θ3 = 1 and θ
′
0 = θ
′
1 = 1,
in other words,
ϕ+ = m1bα + β1, ψ+ = m2bα + β2, ϕ− = νbα, ψ− = µbα
(m1,m2, β1, β2, µ, ν ∈ C). Thus we can write
Φ+ =
(
0 ϕ+
ψ+ 0
)
and Φ∗− =
(
bα µbα
νbα bα
)
(µ 6= 0 6= ν).
Since TΦ is normal we have(
H∗ϕ+Hϕ+ 0
0 H∗
ψ+
Hψ+
)
=
(
(1 + |ν|2)Hbα (µ+ ν)Hbα
(µ+ ν)Hbα (1 + |µ|2)Hbα
)
,
which implies that
(8.21)

ν = −µ
H∗ϕ+Hϕ+ = (1 + |ν|2)Hbα
H∗
ψ+
Hψ+ = (1 + |µ|2)Hbα .
By the case assumption, 1 6= |ab| = |µν| = |µ|2, i.e., |µ| 6= 1. We thus have
ϕ+ = e
iθ1
√
1 + |µ|2 bα + β1 and ψ+ = eiθ2
√
1 + |µ|2 bα + β2,
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(β1, β2 ∈ C; θ1, θ2 ∈ [0, 2π)). Since |ϕ| = |ψ|, a straightforward calculation shows
that
(8.22) ϕ = µ bα + e
iθ
√
1 + |µ|2 bα + ζ and ψ = ei (π−2 argµ)ϕ,
where µ 6= 0, |µ| 6= 1, ζ ∈ C, and θ ∈ [0, 2π). 

CHAPTER 9
Hyponormal Toeplitz pairs
In this chapter, we consider (jointly) hyponormal Toeplitz pairs with matrix-
valued bounded type symbols. In [CuL1], the authors studied hyponormality of
pairs of Toeplitz operators (called Toeplitz pairs) when both symbols are trigono-
metric polynomials. The core of the main result of [CuL1] is that the hyponor-
mality of T ≡ (Tϕ, Tψ) (ϕ, ψ trigonometric polynomials) forces that the co-analytic
parts of ϕ and ψ necessarily coincide up to a constant multiple, i.e.,
(9.1) ϕ− βψ ∈ H2 for some β ∈ C.
In [HL4], (9.1) was extended for Toeplitz pairs whose symbols are rational func-
tions with some constraint. As a result, the following question arises at once:
Does (9.1) still hold for Toeplitz pairs whose symbols are matrix-valued trigono-
metric polynomials or rational functions? This chapter is concerned with this
question. More generally, we give a characterization of hyponormal Toeplitz pairs
with matrix-valued bounded type symbols by using the theory established in the
previous chapters. Consequently, we will show that (9.1) is still true for matrix-
valued trigonometric polynomials under some invertibility and commutativity as-
sumptions on the Fourier coefficients of the symbols (those assumptions always
hold vacuously for scalar-valued cases). Moreover, we give a characterization of
the (joint) hyponormality of Toeplitz pairs with bounded type symbols, consider
the self-commutators of the Toeplitz pairs with matrix-valued rational symbols, and
derive rank formulae for them.
We first observe that if T = (Tϕ, Tψ) then the self-commutator of T can be
expressed as:
(9.2)
[T∗,T] =
(
[T ∗ϕ, Tϕ] [T
∗
ψ, Tϕ]
[T ∗ϕ, Tψ] [T
∗
ψ, Tψ]
)
=
(
H∗ϕ+Hϕ+ −H∗ϕ−Hϕ− H∗ϕ+Hψ+ −H∗ψ−Hϕ−
H∗
ψ+
Hϕ+ −H∗ϕ−Hψ− H∗ψ+Hψ+ −H
∗
ψ−
Hψ−
)
.
The hyponormality of Toeplitz pairs is also related to the kernels of Hankel opera-
tors involved with the analytic and co-analytic parts of the symbol. Indeed it was
shown in [Gu2, Lemma 6.2] that if neither ϕ nor ψ is analytic and if (Tϕ, Tψ) is
hyponormal, then
(9.3) kerHϕ+ ⊆ kerHψ− and kerHψ+ ⊆ kerHϕ− .
Tuples (or pairs) of Toeplitz operators will be called Toeplitz tuples (or Toeplitz
pairs).
75
76 9. HYPONORMAL TOEPLITZ PAIRS
On a first perusal, one might be tempted to guess that (9.1) still holds for
Toeplitz pairs whose symbols are matrix-valued trigonometric polynomials. How-
ever this is not the case. To see this we take
Φ :=
(
z−1 + 2z 0
0 0
)
and Ψ :=
(
0 0
0 z−1 + 2z
)
.
Then a straightforward calculation shows that if T = (TΦ, TΨ) then [T
∗,T] ≥ 0,
i.e., T is hyponormal, but evidently, Φ− 6= ΛΨ− for any constant matrix Λ ∈ M2.
However, we note that
Φ− =
(
z 0
0 0
)
=
(
z 0
0 z
) (
1 0
0 0
)∗
and by Theorem 4.16,
Θ ≡
(
z 0
0 z
)
and A ≡
(
1 0
0 0
)
are not right coprime.
As we may expect, if the condition “Θ and A are right coprime” is assumed then we
might get a matrix-valued version of (9.1). As we will see in the sequel, a corollary
to the main result of this chapter follows the spirit of (9.1) (Corollary 9.22). The
main theorem of this chapter (Theorem 9.20) gives a complete characterization
of the hyponormality of Toeplitz pairs with bounded type symbols. Roughly
speaking, this characterization says that the hyponormality of a Toeplitz pair can
be determined by the hyponormality of a single Toeplitz operator.
To proceed, we consider some basic facts.
Recall (cf. p.11) that for each Φ ∈ L∞Mn , if we put
E(Φ) :=
{
K ∈ H∞Mn : ||K||∞ ≤ 1 and Φ−KΦ∗ ∈ H∞Mn
}
.
then TΦ is hyponormal if and only if Φ is normal and E(Φ) is nonempty.
If Φ ∈ L∞Mn , then by (2.9),
[T ∗Φ, TΦ] = H
∗
Φ∗HΦ∗ −H∗ΦHΦ + TΦ∗Φ−ΦΦ∗ .
Since the normality of Φ is a necessary condition for the hyponormality of TΦ, the
positivity ofH∗Φ∗HΦ∗−H∗ΦHΦ is an essential condition for the hyponormality of TΦ.
Thus, we isolate this property as a new notion, weaker than hyponormality. The
reader will notice at once that this notion is meaningful for non-scalar symbols.
Definition 9.1. For Φ,Ψ ∈ L∞Mn , let
[TΦ, TΨ]p := H
∗
Ψ∗HΦ −H∗Φ∗HΨ.
Then [T ∗Φ, TΦ]p is called the pseudo-selfcommutator of TΦ. Also TΦ is said to be
pseudo-hyponormal if [T ∗Φ, TΦ]p is positive semidefinite.
As in the case of hyponormality of scalar Toeplitz operators, we can see that the
pseudo-hyponormality of TΦ is independent of the constant matrix term Φ(0). Thus
whenever we consider the pseudo-hyponormality of TΦ we may assume, without loss
of generality, that Φ(0) = 0. Observe that if Φ ∈ L∞Mn then
[T ∗Φ, TΦ] = [T
∗
Φ, TΦ]p + TΦ∗Φ−ΦΦ∗ .
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Thus TΦ is hyponormal if and only if TΦ is pseudo-hyponormal and Φ is normal;
also (via Theorem 3.3 of [GHR]) TΦ is pseudo-hyponormal if and only if E(Φ) 6= ∅.
Recall that for Φ ≡ Φ∗− +Φ+ ∈ L∞Mn , we write
C(Φ) :=
{
K ∈ H∞Mn : Φ−KΦ∗ ∈ H∞Mn
}
.
Thus if Φ ∈ L∞Mn , then
K ∈ E(Φ) ⇐⇒ K ∈ C(Φ) and ||K||∞ ≤ 1.
We note (cf. [GHR]) that if TΦ is pseudo-hyponormal, then ||Φ−||2 ≤ ||Φ+||2:
indeed, if K ∈ E(Φ), then Φ∗− −KΦ∗+ ∈ H2Mn , so that
||Φ−||2 = ||Φ∗−||2 ≤ ||KΦ∗+||2 ≤ ||K||∞||Φ∗+||2 ≤ ||Φ∗+||2 = ||Φ+||2.
In view of (6.11) in Chapter 6, whenever we study the pseudo-hyponormality
of Toeplitz operators with symbol Φ such that Φ and Φ∗ are of bounded type, we
may assume that the symbol Φ ≡ Φ∗− +Φ+ ∈ L∞Mn is of the form
(9.4) Φ+ = Θ0Θ1A
∗ and Φ− = Θ0B
∗ (right coprime).
We next consider hyponormality of Toeplitz operators with bounded type sym-
bols. To do so, we use an interpolation problem developed in Chapter 6.
Proposition 9.2. (Pull-back symbols) Let Φ ∈ L∞Mn be such that Φ and Φ∗
are of bounded type. In view of (9.4), we may write
Φ+ = Θ0Θ1A
∗ and Φ− = Θ0B
∗ (right coprime).
Suppose Θ1A
∗ = A∗1Θ (where A1 and Θ are left coprime). Then the following hold:
(a) If Iω is an inner divisor of Θ1, put Φ
1,ω := Φ∗− + PH20 (ωΦ+) (cf. p.12).
Then TΦ is pseudo-hyponormal if and only if TΦ1,ω is pseudo-hyponormal;
(b) Put Υ := Φ∗− + PH2 (Θ0A
∗
1). Then TΦ is pseudo-hyponormal if and only
if TΥ is pseudo-hyponormal.
Proof. (a) By Proposition 6.1(b), we have
C(Φ1,ω) = {ωK : K ∈ C(Φ)}.
Thus the result follows at once from the observation that ||K||∞ = ||ωK||∞.
(b) By Proposition 6.1(a), we have
TΦ is pseudo-hyponormal⇐⇒ Φ∗− −K ′ΘΦ∗+ ∈ H2Mn (K ′ ∈ H2 and ||K ′||∞ ≤ 1)
⇐⇒ Φ∗− −K ′A1Θ∗0 ∈ H2Mn
⇐⇒ Φ∗− −K ′
(
PH2Mn
(Θ0A
∗
1)
)∗ ∈ H2Mn
⇐⇒ TΥ is pseudo-hyponormal.

For an operator S ∈ B(H), S♯ ∈ B(H) is called the Moore-Penrose inverse of S
if
SS♯S = S, S♯SS♯ = S♯, (S♯S)∗ = S♯S, and (SS♯)∗ = SS♯.
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It is known ([Har, Theorem 8.7.2]) that if an operator S on a Hilbert space has
closed range then S has a Moore-Penrose inverse. Moreover, the Moore-Penrose
inverse is unique whenever it exists. On the other hand, it is well-known that if
S :=
(
A B
B∗ C
)
on H1 ⊕H2,
(where the Hj are Hilbert spaces, A ∈ B(H1), C ∈ B(H2), and B ∈ B(H2,H1)),
then
(9.5) S ≥ 0 ⇐⇒ A ≥ 0, C ≥ 0, and B = A 12DC 12 for some contraction D;
moreover, in ([CuL1, Lemma 1.2] and [Gu2, Lemma 2.1]) it was shown that if
A ≥ 0, C ≥ 0 and ranA is closed then
(9.6) S ≥ 0 ⇐⇒ B∗A♯B ≤ C and ranB ⊆ ranA,
or equivalently ([CMX, Lemma 1.4]),
(9.7) |〈Bg, f〉)|2 ≤ 〈Af, f〉〈Cg, g〉 for all f ∈ H1, g ∈ H2
and furthermore, if both A and C are of finite rank then
(9.8) rankS = rankA+ rank (C −B∗A♯B).
In fact, if A ≥ 0 and ranA is closed then we can write
A =
(
A0 0
0 0
)
:
(
ranA
kerA
)
→
(
ranA
kerA
)
,
so that the Moore-Penrose inverse of A is given by
(9.9) A♯ =
(
(A0)
−1 0
0 0
)
.
We introduce a notion which will help simplify our arguments.
Definition 9.3. Let Φ,Ψ ∈ L∞Mn . For a Toeplitz pair T ≡ (TΦ, TΨ), the
pseudo-commutator of T is defined by (cf. Definition 9.1)
[T∗,T]p :=
(
[T ∗Φ, TΦ]p [T
∗
Ψ, TΦ]p
[T ∗Φ, TΨ]p [T
∗
Ψ, TΨ]p
)
=
(
H∗Φ∗+
HΦ∗+ −H∗Φ∗−HΦ∗− H∗Φ∗+HΨ∗+ −H∗Ψ∗−HΦ∗−
H∗Ψ∗+HΦ
∗
+
−H∗Φ∗
−
HΨ∗
−
H∗Ψ∗+HΨ
∗
+
−H∗Ψ∗
−
HΨ∗
−
)
.
Then T ≡ (TΦ, TΨ) is said to be pseudo-(jointly) hyponormal if [T∗,T]p ≥ 0.
Evidently, if T ≡ (TΦ, TΨ) is pseudo-hyponormal then TΦ and TΨ are pseudo-
hyponormal.
We begin with:
Lemma 9.4. Let Φ,Ψ ∈ L∞Mn . If T ≡ (TΦ, TΨ) is hyponormal then Φ and Ψ
commute.
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Proof. Suppose that T is hyponormal. Then TΦ and TΨ are hyponormal,
and hence Φ and Ψ are normal. Thus by (2.9) we have
[T∗,T] =
(
[T ∗Φ, TΦ] [T
∗
Ψ, TΦ]
[T ∗Φ, TΨ] [T
∗
Ψ, TΨ]
)
=
(
H∗Φ∗+
HΦ∗+−H∗Φ∗−HΦ∗− H∗Φ∗+HΨ∗+−H∗Ψ∗−HΦ∗−+TΨ∗Φ−ΦΨ∗
H∗Ψ∗+
HΦ∗+ −H∗Φ∗−HΨ∗− + TΦ∗Ψ−ΨΦ∗ H∗Ψ∗+HΨ∗+ −H∗Ψ∗−HΨ∗−
)
.
But since T is hyponormal it follows from (9.7) that for any m ≥ 0, x, y ∈ H2
Cn
,
(9.10)
∣∣∣〈(H∗Φ∗+HΨ∗+ −H∗Ψ∗−HΦ∗− + TΨ∗Φ−ΦΨ∗) Izmy, Izmx〉∣∣∣2
≤
〈
(H∗Φ∗+HΦ
∗
+
−H∗Φ∗
−
HΦ∗
−
)(Izmx), Izmx
〉
·
〈
(H∗Ψ∗+HΨ
∗
+
−H∗Ψ∗
−
HΨ∗
−
)(Izmy), Izmy
〉
.
Note that
(9.11)〈
TΨ∗Φ−ΦΨ∗(Izmy), Izmx)
〉
=
〈
T ∗IzmTΨ∗Φ−ΦΨ∗TIzmy, x
〉
=
〈
TΨ∗Φ−ΦΨ∗y, x
〉
.
But since
lim
m→∞
HC(Izmω) = 0 for any C ∈ L∞Mn and ω ∈ H2Cn ,
if we take the limits on m in (9.10) and (9.11) then we have〈
TΨ∗Φ−ΦΨ∗y, x
〉
= limm→∞
〈
(TΨ∗Φ−ΦΨ∗) Izmy, Izmx
〉
= 0,
which implies that Ψ∗Φ = ΦΨ∗. Since Ψ is normal it follows from the Fuglede-
Putnam Theorem that ΦΨ = ΨΦ. 
We thus have:
Corollary 9.5. Let Φ,Ψ ∈ L∞Mn and let T := (TΦ, TΨ). Then the following
are equivalent:
(i) T is hyponormal;
(ii) T is pseudo-hyponormal, Φ and Ψ are normal, and ΨΦ = ΦΨ.
Proof. Immediate from Lemma 9.4. 
Lemma 9.6. Let Φ ∈ H∞Mn and Ψ ∈ L∞Mn . If
Φ ≡ Φ+ = A∗Θ (left coprime)
then
(9.12) T = (TΦ, TΨ) is pseudo-hyponormal ⇐⇒ TΨ1,Θ is pseudo-hyponormal ,
where Ψ1,Θ := Ψ∗− + PH20 (Ψ+Θ
∗) (cf. p.12).
Proof. Since Φ ∈ H∞Mn , T = (TΦ, TΨ) is pseudo-hyponormal if and only if
[T∗,T]p =
(
H∗Φ∗+HΦ
∗
+
H∗Φ∗+HΨ
∗
+
H∗Ψ∗+
HΦ∗+ [T
∗
Ψ, TΨ]p
)
≥ 0,
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or equivalently, by (9.7),
(9.13)∣∣∣〈H∗Ψ∗+HΦ∗+x, y〉∣∣∣2 ≤ 〈H∗Φ∗+HΦ∗+x, x〉〈[T ∗Ψ, TΨ]py, y〉 (all x, y ∈ H2Cn).
Since by assumption, A˜ and Θ˜ are right coprime, it follows that
cl ranHΦ∗+ = H(Θ˜) = cl ranHΘ∗ .
Therefore, the inequality (9.13) becomes∣∣∣〈HΘ∗x, HΨ∗+y〉∣∣∣ ≤ 〈HΘ∗x, HΘ∗x〉〈[T ∗Ψ, TΨ]py, y〉 (all x, y ∈ H2Cn).
We thus have that [T∗,T]p ≥ 0 if and only if [T∗Θ,TΘ]p ≥ 0, whereTΘ := (TΘ, TΨ).
Observe that
(9.14) [T∗Θ,TΘ]p =
(
H∗Θ∗HΘ∗ H
∗
Θ∗HΨ∗+
H∗Ψ∗+
HΘ∗ [T
∗
Ψ, TΨ]p
)
.
By (2.11) we can see that HΘ∗H
∗
Θ∗ is a projection on H(Θ˜). Therefore, it follows
from (9.6) that
[T∗Θ,TΘ]p ≥ 0⇐⇒ [T ∗Ψ, TΨ]p −H∗Ψ∗+HΘ∗H
∗
Θ∗HΨ∗+ ≥ 0
Observe that by (2.11),
[T ∗Ψ, TΨ]p −H∗Ψ∗+HΘ∗H
∗
Θ∗HΨ∗+ = [T
∗
Ψ1,Θ , TΨ1,Θ ]p .
Thus the inequality (9.13) holds if and only if TΨ1,Θ is pseudo-hyponormal. This
proves the lemma. 
Remark 9.7. In [CuL1, Problem 5.4], the following problem was formulated:
For n > 1, find a block Toeplitz operator R, not all of whose diagonals are constant,
for which (Un, R) is hyponormal, where U is the unilateral shift on H2. In fact, if
(Un, R) is a hyponormal pair then by (9.5),
[R∗, Un] = [Un∗, Un]
1
2D [R∗, R]
1
2 for some contraction D.
But since Pn := [U
n∗, Un] is the orthogonal projection of rank n and PnU
n = 0, it
follows that
Un∗R−RUn∗ = [R∗, R] 12D∗Pn =⇒ Un∗RUn −R = [R∗, R] 12D∗PnUn = 0,
which implies that R is a block Toeplitz operator TΦ with symbol Φ ∈ L∞Mn . Thus
Lemma 9.6 together with Corollary 9.5 gives an answer to this problem: since
Un ∼= TIz , it follows that
(Un, R) is hyponormal ⇐⇒ R ∼= TΦ (Φ is normal) and TΦ1,Iz is pseudo-hyponormal,
where ∼= denotes unitary equivalence. For example, if R = TΦ with
Φ =
(
z 0
0 2z
)
,
then (U2, R) ∼= (TzI2 , TΦ) is a hyponormal pair, but TΦ is not unitarily equivalent
to any Toeplitz operator (indeed, the essential spectrum of TΦ is T ∪ 2T, which is
not connected). 
Lemma 9.8. Let Φ,Ψ ∈ L∞Mn . If T = (TΦ, TΨ) is pseudo-hyponormal and Θ ∈
H∞Mn is an inner matrix function then TΘ := (TΦΘ , TΨΘ) is pseudo-hyponormal.
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Proof. Suppose that T = (TΦ, TΨ) is pseudo-hyponormal. We then have
[(TΦΘ)
∗, TΨΘ ]p = H
∗
[P
H2
0
(Θ∗Ψ+)]∗
H[P
H20
(Θ∗Φ+)]∗ −H∗[P(H2)⊥ (Φ∗−Θ)]H[P(H2)⊥ (Ψ∗−Θ)]
= (HΨ∗+TΘ)
∗HΦ∗+TΘ − (HΦ∗−TΘ)∗HΨ∗−TΘ
= T ∗Θ(H
∗
Ψ∗+
HΦ∗+ −H∗Φ∗−HΨ∗−)TΘ
= T ∗Θ [T
∗
Φ, TΨ]p TΘ,
Therefore, we have
[(TΘ)
∗,TΘ]p =
(
[(TΦΘ)
∗, TΦΘ ]p [(TΨΘ)
∗, TΦΘ ]p
[(TΦΘ)
∗, TΨΘ ]p [(TΨΘ)
∗, TΨΘ ]p
)
=
(
TΘ 0
0 TΘ
)∗
[T∗,T]p
(
TΘ 0
0 TΘ
)
,
which gives the result. 
Lemma 9.9. Let T ≡ (TΦ, TΨ) and S ≡ (TΦ−ΛΨ, TΨ), where Λ ∈ Mn is a
constant normal matrix commuting with Ψ− and Φ−. Then
(9.15) T is pseudo-hyponormal ⇐⇒ S is pseudo-hyponormal.
Proof. Put
T :=
(
I −TΛ
0 I
)
[T∗,T]p
(
I 0
−T ∗Λ I
)
and S := [S∗, S]p.
Then
S =
(
H∗(Φ−ΛΨ)∗H(Φ−ΛΨ)∗ −H∗(Φ−ΛΨ)H(Φ−ΛΨ) H∗(Φ−ΛΨ)∗HΨ∗ −H∗ΨH(Φ−ΛΨ)
H∗Ψ∗H(Φ−ΛΨ)∗ −H∗(Φ−ΛΨ)HΨ H∗Ψ∗HΨ∗ −H∗ΨHΨ
)
.
Note that if Φ ∈ L∞Mn and Λ is a constant matrix such that Φ−Λ = ΛΦ−, then by
the Fuglede-Putnam Theorem,
(9.16) HΦ TΛ = HΦΛ = HΛΦ = TΛHΦ.
Then by a straightforward calculation together with (9.16) and the assumption that
ΛΛ∗ = Λ∗Λ and Λ commutes with Ψ− and Φ−, we can show that S = T . This
proves the lemma. 
Lemma 9.10. Let T := (TΦ, TΨ) be a pseudo-hyponormal Toeplitz pair with
bounded type symbols Φ,Ψ ∈ L∞Mn . If Φ and Ψ are not analytic and if Ψ+ = ΘA∗
(right coprime), then
(9.17) H∗Ψ∗
−
HΦ∗
−
TΘ = 0.
Proof. This follows from the positivity test for [T∗,T]p via (9.7). 
We now have
Corollary 9.11. Let T := (TΦ, TΨ) be a pseudo-hyponormal Toeplitz pair with
bounded type symbols Φ,Ψ ∈ L∞Mn , which are not analytic. If Ψ has a tensored-
scalar singularity then
(9.18) kerHΨ∗+ ⊆ kerHΦ∗− .
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Proof. In view of (9.4), we may write
Φ+ = Θ0Θ1A
∗, Φ− = Θ0B
∗, Ψ+ = Θ2Θ3C
∗, Ψ− = Θ2D
∗ (right coprime).
Since Ψ has a tensored-scalar singularity, it follows from (9.17), (2.10), and Theorem
5.4 that HΦ∗
−
Θ2Θ3 = 0, and hence kerHΨ∗+ = Θ2Θ3H
2
Cn
⊆ kerHΦ∗
−
. 
Lemma 9.12. Let T := (TΦ, TΨ) be a pseudo-hyponormal Toeplitz pair with
bounded type symbols Φ,Ψ ∈ L∞Mn of the form
(9.19)
Φ+ = Θ0Θ1A
∗, Φ− = Θ0B
∗, Ψ+ = Θ2Θ3C
∗, Ψ− = Θ2D
∗ (right coprime).
If Φ∗ has a tensored-scalar singularity and Θ∗0Θ2 = Iθ for some inner function θ,
then Iθ is an inner divisor of Θ3.
Proof. By assumption, Θ2 = θΘ0. Thus we may write
Φ+ = Θ0Θ1A
∗, Φ− = Θ0B
∗, Ψ+ = θΘ0Θ3C
∗, Ψ− = θΘ0D
∗ (right coprime).
By Corollary 9.11, we have Θ0Θ1H
2
Cn
⊆ θΘ0H2Cn . It thus follows from [FF,
Corollary IX.2.2] that Θ1 = θ∆ for some square inner matrix function ∆. Thus
we can write
Φ+ = θΘ0∆A
∗, Φ− = Θ0B
∗, Ψ+ = θΘ0Θ3C
∗, Ψ− = θΘ0D
∗ (right coprime).
Put
Φ(1) := ΦΘ0 , Ψ
(1) := ΦΘ0 .
Then by Lemma 9.8, (TΦ(1) , TΨ(1)) is pseudo-hyponormal. By Proposition 4.19 we
get the following right coprime factorizations:
Φ
(1)
+ = θ∆A
∗
1, Φ
(1)
− = 0, Ψ
(1)
+ = θΘ3C
∗
1 , Ψ
(1)
− = θD
∗
1 ,
where A1 := PKθ∆1A, C1 := PKθΘ3C, D1 := PKθD. It thus follows from Lemma
9.6 that T(Ψ(1))1,Θ1 is pseudo-hyponormal. Observe that(
(Ψ(1))1,Θ1
)
+
= PH20 (Ψ
(1)
+ ∆
∗I∗θ ) = PH20 (Θ3(∆C1)
∗) = Θ3
(
PKΘ3 (∆C1)
)∗
,
where the last equality follows from Lemma 4.4. Thus we can write(
(Ψ(1))1,Θ1
)
+
= Θ′3B
∗ (right coprime),
where Θ′3 is a left inner divisor of Θ3. Since T(Ψ(1))1,Θ1 is pseudo-hyponormal, it
follows from (9.4) that Iθ is a (left) inner divisor of Θ
′
3 and hence is a inner divisor
of Θ3. 
Lemma 9.13. Let T ≡ (TΦ, TΨ) be a pseudo-hyponormal Toeplitz pair with
bounded type symbols Φ,Ψ ∈ L∞Mn of the form
Φ+ = θθ1A
∗, Φ− = θ0B
∗, Ψ+ = θθ3C
∗, Ψ− = θ2D
∗ (coprime),
where θ := l.c.m.(θ0, θ2). If we let δ := g.c.d.(θ1, θ3), then
T pseudo-hyponormal ⇐⇒ T∆ := (TΦ1,δ , TΨ1,δ) pseudo-hyponormal.
Proof. This follows from a slight variation of [HL4, Proof of Theorem 1] for
the matrix-valued case by using Theorem 5.9. 
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Lemma 9.14. Suppose θ is a finite Blaschke product of degree n. Let Φ,Ψ ∈
L∞Mn be such that T := (TΦ, TΨ) and T
′ := (TΦ◦θ, TΨ◦θ). Then
(9.20) [T′∗,T′] ∼=
⊕
n
[T∗,T],
and
(9.21) [T′∗,T′]p ∼=
⊕
n
[T∗,T]p ,
where n = deg (θ) and ∼= means unitary equivalence. In particular, T is (pseudo)
hyponormal if and only if T′ is (pseudo) hyponormal.
Remark. The unitary operator given in Lemma 9.14 depends only on the inner
function θ.
Proof of Lemma 9.14. Let Φ = (ϕij) ∈ L∞Mn be arbitrary. Then by a
well-known fact due to C. Cowen [Co1, Theorem 1], there exists a unitary operator
V such that
Tϕij◦θ = V
∗
(⊕
n
Tϕij
)
V (for i, j = 1, 2, · · · , n),
where n = deg (θ). Put V := V ⊗ In. Then
[T ∗Ψ◦θ, TΦ◦θ] = T
∗
Ψ◦θTΦ◦θ − TΦ◦θT ∗Ψ◦θ = V∗
(⊕
n
[T ∗Ψ, TΦ]
)
V .
Therefore we have
[T′∗,T′] =
(
[T ∗Φ◦θ, TΦ◦θ] [T
∗
Ψ◦θ, TΦ◦θ]
[T ∗Φ◦θ, TΨ◦θ] [T
∗
Ψ◦θ, TΨ◦θ]
)
=
(V 0
0 V
)∗(⊕
n[T
∗
Φ, TΦ]
⊕
n[T
∗
Ψ, TΦ]⊕
n[T
∗
Φ, TΨ]
⊕
n[T
∗
Ψ, TΨ]
)(V 0
0 V
)
∼=
⊕
n
[T∗,T] ,
giving (9.20). We also observe
[T ∗Ψ◦θ, TΦ◦θ]p = [T
∗
Ψ◦θ, TΦ◦θ]− T(Ψ∗Φ−ΦΨ∗)(θ)
= V∗
(⊕
n
[
[T ∗Ψ, TΦ]− T(Ψ∗Φ−ΦΨ∗)
])
V
∼=
⊕
n
[T ∗Ψ, TΦ]p ,
giving (9.21). The remaining assertions are evident from (9.20) and (9.21). 
Lemma 9.15. Let T = (TΦ, TΨ) be a pseudo-hyponormal Toeplitz pair with
bounded type symbols Φ,Ψ ∈ L∞ of the form
(9.22) Φ+ = θ
p+1A∗, Φ− = θB
∗, Ψ+ = θ
q+1C∗, Ψ− = θD
∗ (right coprime),
where the θi is inner. If pq = 0, then p = q = 0.
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Proof. Without loss of generality we may assume that q = 0. Suppose that
p 6= 0. Since T is pseudo-hyponormal, it follows from Lemma 9.9 that (TΦ−βΨ, TΨ)
is pseudo-hyponormal for all β ∈ R. In particular TΦ−βΨ is pseudo-hyponormal
for all β ∈ R. Observe that
Φ− βΨ = θ(B − βD) + θp+1(A− βCθp)∗.
Thus by Proposition 9.2, we can see that TΥβ is pseudo-hyponormal, where
Υβ = θ(B − βD) + θ(PKIθ (A− βθpC))∗ = θ(B − βD) + θ
(
PKIθA
)∗
,
which gives a contradiction because ||(Υβ)−||2 > ||(Υβ)+||2 if |β| is sufficiently
large. 
Lemma 9.16. Let T := (TΦ, TΨ) be a pseudo-hyponormal Toeplitz pair with
bounded type symbols Φ,Ψ ∈ L∞Mn . Suppose the inner parts of right coprime
factorizations of Φ+ and Ψ+ commute. If Φ and Ψ have a common tensored-
scalar pole, then this pole has the same order.
Proof. In view of (9.4), we may write
Φ+ = Θ0Θ1A
∗, Φ− = Θ0B
∗, Ψ+ = Θ2Θ3C
∗, Ψ− = Θ2D
∗ (right coprime).
Assume that Θ0Θ1 and Θ2Θ3 commute. Also suppose Φ and Ψ have a common
tensored-scalar pole of order p and r, respectively, at α . Then we can write
Θ0 = b
p
α∆0, Θ1 = b
q
α∆1, Θ2 = b
r
α∆2, Θ3 = b
s
α∆3
(
bα(z) :=
z − α
1− αz
)
,
where p, r ≥ 1, q, s ≥ 0, ∆i and Ibα are coprime for i = 0, 1, 2, 3. By Theorem 4.40
and Lemma 9.14, we may assume that α = 0. Assume to the contrary that r 6= p.
Then without loss of generality we may assume that p < r. Let
∆′ :=
3∏
i=0
∆i and ∆ := z
p−1∆′,
and write Φ(1) := Φ∆ and Ψ
(1) := Ψ∆. It then follows from Lemma 9.8 that
(TΦ(1) , TΨ(1)) is pseudo-hyponormal. Since by assumption, Θ0Θ1 and Θ2Θ3 com-
mute, it follows that
Θ2Θ3 = z
r+s∆2∆3 and ∆ = z
p−1∆2∆3∆0∆1,
so that left-g.c.d.(∆,Θ2Θ3) = z
p−1∆2∆3. Thus we have(
left-g.c.d.(∆,Θ2Θ3)
)∗
Θ2Θ3 = I
r+s−p+1
z ≡ Iθ1 .
By Proposition 4.19 (c), we can write
Ψ
(1)
+ = z
r+s−p+1C∗1 (coprime),
where C1 = PKθ1 (C∆0∆1). Similarly we also get the following coprime factoriza-
tions:
Φ
(1)
+ = z
q+1A∗1, Φ
(1)
− = zB
∗
1 , Ψ
(1)
− = z
r−p+1D∗1
for someA1, B1, D1 ∈ H2Mn , in particularB1 ∈Mn is invertible a.e. on T. Applying
Lemma 9.12 with θ = zr−p and θ3 = z
s, we have 0 < r − p ≤ s. Then by using
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Proposition 9.2 and Lemmas 9.6, 9.8, and 9.9, we can show that s ≥ q and TΦ(γ) is
pseudo-hyponormal, where
Φ
(γ)
+ = z
r−p+1A∗γ and Φ
(γ)
− = z
r−p+1
(
D1 + γz
r−pB1
)∗
,
with
Aγ := PK
zr−p+1
(C1 + γz
r+s−p−qA1).
Since TΦ(γ) is pseudo-hyponormal it follows that s = q. Thus we have
Aγ = PK
zr−p+1
C1 + PK
zr−p+1
(γzr−pA1).
Put
PK
zr−p+1
C1 =
r−p∑
i=0
ziC
(i)
1 and D1 =
r−p∑
i=0
ziD
(i)
1 ,
where C
(i)
1 , D
(i)
1 ∈Mn for each i = 0, · · · , r − p. Then we have
Φ
(γ)
+ = z
r−p+1
(
r−p−1∑
i=0
ziC
(i)
1 + z
r−p
(
C
(r−p)
1 + γPKzA1
))∗ ≡ zr−p+1C′;
Φ
(γ)
− = z
r−p+1
(
r−p−1∑
i=0
ziD
(i)
1 + z
r−p
(
D
(r−p)
1 + γB1
))∗ ≡ zr−p+1D′.
Since TΦ(γ) is pseudo-hyponormal, there exists a matrix function Kγ ∈ E(Φ(γ)).
Write
Kγ(z) =
∞∑
i=0
ziK(i)γ .
Since Iz and C
(0)
1 , D
(0)
1 are coprime, Iz and C
′, D′ are coprime. Thus, it follows
from Theorem 6.5 (with θ = z) that
D
(0)
1
...
D
(r−p−1)
1
D
(r−p)
1 + γB1
 =

K
(0)
γ 0 · · · 0
K
(1)
γ K
(0)
γ · · · 0
...
...
. . .
...
K
(r−p)
γ K
(r−p−1)
γ · · · K(0)γ


C
(0)
1
...
C
(r−p−1)
1
C
(r−p)
1 + γA1(0)
 .
Thus for each γ ∈ C,
(9.23) γB1 − γK(0)γ A1(0) =
r−p−1∑
j=0
K(r−p−j)γ C
(j)
1 +K
(0)
γ C
(r−p)
1 −D(r−p)1 .
If we put γ := ζ + i ζ (ζ ∈ R), then (9.23) can be written as
(9.24)
ζ (B1 −K(0)γ A1(0)) + i ζ (B1 +K(0)γ A1(0))
=
r−p−1∑
j=0
K(r−p−j)γ C
(j)
1 +K
(0)
γ C
(r−p)
1 −D(r−p)1 .
But since ||Kγ ||∞ ≤ 1 (and consequently supγ ||right-hand side of (9.24)|| < ∞),
letting ζ →∞ on both sides of (9.24) gives
B1 = K
(0)
γ A1(0) = −K(0)γ A1(0) ,
which implies that B1 = 0. This contradicts the fact that det B1 6= 0. This
completes the proof. 
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Theorem 9.17. Let T := (TΦ, TΨ) be a pseudo-hyponormal Toeplitz pair with
bounded type symbols Φ,Ψ ∈ L∞Mn . Suppose all inner parts of right coprime fac-
torizations of Φ± and Ψ± are diagonal-constant. If Φ and Ψ have a common
tensored-scalar pole then the inner parts of Φ− and Ψ− coincide.
Proof. By assumption, write
Φ+ = θ0θ1A
∗, Φ− = θ0B
∗, Ψ+ = θ2θ3C
∗, Ψ− = θ2D
∗ (right coprime),
where the θi are inner and A,B,C,D ∈ H2Mn . Suppose Φ and Ψ have a common
tensored-scalar pole. We want to show that θ0 = θ2. By Theorem 4.40 and
Lemmas 9.14 and 9.16, we may write, without loss of generality,
θ0 = z
pδ0, θ1 = z
qδ1, θ2 = z
pδ2, θ3 = z
sδ3,
where p ≥ 1, q, s ≥ 0, δi(0) 6= 0 for i = 0, 1, 2, 3. Assume to the contrary that
θ0 6= θ2. Then δ0 6= δ2. Now if we combine Lemmas 4.18, 9.8, 9.12 9.15 and
Proposition 4.19, then we can see that T := (TΦ′ , TΨ′) is pseudo-hyponormal,
under the following coprime factorizations:
Φ′+ = zωA
∗
1, Φ
′
− = zB
∗
1 , Ψ
′
+ = zω
pC∗1 , Ψ
′
− = zωD
∗
1 (p ≥ 2),
where ω = bβ for some nonzero β. Let γ ∈ C. By Lemma 9.9, (TΦ′−γΨ′ , TΨ′) is
pseudo-hyponormal. Observe that
(Φ′ − γΨ′)+ = zωp
(
ωp−1A1 − γC1
)∗
.
On the other hand, we can choose γ0 ∈ C such that
(
ωp−1A1 − γ0C1
)
(0) is not
invertible (in fact, γ0 is an eigenvalue of ω
p−1(0)C1(0)
−1A1(0)). Then by Theorem
4.16, ωp−1A1 − γ0C1 and Iz are not coprime. Thus there exists a nonconstant
inner divisor Ω1 of Iz (say, Iz = Ω1Ω2) such that
(Φ′ − γ0Ψ′)+ = ωpΩ2
(
Ω∗1
(
ωp−1A1 − γ0C1
))∗
.
We thus have
ωpΩ2H
2
Cn ⊆ kerH(Φ′−γ0Ψ′)∗+ .
Hence, by Corollary 9.11,
ωpΩ2H
2
Cn ⊆ kerH(Φ′−γ0Ψ′)∗+ ⊆ kerH(Ψ′−)∗ = zωH2Cn ,
which implies that Iz is an inner divisor of Ω2, and hence Ω1 is a constant unitary,
a contradiction. This completes the proof. 
Corollary 9.18. Let T := (TΦ, TΨ) be a hyponormal Toeplitz pair with
bounded type symbols Φ,Ψ ∈ L∞Mn . Suppose all inner parts of right coprime fac-
torizations of Φ± and Ψ± are diagonal-constant. If detΦ
∗
− and detΨ
∗
− have a
common pole then the inner parts of Φ− and Ψ− coincide.
Proof. Write
Φ− = θ0B
∗ and Ψ− = θ2D
∗ (right coprime).
Suppose detΦ∗− and detΨ
∗
− have a common pole. Since
detΦ∗− =
detB
θn0
and detΨ∗− =
detD
θn2
,
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there exists α ∈ D such that θ0(α)n = θ2(α)n = 0, so that θ0(α) = θ2(α) = 0.
Thus Φ∗− and Ψ
∗
− have a common tensored-scalar pole and hence it follows from
Theorem 9.17. 
Corollary 9.19. Let T := (TΦ, TΨ) be a hyponormal Toeplitz pair with matrix-
valued trigonometric polynomial symbols whose outer coefficients are invertible.
Then
deg (Φ−) = deg (Ψ−) .
Proof. Let Φ(z) =
∑N
j=−m Ajz
j and Ψ(z) =
∑M
j=−l Bjz
j . Then Φ and Ψ
have a common tensored-scalar pole at z = 0. Thus by Theorem 9.16, we have
m = l, i.e., deg (Φ−) = deg (Ψ−). 
The following theorem gives a characterization of hyponormality for Toeplitz
pairs with bounded type symbols.
Theorem 9.20. (Hyponormality of Toeplitz Pairs with Bounded Type Sym-
bols) Let T ≡ (TΦ, TΨ) be a Toeplitz pair with bounded type symbols Φ,Ψ ∈ L∞Mn
of the form
(9.25) Φ+ = θ0θ1A
∗, Φ− = θ0B
∗, Ψ+ = θ2θ3C
∗, Ψ− = θ2D
∗ (coprime),
where the θi are inner functions. Assume that
(a) θ0 or θ2 is a finite Blaschke product;
(b) θ0 and θ2 have a common Blaschke factor bα such that B(α) and D(α)
are diagonal-constant.
If the pair T is hyponormal then
(9.26) Φ− ΛΨ ∈ H2Mn for some Λ ∈Mn.
Moreover, T is hyponormal if and only if
(i) Φ and Ψ are normal and ΦΨ = ΨΦ;
(ii) Φ− = Λ
∗Ψ−;
(iii) TΨ1,Ω is pseudo-hyponormal with Ω := θ0θ1θ3θ∆
∗ ,
where θ := g.c.d.(θ1, θ3) and ∆ := left-g.c.d.
(
Iθ0θ, θ(θ3A− θ1CΛ∗)
)
.
Proof. Suppose T is hyponormal. Then by Theorem 9.17, θ0 = θ2. In view
of Lemma 9.13 we may assume that θ1 and θ3 are coprime. By our assumption,
we note that B(α) and D(α) are invertible. Put Λ := B(α)D(α)−1 (note that Λ
is diagonal-constant by assumption). Then (B − ΛD)(α) = 0, so that
(9.27) B − ΛD = bαB1 and θ0 = bαδ1 (B1 ∈ H2Mn ; δ1 inner).
We now claim that
(9.28) Φ− = Λ
∗Ψ−.
Assume to the contrary that Φ− 6= Λ∗Ψ−. Then it follows from (9.27) that
Φ− ΛΨ = θ0θ1θ3(θ3A∗ − θ1ΛC∗) + θ0(B − ΛD)
= θ0θ1θ3(θ3A
∗ − θ1ΛC∗) + δ1B1.
Suppose that Φ − ΛΨ /∈ H2Mn . Then δ1 is nonconstant. Since, by Lemma 9.9,
(TΦ−ΛΨ, TΨ) is pseudo-hyponormal, applying Theorem 9.17 with (TΦ−ΛΨ, TΨ) in
place of (TΦ, TΨ) gives θ0 = δ1, which is a contradiction. This proves (9.28) and
hence (9.26).
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Towards the second assertion, let θ := g.c.d.(θ1, θ3). Then we can write
θ1 = θω1 and θ3 = θω3 (for some coprime inner functions ω1 and ω3).
We thus have
ΦΛ := Φ− ΛΨ = θ0θω1ω3(ω3A∗ − ω1ΛC∗) ∈ H2Mn .
We claim that
(9.29) ω3A− ω1CΛ∗ and ω1ω3 are coprime.
Assume, to the contrary, that ω3A − ω1CΛ∗ and ω1 are not coprime. Then there
exists a nonconstant inner matrix function Υ ∈ H∞Mn such that
ω3A− ω1CΛ∗ = ΥA′ and Iω1 = ΥΩ′.
Thus we have
(9.30) ω3A = ΥΩ
′CΛ∗ +ΥA′ = Υ(Ω′CΛ∗ +A′).
Since A and Iθ1 are coprime, it follows that A and Υ are coprime and hence A˜ and
Υ˜ are coprime. It thus follows from (9.30) that
Υ∗ω3A ∈ H2Mn =⇒ HA˜ω˜3Υ˜∗ = 0
=⇒ I˜ω3H2Cn ⊆ kerHA˜Υ˜∗ = Υ˜H2Cn ,
which implies that Υ˜ is a inner divisor of I˜ω3 , and hence Υ is an inner divisor of Iω3 ,
so that Υ is a nonconstant common inner divisor of Iω1 and Iω3 , a contradiction.
This proves (9.29). Let
∆ := left-g.c.d.
(
Iθ0θ, ω3A− ω1CΛ∗
)
.
Then we may write
ΦΛ = (∆
∗θ0θω1ω3)
[
∆∗(ω3A− ω1CΛ∗)
]∗
(left coprime).
It follows from Corollary 4.8 (with A := ∆∗(ω3A − ω1CΛ∗), θ := ω1ω3 and B :=
θ0θ∆
∗) that ∆∗(ω3A−ω1CΛ∗) and θ0θω1ω3∆∗ are left coprime, and by Lemma 9.6,
TΨ1,Ω is pseudo-hyponormal, where Ω := θ0θω1ω3∆
∗ = θ0θ1θ3θ∆
∗. The converse
is obtained by reversing the above argument. This completes the proof. 
Corollary 9.21. (Hyponormality of Rational Toeplitz Pairs) Let T ≡ (TΦ, TΨ)
be a Toeplitz pair with rational symbols Φ,Ψ ∈ L∞Mn of the form
(9.31) Φ+ = θ0θ1A
∗, Φ− = θ0B
∗, Ψ+ = θ2θ3C
∗, Ψ− = θ2D
∗ (coprime).
Assume that θ0 and θ2 are not coprime. Assume also that B(γ0) and D(γ0) are
diagonal-constant for some γ0 ∈ Z(θ0). If the pair T is hyponormal then
(9.32) Φ− ΛΨ ∈ H2Mn for some Λ ∈Mn.
Moreover, the pair T is hyponormal if and only if
(i) Φ and Ψ are normal and ΦΨ = ΨΦ;
(ii) Φ− = Λ
∗Ψ− (with Λ := B(γ0)D(γ0)
−1);
(iii) TΨ1,Ω is pseudo-hyponormal with Ω := θ0θ1θ3θ∆
∗ ,
where θ := g.c.d. (θ1, θ3) and ∆ := left-g.c.d.
(
Iθ0θ, θ(θ3A− θ1CΛ∗)
)
.
Proof. This follows from Theorem 9.20. 
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For the following result, we recall the notion of outer coefficient, defined on
page 9.
Corollary 9.22. (Hyponormality of Polynomial Toeplitz Pairs) Let Φ,Ψ ∈
L∞Mn be matrix-valued trigonometric polynomials of the form
(9.33) Φ(z) :=
N∑
j=−m
Ajz
j and Ψ(z) :=
M∑
j=−ℓ
Bjz
j
satisfying
(i) the outer coefficients A−m, AN , B−ℓ and BM are invertible;
(ii) the “co-analytic” outer coefficients A−m and B−ℓ are diagonal-constant.
If T ≡ (TΦ, TΨ) is hyponormal then
(9.34) Φ− ΛΨ ∈ H2Mn for some constant matrix Λ ∈Mn.
Remark. If Φ and Ψ are scalar-valued trigonometric polynomials then all assump-
tions of the above result are trivially satisfied, and hence the above result reduces
to (9.1).
Proof of Corollary 9.22. This follows from Corollary 9.21 together with
the following observations: If Φ and Ψ are matrix-valued trigonometric polynomials
of the form (9.33), then under the notation of Corollary 9.21 we have
(i) θi = z
mi for some mi ∈ N, and hence Z(θi) = {0};
(ii) A(0) = AN , B(0) = A−m, C(0) = BM and D(0) = B−ℓ;
(iii) if AN , A−m, BM and B−ℓ are invertible then the representation (9.33)
are coprime factorizations;
(iv) B(0) and D(0) are diagonal-constant.

We next consider the self-commutators of the Toeplitz pairs with matrix-valued
rational symbols and derive rank formulae for their self-commutators.
Let Φ,Ψ ∈ L∞Mn be matrix-valued rational functions of the form
(9.35) Φ+ = θ0θ1A
∗, Φ− = θ0B
∗, Ψ+ = θ2θ3C
∗, Ψ− = θ2D
∗ (coprime).
By Corollary 9.18, if the pair (TΦ, TΨ) is hyponormal and if θ0 and θ2 are not
coprime then θ0 = θ2. The following question arises at once.
Question 9.23. Let T ≡ (TΦ, TΨ) be hyponormal, where Φ and Ψ are given in
(9.35). Does it follow that θ1 = θ3?
The answer to Question 9.23 is negative even for scalar-valued symbols, as
shown by the following example.
Example 9.24. Let ϕ = ϕ− + ϕ+ ∈ L∞ and ψ = ψ− + ψ+ ∈ L∞ be of the
form
ϕ+ = 4z, ϕ− = z, ψ+ = 2zb, ψ− = z
(
where b(z) :=
z + 12
1 + 12z
)
.
Under the notation of Corollary 9.21, ϕ− = ψ− and we have
aθ3 − λcθ1 = 4b− 2.
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Since (4b− 2)(0) = 0, we have δ = z and
PH20 (θδθ1c) = PH20 (z · 2) = 2z.
Thus we have υ = z + 2z, and Tυ is hyponormal. Therefore by Corollary 9.21,
T := (Tφ, Tψ) is hyponormal. Note that θ1 = 1 6= b = θ3. 
However, if the symbols are matrix-valued rational function then the answer to
Question 9.23 is indeed affirmative under some assumptions on the symbols.
Theorem 9.25. Let T ≡ (TΦ, TΨ) be a hyponormal Toeplitz pair with rational
symbols Φ,Ψ ∈ L∞Mn of the form
(9.36) Φ+ = θ0θ1A
∗, Φ− = θ0B
∗, Ψ+ = θ2θ3C
∗, Ψ− = θ2D
∗ (coprime).
Assume that
(i) Z(θ0) = Z(θ1);
(ii) Z(θ0) ∩ Z(θ2) 6= ∅;
(iii) B(γ0) and D(γ0) are diagonal-constant for some γ0 ∈ Z(θ0).
Then θ0 = θ2 and θ1 = θ3.
Remark 9.26. Note that Z(θ0) 6= Z(θ1) and Z(θ2) 6= Z(θ3) in Example 9.24.
Proof of Theorem 9.25. By Corollary 9.18, we have θ0 = θ2. In view of
Corollary 9.13, we may write
Φ+ = θ0θ1A
∗, Φ− = θ0B
∗, Ψ+ = θ0θ3C
∗, Ψ− = θ0D
∗ (coprime),
where the θ1 and θ3 are coprime. By Corollary 9.21, it follows that TΨ1,Ω is pseudo-
hyponormal with Ω := θ0θ1θ3∆
∗, where ∆ := left-g.c.d.
{
Iθ0 , (θ3A−θ1CΛ∗)
}
(with
Λ := B(γ0)D(γ0)
−1). Thus we can write
(9.37) Iθ0 = ∆Θ
′
0 and θ3A− θ1CΛ∗ = ∆A1 (Θ′0, A1 ∈ H∞Mn).
Suppose Z(θ0) = Z(θ1). Then we can write
θ0 =
N∏
k=1
bpkαk and θ1 =
N∏
k=1
bqkαk (αk ∈ D, pk, qk ∈ Z+) .
Clearly,
δ ≡ g.c.d.(θ0, θ1) =
N∏
k=1
brkαk
(
rk := min (pk, qk)
)
.
Thus, we may write
(9.38) θ0 = δδ0 and θ1 = δδ1 (δi is a finite Blaschke product for i = 0, 1).
Since θ1 and θ3 are coprime, it follows from (3.1) that Z(θ1)∩Z(θ3) = ∅, and hence
Z(θ0)∩Z(θ3) = ∅, so that θ0 and θ3 are coprime. It follows from (9.37) and (9.38)
that
Iθ0 = Iδδ0 = ∆Θ
′
0 and θ3A− δδ1CΛ∗ = ∆A1.
By Corollary 4.8 and Theorem 4.16, we can easily see that
(9.39) Iδ and ∆ are coprime.
By Theorem 4.16, Iδ′ ≡ D(∆) and Iδ are coprime. Thus, δ′ and δ are coprime, so
that Z(δ′) ∩ Z(δ) = ∅, and hence Z(δ′) ∩ Z(θ0) = ∅. Since δ′ is a inner divisor
of θ0, Z(δ′) ⊆ Z(θ0) and hence Z(δ′) = ∅. Thus, δ′ is a constant, so that ∆ is
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a constant unitary. We now want to show that θ3 = 1. Assume to the contrary
that θ3 6= 1. Observe that
(9.40) H(Ψ1,Ω)∗+ = H[PH2
0
(Ψ+Ω
∗)
]∗ = HΩΨ∗+ = Hθ1C = 0 (Ω := θ0θ1θ3) .
It thus follows that
θ0H
2
Cn
= kerH(Ψ1,Ω)∗
−
⊇ kerH(Ψ1,Ω)∗+ = H2Cn ,
a contradiction. Therefore we must have θ3 = 1. This completes the proof. 
Corollary 9.27. Let Φ,Ψ ∈ L∞Mn be matrix-valued trigonometric polynomials
such that the outer coefficients of Φ and Ψ are invertible and the co-analytic outer
coefficients of Φ and Ψ are diagonal-constant. If T := (TΦ, TΨ) is hyponormal
then
deg (Φ+) = deg (Ψ+).
Proof. Immediate from Theorem 9.25. 
If the matrix-valued rational symbols Φ and Ψ have the same co-analytic and
analytic degrees we get a general necessary condition for the hyponormality of the
pair T := (TΦ, TΨ). This plays an important role in getting a rank formula for the
self-commutator [T∗,T].
Theorem 9.28. Let T ≡ (TΦ, TΨ) be a hyponormal Toeplitz pair with rational
symbols Φ,Ψ ∈ L∞Mn of the form
(9.41) Φ+ = θ0θ1A
∗, Φ− = θ0B
∗, Ψ+ = θ2θ1C
∗, Ψ− = θ2D
∗ (coprime).
Suppose
(i) Z(θ0) ∩ Z(θ2) 6= ∅;
(ii) B(γ0) and D(γ0) are diagonal-constant.
Then Φ− ΛΨ ∈ Kzθ1 for some Λ ∈Mn.
Proof. By Corollary 9.18, we have θ0 = θ2. It follows from Corollary 9.21
that TΨ1,Ω is pseudo-hyponormal with
Ω = θ0θ1∆
∗ (with ∆ := left-g.c.d. (Iθ0 , A0 − C0Λ∗)) ,
where A0 := PKθ0A and C0 := PKθ0C. Then we can easily see that
(9.42) ∆ = Iθ0 .
Also since ∆ is a left inner divisor of A0−C0Λ∗, it follows that A0−C0Λ∗ ∈ θ0H2Mn .
By Lemma 4.4, C0Λ
∗ ∈ Kθ0 and hence A0 − C0Λ∗ ∈ Kθ0 . Therefore,
A0 − C0Λ∗ ∈ θ0H2Mn
⋂
Kθ0 = {0},
which implies A0 = C0Λ
∗. Put A1 := A − A0, and C1 := C − C0. Then we may
write
Φ+ − ΛΨ+ = θ0θ1(A∗0 +A∗1)− θ0θ1Λ(C∗0 + C∗1 ) = θ1(A2 − C2Λ∗)∗,
(where A2 := θ0A1, C2 := θ1C1 ∈ H2Mn) which implies Φ+−ΛΨ+ ∈ Kzθ1 by Lemma
4.4. It thus follows from Corollary 9.21 that
Φ− ΛΨ = Φ∗− − ΛΨ∗− +Φ+ − ΛΨ+ = Φ+ − ΛΨ+ ∈ Kzθ1 ,
which proves the theorem. 
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We now obtain the rank formula for self-commutators.
Theorem 9.29. Let T ≡ (TΦ, TΨ) be a hyponormal Toeplitz pair with rational
symbols Φ,Ψ ∈ L∞Mn of the form
Φ+ = θ0θ1A
∗, Φ− = θ0B
∗, Ψ+ = θ2θ1C
∗, Ψ− = θ2D
∗ (coprime).
If θ0 and θ2 are not coprime and B(γ0) and D(γ0) are diagonal-constant for some
γ0 ∈ Z(θ0), then
(9.43)
[T∗,T] =W
((
I −K(M)∗K(M))⊗ (1 1
1 1
))
W∗
⊕
0
=
(
[T ∗Φ, TΦ]⊗
(
1 1
1 1
))⊕
0
with
W :=
(
(TA)
∗
θ0θ1
W 0
0 (TC)
∗
θ0θ1
W
)
,
where K ∈ C(Φ) is a polynomial (cf. (6.3)), and W and M are given by (6.4) and
(6.5) with θ = θ0θ1. In particular,
(9.44) rank [T∗,T] = rank [T ∗Φ, TΦ] = rank
(
I −K∗(M)K(M)
)
.
Remark 9.30. We note that the formula (9.43) does not say that the hyponor-
mality of TΦ implies the hyponormality of the pair T. Indeed, (9.43) is true for the
selfcommutators only when the pair T is already hyponormal (via Corollary 9.21).
Proof of Theorem 9.29. By Corollary 9.18, we have θ0 = θ2. Let Λ ≡
B(γ0)D(γ0)
−1. Since T ≡ (TΦ, TΨ) is hyponormal, it follows from Corollary
9.21 that Φ− = Λ
∗Ψ−. Since TΦ and TΨ are hyponormal we can find functions
K ∈ C(Φ) and K1 ∈ C(Ψ). We thus have HΦ∗
−
= HKΦ∗+ and HΨ∗− = HK1Ψ∗+ . A
straightforward calculation with Lemma 6.8 shows that(
H∗Φ∗+HΨ
∗
+
−H∗Ψ∗
−
HΦ∗
−
)
|H(Iθ) = (TA)∗θW
(
I − (Λ−1K)∗(M)(ΛK1)(M)
)
W ∗(TC)θ;(
H∗Φ∗+HΦ
∗
+
−H∗Φ∗
−
HΦ∗
−
)
|H(Iθ) = (TA)∗θW
(
I −K∗(M)K(M)
)
W ∗(TA)θ;(
H∗Ψ∗+HΨ
∗
+
−H∗Ψ∗
−
HΨ∗
−
)
|H(Iθ) = (TC)∗θW
(
I −K∗1 (M)K1(M)
)
W ∗(TC)θ,
where W and M are given by (6.4) and (6.5) with θ = θ0θ1 and I is the identity
on Cn×d. But since ran [T∗,T] ⊆ H(Iθ)⊕H(Iθ), we have
(9.45)
[T∗,T] = [T∗,T] |H(Iθ)⊕H(Iθ)
⊕
0
=
((
H∗Φ∗+
HΦ∗+ −H
∗
Φ∗
−
HΦ∗
−
)
|H(Iθ)
(
H∗Φ∗+
HΨ∗+ −H
∗
Ψ∗
−
HΦ∗
−
)
|H(Iθ)(
H∗Ψ∗+
HΦ∗+ −H
∗
Φ∗
−
HΨ∗
−
)
|H(Iθ)
(
H∗Ψ∗+
HΨ∗+ −H
∗
Ψ∗
−
HΨ∗
−
)
|H(Iθ)
)⊕
0
=W
(
I −K(M)∗K(M) I − (Λ−1K)∗(M)(ΛK1)(M)
I − (ΛK1)
∗(M)(Λ−1K)(M) I −K∗1 (M)K1(M)
)
W∗
⊕
0,
where
W :=
(
(TA)
∗
θW 0
0 (TC)
∗
θW
)
.
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On the other hand, since T is hyponormal it follows from Theorem 9.28 that Φ−
ΛΨ ∈ Kzθ1 . Thus we can see that
C(Φ1,θ1) = C(ΛΨ1,θ1) = C((ΛΨ)1,θ1).
It thus follows from Proposition 6.1 that
(9.46) C(Φ) = C(ΛΨ),
which implies that
(9.47) C(Ψ) = {Λ∗Λ−1K : K ∈ C(Φ)}.
Thus we can choose K1 ∈ C(Ψ) such that
K1 = Λ
∗Λ−1K.
In what follows, we recall that K is a polynomial and K(M) is defined by (6.6).
Therefore, it follows from Lemma 6.9 that
(9.48)
(Λ−1K)∗(M)(ΛK1)(M) = (Λ
−1K)∗(M)(Λ∗K)(M)
= K∗(M)(Λ∗−1 ⊗ I)(Λ∗ ⊗ I)K(M)
= K∗(M)K(M)
and similarly,
(9.49) (ΛK1)
∗(M)(Λ−1K)(M) = K∗(M)K(M).
Also, by (9.47) and Lemma 6.9, we have
(9.50)
K∗1 (M)K1(M) = (Λ
∗Λ−1K)∗(M)(Λ∗Λ−1K)(M)
= K∗(M)((Λ∗−1Λ)⊗ I)(Λ∗Λ−1 ⊗ I)K(M)
= K∗(M)K(M).
Thus, by (9.45), (9.48), (9.49), and (9.50), we have
[T∗,T] =W
(
I −K(M)∗K(M) I −K(M)∗K(M)
I −K(M)∗K(M) I −K(M)∗K(M)
)
W∗
⊕
0
=W
((
I −K(M)∗K(M))⊗ (1 1
1 1
))
W
⊕
0
=
(
[T ∗Φ, TΦ]⊗
(
1 1
1 1
))⊕
0
which proves (9.43).
On the other hand, since A(α) is invertible for each zero α of θ0θ1, it follows
from Corollary 5.8 that (TA)θ0θ1 and (TC)θ0θ1 are invertible. Therefore W is
invertible, so that the rank formula (9.44) is obtained from (9.43). 
On the other hand, Theorem 9.29 can be extended to Toeplitz m-tuples. To
see this we observe:
Lemma 9.31. Let Φi ∈ L∞Mn (i = 1, 2, . . . ,m) and let σ be a permutation on{1, 2, . . . ,m}. Then T := (TΦ1 , . . . , TΦm) is hyponormal if and only if Tσ :=
(TΦσ(1) , . . . , TΦσ(m)) is hyponormal. Furthermore, we have
rank [T∗,T] = rank [T∗σ,Tσ].
Proof. Obvious. 
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Lemma 9.32. Let Φi ∈ L∞Mn (i = 1, 2, . . . ,m). Then the m-tuple T :=
(TΦ1 , . . . , TΦm) is hyponormal if and only if every sub-tuple of T is hyponormal.
Remark. A tuple T is considered to be its own sub-tuple.
Proof of Lemma 9.32. In view of Lemma 9.31, it suffices to show that if
T is hyponormal then for every m0 ≤ m, the sub-tuple Tm0 := (TΦ1 , . . . , TΦm0 ) is
hyponormal. But this is obvious since
[T∗,T] =
(
[T∗Φm0
,TΦm0 ] ∗
∗ ∗
)
.

Corollary 9.33. For each i = 1, 2, . . . ,m, suppose Φi = (Φi)
∗
−+(Φi)+ ∈ L∞Mn
is a matrix-valued rational function of the form
(Φi)+ = θiδA
∗
i and (Φi)− = θiB
∗
i (coprime).
Assume that there exists j0 (1 ≤ j0 ≤ m) such that θj0 and θi are not coprime for
each i = 1, 2, . . . ,m. If Bi(γ0) is diagonal-constant for some γ0 ∈ Z(θi) and for
each i = 1, 2, . . . ,m, then the following statements are equivalent:
(a) The m-tuple T := (TΦ1 , TΦ2 , · · ·TΦm) is hyponormal;
(b) Every subpair of T is hyponormal .
Moreover, if T is hyponormal, then
[T∗,T]p =
(
[T ∗Φ1 , TΦ1 ]p ⊗
( 1 1 ··· 1
1 1 ··· 1
...
...
...
1 1 ··· 1
))⊕
0
=W∗
((
I −K(M)∗K(M))⊗( 1 1 ··· 11 1 ··· 1... ... ...
1 1 ··· 1
))
W
⊕
0,
where K ∈ C(Φ1) is a polynomial (cf. (6.3)), W and M are given by (6.4) and (6.5)
with θ = θ1δ, and W := diag
(
(TAi)
∗
θiδ
W
)
. In particular,
rank [T∗,T]p = rank [T
∗
Φ1 , TΦ1 ]p = rank (I −K∗(M)K(M)).
Proof. (a) ⇒ (b): Immediate from Lemma 9.32.
(b) ⇒ (a): We follow the idea in [CuL1, Corollary 2.11]. Since every subpair
Tij = (TΦi , TΦj ) of T is hyponormal for each i, j, it follows from Theorem 9.29 that
[T∗ij ,Tij ]p =
(
[T ∗Φi , TΦi ]⊗
(
1 1
1 1
))⊕
0 (1 ≤ i, j ≤ m).
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Therefore
[T∗,T]p =

[T ∗Φ1 , TΦ1 ]p [T
∗
Φ2
, TΦ1 ]p . . . [T
∗
Φm
, TΦ1 ]p
[T ∗Φ1 , TΦ2 ]p [T
∗
Φ2
, TΦ2 ]p . . . [T
∗
Φm
, TΦ2 ]p
...
...
. . .
...
[T ∗Φ1 , TΦm ]p [T
∗
Φ2
, TΦm ]p . . . [T
∗
Φm
, TΦm ]p

=
(
[T ∗Φ1 , TΦ1 ]p ⊗
( 1 1 ··· 1
1 1 ··· 1
...
...
...
1 1 ··· 1
))⊕
0
=W∗
((
I −K(M)∗K(M))⊗( 1 1 ··· 11 1 ··· 1... ... ...
1 1 ··· 1
))
W
⊕
0,
where W := diag((TAi)∗θiδW ). The rank formula is obvious. This completes the
proof. 

CHAPTER 10
Concluding remarks
In this paper we have tried to answer a number of questions involving matrix
functions of bounded type; there are, however, still many questions that we were
unable to answer. These questions have to do with whether properties involving
matrix rational functions can be transmitted to the case of matrix functions of
bounded type. Concretely, this means that if we know property X in the case
when θ is a finite Blaschke product in the decomposition (2.6) of a matrix function
Φ whose adjoint is of bounded type, then property X is still true for the cases of
any inner function θ. Consequently, the main problem lies on the cases where θ is a
singular inner function. Below we pose some questions involving matrix functions
of bounded type.
1. Mutual singularity of two finite positive Borel measures. In Chapter 3,
we have considered coprime singular inner functions, to understand well functions of
bounded type; this is helpful when considering coprime factorizations for functions
of bounded type. Here is a relevant question: Let µ and λ be finite positive Borel
measures on T. For x ∈ T and r > 0, write
B(x, r) :=
{
xeiθ : 0 < |θ| < r
}
.
For x ∈ supp(λ), let
Qr(µ/λ)(x) :=
µ(B(x, r))
λ(B(x, r))
.
Now we may define a derivative of µ with respect to λ at x to be
D(µ)λ(x) := lim
r→0
Qr(λ/µ)(x)
at those points x ∈ supp(λ) at which this limit exists. In this case, we may ask:
Problem 10.1. Let µ and λ be finite positive Borel measures on T. Does it
follow that µ ⊥ λ if and only if D(µ)λ(x) = 0 a.e.[λ] ?
If λ is the Lebesgue measure on T, then the answer to Problem 10.1 is affirma-
tive (cf. [Ru, Theorem 7.14]).
We also have:
Problem 10.2. Let θ1, θ2 ∈ H∞ be singular inner functions with singular
measures µ1 and µ2, respectively. Are the following statements equivalent?
(a) θ1 and θ2 are not coprime;
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(b) There exists x ∈ S ≡ supp (µ1) ∩ supp (µ2) and 0 < m < 1 such that
m ≤
{
µ1(B(x, r))
µ2(B(x, r))
: r 6= 0
}
,
where B(x, r) = {xeiθ : 0 < |θ| < r};
(c) D(µ1)µ2 6= 0 [µ2].
2. Coprime factorizations for compositions. In Theorem 4.40, we have
shown that if Φ ∈ H∞Mn is such that Φ∗ is of bounded type of the form Φ = ΘA∗
(right coprime), then for a Blaschke factor θ, we have
(10.1) Φ ◦ θ = (Θ ◦ θ)(A ◦ θ)∗ (right coprime).
However we were unable to decide whether (10.1) holds for any inner function θ.
Problem 10.3. Let Θ ∈ H∞Mn be inner and A ∈ H∞Mn . If Θ and A are right
coprime, does it follow that Θ◦θ and A◦θ are right coprime for any inner function
θ ∈ H∞?
3. Invertibility of the compressions. Let A ∈ H2Mn and Θ ≡ Iθ ∈ H∞Mn be
a rational function, i.e., θ is a finite Blaschke product. In Corollary 5.8, we have
shown that if A and Θ are coprime then (TA)Θ, the compression of TA to H(Θ), is
invertible. However we were unable to decide when (TA)Θ is invertible.
Problem 10.4. Give a necessary and sufficient condition for (TA)Θ to be in-
vertible if Θ ≡ Iθ for an arbitrary inner function θ.
4. An interpolation problem for matrix functions of bounded type. In
Chapter 6, we have considered an interpolation problem: For a matrix function
Φ ∈ L∞Mn , when does there exist a bounded analytic matrix function K ∈ H∞Mn
satisfying Φ−KΦ∗ ∈ H∞Mn? In particular, we are interested in the cases when Φ and
Φ∗ are of bounded type. As we have discussed in Chapter 6, kerHΦ∗+ ⊆ kerHΦ∗− is
a necessary condition for the existence of a solution. If Φ is a matrix-valued rational
function then using the Kronecker Lemma we can show that this condition is also
sufficient for the existence of a solution (cf. [CHL2, Proposition 3.9]). Moreover,
in this case, the solution K is given by a polynomial via the classical Hermite-
Feje´r Interpolation Problem. However we were unable to determine whether the
condition kerHΦ∗+ ⊆ kerHΦ∗− is sufficient for the existence of a solution when
Φ ∈ L∞Mn is such that Φ and Φ∗ are of bounded type.
Problem 10.5. Let Φ ∈ L∞Mn be such that Φ and Φ∗ are of bounded type. If
kerHΦ∗+ ⊆ kerHΦ∗− , does there exist a solution K ∈ H∞Mn satisfying Φ − KΦ∗ ∈
H∞Mn?
5. Square-hyponormal Toeplitz operators. In Theorem 7.3, we have shown
that if Φ ∈ L∞Mn is such that Φ and Φ∗ are of bounded type, and if Φ has a tensored-
scalar singularity, then the subnormality and the normality of TΦ coincide. Also
in [CHL2, Theorem 4.5], it was shown that if Φ ∈ L∞Mn is a matrix-valued rational
function whose inner part of the coprime factorization of its co-analytic part is
diagonal-constant, and if TΦ and T
2
Φ are hyponormal, then TΦ is either normal or
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analytic. However we were unable to decide whether this result still holds for
matrix-valued bounded type symbols.
Problem 10.6. Let Φ ∈ L∞Mn be such that Φ and Φ∗ are of bounded type of the
form
Φ− = θB
∗ (coprime),
where θ is an inner function in H∞. If TΦ and T
2
Φ are hyponormal, does it follow
that TΦ is either normal or analytic?
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