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Seznam uporabljenih kratic
kratica anglesˇko slovensko
GO gene ontology
ontologija funkcijskih pripisov ge-
nov
KEGG
Kyoto encyclopedia of genes and
genomes
kjotska enciklopedija genov in ge-
nomov
IP inferior parent manjvredni starsˇ
SP superior parent vecˇvredni starsˇ
SNV single nucletoide variant varianta posameznega nukleotida
MAE mean absolute error povprecˇna absolutna napaka
MSE mean squared error povprecˇna kvadratna napaka
ESS error sum of squares napaka vsot kvadratov
SSE sum of squares error vsota kvadratov ostankov
FDR false discovery rate delezˇ napacˇno pozitivnih zadet-
kov

Povzetek
V diplomski nalogi smo modelirali povezavo med genotipom in fenotipom
tridesetih vzorcev kvasovke S. cerevisiae. Na podlagi podatkov in predzna-
nja smo dolocˇili mutacije posameznih nukleotidov in z njimi povezane gene,
s katerimi je mozˇno zgraditi dober model za napovedovanje fenotipa. Po-
leg dolocˇanja pomembnih mest v genomu (SNV-jev) nam zgrajeni model
omogocˇa tudi dolocˇevanje pomembnih genotipov oziroma starsˇevskega iz-
vora, ki je povezan z opazovanim fenotipom. Vrednotenje modelov pokazˇe,
da lahko z linearno regresijo zanesljivo napovedujemo fenotip. Fenotip rela-
tivno dobro napoveduje tudi model, ki je zgrajen le na podlagi podatkov o
dveh izvornih starsˇih in zacˇetne populacije. Empiricˇno smo dolocˇili povezavo
med sˇtevilom vzorcev, ki jih uporabimo za izgradnjo napovednih modelov,
in napovedno napako modelov.
Kljucˇne besede: bioinformatika, genotip, fenotip, posameznik, populacija,
linearna regresija, logisticˇna regresija.

Abstract
We have modeled the relationship between genotype and phenotype using
data on thirty yeast S. cerevisiae samples. Using prior knowledge, we have
determined mutations of individual nucleotides and related genes with which
it is possible to build a good prediction model for the phenotype. The con-
structed models allow us to determine the location of important mutations
in the genome (SNVs) and to determine significant genotypes or parental
origin, which is connected to the observed phenotype. Evaluation of these
models shows that the phenotype can be predicted very reliably with linear
regression. The phenotype can be predicted relatively well from data on two
starting parents and the first generation of segregants. We also show the
relation between the number of samples used to build a predictive model and
its predictive error.
Keywords: bioinformatics, genotype, phenotype, individual segregant, pool
of segregants, linear regression, logistic regression.

Poglavje 1
Uvod
Osnova diplomske naloge so eksperimentalni podatki o krizˇanju razlicˇnih po-
sameznikov kvasovke S. cerevisiae. Glavni cilj eksperimenta je bil izbrati
potomce, ki so zelo odporni na dolocˇeno kemikalijo. Zacˇetna posameznika
populacije sta bila manjvredni starsˇ (ang. IP - inferior parent), ki je slabo
odporen na kemikalijo, in vecˇvredni starsˇ (ang. SP - superior parent), ki
je dobro odporen na kemikalijo. Prva generacija potomcev je bila rezul-
tat krizˇanja klonov teh dveh posameznikov na razlicˇne nacˇine (poimenovana
F1 pool oziroma celotna populacija po prvem krizˇanju). Vsaka naslednja
generacija potomcev je bila dobljena tako, da so izbrali posameznike iz tre-
nutne generacije, ki so bili najbolj odporni na kemikalijo, in jih medsebojno
krizˇali. Eksperiment so zakljucˇili po sedmih generacijah krizˇanja (poimeno-
vana F7 pool oziroma celotna populacija po sedmih krizˇanjih) ter v koncˇni
generaciji izbrali 26 najboljˇsih posameznikov (urejeni po padajocˇi odporno-
sti na kemikalijo in poimenovani F7JP 01 do F7JP 26). Primer postopka
krizˇanja in genomov posameznikov zadnje generacije so prikazani na sliki 1.1.
Nekateri deli genoma so torej podedovani od vecˇvrednega starsˇa, drugi pa od
manjvrednega starsˇa.
Zacˇetne razlike med starsˇema so relativno majhne. Celoten genom kva-
sovke obsega 12,5 M baznih parov, od tega sta se zacˇetna starsˇa razlikovala
na priblizˇno 70 K mestih oziroma le v 0, 56% celotnega genoma. Tovrstnim
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mestom, kjer v neki populaciji obstaja variacija v baznem paru, pravimo
razlicˇica posameznega nukleotida (ang. SNV - single nucleotide variant).
Slika 1.1: Genska rekombinacija, povzeto po Sliki 1 v [5]
1.1 Cilji diplomske naloge
V diplomski nalogi odgovarjamo na naslednja vprasˇanja:
1. Kako dolocˇiti najmanjˇsi nabor genov oz. SNV-jev, ki bo cˇim boljˇse
napovedoval fenotip vzorcev?
2. Kateri geni oz. SNV-ji so najbolj povezani s fenotipom vzorcev in od
katerega od dveh zacˇetnih starsˇev (vecˇvredni ali manjvredni) morajo
biti podedovani, da je fenotip posameznika tudi dober?
3. Na kaksˇen nacˇin moramo izbirati posameznike in populacije ter koliko
jih potrebujemo za izgradnjo uspesˇnega napovednega modela, s katerim
lahko dobro rangiramo ostale vzorce?
4. Kako dobro rangiramo posameznike iz koncˇne populacije (F7JP 01
do F7JP 26), cˇe napovedni model zgradimo le na podlagi podatkov o
zacˇetnih starsˇih (IP in SP ) in zacˇetne populacije (F1 pool)?
1.2. METODE DELA 3
1.2 Metode dela
Pri odgovarjanju na zgornja vprasˇanja smo uporabili razlicˇne tehnike stroj-
nega ucˇenja (ang. machine learning) in podatkovnega rudarjenja (ang.
data mining) [12, 11, 16, 19].
Surovi podatki navajajo genotip (bazni par) na vseh 70 K SNV-jih v
genomu za oba zacˇetna starsˇa (IP , SP ), populacijo po prvem krizˇanju
(F1 pool) in po sedmem krizˇanju (F7 pool) ter za vseh 26 najboljˇsih po-
sameznikov, ki so bili izbrani iz zadnje populacije F7 pool (F7JP 01 do
F7JP 26).
Osnovni podatki vkljucˇujejo tudi podatek o fenotipu vzorcev (posame-
znikov oziroma populacij). Nizˇja vrednost fenotipa predstavlja boljˇso od-
pornost vzorca na kemikalijo. Ker je atributov (SNV-jev je 70 K) bistveno
vecˇ kot vzorcev (posameznikov ali populacij je le 30), imamo opravka z neu-
ravnotezˇeni podatki, kar predstavlja velik izziv pri modeliranju in doseganju
visoke tocˇnosti napovedovanja ter rangiranja fenotipov. Zaradi tega smo se
na zacˇetku osredotocˇili na postopke za zmanjˇsanje sˇtevila atributov (SNV-
jev).
Za zmanjˇsanje sˇtevila SNV-jev smo uporabili predznanje iz dveh podat-
kovnih zbirk: pripisi funkcij genov GO (ang. GO - Gene Ontology [2]) in
enciklopedije genov ter metabolnih procesov KEGG [10]. Podatke o genih iz
obeh baz smo zapisali v obliki tabel, kjer je za vsak gen zapisano, v katerih
procesih sodeluje. Na osnovi teh podatkov smo dolocˇili skupine genov, ki
sodelujejo pri cˇim vecˇjem sˇtevilu istih procesov.
Gradili smo napovedne modele in nato s precˇnim preverjanjem (defini-
cija 3.7 [17, 22, 12, 11]) ovrednotili bodisi natacˇnost klasifikacije bodisi na-
tancˇnost rangiranja vzorcev. Uporabili smo dva napovedna modela: logi-
sticˇno (definicija 3.5 [12, 8]) ter linearno regresijo (definicija 3.5 [12, 11]).
Slednjo smo uporabili samo za klasificiranje vzorcev, medtem ko smo prvo
uporabili za rangiranje vzorcev. Uspesˇnost napovednih modelov, zgrajenih
iz naborov genov oz. SNV-jev, ki smo jih dobili s pomocˇjo predznanja, smo
ocenili z dvema merama napak: povprecˇno absolutno napako (definicija 3.9
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[20, 9]) in povprecˇno kvadratno napako (definicija 3.8 [23, 9]).
Zaradi preprostosti, dobrih orodij in raznovrstnih knjizˇnic smo kodo v
celoti napisali v programskem jeziku Python. Za potrebe strojnega ucˇenja in
rudarjenja smo uporabili implementacije iz programske knjizˇnice scikit-learn
[15].
Poglavje 2
Opis in procesiranje podatkov
Podatki so pridobljeni na podlagi sekvenciranja nove generacije, s katerim
lahko na cenovno relativno ugoden nacˇin pridobimo zaporedje genoma v
nekem vzorcu celic, kar lahko uporabimo za preucˇevanje povezave med geno-
tipom in fenotipom [18, 4]. Ker so podatki in rezultati zaupni, v diplomski
nalogi navajamo le tiste podrobnosti, ki so potrebne za razumevanje pro-
blema.
V naslednjem poglavju smo opisali metode, s katerimi smo odstranili manj
pomembne SNV-je in tako dobili koncˇno mnozˇico podatkov, na kateri smo
gradili in vrednotili razlicˇne napovedne modele ter ovrednostili vpliv uporabe
predznanja o funkcijah genov za boljˇse napovedovanje fenotipa.
2.1 Opis podatkov
Podatki vsebujejo genome in fenotipe 30 vzorcev: manjvrednega starsˇa (IP
- inferior parent), vecˇvrednega starsˇa (SP - superior parent), dveh populacij
(F1 pool in F7 pool) in 26 posameznikov iz F7 pool (F7JP 01 do F7JP 26).
Vzorec F1 pool predstavlja povprecˇje celotne prve generacije.
Ko smo pregledali populacijo F7 pool, smo ugotovili, da je bila ustvarjena
umetno. Dolocˇena je bila kot povprecˇje najboljˇsih 26 posameznikov iz sedme
generacije (F7JP 01 - F7JP 26). Ker ne nosi nobene dodatne informacije,
5
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smo jo odstranili iz nadaljnje obravnave. Ostane nam torej 29 vzorcev
in za vsakega izmed njih imamo podan celoten genom, ki je sestavljen iz
17 kromosomov. Ti so zgrajeni iz razlicˇnih genov, ki pa so sestavljeni iz vecˇ
SNV-jev (’single nucleotide variant’). SNV-ji so torej osnovni opisni gradniki
genoma.
Genomi vzorcev predstavljajo genotip in so podani v dvodimenzionalni
tabeli, kjer 70913 vrstic predstavlja SNV-je (single nucleotide variant), in
397 stolpcev predstavlja razlicˇne atribute SNV-jev. Izmed vseh teh stolpcev
smo pri svojem delu uporabili:
1. snv id unikatno identifikacijsko ime SNV-ja (od snv00000 do snv70912),
2. chrome kromosom, na katerem je SNV (kromosomov je 17, od chrI do
chrXVI in sˇe chrM),
3. dist next razdaljo do naslednjega SNV-ja, izrazˇeno v sˇtevilu nukleotidov
(razdalje so pozitivne, zadnji SNV na posameznem kromosomu nima
dolocˇene vrednosti, ker mu ne sledi noben SNV),
4. gene gen, v katerem je SNV (Medgenski SNV-ji imajo to polje pra-
zno),
5. cov sum all samples vsoto pokritosti mesta preko vseh vzorcev.
Uporabili smo tudi stolpce tipa sample closest parent sig, ki za vsak vzo-
rec in SNV podajajo, kateremu od izvornih starsˇev je vzorec bolj podoben.
Vrednosti v tem stolpcu so lahko IP (opazovani SNV v tem vzorcu je bolj
podoben manjvrednemu starsˇu), SP (opazovani SNV v tem vzorcu je bolj
podoben vecˇvrednemu starsˇu) ali undet (za opazovani SNV se ne moramo
odlocˇiti, kateremu starsˇu je bolj podoben). Te vrednosti zaradi lazˇjega dela
spremenimo v diskretne celosˇtevilske, in sicer:
1, cˇe je v i-tem SNV-ju j-tega vzorca, vrednost SP,
−1, cˇe je v i-tem SNV-ju j-tega vzorca, vrednost IP,
0, sicer.
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Fenotip vzorca je dolocˇen s celosˇtevilsko vrednostjo (rangom) na intervalu
[1, 29]. Bolj odporni vzorci imajo nizˇjo vrednost. Velja tudi, da nobena dva
vzorca nimata istega fenotipa.
2.2 Procesiranje podatkov
Atributov (SNV-jev) v podatkih je bistveno vecˇ kot primerov (vzorcev). Pri
tako neuravnotezˇenih podatkih se lahko zgodi, da so pomembni atributi ne
pridejo do izraza, saj so skriti med kopico nepomembnih. Tezˇavo v podatkih
predstavljajo tudi nedolocˇena genotipizacija vzorcev na posameznih SNV-ji
(vrednost genotipa undet oz. 0). Ta mesta ne nosijo informacije o dedovanju
oziroma o izvornem starsˇu, od kogar je bil del genoma podedovan, in so zato
neuporabni za doseganje nasˇih ciljev. Med procesiranjem podatkov smo zˇeleli
odstranili cˇimvecˇ manj pomembnih SNV-jev in ohraniti cˇimvecˇ pomembnih
ter se znebiti cˇim vecˇjega sˇtevila nedolocˇenih vrednosti.
Koraki procesiranja napisani v naslednjih razdelkih so opisani v enakem
vrstnem redu, kot smo jih uporabili. Z uporabo drugacˇnega vrstnega reda
dobimo slabsˇe rezultate.
2.2.1 Glajenje podatkov
Genomi posameznikov, recimo manjvrednega in vecˇvrednega starsˇa, ne vse-
bujejo nedolocˇenih vrednosti. Populacija F1 pool pa jih vsebuje, ker predsta-
vlja povprecˇje populacije prve generacije. Problematicˇne nedolocˇene vredno-
sti so torej le v genomih posameznikov, pridobljenih iz populacije F7 pool.
Takih vrednosti je kar 295670 (priblizˇno 16% vseh primerov).
Znova poglejmo sliko 1.1. Opazimo, da so daljˇsi, neprekinjeni deli kro-
mosoma potomcev podobni enemu starsˇu, drugi pa drugemu starsˇu. To je
rezultat procesa genske rekombinacije, kjer dedovanje ne poteka tako, da
se deduje vsako mesto (SNV) posebej. Nasprotno, od enega starsˇa potomec
navadno podeduje daljˇse neprekinjeno podrocˇje naenkrat, ki lahko vsebuje
tudi vecˇ genov. Poznavanje principov delovanja genske rekombinacije lahko
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uporabimo za t. i. glajenje podatkov. Z glajenjem nedolocˇene vrednosti
(undet oz. 0) v genomu zamenjamo z dolocˇenimi. Postopek, ki smo ga za to
uporabili, je naslednji:
1. Vsak kromosom v vsakem vzorcu pregledamo in iˇscˇemo zaporedja SNV-
jev oblike:
IP -undet-...-undet-IP niz SNV-jev, katerih vrednost je nedolocˇena,
je obdan z dvema SNV-jema, ki imata vrednost enako IP (pode-
dovana od manjvrednega starsˇa),
SP -undet-...-undet-SP niz SNV-jev, katerih vrednost je nedolocˇena,
je obdan z dvema SNV-jema, ki imata vrednost enako SP (pode-
dovana od vecˇvrednemega starsˇa).
2. Empiricˇno dolocˇimo zgornjo mejo (v nukleotidih) za dovoljeno oddalje-
nost med zacˇetkom in koncem taksˇnih zaporedij.
3. Za vsako zaporedje torej izracˇunamo njegovo dolzˇino in jo primerjamo
z zgornjo mejo za dovoljeno oddaljenost zaporedij. Podatke o odda-
ljenosti zaporednih SNV-jev dobimo v stolpcu dist next v datoteki
podatkov.
4. Vsa zaporedja, ki so krajˇsa od zgornje meje dovoljene oddaljenosti,
obravnavamo kot dele kromosoma, ki so podedovani od istega starsˇa.
Vsem nedolocˇenim SNV-jem znotraj taksˇnih zaporedij spremenimo vre-
dnost. Tako zaporedja IP -undet-...-undet-IP postanejo zaporedja IP -
IP -...-IP -IP in zaporedja SP -undet-...-undet-SP postanejo zapredja
SP -SP -...-SP -SP .
Empiricˇno smo zgornjo mejo oddaljenosti postavili na 500 nukleotidov.
Za taksˇno vrednost zgornje meje obstaja 105349 primerov, kjer nedolocˇene
vrednosti spremenimo v dolocˇene. Delezˇ nedolocˇenih vrednosti smo tako
zmanjˇsali na 10.32%.
2.2. PROCESIRANJE PODATKOV 9
2.2.2 Odstranjevanje neinformativnih SNV-jev
V podatkih smo poiskali SNV-je, ki se v sedmih generacijah dedovanja niso
spremenili. Torej tiste, ki imajo pri populaciji F1 pool enako vrednost
genotipa kot pri vseh posameznikih iz populacije F7 pool (slika 2.1). SNV-
ji s staticˇnim, nespreminjajocˇim genotipom so zelo verjetno nepovezani z
opazovanim fenotipom in jih je zato smiselno odstraniti. To smo naredili z
naslednjim postopkom:
1. Za vsak SNV preverimo genotip vseh 26 posameznikov iz populacije
F7 pool ter genotip v populaciji F1 pool.
2. Cˇe so vse vrednosti genotipov enake, SNV odstranimo iz nadaljnje
obravnave.
Slika 2.1: Primeri neinformativnih SNV-jev v podatkih.
SNV-jev, ki se v sedmih generacijah dedovanja niso spremenili, je zelo ve-
liko, saj po koncˇanem zgornjem postopku ostane le sˇe 41187 SNV-jev (58%
zacˇetnega nabora).
2.2.3 Zdruzˇevanje podobnih zaporednih SNV-jev
Zaporedni SNV-ji, ki pripadajo istemu genu, so lahko zelo podobni ali celo
enaki. V takih primerih je dovolj, cˇe obdrzˇimo le en SNV, saj nam ostali
ne prinasˇajo nobene nove informacije. Postopek, ki smo ga uporabili za
detekcijo in odstranjevanje podobnih, zaporednih SNV-jev je naslednji:
10 POGLAVJE 2. OPIS IN PROCESIRANJE PODATKOV
1. Empiricˇno dolocˇimo spodnjo mejo za podobnost.
2. SNV-je, ki pripadajo istemu genu, pregledujemo zaporedoma in pri-
merjamo i-ti SNV z (i+1)-im. Cˇe sta si SNV-ja podobna bolj, kot je
vrednost spodnje meje za podobnost, potem na seznam za odstranje-
vanje dodamo:
• SNV z viˇsjim indeksom (i+1) in
• SNV z najvecˇjo pokritostjo preko vseh vzorcev (vrednostjo atri-
buta cov sum all samples).
Drugi nacˇin se je izkazal za boljˇsega, saj odstranjuje SNV-je s slabsˇo
pokritostjo.
3. Odstranimo vse SNV-je, ki so na seznamu za odstranjevanje.
Ker je vzorcev le 29, smo se v diplomski nalogi odlocˇili, da bomo dva zapore-
dna SNV-ja zdruzˇili le, cˇe bosta popolnoma enaka (spodnja meja podobnosti
je torej 29). Razlog za to je, da na tak nacˇin zagotovo ne izgubimo pomemb-
nih SNV-jev. Tako nam po uporabi te metode ostane le sˇe 37946 SNV-jev
(53% zacˇetnega nabora).
2.2.4 Odstranjevanje slabo pokritih SNV-jev
Pridobivanje podatkov o genomu vzorcev ni popolnoma zanesljiv proces. Pri
sekvenciranju genomov vzorcev obstajajo tudi taksˇni SNV-ji, za katere nismo
ravno prepricˇani, da smo jih prav odcˇitali. Vsoto pokritosti posameznega
SNV-ja v vseh vzorcih (stolpec cov sum all samples) lahko uporabimo kot
mero zaupanja v pravilnost posameznega SNV-ja. Pokritost posameznega
vzorca pove, koliko odcˇitkov, ki smo jih dobili pri sekvenciranju genoma,
pokrije isti nukleotid.
Visoka vrednost vsote pokritosti vseh vzorcev v SNV-ju pomeni, da je
veliko odcˇitkov pokrilo isti nukleotid oziroma SNV ter je zato bolj zaupanja
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vreden kot neko drug nukleotid oziroma SNV, kjer je ta vsota nizka. Postopek
je naslednji:
1. Empiricˇno dolocˇimo spodnjo mejo za vsoto pokritosti vseh vzorcev.
2. Preverimo vsak SNV in na seznam za odstranjevanje dodamo tiste,
katerih vsota pokritosti vseh vzorcev je manjˇsa od spodnje meje.
3. Odstranimo vse SNV-je, ki so na seznamu za odstranjevanje.
Spodnjo mejo vsote pokritosti vseh vzorcev smo postavili na 70% delezˇa pov-
precˇne vsote pokritosti vseh SNV-jev. Sˇtevilo SNV-jev se je tako zmanjˇsalo
na 29905 SNV-jev (42% zacˇetnega nabora).
Opomba: Pri pregledovanju podatkov smo opazili, da se povprecˇna vsota
pokritosti vzorcev v razlicˇnih kromosomih precej spreminja (povprecˇna vsota
pokritosti v chrV I = 1986.48,v chrM = 50209.9). Zato smo poskusˇali tudi
tako, da smo za vsak kromosom posebej empiricˇno dolocˇili spodnjo mejo za
vsoto pokritosti. Kljub temu, da se nam je ta ideja zdela bolj smiselna, se
tako dobljeni nabor SNV-jev ni bistveno razlikoval po napovedni vrednosti
zgrajenih modelov.
2.3 Iskanje osamelcev
V velikih zbirkah podatkov pogosto obstajajo primeri, ki so precej drugacˇni
od vseh ostalih. Taksˇnim primerom recˇemo osamelci (definicija 2.1) [24, 14].
Cˇe klasificiramo ali rangiramo vzorce, ne da bi odstranili take primere, potem
so nasˇi rezultati manj tocˇni. Zaradi tega moramo osamelce pred modelira-
njem odstraniti.
Za odkrivanje osamelcev obstaja vecˇ orodij. Uporabili smo Z-test (defi-
nicija 2.2) [27] oziroma Z-vrednost, ki za posamezni primer pove, za koliko
je v povprecˇju oddaljen od vseh ostalih.
Definicija 2.1 (Osamelec (outlier) [24]). Osamelec definiramo kot opazovani
primer v podatkih, ki je zelo razlicˇen od ostalih primerov.
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Definicija 2.2 (Z-vrednost [27]). Z-vrednost je statisticˇni kazalec polozˇaja
posamezne statisticˇne enote v populaciji glede na aritmeticˇno sredino. Izracˇuna
se kot:
z =
x− µ
σ
;
kjer je x trenutna vrednost, µ povprecˇna vrednost (definicija 2.3) in σ
standardna deviacija (definicija 2.4).
Definicija 2.3 (Povprecˇna vrednost µ). Povprecˇna vrednost µ je definirana
kot:
µ =
1
N
N∑
i=1
xi;
kjer je N sˇtevilo primerov.
Definicija 2.4 (Standardna deviacija σ). Cˇe je N sˇtevilo primerov, je stan-
dardna deviacija σ definirana kot:
σ =
√√√√ 1
N
N∑
i=1
(xi − µ).
V podatkih lahko nastopata dve razlicˇni populaciji (eni posamezniki so
bolj podobni manjvrednemu starsˇu, drugi pa bolj vecˇvrednemu starsˇu). Zato
smo Z-vrednosti racˇunali glede na povprecˇne oddaljenosti vzorca do treh
najblizˇjih vzorcev. Odstranili smo le tiste vzorce, ki so nadpovprecˇno od-
daljeni do najblizˇjih vzorcev. To smo naredili z naslednjim postopkom:
1. Stolpce, ki jih definirajo vzorci, spremenimo v vektorje tako, da je veci
vektor i-tega vzorca.
2. Dobljene vektorje razdelimo v pare tako: pari,j = (~vi, ~vj), kjer velja
1 ≤ i < j ≤ 29 (vektorjev je 29, torej je parov 1
2
∗ 29 ∗ 28 = 406).
3. Za vsak par vektorjev izracˇunamo njuno absolutno razliko razi,j =
|~vi − ~vj|.
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Slika 2.2: Porazdelitev Z-vrednosti glede na oddaljenost vzorcev.
4. Nato za vsak vektor ~vi najdemo tri vektorje ~va, ~vb in ~vc, za katere velja
razi,a ≤ razi,b ≤ razi,c ≤ razi,j za katerkoli drug vektor ~vj.
5. Za vsak vektor ~vi zdaj izracˇunamo njegovo povprecˇno razliko do njemu
treh najblizˇjih vektorjev:
razi =
razi,a + razi,b + razi,c
3
.
6. Izracˇunamo povprecˇno razliko med posameznim vektorjem in treh njemu
najblizˇjih vektorjev:
µ =
1
29
29∑
i=1
razi.
7. Izracˇunamo standardni odklon od povprecˇja σ:
σ =
1
29
29∑
i=1
(razi − µ).
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8. Za vsak vektor ~vi izracˇunamo Z-vrednost:
Zscorei =
razi − µ
σ
.
9. Nariˇsemo histogram dobljenih Z-vrednosti (slika 2.2).
10. Za lazˇje dolocˇanje osamelcev nariˇsemo graf Q-Q (definicija 2.5) (slika 2.3).
Slika 2.3: Z-vrednosti vseh vzorcev.
Definicija 2.5 (Graf Q-Q [26]). je oblika verjetnostnega grafa za primerjanje
dveh porazdelitev tako, da v grafu primerjamo njune kvantile. Tocˇka (x, y)
na grafu pomeni, da kvantil druge verjetnostne porazdelitve (koordinata y)
primerjamo s kvantilom prve verjetnostne porazdelitve (koordinata x). Cˇe
sta porazdelitvi podobni, bodo tocˇke lezˇale na premici y = x. Cˇe pa sta
porazdelitvi linearno povezani, bodo tocˇke lezˇale pribliˇzno na isti premici.
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Na osnovi izracˇunanih Z-vrednosti vzorcev in graficˇnih ponazoritev (slika 2.3
in 2.2) je mozˇno informirano dolocˇiti osamelce:
Vzorec F1 pool je najbolj oddaljen od sebi najblizˇjih vzorcev, vendar ga ne
odstranimo, ker predstavlja pomemben vzorec za odgovore na dolocˇena
glavna vprasˇanja.
Vzorca F7JP 16 in F7JP 18 sta oba skoraj za dva standardna odklona (σ)
bolj oddaljena do treh najblizˇjih vzorcev, kot so ostali vzorci do treh
njim najblizˇjih vzorcev. Zatorej lahko trdimo, da sta osamelca in ju
odstranimo.
Pri racˇunanju Z-vrednosti smo ugotovili, da sta si vzorca F7JP 25 in F7JP 26
zelo podobna. Drugi vzorci so od njim najblizˇjih oddaljeni za najmanj
17000 mest, medtem ko sta F7JP 25 in F7JP 26 oddaljena le za 6769
mest. Ker sta si tako podobna, enega izmed njiju lahko odstranimo.
Odlocˇili smo se za vzorec F7JP 25, saj je ta bolj podoben njemu naj-
blizˇjim trem vzorcem.
Koncˇni podatki tako izkljucˇujejo umetno sintetiziran vzorec F7 pool, vzo-
rec F7JP 25 ter osamelca F7JP 16 in F7JP 18. Vrednosti fenotipov vzor-
cev so zato spremenjene (glej tabelo 2.1).
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Vzorec Fenotip Vzorec Fenotip
IP 26 F7JP 11 13
SP 10 F7JP 12 14
F1 pool 3 F7JP 13 15
F7JP 01 1 F7JP 14 16
F7JP 02 2 F7JP 15 17
F7JP 03 4 F7JP 17 18
F7JP 04 5 F7JP 19 19
F7JP 05 6 F7JP 20 20
F7JP 06 7 F7JP 21 21
F7JP 07 8 F7JP 22 22
F7JP 08 9 F7JP 23 23
F7JP 19 11 F7JP 24 24
F7JP 10 12 F7JP 26 25
Tabela 2.1: Fenotipi vzorcev po odstranitvi F7 pool, vzorca F7JP 25 ter
osamelcev F7JP 16 in F7JP 18.
Poglavje 3
Metode
Sˇtevilo SNV-jev iz zacˇetne zbirke podatkov smo v fazi procesiranja podat-
kov (prejˇsnje poglavje) zmanjˇsali na manj kot polovico (42%). Z uporabo
predznanja smo zˇeleli sˇe dodatno skrcˇiti nabor SNV-jev, ki vstopajo v fazo
gradnje napovednih modelov. V te nabore genov smo poskusˇali dodajati tudi
medgenske SNV-je, za katere nimamo nobenega podanega predznanja.
V tem poglavju podamo definicijo obeh tipov napovednih modelov, ki smo
jih uporabili za klasificiranje in rangiranje vzorcev. Opisana sta tudi potek
gradnje napovednih modelov na podlagi predznanja in metoda za ocenjevanje
uspesˇnosti napovednih modelov.
3.1 Priprava predznanja
Dolocˇiti smo zˇeleli majhne nabore SNV-jev, ki bodo nadvse dobro napovedo-
vali fenotipe vzorcev. Preveriti smo zˇeleli idejo, da bi nabore SNV-jev dolocˇili
na podlagi prisotnosti v genih, ki sodelujejo pri istih procesih. To znanje je
dostopno na spletni strani http://www.geneontology.org/, kjer je za vsak gen
podana informacija, v katerih biolosˇkih procesih sodeluje. Z uporabo orodja
Orange [3] smo podatke o genih pridobili, uredili in strnili v tabelo GO, ki
obsega podatke o 5288 genih (v vrsticah) in o 39560 biolosˇkih procesih ter
drugih funkcijskih pripisih genov (v stolpcih).
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Na podoben nacˇin smo s spletni strani http://www.genome.jp/kegg/ pri-
dobili tudi podatke o udelezˇenosti posameznih genov v metabolnih procesih
in jih shranili v tabelo KEGG. Zgradba te tabele je podobna zgradbi ta-
bele GO in obsega 1700 genov (v vrsticah) in 105 metabolnih procesov (v
stolpcih).
Vrednosti v obeh tabelah so definirane na enak nacˇin: vrednost i-te vrstice
j-tega stolpca Xij v tabeli je definirana kot:
Xij =
1, cˇe je i-ti gen pripisan j-ti funkciji oz. procesu,0, sicer.
Tabeli GO in KEGG (sˇe posebej GO) sta sestavljeni iz velikega sˇtevila pro-
cesov in genov, kar je bilo treba zmanjˇsati, preden smo zacˇeli z iskanjem
naborov genov, ki sodelujejo pri istih procesih.
3.1.1 Procesiranje podatkov o pripisih funkcij genov
Izvorni tabeli GO in KEGG smo najprej spremenili tako, da sta vsebovali
le tiste gene (vrstice), ki pripadajo SNV-jev, ki so se obdrzˇali po zacˇetnem
procesiranju podatkov in filtriranju SNV-jev. Na ta nacˇin smo iz GO odstra-
nili 376 genov (7% vseh genov v datoteki), iz KEGG pa 108 genov (6% vseh
genov v datoteki).
Iz izvornih tabel GO in KEGG smo odstranili tudi funkcijske pripise
(stolpce), ki so bodisi prevecˇ specificˇni bodisi prevecˇ splosˇni. Pri prvih so-
deluje le par genov, pri drugih pa ogromno sˇtevilo genov. Taki procesi niso
toliko informativni za razlocˇevanje funkcije genov in le povecˇujejo cˇasovno
ter racˇunsko zahtevnost. Odstranili smo jih po naslednjem postopku:
1. Najprej empiricˇno dolocˇimo:
• spodnjo mejo low bound sˇtevila genov, ki morajo sodelovati pri
nekem procesu, da ta ni prevecˇ specificˇen, in
• zgornjo mejo up bound sˇtevila genov, ki morajo sodelovati pri
nekem procesu, da ta ni prevecˇ splosˇen.
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Tabela up bound low bound % ostalih procesov
GO 25% * len(si) 20 29.6%
KEGG 25% * len(si) 5 90.6%
Tabela 3.1: Delezˇ preostalih procesov za empiricˇno dolocˇeni meji.
2. Za vsak proces pi izracˇunamo, koliko genov pri njem sodeluje. Zaradi
definicije vrednosti v tabeli (GO oz KEGG) to preprosto izracˇunamo
kot vsoto stolpca:
sum(pi) =
len(pi)∑
j=1
.
3. Dobljene vsote primerjamo z mejama low bound in up bound. Iz tabele
odstranimo stolpce, za katere ne velja:
low bound < sum(si) < up bound.
Empiricˇno dolocˇeni meji in sˇtevilo procesov, ki nam ostane po uporabi zgor-
njega postopka, so podani v tabeli 3.1.
3.1.2 Razvrsˇcˇanje v skupine
Gene v tabelah iz prejˇsnjega poglavja smo razvrstili v skupine podobnih
genov, ki sodelujejo pri istih procesih, in sicer s pomocˇjo aglomerativnega
tipa hierarhicˇnega razvrsˇcˇanja v skupine (definicija 3.1 in 3.2) [21, 19]. Za
zdruzˇevalno metodo smo uporabili Wardovo metodo (definicija 3.3) [28, 13,
19]. Zaradi hitrosti in lazˇjega dela smo za razvrsˇcˇanje v skupine uporabili
implementacije iz razreda sklearn.cluster programski paketa scikit-learn [15].
Definicija 3.1 (Razvrsˇcˇanje v skupine [21, 19]). Je naloga, katere resˇitev so
skupine predmetov, za katere velja, da so si predmeti znotraj iste skupine med
seboj bolj podobni, kot so podobni predmetom iz katerekoli druge skupine.
Definicija 3.2 (Hierarhicˇno razvrsˇcˇanje v skupine [21, 19]). Je metoda razvrsˇcˇanja,
katere cilj je hierarhicˇna ureditev skupin. Poznamo dva tipa takega razvrsˇcˇanja:
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Aglomerativni: to je pristop, kjer skupine gradimo iz dna proti vrhu. Na
zacˇetku je vsak primer v svoji skupini. V vsakem koraku nato zdruzˇimo
najbliˇzji par skupin v eno skupino.
Razdvojevalni: to je ravno nasproten pristop od aglomerativnega. V prvem
koraku so vsi primeri v eni skupini. V vsakem naslednjem koraku nato
vsako skupino razdvojimo v dve skupini.
Definicija 3.3 (Wardova metoda [28, 13, 19]). Je zdruzˇevalna metoda, ki se
uporablja pri aglomerativnem tipu hierarhicˇnega razvrsˇcˇanja v skupine (de-
finicija 3.2). Kot kriterij za razvrsˇcˇanje pri tej metodi uporabimo napako
vsot kvadratov (’Error Sum of Squares’ ali ESS (definicija 3.4)). Postopek
zdruzˇevanje poteka tako:
1. V prvem koraku zdruzˇevanja je ESS = 0, ker je vsak posameznik v
svoji skupini.
2. V vsakem naslednjem koraku nato zdruzˇimo tisti dve skupini, ki naj-
manj povecˇata vrednost napake ESS.
Definicija 3.4 (Napaka vsot kvadratov ali ESS). Naj bo Xijk vrednost spre-
menljivke k v koraku j, ki pripada skupini i, in naj bo xi;k povprecˇna vrednost
skupine i za spremenljivko k. Potem ESS izracˇunamo kot:
ESS =
∑
i
∑
j
∑
k
|Xijk − xi;k|2.
Pomemben parameter razvrsˇcˇanja v skupine je sˇtevilo pricˇakovanih skupin.
Izbrali smo taksˇno sˇtevilo skupin, da je bila pricˇakovana velikost posamezne
skupine 20 genov. Za razvrsˇcˇanje genov na podlagi tabele GO smo izbrali
pricˇakovano sˇtevilo skupin 240, za tabelo KEGG pa smo izbrali 80 skupin.
Posamezne skupine smo tudi medsebojno zdruzˇevali in preverili, ali modeli,
zgrajeni na tako zdruzˇenih skupinah genov, dosegajo boljˇso napovedno na-
tancˇnost.
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3.1.3 Medgenski SNV-ji
SNV-je, ki jih ne moremo pripisati nobenemu genu, ker so prevecˇ oddaljeni od
znanih genov, imenujemo medgenski SNV-ji. V koncˇnem naboru SNV-jev
je bilo 5574 medgenskih (19% vseh SNV-jev). Ker teh SNV-jev ne moremo
pripisati genom, ne moremo uporabiti predznanja v GO ali KEGG, da bi
skrcˇili nabor.
Poskusili smo dolocˇiti nacˇin, kako bi skupinam genov, dobljenih iz pred-
znanja GO in KEGG, dodali sˇe medgenske SNV-je. Dodajanje posameznih
medgenskih SNV-jev bi bilo prevecˇ zamudno. Zato smo se odlocˇili medgenske
SNV-je razvrstiti v skupine:
1. Zaporedne medgenske SNV-je med dvema genoma zdruzˇimo v en pov-
precˇen medgenski SNV mg SNVi. Iz k zaporednih medgenskih SNV-
jev izracˇunamo medgenski SNV:
mg SNVi =
1
k
k∑
j=1
SNVj.
2. Empiricˇno dolocˇimo sˇtevilo skupin, v katere zˇelimo razvrstiti medgen-
ske SNV-je.
3. Povprecˇne medgenske SNV-je mg SNVi hierarhicˇno razvrstimo v sku-
pine z Wardovo metodo.
Medgenske SNV-je smo razvrstili v 100 skupin.
3.2 Regresijski modeli
Za napovedovanju vzorcev smo uporabili dva regresijska modela: linearno
(definicija 3.5) [12, 11] in logisticˇno regresijo (definicija 3.2) [12, 8]. Upora-
bili smo implementaciji iz razreda sklearn.linear model programskega paketa
scikit-learn [15].
Oba napovedna modela sta primera posplosˇenih linearnih modelov (ang.
GLM - generalized linear models) [12], za katere velja splosˇna enacˇba:
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f̂(c) = g(v1, ...va) = w0 +
a∑
i=1
wivi = w
Tv, (3.1)
kjer je f(c) poljubno izbrana funkcija (vezna funkcija) odvisne spremenljivke
c in vT = 〈1, v1, ..., va〉 vektor vrednosti atributov. Naloga je najti vektor w
parametrov wi, i = 0, ..., a, ki minimizirajo vsoto kvadratov ostankov (ang.
SSE - sum of squarred errors):
SSE =
n∑
j=1
(cj − ĉj)2 =
n∑
j=1
(cj − w0 −
a∑
i=1
wivi,j)
2, (3.2)
kjer so cj dejanski rezultati, ĉj pa napovedani rezultati za vsak j = 1, ..., n.
Definicija 3.5 (Linearna regresija [12, 11]). Podanih imamo m primerov in
n atributov. Z njimi zgradimo matriko A, ki je dimenzije m×n, in resˇujemo
problem Aw = b, kjer je b matrika dimenzije n × 1 z dejanskimi rezultati
primerov. Linearna regresija uporabi enacˇbo 3.1, kjer za vezno funkcijo upo-
rabimo: f(c) = c. Nato iˇscˇemo vektor w = 〈w0, w1, ..., wa〉, da velja:
Aw − b = 0.
Sistem Aw = b v splosˇnem ni resˇljiv, ko je sˇtevilo primerov vecˇje od sˇtevila
atributov. Takrat iˇscˇemo resˇitev, ki bo minimizirala Aw − b. To naredimo
tako, da resˇujemo sistem:
(ATA)w = (AT b),
tako da iˇscˇemo minimalno vrednost
min
w
= ||Aw − b||22.
Opomba: Za linearno regresijo velja, da vse atribute obravnavamo kot zve-
zne, tudi cˇe so ti diskretni.
Definicija 3.6 (Logisticˇna regresija [12, 8]). Cˇeprav ime nakazuje, da se
ta napovedni model uporablja za regresijo, pa je logisticˇna regresija metoda
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za klasifikacijo. Uporablja se za napovedovanje verjetnosti rezultata glede na
vrednosti atributov. Za vezno funkcijo se pri logisticˇni regresiji uporablja
funkcija logit, ki je definirana tako:
f(c) = log(
c
1− c).
Primer: cˇe imamo razreda C1 in C2, potem je funkcija logit razreda C1:
f(c) = log(
P (C1)
1− P (C1) = w
Tv.
Cˇe enacˇbo preuredimo, dobimo sigmoidno funkcijo:
y = P (C1) = (1 + e
−wT v)−1. (3.3)
Da dolocˇimo parametre vektorja w, imamo podane ucˇne primere Γ = {〈tl, d(l)〉},
l = 1, .., n, kjer je d(l) = 1, cˇe je pravilni razred primera tl enak C1 in
d(l) = 0, cˇe je pravi razred primera t(l) enak C2. Predpostavimo, da d(l) s
podanim tl sledi Bernoullijevi distribuciji z verjetnostjo y(l) = P (C1|tl), cˇe
jo izracˇunamo z enacˇbo 3.3:
d(l)|tl ∼ Bernoulli(y(l)).
Verjetnost posameznega vzorca je nato definirana kot:
l(w|Γ) =
∏
l
y(l)d(l)(1− y(l))1−d(l). (3.4)
Cˇe nato enacˇbo 3.4 logaritmiramo z negativnim predznakom, dobimo funkcijo
napake E, v nasˇem primeru je to funkcija krizˇne entropije:
E(w|Γ) = −log(l(w|Γ))
= −
∑
l
d(l)log(y(l)) + (1− d(l))log(1− y(l)).
Da zmanjˇsamo krizˇno entropijo in tako maksimiziramo verjetnost primera,
lahko uporabimo npr. gradientno metodo. Za sigmoidno funkcijo v enacˇbi 3.3
dobimo naslednjo enacˇbo za spreminjanje parametrov wj:
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4wj = −η ∂E
∂wj
= η
∑
l
(d(l)− y(l))vj,l.
Ko dolocˇimo parametre wj, logisticˇna regresija klasificira primer v tisti razred
Ck, k ∈ 1, 2, ki ima napovedano najvecˇjo verjetnost:
P (Ck)
1− P (Ck) .
V diplomski nalogi smo imeli vecˇ vrednosti rezultatov (klasificirali smo v vecˇ
razredov), zato smo uporabili multiplo logisticˇno regresijo. Vezna funkcija
logit je pri multipli logisticˇi regresiji definirana tako:
logit(pi) = ln(
pi
1− pi ) = β0 + β1x1,i + ...+ βkxk,i,
kjer je pi = (1 + e
−(β0+β1x1,i+...+βkxk,i))−1. (3.5)
Do resˇitve za vektor w pridemo tako, da analogno nadaljujemo postopek, ki
smo ga opisali za primer, ko klasificiramo v dva razreda.
V diplomski nalogi smo linearno regresijo uporabili le za klasificiranje vzor-
cev, medtem ko smo logisticˇno regresijo uporabili tudi za njihovo rangiranje.
3.3 Gradnja napovednih modelov
Definicija 3.7 (K-kratno precˇno preverjanje [22, 17, 12, 11]). Je oblika
precˇnega preverjanja, kjer podatke nakljucˇno razdelimo na k podmnozˇic ena-
kih velikosti. Od teh k podmnozˇic izberemo eno, s katero model testiramo,
drugih k − 1 podmnozˇic pa uporabimo za ucˇenje modela. Precˇno preverjanje
ponovimo k-krat tako, da je vsaka podmnozˇica enkrat uporabljena za testiranje
modela.
Opomba: V diplomski nalogi uporabljamo metodo ’izlocˇi enega’, ki je skrajni
primer k-kratnega precˇnega preverjanja, kjer je k = sˇtevilo primerov.
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Gradnja napovednih modelov je zelo pomembna za doseganje ciljev di-
plomske naloge. Na ucˇnih podatkih smo se naucˇili klasificiranja (rangiranja)
vzorcev in jih nato uporabili za napovedovanje fenotipov (rangov) vzorcev
v testni mnozˇici. Za vsako skupino SNV-jev, ki je dolocˇena bodisi na pod-
lagi tabele GO ali KEGG bodisi medgenskih SNV-jev, izvedemo naslednji
postopek:
1. Zgradimo napovedni model tako, da za vsak gen iz izbrane skupine
najdemo pripadajocˇe SNV-je v podatkih. Te SNV-je nato povprecˇimo:
SNVgeni =
1
k
k∑
j=1
SNVgeni ,
kjer je k sˇtevilo SNV-jev, ki pripadajo genu geni.
2. Dobljeno tabelo transponiramo (SNV-ji postanejo stolpci (atributi),
vzorci pa vrstice (primeri)).
3. Na transponirani podatkih opravimo 26-kratno precˇno preverjanje oz.
metodo ’izlocˇi enega’ (definicija 3.7) [22, 17, 12, 11].
4. Napovedno uspesˇnost izbrane skupine genov ocenimo z izracˇunom na-
pak MAE (definicija 3.9) [20, 9] in MSE (definicija 3.8) [23, 9].
Definicija 3.8 (Povprecˇna kvadratna napaka ali MSE [23, 9]). MSE je de-
finirana kot:
MSE =
1
N
N∑
i=1
(Xi − Yi)2,
kjer je X vektor z N napovedmi in Y vektor z N dejanskimi vrednosti.
Definicija 3.9 (Povprecˇna absolutna napaka ali MAE [20, 9]). MAE je de-
finirana kot:
MAE =
1
N
N∑
i=1
|Xi − Yi|,
kjer je X vektor z N napovedmi in Y vektor z N dejanskimi vrednosti.
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Napovedne modele smo gradili tudi na podatkih, kjer smo zdruzˇili posa-
mezne skupine genov. Zdruzˇevanje vseh mozˇnih kombinacij skupin bi bilo
cˇasovno in racˇunsko prezahtevno. Zato smo v i-tem koraku medsebojno
zdruzˇevali le k predhodno zdruzˇenih skupin, ki so se v koraku (i − 1) iz-
kazale za najbolj informativne. Trenutno najboljˇse kombinacije skupin smo
poskusili izboljˇsati z dodajanjem novih skupin. Postopek je naslednji:
1. Izracˇunamo vse mozˇne pare skupin genov. Cˇe je sˇtevilo skupin genov
n, je parov 1
2
n(n− 1).
2. Na podlagi SNV-jev v vsakem paru skupin zgradimo napovedni model
in z napakama MAE in MSE ovrednotimo, kako dobro klasificiramo
(rangiramo) vzorce.
3. Empiricˇno dolocˇimo parameter k in vzamemo le k parov skupin genov,
ki so najboljˇse klasificirali (rangirali) vzorce.
4. Vsak par pairi; i = 1, ..., k nato zdruzˇimo z vsako skupino genov, ki sˇe
ni v paru. Za vsako tako zdruzˇitev zgradimo napovedni model ter ga
ocenimo z napakama MAE in MSE. Ker je izbranih parov k in vsakega
zdruzˇimo z vsemi mozˇnimi skupinami genov, ki sˇe niso v paru, je takih
zdruzˇitev k(n− 2).
5. Izmed vseh zdruzˇitev shranimo le uspesˇne. To so tiste, za katere velja,
da je bila napaka MAE pred dodajanjem nove skupine genov (v koraku
i− 1) vecˇja, kot je po dodajanju skupine (v koraku i).
6. Ponovimo drugi korak, sˇe za k najboljˇsih zdruzˇitev dolzˇine 3, 4, 5 itd.
Sˇtevilo zdruzˇitev je v vsakem koraku k ∗ (n− (dolzˇina zdruzˇitve))-krat.
7. Algoritem ustavimo, ko se kljub dodajanju novih skupin vrednosti na-
pak MAE in MSE ne spreminjajo vecˇ.
Poglavje 4
Rezultati
Predstavili smo podatke in opisali metode za doseganje ciljev. V naslednjih
poglavjih porocˇamo o uspesˇnosti zgrajenih napovednih modelov. Opiˇsemo
tudi uspesˇnost napovedovanja fenotipa na podlagi podatkov o genih, posa-
meznih skupinah genov ter zdruzˇenih skupinah genov. Za najpomembnejˇse
gene, SNV-je in skupine genov dolocˇimo, iz katerega od starsˇev morajo biti
podedovani, da je fenotip najbolj ugoden (odpornost na kemikalijo najvecˇja).
Pokazˇemo tudi, koliko medgenski SNV-ji prispevajo k boljˇsemu napovedova-
nju fenotipov. Preverimo, kako dobro je mozˇno rangirati vzorce, cˇe fenotip
diskretiziramo na nekaj vrednosti. Pokazˇemo, kako izbirati vzorce in koliko
jih potrebujemo za izgradnjo uspesˇnega napovednega modela. Odgovorimo
tudi na vprasˇanje, ali se predznak koeficientov SNV-jev in genov spreminja z
napovednim modelom. Na koncu rangiramo posameznike tako, da za gradnjo
napovednega modela uporabimo le vzorce IP , SP in F1 pool.
4.1 Iskanje informativnih SNV-jev
V tem poglavju opiˇsemo, kaksˇna je uspesˇnost napovedovanja fenotipa na
podlagi podatkov o genih, posameznih skupinah genov ter zdruzˇenih skupi-
nah genov. Pokazˇemo tudi, ali vecˇjo tocˇnost dosezˇemo, cˇe genom dodamo
medgenske SNV-je.
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4.1.1 Informativnost posameznih genov
Gen # MSE MAE
g02911 1 25.03 4.03
g01596 3 26.73 4.11
g05774 2 35.07 4.23
g00841 1 29.92 4.3
g00930 4 38.15 4.53
g04772 3 38.88 4.96
g05782 2 46.88 4.96
g00088 2 38.15 5.0
g00627 5 42.84 5.07
g04513 1 38.96 5.19
(a) Geni dobljenih z logisticˇno regre-
sijo.
Gen # MSE MAE
g04307 4 37.0 4.92
g04303 1 36.88 4.96
g04296 8 35.23 5.0
g04304 11 37.38 5.15
g04289 2 42.15 5.15
g03710 5 43.15 5.15
g03981 1 40.5 5.19
g04309 4 38.88 5.26
g04290 5 40.11 5.26
g03977 1 45.26 5.26
(b) Geni dobljenih z linearno regre-
sijo.
Tabela 4.1: Deset najbolj informativnih genov.
Najprej smo preverili napovedno vrednost posameznih genov. Napovedni
model smo v tem primeru zgradili na podlagi vseh SNV-jev (ki jih nismo
povprecˇili), ki pripadajo dolocˇenemu genu. Cˇe bi SNV-je gena povprecˇili, bi
napovedni model uporabljal le en atribut (povprecˇen SNV).
Ker je genov v koncˇnih podatkih zelo veliko, smo se odlocˇili prikazati
le deset genov, s katerimi najbolje napovemo fenotipe vzorcev. Tabela 4.1a
prikazuje deset najboljˇsih genov, dobljenih z uporabo logisticˇne regresije.
Tabela 4.1b prikazuje deset najboljˇsih genov, dobljenih z uporabo linearne
regresije. Stolpec # v tabelah pove, s koliko SNV-ji smo gradili napovedni
model. Cˇe primerjamo rezultate na obeh grafih, opazimo dve stvari:
1. napovedovanje z logisticˇno regresijo je malenkost bolj tocˇno,
2. najbolj informativni geni, dolocˇeni z logisticˇno regresijo, so popolnoma
drugacˇni od tistih, dolocˇenih z linearno regresijo. Izkazˇe se, da je pet
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genov v preseku 100-ih najboljˇsih genov, dobljenih z linearno regresijo
in z logisticˇno regresijo.
Vrednosti v tabelah 4.1a in 4.1b kazˇejo, da logisticˇna regresija zgradi boljˇsi
napovedni model in da ne moremo pricˇakovati velikega preseka med mnozˇicami
genov, ki ustrezajo posamezni metodi.
4.1.2 Informativnost skupin genov
Ker je genov prevecˇ, bi bilo njihovo zdruzˇevanje cˇasovno prezahtevno. Zato
smo gene zdruzˇevali v skupine tako, kot smo to opisali v podpoglavju 3.1.2.
Ker imamo podani dve tabeli s predznanjem (GO in KEGG), smo gene raz-
vrstili v dve vrsti skupin.
Tabele 4.2a, 4.2b, 4.3a in 4.3b prikazujejo rezultate napovedi, cˇe upo-
rabimo deset najboljˇsih skupin genov glede na tabelo predznanja (GO ali
KEGG) in vrsto napovednega modela (linearno ali logisticˇna regresija). Ker
so skupine genov dobljene iz razlicˇnega predznanja (GO ali KEGG) drugacˇne,
jih oznacˇimo z razlicˇnima imenoma. Skupine, ki so sestavljene iz genov v ta-
beli GO, se zacˇnejo z oznako c, medtem ko se skupine, sestavljene iz genov
tabele KEGG, zacˇnejo z oznako ck. Stolpec # v tabelah nam pove, koliko
genov je v posamezni skupini.
Ker je v vsaki skupini genov vecˇ atributov za gradnjo napovednih modelov,
lahko z dobro analizo grafov potegnemo zˇe bolj gotove zakljucˇke.
Z linearno regresijo boljˇse napovedujemo fenotipe vzorcev. To je najbolj
razvidno, cˇe primerjamo tabeli 4.3a in 4.2a, pa tudi cˇe pogledamo pa-
dec vrednosti v tabelah 4.3b in 4.2b. To sicer nasprotuje nasˇim pred-
postavkam o boljˇsem napovedovanju fenotipov na podlagi posameznih
genov.
Najbolj informativne skupine, dobljene z linearno regresijo, so precej drugacˇne
od tistih, ki jih dobimo z logisticˇno regresijo. Tabeli 4.3a in 4.2a nimata
nobene skupne skupine genov. Tabeli 4.3b in 4.2b imata le tri skupne
skupine. Predpostavka iz prejˇsnjega poglavja preverjeno drzˇi.
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Skup. # MSE MAE
c183 6 71.34 5.8
c1 27 47.76 6.0
c185 13 58.34 6.03
c29 32 66.03 6.19
c59 12 63.38 6.23
c55 16 59.88 6.26
c136 9 71.57 6.26
c238 4 61.88 6.5
c112 16 62.57 6.5
c119 12 66.03 6.8
(a) Skupine dobljene z logisticˇno re-
gresijo, GO.
Skup. # MSE MAE
ck5 29 55.26 5.65
ck23 4 51.53 5.84
ck79 1 74.53 6.38
ck28 42 73.46 6.69
ck37 27 75.34 6.96
ck46 5 79.73 6.96
ck62 11 75.53 7.0
ck68 10 78.15 7.07
ck27 39 75.76 7.15
ck35 9 79.5 7.34
(b) Skupine dobljene z logisticˇno re-
gresijo, KEGG.
Tabela 4.2: Deset najboljˇsih skupin genov.
Cˇe za razvrsˇcˇanje genov v skupine uporabimo predznanje iz tabele GO,
potem bolje napovedujemo fenotipe vzorcev. Izjema je le prva vre-
dnost tabele 4.2b. Ob poskusˇanju zdruzˇevanja skupin genov iz tabele
KEGG v pare to trditev lahko potrdimo. Zaradi tega smo nadaljnje
zdruzˇevanje teh skupin genov opustili.
Primerjava vrednosti napak MAE skupin genov z vrednostmi napak MAE
posameznih genov podpira nepricˇakovane zakljucˇke: s posameznimi
geni bolje napovedujemo fenotipe vzorcev kot s skupinami genov. Vse-
eno pa pricˇakujemo, da bomo z zdruzˇevanjem skupin dobili boljˇse re-
zultate.
4.1.3 Najbolj informativne zdruzˇitve skupin genov
Idejo o zdruzˇevanju skupin genov smo opisali v podpoglavju 3.1.2. Tu porocˇamo
o empiricˇnih rezultatih. Navajamo nabore SNV-jev, s katerimi smo najboljˇse
napovedali fenotipe vzorcev in tako dosegli enega izmed zastavljenih ciljev.
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Skup. # MSE MAE
c28 33 32.26 4.88
c237 25 46.03 5.65
c188 30 57.26 5.65
c174 3 48.26 5.88
c135 4 52.11 5.88
c83 21 55.0 6.0
c75 4 59.42 6.19
c101 3 58.69 6.23
c53 12 69.69 6.23
c5 14 58.76 6.3
(a) Skupine dobljene z linearno regre-
sijo, GO.
Skup. # MSE MAE
ck63 96 58.19 6.34
ck78 1 54.5 6.42
ck79 1 57.57 6.42
ck1 63 59.65 6.5
ck6 11 59.76 6.53
ck24 42 61.34 6.65
ck71 9 61.34 6.65
ck47 3 70.57 6.73
ck46 5 67.84 6.92
ck68 10 76.5 7.03
(b) Skupine dobljene z linearno re-
gresijo, KEGG.
Tabela 4.3: Deset najboljˇsih skupin genov.
V tabelah 4.4 in 4.5 so prikazane najboljˇse zdruzˇitev skupin genov glede na
to, kateri napovedni model smo uporabili. Poleg tega vidimo tudi sˇtevilo
genov v zdruzˇitvah (stolpec #).
Analiza teh grafov in grafov iz prejˇsnjih dveh podpoglavij podpira koncˇne
zakljucˇke o zmozˇnosti napovedovanja fenotipov vzorcev z uporabo predzna-
nja.
1. Najboljˇse zdruzˇitve skupin genov, dobljene z logisticˇno regresijo, vse-
bujejo v povprecˇju priblizˇno trikrat vecˇ genov od najboljˇsih zdruzˇitev,
dobljenih z linearno regresijo.
2. V tabelii 4.5 se najvecˇkrat pojavi skupina c192 (4-krat), ki je sˇele na
49. mestu, ko fenotipe vzorcev napovedujemo le s skupinami genov.
Najbolj pogoste skupine genov v drugi tabeli 4.4 pa so skupine c55,
c151 in c184 (pojavijo v vseh desetih najboljˇsih zdruzˇitvah skupin
genov). Ko napovedujemo samo s posameznimi skupinami, je skupina
c55 na 6. mestu, skupina c151 na 117. mestu, skupina c184 pa sˇele na
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Zdruzˇitev skupin # MSE MAE
c55, c73, c114, c151, c184, c202, c219 93 8.61 2.46
c13, c55, c73, c151, c184, c202, c213 92 10.07 2.61
c31, c55, c73, c114, c151, c184, c202 104 10.65 2.65
c31, c55, c73, c151, c184, c202 85 10.15 2.69
c55, c73, c151, c184, c200, c202, c223 79 10.46 2.69
c13, c55, c73, c151, c164, c184, c202 86 10.65 2.73
c55, c73, c151, c163, c174, c184, c202 81 10.61 2.76
c31, c151, c157, c169, c184, c209 41 11.53 2.76
c31, c55, c101, c151, c184, c202, c228 78 11.69 2.76
c31, c55, c73, c151, c184, c201 101 12.46 2.76
Tabela 4.4: Deset najbolj informativnih zdruzˇitev skupin genov, dobljenih z
uporabo logisticˇne regresije.
138. mestu.
Zakljucˇimo lahko, da nekatere skupine genov zelo dobro sovpadajo s
tocˇno dolocˇenimi drugimi skupinami genov.
3. Napovedovanje fenotipov vzorcev z linearno regresijo je precej bolj na-
tancˇno. Z logisticˇno regresijo smo napovedovali vzorce fenotipov zato,
ker smo najboljˇse dobljene zdruzˇitve skupin genov potrebovali pri ran-
giranju vzorcev.
4.1.4 Souporaba skupin genov in medgenskih SNV-jev
V razdelku 3.1.3 smo opisali razloge za uporabo medgenskih SNV-jev. Pricˇakovali
smo, da bodo nosili dodatno informacijo o fenotipu in tako sˇe izboljˇsali na-
povedno tocˇnost.
Najprej smo poskusili tako, da smo najboljˇsim dobljenim zdruzˇitvam sku-
pin genov dodali vse mozˇne skupine medgenskih SNV-jev. Ker se rezultati
tako niso izboljˇsali, smo se odlocˇili poskusiti sˇe s tem postopkom:
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Zdruzˇitev skupin # MSE MAE
c155, c164, c171, c192, c222 24 1.08 0.62
c132, c171, c192, c218 23 0.92 0.69
c135, c193 24 1.46 0.69
c4, c134, c191, c218, c228 24 1.04 0.73
c5, c121, c132, c132, c164, c200 24 1.35 0.73
c53, c155, c192, c209 25 1.23 0.77
c150, c190, c222 25 1.58 0.81
c4, c134, c191, c228 23 1.31 0.85
c43, c53, c190, c192, c200 30 1.65 0.89
c53, c155, c192, c238 24 2.42 1.04
Tabela 4.5: Deset najbolj informativnih zdruzˇitev skupin genov, dobljenih z
uporabo linearne regresije.
1. Pogledamo, s katerimi skupinami medgenskih SNV-jev cmgi najbo-
lje napovedujemo vzorce fenotipov. Vzamemo le tiste, za katere velja
MAE(cmgi) < 7.0. Le 8 skupin medgenskih SNV-jev zadosˇcˇa temu
kriteriju.
2. Zdruzˇimo vsako skupino genov z vsako izmed skupin medgenskih SNV-
jev. Ker je sˇtevilo skupin genov iz datoteke GO enako 240 in smo
vzeli le 8 najboljˇsi skupin medgenskih SNV-jev, je mozˇnih zdruzˇitev
240 ∗ 8 = 1920. Za vsako izmed teh zdruzˇitev smo zgradili napovedni
model. Nato smo opravili 26-kratno precˇno preverjanje in vzporedno
napovedali fenotipe vzorcev. Njihovo tocˇnost smo ocenili z napakama
MAE in MSE.
3. Med temi zdruzˇitvami za nadaljnje zdruzˇevanje smo uporabili le naj-
boljˇsih k (k je dolocˇen empiricˇno) zdruzˇitev, ker bi sicer bilo zdruzˇevanje
cˇasovno prezahtevno.
4. Od tu naprej je postopek enak tistemu, ki smo ga uporabili za zdruzˇevanje
skupin genov.
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Zdruzˇitev skupin # MSE MAE
c15, c54, c151, c183, c200, mg70 69 9.69 2.61
c13, c54, c151, c169, mg70 65 10.57 2.65
c15, c54, c151, c183, c228, mg70 69 11.03 2.73
c15, c54, c56, c151, c202, mg70 89 12.53 2.76
c24, c72, c120, c145, c168, mg14 57 10.73 2.8
c24, c183, c191, c208, c225, mg14 58 11.34 2.8
c15, c54, c89, c151, c183, mg70 82 11.88 2.8
c15, c54, c151, c169, c228, mg70 66 12.42 2.8
c24, c72, c183, c191, c208, mg14 56 12.65 2.8
c8, c15, c54, c151, c206, mg70 78 11.53 2.84
Tabela 4.6: Deset najboljˇsih zdruzˇitev skupin genov s souporabo skupin med-
genskih SNV-jev, dobljenih z logisticˇno regresijo.
S postopkom pridemo do zdruzˇitev skupin, kjer vsaka vsebuje tudi eno
skupino medgenskih SNV-jev. Najboljˇse izmed njih prikazˇemo v tabelah 4.6
in 4.7. Stolpec # v tabelah pove, koliko genov in povprecˇnih medgenski
SNV-jev je v zdruzˇitvi skupin. Z dodajanjem medgenskih SNV-jev smo hoteli
izboljˇsati natancˇnost napovedovanja fenotipov vzorcev.
Primerjava tabel 4.6 in 4.7 s tabelama 4.4 in 4.5 pokazˇe, da najboljˇsi
rezultat dobimo s souporabo skupin medgenskih SNV-jev. Vendar pa ob
primerjavi povprecˇnih napak na grafih ugotovimo, da smo boljˇse rezultate
dosegli brez uporabe skupin medgenskih SNV-jev.
Pri rangiranju vzorcev se izkazˇe, da z zdruzˇitvami skupin s souporabo
medgenskih SNV-jev dobimo veliko slabsˇe rezultate. Zakljucˇimo lahko, da
medgenski SNV-jev ne nosijo veliko dodatne informacije o fenotipu.
4.2 Odkriti geni in SNV-ji
V prejˇsnjem poglavju smo navajali zdruzˇitve skupin genov, ki najbolje na-
povedujejo fenotipe vzorcev. Vsaka izmed njih vsebuje vecˇ genov, ki pa so
4.2. ODKRITI GENI IN SNV-JI 35
Zdruzˇitev skupin # MSE MAE
c118, c148, c218, mg94 24 0.65 0.57
c118, c148, c218, c228, mg94 25 0.76 0.61
c0, c75, mg94 24 2.46 0.92
c62, c118, c148, c200, mg94 28 2.61 1.0
c125, c132, mg94 24 3.0 1.07
c118, c132, c148, c200, mg94 26 4.5 1.19
c118, c148, c164, c218, c228,mg94 26 3.42 1.26
c62, c118, c148, mg94 27 3.65 1.26
c75, c118, c134, c174, c190, mg94 31 2.69 1.3
c118, c148, c209, mg94 25 4.62 1.39
Tabela 4.7: Deset najboljˇsih zdruzˇitev skupin s souporabo skupin medgenskih
SNV-jev, dobljenih z linearno regresijo.
sestavljeni iz vecˇih SNV-jev. V tem poglavju pokazˇemo, kateri od teh genov
(SNV-jev) so bolj informativni za napovedovanje fenotipov vzorcev.
4.2.1 Logisticˇna regresija
Zanimalo nas je, na kaksˇen nacˇin dolocˇiti povezanost gena (SNV-ja) s fenoti-
pom. Logisticˇna regresija deluje tako, da vsakemu primeru si v napovednem
modelu priredi seznam koeficientov
[ksi,a1 , ksi,a2 , ..., ksi,am ]
kjer je m sˇtevilo atributov a. V nasˇih podatkih so primeri vzorci in atri-
buti geni (SNV-ji). Pogledali smo vrednosti koeficientov atributov pri skraj-
nih vrednostih fenotipa. Minimalno vrednost fenotipa ima vzorec F7JP 01
(FF7JP 01 = 1), maksimalno pa ima vzorec IP (FIP = 26). Najbolj infor-
mativni atributi aj so tisti, ki imajo koeficienta kIP,aj in kF7JP 01,aj cˇim bolj
razlicˇna. Izracˇunati moramo torej absolutno razliko aDiffaj med koeficien-
toma kIP,aj in kF7JP 01,aj za vsak atribut aj:
aDiffaj = |kIP,aj − kF7JP 01,aj |.
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Gen coefF7JP 01 coefIP skupina Absolutna razlika
g00924 0.0870 -0.1403 clu219 0.2273
g02968 -0.0156 -0.2091 clu73 0.1935
g02434 -0.0567 -0.2354 clu151 0.1786
g01203 -0.0419 -0.2143 clu114 0.1724
g04704 0.1017 -0.070 clu73 0.1719
g00136 0.1419 -0.0234 clu184 0.1653
g03505 0.2207 0.0646 clu73 0.1562
g04338 0.2386 0.0897 clu73 0.1489
g02988 -0.0628 -0.2075 clu73 0.1446
g01028 0.0938 -0.0478 clu55 0.1416
Tabela 4.8: Deset najbolj informativnih genov v najboljˇsi zdruzˇitvi skupin
genov, dobljeni z logisticˇno regresijo.
Atribute smo nato uredili po padajocˇi absolutni razliki in jih tako razvrstili od
najbolj pomembnega do najmanj pomembnega. V tabeli 4.8 je predstavljenih
deset najbolj pomembnih genov v najboljˇsi zdruzˇitvi skupin genov, dobljeni
z logisticˇno regresijo. Ta zdruzˇitev skupin genov je sestavljena iz: c73, c151,
c184, c202, c55, c219 in c114. Rezultati v tabele pokazˇejo, da je najbolj
pomembna skupina v zdruzˇitvi c73, saj tej skupini pripada kar pet od desetih
najbolj pomembnih genov.
Poglejmo sˇe deset najbolj pomembnih SNV-jev v isti zdruzˇitvi skupin
genov (tabela 4.9. Za pricˇakovati je, da bodo vsi ali pa vsaj vecˇina SNV-
jev pripadali enemu izmed genov v tabeli 4.8. Vidimo, da razen SNV-ja
snv47810, ki pripada genu g04097, vsi drugi SNV-ji pripadajo enemu izmed
desetih najbolj pomembnih genov. Opazimo sˇe, da prvi trije SNV-ji pripa-
dajo najbolj pomembnemu genu g00924. To samo sˇe potrdi pomembnost
gena v tej zdruzˇitvi skupin genov.
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SNV Gen coefF7JP 01 coefIP Absolutna razlika
snv11464 g00924 0.0553 -0.0231 0.0784
snv11466 g00924 0.0475 -0.0280 0.0755
snv11469 g00924 0.0255 -0.0420 0.0675
snv50385 g04338 0.0781 0.0204 0.0578
snv13722 g01203 0.0034 -0.0532 0.0565
snv50380 g04338 0.0599 0.0035 0.0564
snv42206 g03505 0.0538 -0.0026 0.0564
snv13721 g01203 0.0222 -0.0322 0.0543
snv47810 g04097 0.0202 -0.0341 0.0543
snv02050 g00136 0.0547 0.0015 0.0532
Tabela 4.9: Deset najbolj informativnih SNV-jev v najboljˇsi zdruzˇitvi skupin
genov, dobljeni z logisticˇno regresijo.
4.2.2 Linearna regresija
Dolocˇanje povezanosti gena (SNV-ja) s fenotipom je pri linearni regresiji
drugacˇna. Za razliko od logisticˇne regresije linearna regresija priredi vsakemu
atributu aj samo en koeficient kaj , ne glede na sˇtevilo primerov v napovednem
modelu. Cˇe je sˇtevilo atributov enako m, potem dobimo enodimenzionalni
seznam koeficientov:
[ka1 , ka2 , ..., kam ] .
Atribute lahko potem od najbolj do najmanj pomembnega razvrstimo tako,
da jih sortiramo padajocˇe po absolutni vrednosti koeficienta.
Tabela 4.10 navaja deset najbolj informativnih genov v najbolj infor-
mativni zdruzˇitvi skupin genov, dobljeni z linearno regresijo. Ta zdruzˇitev
skupin genov je sestavljena iz skupin: c171, c192, c222, c155 in c164. Naj-
bolj pomembni skupini sta c171 in c192, saj vsi geni izmed desetih najbolj
pomembnih pripadajo eni izmed teh dveh skupin.
Poglejmo sˇe deset najbolj pomembnih SNV-jev v tej zdruzˇitvi skupin
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Gen skupina coefgeni
g04583 clu171 -13.2115
g05221 clu192 -10.8298
g04895 clu192 9.8542
g05669 clu171 8.9917
g04651 clu192 8.9545
g03948 clu171 -7.0020
g04973 clu192 -6.4913
g05705 clu192 -6.3552
g01135 clu171 -6.2073
g05039 clu171 -6.1384
Tabela 4.10: Deset najbolj informativnih genov v najboljˇsi zdruzˇitvi skupin
genov, dobljeni z linearno regresijo.
genov. Tudi tukaj je za pricˇakovati, da bodo vsi ali pa vsaj vecˇina od desetih
SNV-jev v tabeli 4.11 pripadali enemu od desetih najbolj pomembnih genov
v tabeli 4.10. Vendar se to ne zgodi. Kar sˇest od desetih najpomembnejˇsih
SNV-jev ne pripada nobenemu genu iz tabele 4.10.
Zanimivo je tudi, da imata koeficienta SNV-jev snv57975 in snv57974, ki
pripadata istemu genu, nasprotni predznak. To pomeni, da morata biti med
seboj zelo razlicˇna. Cˇe pogledamo v mnozˇico koncˇnih podatkov, ugotovimo,
da se res precej razlikujeta, in sicer kar pri dvanajstih vzorcih.
4.2.3 Podedovani SNV-ji in fenotip
Eden izmed ciljev diplomske naloge je najti nacˇin, s katerim bomo SNV-
je dolocˇili, od katerega starsˇa morajo biti podedovani, da je fenotip vzorca
dober. To lahko naredimo z uporabo koeficientov v tabelah 4.8, 4.9, 4.10
in 4.11. Ker smo uporabili dva razlicˇna napovedna modela, bomo za vsakega
definirali drugacˇen nacˇin dolocˇanja:
Pri genih (SNV-jih), dobljenih z uporabo logisticˇne regresije velja, da bo
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SNV Gen coefSNVi
SNV04546 g00341 -1.7861
SNV05481 g00419 1.7405
SNV09416 g00714 -1.5790
SNV57975 g04973 -1.3787
SNV54035 g04651 1.1909
SNV54030 g04651 1.1909
SNV57974 g04973 1.018
SNV46144 g03842 1.018
SNV04326 g00323 -1.0050
SNV60952 g05201 0.9914
Tabela 4.11: Deset najbolj informativnih SNV-jev v najboljˇsi zdruzˇitvi sku-
pin genov, dobljeni z linearno regresijo.
fenotip vzorca dober, cˇe bo geni (SNVi) podedovan od starsˇa:
SP, coefF7JP 01,SNVi > 0 ∧ coefIP,SNVi < 0
IP, coefF7JP 01,SNVi < 0 ∧ coefIP,SNVi > 0
undefined, sicer.
Od katerega starsˇa morajo biti podedovani geni (SNV-ji), dobljeni z uporabo
linearne regresije, da je fenotip vzorca dober, pa dolocˇimo tako:
SP, coefSNVi < 0 (coefgeni < 0)IP, sicer.
Pricˇakovati je, da bo vecˇina genov (SNV-jev) podedovanih od vecˇvrednega
starsˇa (SP), saj je njegov fenotip precej nizˇji od fenotipa manjvrednega starsˇa
(IP). Zaradi tega mora biti tudi vsota koeficientov, dobljenih z linearno re-
gresijo, negativna. V tabeli 4.12 se lahko prepricˇamo, da sta nasˇi trditvi
pravilni.
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Model geni ali SNV-ji # SP # IP # ’undet’ vsota
log. reg. geni 20 2 71 /
log. reg. SNV-ji 121 34 330 /
lin. reg geni 12 12 / -8.001
lin. reg SNV-ji 66 43 / -8.000
Tabela 4.12: Sˇtevilo SNV-jev, ki morajo biti podobni SP-ju oz. IP-ju, da bo
fenotip nizek.
4.3 Funkcijski pripisi odkritih genov
V prejˇsnjih poglavjih smo dobili zdruzˇitve skupin genov, ki najbolje napove-
dujejo fenotipe vzorcev. Do osnovnih skupin genov pa smo priˇsli tako, da smo
v isto skupino razvrstili gene, ki sodelujejo pri istih procesih. V tem poglavju
nas zanima, s katerimi pripisi GO lahko opiˇsemo gene v najboljˇsih zdruzˇitvah
grup in koliksˇna je verjetnost, da bi te gene dobili nakljucˇno. To bomo merili
s p-vrednostjo (definicija 4.1 [25, 7]) in delezˇem napacˇno pozitivnih zadet-
kov ali FDR (definicija 4.2 [6, 29, 1]). Zaradi dobrih implementacij smo se
odlocˇili, da bomo za realizacijo opisanih stvari uporabili razred Orange.bio
iz programskega orodja Orange [3].
Definicija 4.1 (P-vrednost [25, 7]). P-vrednost je definirana kot verjetnost
(pod neko hipotezo H), da dobimo rezultat, ki je enak ali bolj ekstremen kot
dobljeni rezultat. Z njo ovrednotimo mocˇ dokazov proti nicˇelni hipotezi in za
hipotezo H. Cˇe je p-vrednost zelo majhna (po navadi p < 0.01), to pomeni,
da smo dobili mocˇne dokaze proti nicˇelni hipotezi.
Definicija 4.2 (Delezˇ napacˇno pozitivnih zadetkov (’False Discovery Rate’
ali FDR) [6, 29, 1]). Naj bo Pm = (P1, ..., Pm) seznam p-vrednosti za m
testov in P(0) ≡ 0. Sortiramo p-vrednosti tako, da velja:
P(0) = 0 < P(1) < ... < P ((m).
Dolocˇimo sˇe indikatorje hipotez Hm = (H1, .., Hm), kjer je Hi = 0, cˇe je
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Pog. GO id: Izraz GO p FDR rcm gcm
P 0010556:
reg. of macromole-
cule biosynthetic p.
1.14e-26 3.6e-24 711 63
P 0044249:
cellular biosynthe-
tic p.
1.27e-23 1.34e-21 1562 81
C 0030134:
ER to Golgi tran-
sport vesicle
4.57e-08 3.05e-06 27 10
F 0002161:
Aminoacyl-tRNA
editing activity
7.16e-07 9.6e-05 6 6
C 0044427: chromosomal part 4.6e-08 3.05e-06 314 26
F 0042162:
telomeric DNA bin-
ding
1.02e-06 9.6e-05 20 8
C 0033588:
Elongator holoen-
zyme complex
2.29e-06 2.7e-05 6 5
C 0005634: nucleus 2.29e-06 2.7e-05 1761 61
Tabela 4.13: Funkcijski pripisi genov iz najboljˇse zdruzˇitve skupin dobljene
z logisticˇno regresijo.
pravilna i-ta nicˇelna hipoteza, in Hi = 1, cˇe je pravilna i-ta hipoteza H. Defi-
niramo enacˇbo za izracˇun delezˇa napacˇno pozitivnih odkritij (’False Discovery
Proportion’ ali FDP) za prag t, in sicer tako:
FDP (t) =
∑
i 1{Pi ≤ t}(1−Hi)∑
i(1{Pi ≤ t}+ 1{Pi < t})
.
Delezˇ napacˇno pozitivnih odkritij (FDR) za vecˇ testnih pragov T definiramo
kot matematicˇno upanje za FDP (T ).
V drevesu GO-izrazov obstajajo trije pogledi pripisov GO: biolosˇki procesi,
predeli celice in molekularna funkcija. Za najboljˇse zdruzˇitve skupin genov
smo poiskali pripise GO za vsak pogled. Ker je teh veliko, se odlocˇimo, da
bomo prikazali le najboljˇsega (z najmanjˇso p-vrednostjo in FDR-jem) za vsak
pogled (tabeli 4.13 in 4.14). Povejmo sˇe, da je sˇtevilo mozˇnih genov (refe-
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renca) 4972 in da sta preiskovana nabora genov dolga 24 genov za linearno
in 93 genov za logisticˇno regresijo. Pomen stolpcev v tabelah je naslednji:
1. Pogled (’Aspect’) pove, katere vrste pripisov GO preiskujemo. Vre-
dnosti so lahko ’P’ (biolosˇki proces), ’C’ (predel celice) ali ’F’ (moleku-
larna funkcija).
2. P-vrednost nam pove, koliksˇna je verjetnost po hipergeometricni distri-
buciji (nakljucˇno zˇrebanje brez vracˇanja), da z nakljucˇnim izbiranjem
genov dobimo preiskovan nabor genov. To pomeni, da izberemo gcm
genov od preiskovanega nabora genov (24 ali 93), ki pripadajo doblje-
nemu izrazu GO, cˇe je v referenci taksˇnih genov rcm.
3. FDR je po definiciji 4.2 popravljena p-vrednost.
4. GO id je unikatna identifikacijska sˇtevilka izraza GO.
5. Izraz GO nam pove ime biolosˇkega procesa, predela celice ali moleku-
larne funkcije.
6. Sˇtevilo rcm nam pove, koliko genov iz reference sodeluje pri dobljenem
izrazu GO.
7. Sˇtevilo gcm nam pove, koliko genov iz preiskovange nabora genov so-
deluje pri dobljenem izrazu GO.
4.4 Referencˇne vrednosti
Za vrednotenje dobljenih rezultatov potrebujemo referencˇne vrednosti. Te
vrednosti dobimo na razlicˇne nacˇine in tako preverimo smiselnost vsakega ko-
raka postopka. Rezultate, pridobljene s predlaganimi postopki, primerjamo
z referencˇnimi rezultati in tako lahko z vecˇjo gotovostjo ocenimo uspesˇnost
postopka.
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Pog. GO id: Izraz GO p FDR rcm gcm
P 0009891:
positive regulation
of biosynthetic p.
1.42e-22 3.62e-20 278 22
C 0033698: Rpd3L complex 9.82e-14 1.1e-11 11 8
C 0000118:
histone deacetylase
complex
1.24e-12 3.46e-11 31 9
F 0045182:
translation regula-
tor activity
2.89e-11 2.68e-09 12 7
C 0044451: nucleoplasm part 2.44e-08 5.47e-07 190 11
C 0044422: organelle part 6e-07 6.72e-06 2249 24
F 0033558:
protein deacetylase
activity
2.16e-05 0.000668 13 4
F 0043022: ribosome binding 3.73e-05 0.000694 17 4
Tabela 4.14: Funkcijski pripisi genov iz najboljˇse zdruzˇitve skupin, dobljene
z linearno regresijo.
44 POGLAVJE 4. REZULTATI
Postopek Nap. model # atributov MAE MSE
predznanje log. reg. 93 2.46 8.62
vsi SNV-ji log. reg. 29905 8.16 84.12
vsi geni log. reg. 4972 7.92 94.0
predznanje lin. reg. 24 0.62 1.08
vsi SNV-ji lin. reg. 29905 7.0 67.77
vsi geni lin. reg. 4972 7.04 74.12
Tabela 4.15: Primerjava tocˇnosti napovedovanja z vsemi geni (SNV-ji) in s
postopkom izbiranja genov na podlagi predznanja.
V naslednjih poglavjih pokazˇemo, kako smo pridobili vecˇ razlicˇnih refe-
rencˇnih vrednosti. Vsako izmed njih smo primerjali z rezultati, ki smo jih
dobili po postopku, tj. na osnovi predznanja.
4.4.1 Napovedna tocˇnost celotne podatkovne baze
Zanima nas, kako dobro napovemo fenotipe vzorcev, cˇe za gradnjo ucˇnega
modela uporabimo kar vse gene (SNV-je). Rezultati v tabeli 4.15 kazˇejo,
da dobimo z izbiranjem genov na osnovi predznanja (GO in KEGG) boljˇse
rezultate, kot cˇe za napovedovanje fenotipov vzorcev uporabimo vse gene
(SNV-je). To je prvi dokaz, da je nasˇ postopek pravilen.
4.4.2 Nakljucˇen izbor genov
Pokazali smo, da z izbiranjem genov na osnovi predznanja dobimo boljˇse re-
zultate, kot cˇe gene izbiramo nakljucˇno. Pri napovedovanju fenotipov vzor-
cev z razlicˇnim napovednim modelom smo dobili razlicˇno velike nabore genov
(SNV-jev). Pri uporabi logisticˇne regresije smo v povprecˇju najboljˇse rezul-
tate dosegli z zdruzˇitvami skupin genov, ki so bile sestavljene iz priblizˇno 100
genov. Pri uporabi linearne regresije pa so bile najboljˇse zdruzˇitve skupin
genov v povprecˇju sestavljene iz okoli 30 genov. Zaradi tega smo pri napo-
vedovanju fenotipov vzorcev z logisticˇno regresijo nakljucˇno izbirali po 100
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Slika 4.1: Napaka MAE predlaganega postopka z uporabo logisticˇne regresije
je oznacˇena z rdecˇo, navpicˇno cˇrto in znasˇa 2.46.
genov, pri napovedovanju z linearno regresijo pa 30 genov.
Slika 4.2: Napaka MAE predlaganega postopka z uporabo linearne regresije
je oznacˇena z rdecˇo, navpicˇno cˇrto in znasˇa 0.62.
Ker nas pri nakljucˇnih postopkih zanima predvsem, kako dobri so v pov-
precˇju, smo gene nakljucˇno izbrali vecˇkrat (2000-krat). Na slikah 4.2 in 4.1
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Postopek Nap. model Rezultat MAE MSE P(MAE)
predznanje log. reg. najboljˇsi 2.46 8.62 0%
nakljucˇen log. reg. povprecˇen 8.76 110.8 47.4%
nakljucˇen log. reg. najboljˇsi 4.85 34.31 0.0005%
predznanje lin. reg. najboljˇsi 0.62 1.08 0%
nakljucˇen lin. reg. povprecˇen 15.18 379.6 54.85%
nakljucˇen lin. reg. najboljˇsi 2.81 12.73 0.0005%
Tabela 4.16: Primerjava napak MAE pri napovedovanju fenotipa vzorcev z
nakljucˇnim izborom genov in z izborom genov na osnovi predznanja.
lahko vidimo porazdelitev napak MAE nakljucˇnih izborov genov. Opazimo,
da lahko tudi z nakljucˇnim izbiranjem izberemo nabor genov, s katerim do-
bimo kar dober rezultat. Zaradi tega smo najbolj pomembne rezultate pri-
merjali sˇe v tabeli 4.16. V stolpcu P(MAE) lahko vidimo, koliksˇna je ver-
jetnost, da z nakljucˇnim postopkom dobimo manjˇso ali enako napako MAE
(stolpec MAE).
Iz podatkov v tabeli 4.16 je razvidno, da so tudi najboljˇsi rezultati, do-
bljeni z nakljucˇnim izborom genov, precej slabsˇi od rezultatov izbiranja genov
na osnovi predznanja. Zato z gotovostjo zakljucˇimo, da je nasˇ nacˇin izbiranja
genov bistveno boljˇsi od nakljucˇnega.
4.4.3 Povprecˇni vektorji skupin
Tudi v tem razdelku smo preverjali smiselnost razvrsˇcˇanja genov v skupine
na osnovi predznanja (GO in KEGG). Dobljene skupine genov smo nato
med seboj zdruzˇevali in tako dobili najbolj informativen nabor genov (SNV-
jev). Preverili smo, ali je bolje napovedati fenotipe vzorcev s povprecˇnimi
predstavniki skupin. To smo naredili po naslednjem postopku:
1. Uporabimo iste skupine genov, dobljene na osnovi predznanja (GO ali
KEGG) kot pri nasˇem postopku.
4.4. REFERENCˇNE VREDNOSTI 47
2. Za vsako skupino groupi inicializiramo pripadajocˇ nicˇeln vektor ~groupi =
[0, 0, ..., 0, 0] dolzˇine sˇtevila vzorcev.
3. Vsak SNV priˇstejemo tistemu vektorju skupine, ki mu glede na razvrsˇcˇanje
genov v skupine pripada:
~groupi = ~groupi + ~SNVj; SNVj ∈ genk ∈ groupi
Vzporedno sˇtejemo, koliko SNV-jev spada v dolocˇeno skupino:
countgroupi = countgroupi + 1; SNVj ∈ genk ∈ groupi
To pocˇnemo, ker smo iz zacˇetnih podatkov odstranili precej SNV-jev.
Zaradi tega ne vemo tocˇno, koliko je SNV-jev spada v katero skupino.
4. Da dobimo povprecˇne vektorje skupin genov ~avegroupi , jih moramo sˇe
deliti s sˇtevilom SNV-jev, ki smo jih v tem vektorju sesˇteli:
~avegroupi =
1
countgroupi
~groupi.
5. Z dobljenimi povprecˇnimi vektorji skupin genov zgradimo napovedni
model. Opravimo 26-kratno precˇno preverjanje in vzporedno z izbra-
nim napovednim modelom napovedujemo fenotipe vzorcev.
6. Izracˇunamo napaki MAE in MSE ter tako ocenimo napovedno uspesˇnost
modela.
Rezultati, dobljeni z nasˇim in zgornjim postopkom, so prikazani v tabeli 4.17.
Iz nje lahko ugotovimo, da fenotipe vzorcev po nasˇem postopku bolje napo-
vedujemo zˇe z uporabo ene same skupine. Zaradi tega lahko zakljucˇimo, da
je izbiranje skupin genov na nasˇ nacˇin zagotovo boljˇse.
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Datoteka Postopek Reg. model MAE MSE
GO predznanje log. reg. 5.81 71.34
GO povprecˇen log. reg. 8.04 91.88
KEGG predznanje log. reg. 5.65 55.27
KEGG povprecˇen log. reg. 9.04 125.65
GO predznanje lin. reg. 4.89 32.27
GO povprecˇen lin. reg. 6.35 57.42
KEGG predznanje lin. reg. 6.35 58.19
KEGG povprecˇen lin. reg. 11.5 183.65
Tabela 4.17: Primerjava napak MAE pri napovedovanju fenotipa vzorcev z
izbiranjem skupin genov po nasˇem postopkom in z izbiranjem povprecˇnega
predstavnika vsake skupine.
4.4.4 Kartezicˇni produkt skupin genov
Dokazati smo zˇeleli, da informativnost skupine ne raste, cˇe poskusˇamo na
umeten nacˇin povecˇati sˇtevilo elementov v njej. Sˇtevilo genov v skupini smo
povecˇali tako, da smo zmnozˇili vse pare genov med seboj. Izracˇunali smo
torej vse kartezicˇne produkte skupin genov. Postopek smo ponovili za oba
napovedna modela (logisticˇno in linearno regresijo) in za obe tabeli predzna-
nja (GO in KEGG). Postopek, po katerem smo to naredili, je naslednji:
1. Uporabimo iste skupine genov, dobljene na osnovi predznanja (GO ali
KEGG) kot pri nasˇem postopku.
2. Za vsak gen iz izbrane skupine najdemo pripadajocˇe SNV-je v koncˇnih
podatkih. Te SNV-je nato spovprecˇimo tako:
SNVgeni =
1
k
k∑
j=1
SNVgeni ,
kjer je k sˇtevilo SNV-jev, ki pripadajo genu geni.
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3. Izracˇunamo vse mozˇne pare dobljenih povprecˇnih SNV-jev SNVgeni . Cˇe
je sˇtevilo taksˇnih SNV-jev v skupini n, je sˇtevilo mozˇnih parov enako
n(n−1)
2
.
4. Za vsak par povprecˇenih SNV-jev izracˇunamo njun kartezicˇni produkt
CPSNVgeni ,SNVgenj
; i 6= j in tako dobimo n(n−1)
2
razlicˇnih kartezicˇnih
produktov:
CPSNVgeni ,SNVgenj
[k] = SNVgeni [k]× SNVgenj [k] .
5. Z izracˇunanimi kartezicˇnimi produkti povprecˇnih SNV-jev izgradimo
napovedni model. Opravimo 26-kratno precˇno preverjanje in vzporedno
z izbranim napovednim modelom napovedujemo fenotipe vzorcev.
6. Izracˇunamo napako MAE in z njo ovrednotimo tocˇnost napovedovanja
fenotipov vzorcev.
Pricˇakovali smo, da se napake MAE za isto skupino ne bodo zelo razliko-
vale glede na uporabljeni postopek (nasˇ ali kartezicˇni produkt). Uspesˇnost
postopka smo merili tako, da smo presˇteli, pri koliko skupinah genov se je
napaka MAE zmanjˇsala z uporabo kartezicˇnega produkta. Spomnimo, da
so geni iz tabele GO razvrsˇcˇeni v 240 skupin, geni iz tabele KEGG pa v 80
skupin.
Linearna regresija, GO. Pri uporabi linearne regresije na skupinah genov
iz GO se pri kartezicˇnem produktu povprecˇenih SNV-jev napaka MAE
zmanjˇsa le pri 6 od 240 skupin.
Logisticˇna regresija, GO. Sˇtevilo skupin, pri katerih se napaka MAE
zmanjˇsa z uporabo kartezicˇnega produkta, je kar 81 (dobra tretjina
vseh skupin).
Logisticˇna regresija, KEGG. Sˇtevilo skupin, kjer se pri teh parametrih
napaka MAE zmanjˇsa ob uporabi kartezicˇnega produkta, je 23 (manj
kot tretjina).
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Linearna regresija, KEGG. Tudi tukaj je sˇtevilo skupin, kjer se napaka
MAE zmanjˇsa ob uporabi kartezicˇnega produkta, majhno (le 5).
Po analizi teh rezultatov lahko z gotovostjo trdimo, da z uporabo kartezicˇnega
produkta v skupinah ne izboljˇsamo natancˇnosti napovedovanja fenotipov
vzorcev. Dokazali smo, da umetno povecˇevanje elementov v skupini v pov-
precˇju ne povecˇuje informativnosti.
4.5 Pomen koeficientov SNV-jev v napove-
dnem modelu
S koeficienti smo se srecˇali zˇe v poglavju 4.2. V tem poglavju pa smo skusˇali
odgovoriti na vprasˇanje, ali so predznaki koeficientov SNV-jev odvisni od
izbora napovednega modela. Najprej smo izrisali vrednosti koeficientov SNV-
jev modela, kjer smo uporabili vse SNV-je (29905 SNV-jev). Nato smo izrisali
sˇe grafe koeficientov SNV-jev modelov, ki bo bili zgrajeni iz najboljˇse dobljene
zdruzˇitve skupin genov. Ti dve skupini grafov smo nato primerjali.
Ker je kromosomov 17, smo za vsak napovedni model (linearna ali logi-
sticˇna regresija) in za obe vrsti napovednega modela izrisali 17 grafov.
4.5.1 Linearna regresija
Poglejmo, ali se predznaki koeficientov SNV-jev, dobljenih z linearno regre-
sijo, spreminjajo ob izbiri drugacˇnega napovednega modela. Primerjajmo
grafe na slikah 4.3, 4.4 in 4.5 sz tistimi na slikah 4.6, 4.7 in 4.8.
Najboljˇsa zdruzˇitev skupin genov je sestavljena le iz 24 genov oziroma
109 SNV-jev. Najvecˇ SNV-jev iz opazovane zdruzˇitve skupin genov pripada
drugemu kromosomu (chrII). Zato primerjamo drugi graf na sliki 4.6 z drugim
grafom na sliki 4.3. Zdi se, da se koeficienti iz najboljˇse zdruzˇitve skupin
prekrivajo s koeficienti vseh SNV-jev iz koncˇnih podatkov. Cˇe primerjamo
grafa 15. in 16. kromosoma (chrXV in chrXVI), pridemo do istega zakljucˇka.
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Slika 4.3: Vrednosti koeficientov, ko uporabimo vse SNV-je in linearno re-
gresijo (chrI-chrVIII).
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Slika 4.4: Vrednosti koeficientov, ko uporabimo vse SNV-je in linearno re-
gresijo (chrIX-chrXVI).
4.5. POMEN KOEFICIENTOV SNV-JEV V NAPOVEDNEM MODELU53
Slika 4.5: Vrednosti koeficientov, ko uporabimo vse SNV-je in linearno re-
gresijo (chrM).
Zaradi majhnega sˇtevila SNV-jev v opazovani zdruzˇitvi skupin genov go-
tovih zakljucˇkov ne moremo potegniti. Na osnovi tega, kar smo z grafov
lahko razbrali, lahko recˇemo, da se predznaki koeficientov SNV-jev pri upo-
rabi linearne regresije ohranjajo.
4.5.2 Logisticˇna regresija
Oglejmo si sˇe grafe, kjer so izrisani koeficienti, dobljeni z uporabo logisticˇne
regresije. Ta za vsak vzorec izracˇuna pripadajocˇe koeficiente SNV-jev. Kot
smo zˇe napisali, nas zanimajo le koeficienti vzorcev s skrajnima fenotipoma
(F7JP 01 in IP ). To pomeni, da moramo pri logisticˇni regresiji izrisati
dva grafa na kromosom. Na zgornjem grafu prikazˇemo koeficiente vzorca
F7JP 01, na spodnjem pa koeficiente vzorca IP .
Primerjajmo zdaj pare grafov (slike 4.9, 4.10 in 4.11) s pari grafov (slike 4.6, 4.7
in 4.8). Ker je opazovana zdruzˇitev skupin genov sestavljena iz 93 genov (485
SNV-jev), lahko opravimo vecˇ primerjav. Koeficienti SNV-jev obdrzˇijo pred-
znak ne glede na to, katera para grafov primerjamo.
Po primerjavi vseh grafov koeficientov SNV-jev in analizi primerjav lahko
potegnemo zˇe kar gotove zakljucˇke. Napovedni model zˇe na veliki bazi atri-
butov (vsi SNV-ji) dolocˇi predznake njihovih koeficientov.
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Slika 4.6: Vrednosti koeficientov, ko uporabimo SNV-je najboljˇse zdruzˇitve
skupin in linearno regresijo (chrI-chrVIII).
4.5. POMEN KOEFICIENTOV SNV-JEV V NAPOVEDNEM MODELU55
Slika 4.7: Vrednosti koeficientov, ko uporabimo SNV-je najboljˇse zdruzˇitve
skupin in linearno regresijo (chrIX-chrXVI).
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Slika 4.8: Vrednosti koeficientov, ko uporabimo SNV-je najboljˇse zdruzˇitve
skupin in linearno regresijo (chrM).
4.6 Tocˇnost rangiranja
Do zdaj smo se ukvarjali le s klasificiranjem vzorcev (napovedovanjem njiho-
vih fenotipov). V tem poglavju pa smo preucˇili uspesˇnost rangiranja vzorcev.
Fenotipe vzorcev smo najprej diskretizirali v nekaj razredov. Pokazali smo,
koliko vzorcev potrebujemo za grajenje uspesˇnega napovednega modela in na
kaksˇen nacˇin jih moramo izbirati.
Za rangiranje vzorcev smo uporabljali izkljucˇno logisticˇno regresijo. Ta
napovedni model za vsak primer izracˇuna, koliksˇne so verjetnosti pripadnosti
v vsak mozˇen razred. Vzorec potem napovemo v tisti razred, za katerega je
verjetnost pripadnosti najvecˇja. Glavni razlog za uporabo logisticˇne regre-
sije je, da lahko s pomocˇjo teh verjetnosti vzorce rangiramo znotraj istega
razreda.
4.6.1 Tocˇnost rangiranja diskretiziranih fenotipov
Preverimo, kako se tocˇnost rangiranja vzorcev spreminja, ko fenotipe vzorcev
diskretiziramo na vecˇ razlicˇnih sˇtevil razredov (na 2, 3, 5 in 7 razredov).
Postopek, ki ga za to uporabimo, je naslednji:
1. Dolocˇimo sˇtevilo diskretiziranih razredov k in fenotipe vzorcev spreme-
nimo tako, da bodo njihove vrednosti na intervalu [1, ..., k].
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Slika 4.9: Vrednosti koeficientov, ko uporabimo vse SNV-je in logisticˇno re-
gresijo (chrI-chrVIII).
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Slika 4.10: Vrednosti koeficientov, ko uporabimo vse SNV-je in logisticˇno
regresijo (chrIX-chrXVI).
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Slika 4.11: Vrednosti koeficientov, ko uporabimo vse SNV-je in logisticˇno
regresijo (chrM).
2. Vzamemo eno izmed 100 najboljˇsih zdruzˇitev skupin genov, ki smo jih
dobili z uporabo logisticˇne regresije.
3. Na izbrani zdruzˇitvi opravimo 26-kratno precˇno preverjanje (defini-
cija 3.7) in vzporedno z logisticˇno regresijo napovedujemo, v kateri ra-
zred spada vsak vzorec si. To pomeni, da vzorec, ki mu je napovedan
fenotip Fsi , dodamo v razred clFsi . Ker bomo kasneje potrebovali po-
zicijo vsakega vzorca idx(si) v prvotnem seznamu, si jih v tem koraku
zapomnimo.
4. Ker je v vsakem razredu vecˇ vzorcev, jih moramo rangirati znotraj
vsakega razreda. To naredimo tako, da si za vsak vzorec zapomnimo
verjetnost pripadnosti v razred: P (si ∈ clFsi ). Vzorce potem uredimo
na tak nacˇin:
• Vzorce v razredih clj, kjer je j = Fsi za vsak si ∈ clj, za katere
velja
j ≤ dmax(cles)
2
e
sortiramo padajocˇe. To pocˇnemo, ker vecˇja verjetnost pripadno-
sti razredu pomeni, da sta fenotip in zato tudi rang vzorca bolj
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Slika 4.12: Vrednosti koeficientov, ko uporabimo SNV-je najboljˇse zdruzˇitve
skupin in logisticˇno regresijo (chrI-chrVIII).
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Slika 4.13: Vrednosti koeficientov, ko uporabimo SNV-je najboljˇse zdruzˇitve
skupin in logisticˇno regresijo (chrIX-chrXVI).
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Slika 4.14: Vrednosti koeficientov, ko uporabimo SNV-je najboljˇse zdruzˇitve
skupin in logisticˇno regresijo (chrM).
skrajna, torej v tem primeru nizˇja. Ureditev vzorcev znotraj ra-
zreda je torej taksˇna:rang(si) ≤ rang(sl), P (Fsi ∈ clj) ≥ P (Fsl ∈ clj)rang(si) > rang(sl), sicer.
• Vzorce v preostalih razredih sortiramo narasˇcˇajocˇe, ker so zdaj
viˇsji fenotipi in rangi vzorcev bolj skrajni. Za vsak vzorec si zno-
traj teh razredov torej velja:rang(si) ≤ rang(sl), P (Fsi ∈ clj) ≤ P (Fsj ∈ clj)rang(si) > rang(sl), sicer.
Ko dolocˇamo rang vsakega vzorca v razredu clj, moramo uposˇtevati,
da velja:
rang(si ∈ clj) ∈ [1 +max(rang(clj−1)), ..., len(clj) +max(rang(clj−1))] ;
kjer je max(rang(cl0)) = 0.
5. Zdaj razrede clj zdruzˇimo tako, da rang vsakega vzorca postavimo na
pozicijo, kjer je ta prvotno bil:
List [idx(si)] = rang(si).
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6. Ostane nam le sˇe preverjanje tocˇnosti rangiranja, ki jo preverimo z
napakama MAE (definicija 3.9) in MSE (definicija 3.8).
7. Korake od 2.-6. ponovimo za vsako izmed 100 najboljˇsih zdruzˇitev
skupin genov, dobljenih z uporabo logisticˇne regresije.
Postopek smo pognali za razlicˇne k-je (sˇtevila diskretiziranih razredov). Opa-
zovali smo predvsem odvisnost napak MAE in MSE od sˇtevila diskretiziranih
razredov. Zaradi tega so izrisane vrednosti napak MAE na garfu (slika 4.15)
dolocˇene kot povprecˇje najboljˇsih deset napak MAE, dobljenih po tem po-
stopku. Z grafa je razvidno, da je napaka MAE obratno sorazmerna s
sˇtevilom razredov po diskretizaciji.
Slika 4.15: Graf, ki prikazuje odvisnost napake MAE od sˇtevila razredov po
diskretizaciji.
4.6.2 Izbor vzorcev za uspesˇno rangiranje
V tem razdelku smo se ukvarjali s problemom, kako izbirati vzorce in koliko
jih potrebujemo za izgradnjo uspesˇnega napovednega modela. Cilj je izbrati
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cˇim manj vzorcev. Primerjali smo dva nacˇina izbora vzorcev. Pri prvem
napovedni model zgradimo tako, da iz vsakega diskretiziranega razreda na-
kljucˇno izberemo en vzorec. Pri drugem pa za gradnjo napovednega modela
vzamemo vse vzorce iz obeh ekstremnih razredov (z najmanjˇsim in najvecˇjim
fenotipom). Najprej si oglejmo postopek, ki za grajenje napovednega modela
uporabi prvi nacˇin izbiranja vzorcev (sˇtevilo vseh vzorcev je n):
1. Dolocˇimo sˇtevilo diskretiziranih razredov k in fenotipe vzorcev spreme-
nimo tako, da bodo njihove vrednosti na intervalu [1, ..., k].
2. Nakljucˇno izberemo po en vzorec si iz vsakega razreda clj. Cˇe je sˇtevilo
razredov k, potem izberemo ravno toliko vzorcev. Te vzorce uporabimo
za gradnjo napovednega modela.
3. Ostane nam sˇe n − k vzorcev, ki jih hocˇemo rangirati, napovedane
range pa nato primerjati z dejanskimi. Zaradi tega moramo seznam
dejanskih rangov spremeniti tako, da v njem ostanejo le vzorci, katerih
range bomo napovedovali. Nato moramo tem vzorcem popraviti range
tako, da jih rangiramo na intervalu [1, ..., n− k]. To naredimo tako,
da:
(a) s seznama s1 s prvotnimi rangi izbriˇsemo vse vzorce, izbrane v
prejˇsnjem koraku, in dobimo seznam s2,
(b) inicializiramo nicˇelni seznam s3, dolzˇine n− k, in rang = 1,
(c) poiˇscˇemo indeks idx(min(s2)) minimalnega elementa v seznamu
s2 in naredimo: s3 [idx(min(s2))] = rang,
(d) minimalni element v s2 spremenimo v vecˇjega od vseh: s2 [idx(min(s2))] =
100 in povecˇamo rang: rang+ = 1,
(e) koraka (c) in (d) ponavljamo, dokler je rang < len(s2).
4. Vzamemo eno izmed 100 najboljˇsih zdruzˇitev skupin genov, ki smo jih
dobili pri napovedovanju fenotipov za vse vzorce z logisticˇno regresijo.
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5. Z nakljucˇno izbranimi k vzorci in z izbrano zdruzˇitvijo skupin genov
zgradimo napovedni model. Z uporabo logisticˇne regresije za vsakega
izmed ostalih n − k vzorcev napovemo, v kateri razred spada. Obe-
nem si zapomnimo tudi, kaksˇna je verjetnost pripadnosti vzorca si v
napovedani razred clj: P (si ∈ clj).
6. Preden lahko preverimo pravilnost rangiranja vzorcev, moramo najprej
rangirati vzorce znotraj vsakega razreda. To naredimo tako, da za vsak
vzorec v razredu primerjamo verjetnosti pripadnosti v ta razred.
(a) Vzorce v razredih clj, za katere velja:
j ≤ dmax(cles)
2
e
sortiramo padajocˇe tako, da veljarang(si) ≤ rang(sl), P (Fsi ∈ clj) ≥ P (Fsl ∈ clj)rang(si) > rang(sl), sicer.
(b) Vzorce v preostalih razredih sortiramo narasˇcˇajocˇe tako, da veljarang(si) ≤ rang(sl), P (Fsi ∈ clj) ≤ P (Fsj ∈ clj)rang(si) > rang(sl), sicer.
Ko dolocˇamo rang vsakega vzorca v razredu clj, moramo uposˇtevati,
da velja:
rang(si ∈ clj) ∈ [1 +max(rang(clj−1)), ..., len(clj) +max(rang(clj−1))] ;
kjer je max(rang(cl0)) = 0.
7. Vse razrede clj zdruzˇimo tako, da rang vsakega vzorca postavimo na
pozicijo, na kateri je ta prvotno bil:
List [idx(si)] = rang(si).
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8. Zdaj lahko preverimo natancˇnost napovedanega rangiranja. Izmerimo
jo z napakama MAE in MSE.
9. Korake od 4. naprej ponovimo za vsako izmed 100 najboljˇsih zdruzˇitev
skupin.
10. Ker vzorce izbiramo nakljucˇno, postopek od 2. koraka naprej ponovimo
vecˇkrat (250-krat), da dobimo povprecˇno tocˇnost rangiranja.
Opiˇsimo sˇe postopek napovedovanja rangov, cˇe za grajenje napovednih mode-
lov uporabimo vse vzorce iz ekstremnih razredov (z najmanjˇsim in najvecˇjim
fenotipom).
1. Dolocˇimo sˇtevilo diskretiziranih razredov k in fenotipe vzorcev spreme-
nimo tako, da so njihove vrednosti na intervalu [1, ..., k].
2. Za napovedni model vzamemo vse vzorce iz razredov clmin(j) in clmax(j).
Recimo, da je takih vzorcev l.
3. Vzamemo eno izmed 100 najboljˇsih zdruzˇitev skupin genov, ki smo jih
dobili pri napovedovanju fenotipov za vse vzorce z logisticˇno regresijo.
4. Z izbranimi vzorci in izbrano zdruzˇitvijo skupin genov izgradimo na-
povedni model. Z uporabo logisticˇne regresije za vsakega izmed ostalih
n− l vzorcev napovemo, v kateri razred spada. Obenem si zapomnimo
tudi, kaksˇna je verjetnost pripadnosti vzorca si v napovedani razred
clj: P (si ∈ clj).
5. Kot pri prejˇsnjem postopku moramo tudi tu najprej rangirati vzorce
znotraj vsakega razreda. To naredimo tako, da za vsak vzorec v razredu
primerjamo verjetnosti pripadnosti v ta razred.
(a) Vzorce v razredu clmin(j) sortiramo padajocˇe tako, da velja:rang(si) ≤ rang(sl), P (Fsi ∈ clj) ≥ P (Fsl ∈ clj)rang(si) > rang(sl), sicer.
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(b) Vzorce v razredu clmax(j) sortiramo narasˇcˇajocˇe tako, da velja:rang(si) ≤ rang(sl), P (Fsi ∈ clj) ≤ P (Fsj ∈ clj)rang(si) > rang(sl), sicer.
Ko dolocˇamo rang vsakega vzorca v obeh razredih, moramo uposˇtevati,
da velja:
rang(si ∈ clmin(j)) ∈
[
1, ..., len(clmin(j)))
]
in
rang(si ∈ clmax(j)) ∈
[
1 + len(clmin(j)), ..., len(clmax(j))) + len(clmin(j))
]
.
6. Zdaj lahko preverimo natancˇnost napovedanega rangiranja. Izmerimo
jo z napakama MAE in MSE, kot smo tega zˇe vajeni.
7. Korake od 3. do 6. ponovimo za vsako izmed 100 najboljˇsih zdruzˇitev
skupin.
Primerjajmo najprej rezultate, ko fenotipe vzorcev diskretiziramo v pet ra-
zredov (tabela 4.18). Ker nas je zanimalo, kateri postopek je povprecˇno
boljˇsi, smo primerjali povprecˇne napake MAE. Te smo izracˇunali iz deset
najnizˇjih dobljenih napak MAE. Sˇtevilo vzorcev uporabljeno za grajenje na-
povednega modela, po drugem postopku (ekstremni) je dvakrat vecˇje. Zaradi
tega smo se odlocˇili prvi postopek ponoviti tako, da smo iz vsakega razreda
nakljucˇno izbrali po dva vzorca. Iz tako dobljenih rezultatov sledi, da je ob
istem sˇtevilu vzorcev boljˇse, cˇe jih izbiramo nakljucˇno iz vsakega razreda.
Vzorci Sˇtevilo vzorcev Povprecˇna MAE Razlika
nakljucˇni 5 5.2031
0.8656
ekstremni 10 4.3375
nakljucˇni 10 3.5575
-0.78
ekstremni 10 4.3375
Tabela 4.18: Primerjava obeh postopkov izbiranja vzorcev, ko je sˇtevilo dis-
kretiziranih razredov enako 5.
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Poglejmo sˇe rezultate, cˇe fenotipe vzorcev diskretiziramo v sedem razre-
dov (tabela 4.19). Spet smo primerjali povprecˇne napake MAE, ki smo jih
izracˇunali iz deset najnizˇjih dobljenih napak MAE. Iz prvih dveh vrstic ta-
bele je razvidno, da je zˇe pri nakljucˇnem izboru enega vzorca iz vsakega
razreda napaka manjˇsa (kljub temu, da je napovedni model zgrajen z enim
vzorcem manj). Cˇe pa iz vsakega razreda izberemo po dva nakljucˇna vzorca,
dosezˇemo zˇe zelo visoko tocˇnost rangiranja.
Vzorci Sˇtevilo vzorcev Povprecˇna MAE Razlika
nakljucˇni 7 4.5070
0.6486
ekstremni 8 5.1556
nakljucˇni 14 2.3373
2.8183
ekstremni 8 5.1556
Tabela 4.19: Primerjava obeh postopkov, ko je sˇtevilo diskretiziranih razre-
dov enako 7.
Zakljucˇimo lahko, da je najbolje iz vsakega razreda izbrati vsaj eden
vzorec. Velja tudi, da lahko z izbiro nakljucˇnih dveh vzorcev iz vsakega
razreda ostale vzorce rangiramo precej dobro. Sˇe posebej to velja za primer,
ko smo fenotipe vzorcev diskretizirali v 7 razredov.
4.7 Posamezniki in celotna populacija
V tem poglavju smo preverili, ali so podatki o manjvrednem starsˇu (IP ),
vecˇvrednem starsˇu (SP ) in populaciji F1 pool dovolj za gradnjo uspesˇnega
napovednega modela, ki bo pravilno rangiral posameznike (F7JP 01, ...,
F7JP 26) iz populacije F7 pool. Ugotovili smo zˇe, da za zelo dobro ran-
giranje potrebujemo vsaj deset vzorcev. Ti morajo biti izbrani tako, da iz
vsakega diskretiziranega razreda nakljucˇno izberemo vsaj enega.
Torej, imamo le tri vzorce za grajenje napovednega modela. Problem
je tako podoben situaciji, ko fenotipe vzorcev diskretiziramo v tri razrede.
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Zato smo kot napovedni model uporabili le logisticˇno regresijo. Na podlagi
slike (slika 4.15) smo pricˇakovali, da bodo najboljˇsi rezultati dosegali napako
MAE priblizˇno 4.5.
Uporabili smo zelo podoben postopek, kot je opisan v podpoglavju 4.5.1,
in ga zato ne bomo sˇe enkrat opisali. Edina razlika je, da zdaj fenotipe
vzorcev diskretiziramo v razrede 3, 10 in 26 (namesto 1, 2, 3). To naredimo,
ker so fenotipi Fi primerov v napovednem modelu: FIP = 26, FSP = 10 in
FF1 pool = 3.
Slika 4.16: Napaka MAE predlaganega postopka je oznacˇena z rdecˇo,
navpicˇno cˇrto in znasˇa 4.3.
Najprej poglejmo rezultate, ko smo gene za grajenje napovednega modela
izbirali nakljucˇno. Zdruzˇitve skupin genov, s katerimi smo nakljucˇne izbore
primerjali, so dolge priblizˇno 100 genov. Zato morajo biti tudi nakljucˇni
izbori sestavljeni iz 100 genov. Pri nakljucˇnih postopkih nas po navadi za-
nima predvsem, kako dobri so v povprecˇju. Zato smo postopek nakljucˇnega
izbora genov ponovili 2000-krat. Tako dobljene rezultate smo predstavili s
histogramom (slika 4.16), ki pokazˇe porazdelitev napake MAE.
Primerjajmo rezultate histograma na sliki 4.16 s svojimi rezultati (ta-
bela 4.20). Te smo dobili tako, da smo napovedne modele zgradili z naj-
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Postopek Rezultat MAE MSE P(MAE)
predznanje najboljˇsi 4.30 31.96 0%
nakljucˇen povprecˇen 7.39 79.10 49.85%
nakljucˇen najboljˇsi 4.57 42.65 0.0005%
Tabela 4.20: Primerjava postopka izbora genov na podlagi predznanja s po-
stopkom nakljucˇnega izbora genov za rangiranje posameznikov iz populacije
F7 pool.
boljˇsimi zdruzˇitvami skupin genov, dobljenih v razdelku 4.1.3 z uporabo lo-
gisticˇne regresije. Vrednosti v stolpcu P(MAE) pomenijo verjetnost, da z
nakljucˇnim postopkom dobimo manjˇso ali enako napako MAE.
Kot smo napisali na zacˇetku poglavja, je napaka MAE, dobljena z nasˇim
postopkom, priblizˇno 4.5, kar kazˇe na zmozˇnost gradnje sorazmerno uspesˇnega
napovednega modela na podlagi le nekaj vzorcev. Iz teh vrednosti napak
MAE lahko sklepamo, da z uporabo predznanja tudi v tem primeru dose-
gamo boljˇse rezultate kot z nakljucˇnim izborom genov.
Poglavje 5
Sklepne ugotovitve
Na zacˇetku diplomske naloge smo si zadali veliko ciljev. Poiskali smo cˇim
manjˇsi nabor genov in SNV-jev, s katerimi kar se da dobro klasificiramo dane
vzorce. Poleg tega smo ugotovili, kako izbirati vzorce in koliko jih moramo
izbrati za izgradnjo uspesˇnega modela za napovedovanje fenotipa. Za konec
smo prikazali sˇe natancˇnost rangiranja, ko napovedni model zgradimo le na
podlagi podatkov o zacˇetnih starsˇih in prvi generaciji (vzorci IP , SP in
F1 pool).
Eden izmed ciljev je bil tudi ugotoviti, kateri geni in SNV-ji so najbolj
povezani s fenotipom vzorcev in od katerega od starsˇev morajo izvirati, da
bo fenotip vzorca dober. Za oba napovedna modela (linearno in logisticˇno
regresijo) smo pokazali nacˇina, s katerima lahko to ugotovimo. Poleg tega
smo preverili tudi, kako izbira naborov SNV-je vpliva na napovedno tocˇnost
zgrajenih modelov.
Za doseganje vseh rezultatov smo uporabili predznanje v podatkovnih
zbirkah GO in KEGG. Gene smo lahko razvrstili v skupine tako, da smo v
isto skupino dali gene, ki sodelujejo pri istih procesih. Dokazati smo zˇeleli,
da tak nacˇin izbiranja genov privede do dobrih napovednih modelov.
Diplomsko delo je bilo precej obsezˇno in v njem smo se srecˇali s sˇtevilnimi
empiricˇnimi vprasˇanji.
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5.1 Klasificiranje in rangiranje posameznikov
in populacij
Iz rezultatov je razvidno, da se pri klasificiranju vzorcev veliko bolje izkazˇe
linearna regresija. Z njo smo dosegli zˇe zavidljivo stopnjo natancˇnosti (vre-
dnost napake MAE je bila krepko manjˇsa od 1.0, pri razponu zveznega ra-
zreda 1..29). Poleg tega so zdruzˇitve skupin genov, dobljene s tem napo-
vednim modelom, sestavljene iz manjˇsega sˇtevila genov. Tudi klasificiranje
vzorcev z logisticˇno regresijo je bilo uspesˇno.
Za rangiranje vzorcev smo kot napovedni model uporabili le logisticˇno
regresijo. Vzorce smo rangirali tako, da smo njihove fenotipe najprej diskre-
tizirali na nekaj razredov. Ugotovili smo, da uspesˇnost rangiranja vzorcev
raste z vecˇanjem sˇtevila diskretiziranih razredov. Pokazali smo tudi, da mo-
ramo vzorce izbirati tako, da iz vsakega diskretiziranega razreda vzamemo
vsaj enega in tako zagotovimo reprezentativen vzorec.
S temi rezultati smo lahko zanesljivo ocenili tocˇnost rangiranja posame-
znikov, cˇe napovedni model zgradimo samo na podlagi vzorcev IP , SP in
F1 pool. Vrednost napake MAE je bila manjˇsa od 4.5.
5.2 Pomembnost genov in SNV-jev
V dobljenih zdruzˇitvah skupin genov, ki so najboljˇse napovedovale fenotipe
vzorcev, smo poiskali najbolj pomembne gene in SNV-je. To smo naredili s
pregledovanjem koeficientov, ki jih vrne napovedni model (linearna ali logi-
sticˇna regresija). Izkazalo se je, da najbolj pomembni SNV-ji v vecˇini tudi
pripadajo najbolj pomembnim genom.
S pomocˇjo koeficientov smo lahko dolocˇili, od katerega starsˇa mora biti
podedovan posamezni gen ali SNV, da je fenotip vzorca dober. Pokazali
smo, da mora biti vecˇina genov in SNV-jev podedovanih od vecˇvrednega
starsˇa (SP ). To je tudi logicˇno, saj je njegov fenotip veliko boljˇsi od fenotipa
manjvrednega starsˇa. Po drugi strani pa je treba podedovati tudi nekaj genov
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in SNV-jev slabsˇega starsˇa (IP ), cˇe zˇelimo dosecˇi sˇe boljˇsi fenotip.
Za koeficiente SNV-jev nas je zanimalo ali se njihovi predznaki spremi-
njajo z izbiro napovednega modela. Primerjali smo koeficiente modelov, ko
smo za gradnjo napovednega modela vzeli vse SNV-je, s koeficienti, ko smo
za gradnjo napovednega modela vzeli le SNV-je iz najboljˇse zdruzˇitve skupin
genov. S precejˇsnjo gotovostjo lahko trdimo, da se predznaki koeficientov ne
spremenijo. To pomeni, da je zˇe v zacˇetnem modelu v veliki meri dolocˇeno,
od katerega starsˇa (IP ali SP ) mora biti podedovan posamezen SNV.
5.3 Uporabnost predznanja
Uporaba predznanja iz zbirk GO in KEGG se je izkazala za zelo uspesˇno. Z
uporabo funkcijskih pripisov genov smo lahko v posamezne skupine razvrstili
gene, ki sodelujejo pri istih procesih. Kakovost izbire in uporabe opisanega
predznanja smo ovrednotili s sˇtevilnimi referencˇnimi vrednostmi (nakljucˇni
izbor genov, povprecˇni vektorji skupin, itd). Pri vsaki smo z uporabo pred-
znanja dosegli bistveno boljˇse rezultate.
Za najboljˇsi zdruzˇitvi skupin genov smo pokazali tudi, kateri izraz GO
ju najbolje opisuje. Ker imamo tri razlicˇne tipe opisov GO (biolosˇki procesi,
predeli celice, molekularne funkcije), smo se omejili na izpis le najboljˇsega
za vsak tip. Najboljˇsi so bili sestavljeni iz nabora genov, za katerega je
verjetnost, da ga dobimo z nakljucˇnim izborom, zelo majhna. To smo ocenili
s p-vrednostjo in delezˇem napacˇno pozitivnih odkritij (FDR).
5.4 Nadaljnje delo
Kot smo omenili, je bilo treba v diplomski nalogi sprejeti mnogo empiricˇnih
odlocˇitev. Sˇe bolj poglobljeno iskanje optimalnih parametrov bi bilo cˇasovno
in racˇunsko zelo zahtevno, hkrati bi povecˇali nevarnost pretiranega prilega-
nja podatkom. Vsekakor dopusˇcˇamo mozˇnost, da obstaja sˇe kaksˇna dobra,
neodkrita resˇitev.
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Rezultati, dobljeni z drugacˇnima napovednima modeloma, so se pre-
cej razlikovali, saj so najboljˇse zdruzˇitve skupin genov bile sestavljene iz
drugacˇnih genov. Zato obstaja mozˇnost, da bi z drugim napovednim mo-
delom odkrili drugacˇne nabore genov, ki tudi dobro napovedujejo fenotip.
Natancˇnost klasificiranja vzorcev, ki smo jo dobili z linearno regresijo, bi v
vsakem primeru tezˇko presegli.
Kakovost opisanih metod in rezultatov bi bilo vredno oceniti sˇe na drugih
podobnih podatkih.
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