We describe a framework to construct a perturbative quantization of nonlinear AKSZ Sigma Models on manifolds with and without boundary, and show that it captures the change of the quantum state as one changes the constant map around which one perturbs. Moreover, we show that the globalized quantum state can be interpreted as a flat section with respect to a flat connection. This flatness condition is a generalization of the modified Quantum Master Equation as in the BV-BFV formalism, which we call the modified "differential" Quantum Master Equation.
Introduction
The goal of this paper is to construct perturbative partition functions of AKSZ theories -on manifolds with and without boundary -that vary in a "covariant fashion" as one changes the point of expansion. This is achieved combining the BV-BFV formalism (Batalin-Vilkovisky and Batalin-Fradkin-Vilkovisky) ( [17] ) with methods of formal geometry ( [9, 8, 15, 25] ). This paper is a far reaching generalization of [20] where we performed this task for a particular example of an AKSZ theory, the Poisson Sigma model [26, 30, 29] with constant Poisson structure. We briefly introduce the main players.
The BV-BFV formalism -briefly recalled in Section 2 -is a method for the perturbative quantization of gauge theories on manifolds with boundary compatible with cutting and gluing. It is named after Batalin, Fradkin and Vilkovisky, who introduced what is now known as the BV and the BFV formalisms in [7, 6, 5, 4, 24, 23] . The classical framework for the BV-BFV formalism was introduced in [16] . A classical BV-BFV theory associates to every manifold Σ of a fixed dimension -possibly with boundary -the data of a "BV-BFV manifold" ( [16] ), the space of fields F Σ (plus extra data). Classical BV-BFV theories can be quantized by the construction in [17] . This procedure associates to Σ a bi-complex H Σ with two commuting coboundary operators ∆ (the BV Laplacian) and Ω (the BFV charge). The modified Quantum Master Equation (mQME) is the statement that the partition function ψ is closed with respect to the coboundary operator 2 ∆ + Ω, i.e. (1) ( 2 ∆ + Ω)ψ = 0.
However, this construction works only if the space of fields is linear, i.e. a vector space. If the space of fields is nonlinear one has to linearize it, which amounts to working with a formal neighbourhood of a classical solution in the space of fields. In this paper we show how this can be done consistently for a large set of solutions at once for AKSZ theories.
AKSZ theories were introduced by Alexandrov, Kontsevich, Schwarz and Zaboronsky in [1] . They form a large class of topological BV theories that naturally admit BV-BFV extensions, as was shown in [16] and is recalled in the present paper in Section 3. In AKSZ theories the space of fields F Σ is a space of graded maps with target a fixed graded manifold M. If the target is a vector space, then also the space of fields has a vector space structure, but in many examples one is interested in nonlinear target (a prominent one being the Poisson Sigma Model, see [13] ). In this case, the quantization is constructed by linearizing around constant maps.
In this paper, we use methods of formal geometry, reviewed in Appendix A (see also [14, 15, 8] , and [28] for the case of graded target) to define a "covariant partition function" ψ. It is an inhomogenoeous differential form with values in the vector bundle H tot over (the body of) the target with fiber over x the space of states of the BV-BFV quantization around x. In Section 4 we show that it satisfies the following generalization of the mQME that we call "mdQME" (for modified differential Quantum Master Equation):
(2) d x − i ∆ + i Ω ψ = 0.
We also show that the operator ∇ G := d x − i ∆ + i Ω squares to zero, i.e. defines a flat connection on H tot (see Subsection 4.2) . If one interprets ∇ G as a quantum version of the Grothendieck connection (58), equation (2) says that ψ is the Taylor expansion of a globally defined object on M .
The main goal of this construction is to go further towards the deformation quantization of the relational symplectic groupoid [21, 11, 12] . The next step will be an extension of the results obtained here to the Poisson Sigma Model with alternating boundary conditions [19] . However, we also hope to deepen the understanding of how perturbative partition functions depend on the point of expansion. In AKSZ Sigma models, there is a nice smooth part of the moduli space of classical solutions given by constant maps. But e.g. in Chern-Simons theory the body of the target is a point, and one is interested in expanding around points representing equivalence classes of flat connections. This will be the subject of further investigation.
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Review of the BV-BFV formalism
In this Section we describe some of the mathematical structures of the BV and BFV formalisms developed in several papers such as [7, 6, 5, 4, 24, 23] during the 1970's and 1980's and their combination in [16, 17] .
2.1. Lagrangian Mechanics. In Lagrangian field theory we have an action functional S = t 1 t 0 L(q,q)dt as a functional on a path space N [t 0 ,t 1 ] for two different times t 0 , t 1 . Newton's equations are then recovered as the Euler-Lagrange equations (EL), i.e. critical points satisfying δS = 0. A solution is then uniquely specified by its inital conditions. These are given by C := T N which is called the space of Cauchy data. One may instead set conditions at t 0 and t 1 (usually by fixing the path endpoints). If we leave the boundary conditions unspecified, we end up with
where α is the Noether 1-form and EL denotes the term containing the EL equation.
Remark 2.1. By EL we will denote the space of solutions to EL.
The form ω := dα is then symplectic if and only if the Lagrangian L is regular, and in this case ω is the pullback on C of the canonical symplectic form on T * N by the Legendre mapping. Moreover, time evolution is given by a Hamiltonian flow φ. In particular, L := graphφ t 1 t 0 ⊂ T N × T N is a Lagrangian submanifold (the bar here denotes the same space with opposite symplectic form). We call such an object a canonical relation. One can also define L directly as L = π(EL), where
Lagrangian field theory. So far we have discussed the quantum mechanical picture (1dimensional), which we want to generalize to the picture of quantum field theory (higher dimensional) 2.2.1. Classical Lagrangian field theories. In Lagrangian field theory we have a class of local actions S M = M L for some Lagrangian L and some d-manifold M . The functional S M is defined on some space of fields F M . This can be a space of maps from M to another manifold, connections on M , sections of a fiber bundle, etc. Now to a (d − 1)-manifold Σ we associate the space F Σ of jets of fields at Σ × {0} on F Σ×[0,ε] , where ε > 0, which corresponds to "normal derivatives". The boundary term in the variational calculus defines a 1-form α Σ , for every Σ, with the property
with π M : F M → F ∂M the natural surjective submersion and EL M the "EL 1-form". One can then define ω Σ := d α Σ and we assume that ω Σ is presymplectic for every Σ. We denote by (F ∂ Σ , ω ∂ Σ ) the symplectic reduction of F Σ , which we assume to be smooth, by the kernel of ω Σ , and assume for simplicity that α Σ also descends to a 1-form α ∂ Σ on F ∂ Σ . Then ω ∂ Σ = dα ∂ Σ , and for every M we get a projection π M : F M → F ∂ ∂M and the equation
We can define L M := π M (EL M ), which by the previous equation is automatically isotropic. Moreover, we assume that L M is Lagrangian for every M , which is necessary for well-defined theories, and we define C Σ to be the space of points of F ∂ Σ that can be completed to a pair belonging to L Σ×[0,ε] for some ε > 0. By the assumption that L M is Lagrangian for any d-manifold M , C Σ is coisotropic. It represents the space of Cauchy data. Its symplectic reduction is called the reduced phase space, and it is usually singular. We call L M the evolution relation (More precisely, we split
Remark 2.3. It may also be convenient to remember points on the the fibers of EL M over L M as well and think of EL M → F ∂ ∂M as a correspondence, the evolution correspondence. We can then think of a classical Lagrangian field theory in d-dimension as the following data:
should be thought of as a functor.
Remark 2.4. Note that symplectic manifolds together with Lagrangian relations do not form a category, since the composition is only partially defined. However, it carries the structure of what is called a categoroid (see also [12] ).
2.2.2.
Quantization of regular Lagrangian field theories. In a regular theory, we have C Σ = C Σ = F ∂ Σ . We expect its geometric quantization to give a Hilbert space H Σ . For simplicity, assume that the symplectic manifold C ∂M is endowed with a Lagrangian foliation along which α ∂M vanishes and with a smooth leaf space 1 B ∂M . Then H ∂M is a space of functions on B ∂M . We denote by p ∂M the projection 2.3. The local, finite-dimensional BV formalism. The Batalin-Vilkovisky (BV) formalism is used to gauge fix theories and check gauge-fixing independence. Let us start with a local, finitedimensional version. For this, consider super coordinates q i , p i on R d|d and the symplectic form ω = i dq i dp i . The functions are given by ordinary smooth functions of the even coordinates tensor the Grassmann algebra generated by the odd coordinates. Here p i has parity opposite to q i . The BV Laplacian is defined as
Equivalently, ∆f = − 1 2 divX f for any f , where X f denotes the Hamiltonian vector field of f , and div is the divergence operator with respect to the Berezinian dp · · · dq · · · , i.e. divX = i ±∂ i X i . Moreover, we get the following lemma. Lemma 2.1. Let ∆ be the BV Laplacian as defined above. Then the following hold:
• ∆ 2 = 0,
• ∆(f g) = ∆f g ± f ∆g ± (f, g) for any functions f, g, where ( , ) denotes the BV bracket, i.e. the odd Poisson bracket given by the symplectic form ω.
Let f be a function of the p and q variables, and ψ an odd function only of the q variables. One defines the BV integral
to be intended as the integral of f on the Lagrangian submanifold L ψ = graph dψ.
Remark 2.5. dq 1 · · · dq n denotes Berezinian integration: In the even coordinates it is the standard integration; in the odd coordinates it is just the selection of the top coefficients in the Grassmann algebra (with a choice of orientation).
Lemma 2.2. Assume that integrals converge. Then we get that
Remark 2.6. Suppose L 0 f is ill-defined but ∆f = 0. Then we can replace the ill-defined integral by a well-defined one L ψ f and it does not matter which ψ we choose (as long as the integral converges). This procedure is called gauge-fixing.
In view of applications to path integrals, we write f = e i S . Then ∆f = 0 corresponds to the Quantum Master Equation (QME)
The central idea is to allow S to depend on the parameter and solve the QME order by order (if possible). The lowest order term is the Classical Master Equation (CME)
Note also that the QME is a deformation of the CME in terms of . The main point here is that the CME may be defined on infinite dimensional manifolds, which are indeed needed in field theory.
Integration together with the actual definition of ∆ are deferred to a second step (e.g. perturbative path integral quantization). We will introduce a Z-grading, which represents the so-called ghost number. Assign to ω the degree −1, such that the Hamiltonian vector field Q of a degree zero function S has degree +1. The CME for S is equivalent to [Q, Q] = 0. One says that Q is a cohomological vector field. Moreover, one can generalize the BV integral to a partial integration. Assume a splitting of coordinates (p, q) = (p ′ , p ′′ , q ′ , q ′′ ) with ω = ω ′ + ω ′′ and ∆ = ∆ ′ + ∆ ′′ . If f is a function of all coordinates and ψ an odd function of the q ′′ s, one defines the BV pushforward
One can actually prove that
where the original space of fields F M appears as its degree zero component.
• ω M is an odd symplectic form of degree −1 on F. • S M is an even function of degree zero on F M , which extends the classical action and satisfies the CME (S M , S M ) = 0. One defines Q M as the Hamiltonian vector field of S M , i.e. by the equation
Corresponding to the fact that S M is a functional on the space of fields, we can define δ to be the de Rham differential on the space of fields and d to be the de Rham differential on M . Then Q M has degree 1 and [Q M , Q M ] = 0 (cohomological vector field).
2.4. The case with boundary. Equation (5) holds no longer if M has boundary, i.e. we have to deal with the boundary terms by computing δS M as we saw before. Thus we define the space F Σ of preboundary fields on a (d − 1)-manifold Σ as the jets at Σ × {0} of F Σ×[0,ε] . Integration by parts in the computation of δS Σ×[0,ε] yields a 1-formα Σ of degree zero on F Σ . We denote by ω Σ its differential and assume that ω Σ is presymplectic. Again, we denote by (F ∂ Σ , ω ∂ Σ ) the symplectic reduction of ( F Σ , ω Σ ). Then for simplicity, we assume that α Σ also descends to a 1-form α ∂ Σ on F ∂ Σ . Let π M : F M → F ∂ ∂M be the induced surjective submersion. One can then prove that Q M descends to a cohomological vector field Q ∂ ∂M , which is Hamiltonian with respect to ω ∂ ∂M , and that the fundamental equation of BV theory for manifolds with boundary (see [16, 17] ) holds:
We call this equation also the modified Classical Master Equation (mCME). Then the mCME is given by
As a consequence, in terms of the boundary action S ∂ ∂M , we have
To quantize for manifolds with boundary, we need to first fix a polarization P on F ∂ ∂M . We assume that the leaf space B P ∂M is smooth and set H ∂ ∂M to be the functions on B P ∂M . Moreover, assume for simplicity that α ∂ ∂M vanishes on fibers, and assume a splitting of the fibration F M → B P ∂M given by
∂M . Such a splitting leads to a fiberwise version of the mCME. As a result the exponential of the action is ∆-closed only up to boundary terms that can be summarized as the action of a differential operator Ω P ∂M on B P ∂M that quantizes S ∂ ∂M , i.e.
Moreover, we assume (Ω P ∂M ) 2 = 0, which corresponds to the fact that the theory has no anomalies.
Perturbative quantization.
We first define the state (or partition function)
where L is a Lagrangian submanifold of Y. The standard techniques of the BV formalism give us
and changing gauge-fixing modifies ψ M by an Ω ∂M -exact term. Thus ψ M defines a class in the space H 0 Ω ∂M (H P ∂M ). One can see this formally:
2.5. Residual fields and the mQME. Usually, the only way of computing the functional integral is to perturb around a quadratic or free theory. Let S 0 be the quadratic theory. We denote by V P M the space of critical points of S 0 relative to the boundary polarization P modulo symmetries. We assume a symplectic splitting
Finally, we get the equation
which we call the modified Quantum Master Equation (mQME). We call V P M the space of residual fields (zero modes), and Y ′ the space of fluctuation fields.
Perturbative Quantization of AKSZ Sigma Models
3.1. Review of AKSZ Sigma Models in the BV-BFV formalism. We will begin with a brief review of AKSZ Sigma Models ([1]) as described in [16] . Recall that a degree m Hamiltonian manifold is a triple (M, ω, Θ) where M is a graded manifold, ω is a symplectic form of degree m and Θ is a degree m + 1 function on M satisfying
where { , } is the graded Poisson bracket on C ∞ (M). Such a manifold has a degree +1 cohomological vector field Q = {Θ, }. Now, fix a Hamiltonian differential graded manifold (M, ω, Θ) of degree n − 1 for n ≥ 1. Let Σ be an n-dimensional compact manifold, possibly with boundary. Then we can define the space of fields of the AKSZ Sigma model with source Σ and target M as
Here "Map" denotes the right adjoint functor to the Cartesian product of graded manifolds (with a fixed factor). On objects we have Hom(X, Map(Y, Z)) = Hom(X × Y, Z), where Hom denotes the set of graded manifold morphisms ( [16] ).
3.2.
Polarized AKSZ Sigma Models. In this note we will especially be interested in the case where M = T * [n − 1]M , with M a graded manifold, such that the symplectic form is given by the canonical symplectic structure ω 0 . Coordinates on the space of fields can be considered as a pair (X, η), where X and η are the base and fiber components of the map respectively. The action can be written as
where the kinetic and interaction term are given by
where , denotes the canonical pairing between tangent and cotangent bundle on M and we think of elements of C ∞ (T [1]Σ) as differential forms in the usual way, i.e. of elements in Ω • (Σ). In [16] it was shown that these data define a BV-BFV theory as in Subsection 2.
with canonical symplectic structure.
3.3. Linearization of polarized AKSZ theories. In this note we want to quantize polarized AKSZ theories as perturbations of abelian BF -theory. This can be done by "linearizing the target", i.e. replace the space of fields with the formal neighbourhood of a constant field. Using methods of formal geometry as in [9, 25, 20, 14, 8] one can do this consistently for all constant solutions at once. We recall this procedure and its extension to graded manifolds, which is discussed in [28] , in Appendix A. For details we refer to [14, 8] .
3.3.1.
Linearizing the AKSZ construction. The idea now is to linearize the theory around critical points of the kinetic part of the action. Denote by M the body of the graded manifold M , and let x ∈ M . We will work in formal neighbourhoods of constant maps
Let ϕ be a formal exponential map on M , this induces a map
by taking post-composition with the cotangent lift. Notice that ϕ is a local symplectomorphism and that
where T denotes the Taylor expansion as in A.2. If we define
then the pair (F Σ,x , S Σ,x ) is a BF -like theory in the sense of [16] , i.e. the kinetic part of the action is a sum of copies of the kinetic part of abelian BF -theory and it satisfies the mCME (see section
Notice that it could be obtained from the AKSZ construction with target T * [n − 1]T x M and hamiltonian function Θ x = Tϕ * x Θ. We regard Θ x as a formal function on T [n − 1] * T x M and we will write
where r = dim T x M and the ξ i are the cotangent coordinates of the coordinates y i .
3.3.2.
Varying the classical background. We now define the map S Σ to be given by
it is also a formal power series in the second argument, hence we can express Y as
Notice that here we pull back to the body M of M via the zero section of M → M . On a closed manifold we have d
This condition is called the differential Classical Master Equation (dCME) (see [20, 8, 16, 17] ). On a manifold with boundary, we get the vector field Q Σ,x from the BV-BFV theory on F Σ,x . We can lift the vector field R to a vector field R on F Σ and define Q Σ = Q Σ + R, where Q Σ is the Hamiltonian vector field for S Σ . Then we have
3.4. Quantization. We now have a bundle of BF -like theories over the body M of M . In every fiber we can apply a perturbative BV-BFV quantization as in [17] . That is, we define a splitting of the space of fields
x and split the fields accordingly as
x M is the space of residual fields and Y Σ,x is a symplectic complement of B P ∂Σ ×V Σ,x . The polarizations that we consider are defined by splitting the boundary ∂Σ = ∂ 1 Σ ⊔ ∂ 2 Σ and choosing the X-representation on ∂ 1 Σ and the E-representation on ∂ 2 Σ. Let us denote by H P the boundary state space that we recall briefly below in 3.4.2. We then choose a Lagrangian submanifold L Σ,x ⊂ Y Σ,x and define the state by the formal BV-integral
where H Σ,x is the BV-BFV space of states given by
We can define the bundle H P Σ,tot → M as the union of these fibers (we will simply write H tot if it is clear from the context). One can check that the states ψ Σ,x do not assemble into a covariantly constant section of this bundle. Instead, we will define the covariant state as the formal integral (18) ψ(x, e, X, E) =
3.4.1. Feynman graphs and rules. The Feynman graphs and rules are the same as in [17, 18, 20] , but there are additional interaction vertices given by S Σ,x,R . Namely, to an interaction vertex with k incoming and l outgoing half-edges labelled by i 1 , . . . , i k and j 1 , . . . j l respectively we associate (11). To a vertex labeled by R, with k incoming half-edges labelled i 1 , . . . i k and one outgoing edge labelled j, we associate Y j i;i 1 ,...,i k (x) as in (13) . Half-edges can start at e zero modes and boundary vertices on ∂ 1 Σ and end at x zero modes or boundary vertices on ∂ 2 Σ. See figure 1 . In the next sections we will prove that the covariant state satisfies a "covariant version" of the mQME (see [17] and subsection 2.5), and that this can be interpreted as a flatness condition with respect to a flat connection on H P Σ,x .
3.4.2.
The boundary state space for BF -like theories. In [17] the space of states H P ∂Σ is defined as follows. Let Σ be a d-manifold and denote for a nonnegative integer n and an integer ℓ by H n Σ,ℓ the vector space of n-linear functionals on Ω • (Σ)[ℓ] of the form
, where τ (Σ) denotes the Reidemeister-Ray-Singer torsion of Σ. Here D denotes a distributional form on Σ n . Then one can write
Perturbative calculations of partition functions and expectation values of observables for BF -like theory yield asymptotic states of the form
where T Σ is (some power of) the torsion of the complex of residual fields ( [17] ), and where the coefficients R j n 1 n 2 (x, e) are distributional forms on (∂ 1 Σ) n 1 × (∂ 2 Σ) n 2 . We have denoted by S eff Σ the effective BV-action of the abelian BF theory. Moreover, H P ∂Σ comes with an operator Ω 0 given by standard quantization of the abelian BF action for the given polarization, i.e.
The full covariant state. Above we have defined what in [17] is called the "principal part" of the state. However, to prove the mQME and its covariant version, we need to define the full covariant state. The problem consists in higher functional derivatives that might appear in the quantization of the action in perturbed BF -theory. The idea developed in [17] , Section 4.1, where we refer to for a detailed discussion, is to "regularize the states" instead of regularizing the derivatives. One can summarize the construction by saying that the Feynman rules have to be extended to allow vertices of higher valence on the boundary. I.e., at a vertex on ∂ 1 Σ there can be a certain number k of outgoing half-edges, contracted with a composite field [X i 1 · · · X i k ]. Similarly, at a vertex on ∂ 2 Σ there can be any number l of incoming half-edges, contracted with a composite field [E i 1 · · · E i l ], see Figure 2 . Any higher functional derivatives δ k δX i 1 ···δX i k appearing in Ω are interpreted as derivatives with respect to composite fields δ δ[X i 1 ···δX i k ] . The full covariant state given by these Feynman rules will be denoted in boldface by ψ. To describe the full space of states, one needs to introduce the concept of composite fields as it was shown in [17] . We can define a "bullet" product • by (20)
where u and v are smooth differential forms depending on bulk and residual fields and [X i X j ] is the notation for the composite field as in [17] . Thus we get
We can then define a regular functional on the space of polarized boundary fields. It is given by linear combination of expressions of the form
where the I j i and J j i are (target) multi-indices and L
··· is a smooth differential form on the product of compactified configuration spaces C m 1 (∂ 1 Σ) and C m 2 (∂ 2 Σ) depending on residual fields.
The modified differential Quantum Master Equation (mdQME)
The mQME, as a condition to hold in the BV-BFV formalism on manifolds with boundary, needs to be modified for a globalized AKSZ theory. The more general condition is called the modified differential Quantum Master Equation (mdQME). The classical and quantum aspects of this modification are discussed in [8, 16] , and first discussed for manifolds with boundary in [20] . In this section we want to show that the mdQME is indeed satisfied for the construction so far. We have the following theorem (For the notion of anomaly free theory, see definition 4.2 below). where we denote by d x the de Rham differential on M , the body of the graded manifold M .
We will to prove this by considering the Feynman graphs of the theory analogously to the proof of the mQME in [17] .
Remark 4.1. We want to think of the operator
as a connection on the total space of states bundle over (a part of) the moduli space of classical solutions of the theory. The goal of this section can be rephrased as showing that the state gives a well-defined ∇ G -cohomology class. For this we have to show that:
(1) The state defines a flat section (the mdQME),
The connection ∇ G is flat, i.e. ∇ 2 G = 0, (3) The cohomology class of ψ is independent of the choices made, i.e. if we alter any of these choices, the state changes in a controlled way This will be the program of this Section. Heuristically, this result can be interpreted as saying that the state comes from a well-defined function on (a part of) the moduli space of classical solutions of the theory.
4.1.
Proof of the mdQME. For the following computation we consider Feynman graphs which have also arrows arriving at the boundary deriving the functions attached there. Let G denote the set of Feynman graphs of the theory. Then ψ can be written as
where we include the combinatorial prefactor (−i ) loops(Γ)
in ω Γ (here loops(Γ) denotes the number of loops of a graph Γ). Note that ω Γ is a (V Σ,x -dependent) differential form on C Γ × M . Now recall Stokes' theorem for integration along a compact fiber with corners:
The integrals in (22) are fiber integrals, hence we can apply (23) to yield
Here d inside the integral is the total differential on M × C Γ , and thus we can split it as
Here d 1 denotes the part of the de Rham differential acting on the propagators in ω Γ , and d 2 the part acting on X and E fields. Let us introduce some more notation: The set of edges of Γ will be denoted by E(Γ). We denote by E k (Γ) the set of edges e whose removal increases the number of connected components by k. Clearly E(Γ) = E 0 (Γ) ⊔ E 1 (Γ), and e ∈ E 1 (Γ) if and only if e is not part of a loop in Γ. We denote by V (Γ) the set of vertices; it decomposes into bulk vertices V B (Γ) and boundary vertices V ∂ (Γ). The boundary of the configuration space is a union of several faces. We will denote by F ij the faces where two bulk vertices i, j ∈ V B (Γ) collapse in the bulk. By F ≥3 we denote the union of the faces where at least three bulk vertices collapse in the bulk, usually called "hidden faces". By F ∂ i 1 ,...,i k ,j 1 ,...,j l we denote faces where the bulk vertices i 1 , . . . i k ∈ V B (Γ) and the boundary vertices j 1 , . . . , j l ∈ V ∂ (Γ) collapse at a point in the boundary; the union of all these faces is denoted F ∂ Γ . Definition 4.2. We say that a theory is (hidden faces) anomaly free if for every graph Γ we have that
i.e. all possible contributions of hidden faces vanish. Remark 4.2. A theory that is famously not anomaly free is Chern-Simons theory, see [2, 3] and [10] , where the first ansatz for the quantum theory depends on the choice of gauge fixing. In this case one can get away with introducing a framing and a framing-dependent counterterm for the dependence on the gauge fixing. On the other hand, there are many examples of anomaly free theories. In particular, Kontsevich's result [27] implies that any 2-dimensional theory is anomaly-free, e.g. the Poisson Sigma Model ( [26, 30, 29, 13] ).
Remark 4.3 (Counterterms).
A general ansatz to deal with theories with anomalies is the addition of counterterms to the action. If the differential form which results from integrating over a hidden face is exact, one can add the corresponding primitive to the action, thus producing new vertices cancelling the anomaly. In Chern-Simons theory, this produces the "framing" anomaly, since the only hidden faces contribution comes from faces where all vertices in a graph collapse. The resulting differential form is a representative of the relative Pontryagin class of M × I, whose primitive is the Chern-Simons form of the flat connection used to construct the propagator.
Remark 4.4 (Tadpoles). In the quantization of general AKSZ theories one can have tadpoles, also called short loops, i.e. arrows starting and ending at the same vertex. They need to be treated seperately and can in principle spoil the mdQME. The best way to get around them is to assume that the theory satisfies a "unimodularity" condition, i.e. that each contraction of any vertex tensor with itself is zero. We will assume unimodularity from now on.
Let us denote the quantization of a given boundary action S ∂ Σ of an AKSZ theory S Σ by Ω = Ω 0 + Ω pert , where Ω 0 denotes the de Rham differential acting on the boundary fields, which is the standard quantization of the unperturbed boundary action (see Section 3.4.2), and Ω pert is determined by the boundary configuration space integrals. Now we are able to state the following proposition. (i) The action of the BV-operator on the state is given by
The action of Ω 0 on the state is given by
Furthermore we define
Note that Ω does not depend on the residual fields. This is clear for Ω 0 . For Ω pert one should note that if a graph containing residual fields collapses at a boundary point p, then the residual fields are just evaluated at p, while the limiting propagators do still appear under the magnifying glass at the boundary of configuration space at p. The resulting form corresponds to Ω applied to a graph containing the residual fields on the boundary at p. This proposition immediately implies the mdQME for anomaly free theories by the following simple computation.
The proof of the proposition is the content of the next two subsections. Note that (28) is a direct consequence of the definition of Ω 0 .
4.1.1.
On the definition of Ω pert . In equation (31) we only define the action of Ω pert on the state ψ. In general the construction of Ω pert goes as follows, see also [17] . We have Ω pert = Ω X pert + Ω E pert , where Ω X pert is constructed as follows. Denote by Γ a Feynman graph of the theory, and let Γ ′ be a subgraph of Γ (we use the notation Γ ′ ≤ Γ) which contains only bulk vertices and vertices on the boundary component, say, where we work in the X-representation. Then there is a corresponding contribution Ω Γ ′ ≤Γ to Ω given as follows. If Γ ′ has inward leaves (i.e. there is an arrow from some vertex in Γ \ Γ ′ to a vertex in Γ ′ ) then Ω Γ ′ ≤Γ vanishes. Suppose the l outward leaves are labeled by j 1 , . . . j l and suppose Γ ′ has k boundary vertices with boundary fields [X I j ], j = 1, . . . , k. Then
where σ Γ ′ is the differential form on ∂ 1 Σ whose value at x ∈ ∂ 1 Σ is given by integrating the limiting propagators over the compactified configuration space C Γ ′ in the upper halfspace. Here in C Γ ′ we take the quotient by translation and scaling. Put differently, there is a boundary face ∂ 1,Γ ′ C Γ of C Γ corresponding to the collapse of Γ ′ at ∂ 1 Σ, that face is given by
where * is a new vertex in ∂ 1 Σ. Let Γ ′ amp be the "amputated" graph Γ ′ where we cut off all the outward leaves and the ones containing residual fields. Then σ Γ ′ is given as follows. Let σ Γ ′ be the pushforward of ω Γ ′ amp along the map π : C Γ ′ × C Γ/Γ ′ ⊔{ * } → C Γ/Γ ′ ⊔{ * } . Since we take the amputated Γ ′ , this pushforward is a basic form in p : C Γ/Γ ′ ⊔{ * } → ∂ 1 Σ, and the corresponding form on
where the sum runs over all Feynman graphs Γ of the theory and all their subgraphs Γ ′ . Figure 3 . An example of a term in Ω.
One can construct Ω E pert analogously.
4.1.2.
The action of the BV-operator ∆. In this section we will prove (27) , by using the identity ( [17] )
where ζ 12 = ζ(u 1 , u 2 ) is a propagator as in [17] for u 1 , u 2 ∈ Σ. Recall that the BV-operator is given by where deg ∂
Let us introduce some more notation for certain operations on graphs. For any graph Γ, let • denote either an edge e = (i, j) or a pair of residual fields x i , e j
3
. Denote by Γ ′ • the graph resulting from removing the component labeled by • and replacing it with a diagonal class between points i and j, i.e. the sum k ±π * i χ k π * j χ k (see also figure 4 ). Clearly, we have
On the other hand, the properties of the BV-operator imply
which we can interpret as a first order differential operator on a product z + i z i . By construction we get that if the edge e starts at i and ends at j, we have
since each edge comes with a factor of (−i ). Now consider the action of ∆ on ψ, and note that
The sum in equation (35) above can be seen as summing over all graphs with one egde markedwe will denote this set by G E . In the sum in equation (37) above we sum over all graphs with one pair of residual fields marked -we will denote this set by G pair . Now define a map
which exchanges the marked edge for a marked pair of residual fields. Clearly this map is invertible and its inverse exchanges the marked pair of residual fields for a marked edge. The contributions to sum labeled by Γ and Γ agree up to a factor by equation (36). We conclude the proof. 4.1.3. The boundary terms. In this section we will prove equation (29) . First notice that all the x-dependence of ω Γ lies in the bulk vertex tensors. There are two types of bulk vertex tensors, arising from V Σ,x and S Σ,x,R respectively, we will call them Type I and Type II vertices. Let us analyse them in more detail. First, recall that
(the Θ's are exactly one set of vertex tensors in the Feynman graphs). The fact that
In terms of the vertex tensors it reads as
for every k, l ≥ 0. This can be understood as follows: From a (k ′ , l ′ )-tensor Θ ′ and a (k ′′ , l ′′ )-tensor Θ ′′ we can form a (k, l) = (k ′ + k ′′ − 1, l ′ + l ′′ − 1)-tensor y by contracting exactly one index. We will say Θ has been merged from Θ ′ and Θ ′′ . If we sum over all possibilities of constructing (k, l)-tensors this way, the result vanishes. Now, suppose we have a graph Γ with an edge e between two type I vertices v ′ and v ′′ , with vertex tensors Θ ′ and Θ ′′ , respectively. The boundary of C Γ contains a face where these two vertices collapse; by normalisation of the propagator, the integral over the corresponding fiber yields ±1. We are left with a new graph Γ/e where the edge has been collapsed into a new marked vertex. The vertex tensor at this new vertex has been merged from Θ ′ , Θ ′′ . Now, sum over all graphs, and the corresponding boundary contributions of edges between type I vertices. Then we will sum over all ways of merging a vertex in Γ/e. Hence these contributions vanish by (39). Similarly, one can argue for edges between type II vertices, since also (S Σ,x,R , S Σ,x,R ) = 0. For edges between Type I and Type II vertices, the relation d x V Σ,x = (S Σ,x,R , V Σ,x ) implies (29).
4.2.
Flatness of ∇ G . We need to show that ∇ G = d x − i ∆ + i Ω is a flat connection, i.e. that is squares to zero. This condition is the same as saying that (40) i (d x Ω + Ωd x ) = −2 Ω 2 since ∆Ω + Ω∆ = d x ∆ + ∆d x = 0. Here we interpret d x and Ω as operators on H tot -valued differential forms. Equivalently, we can interpret Ω as an element of the differential graded Lie algebra of sections of • T * M ⊗ End(H tot ) and rewrite equation (40) in the following intriguing fashion:
Equation (41) shows that i Ω is a Maurer-Cartan element in this dg-Lie algebra. One can prove this equation by using Stokes' theorem for the definition with Feynman diagrams, similarly as in the proof of flatness in the mQME section of [17] . The crucial point is the following lemma.
Lemma 4.4. We have that
where I 1 , . . . , I k are the boundary vertices of Γ ′ and the outward leaves of Γ ′ are labelled by J = j 1 , . . . , j l . An analogous statement holds in the E-representation.
Proof.
Since Ω X pert has degree 1 we can write
By definition, Ω contains only first order derivatives (with respect to composite fields). Hence in the commutator the quadratic terms cancel and we are left with the terms where the derivatives act on the coefficients. The bracket
is nonzero if and only if the outward leaves of Γ ′ 1 exactly match the composite field at one of the vertices of Γ ′ 2 (or vice versa). In the first case, the corresponding contribution is (for simplicity we assume that the corresponding vertex is labelled by
where the composite fields at the vertices of Γ ′ i are labelled by I i j , 1 ≤ j ≤ k i , and the outward leaves of Γ ′ 2 are labelled by J. "Blowing up" the corresponding vertex i (we denote this operation by • i ) by replacing it by Γ ′ 1 , from Γ 2 we obtain a new graph Γ, and from Γ ′ 2 a subgraph Γ ′ of Γ. Denoting the subgraph Γ ′ 1 ≤ Γ ′ ≤ Γ by Γ ′′ , we obtain that Γ ′ 2 = Γ ′ /Γ ′′ . In this way we obtain all possible graphs Γ with all possible combinations of subgraphs Γ ′′ ≤ Γ ′ ≤ Γ. See also figure 5 . Figure 5 . An example of a term in Ω 2 .
Now the proof that Ω satisfies the Maurer-Cartan equation can be done very similarly to the original one in [17] .
Proof of (41). We prove the equation for Ω X , but the proof for Ω E is analogous and then the claim follows because Ω X and Ω E anticommute. We use again Stokes' theorem (twice). Suppose we apply d to a summand Ω
Then, applying Stokes' theorem we find
(the second term is produced when d acts on the X fields). Now, we have
Since the limiting propagator on C Γ ′ is closed we have dω = d x ω. In the boundary integral, we have again three classes of faces. The faces where two bulk points collapse cancel out with d x ω by the mCME. The terms where more than two bulk points collapse vanish by our assumption that the theory is anomaly free. The terms where a subgraph of Γ ′ collapses at the boundary produce exactly 1 2 Ω X pert , Ω X pert by Lemma 4.4. 4.3. Dependence of the state on choices. The definition of the state depends on the choices of • the propagator,
• the residual fields,
• the formal exponential map. In this section we will explicitly show how the state transforms under a change in any of these choices. Namely, if we parametrize the choices by t, then
for some operator τ acting on H tot and a section ̺ ∈ Γ(H tot ). See remark 2.22 in [17] . In particular if τ is zero, the connection ∇ G does not change and the state changes by a ∇ G -exact term. Let us analyse the right hand side of (44). The section ̺ is also described in terms of Feynman graphs, which we will describe in the following.
Possible choices.
We have three different choices of how we can mark the graphs according to the change of the state. One possibility is to mark the leaves of a graph Γ, which corresponds to the change of residual fields and the propagator. The other one is to mark the edges which corresponds to the change of the propagator and the last choice is to mark the vertices, which corresponds to the change of the formal exponential map.
4.3.2.
Changing the residual fields. Fix some representatives χ i and χ i and consider their change by exact forms asχ
, 2} (D stands for Dirichlet). Then the propagator changes by
where by Γ x m we mean graphs with a labeled x leaf and ω Γ x m is the usual ω Γ but with z iχ i placed at the marked leaf. Similarly, by Γ e m we mean graphs with a labeled e leaf and by ω Γ e m the usual ω Γ but with z + iχ i placed at the marked leaf. These terms arise when the time derivative hits a leaf. Finally, Γ e m denotes graphs with a marked edge e ∈ E(Γ), and ω eσχ Γ e m denotes the usual ω Γ , where at the marked edge we place ±π * 1 σ i π * 2 χ i . These terms arise when the time derivative hits a propagator. We call them "edge splits" since the corresponding propagator in ω is split, see figure 6. Define ̺ := Γ l m marked and connected graph ̺ Γ l m = Γ l m marked and connected graph
Here l ∈ {x, e}. Again Γ l m denotes a graph with a marked l leaf. In ω ′ Now we show that
The easiest way to see this is by considering graphs. We can expand
where now the sum runs over all graphs, either connected or not. Now, we again consider Stokes' theorem for integrals along the fiber
One can check that the edge split in d dt ψ corresponds to ∆ applied to a graph (up to some signs) having the same amount of leaves and carrying the same residual fields with the difference that for the two leafs splitting an edge, where one leaf carries a residual field x = z i χ i (e = z † i χ i ) and the other one a primitve field z † i σ i (z i σ i ). Moreover, one can check that the graphs with the dσ i (dσ i ) leaves on the left hand side get produced by applying the de Rham differential on the configuration space to graphs with a σ i (σ i ) leaf. The rest of terms cancels out as in the proof of the mdQME. Since we do not change the propagators and the vertices here, we have that τ = 0. 4.3.3. Changing the propagator. We can change the propagator by an exact form λ ∈ Ω n−2 (C 2 (M )) with the appropriate boundary conditions (but keep the residual fields fixed),
In this case ̺ is given by the sum of all connected Feynman graphs with one marked edge, evaluated using the usual Feynman rules, but placing λ at the marked edge. Again, we claim that ψ changes as in (46). The proof is very similar to the above, using the fact that
where ω e Γ is the form obtained by placing dλ at the edge e. In this case we can have graphs with a marked edge collapsing at the boundary, which correspond to the action of τ to ψ.
4.3.4.
Changing the formal exponential map. We can also change the connection on the graded manifold M used to construct the formal exponential map, this is described in sections A.5 and A.6. From a multivector Y on M we can construct a functional
We can do the same construction pointwise for formal vertical multivector fields Y , yielding
Moreover, writing ψ = L e i S Σ,x , one formally obtains ( [8] ) that
is a generator of the gauge transformation applied to the formal exponential map; see A.5,A.6. Formula (52) motivates to introduce graphs with one marked vertex, labeled by C, with vertex tensor coming from the formal Taylor expansion of (53)
If we vary the formal exponential map, the vertex tensors at interaction and R vertices change according to the formulasṠ
The term L C S Σ,x on the left hand side of (46) should also cancel out by a term in the boundary integral of (48), since there will be one term of the form (S Σ,C , S Σ,x ) and thus corresponds to the collapse of the marked vertex with another interaction vertex. If we have a vertex with S Σ,x,R , we can obtain on the left hand side of (46)Ṡ Σ,x,R = S Σ,x,Ṙ . Now by the fact that (S Y ,
and (55), we can see again that this will cancel with terms on the right hand side of (46) coming from graphs with marked C vertices. Moreover, in this case we have graphs with marked vertices collapsing at the boundary, which corresponds to the action of τ on ψ. This completes the proof.
Remark 4.5. In this note we only considered free boundaries. We could also consider a boundary component ∂ fix Σ where we put boundary condition. As explained in [13, 1] boundary conditions compatible with the BV formalism are Q-invariant Lagrangian submanifolds of the boundary space of fields. As we prove the dQME (and the mdQME) by Stokes' theorem, we have also to take boundary contributions on ∂ fix Σ into account. The classical boundary conditions mentioned above make the contributions corresponding to a single bulk point approaching ∂ fix Σ vanish. If the terms where two or more bulk points collapsing at ∂ fix Σ do not vanish, the theory needs quantum boundary corrections (similarly to what happens in the Landau-Ginzburg model). We will consider this in the case of the PSM in [19] .
Appendix A. Formal geometry
We are interested in how perturbative expansions change if one changes the point of expansion. The language of formal geometry ( [25, 9] ) provides adequate tools to study how the coefficients of Taylor expansions change if one changes coordinates. In this appendix we recollect some notions of formal geometry. We follow the expositions of [14] and [8] , and refer to these papers for proofs of the statemets. Another reference is [22] .
A.1. Formal power series on vector spaces. We begin with a very short review of formal power series on vector spaces. If V is a finite-dimensional vector space, the polynomial algebra on V is the symmetric algebra of the dual vector space
If e 1 , . . . , e n is a basis of V , with dual basis y 1 , . . . , y n , then elements f ∈ S • V can be represented by
with only finitely many non-vanishing f I . Here I = {i 1 , . . . , i k } is a multiindex and we understand y I = y i 1 · · · y i k , y ∅ := 1. We can complete this algebra to the algebra of formal power series SV * , where infinitely many coefficents f I can be nonzero. Both S • V * and SV * are commutative algebras with the multiplication of polynomials or formal power series respectively, generated by V * . Derivations of these algebras are specified by their value on these generators, hence the map
is an isomorphism with inverse
In coordinates, it simply amounts to sending e i → ∂ ∂y i . where the x i are coordinates on the base and the y i are coordinates on the fibers. We identify two generalised exponential maps if their jets agree to all orders. A formal exponential map is an equivalence class of generalised exponential maps. It is completely specified by the sequence of functions ϕ i
. By abuse of notation, we will denote equivalence classes and their representatives by ϕ. From a formal exponential map ϕ and a function f ∈ C ∞ (M ), we can produce a section σ ∈ Γ( ST * M ) by defining σ x = Tϕ * x f , where T denotes the Taylor expansion in the fiber coordinates around y = 0 and we use any representative of ϕ to define the pullback. We denote this section by Tϕ * f , it is independent of the choice of representative, since it only depends on the jets of the representative. A.6. Extension to graded manifolds. The results of the previous subsections can be generalised to the category of graded manifolds using the algebraic reformulation of formal exponential maps developed in [28] . Namely, given a formal exponential map ϕ on a smooth manifold M , one can construct a map (61) pbw : Γ( ST M) → D(M ) from sections of the completed symmetric algebra of the tangent bundle to the algebra of differential operators D(M ) by defining (62) pbw(X 1 ⊙ · · · ⊙ X n )(f ) = d dt 1 t 1 =0 · · · d dt n tn=0 f (ϕ(t 1 X 1 + . . . + t n X n )).
This map can be defined also in the category of graded manifolds by choosing a torsion-free connection ∇ on the tangent bundle of a graded manifold M . In particular, there still exists an element R ∇ 
One can prove that (68) still has the same properties, namely, the image of Tϕ * consists precisely of the D G -closed sections of ST * M . One can describe how the formal exponential map varies under the choice of connection mimicking the construction for the smooth case described in A.5. Namely, assume we have a smooth family ∇ t of connections on T M , then we can associate to that family a connection ∇ on M × I. The corresponding R ∇ still can be split as R ∇ = R ∇ t + C ∇ t dt + T as in subsection A.5, where C ∈ Γ(M, ST * M ). The fact that (D G ) 2 = 0 translates into the same equations as before, namely, we have (69)Ṙ ∇ t = d M R ∇ t + C ∇ t , R ∇ t and for any section σ in the image of Tϕ * we have (70)σ = −L C ∇ t σ.
