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Abstract
We improve seasonal hindcast skill of European summer climate in an ensemble based coupled seasonal prediction system 
by selecting individual ensemble members based on their respective consistent chain of processes that describe a physical 
mechanism. This mechanism is associated with the second mode of seasonal climate variability in the North-Atlantic-
European sector and is contrary to the summer North Atlantic Oscillation. We initially analyse the mechanism in the ERA-
Interim reanalysis and then test the influence of the mechanism on European hindcast skill in an initialised coupled seasonal 
climate model. We show that the mechanism originates in the tropical North Atlantic in spring, where either warm or cold 
sea surface temperature anomalies (SSTs) are connected with the European climate by an upper-level wave-train. This wave-
train is accompanied by a zonal pressure gradient, that in turn influences the climate over central Europe in the following 
summer. We analyse the seasonal summer hindcast skill in a mixed resolution hindcast ensemble simulation generated by 
MPI-ESM, with 30 members starting every year in May. While the mean over the full ensemble shows no seasonal hindcast 
skill in summer, we achieve significant hindcast skill through forming a new mean over subselected ensemble members. For 
this selection, we test every ensemble member for the proposed consistent chain of connections between the wave-train, the 
zonal pressure gradient and their impact on European summer temperatures, and find that the processes that describe the 
mechanism are not represented in every ensemble member. Due to its influence on European summer climate, we use the 
condition of the persistent spring SSTs to anticipate the phase of the mechanism in each considered year. We thus use statisti-
cal relations to select ensemble members generated by a dynamical prediction system. With this approach, we significantly 
enhance the seasonal hindcast skill and the reliability of the hindcasts in the North-Atlantic-European sector, especially in 
the areas where the mechanism is showing a prominent signal. Since we only use knowledge that would be available in a 
real forecast set-up, this approach can potentially be applied in operational ensemble prediction systems.
1 Introduction
Current state-of-the-art prediction systems show seasonal 
predictability in various areas, including large parts of 
the North Atlantic, but their prediction skill for European 
climate is still very limited, particularly during the sum-
mer season (e.g., Arribas et al. 2011; Baehr et al. 2015). 
Seasonal predictions often lack an understanding of the 
physical processes (Doblas-Reyes et al. 2013) and while 
seasonal European winter climate is mainly dependent on 
the phase of the North Atlantic Oscillation (NAO) (Hurrell 
1996), various mechanisms are influencing the summer cli-
mate in Europe on seasonal time scales (e.g., Cassou et al. 
2005). As shown in previous works (Domeisen et al. 2015; 
Dobrynin et al. 2018), improved seasonal hindcast skill can 
be achieved if driving mechanisms are included into the 
prediction through the selection of ensemble members via 
physical criteria. Here, we improve seasonal summer hind-
cast skill in an ensemble based seasonal prediction system, 
by selecting individual ensemble members for a mechanism 
that connects areas of high predictability in the tropical 
North Atlantic with the summer climate over Europe.
In the North-Atlantic-European sector, the tropical North 
Atlantic is a major source of low-frequency climate variabil-
ity and has in turn a strong influence on seasonal variability 
in the tropics and mid-latitudes (Marshall et al. 2001). The 
high persistence of tropical sea surface temperatures (SSTs) 
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during spring and summer leads to high seasonal summer 
prediction skill in the tropical region. Due to the strong influ-
ence of tropical forcing on seasonal mid-latitudinal climate 
variability, seasonal predictability in the mid-latitudes then 
often originates from the seasonal predictability and persis-
tence of tropical regions (e.g., Palmer and Anderson 1994).
In summer, warm SSTs in the tropical North Atlantic 
lead to extra convective heating in the atmosphere, which 
results in strong upper troposphere divergence in the tropics 
and convergence in the subtropics, acting as a Rossby wave 
source (e.g., Bjerknes 1966; Hoskins and Ambrizzi 1993; 
Gastineau and Frankignoul 2015). For such low-latitudinal 
sources, the resulting waves usually propagate polewards 
and eastwards (Hoskins and Karoly 1981). Such an evolving 
Rossby wave is known as the circumglobal teleconnection 
pattern (CGT, Branstator 2002), which is the leading mode 
of inter-annual variability of upper-tropospheric circulation 
and is associated with the subtropical jet stream wave guide 
(Ding and Wang 2005). The CGT traps signals along its path 
and, while linking regional climate variations, has a strong 
influence on the local climate systems over Europe and Asia. 
Branstator and Teng (2017) reveal a strong seasonality of the 
CGT and show that, opposed to its winter counterpart, the 
summertime CGT is not circumglobal, but rather splits into 
two separate waves. This is in accordance with the results 
of Saeed et al. (2014), who found a wavelike pattern similar 
to the CGT, but narrowed its domain to the North Atlantic 
and Eurasia. They suggest that SSTs in the Gulf of Mexico 
are the source of the CGT and show that the Eurasian CGT 
is related to a wavelike zonal pressure pattern over Europe.
This zonal pressure gradient is related to the second mode 
of summertime low-frequency variability in the North-
Atlantic-European sector, which is known as the East Atlan-
tic pattern (Wallace and Gutzler 1981; Barnston and Livezey 
1987; Iglesias et al. 2014), the Atlantic Low (Cassou et al. 
2005) or the summer East Atlantic mode (SEA, Wulff et al. 
2017). For a positive (negative) phase of the CGT, the zonal 
pressure gradient is associated with anomalous high (low) 
pressure over the subtropical North Atlantic and low (high) 
pressure over central Europe. Over central Europe, a positive 
phase of the zonal pressure gradient is associated with low 
temperatures and enhanced precipitation (Wulff et al. 2017), 
while in its negative phase it is connected to European heat 
waves (Cassou et al. 2005; Duchez et al. 2016).
Wulff et al. (2017) confirm the connection between the 
extra-tropical Rossby wave-train and the zonal pressure gra-
dient and suggest its source in the SST anomalies in the Car-
ibbean and in the tropical North Pacific by showing that the 
tropical SSTs are leading the extra-tropical patterns by a few 
month. This temporal lag arises from the persistence of the 
SSTs in the tropical regions. In accordance with Wulff et al. 
(2017), we assume that a signal that originates in the tropical 
North Atlantic in spring stays there until summer, which is 
why we focus on SSTs in spring, rather than in summer.
The summer North Atlantic Oscillation (SNAO, Folland 
et al. 2009), which is the leading mode of North-Atlantic-
European atmospheric variability in summer, is not related 
to the zonal pressure gradient, since it has a more meridional 
pressure pattern and an influence on distinct different regions 
(e.g., Saeed et al. 2014). Li and Ruan (2018) find that the 
SNAO is also connected to a Rossby wave, but show that 
its pathway is clearly distinguishable from that of the CGT.
Several studies show potential predictability of the 
aforementioned zonal wind or pressure pattern in either 
prescribed or free model runs. Yasui and Watanabe (2010) 
find potential predictability of the CGT in a model run that 
is driven by prescribed diabatic heating, while Wulff et al. 
(2017) find that seasonal hindcast experiments forced with 
SSTs show skill in capturing the zonal pressure gradient. 
Saeed et al. (2014) test historical simulations of a global 
coupled climate model and show that the proposed wind and 
pressure patterns can be reproduced by a coupled climate 
model.
However, while parts of the mechanism have been cap-
tured by free and forced model runs, the tropical–extratropi-
cal teleconnection between spring SSTs in the tropical North 
Atlantic and summer wind, pressure and temperature over 
Europe have not yet been tested in a global coupled ensem-
ble based seasonal prediction system. Since the mechanism 
connects areas of high prediction skill with seasonal climate 
over central Europe, it could lead to enhanced prediction 
skill of European summers if incorporated into a robust 
seasonal prediction system. Here, we test such a prediction 
system for the proposed connection and further also include 
this mechanism into the hindcast analysis with the aim to 
improve the seasonal hindcast skill of summers over central 
Europe.
As described, various mechanisms are influencing the 
summer climate in the North-Atlantic-European sector on 
seasonal time scales. Therefore, individual ensemble mem-
bers in dynamical seasonal prediction systems are dominated 
by different physical processes. Hindcast analysis are usually 
conducted with the mean taken over all generated ensemble 
members, such that a mean is taken over the signal of vari-
ous different physical mechanisms and the signal of indi-
vidual mechanisms are then often averaged out. This usually 
results in an amplitude of the ensemble mean that is much 
lower than the amplitude of the observations, as for instance 
shown by Baker et al. (2018) for the NAO. Here, the goal 
is to amplify the signal of the proposed zonal mechanism 
by selecting only those ensemble members in which the 
described chain of physical processes associated with the 
proposed mechanism is represented.
Approaches in which a mechanism is incorporated into 
the prediction have already been tested by rejecting or 
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retaining individual ensemble members via physical or sta-
tistical criteria. Domeisen et al. (2015) select only ensemble 
members that contain sudden stratospheric warming events 
and further also years in which the El Niño–Southern Oscil-
lation happened, and in turn improve seasonal winter hind-
cast skill over Europe with this approach. Dobrynin et al. 
(2018) base their ensemble selection on known physical 
links of the winter North Atlantic Oscillation (WNAO) 
with the autumn states of the ocean, sea ice, land surface 
and stratosphere and Düsterhus et al. (2017) use a similar 
methodology, but for the SNAO. This procedure results in 
enhanced hindcast skill in regions where the NAO has a 
strong influence on European climate, which is on northern 
and southern, but not on central Europe (Hurrell 1995).
Thus, we consider this different pattern of summer cli-
mate variability, which has an impact on central Europe and 
has not yet been tested in an approach that includes a mecha-
nism into a seasonal prediction. In particular, we will include 
the zonal pressure gradient and its physical links into the 
prediction analysis by subsampling of ensemble members, 
which are generated by the initialised global seasonal pre-
diction system MPI-ESM at mixed resolution and compare 
the results to ERA-Interim reanalysis data (Dee et al. 2011). 
While the studies by Domeisen et al. (2015) and Dobrynin 
et al. (2018) base their ensemble selection on individual ini-
tial conditions of the ocean or atmosphere, our selection is 
based on a chain of physical processes that are part of the 
analysed mechanism.
A brief description of the used data can be found in 
Sect. 2. Since a reliable representation of the mechanism is 
crucial for the applied method, the mechanism is first ana-
lysed in the ERA-Interim reanalysis data in Sect. 3, followed 
by a description of the subsampling method in Sect. 4. The 
effect of ensemble subsampling on seasonal hindcast skill 
is then accessed by the analysis of anomaly correlation and 
reliability diagrams in Sect. 5. Section 6 provides the discus-
sion, followed by the summary and conclusions in Sect. 7.
2  Model and data
2.1  Reanalysis data
The analysis of the mechanism is carried out with the 
Interim European Centre for Medium-Range Weather Fore-
cast (ECMWF) reanalysis (ERA-Interim, Dee et al. 2011) 
monthly-mean fields from 1982 to 2016. The results are used 
as a basis for and in comparison to the model output.
The primary analysed datasets are the monthly-mean 
skin temperature, sea level pressure, 500 hPa geopotential 
height and 200 hPa meridional wind. To eliminate long-term 
trends, we linearly detrend all fields. Only monthly data with 
respect to the climatological mean are considered.
In accordance with Folland et al. (2009), who show that 
the seasonal variability of summer climate in the North-
Atlantic-European sector in June deviates from that in July 
and August, this study defines “summer” as the July-August 
(JA) mean. Nevertheless, the analysed patterns are similar in 
June–July–August (JJA), but the link between the individual 
parts of the mechanism is less pronounced. Consequently, 
we would have to adjust for these changes for an analyses 
in JJA.
2.2  Model setup
We use the dynamical seasonal prediction system (Dobrynin 
et al. 2018) based on the global Max Planck Institute Earth 
System Model at mixed resolution (MPI–ESM–MR) in 
the version as used for the CMIP5 simulations (Giorgetta 
et al. 2013). The model consists of the atmospheric compo-
nent ECHAM6 (Stevens et al. 2013) with 200 km ( 1.875◦ ) 
horizontal resolution and 95 vertical levels up to 0.01 hPa, 
coupled to the ocean component MPI-OM (Jungclaus et al. 
2006) with a horizontal resolution of 40 km ( 0.4◦ ) and 40 
vertical layers.
To initialise the model, full-field nudging is used as an 
assimilation technique. The nudging is performed by New-
tonian relaxation towards reanalysis data. In the atmosphere, 
vorticity, divergence, temperature and surface pressure are 
nudged towards ERA-Interim with a relaxation time scale 
of one day. In the ocean, the ECMWF ocean reanalysis sys-
tem (ORAS4, Balmaseda et al. 2013) is used for nudging of 
temperature and salinity with a relaxation time scale of 10 
days. Sea ice concentration is nudged towards the observa-
tional National Snow and Ice Data Center (NSIDC) sea ice 
concentration data (Fetterer et al. 2002) with an effective 
relaxation time of 20 days (Tietsche et al. 2013).
From the assimilation experiments, 30 ensemble mem-
bers are initialised with slightly different initial conditions 
on the first of May each year from 1982 to 2016 (35 years). 
In the ocean, each ensemble member is perturbed using bred 
vectors with a vertically varying norm (Baehr and Piontek 
2014). In the atmosphere, the diffusion coefficient in the 
uppermost layer is slightly disturbed.
2.3  Analysis
To identify the principle mode of variations in single fields, 
we calculate the empirical orthogonal functions (EOF) of 
the spatial variations from the fields by using their anom-
aly covariance matrix (North et al. 1982). In case coupled 
modes of variations between two fields are considered, we 
evaluate them with the singular value decomposition (SVD) 
of the covariance matrix of the two analysed fields (Brether-
ton et al. 1992). To derive sign definite regime patterns, we 
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further use the k-means cluster algorithm (Michelangeli 
et al. 1995) on the JA mean for the 35 analyzed summers.
Covariability between time series and a field is further 
derived through point-wise correlation. Significance of 
point-wise correlation is calculated via bootstraping at the 
95% confidence level using 500 samples.
The hindcast skill of the model output against the ERA-
Interim data is assessed with the point-wise detrended anom-
aly correlation coefficient (ACC, Collins 2002). To account 
for the uncertainty of the ACC in the temporal dimension, 
we apply cross-validation by leaving out one year in the 
analysed period 1982–2016. The ACC is calculated for every 
cross-validated iteration between the reforcasted and reana-
lysed fields and shown as the mean over all cross validated 
iterations. Significance is derived for every iteration via 
bootstraping at the 95% confidence level using 500 samples 
and depicted only for those regions that shown significance 
in every cross-validated iteration.
To further evaluate the hindcast skill, reliability diagrams 
(Wilks 2011) are used. Reliability diagrams are a tool to 
quantify statistical reliability and show for a specified event 
the accordance between the observed relative frequency of 
the event and its forecasted probability. Here, we quantify 
events that lie above the climatology in the investigated 
region. For this, the analysed data are divided into ten dif-
ferent categories in dependence on the forecast probabilities 
of these events. Error bars are derived for every category via 
bootstrapping with 500 samples at the 95% confidence level.
3  Physical mechanism
We describe a physical mechanism connecting SSTs in the 
tropical North Atlantic in spring and surface temperatures 
over Europe in summer (Fig. 1a). SSTs in the tropical North 
Atlantic show high persistence, such that a signal is appar-
ent in the SSTs from spring until summer. In the tropical 
North Atlantic, the main SST variability in spring lies in 
the latitudinal band between 0◦–20◦ N (Fig. 1b). Warm SSTs 
a
April tropical
Atlanc SST 
anomalies (Fig. 1b)
Physical Mechanism
I II III IV
1. EOF of JA 
200hPa meridional 
wind (Fig. 1c)
JA zonal 
SLP 
gradient (Fig. 1e)
JA European 
surface temperature
anomalies (Fig. 1f)
April SST JA wave-train JA SLP index JA EuST
e.g. Saeed et 
al. (2014)
e.g. Wulff et 
al. (2018)
e.g. Wulff et 
al. (2018)
(Fig. 1d)
b c d
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Fig. 1  a Schematic representation of the proposed physical mecha-
nism analysed in the ERA-Iterim reanalysis in 1982–2016. (I) The 
signal of the mechanism starts in the tropical North Atlantic in 
spring, where SST anomalies are the source of strong convection, 
depicted by b the first EOF of SST anomalies in April in the region 
[ 10◦S–15◦ N, 80◦W–20◦W], which explains 41.2% of the total SST var-
iance. (II) The strong convection induces a summertime wave-train, 
specified by c the first EOF of 200 hPa meridional wind (Vwind) in 
JA in the region [ 10◦N–70◦ N, 90◦W–40◦E], explaining 22.4% of the 
total variance. d The principal component associated with this first 
EOF of 200 hPa meridional wind in JA (PC1 Vwind), pointwise cor-
related with SSTs in April confirms this relation. (III) The wave-train 
is accompanied by a zonal SLP gradient, indicated by e the pointwise 
correlation between PC1 Vwind and the SLP in JA. (IV) This in turn 
has an influence on the summer climate over Europe as shown by the 
pointwise correlation of PC1 Vwind with f surface temperatures in 
JA and g total precipitation (TP) in JA. Dots represent significance at 
the 95% confidence level
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in this area are the source of strong convection in the tropi-
cal region, which act as a Rossby wave source that induces 
a tropical–extratropical teleconnection (e.g., Gastineau and 
Frankignoul 2015). Following Saeed et al. (2014), we asso-
ciate the resulting Rossby wave with the first EOF over the 
North-Atlantic-European sector in July–August (JA). Here, 
we specify the EOF narrowed to the region of interest [ 10◦
–70◦ N, 90◦W–40◦ E] (Fig. 1c). This results in a wavelike 
structure similar to the CGT (Branstator 2002; Ding and 
Wang 2005; Saeed et al. 2014), with four prominent alter-
nating patterns extending from North America to eastern 
Europe at a latitudinal band corresponding to the latitudinal 
extend of the subtropical jet stream.
The forcing region of the wave-train is characterized in 
a pointwise correlation analysis between the temporal vari-
ability of the wave-train and SSTs in the North Atlantic 
(Fig. 1d), resulting in a significant correlation in the same 
region as the highest variability of the leading EOF of SSTs 
in the tropical North Atlantic in April (cf. Fig. 1b).
The wave-train has a strong influence on the summer cli-
mate in the North-Atlantic-European sector. It is accompa-
nied by a zonal pressure gradient having a positive pressure 
pattern over the northern North Atlantic and a negative one 
over eastern Europe (Fig. 1e), which is in accordance with 
previous findings (Saeed et al. 2014; Wulff et al. 2017). The 
zonal wind and pressure structures in turn influence the 
summer temperatures and precipitation over central Europe 
(Fig. 1f, g).
The SST signal, that is the source signal of this mecha-
nism, is moving from the eastern and central tropical North 
Atlantic in spring to the western tropical North Atlantic 
and North America in summer (cf. Fig. 1d, f). The strong 
SST anomalies in the western tropical Pacific in JA are then 
accompanied by low pressure and high total precipitation 
anomalies in this region (cf. Fig. 1e, g), which is character-
istic of a Gill-type response to the diabatic forcing within the 
Caribbean region (see e.g. Hodson et al. (2010) for details).
The zonal pressure gradient (Fig. 1e) is related to the 
second EOF of SLP in JA (Fig. 2a), explaining about 20% 
of the low-frequency pressure variability in summer. In its 
negative phase the patterns of the zonal pressure gradient are 
similar to the known East Atlantic pattern (Wallace and Gut-
zler 1981; Barnston and Livezey 1987; Iglesias et al. 2014), 
Atlantic Low pattern (Cassou et al. 2005) or summer East 
a b
c d
Fig. 2  a The second EOF of SLP in JA in the region [ 25◦N–80◦ N, 70◦
W–40◦E], explaining about 19.2% of the total variance. b The associ-
ated principal component of the second EOF of SLP in JA, pointwise 
correlated with surface temperatures in JA. c The first EOF of SLP 
in JA in the region [ 25◦N–80◦ N, 70◦W–40◦E], which explains about 
30.7% of the total variance. d The associated principal component 
of the the first EOF of SLP in JA, pointwise correlated with surface 
temperatures in JA. The patterns are computed using the ERA-Iterim 
reanalysis in 1982–2016. Dots represent significance at the 95% con-
fidence level
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Atlantic mode (SEA; Wulff et al. 2017). The influence of the 
zonal EOF pattern on European summer temperatures is in 
strong agreement with the influence of the proposed wave-
train mechanism (cf. Figs. 1f, 2b).
The zonal pressure gradient associated with the second 
EOF of SLP is contrary to the meridional pressure gradi-
ent of the first EOF, which explains about 30% of the low-
frequency pressure variability in summer (Fig. 2c) and is 
associated with the SNAO (Folland et al. 2009). Its imprint 
on Europe is indicated by a north–south dipole with influ-
ence on northern and southern, but not on central Europe 
(Fig. 2d), which resembles the findings of Folland et al. 
(2009) and Bladé et al. (2012).
4  Ensemble subsampling
Based on the analysis of the proposed mechanism in the 
ERA-Interim reanalysis, we characterise the mechanism 
by four individual parts, namely the SSTs in the tropical 
North Atlantic in April and the wave-train, the zonal pres-
sure gradient and the temperature anomalies over central 
Europe in JA (Fig. 1a), and are now looking for a consistent 
representation of all parts in individual ensemble members. 
To comparably identify the chain of physical relations in 
individual members, i.e. in 30 ensemble members and in 
each of the 35 analysed summers, we divide the mechanism 
into its individual parts, while we define each part in a way 
that it can be distinguished in single ensemble members at 
selected points in time:
 I. April SST The origin of the signal, which are either 
anomalous high or low SST anomalies in the tropi-
cal North Atlantic in April. Based on the correlation 
analysis between the wave-train and the SST anoma-
lies in spring (Fig. 1d), the SSTs are averaged in the 
area [ 0◦–15◦ N, 80◦W–20◦W].
 II. JA wave-train The wave-train in JA, which we so far 
defined by an EOF pattern (Fig. 1c). To identify the 
sign definite patterns of the wave-train, we perform 
a cluster analysis on the 200 hPa meridional wind JA 
means taken from ERA-Interim in the domain [ 10◦
N–70◦ N, 90◦W–40◦ E] for the investigated 35 years. 
The analysis is conducted with k = 2 , resulting in a 
positive and negative wave-train cluster (Fig. 3a, b, 
respectively), while the positive cluster occurred in 
17 and the negative one in 18 years (Fig. 3c). There 
is a good agreement between the cluster and the EOF 
analysis, both for the patterns (cf. Figs. 1c, 3a, pat-
terncorrelation of ±87.1%) and occurrences (Fig. 3c), 
all in all confirming that the cluster analysis suffi-
ciently represents the wave-train. To check if indi-
vidual ensemble members represent either the posi-
tive or negative wave-train phase in the considered 
year, a pattern-matching algorithm in terms of the 
root-mean-square difference is used to assign each 
ensemble member to the closest cluster.
 III. JA SLP index The zonal pressure gradient in JA. 
Based on the zonal pressure pattern of the second 
EOF of SLP in JA (Fig. 2a) and on the correlation 
pattern of the wave-train with the SLP (Fig. 1e), the 
zonal pressure gradient is defined via an index as the 
normalized difference between the detrended sum-
mer SLP averaged in a region over the North Atlantic 
a
b
c
Fig. 3  a Positive and b negative wave-train cluster derived by the 
k-mean algorithms for ERA-Interim 200 hPa meridional wind in the 
area [ 10◦N–70◦ N, 90◦W–40◦ E] in 1982–2016. The patterncorrelation 
with the wave-train EOF pattern (Fig.  1c) is ±87.1%. c Frequency 
of the cluster over the whole period for the positive (red, frequency 
48.6%) and the negative cluster (blue, frequency 51.4%), compared to 
the principal component (PC) associated with the wave-train (black 
line)
3045Seasonal predictability of European summer climate re-assessed 
1 3
[ 40◦N–60◦ N, 40◦W–10◦ W] and a region over Europe 
[ 40◦N–60◦ N, 10◦E–40◦E]. The SLP index is in good 
agreement with the the second SLP EOF in ERA-
Interim (correlation of 74.4%, not shown), approving 
that the SLP index can be used to represent the zonal 
pressure gradient.
 IV. JA EuST The European surface temperature anom-
aly in JA. On the basis of the correlation analysis 
between the wave-train and temperature anomaly 
over Europe in summer (Fig. 1f), the temperature is 
averaged over a region in central Europe [ 35◦N–55◦ N, 
0◦–20◦E].
A schematic overview of this selection process can be 
found in Fig. 4. The summertime part of the mechanism, 
namely the wave-train cluster (II), the sign of the SLP index 
(III) and the sign of the averaged temperature anomaly over 
central Europe (IV), all in JA, can now be tested in the 30 
hindcast ensemble members in every of the 35 analysed 
summers, with the aim to identify those members, that rep-
resent this entire chain of processes. Based on the correla-
tion analysis in ERA-Interim (Fig. 1), the positive (nega-
tive) phase of the mechanism in summer corresponds to a 
positive (negative) wave-train cluster, a positive (negative) 
SLP index and a negative (positive) temperature anomaly 
over Europe. In accordance with these observations we thus 
forecasted sign
observed sign
agreement ?
yes no
expected sign
III     JA SLP index
IV       JA EuST
II JA wave-train
I        April SST
Physical Mechanism
forecasted signagreement ?
yes no
expected sign
forecasted signagreement ?
yes no
expected sign
Ensemble Selecon procedure (per year)
selected members
JA hindcast members
same 
sign
same 
sign
opposite
sign
Fig. 4  Schematic representation of the subsampling method for 30 
ensemble members selected for the proposed mechanism in 1982–
2016 in one of the considered years. The proposed mechanism as 
depicted in Fig. 1a and described in Sect. 3, is based on observations 
in 1982–2016 and depicted here on the left. We divided the physical 
mechanism into four steps and use it as a guideline for the ensem-
ble selection shown on the right. In every considered year we start 
with the JA output of the 30 ensemble members generated by MPI-
ESM-MR in May and use the sign of ERA-Interim April SSTs (I) 
to anticipate the sign of the JA wave-train (II) and only select those 
ensemble members in which the sign predicted for the JA wave-train 
agrees with this anticipated sign. Those such selected ensemble mem-
bers are then individually tested if their predicted sign of the JA SLP 
index (III) agrees with the sign of the JA SLP index anticipated by the 
sign of ERA-Interim April SSTs. The remaining ensemble members 
are then in a last step checked for their sign of JA European surface 
temperatures (EuST, IV) and only those members are kept in which 
this predicted sign agrees with the anticipated sign. The mean over 
those remaining ensemble members is then taken as the selected 
ensemble mean in the considered year. The depicted selection proce-
dure is repeated for every considered year, while the quantity of the 
remaining selected ensemble members varies and is listed in Table 1. 
The ensemble mean formed over the selected members in all years is 
termed “selected ensemble” (see e.g. Fig. 5)
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assume that the mechanism is only physically represented 
in those ensemble members, in which the signs of all three 
summer criteria are consistent to each other, either for the 
negative or for the positive phase. In the practical way we 
check the sign of each summertime criteria in every ensem-
ble member in every considered year and verify the consist-
ency of the signs of all three criteria. We can then categorise 
the individual ensemble members into the ones that pre-
dict a positive mechanism, the ones that predict a negative 
mechanism and the ones in which the signs of the three sum-
mer criteria are not consistent to each other and thus do not 
represent the mechanism. This analysis of consistency can 
be conducted within the hindcast setup for every individual 
summer without using observational information. However, 
while the consistency of the summertime mechanism can 
be tested within the hindcast setup, this analysis does not 
provide the information on the phase of the observed mecha-
nism in each considered year.
Therefore, to determine if the mechanism in each con-
sidered year is in its positive or negative phase, we use the 
observed successive relation between the SSTs in the tropi-
cal North Atlantic in April and the mechanism in summer 
(Fig. 1d), which includes a lag of a few month. For this, we 
take the sign of the SST anomaly in April, which is before 
the initialisation of the ensemble prediction system, from 
observations and use it to anticipate the corresponding 
phase of the mechanism. According to the observed posi-
tive correlation between spring SSTs and the mechanism 
(cf. Fig. 1d), we assume that for a positive (negative) SST 
anomaly in April the mechanism in the considered year is 
positive (negative).
Following this procedure (see Fig. 4 for a schematic over-
view), each year is considered individually and an ensemble 
member is only retained if the sign of all three summertime 
criteria agree with the sign anticipated by the tropical SSTs 
that are observed in April in the examined year. This results 
in an ensemble size of 2 to 13 out of 30 ensemble members 
per year (Table 1), while in one year (2016) none of the 
ensemble members fulfil all criteria, where we use the mean 
of the full ensemble. In all other analysed years we then 
derive an ensemble mean by taking a mean over the selected 
rather than the full ensemble.
Comparing the individual selection criteria in both the full 
and the selected ensemble (Fig. 5) demonstrates that before 
the selection, the individual ensemble members are spread 
over the whole range of values, resulting in a small temporal 
variability of the full ensemble mean (Fig. 5a, b). Through 
the selection process, the ensemble spread is reduced in every 
year, which then also results in higher temporal variability for 
the selected ensemble mean. Moreover, the values that are 
obtained in the selected compared to the full ensemble mean 
are in better agreement with the observed values (Fig. 5c, 
d). While the linear regression of the full ensemble results 
Table 1  Overview over the phase of the mechanism in the analysed 
years (second column) anticipated by the sign of the April SST anom-
alies in the area [ 0◦–15◦ N, 80◦W–20◦ W] taken from ERA-Interim in 
1982–2016
“+” indicates an anticipated positive and “−” an anticipated nega-
tive phase. (third column) The number of selected ensemble mem-
bers from MPI-ESM and (fourth column) if the chosen phase coin-
cides with the ERA-Interim phase of the wind cluster, (fifth column) 
with the ERA-Interim phase of the SLP index or (last column) with 
both, the ERA-Interim phase of the wind cluster and of the SLP 
index. “x” represents a correctly determined phase, “o” an incorrectly 
determined one, while in the last row the actual number of hits are 
summed up
Year Expected 
phase
# ensemble 
members
Wind 
cluster 
hit
SLP index 
hit
Hit with 
both
1982 − 10 o o o
1983 + 10 x x x
1984 − 10 x o o
1985 − 8 x x x
1986 − 10 x o o
1987 + 7 x x x
1988 + 6 o o o
1989 − 8 x o o
1990 + 4 o o o
1991 − 10 x x x
1992 − 4 x x x
1993 + 11 x x x
1994 − 7 x x x
1995 + 11 o o o
1996 + 7 o x o
1997 + 4 x o o
1998 + 3 x x x
1999 − 13 o x o
2000 + 10 x x x
2001 − 12 o x o
2002 − 13 o o o
2003 − 8 x x x
2004 + 11 o o o
2005 + 2 o x o
2006 + 4 x x x
2007 + 3 x x x
2008 − 10 x x x
2009 − 7 x x x
2010 + 7 x x x
2011 + 8 x x x
2012 − 10 x x x
2013 − 3 x x x
2014 − 4 x o o
2015 − 12 x x x
2016 + 0 o o o
# hits 24 23 19
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in a slope around zero and thus deviates strongly from ERA-
Interim, the linear regression of the selected ensemble shows 
a positive slope of about 0.45 and 0.35, which is much closer 
to the line of perfect linear regression, that accords to equal 
values of ERA-Interim and the ensemble mean. In summary, 
the selection process yields a significant increase of correla-
tion from no or negative correlation to about 47% for the SLP 
index and 34% for European surface temperatures.
As shown in Sect. 3, the proposed mechanism consists 
of a chain of processes including the wind, pressure and 
temperature systems over Europe and the North Atlantic. 
We assume here that the mechanism is only physically rep-
resented in those ensemble members that show all parts of 
this mechanism, which is practically determined through the 
listed criteria. Those ensemble members that do not fulfill 
the criteria, meaning that the sign of the three summertime 
criteria are not consistent to each other and do not agree 
with the sign of the observed spring SSTs, are thus rejected. 
We assume that these rejected ensemble members do not 
represent the physical processes of the proposed mechanism, 
but rather of other mechanisms that influence European sum-
mers on seasonal time scales and could still be important for 
the representation of those mechanisms.
5  Seasonal hindcast skill
The subselection of the ensemble members allows to build 
a new ensemble mean for any of the simulated fields. We 
quantify the hindcast skill for surface temperature, SLP 
and 500 hPa geopotential height (Z500) in the North-
Atlantic-European sector for the mean over the subse-
lected ensemble and compare it to the hindcast skill for 
the full ensemble mean (Fig. 6). For surface temperatures, 
the full ensemble shows hindcast skill mainly over the 
North Atlantic and Greenland (Fig. 6a, b). The SLP for 
a
b
c
d
Fig. 5  a, b Comparison between ERA-Interim (black lines) and the 
ensemble mean over the full (grey lines) or the selected ensemble 
(red lines) from MPI-ESM in 1982–2016 including the mean and 
range (indicated in parentheses) leave-one-out cross-validated corre-
lation values. Dots indicate the value of all ensemble members and 
full dots the ones of criterion selected ensemble members. c, d Scat-
terplots of ERA-Interim compared to the ensemble mean of MPI-
ESM in 1982–2016 over the full (grey dots) or the selected ensemble 
(red dots) including linear regression. The mean and range (indicated 
in parentheses and by shading) leave-one-out cross-validated linear 
regression slopes are derived for the full ensemble (grey line) and 
for the selected ensemble (red line). The black line indicates perfect 
linear regression. Plots depict a, c the SLP index defined as the dif-
ference in JA SLP between the North-Atlantic [ 40◦N–60◦ N, 40◦W–
10◦ W] and Europe [ 40◦N–60◦ N, 10◦E–40◦ E] and b, d the temperature 
anomalies in Europe in JA averaged in the area [ 35◦N–55◦ N, 0◦–20◦
W]
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a
b
c
d
e
f
g
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Fig. 6  Anomaly correlation (ACC) derived without cross-validation 
for (first row) surface temperatures and derived as the mean over all 
leave-one-out cross-validated correlation values for (second row) sur-
face temperatures, (third row) SLP and (forth row) 500 hPa geopoten-
tial height (Z500) in summer (JA), comparing the model predictions 
of MPI-ESM to ERA-Interim in 1982–2016. The ensemble mean is 
taken over a–d the full ensemble and e–h the selected ensemble. Dots 
shows significance at the 95% confidence level, hatching represents 
areas in which significance is reached in every leave-one-out cross-
validated iteration
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the full ensemble shows significant skill in the tropical 
North Atlantic and over parts of northern Europe and Ara-
bia (Fig. 6c), while for Z500 hindcast skill can only be 
achieved in the tropical belt (Fig. 6d). Neither of the fields 
achieve significant hindcast skill over central Europe.
With the ensemble selection on the other hand, surface 
temperature, SLP and Z500 show significant hindcast skill 
over central Europe (Fig. 6e–h), agreeing with the area 
where the proposed mechanism shows a significant imprint 
on seasonal European summer climate (cf. Figs. 1e–g, 2b). 
For SLP and Z500, improved skill can also be achieved 
over those parts of the North Atlantic where the zonal 
pressure gradient is located (cf. Fig. 1e). Other areas in 
the North-Atlantic-European sector stay at about the same 
hindcast skill. A slight decrease in ACC can only be found 
over Greenland and over parts of Scandinavia and Great 
Britain, which are the parts where the SNAO has its big-
gest influence (cf. Fig. 2d, Bladé et al. 2012).
To further analyse the robustness of the significant 
hindcast skill, we, aside from deriving the significant hind-
cast skill for all analysed years (Fig. 6a, e), also derive the 
hindcast skill that is significant in all cross-validated itera-
tions (Fig. 6b, f). Due to the higher statistical robustness 
of the cross-validated hindcast skill, we restrict all further 
ACC plots to the ones including cross-validation.
Additionally, we evaluate the influence of the chosen 
phase of the mechanism on the ACC (Fig. 7). So far, we 
determined the phase of the mechanism by the observed 
sign of spring SSTs in the tropics. In every analysed 
year we divide the 30 ensemble members into the ones 
that include a positive mechanism, the ones that include 
a negative mechanism and the ones do not contain the 
mechanism at all. Each of these three categories contains a 
different number of ensemble members every year. Instead 
of choosing the phase of the mechanism by the observed 
sign of spring SSTs in the tropics in every year, we could 
thus chose either the positive or negative phase, depend-
ing on which one contains more ensemble members in the 
respective year. However, the hindcast skill achieved with 
this procedure shows no improvement compared to the full 
ensemble (cf. Figs. 6d, 7a).
The most impact on the hindcast skill is thus made by 
the selected phase of the mechanism in the considered 
years. If chosen by the phase that contains the majority 
of ensemble members (as in Fig. 7a), the phase is only 
correctly determined in 11 out of 35 years for both the 
wave-train cluster and the SLP index, and in 15 or 17 years 
for either of the criteria (Table 2). This hit rate improves 
if the phase of the mechanism is anticipated by observed 
spring SSTs in the tropical North Atlantic, such that 19 
out of 35 years for both and 24 or 23 years for either of 
the wave-train cluster or SLP index criteria are correctly 
determined (Table 1).
If the phase of the mechanism is determined by spring 
SSTs, we can also evaluate the influence of the different 
selection criteria, namely the wave-train cluster, the SLP 
index or the European temperature anomalies, on the ACC 
(Fig. 7b–d). Here, also those ensemble members are retained 
in which only one or two of the three summertime criteria 
agree with the anticipated sign. In this analysis, we find that 
improvements in the hindcast skill can be achieved with 
already one out of the three criteria. Including only the 
wave-train cluster into the prediction results in improved 
hindcast skill in the areas where the wave-train has its promi-
nent patterns (Fig. 7b). If the temperature over Europe is the 
only included criterion, then the hindcast skill is stronger 
improved over central Europe (Fig. 7c), while a combina-
tion of the wave-train cluster and the European temperature 
criterion shows improved hindcast skill over larger areas of 
Europe (Fig. 7d). Including the SLP index as a third criterion 
then only slightly improves the hindcast skill over Europe 
(Fig. 6h). The small changes on ACC between the embed-
ding of the different criteria is consistent with our analysis 
in Sect. 3, since we find that all three criteria are part of 
the same mechanism and should consequently show similar 
influence on the hindcast skill.
To further evaluate the improved reliability over central 
Europe, we examine reliability diagrams of temperature and 
Z500 over central Europe (Fig. 8). If reliability diagrams of 
the full ensemble are compared to the selected ensemble, 
improvements are achieved through subsampling by getting 
closer to the line of perfect reliability and thus resulting in 
more reliable hindcasts. This coincides with the findings 
in Fig. 5, in which we show that both, the variability and 
the values of the selected ensemble agree much better with 
ERA-Interim than the ones of the full ensemble. Further, 
the distribution, which expresses the frequency of each 
possible forecast probability, is more equally dispersed for 
the selected than for the ensemble mean. The frequency of 
the possible forecasts probability of the full ensemble devi-
ates rarely from the average value. The selected ensemble 
mean on the other hand also shows frequency for extreme 
forecasts and thus results in more confident forecasts. This 
higher number of events for extreme forecast probabilities 
of the selected ensemble compared to the full ensemble also 
results in smaller errors.
According to our analysis in Fig. 7, the cruical step 
of our approach seems to be the anticipated phase of the 
mechanism. When estimated by the observed spring SST 
anomalies, the sign of the SLP index is only determined 
correctly in 23 out of 35 years (Table 1). If this estimation 
would be accurate for all evaluated years, a theoretically 
“perfect” ensemble selection could be achieved. In such 
a “perfect” analysis we use the same three criteria for the 
selection of the ensemble members, except that the phase of 
the mechanism in the individual years is not anticipated by 
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spring SSTs, but chosen by the sign of the SLP index in JA 
in ERA-Interim in the same year. Therefore, in this “perfect” 
analysis we are using information from the observations that 
occurred after the initialisation of the ensemble members, 
which is thus not feasible in a real forecast situation, but still 
of interest for reference.
The increase of the hindcast skill in this “perfect” analy-
sis is in similar regions as for the ensemble selection (cf. 
Figs. 6f, h, 9a, b), but slightly more pronounced. The big-
gest improvement is found in the area in which the western 
part of the zonal pressure gradient is located (cf. Fig. 1e), 
where significant hindcast skill for Z500 is achieved in the 
“perfect” analysis. The “perfect” selection represents the 
hindcast skill that can be expected from an analysis in which 
the mechanism is perfectly predicted by the model and con-
firms our findings that the hindcast skill can be significantly 
improved in the areas where the mechanism is showing a 
prominent signal in the observations.
To ascertain the reliability that could maximally be 
achieved by including the proposed mechanism into the 
prediction, we examine the reliability diagrams of the “per-
fect” ensemble selection (Fig. 9c, d). For the temperature, 
the reliability diagram of the “perfect” ensemble is almost 
identical to the one of the selected ensemble. For Z500, the 
reliability diagram of the “perfect” ensemble is closer to the 
line of perfect reliability, especially for the extreme fore-
cast probabilities, while the distribution of the probabilities 
stays at about the same level of forecast confidence. These 
reliability diagrams demonstrate that the reliability that can 
maximally be achieved by including our mechanism into the 
prediction is limited.
Altogether we achieve better hindcast skill and reliability 
from an analysis that uses an area of high prediction skill and 
high persistence as a predictor for a mechanism that influ-
ences the European summer climate on seasonal time scales. 
The mechanism is included into the prediction by subselec-
tion of ensemble members through successive criteria based 
on the physical variables that define this mechanism.
6  Discussion
Our ensemble selection shows improved hindcast skill that 
is consistent throughout all analysed fields (Fig. 6e–h). Such 
a consistency in hindcast skill is not achieved in a hind-
cast analysis that uses the mean over all ensemble members 
a b
c d
Fig. 7  Anomaly correlation (ACC) for 500  hPa geopotential height 
(Z500) in summer (JA) comparing the model predictions of MPI-
ESM to ERA-Interim in 1982–2016 derived as the mean over all 
leave-one-out cross-validated correlation values. a The ensemble 
members are selected by all three selection criteria (wave-train clus-
ter, SLP index and averaged temperature anomaly), while the phase 
of the mechanism in each considered year is determined by the phase 
that contains the majority of ensemble members. b–d The phase of 
the mechanism is anticipated by April SSTs in the tropical Atlantic, 
while the ensemble members are selected by a subset of criteria: b 
the wave-train, c the temperature or d both the wave-train and the 
temperature criteria. Hatching represents areas in which significance 
is reached in every leave-one-out cross-validated iteration
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(Fig. 6a–d). We claim that this inconsistency occurs for the 
full ensemble mean, since a mean is taken over various dif-
ferent physical mechanisms, while in our analysis ensemble 
members are selected for just one mechanism. Since vari-
ous mechanisms are influencing the summer climate in the 
North-Atlantic-European sector on seasonal time scales, the 
model only predicts the chain of processes of the proposed 
mechanism (cf. Fig. 1a) in certain ensemble members, which 
is why we select only those ensemble members that contain 
the successive physical relations. We assume that all rejected 
ensemble members represent other mechanisms and could 
still be important for the analysis of those.
We further show that the spread of the full ensemble is 
too large and the mean over the full ensemble thus results 
in a variability much lower than the observed one (Fig. 5). 
This problem of a too large ensemble spread demonstrates 
that the signal of the ensemble mean is too low, while the 
noise is too high, and has been shown in previous studies 
for different ensemble prediction systems as well (e.g., Ho 
et al. 2013; Eade et al. 2014). Here we present an approach 
that reduces the ensemble spread through a selection of the 
ensemble members based on a prominent seasonal summer 
pattern and thus amplifies the signal, while suppressing 
the noise of seasonal summer climate over Europe and 
the North Atlantic.
However, the reliability diagrams in Fig. 8 demon-
strate that only limited reliability can be achieved with our 
approach. Here, the limits of our method become apparent 
that probably arise from the mechanism explaining only 
a fraction of the variability of seasonal European sum-
mer climate and other mechanisms being prominent dur-
ing European summers as well. Our method is based on 
only one of the mechanisms that are influencing European 
summer climate on seasonal time scales, such that the skill 
achieved by including our mechanism into the prediction 
has a natural limit. With our approach we further assume 
that the mechanism is present in every of the analysed 
years, which is not the case for all years, since various 
mechanisms are influencing the summer climate in Europe 
on seasonal time scales. Including additional mechanisms 
into the prediction analysis is thus a way to extent our 
method that could further affect the seasonal hindcast skill 
over Europe.
The most prominent mechanism in summer is the SNAO. 
We show that it differs from our proposed mechanism and 
that it also influences different areas over Europe (Fig. 2). 
While we find decreased hindcast skill over Greenland and 
parts of northern Europe, Düsterhus et al. (2017) show that, 
if the SNAO is included into the prediction, the hindcast skill 
can be improved in exactly those areas. Since Greenland and 
northern Europe are areas that are influenced by the SNAO, 
this underlines our finding that with our approach improved 
hindcast skill is found in areas where the mechanism, that is 
included into the prediction, shows pronounced influence.
To achieve improvements in the hindcast skill over areas 
that are related to either of the two mechanisms, an analysis 
could be tested that combines both the SNAO and the zonal 
mechanism.
Further, it could be tested how big the influence of strong 
SNAO years are on the hindcast skill achieved here, meaning 
to analyse in which years the SNAO is prominent and how 
big the effect of those years are on the hindcast skill. Such 
Table 2  As in Table 1, but with the phase of the mechanism antici-
pated by the phase that contains the majority of ensemble members 
in MPI-ESM
Year Expected 
phase
# ensemble 
members
Wind 
cluster 
hit
SLP index 
hit
Hit with 
both
1982 + 11 x x x
1983 + 10 x x x
1984 − 10 x o o
1985 + 10 o o o
1986 + 15 o x o
1987 − 8 o o o
1988 + 6 x o o
1989 − 8 x o o
1990 − 6 x x x
1991 − 10 x x x
1992 + 9 o o o
1993 + 11 x x x
1994 + 10 o o o
1995 + 11 o o o
1996 + 7 o x o
1997 − 18 o x o
1998 − 12 o o o
1999 − 13 o x o
2000 + 10 x x x
2001 − 12 o x o
2002 − 13 o o o
2003 + 11 o o o
2004 + 11 o o o
2005 − 12 x o o
2006 − 10 o o o
2007 − 8 o o o
2008 − 10 x x x
2009 + 11 o o o
2010 − 8 o o o
2011 + 8 x x x
2012 − 10 x x x
2013 + 12 o o o
2014 + 15 o x o
2015 − 12 x x x
2016 − 8 x x x
# hits 15 17 11
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a yearly selection has already been done by Domeisen et al. 
(2015) and could, apart from excluding strong SNAO years, 
also be applied for only those years in which our mechanism 
is the dominant one.
The East Atlantic pattern has in its positive phase a nega-
tive pressure anomaly over the subtropical North Atlantic 
and a positive anomaly over Europe and depicts a similar 
structure than the SLP difference shown here, but in the 
opposite phase. However, the index of the East Atlantic pat-
tern as defined by the National Weather Service Climate 
Prediction Center via Rotated Principal Component Analysis 
of 500 hPa geopotential height in the northern hemisphere, 
if averaged for July and August, is not related to the here 
defined SLP index (correlation of about − 0.18).
Wulff et al. (2017) suggest a relation between their zonal 
mechanism and the El Niño–Southern Oscillation (ENSO), 
while Ding and Wang (2005) claim that the CGT is inde-
pendent of ENSO. In this work, the connection of the mech-
anism to ENSO is not further analysed, since we restrict our 
analysis to the North-Atlantic-European sector. In general, 
we do not rule out a connection to ENSO. According to Lau 
and Nath (2001) and Alexander et al. (2002), SSTs in dif-
ferent ocean basins are linked via an “atmospheric bridge”, 
such that SST anomalies in the North Atlantic in spring and 
summer are lead by SST anomalies in the tropical Pacific. 
This assumption does not disagree with our findings. On the 
contrary, since ENSO is leading the spring SSTs in the North 
Atlantic, which are here used as a predictor, it even provides 
the opportunity to use ENSO as a further predictor.
Recent studies further show that summer variability is 
better represented in model runs with higher resolution (e.g., 
Müller et al. 2018). However, our analysis focuses on large-
scale teleconnections and patterns. Therefore, we expect the 
analysed patterns and results to be similar in higher resolved 
model runs.
We only consider mean temperatures over the whole sum-
mer season, such that no attention is paid to extreme events. 
Cassou et al. (2005) and Duchez et al. (2016) show that 
the zonal pressure gradient in its negative phase can lead to 
European heat waves. This is in agreement with our find-
ings, since our correlation analysis confirms that the zonal 
mechanism in its negative phase is accompanied by warm 
temperatures over Europe (cf. Figs. 1f, 2b). Additionally, we 
show that with our ensemble selection the generated predic-
tions are more reliable for extreme values than they are in 
the full ensemble (Fig. 8). Thus, including our mechanism 
into the prediction of extreme events should potentially lead 
to useful prediction skill.
Wu et al. (2016) find that the CGT also exists on inter-
decadal time scales and associate it with the Atlantic multi-
decadal oscillation (AMO). This is in agreement with the 
findings of Gastineau and Frankignoul (2015) who show that 
the SSTs, for which we reveal a connection to the zonal pres-
sure gradient, are influenced by the AMO. To investigate the 
influence of the AMO on the mechanism and the hindcast skill 
analysed in this work, a seasonal hindcast run longer than the 
available 35 years would be needed.
The “perfect” ensemble selection shows a hindcast analysis 
in which the phase of the mechanism would be known each 
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Fig. 8  Reliability diagrams comparing the mean over the full (gray) 
and the selected (red) ensemble of MPI-ESM to ERA-Interim in 
1982–2016 for a temperature and b Z500 in the area [ 35◦N–55◦ N, 0◦
–20◦W]. The diagonal line indicates perfect reliability, meaning that 
the observed relative frequency of the considered event accords per-
fectly with its forecasted probabilities. The shaded grey box is set by 
the vertical line, that marks the climatological probability of the event 
in the forecasts and observations, and by the “no-skill” line. Points 
that lie inside the grey box contribute positively to the forecast skill, 
based on the climatological reference. Vertical lines show the error 
bootstrapped at the 95% confidence level. The histograms depict the 
distribution of the data
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year in advance, such that it reveals the hindcast skill that can 
be expected if the mechanism would be perfectly predicted by 
the model (Fig. 9). This “perfect” analysis results in improved 
skill in those areas, that are expected to be influenced by the 
proposed mechanism (cf. Fig. 1). The hindcast skill achieved 
with the anticipated phase of the mechanism is in good agree-
ment with the “perfect” prediction and shows improved skill 
in the same areas, just less pronounced, so that a consistent 
improvement in hindcast skill is found throughout our analysis.
7  Summary and conclusions
We assess the summer seasonal hindcast skill of the MPI-
ESM-MR ensemble based seasonal prediction system 
over the North-Atlantic-European sector with regard to 
a mechanism that is influencing this region on seasonal 
time scales. The proposed mechanism, here analysed in 
the ERA-Interim reanalysis has its origin in the tropical 
North Atlantic in spring, where persistent SST anomalies 
are the source of a Rossby wave-train that is accompanied 
by a zonal pressure gradient and has in turn an influence 
on European summer climate (Saeed et al. 2014; Wulff 
et al. 2017). We show the statistical relation between the 
different parts of the mechanism and include the mecha-
nism into the hindcast analysis by selecting only those 
ensemble members in which its entire chain of processes 
is represented. The selection is thus built on three succes-
sive criteria that are based on the physics that define the 
mechanism. The starting signal of the mechanism is in 
the tropical SSTs in April, which is before the initialisa-
tion of the prediction system and can therefore be used to 
anticipate the phase of the mechanism in individual years. 
We thus use statistical relations to select ensemble mem-
bers generated by a dynamical prediction system. Since 
the indicated statistical relations of the physical processes 
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Fig. 9  Hindcast skill for the “perfect” ensemble selection derived 
with the known state of the SLP index. a, b Anomaly correlation 
(ACC) for a surface temperatures and b 500 hPa geopotential height 
(Z500) in summer (JA), comparing the model predictions of MPI-
ESM to ERA-Interim in 1982–2016 derived as the mean over all 
leave-one-out cross-validated correlation values. Hatching represents 
areas in which significance is reached in every leave-one-out cross-
validated iteration. c, d Reliability diagrams comparing the mean 
over the selected (red) and the “perfect” (blue) ensemble of MPI-
ESM to ERA-Interim in 1982–2016 for c temperature and d Z500 in 
the area [ 35◦N–55◦ N, 0◦–20◦W]. Vertical lines show the error boot-
strapped at the 95% confidence level. The histograms depict the dis-
tribution of the data
3054 N.-C. Neddermann et al.
1 3
are limited, the success of this method is restricted to the 
degree of this statistical relations.
From this analysis we conclude the following:
• Seasonal European summer climate variability is in many 
summers significantly influenced by a mechanism, whose 
signal originates in the tropical North Atlantic in spring 
and is transported to central Europe via zonal wind and 
pressure systems (Fig. 1).
• This mechanism is the second leading mode of seasonal 
climate variability in the North-Atlantic-European sec-
tor in summer and shows distinct different character-
istics than the SNAO, which are a zonal, instead of a 
meridional pressure gradient and an influence on central, 
instead of on northern and southern Europe (Fig. 2).
• The individual parts of the summertime mechanism 
can be characterized by the wave-train cluster, the SLP 
index and the averaged European summer temperatures. 
Accounting for the proposed mechanism in the hindcast 
analysis by selecting only those ensemble members in 
which this entire chain of physical processes is repre-
sented, results in the reduction of the ensemble spread 
and a better representation of the variability of the pro-
posed mechanism in the model (Fig. 5).
• The crucial step in the hindcast analysis is to anticipate 
the phase of the proposed mechanism, which is in most 
cases falsely anticipated if chosen by the phase that con-
tains the majority of ensemble members in the respective 
year (Table 2).
• In a “perfect” prediction, in which the phase of the mech-
anism would be known in every analysed year, we dem-
onstrate the hindcast skill that could be achieved if the 
mechanism is proper represented in the dynamical sea-
sonal prediction system (Fig. 9). The areas of improved 
hindcast skill coincide with the areas in which the mecha-
nism is influencing the North Atlantic-European climate 
on seasonal time scales (Fig. 1).
• Due to the demonstrated influence of the tropical spring 
SSTs on European summers (Fig. 1), we make use of the 
high persistence and predictability of tropical regions and 
use the observed SSTs in April to anticipate the phase 
of the mechanism in the ensemble system in each year. 
With this approach we achieve significantly improved 
hindcast skill over Europe and parts of the North Atlantic 
for surface temperature, SLP and Z500 (Fig. 6).
We show an alternative approach, in which the ensemble 
size, instead of being further increased, is decreased through 
ensemble selection on the basis of a chain of known physical 
relations. We make use of the influence of the high persistent 
and predictable spring SSTs on European summer climate 
which we expose in a chain of physical processes to enhance 
seasonal hindcast skill over central Europe. Here, we focus 
on one mechanisms that influences European summer cli-
mate on seasonal time scales and demonstrate that including 
a mechanism into the prediction through subsampling of the 
ensemble members by using successive physical relations 
is an effective method to achieve significant seasonal pre-
diction skill. This approach could be extended with further 
mechanisms or also be applied for other mechanism and 
allows for improved predictions in other regions. Since we 
only use observations in April every year, which is before 
the initialisation of the model and knowledge of observa-
tions is not required after the initialisation, this approach 
can be applied to operational ensemble prediction systems.
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