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l - INTRODUÇXO 
Grande parte do desenvolvimento de novos métodos em Esta-
tística, ocorrido nos últimos vinte anos, foi motivado pela busca 
de soluções para problemas práticos ocorridos nas ár·eas de ciên-
cias biológicas em geral e médicas em particular. Boa parte desse 
desenvolvimento ocorreu no estudo de problemas de doenças degene-
rativas como c~ncer e enfermídades cardíovasculares. No caso espe-
cífico de problemas mais frequentes nos países do terceiro mundo 
nem mesmo as metodologias existentes tem sido provadas com muita 
fre-quênc i a. 
Neste trabalho é feito um estudo de um dos problemas sé-
rios de saúde, que é mais grave em regíões e países de menor de-
senvolvimento, específicamente, o de tentar prever peso de recém-
nascidos. 
O baixo peso ao nascer de uma criança se constitue num 
dos problemas mais sérios de saúde porque é diretamente responsá-
vel por altas taxas de mortes e também por consequências invali-
dantes para os que não morrem. Por outro lado as estatísticas mos-
tram que quando este peso é adequado e se chegou ao final da ges-
tação são poucas as chances de acontecer um desenlace negativo 
para a mesma. 
A possibilidade de se prever antes do nascimento o peso 
deste futuro recém-nascido e consequentemente saber se o mesmo es-
taría dentro dos nfveis considerados adequados, pode ser de muita 
utílidade ao pessoal da área de saúde para que possam ser tom-adas 
as providências necessárias com a àev i da antecedência. Estas pro-
videncias podem variar desde mudanças na atenç~o até o traslado da 
gestante a regiões ou estabelecimentos com tecnologias adequadas 
para diminuir o rlsco da criança q\Iando o peso for insuficiente. 
Neste trabalho ser~o desenvolvidos diversos modelos de 
ajuste para PESO, usando variáveis da gravidez atual e sobre ante-
cedentes da mãe. O objetivo principal, do ponto de vista da Esta-
tística é o de confrontar várias maneiras diferentes de desenvol-
ver essa modelagem, numa tentativa de estabelecer se existem van-
tagens marcantes de uma ou ma1s dessas técnicas sobre as demais. 
Os resultados dos modelos aqui apresentados, como será 
discutido mais adiante não deverão ser utilizados para fins predi-
tivos em nenhuma populaç.'áo especffica, pois os dados s~o de partos 
ocorr-idos em um hospital de referência e não de uma amostra de uma 
população. 
Existem várias metodologias que podem ser empregadas para 
obtenç'ão de modelos de ajuste para uma variável como PESO. Neste 
caso, como será argurM~ntado no Capftulo 11, na maioria das vezes, 
INTRODUÇAO Pág.,1 
não é impor'tante prever ou aJustar o próprio valor de- peso do re-
c6m-nascido, mas sim prover se esse peso estará ab<JlXO de- um de-
term>nado limiar mfnimo. Por essa raz'ão, além das lÉ'cnicas de n!-
grE>Gsâo l1n0ar múltipla, pode-se usar també-m as de rogress'ão lo-
gf .sti c a, e outras. Entre essas ú 1 t..i mas, uma que- parece pr-om i ssot> a 
em outras âreas, e que poderá vir a ser investigada no contexLo do 
problema abordado neste trabalho, é a de análise de classificação 
e árvores de regressão, como proposta por Breiman et al. (1984). 
Aqui serão usadas técnicas de regressão linear múltipla, com vá-
rias alterações e modificações e também regress~o logística. O ob-
Jetivo central não é obter modelos visando interpretar seus coefi-
cientes e o possível relacionamento das variáveis preditoras com a 
resposta <PESO). O que s~ pretende é aver1guar a adequação dos 
ajustes em termos de capacidade pred1t1va, ou seja, considerando 
uma resposta binár;a {do t1po balxo peso- pl?so normal}, pesqu1sar 
se existem modelos e ajustes que fornecem melhores valores de sen-
SJbllidade e especificidade, Essas duas medídas são bastante ade-
quadas neste caso para medir o desempenho de métodos de classifl-
caçâo pois ambas tem interpretações simples e úteis do ponto de 
vista médico e de saúde. 
Consider-ando que a resposta de lnteNcsse é binária, se 
obtém a Tabela 1.1. 
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Tabela 1.1 -Tabela de classificação 2 X 2 para bau<a peso e peso 
normal. 
Nessa tabela a sensibilidade é dada por a I (a+c) 
especiftcídade por d I (b+d). Ou seJa, a sensíbi 1 idade mede a 
pac i d<~de- do pr-ocesso pr-ed í ti v o de classificar cor-r-€-lar;;ente os 






soque o pr·ocesso claGslfica como Lal, A ~speclficídade, por' outro 
lado, mede qual a fr-aç~o dos de peso normal que o método de cias-
síflcaç'ão classifica como norrnaJs. 
Em qualquer dos métodos de predição que- se use ao tontar 
aumentar o valor· da sensíbi l idade perde-se neces~:ariamente em es-
pecificidade e vice-versa. O ponto "ideal" de corte na classifica-
ç~o depende de muitos fatores, incluindo recursos disponíveis, 
gravidade do problema tratado, incídôncia do mesmo na populaçâo em 
que se for usar o processo de classificaç5o, e outros. Por esta 
raz~o é conveniente dispor de urna maneira de fazer comparações 
globais de duas metodologias classificatórias quanto a sua sensi-
bilidade e especificidade. Uma maneira de se fazer comparaçôes 
globais é usada ao longo dos Capítulos V e Vl, através de gráficos 
dos logitos da especificidade versus logitos da sensibilidade para 
diferentes "pontos de corten no ajuste. 
O esquema geral do trabalho é o seguinte; 
1 - t feita uma descriç~o sumária sobre a import~ncia do probl~ma 
a ser abordado, ou seja o de previsão de baixo peso ao nascer, 
seguida de uma apresentação dos dados disponíveis para as aná-
lises, as variáveis, suas codifícações e as transformações 
feítas. (Capítulos Il e 111). 
2 - No Capítulo IV s~o apresentados resumos sobre as metodologi as 
de regr,ess'ão l i near mú J ti p la e regrer:s'ão l og f sti c a. Servem 
apenas para situar o leitor e não devem ser tomados como fon-
tes de referência sobre os dois assuntos, para o que s~o cita-
dos alguns textos, como referências, sem nenhuma tentativa de 
se fazer uma resenha bibliográfica sobre os dois temas. 
3 - O Capftulo V apresenta os resultados obtidos com diversas va-
riantes de uso de regress~o linear múltipla. 
4 - O Capftulo VI apresenta resultados obtidos com alguns ajustes 
usando regressão logística. 
5- No Capítulo VIl B apresentado um resumo de todos os resultados 
e ajustes obtidos no processo descrito em detalhe nos Capítu-
los IV e V. 
b - O Capftulo Vl1l traz as conclm~5es com algum-as ob<?servações de 
natureza metodológica, e não sobre aspectos de interpretaç~o 
biológica dos ajustes obtidos. 
Os dados uti 1 i z.ados na construção de todos os grâfí c os e 
na obLenção dos resultados numéricos apresent21dos neste tr-abalho 
foram obtidos do banco de dados B>XistB<nte no computador do Centro 
de Apoio lntegral à Saúde da Mulher <CAJSM) formado a partir de 
partos real1zados na Maternidade da Faculdade de Ciênc1as Médicas 
<fCM) da UNJCAMP e- aqu1 uti 1 izados com a autor'JZação dos doce11tes 
responsáveis pelos mesmos. 
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li - DESCRIÇXO DO PROBLEMA 
Já é de conhecimento médico há vários anos que, à medida 
que aumenta o peso de recém-nascidos, até um certo limite, dimi-
nuem o risco de morte dos mesmos, diminuindo também a probabil ida-
de de contrair doenças e de ocorrerem outras complicações. A par-
tir deste limite "ideal" (na verdade uma faixa) de peso, à medida 
que o peso aumenta, novame-nte voltam a aumentar a mortalidade, as 
doenças e as complicações. Este fato está representado de forma 
esquemática, para o coeflciente de mortal idade perinatal, na Figu-


































- Varíaçâo do coeficiente de mortal id<Jde perinatal 
o peso de recém-nascJdos,(Fonte: FCM UNlCAMP) 
com 
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Sabe- se também que este l imite de peso "i de a l n do recém-
nascido va~ia de região para regi~o. e até dentro de uma regi~o 
especffica há diferenças entre diferentes grupos populacionais de-
terminados. De um modo geral podemos dizer que este peso ideal 
está entre 2500 e 3500 gramas. 
A partir dos trabalhos de Yerushalmy et al (19G5) e Bat-
taglia e Lubchenco {19b7) ficou demonstrada a import~ncia de outra 
v ar i áve l , também reI acionada com a morta 1 idade, que é o tempo de 
gestaç~o. O período ou tempo de gestaç~o que aqui denominaremos 
idade gestacíonal cor-responde ao número de semanas que dura uma 
gestaç~o. contadas a partir de 10 dias após a última menstruaç~o 
atá o momento do parto. 
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Figura 2.2- Variaç~o do coeficiente de mortalidade perinatal com 
---------- a idade gestacional. (Fonte: FCM UNJCAMP} 
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Da literatura disponível temos que a idade gestacional 
"ideal" e-stá em torno de 37 a 42 semanas, Yer·ushalmy et al (1965). 
Jsto pode ser constatado na figura 2.2, principalmente para valo-
rasa menores que- 37 semanas de gestaç~o onde taxa de mortalidade 
aumenta à medida que a Jdade gestacional diminue. Para os casos 
com mais que 42 semanas de gestaç~o temos poucas amostras, onze ao 
todo, e nenhuma comparação poderia ser felta. 
A figura 2.2 mostra dois tipos de informaç~o: A primeira 
representada por triângulos, apresentando os dados como foram ob-
tidos originalmente, sem nenhum tratamento. A segunda representada 
por figuras arredondadas que apresentam o resultado obtido da 
aplicaç~o de um alisamento 3RSSH. Trata-se de uma técnica explora-
tória destinada a evidencíar a tendência em um conjunto de dados 
em que esta não se manifesta de forma evidente. Para maires deta-
lhes sobre esta técnica exploratória ver Tukey {1977). 
PESO liDl!O m·sns !MDE GESIACJONAL 
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Figura 2.3 - Variaç~o do peso de recém-nascidos com a idade gesta-
---------- clonal. (Fonte: FCM UNJCAMP) 
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A idade gDtd .. aclonal tEtm 1nfluência d1reta sobre o peio<O do 
recém-nascido, como se vê na Figura 2.3. À medida que aumenta a 
idade geslacíonal aumenta também o peso do r-Rcém-nascído, como po-
de ser observado na figura 2.3, mas isto n~o ocorre de maneira li-
near, ~;endo que o ganho de- peso tem velocidades difere-ntes em eta-
pas diferentes da gestaç~o. À primeira v1sta podemos identificar 
três tipos diferentes de velocidade em três etapas diferentes da 
gestaç~o: A primeira etapa compre-ende os três primeiros meses da 
ge-staç~o quando o ganho de peso do feto ocorre coro uma velocidade 
pequena. A segunda etapa acontece aproximadamente entre o tercei-
ro e o sexto mes de gestação quando o ganho de peso pelo feto se 
dá de forma bastante rápida. A terceira etapa ocorre nos três úl-
timos meses da gestação quando a velocidade diminue novamente, 
principalmente nas últimas semanas, da 3&e a 42~ semana de gesta-
ção. 
O conhecimonto das relaç.ÕBs entre peso do r·e-cém-nascido, 
idade gestacional e mortalidade, p<:.rmitiram uma classificação das 
mortes perinatais de forma a considerar a influência simultânea de 
peso e idade gestacional na taxa de mortalidade perinatal, levando 
Battaglia e Lubchenco a formularem nove combinações diferentes de 
idade gestacional e peso do recém-nascido ao nascer. 
A idade gestacíonal foi classificada em três fases: 
1 } Pré--te-rroo: para nascimentos ocorridos antes das 37 semanas. 
2 ) Termo: para nascimentos ocorridos entre 37 e 42 semanas. 
3 ) Pós-termo: para nascime-ntos ocorridos apóz as 42 semanas. 
O peso foi c1asl:lificado em três grupoz lnmbémo 
· 1 ) Menor que 2500 gramas. 
2 ) Entre 2500 e 3500 gramas. 
3 } Maior que 3500 gramas, 
Esta classifjcaçâo conduziu a elaboração da tabela cruza-
da mostrada na Tabeta 2.1. 
Os resultados apresentados por Batt.aglia B Lubch@nco 
(19&7) foram confirmados por outros autores, entre eles pode-se 
citar Jurado Garc1a et. al 0970), e indicam que, quando o peso do 
recém-nascido é adequado à idade gestacional, a mortal idade é me-
nor em cada faixa etária. Quando o recém-nascido n'ão tem o peso 
que deveria ter aumenta o risco de vída, n~o apenas no perfodo in-
trauterino, mas também na vida extrauterina. Já existem também al-
gumas evidências, ainda bastante fracas de que o peso de um recém-
nascido está relae1onado com o pe-so ao nascer de sua m'ãe. lsto es-




das prováveis causas que levam a aumentar 
recé-m-nascido ainda n'ão s~o conhecidas. Por 
este-
outro 
lado estas causas podem ser diferentes em dife-rentes grupos popu-
lacionais com diferenças regionais, de costJJmes, etc. Elas pedem 
atuar só ou em combinaç.'ão de duas ou mais var1áveis, modifJcendo 
assim os níveis de risco de um recém·-nascido, 
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Tabela 2.1 
37 42 
Semanas de gestaç~o 
- Classificação de um recém-nascido, de acordo com o 
peso ao nascer (em gramas) e a idade gestacional (em 
semanas). 
A luz destes conhecimentos. podemos concluir que qualquer 
estudo que possa de alguma maneira mostrar ou insinuar o comporta-
mento complexo, e de conhecimento ainda incompleto, das variáveis 
presumívelmente envolvidas neste problema, seguramente estará dan-
do aos médicos e pessoal da área de saúde, conhecimentos multo va-
llosos para preservar a vida ou para melhorar a qual id0do df' v1da 
de muitos recém-nascidos, na medida em que forneça instrumentos 
para se tentar incluí-los nos grupos de menor risco. 
O objetivo principal deste trabalho é investigar algumas 
metodologias alternativas na tentativa de, conhecendo informações 
sobre a gravidez atual e algumas outras de antecedentes da m~e. 
obter métodos aceitáveis de previsão de peso de recém-nascidos. Um 
objetívo secundário, mas t~o importante quanto o prímeiro é o de 
confrontar diferentes metodo1ogias dísponfveis e introduzir algu-
mas modificaç5es nas existentes, visando melhor adaptá-las ao pro-
blema específico em estudo. 
De maneira nenhuma os modelos resultantes deste trabalho 
poder~o ser usados como ferramentas preditivas em situações reais. 
O estudo foi feito com dados obtidos numa populaç~o de 
altíssimo risco, para os recém-nascidos. Estes dados foram obtidos 
de todos os partos acontecidos num periodo de tempo dado, na Ma-
ternidade da Faculdade de Ciências Médicas (Departamento de Toco-
ginecologia} da UNlCAMP. Por ser esta Maternidade pertencente ê 
Universidade e contar com pessoal médico e para-médico (enfermei-
ras, técnicos, etc) especializados e com recursos materiais de 
tecnologia avançada, são encaminhados, de toda a região de Campi-
nas, a esta maternidade os casos de maior risco ou que tem suspei-
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ta de apresentar com maior prohabí l idad0 problPmos, t.<~nto no pe-
r lodo ges:t.acíonal cmno na hora do parto. 
Por outro lado, dada a limitação dos lBitos e-xistunt.es, é 
realizada uma triagem na hora da internaç'ão, dando pr-eferência aos 
casos que apresentam riscos e sendo derivados para outras materni-
dades os casos q\l€! não apresentam riscos evidontes. 
Estes dois fatores fazem com que os dados analisados nes-
te trabalho não sejam representativos de Campinas ou regi~o. Por 
esta razão, no estágio atual do estudo, n~o se pode utilizar os 
resultados para prever baixo peso para outras populações. Para is-
to ser"ão necessários estudos similares futuros com um número maior 
de casos e com amostras representativas da populaç~o sobre a qual 
se quer inferir. 
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111 - INFORMAÇõES DJSPONIVEIS 
lii.i- lntroduç~o 
Todas as gestantes que- procur·am a Maternidade da Faculda-
de de Ciências Médtcas da UNICAMP recebem atendimento médico ou 
paramédtco, segundo as necessidades de cada caso. As gestantes 
que estão no final de seu período gestac1ona! (trabalho de parto), 
são Internadas para se providenciarem os cuidados médicos necessá-
rios. 
Em todos os casos de lnt.ernaçto par-a atend1lllento do parto 
é preenchida uma ficha obstétrica pr-é-codificada (ver anexo t). 
Nesta ficha esttío quantificadas 83 variáveis com lnfor!'tlações sobr·e 
a m~e, o feto, o parto e o recém-nascido. 
Esta ficha é composta de variáveis quantitativas como 
anos de idade, altura uterina, duraç~o do período de d!lataç~o e 
nota de Apgar e V&Píávels qualitativas tais como estado Clvil, tJ-
po de rotura de membranas, malformações congênitas, são preenchi-
das na forma de r-espostas com múltiplas escolhas mutuamente exclu-
sivas. O preechimento da ficha obstétrica está detalhadamente ex-
plicado no Manual de lnstruções par-a o Preenchimento da Ficha Obs-
tétríca do Departamento de Tocoginecologla da Faculdade de C!ên-
clas Médicas da UNJCAMP, que é lido por todas as pessoas encarre-
gadas do preechímento da ficha, o que ajuda a assegurar- uma uni-
formidade de critérios e a boa qualidade das Informações, 
A flcha é preenchtda à medida que ocorrem os fatoe, eendo 
que a primeir-a página é pr-eenchida no Instante da !nternaçto e s 
última é completada no momento da alta, quando a ficha é revisada 
pelo residente r-esponsável pela paciente. A ficha é então numera-
da e enviada para ser digitada. Após a dlgttaç~o os dados ainda 
passam por dois programas de consistência, um para detectar valo-
res absurdos e outro para detectar contradições. Estes programas 
fazem uma lista dos erros encontrados, as fichas originais são lo-
calizadas e providenciam-se ent~o as correções necessárias. Após 
as correções estes dados são incorporados ao arquivo geral de da-
dos. Os dados utilizados neste trabalho correspondem aos pr-imeiros 
2902 casos desse arquivo, para partos únicos (eliminam-se os par-
tos que resultaram gêmeoS). Para maiores detalhes ver Sabatino e 
Araki (1979), palestra sobre o sltem~ Gânese. 
Dentre .as 83 va.r-Uive1s existentes na fJcha obstétrica nem 
todas são capazes de fornecer subsídios par·a a prediçí;"o de peso. 
Algumas destas variáveis com pouca ou nenhuma relaç~o com o peso 
s~o de fácil 1dentiflcaç~o como hora em que aconteceu o parto ou 
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número de toques vaginais efetuados, ele. Outras variáveis s~o 
mais difíceis de identificar como tendo Influência no peso. 
Dado ao lnte~esse em se trabalhar com variáveis relevan-
tes para a previsão do peso do recém-nascido foi solicitada a co-
laboração de pessoal médico, docentes da FCM da UNlCAMP, que se-
gundo suas experiências pessoais e de literatura puderam dizer 
quais dentre estas B3 variáveis seriam as mais adequadas e com 
maior relaç~o com o peso. 
Estes docentes identificaram 26 variáveis consideradas 
relevantes, com alguma relaç~o com o peso. Estas variáveis são as 
que foram utilizadas neste trabalho e são descritas a seguir. 
111.2- AS VARI<VEIS 
Ae variáveis selecionadas e~o apresentadas com suas des-
crições e, quando for o caso, com suas respectivas cod1ftcaç~es, e 
o significado de cada código, segundo informações do Manual de 
Instruções para o Preenchimento da Ficha Obstétrica, Sabatino et 
al. (!978l. 
1 - IDM 
2 - ESTCIV 
3 - UP 
4 - NTM 
Idade da gestante em anos, número de anos completa-
dos no último aniversário. 
Estado civil da gestante. 
1 - Solteira, a mulher- que nunca esteve casad& le-
galmente, nem vivendo em união est~vel e que 
não vive com um companheiro atualmente. 
2 - Casada, é a &ulher que está legalmente unida a 
um homem e que vive com ele. 
3 - Amasiada, é a mulher que v!ve em união estável 
com um homem que n~o é legalmente seu esposo, 
ou a mulher que está legalmente casada com um 
homem, mas vive em uníão estável com outro. 
4 - Desquitada, é a mulher que esteve unida por ma-
trimônio legal ou era amasiada e que, atualmen-
te, não vive com seu companheiro. Pode ser di-
vorciada, desquitada ou simplesmente separada. 
5 - VJúva, é a mulher cujo marido ou companheiro 
faleceu e que não estã amasiada. 
9 - Ignorado 
Número de meses que tr<'lnP:c:orreram entro a data du 
último parto e a data do parto atual. Se o tempo 
transcorrido for igual ou maior do que 8 anos e dois 
meses assume o valor 98. 
Número de natimortos 
nifica o parto de um 
anteriores, onde natimorto 
feto que pesa mais de 500 
stg-
gra-
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5 - CSR 
G - ABOR 
7 - FILMOR 
8 - TOTPAR 
9 - ANTM 
10 - ANTOBS 
mas ou que tem 25 em de altura ou malB e que não 
apresenta sinais vitais quando ocorre a expuls'ão. 
Número de cesáreas a que foi submetida a gestante. 
Número de abortos espontgneos e provocados somados. 
Número de filhos que nasceram v1vos e que faleceram. 
Número de gestações que terminaram por via vaginal 
ou cesárea, independente de que o recém-nascido fos-





anteriores a esta gestação. No 
do que uma é codificada somente 
maís importante. 
caso de 
a que é 
1 - Sem, a gestante nega haver tído qualquer pato-
logia prévia a esta gestaç~o. 
2- Tuberculose, a gestante relata um diagn6stico 
de laboratório de tuberculose de qualquer loca-
lização, antes desta gestaç~o. 
3- Sífilis, a gestante relata um diagnóstico médi-
co ou há sorologia ou exame microscópico posi-
tivo antes desta gravidez. 
4 -Diabetes, a gestante relata diagnóstico médico 
ou há díagnóstico de laboratório antes desta 
gravide-z. 
5- Cardíopatia, a gestante relata um diagnóstico 
médico ou apresenta evidêncías de quadro clíni-
co ou há diagnóstico de especialista. 
G - lnfecç~o urinária, a gestante relata um diag-
nóstico médico ou há diagnóstico de laborató-
rio, anterior a esta gravidez. 
7 - Hiperlens~o. a gestante relata diagnóstico mé-
dico de níveis tensiona!s superiores aos consi-
derados normais ou apresenta evidência do qua-
dro clínico ou há diagnóstico de especialista. 
8 - Sequela óssea de pélvis ou inferiores, a ges-
tante apresenta algum impedimento ósseo para a 
realizaç~o do parto por via vaginal. 
9- Cirurgia abdominal, a gestante re-lata ter sido 
submetida a operações que deixaram cicatriz 
uterina, como de miomectomia, sutura de perfu-
rações, correç~o de anomalias congênitas, coni-
zaç~o. etc., não se deve- incluJr neste grupo as 
pexias ou operações corretoras da posiç~o ute-
rina. 
Y - Ignorado. 
Patologias obstétricas acontecidas em gestações an-
teriore-s. 
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1 - Sem, a gestante é primigesta ou em gestações 
anteriores n'ão apresentou nenhum dos, problemas 
especificados a seguir. 
2- Toxemia, a gestante relata diagnóstico de taxe-
mia em qualquer das gestações anterlores ou re-
lata haver apresentado sintomas de edema, hi-
pertensão e albuminúria. 
3 - Metrorragia durante a gravidez, a gestante re-
lata perdas de sangue por via vaginal durante 
qualquer urna das gestações anteriores. 
4 - Metrorragia pós parto, a gestante relata perdas 
de sangue aumentadas após os partos anteriores. 
5- Gravidez prolongada, a gestante relata ter ul-
trapassado 42 semanas de amenorréia durante 
qualquer das gestações anteriores, consideran-
do·-se as dificuldades de precis'ão existentes. 
& - Malformaç'a:o congênita, a gestante relata ante-
cedentes de malformações congênitas no produto 
de qualquer das gestações anteriores. 
7 - Infecções puerperais, a gestante relata antece-
dentes de inf~cções puerpera1s (nos 40 dias de-
pois do parto} após qualquer das gestações an-
teriores. 
8- Polihidramnio, a gestante relata aumentos anor-
mais de líquido amniótico em qualquer das ges-
tações anteriores. 
9 - Partos prematuros, a gestante relata parto pre-
maturo em qualquer das gestações anteriores, 
considerando-se as dificuldades de precis~o que 
as pacientes tenham. 
O - Outras patologias obstét~icas, a gestante rela-
ta outra patologia n~o descrita acima e apre-
sent-ada em qualquer das gestações anteriores. 
Y - Ignorado. 
Uso e tipo de anticoncepcional que a gestante U$ava 
antes desta gestação. 
1 - N~o usava, a gestante nega o uso de qualquer 
tipo de anticoncepcional. 
2 - Gestágeno suspenso, gravidez planejada, a ges-
tante relata ter suspendido o uso de gestágeno 
porque queria engravidar. 
3 - CesUígeno susp<omso por intolerêlncia, a gestante 
relata ter suspend1do o uso de gestágeno por 
intole:-'l3nC1a e, logo após, engravidou. 
4 - Gestágeno suspenso por gravidez n~o planejada, 
a gestante ~elata ler engravidado enquanto usa-
va gestágeno e suspendeu o uso. 
5 - DIU retirado, g:ravldez planejada, a gestante 
relata ter- retirado o DlU, porgue quer i a ficar 
grávida. 
& - DIU retirado por não adaptação, a gestante re-
(he-lata ter retirado o DIU por n~o adaptação 
morragias, dor, etc.). Considera-se também os 
casos de expuls~o. 
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7 - D 1 U fracassado, a gestante r e J ata ter engr a v 1-
àado com o DIU in si tu. 
8 Outro anticoncepcional, grav1dez planeJ<:1da, a 
gestante ncd ata ter suspendido o uso de qual-
quer outro mé-todo anticonceptivo <preservativo, 
diafragma, Ogino-Knaus, coitus interruptus, 
etc.} porque queria engravidar-. 
9- Outro ant1concepcional, intoler3ncia, a gestan-
te relata ter sucpendído o uso de qualquer ou-
tro anticoncepcional por intolerãncia e logo 
após engravídou. 
O - Outro anticoncepcional, gravidez n~o planejada, 
a gestante relata ter engravidado enquanto usa-
va qualquer outro método antlconcepclonal. 
Y - Ignorado. 
Grau de instruç~o da gBstante, considerando o último 
ano que a mulher completou, tendo sido aprovada. 
1 Nenhum 
2 - 1 a 2 anos 
3 - 3 a 4 anos 
4 - 5 anos 
5 - & a 7 <:~nos 
& - 8 a 3 anos 
7 - 10 a ' . 
·" 
anos 
8 - 12 anos ou ma1s 
y 
- Jgnorado 
Número total d<;r consultas. pr;;<;-n<Jtais rualizadas pela 
gestante. 
Número do mês de gestaç'ão em que a mulher se en-con-
trava quando realizou sua pl'imeira visita pré-natal. 
No caso de n'ão ter feito pré-natal assume valor O e 
se a pr·imeira v1sita ocorreu no nono mªs assume va-
lor 8. 
Altur·a da gestante descalça, medida s8g-undo t~knlca 
habitual, em centímetros. 
Semanas de ameno.rr·éia, calculada se-gundo a data da 
ültima menstruaç'ão pela regr'a de Nagele. 
Diferença ponderai ou varlação de peso da g~i'sti.:1nte 
obttdo pela d1fe-rença entre o peso no ingr•esso ao 
pré-natal menos o peso habitual aproxJmado antes de 
engravidar informado p!?la gnBtante. 
1 - Sem, a gestante não apr~senta edema. 
2 Maleo1ar, apresenta sinal de Godet nas apófises 
malcolares. 
3 - Tibial, <:Jpre.s.enta sinal de Godet no osso tJ-
bi al. 
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4 Abdô1ne.m, sprer:enta sinal de Codet na abdôroem. 
5- Anasarca, a gestante apresenta edema generali-
zado. 
9 - Ignorado. 
AltuPa do recêm-nasc!do em centímetr·oe. 
Peso do recém-nascido em gramas no momento do nasci-
mento ou até 12 horas depois. 
Idade gea:tactonal cl fnJca esttmada pelo neonat6logo 
no moooEmto do parto, segundo ~nétodo descr·1 to por Ca-
purro et al (1978). 
Estado do r·ecém-nascldo no momento da alta. 
1 - Vtvo s~o, o recém-nascido estava sadio no mo-
men-to da alta. 
2 - Vivo enfermo, o recém-nascido estava enfermo no 
momento da alta, mas sua enfermidade n~o reque-
ria mais internaç~o. 
3 - Natimorto, ver definição na variável NTM. 
4 - Morte neo-natal até 24 horas, a criança morreu 
antes de completar 24 horas de vida. 
5 Morte neo-natal de 24 horas até o 7~ dia, a 
criança morreu entre o 2~ e o 7~ dia de vida, 
inclusive. 
& - Morte neo-natal do 8~ dia até 28edla, a criança 
morreu entre os~ e o 282 dia de vida inclusi-
ve. 
Y - Ignorado. 
Evolução da pressi:lo ar·terlal da geat.ante na gravidez 
e no parto. 
1- Normal, a paciente apresentou níveis tenslonais 
inferiores a 140 mmHg sistólica e inferiores a 
90 mmHg de d1astólica, ou valores de pressão 
arterial média, {PAM), inferiores a 105 mmHg. 
A PAM se obtém da seguinte forma: 




PAS = press~o arterial slst6llca e 
PAD =pressão arterial d1aet6l1ca. 
2 - Caídas tenslonals sem sinals de choque < 100/bO 
mmHg, a paciente apresentoSPONfVElS 
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arterial menores que 100 wmHg de Slstóllca e 
menores de 60 mmHg de d í astóll c a, sem s 1 na i s de 
choque (t.aqtucardia, sudorese, palldez, etc.) 
3 - Choque clínico reversível de qualquer ongem, a 
pacJente apresentou caídas tensionaís e choque, 
mas recuperou os nfveís normais logo após tra-
Ütl1Jento efetuado. 
4- Choque clínico irreversível de qualquer orlgem, 
a paciente apresentou caídas tensiona1s e cho-
que, mas não recuperou os níveis normais logo 
após ti·atamento efetuado. 
5 - Hipertensão leve, a pac1ent.e apresentou n!veís 
tensionals d1ast6llcos iguais ou maiores que 90 
e menores que 100 mmHg ou a PAM iguais ou maio-
res que 105 mmHg e menores que 115 mmHg ou ain-
da quando houve um aumento de 30 mmHg na pres-
são arterial sistólica ou 15 mmHg na pressão 
arterial diastóllca sobre os nfveis tensíonais 
anteriores. 
S - Híperteneão moderada, a paciente- apresentou nf-
veis tensionais d1ast6licos igua1s ou maiores 
que 100 e menores que 120 mmHg ou a PAM apre-
sentou valores iguais ou maiores que 115 e me-
nores que 130 mmHg. 
7 - Ihpe-rtensâo grave, a paciente apresentou nfveis 
tens1onais diastól1cos igua1s ou maiores que 
:20 mmDg ou a ?AX apresentou valores 1gua1s ou 
ma1ores que :30 mmSg. Inclui também os casos 
em que além dos níve1s assinalados em hlper-ten-
s1'1o moderada houve s1na1s clínJcO$ df:> HTlLaçi1o 
do s1stema nervoso central (alterações VlSU~1s, 
cefaléia fr·onlo-Oclpltal, náuseas ou vôm;t.os, 
dor epigástrlca, confusão mental,· h!per·~refle­
Xla, febre, etc.). 
8 - Acidente vascular ou viceral hípertens1vo, 
quando, a 1 ém da h1 pert.ens'ão arte r la J e como 
consequência da mesma, acontece qualquer aci-
dente vascular ou Vlsceral (derrame) indepen-
dente dos níveis tensionais observados. 
Y - 1 gnor-ado 
Ocorrência de taxem i a e a gravidade da mesma na ge-s-
tação atual. 
1 - Sem, B pacHmte apresentou nfvsis normais de-
tensão arterial, sem sinais de toxemia (edema+ 
alburuinúr-ia). 
2 - Hipertensão ie-ve, provável toxemía, a 
aprn~:mntou lupert.ons'ão leve, bem como 
provável toxe-mia (retensão de lfquido 






3 - Hipertensão moderada, provável toxemJ a, a pa-
ciente aprese-ntou hipertensão moderada bem como 
sinais de provável toxem1a. 
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4 - Hipertens~o severa, provável toxemia, a pacJen-
te apresentou hiport.ens'ão grave be-m como Slnats 
de provável toxemia. 
5 - Pré-ecl~mpsla moderada, a paciente apresentou 
sinais de provável toxem1a, bem como sintomas 
de pré-ecl~mpsia {cefaléia, tontura, náuseas, 
perturbações visuais, diarréia,etc,). 
& - Pré··ecl~mpsía eevera, a pacíente apresentou os 
sintomas descritos em pré-ecl3mpsia moderada e 
também quadro de obnublaç~o mental, modifica-
ções na capacidade sensorial e de memória, agi-
taç~o psicomotora, hiper-reflexia, etc.). 
7- Hipertens~o crônica essencial, a paciente refe-
re press~o alta ou existe diagnóstico da mesma, 
independente de gravidez. 
8 - Hipertensão outras origens, não pré---ecl~mpaia, 
a paciente apresentou press~o alta independente 
da gravidez, que apareceu agudamente (hiper-
tens~o endocranlana por tumor, etc.>. 
9- Ecl~mpsia gravfdica, a paciente apresentou hi-
pertens~o com sinaís de provável toxemia e tam-
bém um quadro convulsivo e/ou comatoso (neuro-
lógíco) durante a gravidez. 
O- Eclâmpsia puerperal, a paciente apresentou as 
mesmas condições descritas em ecl~mpsia gravf-
dica mas que ocorreram até 72 horas após o par-
to. 
Y - Ignorado. 
Diabetes na gestante. 
O - Sem, a paciente n~o apresenta diabetes. 
1 - Com, a paciente apresenta diabetes. 
Y - Ignorada, não se tem a informaç~o. 
Doenças infecciosas acontecidas durante a gravidez. 
1 - Sem, a paciente não apresentou qualquer doença 
infecciosa durante a gravidez. 
2 - Toxoplasmose, a paciente apresentou níveis ele-
vados no teste de toxoplasmose ou sinais de 
reagudização de uma toxoplasmose antiga. 
3 - Tuberculose, foi diagnosticado TBC ou a pacien-
te apresentou slnai.s de reagudização de uma TBC 
antiga. 
4 - lnfecções urinárias sem febre, a paciente apre-
sentou sinais de infecção urinária (disúria, 
políaciúria, punho percussão lombar positiva, 
bacterioscopia positiva etc}, sem febre. 
5- lnfecções urinárias com febre, a paciente apre-
sentou características de infecç~o urínária 
mais febre. 
b- Gonorréia, foi diagnosticada gonorréia ou rea-
gudizaçâo de- gonorréia antiga. 
7 - Virose, a paciente apresentou sinais de gripe, 
catapora ou outras viroses. 
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B - Esta f i loco c os 'ou e-streptococos, f o l d l agnost l-
cada astafílococcia e/ou estrcptococcia (angi-
nas, otitis, piodermitls, etc). 
9- Sífilis, foi diagnosticada oífilis ou a pacien-
te apresentou reagudiziç~o de sífilis antiga. 
O - Outr-as, a paciente apre-sentou alguma doença in-
fecciosa n~o especificada acima. 
Y - Ignorada. 
Um detalhamento maior sobre o significado preciso de cada 
um dos termos e sobre todas as classes e forma de medição ou le-
vantamento de cada uma das variáveis pode ser encontrado no Manual 
de Instruções para o Preenchimento da Ficha Obstétrica, do Depar-
tamento de Tocoginecologia da Faculdade de Ciências Médicas da 
UN!CAMP. Em Sabatino et al. (1980} é apresentado um resumo e são 
discutidos detalhes sobre o uso desse manual, dos programas e sis-
temas de crítica e consistência de dados para essa ficha. 
Para algumas dessas varíáveis, infelizmente, não havia 
quantidade de casos suficiente para que a var1avel fosse mantida 
no estudo, como no caso de diabetes, devido a um número excessivo 
de faltas de informaç'ão. Em outros, a codificaç'ão n'ão é a melhor 
possível, como no caso de antecedentes obstétricos. t importante 
ressaltar que apesar desses problemas a qual idade dos dados é bas-
tante boa, principalmente se considerarmos que para variáveis de 
natureza biológica existem, muitas vezes grandes imprecisões nas 
determinações e, frequentemente, surgem erros do tipo classificado 
como ngrosseiros». 
Um outro aspecto a se chamar a atençâo é sobre a natureza 
pioneira do trabalho que se realíza na Maternidade do Departamento 
de Tocoginecologla da FCM da UNICAMP. Trata-se da primeira expe-
riência dessa escala a ser feita no pafs. 
lll.3- RECOD!FJCAÇXO DAS VARIÁVEIS 
Para que fosse possível usar essas variáveis nas análises 
que se contemplava, regr·ess~o linear múltipla e regress"ão logísti-
ca, fo1 necessário recodificar diversas delas. As variáveJs cate-
gór;cas foram quase sempre transformadas em var1áVe1s indicadoras, 
às vezes mais de uma usando a mesma variável original. Em outras 
situações foram combinadas várias variávels para formar uma ou 
mais variáveis indicadoras. Todas essas recodíf1cações foram fei-
tas com base em informações, algumas vezes de natureza iropreclsa, 
mas sempre por sugest"ão de membros do Departamento de Tocogineco-
logia da FCM, com vivgncia do problema e com pase na pouca litera-
tura existente sobre o tema de previsão de peso do recém-nascido. 
As faltas de informaç~o {fl) foram recodificadas como ".n 
objetivando usar os recursos de análise do Statistica! Analysis 
lNFORHAÇôES DISPONíVEIS Pag: 18 
System 
Federal 
(SAS}, instalado no CentrO de Computação 
de S'ão Carlos. 
da Univers1dade 
A ~eguir € feita uma brE~ve aprel.Hmtaç:ão de- todas as n~co­
difícações que foram feitas nos dados, e em alguns casos é dada 
uma razão para a recodificação escolhida. Houve, além de razões de 
simplíficaç~o. oportunidades em que a recodificaç~o foi feita vi-
sando recuperar a natureza contínua de uma variável, como no caso 
de escolaridade da mãe. A quase totalidade das recodificações fei-
tas foi no sentido de transformar variáveis com mals de duas cate-
gorias em variáveis indicadoras, tanto para simplicidade de uso 
como para permitir maiores fac i 1 idades na lnterpretaç~o de resul-
tados. 
A variável ESTCIV, estado civil da m~e, que especificava 
como possibilidades solteira, casada, amasiada, desquitada e viU-
va, foi transformada de forma a indicar ou não a presença do côn-
juge, sendo atribuidos os valores: 
ESTCIV=1 para solteira, desquitada ou viúva (sem a 
presença do cônJuge) e 
ESTCIV=O para casada ou amasiada {com a presença do 
cônjuge). 
A variável ES, escolaridade, da maneira como estava codi-
ficada era uma variável classificatória mas, ainda que apresentas-
se uma ordem natural, n~o podia ser tratada como variável contí-
nua. Ela foi transformada na variável ESC de forma a representar, 
de maneira aproximada, o número de anos de escolaridade da m~e. Os 
erros ma1s importantes ocorrem na classe 8, por ser aberta na par-
te superior. No caso dos dados desses 2902 partos essa classe re-
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A variável EDEMA foi transformada de forma a indicar ou 
n~o a presença de edemas na gestante, sendo atribuidos os valores: 
EDEMA~O se n~o apresentar edemas e 
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EDEMA~l se apresentar. 
A variável ANTOBS1 foi criada para indicar a presença de 
prematuros no histórico da gestant':? (partos anteriores ao atual), 
sendo: 
ANTOBS1=1 em caso da ter havido prematuros e 
ANTOBS1=0 caso contrário. 
A variável ANTOBS2 fol criada para indicar todos os ante-
cedentes obstétricos <partos anteriores ao presente) indicados por 
ANTOBS menos prematuros. Desta forma: 
ANTOB52=1 indica pelo menos uma das seguintes pato-
logias, toxemia, roetrorr-agia durante a gravidez, 
metrorragia pós parto, gravidez prolongada, mal-
formaç'ilío congênita, infecções puerperais, pol ihi-
droamnio ou outras patologias obstétricas e 
ANTOBS2=0 indica a nâo ocorrência das patologias 
acima. 
A varíável ANTM, antecedentes mórbidos, foi tran8formada 
para ANTMOR de forma que: 
ANTMDR=1 indica a ocorrência de pelo menos um dos 
antecedentes: tuberculose, sffilis, diabetes, 
cardiopatia ou hipertenz~o e 
ANTMDR=O indica a n~o ocorrência de qualquer das pa-
tologias citadas acíma. 
A variável UAAG, relativa ao do uso de anticoncepcionais 
antecedendo a esta gestaç~o, foi transformada para ANTCON, indica-
dora do uso de anticoncepcionais à base de gestágeno. Desta for-
ANTCON=l indica o uso de anticoncepcionais à base de 
gest.ageno e 
ANTCON~o indica o n~o uso dos mesmos. 
A variável PRART, indícado~a de nível de press~o arterial 
na gravidez atual foi dividida em duas variáveis blnárias, PRALT 
que indica situações de press~o ar-terial diferente da normal e PR-
GR que indica situações de press~o arterial elevadas, maiores que 
180/120, de maneira que 
PRALT=O se evoluç~o da press~o arterial é normal e 
PRALT=l se diferente da normal, 
PRGR=l se a press~o esteve acima de 180/120 e 
PRGR=O caso contrário. 
A var).ável TOX, indicadora de níveis de toxemia 1 foi 
transformada em binária, de forma que a nova variável 
TOXE =O indica ausênsia de tox~mia ou hipertens~o 
leve, 
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TOXE ~ 1 lDdJca toCos os outros níve1c 
TOX, h1pe:rtensão moderada ou severa, 
sia e ecl~mps1a. 
da vc1r 1 áve\ 
pré-eciâmp-
A variável lNf'EC, indicadora de t1pos dl? infecçÕE'S fol 
r'ecodífic3da para !NF de forma a !nd1car algumar:: doençan infoccio-
sas na ge-stante, de forma que, 
: NF~ 1 sB a gelil'\ .. ;mte apr12ssnt.ar pelo m~mos um a d.as 
segu J nl0s c:oenç as, toxop l asmose, tuberculose, 1 n-
fecções ur1nár1as com ou ó>em febre, gonorréia, 
v1:rose, estafilococos, estrepLococos ou outras, 
exceto sífi 1 is que é tratada separ<::~damente, 
INF=O caso n5o se enquadr-e na descr1ç%o ac1ma. 
A variável Slf1 foi crl<H:b para indic<Jr as ge-sl<:lntes pvr--
tadoras de sffil1s sendo que 
SIFI=1 se a gestante é portadora de sffjJjs e 
SlFI=O caso contrário. 
As tranzforwaçõe~=>. ç.omo mecionaclo .anleriorlbente, foram 
feitas para transformar variáveis classificatórias em var1áve1s 
indícaàoras, e sustentadas por experiência médica anterior. 
Uma lias v ar 1 áve 1 s ma 1 s 1 roportantes para o estudo, como 
descr1to no Capítulo ll, é a idade gestac1onal que será chamada de 
IDG e terá como unidade a r,;emana. Ex1stem, na ficha obstétpica, 
duas fontes de 1nformaç%o sobre e 1dade gestªcional. A prímeir'a, 
por anamnese, usando informações das parturlenle-s quanto ao número 
de semanas de amenorr-é í a ( SEMAMJ e a segunda obtida alr· a vês do 
exame c i fn1co do recBm·-nascido <CAPU). Tanto numa como na outra 
existem faltas de informaç~o. 
A variáve-l lDG foi conslrufda da s;;:;guinte mane1ra: 
Se CAPU 
igual a CAPU. Caso 
n'ão for FI (falta de informaç~o) 
contrário 1DG é igual a SSXAM, 
ent'ão IDG 
Neste caso CAPU, a variável que contém os valores da ida-
de gestacional clfn1ca, determ1nada pelo neonatólogo no momento do 
parto, foi considerada pPÍffiliHf'O por ser determwada com métodos 
ma1s precisos que a idade gestacional obtida através de 1nformaç~o 
verbal da gestante sobre a data da última de menstruação, SEMA!'::, 
variável em que também se observam faltas de ínformaçZ\o mais fre-
quentemente que em CAPU. 
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lV - METODOLOGIA 
IV.! - INTRODUÇÃO 
Existem várias técnicas estatísticas disponfveis para se 
tentar construir um modelo de previs~o de baixo peso ao nascer 
{peso menor do que 2500 gramas}. Entre alas destacam-se regress~o 
linear e regressão togfstica. Neste capítulo s~o descritas breve-
mente essas duas melodologias, visando estabelecer notaç~o e ter-
minología. 
A primeira técníca utilizada é o ajuste de um modelo de 
regress'ão 1 inear, com a variável peso como dependente e as demais 
variáveís disponíveis, descritas no capftulo lli, como possfvels 
varíáveis independentes. Uma vez feito o ajuste utiliza-se o peso 
ajustado para prever se o parto terá ou n~o como resultado um re-
cém-nascido de baixo peso. Este ajuste foi feito inicialmente 
através da aplicaç~o de regress~o linear dando origem ao MODELO O. 
A seguir foram tentadas algumas variantes deste ajuste inicial, 
visando melhorar as previsões, o que foi feito nos MODELOS 1 a 11. 
Foram feitas tentativas de usar a altura prevista do recém-nasido 
para melhorar a previs~o do peso, bem como dar pesos maiores que 
um às observações cujas previsões erraram para maior, previram um 
peso acima do verdadeiro e peso um nas demais, isto considerando 
que uma previs~o de peso normal quando este é baixo é mais grave 
que a situaç~o inversa. Os resultados obtidos através dessas téc-
nicas estão apresentados no capftulo V. 
A outra técníca utilízada é a regres~~o logfstica. C~m 
esta metodologia é estimada a probabilidade de que uma dada obser-
vaç~o esteja associada a um parto com recém-nascido com peso nor-
mal, onde aqui considera-se parto com peso normal aquele em que 
resulta um recém-nascido com peso maior ou igual a 2500 gramas. 
Para trabalhar com regressão logística foi criada uma variável in-
dicadora, IPESO, igual a um quando o peso do recém-nascido é maior 
ou igual a 2500 gramas e igual a zero caso contrárío. Isto está 
explicado com ma1ores detalhes no capítulo Vl. 
Existem muitos livros que tratam do tema de regress~o li-
near, como Draper e Smith 0981) e Montgomery e Peck (1982). Para 
regress~o logística as referências s~o mais escassas podendo ser 
mencionados os livros de Cox (1970} e de Ander-son et ai. (1980}, 
capítulo 09. 
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JV.2- REGRESSÃO LINEAR 
O modelo a ser aJustado é da forma 
y(i) = A1 x<i,ll + A2 x<i,2) + ... + Ap x.<í,p) + e(i) ( 4. j) 
onde-, 
y(i) é a i-Bsima observaçâo da variável y. 
é a i-ésima observaç~o da var1ável Xk. 
Ai, A2, .•. , Ap s'ã"o os parâmetros do mode 1 o. 
e-( i) é o erro cometido. 
A va:r i áve l y é usual mente- cham~d a de v ar- i áve 1 d<:<pcndent.8 
e as variáveis Xl, X2, ... Xk .s~o chamadas de variáveis indepen-
dentes, ou explicativas. Quase sempre 1nclu1-Z.e um tenno constante 
no modelo e, nesle caso, uma das variáveis independentes, X~. por 
exemplo, tem todos os valores iguain a um para representar esse 
termo constante do ajl..;ote. Todos os ajustes que serr!o feitos no 
Capítulo V Incluem um termo constante. 
forma 
onde, 
O modelo (4,1) pode ser B}1Cr-ito com notaçi!ío matrlctal na 
Y = XA + E 





( 4. 2) 
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X é uma matrlz composta pelos valores das variáveis ex-
plicativas, da forma: 
X " 
x<1,1) 
















No modelo ; Jn6'ar' tem-se os parâmetros A1, A2, . , • , Ap que 
são valor&sr; c'.eBcon·necidos, mar:: que p0dom sB:r aprox1macios alravés 
de técn l c as e-st.at f st i c<:~s. Ajustar- um mode 1 o a um conJunto de dados 
signiflca encontrar valores que se aproximam bastante dos valores 
desconhecidos dos parâmetros A1, A2, .•. , Ap, usando os dados para 
obtê-los. Estes valores s'i!o chamados "estimativas" dos parf:lmetros 
e s5o denotados por a1, a2, ... , ap. Na notaç~o matricial, 
a :::; [al, a2, ... , apJ ·é um vetor que contém as est1mat1vas dos 
parãmetros. 
Este ajuste pode ser feito através de vários critérios, 
sendo que o mais usual é o método de mínimos quadrados. 
No método dE> mínimos quadradoB as estimativas dos piW3-
metros s5o aquelas que tornam a soma de quadrados de resíduos mí-
nima. Ut.i 1 izando notação matricial as estimativas dos parâmetros 
são os valores de "a" que substituídos em lugar de "A", m1nimizam 
a forma quadrática da equação (4.3); 
E 'E = ( Y - XA l '< Y - XA l (4,3) 
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Obter' as estimativas dos parâruetroz, o vetor "a", no mé-
todo de mfnlmOs quadrados equ1vale a encontrar o ponto de mínimo 
da e-quaç'ão <4.3). Ar:sim ~~endo, par·a obter os estimadorcos de A de-
ve-se derivar a e-quaç'ão <4.3) com rel:aç'ão a A e igualar a zero. O 
resultado deste precedimento é apresentado a segUJr: 
-2x·y + 2X'Xa ~O 
PasBando o termo negativo para o lado direito da igualda-
de e dividindo ambos os lados da igualdade por dois, tem-se como 
resultado a seguinte igualdade: 
x·xa.:::: x·y 
?remultíplícando ambos os lados da igualdade pela inversa 
de <X'X) tem-se a equação (4.4). 
-! 
a~ <X'XJ x·y 
Através dos par~metros estimados pode-se obter os 
previstos pelo modelo para a variável y através da equaç%o 
denotar-se-a por YP o vetor com as previsões. 
-1 




( 4 • 5) 
Uma vez aJustado o modelo é indispensável averiguar se 
ele é satisfatório. Existem várias técnJcas para esse fim, in-
cluindo testes de hipóteses e, principalmente, análises dos r-esí-
duos, incluindo gráficos de resíduos versus valores ajustados. 
Para testar a validade do modelo ajustado, YP = Xa, é ne-
cessário fazer algumas suposições a respeito da dltribuição de 
probabilidade do erro E: 
51 Os erros s~o variáveis aleatórias com espe-
rança zero e vaf'illncia constante, qualquer 
que SeJa i. 
E ( e( i) = O 
Var { e(i} ) = const~nte 
para í=l, 2, .. , , n. 
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S2 Os epros de observações diferentes s~o não 
correlacionados. 
COV( o(i),e(J) )oQ para ifJ. 
S3 Os erros tem disrlbuiç~o normal com média 




para i=l, 2, .... n. 
Onde 5 é a variância do resíduo, vari~ncia que deve ser 
constante para todos os res(duos segundo Si. 
Estas suposições conjuntamente equivalem a dizer que os 
erros tem distribuições normais independentes com médias iguais a 
zero e variâncias iguais entre si. 
Tendo ajustado o modelo através de <4.4) ou (4.5) a per-
gunta que surge é a seguinte: Será que este modelo ajustado é um 
bom modelo? Para respondê-la deve-se testar estatisticamente a 
validade do modelo. Uma forma de fazê-lo pode ser testando-se se 
os pargmetros s~o conJuntamente diferentes de zero. O modelo seria 
considerado válido se pelo menos um dos parãmetros testados fosse 
significativamente diferente de zero, n~o sendo considerado válido 
se em nenhum dos p<u·{lmetros estimados houvesse evidências sufi-
cientes para ser rejeitada a hipótese de que seja igual a zero. 
Para testar se os parâmetros s~o conjuntamente diferentes 
de zero formulam-se duas hipóteses: 
Uma hipótese conservativa a qual denomina-se "hipótese 
nulan que é aqui representada pela letra nHn e cujo significado é: 
"todos os par~metros s'ão iguais a zero". 
E outra hipótese chamada nhipótBse alternativa", aqui re-
presentada pela letra "K" e cujo significado é: npelo menos um dos 
parâmetros é diferente de zeron. 
A hipótese "H", todos os par5metros s'ão iguais a zero, é 
aquela que será testada. Se for rejeitada fica-se com a hipótese 
alternativa, "K", pelo menos um dos parâmetros é diferente de ze-
ro. 
Neste caso ent'ão, testar o modelo se resume a testar H, 
se reJeitada H o modelo~ considerado válido, se não reJeitada o 
modelo não é considerado válido. 
METODOLOGIA 
O teste pode ser represeiltado e-squematícam~mle da seguin-
le- maneir-a: 
versus X, A 4 O 
Este teste é baseado na teoria das probabilidades e está 
de-talhadamente explicado em Draper-Smith (1981) e Montgoroery-Peck 
<1982), A seguir descreve-se sucintamente o procedimento de teste. 
lniciaimente definimos algumas estatfaticas que ser~o 
utilizadas nos testes. São elas o quadrado médio de regressão que 
será representado por QMReg, o quadrado médio de resfduo será re-
presentado por QMRes, e a estatística de teste do modelo represen-









<Y - Xa) '(Y - Xa) Y'(! - X(X'Xl X'H 
Q~Res ~ --------------------- = -----------------------




Utilizando as suposições Sl, S2 e S3 e os resultados dos 
teoremas de Gauss-Markov e de Fisher-Cochran tem-se que a estatís-
tíca f calculada em (4.6) segue a distríbuiçâo de probabilidade F 
com p e <n-pl graus de liberdade, quando a hipótese nula, H, é a 
verdadeira. 
lsto permite c.onsidenw válido o modelo quando o valor da 
estatística f for maior que Fc, onde Fc é o valor da abscissa da 
funç~o de distribuiç~o acumulada f.que fornece uma probabilidade 
acumulada de <1-alfa). 
Em outras palavras, consider~mos válido o modelo se 
f > Fc 
onde, 
Fc = F< p , (n-p) <l-alfa) ) . 
METODOLOGIA 
Ne-ste caso alfa é a probabl 1 idade de se cometer o erro de 
validar o modelo fundamentando-se somente em variações aleatórias, 
quando o mesmo n~o é significativo. Alfa é chamado de n!vel de 
significãncia do teste e geralmente escolhe-se para ele valores 
pequenos, sendo mais frequentemente utilizado 0,05, valores meno-
res podem ser escolhidos quando se deseJar que a probabilidade de 
se cometer este erro seJa menor ainda. 
Além de testar-se o modelo como um todo, onde se testa se 
todos os par~metros s~o conjuntamente iguais a zero, também pode-
se testar se os parãmetros das variáveis s~o individualmente 
iguais a zero ou não, o que equivale a testar se a variável cor-
respondente ao parâmetro testado devería ou não estar incluída no 
conjunto de variáveis explicativas do modelo. 
Para testar a vai idade da inclus'ão de uma variável em 
particular no modelo, deve-se testar se o parâmetro correspondente 
a ela é igual a zero. Se por exemplo há interesse em testar a in-
clus~o da variável Xj no modelo, pode-se fazê-lo testando se o 
coeficiente de Xj, neste caso Aj, é igual a zero. Neste caso pode 
ser representado esquematicamente nas forma: 
versus K;Aj~O. 
Para testar hipóteses deste tipo calculado-se o acréscimo 
na soma de quadrados de resfduos ocorrido com a saída do modelo da 
variável explicativa que se está querendo testar. Por exemplo se a 
variável a ser testada é Xj, calcula-se o acréscimo na soma de 
quadrados de resíduos quando Aj =O, denotado por ASQ ( Aj =O ). 
Isto é feito da seguinte maneira: 
2 -1 






é j-ésimo elemento da diagonal principal 
da inversa da matriz X'X e 
aj é o par~metro estimado para a variável XJ. 
ASQC~j•Ol 
f = ------------------ (4 .7) QMRes 
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Xeste caso a estatística f calculada Pm (4.7) sc-cg\Je a 
dJst.ribuiçiJo de probab1l idade F com 1 e (n-·p) graus de 1 ibordad~?-, 
sob a hipótes-e nula, e o pr'ocE>d i menta de te1::te é- ceuH" l hante ao 
descrito antei'lorrnente para o modeio como um todo. 
Considera-se <1 variável que eetá sendo testada válida no 
modelo quando 
f > Fc 
sendo, 
Fc = F< l , Cn-pl O-alfa) ) . ( 4. 8) 
Estas ferramentas de teste de variáveis ser~o utilizadas 
nos procedimentos de seleç'ão de variáveis na seç'ão seguinte. 
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lV.3- SELEÇXO DE VARIÁVEIS PARA O MODELO LINEAR. 
Quando se tem uma variável dependente e uma variável ex-
plicativa, aJusta-se o modelo, testa-se e está pronto. fias quando 
se tem várias variáveis explicativas, o resultado nâo ~ tâo dire-
to. 
O primeiro problema que surge é saber quais s~o as variá-
veis que devem integrar o conjunto das variáveis explicativas do 
modelo e quais devem flcar fora dele. Para resolver este problema 
existem diversas técnicas para seleç~o de variáveis. 
As técnicas de seleçâo de variáveis mais comuns e 
as que s'ão ut i 1 i zadas neste traba 1 ho são a "FOR!JARD", a 
QARD" e a "STENlSE". 
Segue uma breve descriç~o das três técnicas. 
também 
"BACK-
A técnica "FOR\JARD" de seleção começa com um modelo sem 
variáveis explicativas, tendo somente a constante ou média. 
Calcula-se ent~o a estatística f, definida em (4.7), que 
reflete a contríbuição de cada variável para a explicação da va-
riável dependente se ela fosse inclufda. Isto é foito para todas 
as variáveis candidatas a entrar no modelo. 
A seguir a estatística f de cada variável é comparada com 
um valor de referência Fi, obtido da mesma forma que Fc em (4.8}. 
Dentre estas são consideradas aptas a entrar no modelo as variá-
veis cuja estatística f for maior que Fi. 
Neste estudo o valor de referência Fi permite a inclusão 
de variáveis com níveis de signíficâncla p < 0.50, este valor de 
referência permite a inclusâo de variáveis com pouca importância 
mas posteriormente permitirá a comparaç~o das variáveis escolhidas 
neste método e em outros para níveis de signific~ncia menores que 
0.50. 
Se nenhuma estatfstlca f for maior que Fi 
Caso contr~rio inclue-se no modelo a variável r a. 
valor na estatfstica f e continua-se o processo. 
o processo pá-
que tiver maior 
A seguir com a variável já incluída calcula-se o valor da 
estatística f para as var)áveis restantes fora do modelo, redefi-
ne-se o valor de Fi como em (4.8). Convém notar a cada nova variá-
vel inclufcla no modelo ~ dist:ribuiç!3o F usada na definiç'êío de Fl 
perd~ um grau de liberdade. 
Repete-se este processo até que nenhuma das variáveis fo-
ra do modelo produza uma estatística f suficientemente alta, que 
permita a sua inclus~o no modelo. 
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A técnica "BACKiJARD" inícia com um modelo com todas as 
variáveis independentes possfve1s. 
Ent~o as variáveis s~o excluídas do modelo até que todas 
as variáveis remanescentes no modelo produzam estatísticas f sig-
nificantes a um nível alfa pré-estabelecido. 
Neste caso utiliza-se um nfvel de signific~ncia p < 
0.10 para determinar o limite mínimo aceitável da estatística f 
para que uma variável permaneça no conjunto das variáveis explica-
tivas do modelo. Este limite é determinado da mesma forma que Fc 
em <4.8) e é representado como Fo. 
A cada passo a variável com menor contribulç~o para o mo-
delo, ou menor estatística f, é excluída se f< Fo. Esta exclus~o 
é feita uma a uma e a cada passo as estatfsticas f s~o recalcula-
das e Fo também é redefinido. 
A técnica "STEPTJ1SE" é uma rnodificaç~o da técnica "FOR-
YARD" e a diferença entre elas é que nesta técnica uma variável 
que já está no modelo pode ser excluída enquanto que na "FORf.JARD" 
ísso não acontece. 
Na técnica "STEPW!SE" as varlávels s~o incluídas no mode-
lo uma a uma da mesma maneira que na "FORIJARD". 
Após uma variáve-l ser inclufda. a técnica nsTEPQJSEn 
testa todas as variáveis que est~o no modelo e exclui as variáveis 
que n~o tenham a estatística f maior que Fo, uma a uma, iniciando 
pela menor estatística f recalculando-as e redefinindo Fo a cada 
passo. 
Após serem excluídas as variáveis com p0quena contribui-
ç~o ao modelo ent~o é que se busca uma nova variável para ser in-
cluída no mesmo. 
Termina-se a inclus~o de variáveis quando nenhuma das va-
riáveis que estão fora do modelo puder ser incluída. 
As estatfstícas f usadas na regress~o STEPQJSE s~o cal-
culadas como em <4.7} e os limites Fi e Fo s~o obtidos como Fc em 
<4.8} para níveis de significâncla alfa igual a 0.50 em Fi e alfa 
igual a 0.10 em Fo. 
Os procedimentos computacionais utilizados foram os do 
SAS implantado na Univesidade Federal de S~o Carlos. 
Em nosso Cii!SO, o modelo foi escolhido com basB na compa-
ração dos resultados das trªs técnicas, resultados estes que foram 
bastante semelhantes. 
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IV.4 - MODELO LOGfSTJCO. 
Como v1sto no in!cio deste capítulo, quando se tem uma 
variável dependente e um conjunto de variáveis explicativas pode-
se aJustar um modelo linear através do crítérío de mínimos quadra-
doB também chamado de regress~o linear. 
Esta técnica é muito utilizada já que do ponto de vista 
teórico é simples, sendo muito interessante também do ponto de 
v1sta computacional, existindo métodos rápidos e precisos para se 
calcularem as estatísticas necessárias. 
Conli.ldo qu ;;.ndo se tem um modelo CUJa resposta é b i nár 1 a 
(a variável dept.mdente amoumindo somente dois valores), a situaç~o 
n'ão é tão simples assim. Neste caso haverão problemas com o mode-
lo de regress~o ll near no que se refere às suposições feitas. 
Quando se tem re-sposta binárla na variável deponàente, 
pode-,.;e- r-epresentar as respostas possfve-<s por O (zer·o) e 1 (um). 
Sqj a o modelo 1 i m:~ar aprBDBnt.ado Bm C 4, 1) , 
y{i) = A1 x<t,1J + A2 x<i,2) + ... + Ap x(l,p) + e-(í} 
logo por S1 a esperança de y(i} é 
t:CyU)J =A: xCi,U + A2 x<1,2) + .,, + Ap x(i,p) (4.9) 
mas como y(i) assume somente os valores O e 1, tem-se 
E r yCi)' = P r y(i.) = J 
Em (4.10) corwlaLa-se que E[y(i)J é uma probabilid;:de-, J~ 
~rn (4.9) Lem~se para E[y(i)J uma expressâo que pode assumir valo-
res fora do inLBrvalo C0,1J à meaHHl que Vi:lriam os xU,k)'s, o que-
é um absurdo, já que se trata de uma probabilidade. 
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Em segundo lugar a supo'slç'ão de normal idade nos erros, 
necessária para os lestes de hipóteses, n'ão se just.iftca já que a 
distribulç~o do erro é binária e assume os valores 
-E( y<il I x(l,1), x(i,2), ... , x(i,pl ) se yti} =O 
1- E ( y(í) I x(i,l}, x(i,2), ... , x(í,pl } se y(l) = 1. 
Uma alterna ti v a 
funç~o da média de y é uma 
cativas. Chamando de P(i) 
valores de xU,l), xU,2l, 
à regress~o ltnear é dizer que alguma 
combinaç5o linear das variáveis expli-
a probabilidade de { y(i) = 1, dados os 
... , x(l,p) }, ent~o 
P(t) =E[ y(i) I K(l,1}, X(l,2), ... , X{i,p) J 
Usando agora uma funç'ão de P(i), 
ln[P(i) I <1- P<JJ}J = x<i,U A1 + x<i,2> A2 + ... + x<l,pl Ap 
(4.1)) 
A quantidade no lado esquerdo da equação (4.11) é chamada 
logito de P(i). O logito tem a propriedade de transformar pontos 
em um intervalo <0,1) para pontos em um intervalo (-oo, +oo). Iso-
lando ?(i} do lado esquerdo da express~o obtém-se a transformaç~o 
inversa, qualquer ponto no intervalo (-oo, +ool é transformado pa-
ra um ponto no intervalo (0,1). tsto faz com que qualquer valor 
previsto em <4.12) esteja no intervalo (0,1) enquadrando-o na con-
diç~o de ser uma probabilidade. 
Isolando P{i} no lado esquerdo de (4.11} obtBm-se 
P< i) = 1 I { 1 + exp< - X i 'A ) ) (4.12) 
A equaç~o mostrada em (4.11} e <4.12) é chamada de modelo 
logístico. 
AJustar um modelo logístico significa encontrar estimati-
vas de "A",denotadas por- "a". Isto pocie ser- feito através dos 
est1maCores de máxima verossimJlhança. O método de máx1ma verossl-
milhança enconlra-se descrito em Bickel & Docksum <:977), a seguir 
é apresentado um resumo da apl icaç~o do método ao problema em 
quesl'5o. 
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No má-todo de máxima verossimilhança as estimativas dos 
par~metros as8umem os valores que maximizam a funç~o de verossimi-
lhança mostrada em <4.13) 
n 
L • TT 
i""1 
exp < Xi' A y{i) > I (1 + exp < Xi' A }) 
onde 
(4.13) 
Xi é um vetor com os valores das variáveis explicativas 
relativas à i-ésima oco~rência da variável y, y(i). 
Sendo {4.13) uma funç~o n~o llnear, para se encontrar o 
vetor "a" que substituindo "A" torna (4.13) máxima deve-se utí l í-
zar um mBt.odo numér-ico. O método geralmente usado é o método de 
Newton-Raphson. 
O método de Ne~ton-Raphson é um método íterativo para se 
encontrar rafzes de funções. Portanto, para encontrar o máximo da 
função de verossimilhança L, deva ser aplicado ~s derivadas de L. 
Como o 1ogarítmo de uma função qualquer não altera a abscissa de 
seu ponto de máximo, pode-se obter o máximo da função L calculando 
o máximo da funç'ão ln [ L J, com a vantagem de ln [ L J te-r uma 




X i ' A y<i) ln { 1 + exp( X i' A ) ) (4.14) 
O método de Newton-Raphson aplicado ao logarftmo da fun-
ção de verossimilhança do modelo logfstico (4.14> leva ao método 









S( a ) é a matriz "score-"' na it.eraç.âo t. 
t 





Os elementos da matr1z nscore" s'ão dados por-: 
-" 5 (a) " ;;_ 
(j} i=l 
[ x(i,j) ( y{i)-
para J = 1, , .. , p 
exp( Xi 'a } 
) J 
( 1 + exp { X i ' a ) ) 
Os elementos da matriz ínformaç~o siío dados por: 
_n 2 
{a)= ?;_ x{i,j) x(i,k) exp( Xi'a) I ( 1 + exp( Xi'a)} 
(j,k} i=l 
p:ar a j = _, ••. , p • k = 1, ... , p. 
Como no caso 1 inoar pode--se lestar o modo lo como um todo 
ou as variáveis isoladamente. Isto pode- ser fe-ito através dotes-
te da razão de ve-rossimilhança. Par' a maiores detalhes sobre o tes-· 
te da razitío de ver-ossími lhança ver Bickel & Doksum (19?7). 
Para testar o mode-lo como um todo, ou seJa todas as va-
riáveis conjuntamente, ou um subconjunto das variáveis do modelo, 
que pode ser de uma ún1ca variável, pode ser usado o teste da ra-
zão de verossimilhança. Neste teste uti: iza-se a estatística mos-
trada na equaç'ão C4.16), 
Xq = 2 { 1 n { ..,. ) - in { l..1 ) ) 
Onde, 
L é a funç'ão de verossnni lhança para o modelo com todas 
as variáveis e 
L1 é a funç~o de verossimilhança para o modelo com as q 
variáve~s que permanecem no modelo quando as variáveis 
que se deseja testar est'ão fora do mesmo. 
Quando se testa se um subconjunto de q variáveis é con-
JUntamente igual a zero, a estatística Xq tem uma distribuiç'ão 
qui-quadrado com q gr·aus de liberdade, sob a hipótese de validade 
de H. 
H; Os coeficientes das q variáveis são conj\mtamenle 
1gtJais a zero. 
X: Pelo menos um dos parâmetros é diferente de zero. 
METODOLOGIA 
Se a estatística Xq é maior que um 1 imite Xc rBjeíta~se a 
h i potese H. O l imite X c é defl n i do de forma que a função acumu I ada 
da distribuiç~o qui-quadrado com q graus de liberdade no ponto Xc 
assume o valor (1~alfa), onde alfa ê o nível de signific2ncia do 
teste. 
O teste da raz~o de verossimilhança pode ser usado para 
testar subconjuntos das variáveis explicativas com apenas uma va-
riável. Testar se um certo parâmetro é ígual a zero equivale a 
testar a valídade da inclusão da respectiva variável no modelo. 
Desta forma pode-se saber se a contribuição desta variável é ou 
n~o significativa. 
Outro modo de testar esta contribuiçâo é através da cons-
truç~o de intervalos de confiança para os par~metros estimados. 
Para se construirem os intervalos de confiança utiliza-se 
a inversa da matriz de informaç~o que na última iteraç~o é assin-
tóticamente a matríz de variãncias e covariãncias. Assim sendo, 
para grandes amostras, o erro padr~o do par~metro estimado para a 
i-ésima variável, a(i}, é a raíz quadrada do i-ésimo elemento da 
diagonal principal da inversa da matriz de informaç~o na última 
iteração. 
EP( •(() ) = a ) 
k 
sendo k a última iteraç'ão. 
-1 
J 
i • i 
Para ap1icaç~o desta técnica de regressão logística aos 
dados foram utilizados os recursos computacionais do Statistical 
Analysis System (SAS) instalado no Centro de Atendímento Integral 
à Mulher ( CAISM ) na Faculdade de Ciências Médicas da UNICAMP. 
O manual de uti I izaç~o do SAS, no capítulo ref&rente ao 
"LOGIST PROCEDUREn tem informações detalhadas sobre os procedimen-
tos computacionais uti 1 izados. 
METODOLOGIA ?ág.:3ó 
V - REGRESSXO LINEAR E VARIANTES 
Neste capftulo está apresentado o ajuste do modelo linear 
utilizando as técnicas descrítas em lV.2, passando pela detecção 
de outliers até chegar a um modelo inicíal que é chamado de MODELO 
O. Seguindo o trabalho ent~o si:ío testadas v ar i ações deste. A cada 
variaç~o experimentada os resultados são comparados com os resul-
tados obtidos no modelo inicial. 
V.! -MODELO PROVISóRIO 
O ajuste tem inicio com a modelagem através das técnicas 
de regress'ão "stepw-íse", "backward" e "forward" para seleção das 
variáveis explicativas para o peso do recém-nascido. 
As varíáveis que concorreram nesta seleção foram as se-
guintes, IDM, ESTCIV, NTM, ABOR, FILMOR, TOTPAR, ANTMOR, ANTOBSl, 
ANTOBS2, DIAB, !NF, ANTCON, ESC, TOTCON, ALTM, EDEMA, PRALT, PRGR, 
TOXE, S!Fl, D!FPON e IDG. 
Pelo expos~o anteriormente e a luz dos resultados obtidos 
durante o trabalho, a variável IDG se manifestou como sendo de 
grande import5ncia na previsão de PESO. Por outro lado ela fre-
quentemente nâo esta dfsponivel no momento da aval i ação do caso 
(geralmente pela ignorãncia da mulher sobre a data da úl~ima mens-
truação). Este problema ainda n'ão tem solução (substituí-la por 
outra com similar poder preditivo), Isto forçaria o uso do modelo 
somente nas gestantes que conhecem e informam a data da sua última 
menstruação e através desta ínformação calcular aproximadamente a 
idade gestacional segundo a regra de Nagele, conforme Sabatino 
(1987). 
As técnicas de regre-ssão "step1,1Jse", "forward" e "'back-
ward" for-am aplicadas aos dados e os conjuntos de variáveis sele-
cionadas nas diferentes técnicas foram compar'ados. O r-esultado 
desta comparaç~o foi que todas as técnicas apontam para conjuntos 
de variáveis muito semelhantes, esta concordância é um resultado 
bastante desejado pois indica a ausência de colinear-idades. A in-
dicação de ausência de colineridade foi confírmada posteriormente 
por um teste de multicolinBaridade. 
Para est:::bel<?cer· BS V8f'Jáveu::1 que c.ompor·1am o conjunto de 
varláVB>S do mod;;?lo provtsórto foral!l selec;onadas as varráve1.s ob-
tidas na regress~o stepwise €' que apresentÇjvam um nfvel de signi-
fic~ncia p<0.05. Estabelecido este modelo provisório passou-se à 
detecç~o de outliers. 
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V. 2 - DETECÇXO DE "OUTL l E:RS" 
Quando é ajustado um modelo pelo método de mínimos qua-
drados, um único ponto ou um conjunto de pontos estranhos, devidos 
a erros de digítaçâo ou anotaç~o. a falhas em aparelhos de mediçâo 
ou mesmo ao comportamento estranho da variável podem causar alte-
rações drásticas nos resultados obtidos no ajuste. Tais pontos são 
chamados "outliers••. Em funç'5o destas alterações drásticas causa-
das por estes outliers torna-se importante detectá-los e identifi-
car a sua origem. Reunindo as informações disponíveis sobre o(s) 
ponto(s) pode-se, quando possível, corrigir os erros que houverem, 
quando não for possível corrígir tais erros nos restará a opç~o de 
eliminar a observaç'ão quando ela estiver comprovadamente incorre-
ta. 
Convém ressalt-ar que a el iminaç~o de obserV<.lÇÕes é uma 
prálica que gera polêmica entre os especialistas quanto à validade 
da sua aplicação. !teste trabalho ela será aplicada ~:omente em ca-
so::: extremos. 
Quando se tem um "outl ier" e se constata a não existência 
de erros, decide-se sobre a permanência ou n~o da observação no 
ajuste utilizando critéríos relacionados com a análise dos fenôme-
nos que as variáveis representam. 
Par·tindo do ajuste de um modelo provisório passou-se ao 
estudo para detectar- "outl iers" uti 1 izando as técnicas conh<i"cidas, 
D de Cooke, DFF'lTS, gráficos de RESíDUOS versus PESO PREVISTO, 
gráfícos de resíduos parciais e diagonal da matriz de projeção co-
mo explicado, por exemplo em Belsley et al {1980) e Carvalho & Da-
chs 0985). 
Observando na fígura 5.1 o gráfíco de RESfDUOS versus PE-
SO PREVISTO, jâ à primeira vista pode-se notar um ponto estranho 
que requer uma atenção especial. Analisando a observaç'ão corres-
pondente ao ponto ísol~do no gráfico da figura 5.1 constatou-se 
qtle se tratava de uma gestante com idade ge-stacíonal de 52 sema-
nas, o que equivale a uma gravidez de doze meses. N~o se conseguiu 
determinar a origem deste número, se devido a erro de digitação ou 
preenchimento de questionário ou tratou-se de um caso de prolonga-
mento exagerado da gravidez. A decis~o ent~o foí pela exclus~o 
desta observaç~o no ajuste do modelo, dado que a literatura espe-
cializada nos informa que uma gestaçâo durar doze meses é um even-
to quase impossível. 
Os gr-áficos das figuras 5.1 e 5.2 s'ão ;;;:ompos-tos de let.ras 
onde normalmente est~o os pontos. Estas letras s~o colocadas de 
forma que a letra A representa 1 Cuma} observação, a letra B 2 
(duas} observações superpostas, a letra C 3 <tres) observações e 
assim por diante até a letra Z que representa 2& ou maís observa-
ções super--postas. 




























' . A A A ~ A 
.. .. ~ 8" .. " 
" " ~"'< ~·~"~·~ .. ~.. .1; A ~~""·t~M " & AOO>~ A 
~ ·~ ~IM~ ~~O<~<A"M ,..,..... ,V. 
I< ~· Jl~ ~ ~ Õ~I>E.f!U<FT•D~~.'O~ A lo, 
" 1:~ A<P""9 ~~~FKf~%U<Utl~n<.CCÇ t>l 
A >. ~ Bl\ HOH>'WJJ""''l:fJ"i<AO BC .. ~ 
" • "' 11.1< e M• ~cA~C•~~~Ju,.P>~"'l""~''u A " 
A A 6 M """"Çij~GD<Ol>W"I.Q•l•~~C><H~~b'C"~~ & 
A ' ~Sa olC ot~e<HtfJ<lCJHnH<;HJlQ''Cil"fD.JB J;t.Mo. "' 
AJiJ$ 11 ~U ~,o, 01:.1. A ~U,IJlA ~D"fW]'P'úPQWOV("{lUJH~'~l'lX"'""' 
A. 1> Mo. A 4 .. M"O•ABA~ ~~>t.BV><OOlL~JU[~.C<I,il«I.LnCL ...... 
11. ~ .. 4'o Ç ACao tUo ~~F Ct>l ""<Fl,lUH""<~t-'i <OJH A 
"lt V• Ae U A A <;11 IJl cnt~~o~~etn~H~IO<..(:>.t!>A-01~ A 
A A AA A """ ~U~CDA<.Clh~C"~·~~ C"-ll">>l 
A A J. " ,o, A B.l>, AA AO c ...... tAACJ:. C ..... f>.. .. 
/1. 4 MA oe~ ~ ~A.<II!M D~ A 




Figura 5.1 - Gráfico de- RES"íDUOS versus PESO PREVJSTO antes da 
--~------- elíminaç~o de outliers. (Fonte~ FCH UNICAMP}. 
• 
Através da variável ERNA, estado do recém-néiScido no mo-
mento da alta, foram identificados os natimortos e foram elimina-
dos aqueles com menos de 1000 gramas. Estas observações foram eli-
minadas porque os natimortos tem comportamento diferenciado dos 
recém-nascidos ou natimortos com mais de 1000 gramas com relaç~o à 
variável que se está estudando, o peso do recém nascido. Segundo 
este critério foram elimínadas três observações. 
O gráfico de RESíDUOS versus PESO ESTIMADO com aj<lste 
realizado .após a el iminaç~o dos outl iers pode ser visto na figura 
5.2. Comparando visualmente este gráfico de rn~;íduus cum o anLe·-
ríor pode-s& dízer que este se assemelha mais ao que se espera dos 
resíduos numa regress~o linear, ou seja, resíduos com distribuição 
normal. 
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RESíDUOS versus PESO PREVISTO após a 
de outliers. <Fonte: FCM UNICAMP) 
Nota-se também uma aparente dependêncí a da v ar i ânci a dos 
resfduos com relação ao peso do recém-nascido de forma que a va-
r·i~ncia aumentar1a à med1da que o peso aumentasse. Isto n~o é ver-
dade e esta aparênc1a no gráfico deve-se ao fato de haver um núme-
ro maior de observações para pesos entre 2700 e 3ó00 gramas e o 
número de observações diminui à medida que o peso decresce. Per-
anecendo válida ainda a suposiç~o de que os resíduos tem variân-
cia constante. 
Além destes foram detectados outros onze pont.os, geral-
mente em crianças prematuras com baixo peso, que foram mantidos no 
ajuste após a verificaç~o de que sua saída n~o alterava significa-
tivamente as estimativas obtidas. 
Eliminados os 
veis de forma a obter 
MODELO O, 
out.l iers continuou-se a 
aquele que será o nosso 
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trabalhar as variá-
primeiro modelo, o 
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V.3 - MODELO O 
A seguir foi criada uma varíável indicadora de natimor-
tos, NTM1, a partir da variável NTM, número de natimortos, ou se-
ja, NTM1 =O se NTH =O e NTM1 = 1 se NTM >= 1. Construída desta 
forma a nova variável NTM1 será igual a 1 <um) se o histórico da 
gestante registrar algum natimorto e será igual a O <zero) se não 
houver nenhum indício de natimorto anterior. 
Quando postas a concorrer num ajuste usando regress~o 
nstepwise" as variáveis NTM e NTM1 juntamente com as demais, a va-
riável indicadora de natimortos, NTM1 foi incluida no modelo em 
detrimento de NTM. Isto é uma indicaç~o de que o fato de haver ou 
n~o natimorto(s} anterior{es) é mais importante na determinaçâo do 
peso do recém-nascido do que o número de natimortos havidos ante-
riomente. Assim sendo, passou-se a trabalhar com NTHl e n~o maís 
com NTM. 
O mesmo procedimento foi adotado com relaç~o às variáveis 
ABOR, número de abortos anteriores e FILMOR, número de filhos mor-
tos anteriores,' e em ambos os casos as variáveis selecionadas fo-
ram ABOR1, indicadora de abortos anteriores e FILM01, indicadora 
de filhos mortos anteriores e abandonou-se ABOR e FlLMOR número de 
abortos e número de filhos mortos anteriores. 
Durante os ajustes que foram feitos até aqui uma variável 
veio se destacando como de grande importância. Trata-se da variá-
vel DlAB, que é a indicadora de diabetes nas gestantes, sempre 
acrescentando algumas gramas à previs~o de peso do recém-nascido 
no caso da gestante ser diabética, mas ela teve de ser retirada do 
ajuste por ser uma variável em que houve muita falta de informa-
ç~o. o que eliminaria do ajuste tlrn número grande de observações. 
Finalmente foi estabelecido o primeíro modelo para prever 
o peso de recém-nascidos, somente com o incoveniente de se ter um 
intercepto negativo. Causa estranheza interpretar um peso de -3000 
gramas. Para eliminar este desconforto foram feitas algumas trans-
formações que permitiram obter um intercepto positivo e aceítável 
em termos de ordem de grandeza. 
A primeira delas é a seguinte; 
JDM = JDM - 20 
O uso desta transformaç~o implica que a nova variável 
IDM valerá a quantidade de anos que a idade da gestante exceder a 
20 anos, podendo assumir valores negativos caso esta tenha menos 
que 20 anos. Por exemplo, se a gestante tem 22 anos a variável IDM 
assume o valor 2, se tiver 19 assume o valor -1 e assim por dian-
te. 
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Tratam;,mto semelhante foi dado às variáveis ALTM, altu-
ra da gestante e IDG, idade gestacional de forma que: 
ALTM = ALTM - 145 
!DG = IDG - 30 
Com o uso destas transformações conseguiu-se um intercep-
to em torno de 1400 gramas. 
Após a detecçâo de "out.l íers" e todas estas tranform:ações 
obteve-se um ajuste para o PESO denominado de MODELO O e cujos pa-
r5metros estimados encontram-se na tabela 5.1, 
Neste ajuste foram utiiizadas 2382 observações válidas, 
obteve-·se um R-quadrado de 0.4&43 e no teste de signific2ncia do 
modelo um nível de signifiC::~ncia p menor que 0.0001. 
MODELO O 
ERRO t PARA TESTAR 
VARHVEIS 
PARJ\METROS 
ESTIMADOS PADR~O iBi=Ol PROB > l 
INTECEPTO 1399 40.2 34.8 O.OOOI 
NTM1 -95.1 35.2 -2.7 0.00&9 
FILMO! -64.4 24.5 -2.& 0.008& 
TOTPAR 30.0 3.9 7.7 0.0001 
ANTOBSl -182 53-.0 -3.4 0.000& 
TOTCON 13.1 2.7 4.8 0.0001 
ALTM 9,15 1.3 &.8 0.0001 
EDEMA 125 17 '9 7.0 0.0001 
PRGR -279 59.4 -4.7 0.0001 
TOXE -115 2&.4 -4.4 0.0001 
INF -117 35.9 -3.3 0.0011 
JDG 153 4.2 39.1 0.0001 
Tabela 5.1 - Est1mat1vas obttrl;:;R çm r-ogce~~<.:do dli'2-i:11' j'JQ:r'a o 
---------- MOiJEl.-0 O {Fonte, FCf~ UN: (:,\h'-' l 
Já tendo um tnstrumento para prever peso, podB-z.e <Jgora 
ana1isâ-lo em sua capacidade de detectar recém-nascidos com peso 
menor que 2500 gramas, ou baixo peso. lsto pode ser feito através 
das c:J..wvas de :mn:;ibi l idade- e czpucificidado-. 
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V.4- Sf.NSIBILIDADE e ESPECIFICIDADE 
Sendo um dos objetivos deste trabalho detectar "baixo pe-
so", ou p~so menor que 2500 gramas, em recém-nascidos e já tendo o 
MODELO O para prever o peso do recém-nascido. Pode-so tentar de-
tectar os casos de baíxo peso estabelecendo uma regra, por exem-
plo, considerando previs~o de baixo peso todos os casos em que o 
peso previsto pelo modelo estiver abaixo de 2500 gramas. Este va-
lor 1 imite que no caso é 2500 gramas será chamado de "ponto de 
corte". Em função desta regra pode-se classifícar cada observaç~o 
como prevista como baixo peso ou peso normal e sabendo a sua real 
condiç~o pode-se cruzar estas duas informações e- montar a tabela 
5.2. 
PREVISXO 
+---------+--·-- -----+----- ----+ 
I < 2500 I >= 2500 I TOTAL 
+---------+---------+---------+---------+ 
I < 2500 I !52 I !87 339 
REAL +---------+---------+---------+---------+ 
I >= 2500 I 33 2022 2055 
+---------+---------+---------+---------+ 
TOTAL I 185 2209 2394 
+---------+---------+---------+---------+ 
Tabela 5.2 - MODELO O, ponto de corte 2500 gramas. 
---------- <Fonte: FCM UNICAMP> 
Na tabela 5.2 observa-se 339 casos de baixo peso, 2055 de 
peso normal dando um total de 2394 observações. Destas 152 casos 
de baixo peso sendo corretamente previstos e 2022 pesos normais 
também sendo corretamente previstos, 33 pesos normais sendo pre-
visto como baixo peso e 187 casos de baíxo peso sendo previstos 
como normais. 
Quando se deseja que o modelo detecte um n~mero maior de 
casos de baixos pesos, basta alterar para maior o ponto de corte, 
considerando-se, por exemplo, como previs~o de baixo peso as ob-
servações que apresentarem previsâo de peso mGnor que 2&00 gramas 
e n~o mais 2500 gramas como no caso anterior. O resultado do esta-
belecimento deste novo ponto de corte pode ser visto na tab~la 
5.3. 
Comparando as duas tabelas nota-se que à medida que se 
aumenta o ponto de corte observa-se um aumento no número de previ-
s5es corretas de baixo peso e também um aumento nas previs5es de 
baixo peso falsas, pesos normais que antes eram previstos correta-
mente agora sâo previstos como baixo peso. 
REGRESSXO LINEAR E VARIANTES 
PREVJSXO 
+--- --- ---+-- ------ -+- ------- -·+ 
I < 2&00 I >~ 2&00 I TOTAL 
+----- --- -+--- --- ---+- -------- --+- ----- -·- -+ 
I < 2500 I 179 I !&O 339 
REAL +---------+---------+---------+---------+ 
l >= 2500 ! &4 1991 2055 
+---------+---------+---------+---------+ 
I TOTAL I 243 I 2151 2394 
+---------+---------+---------+---------+ 
Tabela 5.3 - MODELO O, ponto de corte 2&00 gramas. 





Partindo de pontos de corte diferentes podem-se montar 
diferentes. A comparaç~o destas tabelas é uma tarefa di-
Por este motivo para se compararem diferentes pontos de 
o desempenho de diferentes modelos definimos duas medidas 
a sensibilidade e a especificidade: 
SENSIBILIDADE: fraç~o d~ obsorvações com baixo peso que 
foram previstos corretamente 
n~ de obs. com baixo peso prevístas corretamente 
SENSJ B I L l DADE • ----------------------------·--------------------
número total de observações com baixo peso 
ESPEC I F I C !DADE: fr aç'ão d€' obse-rvações com peso normal qu~ 
foram previstas corretamente. 
n2 de obs. com peso normal previstas corretamente 
ESPEGJI'JGJDADE ~ -------------------------------------------------
número total de obs. com peso normal 
Pode-se ent~o calcular estas medidas para a tabela 5.2: 
SENSIB!LJDADE = 0.448 (baixo peso previsto corretamente) 
ESPECIFICIDADE = 0.984 (peso normal previsto corretamente) 
Uma alternativa de apresente~ç'ã? gráflca que pode ser uti-
lizada é escolher vários pontos de corte, calcular a sensibilidade 
e especificidade nestes pontos e colocar os valores obtidos num 
gráfico. Como a sensibilidade e especificidade são funções aproxi-
madamente continuas do ponto de corte, escolhendo estr·ategicament.e 
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os pontos 
aproximaç~o 
e l i gando-os 
das mosma8. 
por uma linha reta pode-sP ter 
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PONTO DE OORTE !lO MODELO 
S~n~tl1Cad~ e esp~clflcídade para o MODELO O, 
(Fonte: ?CK UNICAK?/ 
uma boa 
Como se oLse-rva nu gráfico da figura 5.3 a medida que- se 
aumenta o ponto de corte, também aumenta a sensibilidade ou o pBr-
centual de baixo peso detectados e em consequ~ncia diminue a espe-
c!flcidade, o que equivale a aumentar o número de previsões de 
baixo peso falsas. 
Neste trabalho os pontos de cor-te foram escolhidos entre 
2000 e 3400 gramas com intervalos de 100 gramas para todos os grá-
ficos de sensibilidade B especificidade, 
REGRESSXO LINEAR E VARIANTES 
V.5- MODELO 1 
llma variável altamente cc>rrelacionuda cnm pBfiO do rBc:ém-
nascido é a sua altura. Mas esta n~o pode sor usada diretamente no 
modelo já que esta informaç~o somente está dlsponfvel no momento 
do parto, quando o peso já é conhecido. Como a variável altura es-
tá disponível no arquivo, ajusta-se um modelo para prever a altura 
utilizando as variáveis disponíveis antes do parto. As previsões 
fornecídas por este modelo geram uma nova variável, a altura pre-
vista, que poderia integrar o conjunto de variáveis do modelo. Es-
ta variável é ent~o anexada ao conjunto de variáveis explicativas 
do MODELO O e os resultados obtidos com este novo modelo compara-
dos aos do MODELO O. 
O ajuste para a altura do recém-nascido, seguiu o mesmo 
esquema usado no ajuste do peso. As variáveis que concorreram na 
formaç~o do modelo para a altur·a foram as mesmas que concorreram 
na modelagem do peso no MODELO O. Utilizando regress'ão "stepwiae" 
par-a selBç~o de variáveis, o conjunto de variáveis escolhido para 
explicar a altura foi o seguinte: ANTOBS1, TOTCON, ALTM, EDEMA, 
PRGR, lNF, JDG, ESTCIV e ANTMOR. Apesar do conjunto de varUiveiB 
explicativas da altura ter variáveis comuns ao conjunto das 
explicativas do MODELO O, n~o é um subconjunto do mesmo. Isto é 
importante pois se fosse um subconjunto, ALTP seria uma c:ombinaç'ão 
linear das variáveis do MODELO O e as previsões do PESO no novo 










PESO COM ALTURA 
PREVISTA 
--------------------------~-----------------------------------
1NTECEPTO 1399 41.& -2905 
NTM! -95.1 X -89.0 
FILMO! -64.4 X -62.4 
TOTPAR 30.0 X 27.8 
ANTOBS1 -182 -0.915 -87.7 
TOTCON 13. 1 0.038 8.07 
ALTM 9.15 0.050 4. 14 
EDEMA 125 0.372 90.3 
PRGR -279 -0.9% -170 
TOXE -115 X -101 
!NF -117 -0.57& -58.2 
IDG 163 0.712 89.4 
ESTC!V X -0.2&9 X 
ANTMOR X -o. 320 X 
ALTP1 X X 104 
----------··--- -·· ---- ----------------------~-~- ------ -~-- --·~--
Tabe-la 5.4 Parâmetros dos ajm1tes para peso, altura, e peso com 
altura prevista, para o MODELO 1, (Fonte: FCM UNICAMP) 
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ajustes 
ALTPl. 
A tabela 5.4 mostra os par~m~tros estimados 
para o PESO, para a altura e para o PESO com 
obtidos nos 
a variável 
No ajuste da altura foram utilizadas 22&7 observaçBes vá-
foi obtido um R-quadrado de 0.3423 e no teste de sígnifl-
do modelo um nfvel de sígniflc~ncia p menor que 0.0001. No 
para o PESO com ALTP1 foram utilizadas 2340 observaçôes vá-





c[!ncia do modelo um nivel de signific3ncia p menor que 0.0001. 
A figura 5.4 apresenta o gráfico da uensibilidade e espe-
cificidade para alguns pontos de corte no MODELO 1. Observando o 
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POmO DE CORTE !XI MODELO 
\ 
- Sensibilidade e especJfícidade para o MODELO 1. 
<Fonte, FCM UN!CAMPJ 
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V.& - COMPARAÇlO DE MODELOS 
Tendo disponíveis dois modelos, MODELO O e MODELO 1. e em 
cada um deles a possibilidade de escolher diferentes pontos de 
corte-, torna-se nE<cessárJo en!:-~o de um mftnclo C!Ue permita compará-
los em sua capacidade para detectar recém-nascidos com baixo peso. 
Uma fo~ma de se comparar modelos com relaç3o à capacida-
de de detectar baixo peso em recém··nal:lcídos é através de gráficos. 
Utilizando as medidas definidas anteriormente, sensibili-
dade e especificidade, pode-se afirmar que o melhor modelo é aque-
le que maximiza conjuntamente as duas. Como os valores destas me-
djdas se altE:~ram a m~:~dida que v ar i a o ponto de corte, a compar<-<H.;:~o 
dos modelos dever.á lii?var em çonf:..<l este fator~ j;i que 4§ poss(v~[ 
que em alguns pontos de corte um determinado mod&l(J r.n::..~~if .e~r- u 
melhor e n~o ser em outros. 
Uma alternativa para compará-los l:j t:Oleit:tt!' 1;:1m um gráfico 
a sensibilidade e a especificidade de um mesmo ponto de corte como 
ordenada e abscissa de um mesmo ponto no gráfico e ligar os pontos 
na sequência crescente dos pontos de corte através de linhas retas 
para o modelo de referência. Posteriormente sobre o mesmo gráflco 
repete-se o processo para o modelo que se quer comparar. O melhor 
entre dois modelos será aquele cuja curva resultante- da uní'ão óos 
pontos estiver mais acima e a direita no gráfico. 
Nesta primeira comparaç~o e em todas as outras que venham 
a ser feiras neste trabalho o MODELO O será considerado como refe-
rância para comparaç~o. 
Observando a figura 5.5 nota-se alguma difículdade em 
comparar as curvas referentes ao MODELO O e ao MODELO 1, isto se 
deve princípalmente a for·ma da curva resultante, a de um L inver-
tido. Numa tentatíva de linearizar as curvas obtidas e facilitar 
a comparaç~o delas aplicou-se aos pontos de cada curva a seguinte 
transformaçi!o: 
SENSIBILIDADE ~ P 
ESPECIFICIDADE ~ Q 
LOGlTD P ~ In (p I (l - PJI 
LOGITO Q ~ In <Q I (1 - QJJ 
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Figura 5.5- Sensibilidade versus especificidade para MODELO O e 
-~-------- MODELO 1. (fonte; FCM UNJCAMP} 
Na figura 5.6 nota-se uma forte linearização em relação 
as curvas obtidas antes da transformaç~o na figura s.:1, isto p-er-
mite comparar mais confortavelmente os dois modelos. 
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ClJJWAS RITERENC! A • IWDELO 1 
' 8~ 
---, 
A MODELO llEFEREilClA i i 










w J ~ 





• ' u I w 
-1! ~ 1 
• I 
"" 
" -Z! 'ii'B i o i 
" 
i 
• -3J ~ i o 
" 
4! -T--~ 
' ' ' ll l i j 4 -3 -2 -1 
l.Qí;!TO SEI<SlB!LlDADE 
Figura 5.b - LOGITO P versus LOG!TO Q para o MODELO O e 
---------·- MODELO 1. <Fonte: FCM UNlCAMP} 
Comparando o desE>mpenho dos dois modelos o que se podu 
notar 6 que as d.uas curvas est-'ão pr·atlcaroente superpostas, o que 
indica que praticamente n~o houve melhora no MODELO 1 com rel aç'ão 
ao MODELO O no qu"1 se I'ef~we a det-ecç~o de baixo peso. Par-a que 
houvesse diferença entre os modelos as nu-vas d~ver-iam eflt.ar Repa-
radas pelo menos parcialmente e modelo melhor seria aquele cuja 
cur-va estivesse maiF· acima e mais a direita. 
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V. 7 - MODELO 2 
O ajuste do MODELO 2 é similar ao MODELO 1. Neste como 
no anterior o conjunto das variáveis explicativas é formado pelo 
conjunto das variáveis explicativas do MODELO O mais a altura pre-
Vista, neste caso a variável ALTP2. 
A diferença está no ajuste que vai fornecer a altura pre-
vísta. No MODELO 1 foram usadas todas as observações disponíveis 
para o ajuste de ALTP1. Já no MODELO 2 usou-se somente as observa-
ções que apresentaram resíduos altos negativos no ajuste do peso, 
aquelas cujo resíduo "studentizado" externamBnte é menor que -1, 
para a regressão que fornece um ajuste para ALTP2. 
Restringindo desta forma as observações 1 utilizaria-se 
uma possível contribuiç~o da variável ALTP2 para os piores erros 
Ge previs~o cometidos no ajuste inicial para o peso. 
Isso é razoável considerando-se que quando um resíduo 
~studentizado" externamente é menor que -1, o erro na previs~o é 
alto em relaç'ão aos demais erros e sendo negativo este erro, a 
previs'ão errará para ma1s, o que neste trabalho é o pior caso. 
Quer dizer que pode-se estar prevendo peso normal e obtendo ao fi-






























1399 38.0 3217 
-95.! X -97.4 
-ó4.4 X -65.4 
30.0 X 32.8 
-182 X -180 
13. 1 0.085 17.7 
9.15 0.026 10.5 
!25 0.553 152 
-279 X -279 
-115 -0.815 -!52 
-117 -0.845 -160 
163 0.84! 203 
X 0.03! X 
X !.478 X 
X X ··47 .8 
~ Par~met~os dos ajustes para peso, altura e peso 
altura prevista, MODELO 2. <Fonte: FCM UNICAMP) 
com 
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Além 
deste modelo 
lha-se coro as 
disso é de se esperar um comportamento 
para a altura com relaçi1o ao anterior já 




Este comportamento diferente é o que pode ser constatado 
na tabela 5.5 se comparada com a tabela 5.4. O conjunto de variá-
veis explicativas para ALTP2 é diferente do obtido no MODELO 1. 
Neste modelo, no ajuste da altura foram utilizadas 399 
observações válidas, o R-quadrado foi de 0.4903 e no teste do mo-
delo o nível de signific3ncia p obtido fo1 menor que 0.0001. No 
ajuste do PESO com ALTP2 foram utilizadas 2393 observações váli-
das, o R-quadrado foi de 0.4&55 e no teste do modelo o nível de 
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Figura 5.7- Sensibllidade e especificidade para o MODELO 2. 
---------- <Fonte: FCM UNICAMP) 
351l1l 
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A figura 5,7 mostra um gráf1co coro as curvas da sensibi-
lidade e da especificidade que sâo bastante semelhantes aos mes-
mos gráficos do MODELO O. 
A comparaç~o dos MODELOS O e 2 pode ser feita através da 
fígura 5.8, onde se pode notar que praticamente não há diferença 
de desempenho entre ambos. 
CURU~S REFEPLNCIA • MODELO 2 
9 
sj h MODELO REFEliENCl A 
?j 
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~l!O SENS!BlLlDêDE 
Fígura 5.8 - LOGITO P versus LOGITO Q para MODELOS O e 2. 
---------- (fonte, FCM UNICAHPI 
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V.B- MODELO 3 
No MODELO 3 foi utilízado inicialmente o ajuste feito pa-
ra o MODELO O para selecionar as observações com resíduos altos 
negativos. A seguir ajustou-se a altura prevista usando apenas es-
tas observações, como no MODELO 2. 
A diferença deste com relação ao anterior é que a nova 
variável, ALTP2, não foi apenas anexada ao conjunto de variáveis 
explicativas do MODELO O, mas a regressão stepYise foi repetida 
com todas as variáveis do início mais esta nova variável. 
Mais uma vez o conjunto de variáveís explicativas do peso 
do recém-nascido foi diferente dos obtidos até agora, como pode 
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1399 38.0 -5923 
-95.1 X -98.4 
-&4.4 X -&0.9 
30.0 X 32.9 
-182 X -177 
13. 1 0.085 X 
9.15 0.02& 4.31 
X X -45.7 
125 0.553 X 
-279 X -281 
-115 -0.815 47.8 
-117 -0.84& X 
1&3 0.841 X 
X -0.031 -&.37 
X 1.478 -374 
X X 193 
- Par§roetros dos ajustes para peso, altura e peso com 
altura prevista, MODELO 3. (fonte: FCM UN!CAMP> 
No MODELO 3, no ajuste de PESO com ALTP2 foram utilizadas 
2393 observações válidas, o R-quadrado foi de 0.4659 e no teste do 
modelo o nível de significãncia p foi menor que 0.0001. 
REGRESSKO LINEAR E VARIANTES 
O gráfico da sensibilidade e da especificidade versus 
ponto de corte, na figura 5.9, é bastante semelhante ao mesmo 
gráfico do MODELO O. 
Figura 5.9- Sensibilidade e especificidade para o MODELO 3. 
---------- (fonte, FCM UN!CAMPl 
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A figura 5.10 apresenta a comparaç~o do desempenho dos 
MODELOS O e 3, onde pode ser constatado que as previsões de ambos 
também são bastante semelhantes. 
OJRI!AS REFEP~HCIA • KO~ELO 3 
9 
8 
/J, MODELO REFERE!lCIA 
I 0 K~DELO 3 ? 
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LOGllO SEMSIBIL!DADE 
Figura 5.10- LOGITO P versus LOGITO Q para MODELOS O e 3, 
----------- {fonte: FCM UNJCAMP) 
REGRESSXO LINEAR E VARIANTES 
V.9- MODELOS 4 5 e 6 
Nos MODELOS 2 e 3 utilizou-se a altura para auxiliar a 
previs~o de baixo peso nos casos em que os erros eram grandes em 
relação aos demais erros de forma que a previsão era maior que o 
valor real que se desejava prever. 
Seguindo a linha de interesse que é minimizar o número de 
prevísões "falsas negativas~, as que prevêm peso normal quando na 
realidade trata-se de um caso de baixo peso. Alterou-se o crité-
rio utilízado nos MODELOS 2 e 3 para a obtenç~o da altura previs-
ta. de forma que as observações selecionadas para o ajuste da al-
tura sejam somente aquelas em que houveram previsões falsas nega-
tivas no MODELO O, n~o importando a magnitude dos erros. 
Repetiu-se ent~o os ajustes para a altura, utilizando es-
te novo critério de seleç~o de observações e usando-se os mesmos 
conjuntos de variáveis usados nos MODELOS 1, 2 e 3. Com estas no-
vas variáveis, alturas previstas, anexadas ao conjunto de variá-
veis explicativas do MODELO O, uma por vez, foram obtidos os MODE-









































































Tabela 5.7- Par§roetros dos ajustes para peso, altura e peso 
---------- com altura prevista, MODELO 4.{F: FCM UNlCAMP) 
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No MODELO 4 usou-se o niesmo conjunto de variáveis usado 
no ajuste do MODELO 1, diferencíando-se apenas o ajuste da altura 
onde foram utilizadas somente as observações que no ajuste inicial 
do PESO apresentaram uma previs~o de peso maior que 2500 gramas 
quando na realidade o peso era menor que este valor. 
No ajuste da altura foram utilizadas 197 observações vá-
lidas, o R-quadrado foi de 0.0713 e no teste do modelo o nível de 
significancla p obtido foi 0.1189. No ajuste do PESO com a variá-
vel ALTP4 foram utilizadas 2341 observações válidas, o R-quadrado 
foi de 0.4667 e no teste do modelo o nível de signific~ncia p foi 
menor que 0.0001. 
Na figura 5.11 observa-se um gráfico com as curvas da 
sensibilidade e da especificidade. 





SENSIB!L!DADE • ESPECIFICIDADE MODELO 4 
t; SENS!BILlDADE 
0 ESPECIFlCIDADE 
~O DE CORTE 00 I«>DELO 
Figura 5.11 -Sensibilidade e especificidade para o MODELO 4. 
----------- <Fonte, FCM UNICAMP! 
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A comparação dos MODELO O e 4 pode ser feita através da 
figura 5.12, onde se pode notar que praticamente n~o há diferença 
de desempenho entre ambos. 
CURVAS : REFERENC! A e MODELO 4 
:r A MODELO HEI'ERENC!A 
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L()(;!! O SENS!BlL!OODE 
Figura 5.12 - LOGITO P versus LOGJTO Q para os MODELOS O e 4. 
-------·---- <Fonte: FCM. UNICAMP) 
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No MODELO 5 repete-.se o conjunto de v ar Uíve i s do MODELO 
2, somente alterando-se o critério de seleç~o das observações que 
estar~o presentes no ajuste da altura, ou seJa, somente aquelas 









































































Tabela 5.8 - Pad\metros dos ajustes para peso, altura e peso 
---------- com altura prevista, MODELO 5.<F: FCM UNlCAMP} 
Neste modelo, no ajuste da altura foram utilizadas 205 
observações válidas, o R-quadrado foi de 0.0925 e no teste do mo-
delo o nível de signific~ncia p obtido foi 0.0133. No ajuste do 
PESO com ALTP5 foram utilízadas 2393 observações válidas, o R-qua-
drado foi de 0.4&5& e no teste do modelo o nível de signific~ncia 
p foi menor que 0.0001. 
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Na figura 5.13 observa-se no gráfico as curvas da sensi-
bilidade e da especificidade que s~o bastante semelhantes aos mes-
mos gráficos do MODELO O. 
SEHS!B!Ll»ADE • ESPEC!F!Cl»ADE MODELO 5 
~ SEMS!B!LJDADE 
.8 0 ESPEClF!Cllli!DE 
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1900 2109 23.00 25911 W!l! 2~911 3109 3300 3500 
PlllffO DE CORTE DO MODELO 
Fígura 5.13- Sensibilidade e especificidade para o MODELO 5 
----------- <Fonte. FCM UNlCAMP> 
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A comparaç~o de desempenho dos MODELOS O e 5 pode ser 
feita através da figura 5.14, onde se pode notar que praticamente 
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CUJI1iAS REFERENC!A • MODELO 5 
A MODELO R!J'ERE!IC!A 
0 MO:t>ELO 5 
~--~~ 
I I l -~ ~ a -1 l 
LOGITO SEHSJBILIDADE 
- LOGITO P versus LOGlTO Q para MODELOS O e 5. 
<Fonte: FCM UNICAMP) 
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Pág. dl2 
No MODELO b ocorre a rePetição do conjunto de variáveis 
do MODELO 3, sendo que o ajuste da altura foi feíto usando somente 
as observações cujas previsões no MODELO O foram falsas negativas. 
MODELO & 
PAR. EST. PAR. EST. PAR. ESTIMADOS 
PESO ALTURA PESO COM ALTURA 
VARUVEIS UNICIAL> ALTP5 PREVISTA 
------------------------------------------------------------
INTERCEPTO 1399 42.7 -20181 
NTH! -95.1 X -99.3 
FILMO! -&4.4 X -&1.2 
TOTPAR 30.0 X 33.4 
ANTOBS! -182 X -179 
TOTCON 13.1 0.035 X 
ALTM 9.15 0.019 -0.221 
ABOR1 X X -47.8 
EDEMA 125 0.242 X 
PRGR -279 X -284 
TOXE -115 -0.714 248 
INF -117 -0.275 X 
IDG 1&3 0.319 X 
IDM X 0.0037 -2.5 
SI FI X 0.743 -4&3 
ALTP5 X X 50& 
Tabela 5.9 - Par~metros dos ajustes para peso, altura e peso 
---------- com altura prevista, MODELO b.(F: FCM UNICAMP) 
Neste MODELO b, no ajuste da altura foram utilizadas 205 
observações válidas, o R-quadrado foi de 0.0925 e no teste do mo-
delo o nível de signific~ncia p obtido foi 0.0133. No ajuste do 
PESO com ALTP5 foram utilizadas 2393 observações válidas, o R-qua-
drado foi de 0.4&ó2 e no teste do modelo o nível de significância 
p foi menor que 0.0001. 
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Na figura 5.15 observa-se no gráfico as curvas da sensi-
bilidado e da espe-cificidade que s'ao baslante- semelhantes aos mes-
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SENSIBILIDADE • ESPECIFICIDADE KODELO 6 
A SEI!SIBILIDADE 
0 ESPEC!f!Cl!Jl\DE 
2300 z:!oo 27101l 29100 
POmO DE CORTE llO MODELO 
\ 
I 3100 33~ 351liÍ 
Figura 5.15- Sensibilidade e especificidade para o MODELO ó. 
----------- <Fonte: FCM UN!CAMP> 
REGRESSXO LINEAR E VARIANTES Pág.:&4 
A çomparaç'ão dos MODELO O e & pode ser feita através da 
figura 5.16, onde se pode notar que as çurvas est~o quase sobre-
postas, indicando que pratJcame-nt.e ni:!:o há diferença de desempenho 
entre ambos. 
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Figura 5.15 - LOGITO P versus LOGlTO Q para os MODELOS O e &. 
----------- <Fonte: FCM UNlCAMP) 
t 
REGRESSXD LINEAR E VARIANTES Pág. ,s; 
10 ) MODELOS 7 8 9 10 e 11 
Outra tentativa de melhorar a capacidade de detecç~o de 
baixo peso pelos modelos foi a utilizaç5o de um método iterativo, 
onde pesos s5o atribuidos às observações. 
Estes pesos s~o atribuídos às observações de forma que 
aqueles em que ocorreram previsões falsas negativas nas iterações 
anteriores recebem um peso Q>=l e se não ocorreram, um peso C=l. 
O conjunto de vat'iáveis explicativas que utilizamos é o 
mesmo obtido no ajuste inicial para o MODELO O e valores iniciais 
dos par2metros no método iterativo são também os valores obtidos 
no MODELO O. 
O número de iterações usadas é de tr@s. Nas tabelas 5.10 
a 5.14 que mostram os valores dos par~metros nas diversas itera-
ções pode-se observar através da progressão dos valores dos mesmos 
que este número de iterações é suficiente para a convergência do 
método. 
Nos MODELOS 7 e 8 foram usados pesos fixos independentes 
da magnitude dos resíduos falsos negativos ocorridos nas observa-
ções. Já nos MODELOS 9, 10 e 11 os pesos utilizados s~o propor-









































































Tabela 5.10- Par~metros inicíais e estimados nas iter·ações no 
----------- MODELO 7. (Fonte, FCM UNICAMP) 
REGRESSKO LINEAR E VARIANTES Pág. ,&& 
No MODELO 7 foi atribuído peso 2 (dois) ~s observações 
onde houveram previsões falsas negativas na iteraç~o anterior e 
peso 1 (um) às demais. Desta forma, sendo Q{i) o peso da i-ésima 
observaç~o numa certa iteração, eles assumem os seguintes valores: 
IJ(i} :::; 2 se na iteraç~o anterior à i-ésima observaç~o 
produziu uma previs~o falsa negativa. 
IJ(i) :::; 1 nas demais observações. 
Aplicado este tratamento podemos observar na tabela 5.10 
os valor-es iniciais e os valores dos parãmetros nas t.res it.era-
ções. 
SENSIBILIDADE • ESPEClFICI~DE MODELO 1 
" 
" " 
ll SENSIFIL!l>J1DE / c ESPECIF!Cl~DE L 
/ 
Figura 5.17- Sensibilidade e especificidade para o MODELO 7. 
----------- <Fonte: FCM UNICAMP) 
REGRESSãO LINEAR E VARIANTES Pág. ,[,7 
As curvas da sensibilidade e da especificidade para o MO-
DELO 7 podem ser vistas no grâfíco da fígura 5.17. 
A comparaç~o de desempenho entre o MODELOS 7 e o MODELO O 
pode ser feita através das curvas da figura 5.18. 
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Figura 5.18 - LOGITO P versus LOGlTO Q para MODELOS O e 7 
----------- <Fonte: FCM UNICAMP) 
REGRESSXO LINEAR E VARIANTES 
' I 
' ' s i 
No MODELO 8 foi atribuido peso 5 {cinco) às observaç5es 
onde houveram previsões falsas negativas na iteraç~o anlerior e 
peso 1 <um) às demais. Desta forma, sendo O{í) o peso da i-ésima 
observação numa certa iteraçâo, ele assume os seguintes valores~ 
U(i ), = 5 se na iteraç~o anterior a i-ésima observaç~o 
produziu uma previs'ão falsa negativa. 
f.il ( i) :::; 1 nas demais observações. 













INTERCEPTO 1399 1197 1273 1255 
NTM1 -95.1 -52.4 -55.2 -52.4 
FILMO! -64.4 -109 -112 -110 
TOTPAR 30.0 28.7 30.0 29.9 
ANTOBS1 -182 -200 -208 -205 
TOTCON 13.1 16.8 16.8 16.3 
ALTM 9.15 7.84 7.75 7.92 
EDEMA 125 112 105 106 
PRGR -279 -236 -229 -222 
TOXE -!15 -149 -142 -146 
INF -117 -98.3 -106 -103 
IDG 163 172 !64 166 
Tabela 5.11 - Parâmetros iniciais e estimados nas iterações no 
----------- MODELO 8. (fonte, FCM UNICAMPJ 
REGRESSXO LINEAR E VARIANTES Pág. , 69 
As curvas da sensibilidade e da especificidade para o MO-
DELO 8 podem ser observadas no gráfico da figura 5.19. 
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Figura 5.19- Sensibilidade e especificidade para o MODELO B. 
----------- <Fonte: FCM UNICAMP) 
3539 
REGRESSãO LINEAR E VARIANTES Pág.,70 
A comparaç~o de desempenho do MODELO 8 com o MODELO O po-
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Fígura 5.20 - LOGITO P versus LOGlTO Q para MODELOS O e S. 
----------- (fonte. FCM UNlCAHPl 
REGRESSXO LINEAR E VARIANTES Pág. ,71 
No MODELO 9 foram atribuídos pesos às observações cuJas 
p~evisões na iteraç~o anterior tenham sido falsas negativas, pesos 
proporcionais aos módulos dos resfduos. Sendo que o valor mínimo 
estabelecido para cada peso é 1 (um} e o peso é igual a 1 {um} nas 
demais observações. 
Sendo W<l) o peso da i-é8ima observação, este assume o 
seguinte- valor: 
I y(i)- yp(!) I 
U{i) : -----~------------
s 
~(i) = 1 
OnrlH, 
se na iteraç~o anterior na i-ésíma 
observaç~o houve uma previs~o 
falsa negativa e nesta ~(i)>= 1. 
nas demais observações. 
s -é o desvio padrão dos resfduos no ajuste inicial, 
y{i} -é o peso real de cada recém-nascido e 
yp{i) -é o peso previsto da i-ésioma observaç~o na iteraç~o ante-
rior. 









































































Tabela 5.12- Par~metros iniciais e estimados nas iterações no 
----------- MODELO 9. !Fonte, FCM UNICAMPJ 
REGRESSKO LINEAR E VARIANTES Pág.•72 
As curvas da sensibilidade e da específicidade para o MO-
DELO 9 est~o no gráfico da figura 5.21. 
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Figura 5.21 -Sensibilidade e especificidade para o MODELO 9. 
----------- !Fonte. FCM UNICAMPJ 
i 
35J 
REGRESSXO LINEAR E VARIANTES Pág. o73 
A comparaç~o de desempenho entre o MODELO 9 e o MODELO O 
pode ser feita através da figura 5.22. 
CURVAS REFERENCIA e MODELO 9 
9, 
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Figura 5.22 - LOGITO P versus LOGITO Q para os MODELO O e 9. 
----------- <Fonte: FCM UNlCAMP} 




No MODELO 10, como no MODELO 9, atribuiu-se pesos às ob-
servações CUJas previs~es na iteração anterior tenham sído falsas 
negativas, pesos proporcionais aos módulos dos resfduos. Sendo que 
o valor mínimo estabelecido para cada peso é 1 (um} e o peso é 
igual a 1 (um) nas demais observações. A diferença entre ambos 
que neste os pesos s~o maiores ( duas vezes ) que no MODELO 9 para 
observações com difer-enças iguais. 
Sendo W(i} o peso da i-ésima observaç~o. este assume os 
seguintes valores: 
I ylil - yplil I 
Q(i) ~ 2 ------------------
" 
Onde, 
se na iteraç~o anterior na i-ésima 
observaç~o houve uma previs~o 
falsa negativa e nesta W(i) >~ 1. 
nas demais observações. 
s -é o desvio padr~o dos resfduos no ajuste inicial, 
y{i) - é o peso real de cada recém-nascido e 
yp(i) - é o peso previsto da i-ásioma observaç~o na iteraç~o ante-
rior. 
Na tabela 5.13 podem ser observados os par~metros estima-









































































Tabela 5.13 - Par§metros iniciais e estimados nas iterações no 
-----------
MODELO 10. <Fonte: FCM UN!GAMPI 
REGRESSXO LINEAR E VARIANTES 
As curvas da sensibilidade e da especificidade para o MO-
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Figura 5.23- Sensibilidade e especlfícividade para o MODELO 10. 
----------- (Fonte: FCM UNICAMP> 
REGRESS%0 LINEAR E VARIANTES Pág . .7& 
A comparaç~o de desempenho dos MODELOS 10 e O pode ser 
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Figura 5.24 - LOGITO P versus LOGITO Q para os MODELOS O e 10. 
----------- (Fonte, FCM UNICAMP) 
REGRESSXO LINEAR E VARIANTES Pág.,77 
No MODELO 11, como nos MODELOS 9 e 10, foram atribuídos 
pesos às observações CUJas prev 1 sões na i teraç'ão anterior tenham 
sido falsas negativas, pesos proporcionais aos módulos dos resí-
duos. Sendo que o valor mínimo estabelecido para este peso é 1 
(um) e o peso é igual a 1 (um) nas demais observações. A diferen-
ça entre ambos é que neste último atribuímos pesos maiores que nos 
MODELOS 9 e 10 < duas vezes o MODELO 10 e quatro vezes o MODELO 9 
) às observações com diferenças iguais. 
Sendo U(i) o peso da i-ésima observaç~o, este assume os 
seguintes valores: 
I ylil - yplil I 
U{i} = 4 ------------------
s 
!J(i) = 1 
Onde, 
se na iteraç~o anterior na i-ésima 
observaç~o houve uma previs~o 
falsa negativa e nesta Q(i) >= 1. 
nas demais observações. 
s -é o desvio padr~o dos resfduos no ajuste inicial, 
y{i} - é o peso real de cada recém-nascido e 
yp(i) - é o peso previsto da i-ésioma observaç~o na iteração ante-
rior. 












INTERCEPTO 1399 1257 1412 1314 
NTM1 -95.1 -47.& -8&.8 -55.5 
F!LM01 -&4.4 -!22 -10! -109 
TOTPAR 30.0 2&.2 30.0 27.1 
ANTOBS1 -!82 -173 -185 -1&8 
TOTCDN 13.1 20.1 15.4 !8.7 
ALTM 9.15 5.30 7 .7& 6.12 
EDEMA 125 87,0 91.4 89.2 
PRGR -279 -!83 -281 -1&5 
TOXE -115 -170 -89.0 -179 
INF -117 -92.5 -81.& -107 
IDG 1&3 1&2 149 159 
Tabela 5.14 - Parf:lmet:ros iniciais e estimados nas iterações no 
----------- MODELO 11. (fonte: FCM UNICAMP) 
REGRESSXO LINEAR E VARIANTES 
As curvas da sensibilidade e da especificidade para o MO-
DELO 11 podem ser observadas no gráfico da figura 5.25. 
SENSIBILI»ADE e ESPECIFICI»ADE KODELO 11 
8 SENSIBILIDADE 
0 ESPECIFICIDADE 
PO«!O DE CORTE DO MODELO 
Figura 5.25- Sensibilidade e especificidade para o MODELO 11. 
----------- <Fonte: FCM UNICAMP) 
REGRESSÃO LINEAR E VARIANTES Pág,,79 
A comparação dos MODELOS 11 e O quanto ao deBempenho pode 
ser feita através das curvas no gráfica da figura 5.2G. 
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Figura 5.2& - LDGITO P versus LOGITO Q para os MODELOS O e 11. 




REGRESSXO LINEAR E VARIANTES Pá9 .,so 
VI - REGRESSXO LOGfSTICA 
VI.! - INTRODUÇXO 
Dando continuidade à busca de um método melhor para pre-
ver baixo peso em recém-nascidos testa-se neste capítulo a apli-
caç~o da técnica de regress~o logística ao problema em quest~o. 
Como foi visto na seç~o lV.4 esta técnica nâo se aplica na previ-
s~o de variáveis contínuas, sendo portanto inadequada para o 






A transformaç~o da variável PESO de forma a obter uma 
variável viabilizaria a aplicaç~o de regress~o logística 
caso se esta nova variável fosse binária. Uma forma de rea-
esta transformaç~o é fazer com que o resultado da transfor-
seja urna variável indicadora de peso normal em recém-nascl-
Considerando que 2500 gramas é uma boa 
detectar partos de risco, a variável PESO poderia 
da, criando a variável IPESO, indicadora de "peso 
guinte formao 
IPES0~1 se PESO >= 2500 e 




Esta recodificação permitirá ajustar um modelo para !PESO 
através de regress~o logística, estimando a probabilidade de que 
esta variável assuma o valor 1 (um), o que corresponde a se esti-
mar a probabilidade um peso normal no recém-nascido, dados os va-
lores das variáveis independentes ou explicativas. 
Através da estimativa da probabilidade da variável depen-
dente !PESO assumir o valor 1 <um), nos modelos que seguem tentar-
se-á detectar os casos de baixo peso entre os recém-nascidos. Isto 
será feito de forma semelhante ao que foi feito no capítulo V para 
a regressão linear múltipla, utilizando a sensibilidade e especi-
ficidade para este fim. A diferença neste caso é que os pontos de 
corte serâo estabelecidos em probabilidades e n~o mais em gramas 
como antes. 
Como foi feito no capítulo V apresentaremos os gráficos 
com as curvas da sensibilidade e especificidade. Estas curvas nâo 
podem ser comparadas diretamente com as suas similares do capítulo 
REGRESSXO LOGíSTICA Pág. ,81 
antertor por tePem escalas diferentes, muito embora tenham sido 
construídas de forma semelhante. 
Quanto às curvas de LOGITO P versus LOGlTO Q n~o haverá o 
problema na escala, o que permitirá a comparação dos resultados 
aqui obtidos com os resultados do MODELO O, que desta forma conti-
nuará a ser o modelo referência. 
Vl.2- MODELOS 12 13 14 & 15. 
O MODELO 12 consiste na aplicação de regress~o logística 
ao mesmo conjunto de variáveis explicativas e ao mesmo conjunto de 




VARUVEIS ESTIMADOS ERRO PADRÃO QUI-QUADRADO p 
-~----------------------------------------------------------------
INTERCEPTO -5.3549845 0.4106 170.04 
NTM1 -0.2375522 0.3015 0.62 0.4308 
FILMO! -0.5367280 0.2113 &.45 o. 0111 
TOTPAR 0.0&&8864 0.03&9 3.28 0.0701 
ANT085l -0.7389108 0.3945 3.51 0.0&11 
TOTCON 0.070&417 0.0251 7.93 0.0049 
ALTM 0.0123181 0.0120 1.05 o. 3053 
EDEMA 0.2368&&0 o .ló&& 2.02 0.1552 
PRGR -1.2085875 0.4151 8.48 0.003& 
TOXE -0.502&649 0.2242 5.02 0.0250 
INF -0.&49852& 0.28&9 5.13 0.0235 
IDG 0.8713833 0.0488 319.14 
-------------------------------------· ------ .. 
··--------------------
Tabela G.1 - Estatísticas calculadas em regressão 
MODELO 12. <Fonte: FCM UNJCAMP} 
logfstica para o 
REGRESSXO LOGfSTIGA 
As curvas da sensibilidade e especificidade do MODELO 12 
s~o apresentadas no gráfico da figura &.1. 
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Figura G.l -Sensibilidade e especificidade para o MODELO 12. 
---------- !Fonte, FCM UNICAMPl 
REGRESSXO LOG!STICA Pág. ,83 
A cornparaç~o dos MODELOS 12 e O quanto aos seus desempe-
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0 MODELO 12 
LOGITO SENSIBILIDADE 
Figura &.2- LOGlTO P versus LOGITO Q para os MODELOS O e 12. 
---------- (fonte: FCM UNICAMP) 
REGRESSXO LOGíSTICA Pég.o84 
O MODELO 13 consiste na aplicação de regress~o logística 
ao mesmo conjunto de variáveis explicativas e ao mesmo conjunto de 
































ERRO PADRXO QUI-QUADRADO p 
30.8859 0.59 0.4415 
0.3080 0.31 o. 5754 
0.21&1 &.2& 0.0123 
0.0379 3.27 0.0705 
0.4493 1.95 0.!631 
0.0799 0.08 0.7827 
0.0344 0.04 0.8474 
0.53&7 0.01 0.9055 
0.828& 0.94 0.332& 
0.2322 4.04 0.044& 
1.0089 0.00 0.9450 
0.&752 0.49 0.4824 
0.8159 0.35 
Tabela &.2- Estatísticas calculadas em regress~o logística para o 
---------- MODELO 13. <Fonte, FCM UNICAMPI 
REGRESSXO LOGíSTICA Pág. ,as 
As curvas da sensibilidade e especificidade do MODELO 13 
ast~o apresentadas no gráfico da figura G.3. 
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Figura &.3- Sensibilidade e especificidade para o MODELO 13. 




REGRESSXO LOGfST!CA Pág.,86 
A comparaç~o dos MODELOS 13 e O quanto aos seus desempe-
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Figura &.4 LOG!TO P versus LOG1TO Q para MODELOS O e 13. 
---------- <Fonte; FCM UNlCAMP} 
HEGRESSXO LOGfST!CA Pàg. ,37 
O MODELO 14 consiste na aplícaç~o de regress~o logística 
ao mesmo conjunto de variáveis explicativas e ao mesmo conjunto de 






ESTIMADOS ERRO PADRXO QUI-QUADRADO p 
------------------------------------------------------------------
INTERCEPTO 10.5338093 lO. 3752 1.03 0.3100 
NTM1 -0.2578807 o. 3035 0.72 o. 395& 
FILMO! -0.5511!0& 0.2118 &.77 0.0093 
TOTPAR 0.09347&0 0.0407 5.28 0.021& 
ANTOBS1 -0.7293&7& 0.3941 3.43 0.0&42 
TOTCON 0.1110439 0.036& 9.22 0.0024 
ALTM 0.0258594 0.0144 3.21 0.0733 
EDEMA 0.4706405 0.2298 4.19 0.040& 
PRGR -1.2208521 0.4180 8.53 0.0035 
TOXE -0.8324720 o. 3082 7.29 0.00&9 
!NF -1.0349925 0.3810 7.38 0.00&& 
!DG 1. 229557& o. 2358 27.19 0.0000 
ALTP2 -0.4194225 0.2731 2.3& 0.1245 
Tabela ó.3- Estatísticas calculadas em regress~o logística para o 
---------- MODELO 14. <Fonte: FCM UNICAMP) 
REGRESSXO LOGISTIGA Pág. ,88 
As curvas da sensibilidade e especificidade do MODELO 14 
podem ser vistas no gráfico da figura b.5. 
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Figura b.5- Sensibilidade e especificidade para o MODELO 14. 









REGRESSXO LOGIST!GA Pág •• 89 
A comparaç~o dos MODELOS 14 e O quanto aos seus desempe-
nhos pode ser feita através das curvas na figura b.G. 
CURVAS REFERENCIA e MODELO 14 
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Figura &.6 - LOGITO P versus LOGlTO Q para os MODELOS O e 14. 
---------- <Fonte, FCM UN!CAMP) 
6 
REGRESSXO LOGíSTICA Pág.,90 
O MODELO 15 consiste na aplicaç~o de regress~o logfstica 
ao mesmo conjunto de variávets explicativas e mesmo conjunto de 
































ERRO PADRXO QUI-QUADRADO p 
2.51&9 305.24 
0.3056 0.78 0.37G3 
0.2137 6.61 
0.0515 5.73 0.016& 
0.3918 3.87 0.0490 
0.0260 0.04 0.8421 
0.0122 0.89 o. 3452 
0.1851 1.02 O. 311G 
0.4832 1&.01 0.0001 
0.4171 8.24 0.0041 
0.222& 1.41 0.2350 
0.01&9 11.&7 0.000& 
o. 05&4 324.72 
Tabela&.&- Estatísticas calculadas em regress~o logística para o 
---------- MODELO 15. (fonte, FCM UN!CAMPI 
REGRESSKO LOGfSTICA 
As curvas da sensibilidade e especificidade do MODELO 15 
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Figura 6.7 Sensibilidade e especificidade para o MODELO 15. 
---------- <Fonte: FCM UNICAMP} 
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A comparaçâo dos MODELOS 15 e O quanto aos seus desempe-
nhos poda ser feita através das curvas na figura &.8. 
CU!IlJAS REITR!liClA e MODELO 15 
' I ~ MODELO RE!'EilENCl A 
8) 
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Figura G.S - LOGlTO P versus LOGJTO Q para os MODELOS O e 15, 
---------- (Fonte: FCM UNICAHP} 
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Vil - COMPARAÇXO GERAL DOS MODELOS 
Neste capítulo procura-se comparar os modelos do ponto de 
v1sta construttvo, em grande parte repetindo comentários feitos 
nos capítulos V e Vl mas aqui de forma mais suscinta, explicitando 
as razões que levaram à adoç~o dos procedimentos adotados e que 
levaram a construí-los na forma em que est~o apresentados. 
O MODELO O é resultado da aplícaç~o dos métodos tradicio-
nais de seleç'ão de variáveis. Aplicando as técnicas "forward", 
"backward" e "stepwise" ao conjunto de variáveis previamente sele-
cinadas por docentes da Faculdade de Medicina da UNICAMP. Compa-
rando os resultados obtidos em cada técnica, observam-se resulta-
dos semelhantes quando é fixado o nível de significãncia máximo 
para que uma variável permaneça no modelo. Isto propiciou uma si-
tuação confortável para a escolha do modelo. Ao final de todo o 
processo de detecç'ão de "outl iers" e recodificações de variáv-eis 
optou-se pelo modelo resultante do ajuste obtido na regressão 
"stepwise" considerando somente as variáveis com nfvel de signifi-
c~ncia p < 0.05. Desta forma foi obtido o conjunto de variáveis 
explicativas para o MODELO O. 
MODELO Q, 
PESO PREVISTO = 1399 + 9.15 
* 
ALTM + 13.1 
* 
TOTCON + 125 * EDEMA 
- 95.1 
* 
NTM1 + 30.0' 
* 
TOTPAR + 1&3 
* 
JDG 
279 * PRGR - &4.4 
* 
FlLMD1 - 117 * INF 
115 * TOXE - 182 
* 
ANTOBS! 
Tendo estabelecido o MODELO O procurou-se melhorar os re-
sultados relativos à detecção das observações com baixo peso, 
usando para isto as informações diponíveis no arquivo de dados. A 
primeíra tentativa nesse sentido foi a ulilizaç~o da altura do re-
cém-nascido na previs~o de peso do MODELO O. A ulilizaç~o da altu-
ra diretamente no modelo seria ótimo já que esta variável é alta-
mente correlacionada com o peso. Mas isto não traz vantagem já que 
a altura do recém-nascido somente está disponível no momento do 
parto, quando já se tem acesso ao peso do recém-nascido. Uma al-
ternativa, portanto é a utilização da altura prevista por algum 
modelo cujas variáveis explicativas estejam diponíveis antes do 
parto. O que se fez ent~o foi ajustar um modelo para a altura uti-
lizando as mesmas técnicas usadas no ajuste do peso. O resultado 
obtido nesse ajuste foi um conjunto de variáveis explicativas di-
ferente daquele obtido no ajuste do MODELO O, com variáveis que 
n~o constam do mesmo, de forma que as variáveis explicativas da 
altura n~o s~o subconJunto das variáveis expllcatlvas obtidas para 
o peso no MODELO O. Isto é um resultado interessante pois possibi-
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l1ta que a nova variável, a altura prevtsta ALTP1, seja anexada ao 
conjunto de variáveis explicativas do MODELO O, formando ass1m o 
MODELO 1. Se o conJunto de variáveis explícatJvas da altura fosse 
subconjunto do conjunto de variáveis explicativas do peso no MODE-
LO O, de nada adi ant.aria anexar a altura prevista ao conjunto de 
variáveis explicativas do peso pois a altura prevista seria combi-
naç~o linear destas varíávels e sua ínclus~o n~o alteraria em nada 
o peso previsto, devido ao problema de colinearidade exata. 
MODELO 1, 
ALTP! = 41.& + 0.050 * ALTM + 0.038 * TOTCON + 0.372 * EDEMA 
- 0.99& * PRGR- 0.2&9 * ESTCIV + 0.712 * IDG 
- 0.57& * INF - 0.320 * ANTMOR- 0.915 * ANTOBS1 
PESO PREVISTO= -2905 + 4.14 * ALTM + 8.07 * TOTCON + 90.3 *EDEMA 
- 89.0 * NTMl + 27.8 * TOTPAR + 89.4 * !DG 
170 * PRGR - G2.4 * FILHO! - 58.2 * INF 
101 * TOXE- 87.7 * ANTOBSl + 104 * ALTP1 
Outra alternativa utllizada na tentativa de obter melho-
ria na detecç~o de baixo peso em recém-nascidos foi ajustar um mo-
delo para a altura somente nos casos onde o modelo inicial previa 
o peso muito abaixo do peso real e posteriormente anexar esta al-
tura prevista ao conjunto de variáveis do MODELO O. Esta alterna-
tiva se justifica quando se admite a possibilidade de que o modelo 
para a altura nestes casos seja diferente daquele em que s~o con-
sideradas todas as observações e que esta diferença pode ajudar a 
explicar o peso do recém-nascido. Esta suposiç~o de diferença nos 
modelos para a altura é reforçada quando através de uma regressão 
»stepwise» ajusta-se um modelo para a altura nos casos em que o 
resíduo studentizado é menor que -1, e se obtém um conjunto deva-
riáveis diferente daquele em que se utiliza todas as observações. 
Anexando a variável altura prevista obtida neste modelo ao conjun-
to de variáveís do MODELO O forma-se ent~o o MODELO 2. 
MODELO z, 
ALTP2 = 38.0 + 0.02& * ALTM + 0.085 * TOTCON + 0.553 * EDEMA 
- 0.815 * TOXE - 0.031 * IDM + 0.841 * !DG 
+ 1.478 * SIFI - 0.84& * JNF 
PESO PREVISTO= 3217 + 10.& * ALTM + 17.7 * TOTCON + 152 *EDEMA 
- 97.4 * NTMl + 32.8 * TOTPAR + 203 * JDG 
279 * PRGR - &5.4 * FILMO! - 1&0 * INF 
152 * TOXE 180 * ANTOBS1 -47.8 * ALTP2 
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Uma constante que se observa nos MODELOS 1 e 2 é que a 
1nclusâo da variável altura p~evista, anexada ao conJunto de va-
rláveis explicativas do MODELO O faz com que a presença de algumas 
variáveis no modelo não faça sentido, Já que o seu nível de signi-
ficãncla atinge valo~es allos, chegando até 0.80. Isto sugere a 
experiência de se fazer uma regressâo "stepwise" após a obtenç~o 
da altura prevista no MODELO 2. Nesta regress~o concorreram a al-
tura prevista juntamente com as variáveis selecionadas do arquívo 
de dados no início dos trabalhos, resultando no MODELO 3. 
MODELO 3, 
PESO PREVISTO = -5923 + 4.31 
* 
ALTM - 45.7 • ABOR1 374 * 
SI FI 
- 98.4 * NTM1 + 32.9 • TOTPAR - 5.37 * IDM 
281 * PRGR 50.9 
* 
FILM01 + 193 • ALTP2 
+ 47.8 * TOXE- 177 
* 
ANT08S! 
Outra forma possível para se usar a altura do recém-nas-
cido para auxilíar na previs~o de seu peso foi fazer o ajuste da 
altura nos casos em que houve previsões de peso falsas negativas. 
Isto significa usar somente as observações onde a previs~o de peso 
foi acima de 2500 gramas e o valor verdadeiro esteve abaixo dR 
2500 gramas no aJuste da altura. Neste caso repete-se o conJunto 
de variáveis explicativas da altura e do peso dos MODELOS 1, 2 e 3 
somente trocando as observações usadas no ajuste da altura e dando 
origem aos MODELOS 4, 5 e b respectivamente. 
No MODELO 4 utilizou-se o mesmo conjunto de variáveis do 
MODELO 1, com o ajuste para a previs~o da altura usando somente as 
observações com previsões falsas negativas na iteraç~o anterior. 
ALTP4 = 42.9 + 0.020 * ALTM + 0.057 * TOTCON + 0.059 * EDEMA 
-0.0044 * PHGR + 0.0!3 * ESTCIV + 0.280 * IDG 
- 0.330 * INF - 0.350 * ANTMOR + 0.230 * ANTOBS1 
PESO PREVISTO= -3304 + 7.17 * ALTM + 5.32 * TOTCON + 122 *EDEMA 
- 88.9 * NTMl + 29.4 * TOTPAR + 132 * lDG 
271 * PRGH - &3.2 * FILM01 - 82.& * INF 
- 98.8 * TOXE- 20& * ANTOBS1 + 110 * ALTP4 
No MODELO 5 utilizou-se o mesmo conJunto de variáveis do 
MODELO Z, com o ajuste para a previsão da altura usando somente as 
observações com previsões falsas negativas na iteração anterior. 




42.7 + 0.019 
* 










Slfl - 0.275 * INF 
PESO PREVISTO 
" 
&547 + 11.6 * ALTM + 17.5 * TOTCON + 153 * EDEMA 
95.9 * NTM! • 30.7 * TOTPAR + 202 
* 
!DG 
281 * PRGR- &3.5 *FILMO! - !53 
* 
INF 
200 * TOXE - 180 * ANTOBS! - 120 * ALTP5 
No MODELO G utilizou-se o mesmo conjunto de variáveis do 
MODELO 3, com o ajuste para a previs~o da altura usando somente as 
observações com previsões falsas negativas na iteraç~o anterior. 
MODELO &, 
PESO PREVISTO" -20181 -o. 221 
* 







NTM! + 33.4 
* 





PRGR - &1.2 
* 





TOXE - 179 
* 
ANTOBS!. 
Uma outra tentativa de se reduzir o número de previsões 
falsas nêgativas foi através de um método iteratívo utilizando 
ponderaç~o. lsto é feito de forma que são atribuídos pesos maiores 
que um às observações onde ocorreram previsões falsas negativas na 
iteraç~o anterior, enquanto que nas demais os pesos atribuídos s~o 
iguais a um. Este procedimento faz com que o modelo seJa mais sen-
sível às observações onde ocorrem previsões falsas negativas na 
iteração anterior forçando a que haja menores erros nelas. Este 
método iterativo foi aplicado tendo como variáveis e padlmetros 
iniciais aqueles obtidos no MODELO O. Utilizaram-se pesos fixos 
nos MODELOS 7 e 8 e pesos proporcionais aos erros cometidos na 
iteraç~o anterior nos MODELOS 9, 10 e 11. Nos ajustes realizados 
através de métodos iterativos, MODELOS 7 a 11, os par~metros esti-
mados foram obtidos em três iterações. 
No MODELO 7 utilizou-se peso 2 (dois) nas observações com 
previs~o falsa negativa na iteraç~o anterior e peso 1 <um) nas de-
mais observações. 
MODELO 7: 
PESO PREVISTO= 1334 + 8.78 * ALTM + 14.5 
- 80.& * NTM! + 30.2 
2&4 * PRGR 82.1 
130 * TOXE - 194 



















No MODELO 8 utilizou-se peso 5 (cinco) 
com previs~o falsa negativa na itaraç~o anterior 
demais observações. 
nas observações 
a peso 1 (um) nas 
MODELO a, 
PESO PREVISTO = 1255 + 7.92 
* 















TOXE - 205 * ANTOBS! 
No MODELO 9 foram usados pesos proporcionais ao módulo do 
resíduo nas observações com previs~o falsa negativa na iteração 
anterior e peso 1 (um) nas dema1s observações. 
MODELO 9, 
PESO PREVISTO = 1405 + 8.07 * ALTM + 14.& * TOTCON + 
- 87.9 * NTM1 + 28.9 * TDTPAR + 
255 * PRGR- 75.1 *FILMO! -
128 * TOXE - 175 * ANTOBSl 
115 * EDEMA 
161 * IDG 
113 * lNF 
No MODELO 10, como no MODELO 9, foram utilizados pesos 
proporcionais aos módulos dos resíduos nas observações com previ-
sões falsas negativas na iteração anterior e peso 1 <um) nas de-
mais observações, 
MODELO lQ, 
PESO PREVISTO = 1353 + 7.35 * ALTM + 
- 74.3 * NTM1 + 
231 * PRGR -
145 * TOXE -
16.5 * TOTCON + 
28.3 * TOTPAR + 
92.7 * FlLM01 -







No MODELO 11, como nos MODELOS 9 e 10, foram usados pesos 
proporcionais aos módulos dos resíduos nas observações com previ-
sões falsas negativas na iteraç~o anterior e peso 1 <um) nas de-
mais observações. 




1314 + 6.12 
* 
ALTM + 18.7 
* 





NTM1 + 27.1 
* 





PRGR - 109 
* 





TOXE - 1&8 
* 
ANTOBS1 
Nos MODELOS 12 a 15 aplicou-se a técnica de regressão lo-
gística aos conjuntos de variáveis dos MODELOS O a 3. Neste caso 
estimou-se a probabi 1 idade de que as observações sejam de peso 
normal, maiores que 2500 gramas. 
guir, 
fazer 
Os ajustes obtidos nestes modelos s~o apresentados a se-
mas a probabilidade, não é obtida diretamente, devendo-se 




Onde Pé a probabilidade de se ter um peso normal e L é 
dado pelos ajustes apresentados abaixo. 
No MODELO 12 aplica-se regress'ão logística ao conjunto de 
variáveis do MODELO O. 
MODELO 12, 
L " -5.3550 + 0.01232 * ALTM + 0.070&4 * TOTCON + 0.2358& * EDEMA 
- 0.23755 * NTM1 + 0.0&&88 * TOTPAR + 0.87138 * JDG 
- 1.20859 * PRGR- 0.53&73 * FlLMOl - 0.&4985 * lNF 
- 0.502GG * TOXE - 0.73891 * ANTOBS1 
No MODELO 13 aplica-se regress~o logística ao conjunto de 
variáveis do MODELO 1. 
MODELO 13: 
L" -23.773- 0.00&&4 * ALTM + 0.02205 * TOTCON - 0.0&374 *EDEMA 
0.17251 * NTM1 + 0.0&855 * TOTPAR + 0.47428 * !DG 
- O. 80294 * PRGR - O. ~)40&& * FI LMD1 - O. OG955 * I NF 
- 0.46544 * TOXE - 0.52660 * ANTOBS1 + 0.48572 * ALTPl 
No MODELO 14 aplica-se regressâo logística ao conjunto de 
variáveis do MODELO 2. 
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MODELO 14' 
L= 10.533 + 0.02585 * ALTM ificãncia p < 0.05. Desta forma foi 
obtido o conjunto de variáveis explicativas para o MO-
DELO O. 
- 0.25788 * NTM1 e as variáveis com nível de signifi-
cãncia p < 0.05. Desta forma foi obtido o conjunto de 
variáveis explicativas para o MODELO O. 
- 1.22085 * PRGR o "stepwise" consider-ando somente as 
variáveis com nível de significância p < 0.05. Desta 
forma foi obtido o conjunto de variáveis explicativas 
para o MODELO O. 
- 0.83247 * TOXE NTM1 + 30.0 * TOTPAR + 1G3 * !DG 
No MODELO 15 aplica- ALTH + 13.1 * TOTCON + 125 *EDEMA 
MODELO 15, 
L = -43.973 - 0.01152 * ALTM icitando as razões que levaram à ado-
ção dos procedimentos adotados e que levaram a cons-
truí-los na forma em que est~o apresentados. 
0.27040 * NTMl ícionaia de seleç~o de variáveis. 
Aplicando as técnicas "fOI'Yard", "backward" e "stepwi-
se" ao conjunto de variáveis previamente selecin.adas 
por docentes da Faculdade de Medicina da UNICAMP. Com-
parando os resultados obtidos em cada técnica, obser-
vam-se resultados semelhantes quando é fixado o nível 
de sígnific~ncia máximo para que uma variável permane-
ça no modelo. Isto propiciou uma situaç~o confortável 
para a escolha do modelo. Ao final de todo o processo 
de detecç~o de "outlíers" e recodificações de var-iá-
veis optou~se pelo modelo resultante do ajuste obtido 
na regress~o "steptJise" considerando somente as variá-
veis com nível de signific~ncia p < 0.05. Desta forma 
foi obtido o conjunto de variáveis explicativas para o 
MODELO O. 
- 1 .19727 * PRGR o processo de detecção de "out 1 i -ers" 
e recodificações de variáveis optou-se pelo modelo re-
sultante do ajuste obtido na regress'ão "step~ise" con-
siderando somente as variáveis com nível de signifi-
c§ncia p < 0.05. Desta forma foi obtido o conjunto de 
variáveis explicativas para o MODELO O. 
+ 0.2&438 * TOXE na forma em que est~o apresentados. 
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Vlll - D!SCUSSXO E CONCLUSõES 
Como foi indicado na lntroduç~o, este trabalho n~o obje-
tiva discutir e interpretar os modelos e ajustes obtidos para peso 
de recém-nascidos ou para a probabilidade de baixo peso. 
O objetivo principal era investigar diferentes maneiras 
de obter ajustes e modelos, visando detectar se existem alguns que 
s~o marcadamente melhores do que outros, no sentido de que, se 
usados para triagem, permitiriam a obtenç~o de n(veís adequados de 
sensibilidade e especificidade. 
A chave para o entendimento das conclusões está, em pri-
meiro lugar, no entendimento das curvas de sensibilidade e especi-
ficidade versus ponto de corte, como as da Figura 5.3. Na abscissa 
est~o os valores de peso previsto pelo modelo <MODELO O, no caso). 
Para cada valor de peso previsto pode ser construída uma tab€la 
2 X 2, como a da Figura 5.3, na qual determinam-se os valores para 
sensibilidade e especificidade. Qual o ponto de corte a ser usado 
numa situaç~o real depende de diversos fatores, entre os quais os 
mais importantes s~o o coeficiente de falsos negativos que se está 
disposto a tolerar e o montante de recursos disponíveis para dis-
pensar atenç~o diferencial e especial aos casos classificados como 
sendo previstos de baixo peso. Por esta raz~o. ao comparar o de-
sempenho de dois modelos para o fim proposto é necessário comparar 
o par de curvas de um deles com o par de curvas do outro. 
A figura 5.5 apresenta uma forma de se· fazer a compara-
ç~o. Neste gráfico, para diferentes valores de sensibilidade, s~o 
apresentados os valores de especificidade para doís modelos, no 
caso os MODELOS O e 1. Se uma das curvas estiver, por exemplo, 
sempre acima da outra, isto significa que o modelo correspondente 
apresenta características de desempenho melhor que o outro. Uma 
forma mais adequada de se fazer a comparaç~o é através de outro 
gráfico, com valores transformados de sensibilidade e especifíci-
dade, como mostrado, por exemplo, na Figura 5.5. Neste gráfico são 
apresentados os logitos das especificidades de cada um dos modelos 
versus logitos da sensibilidade. A grande vantagem de se fazer a 
comparação usando estes gráficos é que as curvas são mais suaves, 
e muítas vezes próximas de retas. A idéia de se fazer as compara-
ções dessa forma foi obtida de Mardones e Jones <1985). 
Pode ocorrer também que um dos modelos se apresente mais 
adequado apenas para certas faixas de valores de sensibilidade, 
sem ser melhor sempre. Foí usado como referência o MODELO O, por 
ser o primeiro. Poderia ter sido usado qualquer um deles. Na rea-
lidade o problema global é um problema complexo de múltiplas com-
parações, que, por necessidade foi reduzido a comparar o desempe-
nho de cada modelo com um deles, usado como "refer&ncia". 
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A seguir é apresentado um resumo de desempenho dos mode-
los de 1 a 15, comparado ao do modelo O. 
No MODELO O aplicou-se regress~o linear múltipla para se 
obter uma previsão de peso e através desta tentou-se detetar os 
casos de baixo peso existentes. Este MODELO O é considerado então 
como referência para os outros 15 modelos testados. 
No MODELO 1 usou-se a variável ALTP1, altura prevista 
através de um ajuste utilizando todas as observações disponíveis, 
como variável auxiliar na prevís~o do peso, anexada ao conjunto de 
varíávels explicativas do MODELO O. Na comparação dos MODELOS O e 
1 feitas através da figura 5.b notou-se as curvas referentes aos 
dois modelos praticamente superpostas, o que 1nd1ca que os desem-
penhos de ambos são muito semelhantes. 
No ~OJELO 2 usou-se ALTP2, altura prevista por ajuste que 
utilizou somente as observações que no MODELO O apresentaram resí-
duos "studentizados" externamente menores que -L anexada ao con-
junto de variáveis explicativas do MODELO O. Neste caso também, 
como se pode observar na figura 5.8 os resultados foram bastante 
semelhantes aos do MODELO O. 
A seguir a variável ALTP2 juntamente com as variáveis 
disponíveis no início do trabalho foi submetida a uma regressão 
nstep~isen e foi obtido um novo conjunto de variáveis explicativas 
que formou o MODELO 3, cujo desenpenho foi bastante semelhante ao 
do MODELO O como pode ser visto na figura 5.10. 
Nos MODELOS 4, 5 e & foram utilizados os mesmos conjuntos 
de variáveis explicativas dos MODELOS 1, 2 e 3, com a diferença 
que no ajuste da altura prevista, utilizou-se somente as observa-
ções que no ajuste do MODELO O aprese-ntaram previsões falsas nega-
tivas. Os resultados na deteç~o de baixo peso foram praticamente 
idênticos aqueles obtidos no MODELO O, como pode ser observado nas 
figuras 5.12, 5.14 e 5.16. 
Nos MODELOS 7 e 8 utilizou-se o mesmo conjunto de variá-
veis obtido para o MODELO O num método iterativo onde foram apli-
cados pesos fixos, 2 e 5 respectivamente, às observações que no 
MODELO O apresentaram previsões falsas negativas. Nestes dois ca-
sos os resultados foram equivalentes aos obtidos no MODELO O como 
se observa nas figuras 5.18 e 5.20. 
Nos MODELOS 9 a 11 foram apllcadas ponderações proporcio-
nais aos desvios nas previsões de peso quando estas eram falsas 
negativas, quanto maiores os desvios, maiores os pesos atribuídos 
às observações que apresentavam estes resfduos. Novamente os re-
sultados obtidos na deteç~o de baixo peso foram semelhantes aos do 
MODELO O, como se pode observar nas figuras 5.22, 5.24 e 5.2G. 
Nos MODELOS 12 a 15 utilizou-se regress~o logística nos 
mesmos conjuntos de variáveis dos MODELOS O a 3. Nos gráficos das 
figuras &.2, &.4, G.& e 6.8 pode-se notar a equivalência destes 
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modelos com o MODELO O em termos de detetar baixo peso em recém-
nascidos, muito embora na curva referente ao MODELO 15 tenha havJ-
do uma pequena diferença em favor do mesmo na metade inferior di-
reita do gráfico, esta diferença é muito pequena e n~o foi consi-
derada, 
Do ponto dB vista estatístico o que se tem é que, dentre 
as técnicas classificatórias testadas, n~o há evidências para con-
siderar que elas não são equivalentes, sob as condições em que fo-
ram empregadas, ou seja, tendo uma variável dependente contínua 
deseja-se detectar quais os casos que est~o acima de um certo li-
mite e quais est~o abaixo deste, utilizando paPa lsto um conjunto 
de variáveis explicativas. Este resultado é bastante surpreenden-
te. O que se esperava era encontrar modelos, possivelmente usando 
regressão múltipla com pesos, em que o desempenho fosse melhor. Há 
casos de mesmo tipo em que o desempenho obtido com regress~o lo-
gística é, por exemplo, marcadamente melhor do que o que se obtém 
usando técnicas classificat6rias simples baseadas em rísco relati-
vo, como em Mardones e Jonas <1985}, Figuras 7 e 8. 
Ainda sob o ponto de vista estatístico temos que a re-
gress~o mõltipla e a regress~o logística apresentaram desempenhos 
semelhantes na detecçâo de casos de baixos pesos. Este é um resul-
tado n~o esperado já que se tratam de técnicas bastante díferen-
tes, na primeira temos como variável dependente uma variável con-
tínua e na outra tentamos explicar uma variável bJnária. 
Desta maneira a escolha deve ser feita, ent~o usando ou-
tros critérios, como simplicidade de uso e adequaç~o da interpre-
tação do modelo do ponto de vista médico, ou de saúde em geral. 
Alguns comentários adicíonais que podem ser feitos sobre 
os resultados s'ão os seguintes: 
1 - Em todos os ajustes as medidas tradicionais de ade-
quaçâo são baixas. No caso das regressões lineares, por exemplo, 
os valores do R quadrado s~o sempre inferiores a 50X. 
2 - Apesar do que se menciona em 1 acima, o desempenho 
dos modelos, com o fim de tr1agem, parece ser bastante adequado. 
Com o MODELO O, por exemplo, usando um ponto de corte de aproxima-
damente 2.900 gramas pode-se trabalhar com um sistema em que a 
sensibilidade e a especificidade s~o. ambas, próximas de 80%. 
Os modelos, no entanto, s~o complexos ao se considerar o 
uso dos mesmos na prática. Certamente um ajuste com mais de três 
ou quatro variáveis, com coeficientes fracionários, só poderá vir 
a ser usado com fins de triagem e classificaç~o em um hospital de 
referênc1a, como um hospital universitário, provavelmente empre-
gando mtcrocomputadores para fazer os cálculos. 
Convém lembrar que os resultados aqui apresentados n~o 
podem ser generalizados para nenhuma populaç~o, já que os dados 
utilizados referem-se somente às gestantes que procuraram e foram 
atendidas na Maternidade da FCM da UNICAHP, n~o se tratando por-
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tanto de uma amostra de populaç~o. e sim de partos desproporciona-
damente de alto r1sco, por tratar-se de uma maternidade de refe-
rência, 
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IX - ANEXO 1 - FICHA OBSTtTRICA 
Neste anexo é apresentada uma cópia da FICHA OBSTtTRICA 
do Departamento de Tocoginecologia da Faculdade de Ciências 
Kédícas da UNICAMP que é preenchida em todos os casos de interna-
ç~o para parto. 
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