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Abstract
We propose some backward-forward martingale decompositions for functions of reversible
Markov chains. These decompositions are used to prove the functional CLT for reversible Markov
chains with asymptotically linear variance of partial sums. We also provide a proof of the equiva-
lence between asymptotic linearity of the variance and convergence of the integral of 1/(1− t) with
respect to the associated spectral measure ρ. We also study the asymptotic behavior of linear pro-
cesses having as innovations mean zero square integrable functions of stationary reversible Markov
chains. We apply this study to several cases of reversible stationary Markov chains that arise in
regression estimation.
Key words: Markov chains, central limit theorem, stationary linear processes, reversible pro-
cesses, Martingales, forward-backward decomposition.
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1 Introduction
An important theoretical question with numerous practical implications is to prove stability of the
central limit theorem under formation of linear sums. By this we understand that if Sn(ξ)/
√
n =
n∑
i=1
ξi/
√
n converges in distribution to a normal variable, then the same result holds for Sn(X)
properly normalized, where (Xi, 1 ≤ i ≤ n) are linear functions of (ξi,−∞ < i <∞). This problem
was first studied in the literature by Ibragimov (1962), who proved that if (ξi, i ∈ Z) are centered
i.i.d. with finite second moments, Sn(X)/bn satisfies the central limit theorem (CLT). The extra
condition of finite second moment was removed by Peligrad and Sang (2013). The central limit
theorem for Sn(X)/bn for the case when the innovations are square integrable martingale differences
was proved by Peligrad and Utev (1997) and (2006), where an extension to generalized martingales
was also given.
On the other hand, motivated by applications to unit root testing and to isotonic regression, a
related question is to study the limiting behavior of S[nt](X)/bn (here and throughout the paper
[x] denotes the integer part of x). The first results on this topic are due to Davydov (1970), who
1
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established convergence to fractional Brownian motion for the case of i.i.d. innovations (ξi, 1 ≤ i ≤
n). Extensions to dependent settings under certain projection criteria can be found for instance in
Wu and Min (2005) and Dedecker et al. (2011), among others.
Kipnis and Varadhan (1986) considered partial sums Sn(X) of an additive mean zero functional
of a stationary reversible ergodic Markov chain and showed that the convergence of var(Sn)/n(X)
implies convergence of {S[nt](X)/
√
n, 0 ≤ t ≤ 1} to the Brownian motion. There is a considerable
number of papers that further extend and apply this result to infinite particle systems, random
walks, processes in random media, Metropolis-Hastings algorithms. Among others, Kipnis and
Landim (1999) considered interacting particle systems, Tierney (1994) discussed the applications
to Markov Chain Monte Carlo and Wu (1999) studied the law of the iterated logarithm. Here,
we will consider other cases of linear processes such as the causal model, applications to kernel
estimation and linear regression.
We review the central limit theorem for stationary Markov chains with self-adjoint operator and
general state space. We investigate the case when the variance of the partial sum is asymptotically
linear in n, and propose a new proof of the functional CLT for ergodic reversible Markov chains in
Corollary 1.5 of Kipnis and Varadan (1986). We prove the equivalence of lim
n→∞ var(Sn(ξ))/n < ∞
and convergence of
∫ 1
−1
ρ(dt)
1− t for a mean zero function f of a stationary reversible Markov chain.
Here, ρ is the spectral measure corresponding to f . This equivalence is used to provide a new
forward-backward martingale decomposition for the given class of processes. Among new results of
this paper, is a forward-backward martingale decomposition for stationary reversible Markov chains.
In Proposition 3, we state a convergence theorem that helps establish a martingale convergence
theorem in Lemma 4. A new proof of the central limit theorem based on Heyde (1974) is provided.
Throughout this paper we use the spectral theory of bounded self-adjoint operators. In Section 1
we have the introduction, Section 2 is about the forward-backward martingale decomposition and
Section 3 tackles the new proof of the functional central limit theorem for ergodic reversible Markov
chains and Section 4 provides applications to various statistical models.
1.1 Definitions and notations
We assume that (γn)n∈Z is a stationary reversible Markov chain defined on a probability space
(Ω,F ,P) with values in a general state space (S,A). The marginal distribution is denoted by
pi(A) = P(γ0 ∈ A). Assume that there is a regular conditional distribution for γ1 given γ0 denoted
by
Q(x,A) = P(γ1 ∈ A| γ0 = x).
Let Q also denote the Markov operator acting via
(Qg)(x) =
∫
S
g(s)Q(x, ds).
Next, let L20(pi) be the set of measurable functions on S such that
∫
g2dpi < ∞ and ∫ gdpi = 0. If
g, h ∈L20(pi), the integral
∫
S g(s)h(s)dpi will sometimes be denoted by < g, h >.
For some function g ∈L20(pi), let
ξi = g(γi), Sn(ξ) =
n∑
i=1
ξi, σn(g) = (ES
2
n(ξ))
1/2. (1)
Denote by Fk the σ–field generated by γi with i ≤ k and by I the invariant σ−field.
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For any integrable random variable X we denote EkX = E(X|Fk). With this notation, E0ξ1 =
Qg(γ0) = E(ξ1|γ0). We denote by ||X||p the norm in Lp(Ω,F ,P).
The Markov chain is called reversible if Q = Q∗, where Q∗ is the adjoint operator of Q. In this
setting, the condition of reversibility is equivalent to requiring that (γ0,γ1) and (γ1, γ0) have the
same distribution. Equivalently∫
A
Q(ω,B)pi(dω) =
∫
B
Q(ω,A)pi(dω)
for all Borel sets A,B ∈ A. The spectral measure of Q with respect to g is concentrated on [−1, 1]
and will be denoted by ρg. Then
E(Qmg(γ0)Q
ng(γ0)) =< Q
mg,Qng >=
∫ 1
−1
tn+mρg(dt).
We denote by W (t) is the standard Brownian motion. All throughout the paper =⇒ denotes
convergence in distribution, →P denotes convergence in probability and [x] is the integer part of x.
We also need to introduce here some very useful notions from the spectral theory.
1.2 Spectral Theory of self-adjoint operators
Self-adjoint operators have spectral families with certain regularity properties, beyond the properties
shared by all spectral families, which are very important in the proof of the theorems in this paper.
Recall that a linear vector space H is a Hilbert space, if it is endowed with an inner product < ., . >,
associated with a norm ||.|| and metric d(., .), such that every Cauchy sequence has a limit in H.
Elements x, y of a Hilbert space are said to be orthogonal if < x, y >= 0. Suppose there is a non-
decreasing family (M(λ), λ ∈ R) of closed subspaces of H depending on a real parameter λ, such that
the intersection of all the M(λ) is {0} and their union is dense in H. Recall that The family is “non-
decreasing” if M(λ1) ⊂ M(λ2) for λ1 < λ2. This property also extends to the associated family
(E(λ), λ ∈ R) of orthogonal projections on M(λ). The associated family of orthogonal projections
is called spectral family or resolution of the identity if lim
λ→−∞
E(λ) = 0 and lim
λ→∞
E(λ) = 1.
Spectral theorem for self-adjoint operators in Hilbert spaces:
Every self-adjoint operator Q in a Hilbert space H admits an expression Q =
∫ ∞
−∞
λdE(λ) by
means of a spectral family (E(λ), λ ∈ R) which is uniquely determined by Q.
The family (E(λ), λ ∈ R) yields valuable information on the spectral structure of Q: the location
of its singular or absolutely continuous spectrum and its eigenvalues. Also, it naturally leads to the
definition of functions f(Q), for a wide family of functions f . When the operator is bounded, the
integral can be taken over the spectrum σ(Q) of the operator (set of points λ for which there is no
bounded inverse to Q− λI, where I is the identity operator). This applies to Markov operators (a
Markov operator is a unity-preserving positive contraction). The inner product in a Hilbert space
allows to define Q∗, the adjoint operator to Q by the formula < Qx, y >=< x,Q∗y >, ∀x, y ∈ H.
The operator Q is self-adjoint if the above yields Q∗ = Q. For more, see Conway (1990).
Example of Markov operator: Assume that (ξn, n ∈ Z) is the Markov chain defined above.
Q induces an operator acting via (Qf)(x) =
∫
S
f(s)Q(x, ds) in the Hilbert space L2(pi). The defined
operator Q is a Markov operator with spectrum on [−1, 1]. For such Q, the above representation
becomes: Q =
∫ 1
−1
λdE(λ), leading to < Qf, f >=
∫ 1
−1
λd < E(λ)f, f >=
∫ 1
−1
λdρ(λ), where
ρ(λ) denotes the spectral measure of the operator applied to f .
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Based on this example, for a reversible Markov chain generated by Q,
E(E(Xk|F0)E(Xj |F0)) =
∫ 1
−1
tk+jρ(dt).
2 More about reversible Markov chains
2.1 Another look at the variance
The following important by itself lemma holds.
Lemma 1
Let (ξi, i ∈ N) be defined by (1). Assume that ρ is the spectral measure such that there is no
atoms at 1 and −1. Then, var(Sn)
n
→ σ2 <∞⇐⇒
∫ 1
−1
1
1− tρ(dt) <∞.
Moreover, lim
n→∞
var(Sn)
n
=
∫ 1
−1
1 + t
1− tρ(dt).
Proof. It is well known that for a stationary reversible mean zero Markov chain (ξi, i ∈ N),
var(Sn)
n
=
1
n
(
n var(X0) + 2
n−1∑
k=1
n∑
j=k+1
E(XjXk)
)
=
1
n
(
n var(X0) + 2
n−1∑
k=1
n∑
j=k+1
E(X0Xj−k)
)
.
The second equality sues stationarity of the Markov chain. Now, using the fact that for this
sequence, we have the spectral representation
E(X0Xk) = E(E(X0|F0)E(Xk|F0)) =
∫ 1
−1
tkρ(dt), we obtain
var(Sn)
n
=
1
n
(
n
∫ 1
−1
ρ(dt) + 2
n−1∑
k=1
n∑
j=k+1
∫ 1
−1
tj−kρ(dt)
)
=
∫ 1
−1
ρ(dt) +
2
n
n−1∑
k=1
n−k∑
u=1
∫ 1
−1
tuρ(dt).
Therefore, by simple calculations, we obtain
var(Sn)
n
=
∫ 1
−1
1 + t
1− tρ(dt)−
2
n
n−1∑
k=1
∫ 1
−1
tn−k+1
1− t ρ(dt) =
∫ 1
−1
1 + t
1− tρ(dt)−
2
n
n∑
j=2
∫ 1
−1
tj
1− tρ(dt).
Thus, if
∫ 1
−1
1
1− tρ(dt) < ∞, then we apply the Lebesgue’s dominated convergence theorem to
show that lim
n→∞
∫ 1
−1
fn(t)dt → 0, where fn(t) = 2t
n
1− t . The standard theorem on Cesaro means
leads to
lim
n→∞
2
n
n∑
j=2
∫ 1
−1
tj
1− tρ(dt) = 0.
(For this sequence, we have
|fn| ≤ 1/(1 − t) ρ− almost everywhere,
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and
fn → 0 ρ− almost everywhere.
Moreover, (1 + t)/(1− t) is ρ-integrable, provided that 1/(1− t) is ρ-integrable. Therefore,
lim
n→∞
var(Sn)
n
=
∫ 1
−1
1 + t
1− tρ(dt) <∞.
Applying Fatou lemma to the above functions,
lim
n→∞
var(Sn)
n
≥
∫ 1
−1
lim inf
n
(
1 + t
1− t −
2
n
n∑
j=2
tj
1− t)ρ(dt) =
∫ 1
−1
1 + t
1− tρ(dt).
Therefore, if
V ar(Sn)
n
is convergent, then
∫ 1
−1
1 + t
1− tρ(dt) <∞. This leads to
∫ 1
−1
ρ(dt)
1− t <∞. So,
lim
n→∞
var(Sn)
n
=
∫ 1
−1
1 + t
1− tρ(dt) = 2
∫ 1
−1
1
1− tρ(dt)− E(X
2
0 ).
This leads to the conclusion of the lemma.
2.2 Forward-Backward martingale decomposition
Martingale decomposition of sequences of random variables is a very important tool in probability
theory. The proof of central limit theorems is often based on these decompositions. One shows
that the variable can be represented as a sum of a martingale and a “remainder” with suitable
properties. For more on this topic, see Wu (1999), Wu and Woodroofe (2004), Zhao and al. (2010).
For stationary reversible Markov chains, we obtain more flexibility to form martingale differences
for triangular arrays. This allows to obtain in the limit (convergence in L2) martingale differences
that sum up to martingales.
From Longla and al. (2012), for triangular arrays of random variables, we have
ξk + ξk+1 = D
n
k+1 + D˜
n
k +
1
n
Ek(Sn − Sk) + 1
n
Ek+1(Sk+n+1 − Sk+1), where D˜nk is the equivalent
of Dnk for the reversed martingale, and
Dnk =
1
n
n−1∑
i=0
[Ek(Sk+i)− Ek−1(Sk+i)]. (2)
Denoting Bn,k =
1
nEk(Sn − Sk), from the above formula we obtain
ξk + ξk+1 = D
n
k+1 + D˜
n
k +Bn,k +Bn,k+1. (3)
We shall show that Bn,k and Bn,k+1 converge to 0 in L
2.
Proposition 2 Under the assumption of asymptotic linearity of the variance of partial sums,
Bn,k → 0 in L2 uniformly in k as n→∞.
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Proof. To show that Bn,k converges uniformly in k to 0 in L
2, it is enough to show that
the variance converges to 0 uniformly in k, and the expected value is equal to 0. The mean zero
assumption solves the problem of the expected value, and we have
var(Bn,k) =
1
n2
E(Ek(Sn − Sk))2.
From stationarity, we obtain
var(Bn,k) =
1
n2
E(E0(Sn−k))2.
Using the spectral theorem, we get
var(Bn,k) =
1
n2
∫ 1
−1
(t+ · · ·+ tn−k)2ρdt =
∫ 1
−1
fn(t)ρdt.
Here
0 ≤ fn(t) = 1
n2
(t+ · · ·+ tn−k)2 ≤ 2
n
1
1− t ρ− almost surely.
Applying Lemma 1,
var(Bn.k) ≤ 2
n
∫ 1
−1
ρ(dt)
1− t → 0 as n→∞ because
∫ 1
−1
ρ(dt)
1− t <∞.
So, Bn,k → 0 uniformly in L2.
Proposition 3 (An L2 convergence theorem)
Let (γi, i ∈ Z) be a reversible stationary Markov chain. Let (ξi, i ∈ Z) be defined by (1). If
var(Sn)/n→ σ2 6= 0, then
n∑
i=0
(E(ξi|F1)− E(ξi|F0)) converges in L2.
Proof. To prove Proposition 3, we shall show that the sequence is a Cauchy sequence in L2.
Define
An,p = E(
p∑
i=n
E(ξi|F1)−E(ξi|F0))2 = E(E(Sp−Sn−1|F1)−E(Sp−Sn−1|F0))2, ∀p > n : p, n ∈ N.
Squaring the quantity and computing the expected value by conditioning on F0 for the cross therm,
taking into account the Markov property and the fact that F0 ⊂ F1, we obtain
An,p = E(E(Sp − Sn−1|F1))2 − E(E(Sp − Sn−1|F0))2 =
E(E(Sp−1 − Sn−2|F0))2 − E(E(Sp − Sn−1|F0))2.
Recalling from spectral calculus that for a reversible Markov chain we have the representation (1.2),
we obtain
An,p =
∫ 1
−1
(
p−1∑
j=n−1
tj)2ρ(dt)−
∫ 1
−1
(
p∑
j=n
tj)2ρ(dt) =
∫ 1
−1
(
p−1∑
j=n−1
tj)2(1− t2)ρ(dt).
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An,p =
∫ 1
−1
t2n−2(1+ t+ · · ·+ tp−n)2(1− t2)ρ(dt) =
∫ 1
−1
t2n−2
(1− tp−n+1)2(1− t2)
(1− t)2 ρ(dt), leading to
An,p =
∫ 1
−1
t2n−2(1− tp−n+1)2(1 + t)
1− t ρ(dt) ≤ 8
∫ 1
−1
t2n−2
1− t ρ(dt).
By the Lebesgue dominated convergence theorem,
lim sup
n
∫ 1
−1
t2n−2
1− t ρ(dt) ≤
∫ 1
−1
lim sup
n
t2n−2
1− t ρ(dt) = 0.
Therefore, An,p → 0 as n→∞. So, the sequence is a Cauchy sequence in L2.
We shall now show the following lemma to finish the martingale decomposition.
Lemma 4 (A martingale difference convergence theorem)
If V ar(Sn)/n → σ2 < ∞, then the sequences Dnk and D˜nk defined above converge in L2 respec-
tively to a martingale difference sequence and a reversed martingale difference.
Proof. The proof of Lemma 4 is based on Proposition 3. We have, by Proposition 3,
E(Sn|F1)− E(Sn|F0) =
n∑
i=0
(E(ξi|F1)− E(ξi|F0)) converges in L2.
Let D1 be the limit in L
2 of E(Sn|F1)−E(Sn|F0). By the standard theorem on Cesaro means, we
have
Dn1 =
1
n
n−1∑
i=1
[E(Si|F1)− E(Si|F0)]→ D1 in L2.
The formula of Dnk can be obtained from Section 3.1 of Longla and al. Similarly, we obtain
Dnk → Dk in L2 and Dk is Fk −measurable.
By Jensen’s inequality, and the double expectation rule,
E
(
E(Dnk −Dk|Fk−1)
)2 ≤ E(E((Dnk −Dk)2|Fk−1)) = E(Dnk −Dk)2.
Due to convergence in L2 of Dnk to Dk, it follows that
E(Dnk |Fk−1) converges in L2 to E(Dk|Fk−1).
Thus, E(Dk|Fk−1) = 0 almost surely, because E(Dnk |Fk−1) = 0. So, (Dk,Fk, k ∈ N) is a direct
martingale difference. Due to stationarity of the initial sequence, Dnk is a stationary sequence. So,
Dk is stationary. The proof of the second part of the lemma is similar.
Proposition 5 (Forward-backward martingale decomposition)
Let (ξi, i ∈ Z) be defined by formula (1). Let V ar(Sn)/nσ2 <∞. Then, 2Sn = Mdn+M rn+ξn−ξ0,
where Mdn, M
r
n are direct and reversed martingales respectively.
Proof. Recalling that Bn,k → 0 , Bn,k+1 → 0 in L2, using Lemma 4 and the representation of
ξk + ξk+1 by formula (3), we obtain as n→∞, ξk + ξk+1 = Dk+1 + D˜k. It follows that
2Sn =
n∑
i=1
Di +
n∑
i=1
D˜i + ξn − ξ0. (4)
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2.3 Central limit theorem
Theorem 6
Let (γi, i ∈ N) be a reversible ergodic Markov chain. If a mean zero sequence is defined by (1)
with Eξ20 <∞, and var(Sn)/n→ σ2 6= 0, then Sn/σ
√
n =⇒ N(0, 1).
Theorem 6 was stated and proved by Kipnis and Varadhan (1986). Here, we provide a different
proof of this theorem based on the following result of Heyde (1974):
Theorem 7 (Heyde)
Let (ξi, i ∈ Z) be a stationary and ergodic mean zero sequence of random variables with finite
second moments defined by (1). Assume that the following two conditions hold:
n∑
i=0
(E(ξi|F1)− E(ξi|F0)) converges in L2, (5)
var(Sn)/n→ σ2 = E(
∞∑
i=1
(E(ξi|F1)− E(ξi|F0)))2, (6)
where Fi is the σ-field generated by (γj , j ≤ i). Then, n−1/2Sn =⇒ N(0, σ2).
Proof. To prove Theorem 6, we shall verify the assumptions of Theorem 7. The assumption
(6) is partially common to both theorems. Notice that
E(
n∑
i=1
(E(ξi|F1)− E(ξi|F0)))2 =
n∑
j=1
n∑
i=1
E
(
(E(ξi|F1)− E(ξi|F0))(E(ξj |F1)− E(ξj |F0))
)
=
=
n∑
j=1
n∑
i=1
(
E(E(ξi|F1)E(ξj |F1))− E(E(ξi|F0)E(ξj|F0))
)
= A.
This equality uses the fact that F0 ⊂ F1 leads to E(E(ξi|F0)E(ξj |F1)) = E(E(ξi|F0)E(ξj|F0)).
Using stationarity and reversibility, we obtain
A =
n∑
j=1
n∑
i=1
(
E(E(ξi−1|F0)E(ξj−1|F0))− E(E(ξi|F0)E(ξj|F0))
)
=
=
n∑
j=1
n∑
i=1
∫ 1
−1
(ti+j−2 − ti+j)ρ(dt) =
∫ 1
−1
(1 + t)(1− tn)2
1− t ρ(dt).
Thus, by Lemma 1,
E(
∞∑
i=1
(E(ξi|F1)− E(ξi|F0)))2 =
∫ 1
−1
1 + t
1− tρ(dt) = limn
−1var(Sn).
Assumption (5) follows from Proposition 3. Thus, the conclusion holds.
Note that the only assumption of reversibility in Theorem 6 drops all assumptions on mixing
rates that are usually imposed on the Markov chain. Proposition 1 of Dedecker and Rio (2000),
reformulated for stationary martingales reads as follows.
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Proposition 8
Let (Di, i ∈ Z) be a stationary sequence of martingale differences or reversed martingale differ-
ences. Let Sn be the partial sums of any of the sequences. Let λ be a nonnegative real number and
Γk = (S
∗
k > λ), where S
∗
k = max
1≤i≤k
(0, S1, · · · , Sk). Then,
E((S∗n − λ)2+) ≤ 4
n∑
i=1
E(D2kIΓk), (7)
and n−1 max
1≤i≤n
S2i is uniformly integrable.
The proof of the first part of the conclusion of this proposition can be found in Dedecker and Rio
(2000). The second part concerning uniform integrability follows from the inequality (7). Denoting
M∗n = max
1≤i≤n
|Si|, from inequality (7) applied to (Di) and (−Di), we have
n−1E((M∗n − λ)2+) ≤ 8n−1
n∑
i=1
E(D2kIΓk).
Using stationarity, we obtain
n−1E((M∗n − λ)2+) ≤ 8n−1
n∑
i=1
ED2k = 8ED
2
0.
Thus, taking λ = 0, we get n−1 max
1≤i≤n
S2i is uniformly bounded in L
1.
The proof of uniform integrability of n−1 max
1≤i≤n
S2i reduces to showing that
lim sup
n
∫
A
n−1 max
1≤i≤n
S2i dP → 0 as P(A)→ 0.
This convergence follows is proved below.∫
A
n−1 max
1≤i≤n
S2i dP ≤ 2
∫
A
n−1(( max
1≤i≤n
|Si| − λ
√
n)2 + (λ
√
n)2)dP =
= 2
∫
A
n−1( max
1≤i≤n
|Si| − λ
√
n)2dP + 2λ2P(A).
So,
∫
A
n−1 max
1≤i≤n
S2i dP ≤ 2n−1E(M∗n−λ
√
n)2++2λ
2
P(A) ≤ 16n−1
n∑
i=1
E(D2kI(Sk>λ
√
n))+2λ
2
P(A).
Due to stationary of the martingale differences (Di, i ∈ N), the sequence (D2i , 1 ≤ i ≤ n) is
uniformly integrable. Therefore, for all ε and for all k, there exists n such that E(D2kISk>λ
√
n) < ε.
Thus, ∫
A
n−1 max
1≤i≤n
S2i dP ≤ 16ε+ 2λ2P(A).
Finally, we obtain
lim
P(A)→0
lim sup
n
∫
A
n−1 max
1≤i≤n
S2i dP ≤ 16ε.
Taking ε→ 0 leads to the conclusion of the proposition. Similar calculations provide the proof for
the case of the reversed martingale differences.
Now we are ready to propose a new proof of Corollary 1.5 of Kipnis and Varadhan (1986).
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Theorem 9 (Kipnis, Varadhan)
For any reversible stationary Markov chain (γj , j ∈ Z) defined on a space X , and for any mean
zero function g satisfying the following conditions:
1.
∫
g2(x)pi(dx) <∞,
2. lim
n→∞
1
n
E(g(γ1) + · · ·+ g(γn))2 = σ2g <∞,
the reversible Markov chain defined by ξi = g(γi) satisfies,
S[nt]√
n
=⇒ |σg|W (t).
Proof. To prove Theorem 9, we need to show tightness of Wn(t) = S[nt]/
√
n. This means, show
that
∀ε > 0, lim
δ→0
lim sup
n→∞
P( sup
|s−t|<δ
|Wn(t)−Wn(s)| > ε) = 0.
Convergence of finite dimensional distributions repeats the steps of Theorem 1 of Longla and al.
(2012). By Billingsley’s Theorem 8.3 (1968) formulated for random elements of D (see page 137 or
formula (8.16) in Billingsley, 1968) , taking into account stationarity of the process, this condition
is satisfied if
lim
δ→0
lim sup
n→∞
1
δ
P( max
1≤j≤[nδ]
|Sj | > ε
√
n) = 0.
Therefore, it is enough to have
1
n
max
1≤j≤n
S2j − is uniformly integrable. (8)
The chain being reversible, we have by Proposition 5:
2Sn = M
d
n +M
r
n + ξn − ξ0, (9)
whereMdn =
∑n
i=1D
d
i andM
r
n =
∑n
i=1D
r
i are respectively a direct and a reversed martingales. The
sequences (Ddi ) and (D
r
i ) are respectively stationary martingale differences and stationary reversed
martingale differences. Due to the representation (9), the condition (8) is satisfied if
1
n
max
1≤i≤n
(M si )
2 is uniformly integrable for s = d, r, (10)
and
1
n
max
1≤i≤n
(ξi)
2 is uniformly integrable. (11)
The condition (10) is satisfied due to Proposition 8 and (11) is satisfied due to stationarity of the
process (ξi, i ∈ Z). This concludes the proof of the theorem.
3 Linear functions of reversible processes
3.1 Overview
We are interested in estimating regression parameters or functions and provide confidence intervals
for this estimation. Deriving central limit theorems in this case is crucial because the lack of it
would prevent any progress in solving the problem at hands. Let (ξi, i ∈ Z) be a stationary sequence
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of random variables on a probability space (Ω,K,P) with finite second moments and zero means
(Eξ0 = 0). Let (ai, i ∈ Z) be a sequence of real numbers such that
∑
i∈Z a
2
i <∞ and denote by
Xk =
∞∑
j=−∞
ak+jξj , Sn(X) = Sn =
n∑
k=1
Xk, (12)
bn,j = aj+1 + . . . + aj+n and b
2
n =
∞∑
j=−∞
b2n,j.
The linear process (Xk), k ∈ Z) is widely used in a variety of applied fields. It is properly defined
for any square summable sequence (ai, i ∈ Z) if and only if the stationary sequence of innovations
(ξi, i ∈ Z) has a bounded spectral density. In general, the covariances of (Xk, k ∈ Z) might not be
summable. Thus, the linear process might exhibit long-range dependence. Peligrad (2012) showed
the following theorem:
Theorem 10 Assume that (ξj , j ∈ Z) is defined by (1) and Q = Q∗. Define (Xk, k ∈ N), Sn and
bn as in (12). Assume that bn →∞ as n→∞ and∑
j≥0
|cov(ξ0, ξj)| <∞. (13)
Then, there is a non-negative random variable η measurable with respect to I such that
n−1E((
∑n
k=1 ξk)
2|F0)→ η in L1 as n→∞ and Eη = σ2g . In addition
lim
n→∞
var(Sn(X))
b2n
= σ2g
and
Sn(X)
bn
=⇒ √η N as n→∞, (14)
where N is a standard normal variable independent on η. Moreover if the sequence (ξi, i ∈ Z) is
ergodic the central limit theorem in (14) holds with η = σ2g .
She also mentioned that under the conditions of this theorem σ2g also has the following interpre-
tation: the stationary sequence (ξi, i ∈ Z) has a continuous spectral density f(x) and σ2g = 2pif(0).
3.2 A CLT for linear functions of reversible Markov chains
Let
Γj =
∞∑
k=0
|E(ξj+kE0ξj)| <∞ and 1
p
p∑
j=1
Γj → 0 as p→∞, (15)
∑
i∈Z
d2n,i → c2 and
∑
j∈Z
(dn,j − dn,j−1)2 → 0 as n→∞, (16)
and
sup
j∈Z
|dn,j | → 0 as n→∞. (17)
Define
Sn =
n∑
i=1
dn,i(ξi + ξi+1) (18)
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Note that under assumptions of reversibility and
σ2n
n
→ σ2g , assumption (15) is satisfied. In fact,
|E(ξj+kE0(ξj))| = |
∫ 1
−1
t2j+kρ(dt)| ≤
∫ 1
−1
|t|2j+kρ(dt).
Thus,
Γj ≤
∫ 1
−1
∞∑
k=0
t2j |t|kρ(dt) =
∫ 1
−1
t2j
1− |t|ρ(dt) ≤
∫ 1
−1
t2j
1− tρ(dt).
From this, it is clear that Γj <∞, lim
j→∞
Γj = 0 and by the standard theorem on Cesaro means,
lim
p→∞
1
p
p∑
j=1
Γj = 0.
Therefore, we have the following:
Theorem 11 Assume that (ξj , j ∈ Z) defined by (1) is reversible, ergodic and σ
2
n
n
→ σ2g . Then,
under assumptions (16) and (17), the CLT holds in the forms Sn =⇒ N(0, ηc2) and S[nt] =⇒√
ηcW (t). In this case η is defined as n−1E(
∑n
k=1(ξk + ξk+1)
2|F0)→ η in L1(Ω,F ,P) as n→∞.
Furthermore, the stationary sequence (ξk + ξk+1)k∈Z has a continuous spectral density h(x) and
η = 2pih(0).
A very important corollary to this theorem will follow from the fact, that
Sn =
n∑
i=1
dn,i(ξi + ξi+1) =
n+1∑
i=1
d˜n,iξi, d˜n,i = dn,i + dn,i−1, dn,0 = dn,n+1 = 0.
Therefore, any sum of the form (18) comes from a sum
S˜n =
n∑
i=1
d˜n,iξi + dn,nξn+1, dn,i =
i∑
j=1
(−1)i+j d˜n,j . (19)
Notice that for any stationary Markov chain and any sequence dn,i satisfying the conditions of the
above theorem, we have dn,n → 0. So, we obtain the following.
Theorem 12 Under the conditions Theorem 11, with dn,i defined in (19) , S˜n =⇒ N(0, ηc2) and
S˜[nt] =⇒ √ηcW (t).
4 Applications to statistical some models
4.1 The linear regression estimates
Many statistical procedures, such as estimation of regression coefficients, produce linear statistics
of type (1). For more information, see Chapter 9 in Beran (1994) for parametric regression or the
paper by Robinson (1997) for nonparametric regression with use of kernel estimations.
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4.1.1 The linear regression problem without intercept
We consider here the simple parametric regression model Yi = βXi + ξi, where the errors ξi form a
stationary reversible mean zero Markov chain, Xi is a sequence of real-valued explanatory variables
and β is the parameter of interest. It is well-known that the least squares estimator of β for a
sample of size n is βˆ =
∑n
i=1 αiYi/
∑n
i=1 α
2
i . For this estimator, we have:
Sn :=
√√√√ n∑
i=1
X2i (βˆ − β) =
n∑
i=1
d˜n,iξi, d˜n,i =
Xi√∑n
i=1X
2
i
, i ∈ {1, · · · , n} (20)
On the other hand, the coefficients satisfy the following:
n∑
i=1
d2n,i =
∑n
i=1(
∑i
j=1(−1)jXj)2∑n
i=1X
2
i
,
n∑
i=1
(dn,i − dn,i−1)2 =
∑n
i=1(2
∑i−1
j=1(−1)jXj + (−1)iXi)2∑n
i=1X
2
i
and |dn,n| ≤ max
1≤i≤n
|dn,i| =
max1≤i≤n |
∑i
j=1(−1)jXj |√∑n
i=1X
2
i
.
It follows that
Theorem 13 For the parametric linear regression problem above, if
σ2n
n
→ σ2g and the following
conditions are satisfied,
1. ξi is a reversible ergodic Markov chain,
2.
max1≤i≤n |
∑i
j=1(−1)jXj |√∑n
i=1X
2
i
→ 0 as n→∞,
3. ∑n
i=1(2
∑i−1
j=1(−1)jXj + (−1)iXi)2∑n
i=1X
2
i
→ 0 as n→∞,
4. ∑n
i=1(
∑i
j=1(−1)jXj)2∑n
i=1X
2
i
→ c2 as n→∞,
then the CLT holds in the form√√√√ n∑
i=1
X2i (βˆ − β) =⇒ N(0, 2pih(0)c2), (21)
where h is the spectral density of the stationary sequence ξi + ξi+1.
Example 14 Take in the linear regression problem X2 = · · · = Xn = X and X1 = X/2, and a
stationary ergodic error sequence. It follows that d˜n,i =
2√
4n − 3 , for 1 < i ≤ n and d˜n,1 = dn,1 =
1√
4n− 3 = dn,i for all i ≤ n. So, limn→∞
n∑
i=1
d2n,i =
1
4
, and all the assumptions of Theorem 13 are
satisfied. Thus,
X
√
n(βˆ − β) =⇒ N(0, pih(0)/2), (22)
where h is the spectral density of the stationary sequence ξi + ξi+1
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Remark 15 Notice that adding or subtracting a term that converges to zero does not influence the
convergence. Thus, we can conclude that the result will hold for any X = X1 = · · · = Xn. This
is the case of the simple linear model problem Yi = µ + ξi, extended to the dependent case. It is
easy to show that for an i.i.d sequence of innovations, h(0) = 4σ2g/2pi = 2σ
2
g/pi. Thus, the limiting
variance is σ2g , giving the central limit theorem for i.i.d. sequences.
Notice that in the above example, we can also look for the central limit theorem in the form
bn(βˆ − β)→ N(0, σ2). (23)
For the usual central limit theorem, one can consider the formula in the special case when bn =
√
n.
We have
bn(βˆ − β) =
n∑
i=1
bnXi∑n
j=1X
2
j
εi.
Therefore, the following result follows.
Corollary 16 The central limit theorem 23 holds for the parametric linear regression problem above
with σ2 = 2pih(0)c2, if
σ2n
n
→ σ2g and the following conditions are satisfied,
1. ξi is a reversible ergodic Markov chain,
2.
bn∑n
i=1X
2
i
max
1≤i≤n
|
i∑
j=1
(−1)jXj | → 0 as n→∞,
3.
(
bn∑n
i=1X
2
i
)2
n∑
i=1
(2
i−1∑
j=1
(−1)jXj + (−1)iXi)2 → 0 as n→∞,
4.
(
bn∑n
i=1X
2
i
)2
n∑
i=1
(
i∑
j=1
(−1)jXj)2 → c2 as n→∞.
Example 17 Assume that in designing the above regression model, one takes Xi = i. It turns out,
that
d˜n,2k =
12kbn
n(n+ 1)(2n + 1)
, d˜n,2k−1 =
(12k − 6)bn
n(n+ 1)(2n + 1)
,
and dn,2k = dn,2k−1 =
6kbn
n(n+ 1)(2n + 1)
, for k = 1, · · · , n.
It follows that
bn∑n
i=1X
2
i
max
1≤i≤n
|
i∑
j=1
(−1)jXj | ≤ 3bn
2n2
,
(
bn∑n
i=1X
2
i
)2
n∑
i=1
(2
i−1∑
j=1
(−1)jXj + (−1)iXi)2 = d2n,1 + d2n,n ≤
(9n2 + 9)b2n
n6
,
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and (
b2n∑2n
i=1X
2
i
)2
2n∑
i=1
(
i∑
j=1
(−1)jXj)2 = ( 6b2n
2n(2n + 1)(4n + 1)
)2
n∑
k=1
2k2 =
3b22n(n + 1)
n(2n+ 1)(4n + 1)2
.
Therefore, if we take bn such that
bn
n3/2
→ 2
3
c2, then all the assumption of Theorem 16 are satisfied
and the central limit theorem (23) holds with σ2 = 2pih(0)c2.
Remark 18 In this example, bn is of order n
3/2. So, bn is a lot larger than
√
n. The sequence
converges faster to its mean than under the usual CLT for i.i.d. innovations.
Remark 19 Using Xi = 1, we obtain ε¯. The conditions of the theorem are not satisfied. This
theorem falls short on this example, for which the result of Kipnis and Varadhan (1986) applies.
If we now consider that the sequence of explanatory variables is a random sample of variables
from a distribution f and is independent of the errors, then the application of Kipnis and Varadhan
(1986) applies to the Reversible Markov chain (Xi, εi) and g(u, v) = uv, and the following results
hold.
Theorem 20 Let (Xi, i ∈ N) be a random sample from a distribution with mean zero and finite
variance σ2x. Let (εi, i ∈ N) be a mean zero stationary ergodic reversible Markov chain with variance
σ2. Then
√
n(βˆ − β) =⇒ N(0, σ
2
σ2x
). (24)
Theorem 21 Let (Xi, i ∈ N) be a random sample from a distribution with finite variance σ2x.
Let (εi, i ∈ N) be a mean zero stationary reversible ergodic Markov chain with variance σ2. If
n−1var(Sn(ε))→ σ2, then
√
n(βˆ − β) =⇒ N(0, σ
2
E(X2)
). (25)
The proof of Theorem 20 and Theerem 21 consist of simplifying
√
n(βˆ−β) by means of the law
of large numbers [
1
n
n∑
i=1
X2 →P E(X2)], then computing
n−1var(
1
E(X2)
Sn(Xiεi)) =
σ2σ2x
E2(X2)
+
E
2(X)
E2(X2)
V ar(Sn(ε))
n
.
Remark 22 Theorem 20 allows a mean zero reversible Markov chain (εi, i ∈ N) without conditions
on the variance of its partial sums. This means that we can have an example of Markov chain
generated by the Hoeffding Lower bound copula W (x, y) = max(x+ y− 1, 0) or the Hoeffding upper
bound copula M(u, v) = min(u, v). These two copulas generate Markov chains that are not mixing
in any sense, with variance of partial sums of order n2. These cases don’t apply to Theorem 21.
This is the first example that involves a Markov chains with one of these two copulas.
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4.1.2 The general linear regression model
We consider now the general linear regression problem Yi = α + βXi + εi, where (εi, i ∈ N) is a
stationary reversible Markov chain. The least square estimates are
βˆ =
∑n
i=1(Xi − X¯)Yi∑n
j=1(Xj − X¯)2
= β +
n∑
i=1
ν¯inεi, where ν¯in =
Xi − X¯∑n
j=1(Xj − X¯)2
,
αˆ = Y¯ − βˆX¯ = α+
n∑
i=1
µ¯inεi, where µ¯in =
1
n
− (Xi − X¯)X¯∑n
j=1(Xj − X¯)2
.
Therefore, we have
bn(βˆ − β) =
n∑
i=1
νinεi and bn(αˆ− α) =
n∑
i=1
µinεi,
where νin = bnν¯in and µin = bnµ¯in.
The central limit theorem holds for αˆ or βˆ if the corresponding conditions of Theorem 11 are
satisfied. Notice that the case of equal X values no longer applies here because it reduces to a one-
parameter problem. Now, if we assume that (Xk, k ∈ N) is a random sample from a distribution f
with mean µ and variance σ2x, the analysis requires a different approach. Assume that the sequence
of explanatory variables and the sequence of error terms are independent and bn =
√
n. Then,
bn(βˆ − β) =
n∑
i=1
νinεi =
√
n∑n
j=1(Xj − X¯)2
n∑
i=1
(Xi − µx)εi −
√
n(X¯ − µx)∑n
j=1(Xj − X¯)2
n∑
i=1
εi.
Using the law of large numbers, the CLT for the random sample from f and simple calculations, it
can be shown that
√
n(X¯ − µx)∑n
j=1(Xj − X¯)2
n∑
i=1
εi →P 0, if var(Sn(ε)) = o(n2).
Thus, the limiting distribution of
√
n(βˆ − β) is that of 1√
nσ2x
n∑
i=1
(Xi − µx)εi. Therefore, the
following can be derived by replacing variables in the proofs of Theorem 20 and Theorem 21.
Corollary 23 For the general linear regression model, let (Xi, i ∈ N) be a random sample from a
distribution with finite variance σ2x and mean µx. Let (εi, i ∈ N) be a stationary reversible ergodic
Markov chain with variance σ2.
1. If var(Sn(ε)) = o(n
2), then
√
n(βˆ − β) =⇒ N(0, σ
2
σ2x
).
2. If n−1var(Sn(ε))→ σ2, then
√
n
(
αˆ− α
βˆ − β
)
=⇒ N(
(
0
0
)
,Σ), where Σ =
(
σ2(σ2x+µ
2
x)
σ2x
−σ2µx
σ2x
−σ2µx
σ2x
σ2
σ2x
)
.
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To prove the second statement of this corollary, we first use the law of large numbers to simplify
the expression of the vector, then apply the Cramer-Wold device to the obtained result a follows.
Zn(t1, t2) =
√
nt1(αˆ− α) +
√
nt2(βˆ − β) = An(t1, t2) +Bn(t1, t2),
with Bn(t1, t2)→P 0 under the conditions of the corollary and by Theorem 21
An(t1, t2) =
1
σ2x
√
n
n∑
i=1
(t1σ
2
x + t1µ
2
x + (t2 − t1µx)Xi − t2µx)εi =⇒ N(0, σ2z ), where
σ2z =
(σ2x + µ
2
x)σ
2
σ2
t21 +
σ2
σ2
t22 − 2
µxσ
2
σ2
t1t2 = (t1, t2)Σ(t1, t2)
′.
Therefore, by the Cramer-Wold device, the second statement of the corollary holds .
Remark 24 Under the assumptions of Corollary 23, it holds that:
1. var(Y ) = β2σ2x + σ
2. S2y =
1
n−1
∑n
i=1(Yi − Y¯ )2 is an asymptotically unbiased estimator of
var(Y ) and S2x =
1
n−1
∑n
i=1(Xi− X¯)2 is an unbiased estimator of σ2x. These quantities can be
replaced in calculations by their estimates for large sample inference when they are unknown.
2. If µx = 0, then the two estimators are asymptotically independent.
3. By the Delta method, for any bivariate function m such that ∇m
(
α
β
)
6= 0,
√
n(m
(
αˆ
βˆ
)
−m
(
α
β
)
) =⇒ N(
(
0
0
)
, (∇m
(
α
β
)
)′Σ∇m
(
α
β
)
), when n−1var(Sn(ε))→ σ2.
4.2 The Non-parametric regression problem
Consider the non-parametric regression problem for g(x) = E(Y |X = x), where Y = g(X)+ ε with
E(ε) = 0. Assume that K is a kernel function with properties that we will state later. The kernel
regression estimator is the Nadaraya-Watson estimator
g¯(x) =
∑n
i=1K(
x−Xi
h )Yi∑n
j=1K(
x−Xj
h )
=
∑n
i=1K(
x−Xi
h )g(Xi)∑n
j=1K(
x−Xj
h )
+
∑n
i=1K(
x−Xi
h )εi∑n
j=1K(
x−Xj
h )
It follows that for a fixed sample of values of X,
bn
(
g¯(x)−
∑n
i=1K(
x−Xi
h )g(Xi)∑n
j=1K(
x−Xj
h )
)
→ N(0, 2pih(0)c2),
if the conditions of Theorem 11 are satisfied with
d˜n,i =
bnK(
x−Xi
h )∑n
j=1K(
x−Xj
h )
, i = 1, · · · , n.
Theorem 25 Let (εk, k ∈ N) be a mean zero stationary reversible Markov chain independent of
a random sample (Xk, k ∈ N) from a distribution f . Assume that f has a bounded first order
derivative f ′. Let K be a kernel function on R such that
∫
K(u)du = 1 and
∫
K4(u)du < ∞.
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Assume that E(ε4i ) < ∞ and bn = n1/2−α/6 and h = n−α/3 for some 3/5 < α < 3 and g has two
bounded derivatives. If
n∑
k=1
cov(ε20, ε
2
k) = o(n), (26)
and
n∑
k=1
cov(ε0, εk) = o(n
α/3), (27)
then
bn(g¯(x)− g(x))→ N(0, σ
2
f(x)
∫
K2(u)du). (28)
It can be easily shown that when (Xi, i ∈ N) are independent random variables that are inde-
pendent of (εi, i ∈ N), under the assumptions of Theorem 25. We have
bn(g¯(x)− g(x)) = Bn(x) + Cn(x), with
Bn(x) = bn
∑n
i=1K(
x−Xi
h )(g(Xi)− g(x))∑n
j=1K(
x−Xj
h )
, Cn(x) = bn
∑n
i=1K(
x−Xi
h )εi∑n
j=1K(
x−Xj
h )
, where
V ar(Bn(x)) = O(
hb2n
n
) = O(n−2α/3), and E(Bn(x)) = O(bnh2) = O(n1/2−5α/6)
and Cn(x)− bn
nhf(x)
n∑
i=1
K(
x−Xi
h
)εi →P 0.
Therefore, by the Slutsky theorem, the limiting distribution of bn(g¯(x) − g(x)) is that of
bn
nhf(x)
∑n
i=1K(
x−Xi
h )εi. Thus, the proof of Theorem 25 reduces to that of the following.
Theorem 26 Let (εk, k ∈ N) be a mean zero stationary reversible Markov chain independent of
a random sample (Xk, k ∈ N) from a distribution f . Assume that f has a bounded first order
derivative f ′. Let K be a kernel function on R such that
∫
K(u)du = 1 and
∫
K4(u)du < ∞.
Assume that E(ε4i ) <∞ and bn = n1/2−α/6 and h = n−α/3 for some 0 ≤ α < 3. If
n∑
k=1
cov(ε20, ε
2
k) = o(n), (29)
and
n∑
k=1
cov(ε0, εk) = o(n
α/3), (30)
then
bn
nhf(x)
n∑
i=1
K(
x−Xi
h
)εi → N(0, σ2g). (31)
where σ2g =
σ2
f(x)
∫
K2(u)du.
We shall prove Theorem 26 using the following theorem from Longla and al. (2015).
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Theorem 27 For a stationary reversible Markov chain (γi, i ∈ Z), and for any real functions gn,
defining Xn,k = gn(γk), if
E(X4n,k) <∞, EXn,k = 0, E(X2n,0)→ σ2g (32)
cov(Xn,0,Xn,2) +
n∑
k=2
cov(Xn,0,Xn,u)→ 0 (33)
1
n
(var(X2n,0) +
n∑
n=0
cov(X2n,0,X
2
n,u)→ 0, (34)
then
1√
n
n∑
k=1
Xn,k → N(0, σ2g). (35)
To prove Theorem 26, we shall check the assumptions of Theorem 27 for the reversible Markov
chain ((Xi, εi), i ∈ N) and the functions
gn(u, v) =
bn√
nhf(x)
K(
x− u
h
)v.
Noticing that E(ε) = 0 and ε and X are independent, it follows that condition (32) is satisfied if
f ′ is bounded, K ∈ L4(R), E(ε4) <∞ and
b2n
nh2f2(x)
E(K2(
x−X1
h
))E(ε21) ≡
b2n
nhf(x)
∫
K2(u)duσ2 → σ2g .
Consider the assumption (33). For any k 6= 0, using independence of X0,Xk and ε, we obtain
cov(Xn,0,Xn,k) =
b2n
nh2f2(x)
(
E(K(
x−X0
h
))
)2
cov(ε0, εk), and
cov(Xn,0,Xn,2) +
n∑
k=2
cov(Xn,0,Xn,u) =
b2n
nh2f2(x)
(
E(K(
x−X0
h
))
)2
(cov(ε0, ε2) +
n∑
k=2
cov(ε0, εk)).
Moreover, this quantity is equivalent to
mn =
b2n
n
(∫
K(u)du
)2
(cov(ε0, ε2) +
n∑
k=2
cov(ε0, εk)).
Taking into consideration the fact that
b2n
n
→ 0, we can conclude that, if
n∑
k=1
cov(ε0, εk) = o(
n
b2n
),
then lim
n→∞mn = limn→∞
b2n
n
( ∫
K(u)du
)2
(
n∑
k=1
cov(ε0, εk)) = 0.
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Consider the assumption (34). For any k > 0, using independence of X0,Xk and ε, we obtain
cov(X2n,0,X
2
n,k) =
b4n
n2h4f4(x)
(
E(K2(
x−X0
h
))
)2
cov(ε20, ε
2
k), and
1
n
(var(X2n,0)+
n∑
n=0
cov(X2n,0,X
2
n,k)) =
b4n
(
E(K2(x−X0h ))
)2
n3h4f4(x)
(
n∑
k=1
cov(ε20, ε
2
u))+
2b4nEK
4(x−X0h )var(ε
2
0))
n3h4f4(x)
.
It is clear that this last quantity has the same limit as n→∞ as
M1n =
b4n
n3h2f2(x)
(
∫
K2(u))2du(
n∑
k=1
cov(ε20, ε
2
k)) +
2b4nvar(ε
2
0))
n3h3f3(x)
∫
K4(u)du.
It is obvious, that lim
n→∞M1n = 0, iff
b4n
n3h3
→ 0 and
n∑
k=1
cov(ε20, ε
2
k) = o(
n3h2
b4n
). This ends the
proof of Theorem 26. To complete the proof of Theorem 25, it remains to notice that the equivalence
of the two limiting distributions required α > 3/5.
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