Raw data
The spectra obtained under the 3 conditions (Figs. 1, 2 and 3) were stored for further treatment. Twelve regions of interest were defined to calculate intensities of fluorescent peaks. They correspond to the 11 elements listed in Table 2 . One background was also included to collect further information about any matrix effect (molecular weight, density) of the analyzed inorganic salts.
Repeatability
To see the dispersion of the intensity measurements, 3 different inorganic salts were prepared 12 times (12 filled cups) and directly measured in the same batch. Table 3 shows the results of the repeatability of these intensities. It was decided to study only the repeatability on less-sensitive element measurements, thus disregarding thus Ca, Mn, Fe, Cu and Zn.
Identification of inorganic salts
General problem of classification. Classification (also called "pattern recognition") 9 problems are usually based on the following assumptions:
· A dataset P of patterns belonging to M different groups (or classes) w1,...,wM; · Each pattern of this dataset is characterized by a vector of d quantitative characteristics (attributes) and 1 qualitative variable belonging to W = {w1,...,wM}. The aim of pattern recognition is to establish a classification rule based on dataset P in order to associate one sample to one pattern for which the only d quantitative attributes are known. Once this classification rule has been established, it is necessary 796 ANALYTICAL SCIENCES JULY 2005, VOL. 21 In the following sections, these methodologies are described and the results associated with their utilization in the project are presented. General method validation procedure.
As mentioned previously, a set of different classification techniques was assessed. To validate these techniques, the leave-one-out method was used.
Leave-one-out method principles: When establishing a model, it is important to avoid having a bias in the evaluation of the model. This means that it is important to use a methodology that does not over-evaluate the results of a classification technique (i.e. by giving classification rate that could be much higher than the real one). The cross-validation, and especially the leave-one-out method, 12 one allows obtaining a good and almost non-biased estimation of this rate.
Preliminary: Data are displayed in a matrix P with n rows and (d + 1) columns. A row of the matrix represents one sample. Therefore, (d + 1) columns describe each sample: Columns 1 to d represent the description of the sample characteristics (in our case, values of the XRF intensities corresponding to the energy of known elements). Each of these columns represents an attribute of the sample.
Column (d + 1) represents the real class of the sample (in our case, the identification of sample). The leave-one-out method consists of the following three main distinct steps. ALGORITHM FOR i = 1 to n STEP 1 Take off sample number i from the database D, which then becomes D* STEP 2 Design a classification rule C(i) based on D* STEP 3 Compute the class to which belongs i by using C(i) and compare the obtained result with the real class. END It is then possible to compute the error rate corresponding to a classification technique. The error rate is defined as follows:
The error rate is an estimation of the probability of being wrong when classifying a sample. Therefore, it must be as low as possible.
Classification using case-based methods
The previous study using wavelength dispersive X-ray fluorescence technique 5 showed the possibility to classify inorganic raw materials using intensity ranges criteria. The different material classes were then sorted in increasing intensities for each main element. The different materials are quite well separated intensity-wise, hence simple selection criteria based on intensity ranges could be applied. The intensity ranges were manually defined by analyzing several samples of the same class. In cases where the respective intensity ranges of several materials were overlapping each other or were adjacent for the considered measurable element, a second selection criterion was used. Prior to any identification, a representative set of known samples needs to be analyzed and
Number of misclassified samples -------------
Total number of samples only a rigorous examination of all XRF intensities allowed us to establish intensity range criteria.
In the present study, we attempted to classify differently. In the general problem of classification, there is no best technique: without a-priori information about a given problem, there is no classification algorithm that is better than another one and there is no reason to favor one specific algorithm ("no free lunch" theorem). 8 Classification is then an empirical domain. 9 Two main techniques of classification have been used: K nearest neighbours (KNN) and Centroids.
Three main reasons allow one to make this choice: · In the database used to design the decision rule, the number of data in each class was not sufficient for parametric discrimination (based on probability distribution of data). A case-based approach is then more appropriated. · Compact and well separated classes emphasize the efficiency of these techniques. · KNN and the centroids concepts are quite simple to implement and to understand.
K nearest neighbours
The KNN 10 method is a case-based method. Indeed, this method is based on the closeness between one unknown sample and samples belonging to the training set. The algorithm of the method is the following. For each unknown sample described by its attributes:
· Compute the distance between this sample and each sample in the training data set; · Determine the K nearest neighbours of the sample according to the chosen distance (K = 1,2,3...); · Estimate the class of the sample by choosing the class to which belongs the majority of the K nearest neighbours. In the present study, K was set to 1 as some samples were only represented twice in the training set. In order to compute the distance between two samples (which are represented as vectors), 3 types of distances have been tested. 8 Considering 2 vectors x = (x1,...,xn) and y = (y1,...,yn):
The Euclidean distance between x and y is defined by:
The Manhattan distance between x and y is defined by:
The Pearson correlation distance between x and y is defined by: dr = 1 -r, with r being the correlation coefficient between x and y.
Centroids
The centroids method 11 is, like KNN, a case-based method. Indeed, this method is based on the closeness between a sample for which the class is not known and centroids (barycenters) of classes present in the training set. The algorithm of the method is the following. For each unknown sample described by its attributes:
· Compute the distance between this sample and each centroids of classes present in the training set; · Determine the nearest centroid of the sample according to the chosen distance; · Estimate the class of the sample by choosing the class to which belongs the nearest centroid.
Results
The KNN and centroids methods have been applied to the identification of inorganic salts. Intensities of the elements obtained with the Minipal 2 were used. The leave-one-out methodology 12 has been used to obtain a non-biased estimation of the error rate associated to the used classification techniques. A total of 140 salts analyses were available in the database used for validation. It represented a total of 31 different types of inorganic salt.
The error rate of the classification using KNN and centroids is dependant on the type of distance chosen. Table 4 summarizes the obtained results. Two main conclusions can be derived from these results:
· The classification results are the same for KNN and centroids; this shows that samples are closed to the center of their respective class. · The error rate when using the Manhattan distance is equal to 2%; samples are very well classified.
Conclusions
The goal of this study was to build a tool that would allow us to identify mineral salts depending on their XRF intensities.
EDXRF acquisition of 400 s coupled with different methods, Case based classification: K nearest neighbours; Case based classification: Centroids, was successfully tested for accurate identification. The use of EDXRF was possible owing to the occurrence of detectable element(s) in the investigated raw materials. In a factory laboratory, the combination of identification of raw materials and mineral quantification in finished products using X-ray fluorescence should help to ensure safe and consistent products for consumers.
