This study examined how well current software implementations of four polytomous item response theory models fit several multiple-choice tests. The models were Bock's (1972) nominal model, Samejima's (1979) (Bock, 1972; Drasgow, Levine, Williams, McLaughlin, & Candell, 1989; Sympson, 1986 Sympson, , 1993 Thissen, 1976; Thissen & Steinberg, 1984) , provide increased rates of detection of aberrant response patterns (Drasgow, Levine, & McLaughlin, 1987 , and can be used to provide specific feedback to item writers about which distractors are effective and which are ineffective. Such benefits, however, may not be realized if a polytomous model inadequately fits a dataset. In the research described here, a series of models of increasing complexity was applied to data from several multiple-choice tests to examine the degree of generality needed by a polytomous model to fit item responses adequately.
, and Samejima's (1983) simple sum and differential weights models]. The more restrictive models were not included in this study because preliminary analyses indicated lack of fit. Abrahamowicz & Ramsay's (1992) multicategory spline model would have been included in this study if their software had been available at the time the research was conducted.
Polytomous Models
Let v = [vl, v2, ..., v,, ..., vn] denote the random vector of polytomously scored responses to n items, and let v* = [v,*, v2*, ..., v,*,..., v,*] denote a specific response pattern. For multiple-choice items with s options (or categories), v, is scored 1 if the first option is selected by an examinee, 2 if the second option is selected, ..., k if the kth option is selected, ..., and s if the last option is selected. Assume that the items have been recoded so that the first option is always the correct option.
All of the models considered here are unidimensional models. Let 0 denote the latent trait with density f('). A specific value of 9 is denoted t.
Bock's Nominal Model
In this model, the probability of selecting option k on item i is written Pw, =kl9=t)= s exp(a,kt + c,k ) .
(1) L exp (a,k, + c,k, ) k~=1 I In Bock's (1972) approach to maximum likelihood estimation of item parameters, the a,k and the c,k are parameters associated with the kth option of item i and are constrained to sum to 0 for each item i. These constraints also are imposed in MULTILOG (Thissen, 1986) .
Assuming that each option has a distinct a,k value, the option with the largest a,k will have an ORF that monotonically increases to 1.0, so that individuals with sufficiently high Os will select this option with high probability. Ordinarily Option 1, the correct option, would be expected to have the largest a,k and so its ORF would be monotonically increasing. The option with the smallest a,k (i.e., the largest negative a,k) will have an ORF that monotonically decreases from a left tail value of 1.0 to a right tail value of 0. Thus, according to the BNM, almost all examinees at low 9 levels will select the same incorrect option (i.e., the option with the smallest a,k ; see Samejima, 1972 (Levine & Drasgow, 1983 ).
Samejima's Multiple-Choice Model
In an attempt to allow nonzero left tails for all ORFs, Samejima (1979) introduced the idea of a latent response category, which Thissen & Steinberg (1984) The SMCM incorporates a conditional probability that a randomly sampled examinee at each 0 value will fall in the DK category. A plot of these probabilities might be considered to be the ORF for the latent DK category. On tests with number-correct scoring, however, examinees in the DK state will ordinarily select one of the response options (and even on tests with corrections for guessing many examinees evidently feel compelled to answer when they are uncertain). Thus, the probability from the DK ORF is distributed to the ORFs for the observed response categories.
In the sMCM, the probability of the DK Thissen and Steinberg's Multiple-Choice Model Thissen & Steinberg (1984) found the assumption that DK examinees guess at random to be implausible. Instead, they believed that different options might attract DK examinees at differential rates. Thissen and Steinberg used this idea to generalize the SMCM by treating the d,k as parameters to be estimated, rather than fixed constants. Consequently, the mathematical form of the TSMCM is identical to the SMCM; the difference lies in the way that the d,k are treated. Thissen & Steinberg's (1984) main contribution was the development of a method for estimating the d,k in addition to the a,o and c,o. This culminated in their T matrix formulation of polytomous models (Thissen & Steinberg, 1986) , which serves as the theoretical foundation of MULTILOG (Thissen, 1986 P(v, = k, pattern v* on the remaining n -1 items I 9 = t) _ a,,,h, (t)l(v*, t).
J where l(v*, t) denotes the likelihood of v* (without item i) at t. Thus, the marginal likelihood of the n-item In typical parametric theories, the possible values of the parameters to be estimated are restricted. For example, in the three-parameter logistic model, the lower asymptote parameter is constrained to be between 0 and 1, the item discrimination parameter is constrained to be positive, and item difficulty is typically constrained to lie between -3 and +3 to avoid implausible values.
The MFSM is implemented in the computer program FORSCORE , which also uses constrained optimization. FORSCORE is designed to translate qualitative assumptions about the shapes of functions into linear equalities that must be satisfied during the optimization process. Thus, the user can impose constraints so that the ORFs for correct options are monotone increasing and find the best-fitting monotonic model. The condition that an ORF is nondecreasing at t is simply dt pw' = ~e = ~) = ~ a''k dt h' (t) ~ a''kh' (t) ~ 0. Levine & Williams's (1991 , 1993 extension of Samejima's (1983) simple sum procedure. Levine Of course, some t statistics will make better use of the item responses and provide more useful fit plots. Similarly, the conditional distributions in the simple sum formula will be more easily computed for some statistics. Levine & Williams (1991 , 1993 proposed replacing the statistic i with the vector-valued statistic giving the examinee's responses to all but the target item response.
Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Thus, using the dichotomously scored item response pattern u* for i, Levine & Williams' (1991 , 1993 A where N+is the number of examinees correctly answering the target item (or, in polytomous applications, N+ + would be the number of examinees selecting a specified option), and N is the total number of examinees. Note that the fit plot is proportional to the ratio of two averaged posterior 0 densities: The denominator is averaged over all examinees and the numerator is averaged over a subsample. This is the equation that would be obtained if-rather than assigning an examinee to a cell and incrementing the count in this cell, as in the usual fit plot histogram-the examinee's posterior density was used to distribute the &dquo;count&dquo; over the 0 continuum.
Using only smoothness conditions that are valid for all the models considered here, Levine's P, (t) is a strongly consistent estimator of P,(t) (Levine, 1988 (Levine, , 1989 ; Levine & Williams, 1991 , 1993 . In other words, P, (t) will approach a point on the true IRF as the sample size is increased with probability 1.0, provided, of course, that the response functions are correctly specified. Moreover, Levine & Williams' (1991 , 1993 use of the response vector in the above formula gives the fit plot an easily computed, intuitively appealing interpretation. These plots are similar to those reported by Mislevy & Bock (1989) who used posterior 0 densities in their evaluation of IRF estimates obtained with BILOG (Mislevy and Bock) .
In sum, a straightforward generalization of Equation 9 for polytomous item responses was used to calculate fit plots as ratios of averaged posterior densities. The fit plots were constructed using a grid of 25 points, with grid points selected as the 2nd, 6th, ..., 98th percentile points from the standard normal distribution.
x2 Fit Statistics
As with the fit plots, the X2 approach began by taking a cross-validation sample of N examinees. The same cross-validation sample was used to construct fit plots and to compute the x2 statistics.
There are n x2 statistics that can be computed for the n items individually. However, there are (D x2 statistics that can be computed for item pairs and ( 3 ) possible x2 statistics for item triples. To limit the number of x2 statistics to a manageable (and comprehensible) number, the n test items were divided into n/3 sets of three items. For each set, a x2 was computed for each item, for all three sets of item pairs, and for the triple of items. The sets were selected so that they each contained a relatively easy item, an item of moderate difficulty, and a relatively difficult item.
To compute the x2 for item i, the expected number of times that examinees would select option k was computed from the ORF using
where/(') is the 0 density, taken to be the standard normal because ORFs were scaled in reference to this distribution. The above integral was evaluated by numerical quadrature using 161 grid points on the interval [-3,+3] . The observed frequency O,(k) of option k was determined by simply counting the number of times examinees selected this option in the cross-validation sample. Finally, the ordinary x2 for item i was computed from the expected and observed frequencies,
- =1 -way table was computed by
and observed frequencies for the two-way (Donlon, 1984 
where the as in P*(v, = k~9 = t) _ ~ a,~kh~ (t), k = 2, 3,..., s, Confidence intervals for the CORFS were computed analogously. A confidence interval was not plotted at 0 = t if the sum of the posterior densities for that response function was less than 5.
The empirical proportions in Figure 1 indicate that a nonzero lower asymptote would be appropriate for the correct option (Figure la) . The functional form of the BNM forces the estimated IRF to a lower asymptote of 0, and thus it appears that the BNM seeks to estimate a response function that is too complex for its mathematical form. The systematic error in Figure 1 resulted in a moderately large x2/df of 3.08.
Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Figure 6 ). The CORF for the correct option ( Figure 6a) Figure 3b and Figure 3d , which were difficult to estimate, were not encountered on easy items. Table 2 shows that unsatisfactory solutions were obtained for the SMCM and TSMCM despite repeated reanalyses. Figure 7 , which contains results for SATV Item 65 analyzed by the TSMCM, shows a typical fit plot.
X2
The statistics indicated a fair-but not good-fit for the MFSM when omits were included as a response option. From an examination of response patterns, X2S , and the fit plots, it appeared that the unsatisfactory fit for the SMCM and TSMCM, as well as the indifferent fit of the MFSM, were due to a substantial violation of the assumption of local independence. To evaluate this hypothesis, a reanalysis of the SAT tests was performed with the MFSM in which omits were excluded from the likelihood function. Table 2 shows that a much better fit was obtained for the SATV. For the SATM, better fit was obtained for pairs and triples of items.
To further investigate the difficulties caused by omitting on the SAT, an analysis was conducted in which Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Figure 8 shows that these relative frequency distributions were very similar across groups of examinees who omitted modest to substantial numbers of items. This suggests that the tendency to omit is relatively independent of 0 level and a decision to omit may not contribute to the measurement of 0 level in the same way as other option choices. The measure of 0 used here-proportion correct on the answered items-might be considered to be an unsatisfactory measure of 9 because examinees who frequently omitted might omit difficult items and answer easy items. To evaluate this hypothesis, the proportion-correct statistic was correlated with the three-parameter logistic Bayes modal 9 estimate computed from the answered items. The correlation was .97, which indicates that Figure 8 would be relatively unchanged if the proportion-correct statistic were replaced with a theoretically preferable IRT 0 level estimate. ., Research by Reckase (1979 ), Drasgow & Parsons (1983 , Harrison (1986) , and others has found evidence of considerable robustness of dichotomous model estimation methods to multidimensionality. For example, when there is a general factor underlying responses to all items and several specific factors, each of which affects a subset of items, the 6 recovered by LOGIST (Wingersky, Barton, & Lord, 1982) is strongly related to the general factor and almost unrelated to the specific factors. This is ideal if it can be assumed, for example, that on a test of quantitative reasoning the general factor corresponds to mathematical ability and the specific factors correspond to the various content areas assessed by the test (e.g., arithmetic reasoning, algebraic reasoning, geometric reasoning, and so forth). Humphreys (1970, 1981) and Roznowski (1987) made compelling arguments that tests should be constructed according to this general factor/several specific factors paradigm (see Schmid & Leiman, 1957 , for a psychometric model for this conceptualization).
ACT
The SAT penalizes examinees for incorrect responses. An examination of item response patterns reveals very large individual differences in propensity to omit: Many examinees answer all items and many examinees omit a substantial proportion of items. Because the distributions of the statistic P, were found to be nearly invariant across different numbers of items omitted (except at the extremes), it appears that omitting propensity is surprisingly independent of 6 level. Thus, each SAT test is (at least) two dimensional, with the test measuring omitting propensity as well as an intellective trait. However, this multidimensionality seems fundamentally different from the Schmid & Leiman (1957) conceptualization of multidimensionality to which dichotomous IRT models have considerable robustness. Figure 9 presents a simple process model for SAT items. Here 0, is the trait ordinarily considered to be measured by an SAT test (i.e., verbal or quantitative), and 0, is an examinee's propensity to omit. Because the frequency distributions of P, were very similar for examinees who omitted different numbers of items, it seems reasonable to assume that 0, and 0, are nearly uncorrelated. In Figure 9 , P,(~) refers to an ordinary two-parameter IRF (based on item difficulty and discrimination) and Q,(~) = 1 -P,(-). Q,, however, is an omitting propensity function, which gives the probability of omitting as a function of 0, and ~(-) Figure 9 , an examinee knows the answer to item i with probability ~(6,) and answers correctly. With probability Q,(6,) the examinee does not know the answer; in this case the examinee decides either to omit the item with probability Q,(8,), or to answer with probability 1:(92), Finally, if the examinee decides to answer, a correct response is given with probability c, and an incorrect response is given with probability I -c,, where c, is the probability of (1947, 1948) . Guttman (1950) defined the number of errors by counting the &dquo;... number of responses which would have been predicted wrongly for each person on the basis of his scale score ...&dquo; (Guttman, 1950, p. 77), whereas Loevinger (1947, 1948) 
