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ABSTRACT 
The objective of the present work is to investigate and develop the fully Eulerian 
stochastic field method in conjunction with LES into a reliable modelling tool for partially-
premixed turbulent combustion. This approach has shown promising results in recent 
studies and is particularly of interest for complex flame configurations involving finite-
rate effects or mixed modes of combustion. 
In the first part of the work the method is described and relevant aspects regard-
ing the numerical implementation are discussed. Different discretisation schemes are 
analysed for stability and an algorithm to reduce stochastic noise arising from the 
stochastic field equations is presented. 
In the second part of the work, the applications to full scale test cases are shown: i) 
a series of partially premixed piloted methane jet flames with local extinction and re-
ignition (Sandia Flames D, E and F), 2) a spark ignited methane lifted jet flame and 3) 
a premixed swirl burner. The test cases cover all combustion regimes (non-premixed, 
premixed and partially premixed) and exhibit complex phenomena found in many 
industrial applications (extinction, spark ignition and swirl). Supporting isothermal 
simulations are further conducted for the second and third case to ensure an adequate 
resolution of the turbulent flow field of the LES code. 
The findings of this work strongly suggest that the stochastic field method is an effective 
and reliable tool to describe all combustion regimes in complex flow configurations. 
The three full scale case simulations are performed with virtually the same set of 
model parameters, which potentially eliminates the requirement of tuning or adjusting 
the model parameters according to a certain setup. Since the stochastic field equations 
are fully Eulerian, conventional LES solver routines can be employed and an easy and 
straightforward incorporation into any existing LES code is possible. 
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INTRODUCTION 
1.1 MOTIVATION 
One of the greatest challenges to date is to meet the increasing worldwide demand 
for energy. The large industrial nations are already heavy consumers of energy whilst 
the fast growing heavily populated countries such as China or India exhibit excep-
tional economical growth and have only shown a glimpse of their thirst for energy to 
follow in future decades. The dominant role in power generation and energy supply 
is played by combustion. Its heavy reliance on fossil fuels (oil, coal or gas) and the 
knowledge of gradually receding resources have introduced, apart from the search of 
alternative energy sources (solar power, wind power, etc.), further concerns regard-
ing efficiency and sustainability besides the already complex question of how to meet 
with the energy demands. The Earth summit in Rio de Janeiro in 1992 and the first Ky-
oto protocol in 1997 added pressing environmental aspects and significantly tightened 
existing regulations regarding the emission of carbon oxide (CO2) or pollutants. To 
satisfy this generation's and future generation's needs and hence achieve targets such 
as the reduction of pollutant emission or the efficiency increase, the physical processes 
of combustion need to be understood sufficiently well. 
The physics involved in combustion devices such as internal combustion engines in 
cars, aero-engines, industrial gas turbines in power plants or industrial process fur-
naces are highly complex and a number of aspects need to be considered. Firstly, 
combustion may be roughly classified into two regimes: i) non-premixed and 2) pre-
mixed. Each of these combustion regimes has distinct characteristics and features that 
need to be considered in the designing process and operation of the respective com-
bustion device. In non-premixed combustion, for example, fuel needs to mix with 
an oxidiser before burning. Since the flame does not propagate, it is easy to control 
and non-premixed combustion is used in the majority of technical applications. In 
premixed combustion, fuel and oxidiser are mixed before ignition, which leads to 
a propagating flame. As the mixture is well defined, this regime potentially offers 
clean combustion, especially with lean mixtures. As a result of the propagating flame, 
however, premixed combustion can cause safety concerns as it may result in e.g. a 
flashback and is more difficult to control. In recent years, the trend is clearly towards 
premixed burners. In practice, many combustion devices (e.g. direct injection diesel 
engines) operate in a partially premixed mode, a regime where both non-premixed 
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and premixed combustion appear. Secondly, complex effects arise in many practical 
applications. Flame extinction in aviation engines at high altitudes, for instance, is 
often present and causes concerns regarding the stability and the efficiency. An extin-
guished flame in an engine needs to be relighted, which is achieved by an external 
energy source, namely a spark. Most practical combustion chamber configurations are 
geometrically complex and include stabilisation mechanisms such as swirl to provide 
an efficient and reliable operation. Finally and perhaps most importantly, the majority 
of practical combustion devices are strongly influenced by turbulence, a phenomenon 
that introduces additional complexities due to its chaotic and random behaviour. Ob-
taining a complete knowledge of the interactions between turbulence and combustion 
remains an outstanding challenge. 
A comprehensive understanding of all the above mentioned phenomena involved in 
turbulent combustion is a key to designing efficient combustion devices and requires a 
great amount of information and data. To date, experimental measurement techniques 
are the most commonly employed approaches to investigate turbulent combustion. To 
obtain a better knowledge of fundamental processes governing turbulent combustion, 
laboratory flames have been established in the past, providing well controlled oper-
ating conditions and thus enabling the possibility of focusing on certain aspects of 
combustion problems. Ever since the advent of computers in the middle of the 20th 
century, Computational Fluid Dynamics (CFD) has emerged as an increasingly reli-
able and sophisticated tool. CFD aims to solve the mathematical relations governing 
turbulent combustion with numerical methods. Complementing experimental tech-
niques, CFD is potentially a valuable asset to gain a comprehensive understanding 
of the complex processes involved in turbulent combustion. The key to promoting 
CFD to an unconditionally reliable tool is the development of accurate models for tur-
bulence and combustion. This requires extensive validation and a close co-operation 
with experimentalists to extract the relevant information required for the development 
of accurate and reliable models. 
The first TNF (turbulent non-premixed flame) workshop was held in 1998 and intro-
duced a coordinated worldwide collaboration of experimentalists and computational 
groups. The main objective of the workshop was to establish a series of well defined 
laboratory target flames, which could provide a detailed database of experimental 
measurements. These databases were made available to groups worldwide to cali-
brate and validate their modelling approaches. Initially, non-premixed flames with 
different levels of complexity regarding geometry and flame structure were designed 
(e.g. the Sandia Flames series and the Sydney bluff body burners). In recent years, 
the TNF workshop aimed to expand the range of flames to other combustion regimes 
and incorporated flames in the partially premixed and premixed flame regime. The 
flames in the framework of the TNF workshop have become the benchmark for many 
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turbulent combustion modellers and strongly contribute to the advances of numerical 
simulation techniques. 
The access to databases of extensively measured laboratory flames with well defined 
operating conditions has aided enormously in the development of CFD, which has in-
creased rapidly in the recent decades due to the exponential growth of computational 
power. CFD potentially provides vast informations of the flame structures and can pro-
vide a level of detail that cannot be achieved by experimental measurements. It can aid 
in understanding of, for example, unsteady phenomena such as vortex breakdown or 
flame extinction and can thus be a valuable asset in the design process of combustion 
devices, providing that the required turbulence and other models, the numerics and 
the defining boundary and initial conditions are accurate. CFD has become a standard 
tool in the industry and many commercial programmes have emerged since the late 
70's (e.g. Phoenics, Fluent, StarCD or Ansys). The most commonly applied simulation 
technique in practical applications is RANS (Reynolds Averaged Navier Stokes). This 
approach is widely used in the industry, as it offers quick solutions with a limited 
demand for computational power. The level of detail provided, however, is relatively 
low and the performance in highly unsteady flow configurations such as swirl flames 
is poor. A Direct Numerical Simulation (DNS) on the other hand provides the greatest 
level of detail with a resolution sufficient to capture the smallest turbulent structures. 
The setback here, however, is the enormous demand for computational resources, and 
this method is currently only used as a research tool. 
In the recent years, Large Eddy Simulation (LES) has emerged, being a compromise 
between RANS and DNS. With increasing computational power LES has also found an 
entry into the industrial environment. The aim of this technique is to resolve only the 
large-scale motions and model the small-scale contributions at the so-called sub-grid 
scale level. Although a large range of turbulent scales are solved for directly, the im-
pact of the sub-grid modelling becomes crucial in combusting flows, since combustion 
predominantly occurs on the smallest unresolved scales. 
A great effort has been made by various research groups to investigate the turbulence-
chemistry interactions at the unresolved level and a variety of models have been pro-
posed to date. Many of the formulated combustion models such as Flamelets or Level 
Set methods, however, have constraining assumptions and are bound to certain combus-
tion regimes, namely non-premixed or premixed combustion. Few models provide a 
general description of the flame, with one of them being the stochastic field method, 
which belongs to the class of transported pdf (probability density function) methods. 
This approach is based on an exact transport equation of the sub-grid pdf, which con-
tains all the information of the scalar moments. The approach therefore is not re-
stricted to any particular flame regime and can potentially describe any given setup. 
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The objective of this work is to explore and improve the capabilities of the stochastic 
field method, which is a fully Eulerian description. The extension to LES is very recent 
and works on this topic have been few. A strong motivational factor of this work 
is the relevance for industrial applications. Thus, this work further aims to cover 
questions such as flame extinction, spark ignition and geometrical complexity and 
provide a description of all combustion regimes. Starting with non-premixed/partially 
premixed jet flames with extinction and re-ignition, the second case is dedicated to 
spark ignition in non-premixed flames, where a transition from a premixed flame 
expansion to a lifted non-premixed flame will be shown. The final part of this work 
is focused on the simulation of premixed combustion. To add geometrical complexity, 
which is a feature of most industrial applications, a swirl flame has been chosen. 
1.2 THESIS OUTLINE 
This thesis is structured as follows. Chapter 2 will outline fundamental background 
information of turbulent combustion in the context of Large Eddy Simulation. First, 
primitive variables will be introduced and the governing equations of fluid motion will 
be outlined. The fundamentals of turbulence modelling will then be briefly described 
and the final part will discuss the concept of Large Eddy Simulation and combustion 
modelling related to it. Chapter 3 will introduce transported pdf methods, describe 
the transport equation of the pdf and outline the stochastic field method. Chapter 4 is 
dedicated to the numerical aspects of the stochastic field equations. Basic behaviour 
of stochastic differential equations will be introduced. A stability analysis using com-
mon discretisation schemes will then be presented and the difficulties arising from 
the coupling to the conventional LES solver will be outlined. The first test case to be 
presented in Chapter 5 is the Sandia Flame Series D-F, which is a series of partially 
premixed flames with extinction and re-ignition. Chapter 6 will present a simulation 
of a spark ignited methane jet flame and demonstrate the presence of a non-premixed 
and premixed combustion in the same flame. The last chapter will describe the in-
vestigations of a premixed swirl burner with a complex geometry. In Appendix A 
the utilised chemical mechanisms are summarised and in Appendix B the numerical 
discretisation schemes used in this work are described. 
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LARGE EDDY SIMULATION OF TURBULENT 
  
REACTING FLOWS 
This chapter introduces and discusses the theoretical background of Large Eddy Sim-
ulation (LES) of turbulent reactive flows. Starting points are basic thermochemical 
relations and expressions, which will be utilised throughout this work. The governing 
equations of turbulent motion will then be introduced. For a deeper understanding of 
these relations of fluid mechanics, the reader is referred to books by Batchelor (2000) 
or Pope (woo). Principles of combustions are then briefly discussed. Regarding this 
comprehensive topic, the interested reader should refer to books e.g. by Peters (moo), 
Kuo (1986), Warnatz et al. (woo) or Libby & Williams (1994). Finally, the concept of 
Large Eddy Simulation will be introduced and the extension to reactive flows will be 
discussed. 
2.1 THERMOCHEMICAL RELATIONS 
In combusting flows, a number of reactive species are involved. It is thus useful to 
introduce the dimensionless mass fraction Ytt for each species a contained in the multi-
component system: 
Ma Yo, = — = noeVV,, 
mtot 
tri c, is the mass of the species a and mtot = Et,Nn ma is the total mass of the mixture 
containing I\Isp species. The specific mole number no, for the species a can then be 
obtained by dividing the mass fraction by the molar mass W. Another widely utilised 
quantity to describe the configuration of the components is the mole fraction: 
n„ 
Afft = v
, 
M 
L—‘oz=1 1'104 
(2.2) 
It is common practice to consider the components as a mixture of ideal gases. To 
describe the thermodynamical state of ideal gases, following relation can be utilised: 
pRT 
P = VV 
(2.1) 
(2.3) 
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where p is the thermodynamic pressure, R the universal gas constant, T the temper-
ature, p the density and W the mean molar mass of the mixture, obtained from the 
individual molar masses of the components: 
= 
1 	1 
	
Nsp ~ 	Nsp L-,a=1 W, L-da=l n 
(2.4) 
In low mach number number flows, i.e. Ma << 1, the density can be considered virtu-
ally independent of pressure fluctuations, i.e. p f (p). 
The energetic state of a mixture can be expressed in terms of the enthalpy h, which is 
the sum of the sensible enthalpy and the enthalpy of formation: 
T 	Nsp 
h 
 = f
C pdT + E A/12Y,, 
To 	a=1 
sensible 	chemical 
Here, Ali is the formation enthalpy of the species a at the reference temperature To 
and Cp is the mean heat capacity at constant pressure, obtained from the individual 
heat capacities Cp. of the species ix in a multi-component system: 
Nsp 
Cp = E C pecY,, (2.6) 
a=1 
The heat capacities exhibit a non-linear relation to the temperature, and it is common 
practice to approximate the integral in Eq. 2.5 by a series of N po/ polynomials: 
N pot CnT" h = CoT E 
n=1 
Here Cn is the n-th JANAF (Joint-Army-Navy-Air-Force ) coefficient (Stull & Prophet, 
1971). 
2.2 GOVERNING TRANSPORT EQUATIONS 
2.2.1 EQUATIONS OF FLUID MOTION 
Given that the mean free path of the molecules is smaller than the smallest geometric 
scales of the flow field (i.e the Knudssen number Kn << 1), the continuum theory (see 
e.g. Batchelor (2000)) applies and an ensemble of molecules can be represented by a 
(2.5) 
n (2.7) 
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fluid particle, which can be considered as a volume average of molecules. The flow 
field can then be described by the mass conservation equation 
and the momentum equations 
ap apu; 
at 	ax;  = 0 	 (2.8) 
a (pui ) a (puiu; ) = _ ap 
	
a. 	ax• at 	ax• x z J 
where u1 denotes the velocity components in the i-th direction, p the pressure and gi 
the body forces per unit volume. oij is the Kronecker delta. For a Newtonian fluid, the 
viscous stress tensor -cif can be written as: 
„cif  = u (_ + au, au ] ) 2 _ u auko,.. 
ax; ax, 	axk (2.10) 
Here y denotes the dynamic viscosity. By substituting -c jj in equation (2.9) with equa-
tion (2.1o), the momentum equations finally take following form: 
apu i apuiuj ap 
+ 
a 	(aui aui) 	tiauxksiii +pgi 
at + ax; 	ax,ax; 	ax.; axi) 	 k 
Eq. 2.11 is also known as the Navier-Stokes equation. 
(2.11) 
2.2.2 TRANSPORT OF SPECIES MASS FRACTION 
In combusting flows, many species are involved, and hence the conservation of each 
species a is of interest. The transport equations for the mass fractions of the reactive 
species then become: 
apY, aPuiY. = afaj pci),(Y, T T ). at 	ax; 	ax;  
where Y = [Y1, ..., YNsp ] is the array of Nsp species mass fractions. The modelling 
of the diffusion flux is complex and is extensively discussed for example by Libby Sr 
Williams (1994). Commonly, Fick's law is applied (Kuo, 1986), neglecting the Soret effect 
(mass diffusion due to temperature gradients), pressure gradients (low-Mach number 
formulation) and volume forces: 
L,J = —13134
aYa 
 ax 
J vxj 
(2.13) 
i no summation is implied by repeated Greek subscripts 
(2.9) 
(2.12) 
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where D„ is the equivalent Diffusion coefficient (Poinsot & Veynante, 2005) for the 
species a into the multi-component mixture (Fick's law is only valid for a binary mix-
ture). In this work, the equal diffusivity assumption is invoked. Eq. 2.12 in conjunction 
with 2.13 and the introduction of the single diffusion coefficient for all species D then 
becomes: 
	
apy
t
„, 
+ 
ap
ax 
tti lrc, 	[ 
a 	i 	 = +pcba,(Y,T) 
	 (2.14) 
The diffusivity D can be related to the Schmidt number, which represents the ratio of 
momentum to scalar quantity diffusion: 
cr — pD 	 (2.15) 
The source term C.i.)a (Y, T) in Eq. 2.14 contains the net formation rate of the reactive 
species. 
2.2.3 TRANSPORT OF ENTHALPY 
Additionally to the species transport equations 2.14, the conservation of energy needs 
to be determined. The energy equation can be written in terms of the enthalpy h 
(defined in Eq. 2.5): 
aph 	ap 	auiaq j  
at 	axe 	at 
 	— + ] ax 	axi 
+ q — — 	 (2.16) 
The first term on the right hand side (RHS), which contains the time-derivative of the 
pressure, can be neglected for low Mach number flows, though has to be retained in 
reciprocating engines (Peters, 2000). The second term on the RHS represents viscous 
heating and can be neglected under the low Mach number assumption. The source 
term q may contain heat sources such as radiation or spark induced energy. The 
diffusive flux qi is the sum of a heat diffusion term obtained from Fourier's law and a 
term which includes the species diffusion terms along with their respective enthalpies 
(see e.g. Poinsot & Veynante (2005)): 
N,,, Ns
P ayo, y 	(1 1 aY qi = DT —A—  ax  + pD E h, ax = 	— y 	E h, a X 	(2.17) • a=1 1-1 "/ a=1 
where A is the heat diffusion or thermal conductivity coefficient. Pr is the Prandtl 
number, which represents the ratio of momentum diffusivity and thermal diffusivity: 
yCp 
Pr = A (2.18) 
In hydro-carbon combustion, the Lewis number Le = Pr is approximately unity and 
thus the last term in Eq. 2.17 providing Pr = cr vanishes. It is to be noted though, 
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that hydrogen has a higher molecular diffusivity and differential diffusion may play a 
more important role in hydrogen flames. Using Eq. 2.19 and omitting the neglected 
terms as stated above, the enthalpy transport equation takes following form: 
aph apu fh _ a i t t ah + 	 i . 
at ax; ax; axn 4' (2.19) 
Consequently the species and energy conservation equations, (2.12) and (2.19), can be 
	
rewritten in terms of a general reactive scalar tp = 	(pm] where Ns is the number 
of scalars (species+enthalpy) required to describe the system: 
apoc, apti joa = a [Ea0a1 + 	 (2.20) at + ax; 	ax; ax;  
2.3 TURBULENCE MODELLING 
Turbulence is a phenomenon which occurs in the majority of practically arising flows. 
Some features of turbulence, to name a few of many, are high levels of vorticity, ran-
domness and enhanced mixing. Observations made by Reynolds (1883) showed, that 
turbulence develops if the inertia forces sufficiently overcome the viscous forces. This 
is described by the Reynolds number: 
Re = UL 
	
(2.21) 
U and L here denote respectively a characteristic velocity and a characteristic length 
scale (e.g. the radius of a pipe) of the flow and v = 11 the kinematic viscosity. A 
very fundamental characteristic of turbulence is that the energy is drawn from the 
large vortices and transferred to the small eddies, where it is dissipated into heat. 
Kolmogorov (1941) introduced a length, a velocity and a time scale in this context to 
describe the eddy motion in the dissipative range. These length scales were derived 
from considerations, that the Reynolds number is unity at the smallest scales, e.g. the 
energy drawn from the inertia forces is completely dissipated. The Kolmogorov length 
scale nk and the time scale Tk are defined as: 
(2.22) 
(2.23) 
where e is the dissipation rate of the turbulent kinetic energy. 
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The physics of turbulent motion can be described exactly by the governing equations 
(2.8) to (2.11). However, due to the high non-linearity of these coupled partial differential 
equations (pde), an analytical solution is only possible for a few simplified cases. 
A complete solution of the equations of motion can only be achieved by numerical 
methods. Today's common approaches can be classified into three main groups: 
® Direct Numerical Simulation (DNS) 
e Reynolds Averaged Navier Stokes Equations (RANS) 
• Large Eddy Simulation (LES) 
In DNS the governing equations are solved directly, without any modelling effort 
involved. This approach is by nature exact. However, even the finest structures in the 
Kolmogorov range need to be resolved, which leads to a demand of a very high grid 
resolution, small time steps and high-order discretization schemes. The computation 
time typically scales with Rea and the storage requirements with Re914. Since today's 
computational power cannot cope with these requirements, DNS is thus limited to 
low Reynolds numbers and is mostly used as a research tool. With the advent of 
technologies such as petascale computing however, more complex flame structures at 
higher Reynolds have been simulated recently, especially by the Sandia group (e.g. 
Bisetti et al. (2009, 2008); Chen et al. (1996); Richardson et al. (2010)) 
RANS is the oldest technique and makes use of the statistical properties of turbulence. 
All flow quantities are decomposed into a time averaged mean value and a statistical 
fluctuation. Introducing the decomposed values into the governing equations and 
averaging leads to a set of equations for the mean quantities with an unclosed term, 
the so called Reynolds Stress Tensor, which needs to be modelled. Presently there exists 
a wide range of models, out of which the k — e (Jones & Launder, 1972) model is 
the most prominent one. RANS predictions are inferior in quality to DNS predictions. 
However, they are much more affordable, since their demand for computational power 
is much lower due to the modelling effort. Today they are applied as a standard tool 
in the industry. 
LES can be seen as compromise between DNS and RANS in terms of computational 
cost versus accuracy. This method will be explained in the following section. 
2.4 LARGE EDDY SIMULATION 
In LES, a low-pass spatial filter is applied to the equations of motion. Hereby, the 
energy containing large scale motions are separated from the small scale motions. The 
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spatial filter of a general scalar (p(x, t) is defined as its convolution with a filter function 
G according to: 
	
1p(x, t) = Jr) G(x — x'; A(x))0(x', t)dx' 	 (2.24) 
where the filter function must be positive definite in order to maintain filtered values 
of scalars such as the species mass fraction within bound values and to preserve the 
nature of the chemical sources terms (a filter that changes sign may change consump-
tion terms to formation terms). The integration is defined over the entire flow domain 
SZ and the condition that the filter kernel G should be positive definite implies that it 
has the properties of a probability density function (pdf). 
The filter function has a characteristic width A which, in general, may vary with the 
position and is commonly taken A = (A,AyAz )1/3, where Ax , Ay and A, are the mesh 
spacings in the three coordinate directions. The filtering operation (2.24) commutes 
with spatial differentiation if the filter width varies smoothly with position. A common 
approach is to use a top-hat or box filter (Schumann, 1975): 
G(x — x') = —1 for Ix — I < —A A3 	 2 
= 0 otherwise 
This filter implies a cell average within the cell volume and is complementary to the 
concept of the finite volume method, which is the basis of most CFD codes. The den-
sity variations in the unresolved scales that arise in combusting flows can be treated 
through the use of density weighted, or Favre, filtering, defined by: 
t) = 19(P(x' t) 
p 
(2.25) 
Instantaneous quantities may finally be decomposed into a resolved filtered mean and 
an unresolved sgs fluctuation: 
(I) = + 
	
(2.26) 
= (1)" + (2.27) 
qi and cp" are the unresolved fluctuations for a conventional filter or a density-weighted 
filter respectively. Prior to the application of the density-weighted filter to the equa-
tions of motion, some rules for the manipulation of the filtered quantities should be 
taken into consideration: 
afi
h 
 =cup 
+ = + 
(2.28) 
(2.29) 
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Here, a is an arbitrary constant. Repeated filtering, unlike in RANS, causes additional 
smoothing, i.e. 
(2.30) 
(2.31) 
(2.32) 
Finally it should be noted, that filtered correlations introduce additional unknown 
moments Ta p, i.e.: 
P1P2 = 41P2 + 7i2 	 (2.33) 
2.4.1 FILTERED EQUATIONS OF MOTION 
Application of the density weighted filtering operation to the equations of motion 
results in: 
Continuity 
Momentum 
. 
at 	
0
'axi  (2.34) 
aegs a 	 ppii. 	wi t7; = ap 	a 	2 	
+ 
+ 	 (Lyei 3tickkuii) ax. at ax; 	axi ax; 1 
+pgi 	(2.35) 
where Fij = 2 (Z ± al-D-) is the resolved rate of strain tensor. The sub-grid scale stress xi 
tensor TY8 = p (fig — iiici;) remains unknown and requires modelling. 
2.4.2 SUB-GRID MODELLING 
Unlike in RANS, the unresolved sub-grid stresses in LES are expected to be small, if the 
filter width is chosen in such a manner, that most of the energy containing spectrum 
is resolved. It thus appears sensible to apply simple closure models for the sgs fluxes. 
The most common approaches are based on that of Smagorinsky (1963), which are 
similar to the Eddy Viscosity Models (see e.g. Jones & Launder (1972)) used in a RANS 
context. The idea is to assume a gradient diffusion hypothesis for the unresolved sgs 
stresses and relate it to a sgs viscosity ysg,, which leads to the following expression: 
sgs 	T sgs = —2y gs 	— ekk iii T1./ 3 -kk 	s- 1 
(2.36) 
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ysgs=p(csA)2 11Fiill 	 (2.37) 
where 114 I I 	V2eiiFij is the Frobenius norm of the resolved rate of the strain ten- 
sor. The introduction of a sub-grid viscosity ti,g, "mimics" a diffusion process, which 
appears sensible, since the unresolved sub-grid stresses are expected to be in the dissi-
pation range of the energy cascade (see e.g. Sagaut (2001)). Originally taken to be 0.1, 
the Smagorinsky parameter C, has taken various values for different sets of problems 
(e.g. 0.1 by Deardorff (1970) for a plane channel flow or 0.2 by Clark et al. (1979) for 
isotropic homogenous turbulence). Since the constant is a localised quantity, a global 
constant may not reproduce the correct sub-grid contribution at all locations correctly. 
To overcome the selection of a single Smagorinsky constant, dynamic models have 
been proposed in the past. 
Germano et al. (1991) originally proposed a dynamic model for the Smagorinsky con-
stant, which has been further developed by Lilly (1992) and Piomelli & Liu (1995). In 
this work, the formulation by Piomelli Sr Liu (1995) is applied and is explained briefly 
below. 
2.4.2.1 DYNAMIC SUB-GRID MODELLING 
The main idea is to assume scale invariance of the parameter C,. A test filter can then 
be applied to the residual stresses. This test filter of the size Z, > A is larger than 
the filter width and thus the test filter can be taken e.g. as a volume average of the 
neighbouring cells. Applying a test filter on the residual stresses Tisigs and defining a 
test filtered stress tensor Vs, the following expressions are obtained: 
Tisigs 	Ticsigc s =  
	
—2 (C5 A)2  (eij — Fkk) e211 	—0520i1 	(2.38) 
Ti; 
g5 aij 
 rkskgs —2 (C, —A)2 (&) — 6;64) 	2{1= —CS at1 
	
(2.39) 
c 	 --s gs A residual stress tensor Leonard stress tensor 	= Cif — v-kk = 	— Tii can then 
be defined as: 
(2.40) 
where Cad is the deviatoric part of the Leonard stress tensor. Piomelli & Liu (1995) 
minimise the sum of the squares of the residual locally with the following contraction: 
(x, t) = 
 
- Cr p11 ) aii 
amnamn 
(2.41) 
 
Here, Cr is a value taken e.g. from the previous timestep of the calculation. The 
values obtained from Eq. 2.41 can take very large or even negative numbers. To avoid 
b•• 
11 — 3 	2 n Lkk = pit Cs  
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these under and over shoots, the constant can be limited to a lower value of zero and 
an upper value, e.g. 
C• = max(min(Cs2 ,0.15),0) 	 (2.42) 
2.4.3 FILTERED SCALAR TRANSPORT EQUATIONS 
Applying the filter function to the scalar transport equations of the reactive species 
and the enthalpy yields following set of filtered equations: 
gs 
at 
	 a at* 	 = 	r_ aka te,j1 +pci,a(0,T) 	A 	 / ax; 	ax; L 	ax; (2.43) 
For the sub-grid fluxes, a gradient diffusion assumption of the form 
jsgs = _14sgs aif Ice 
• 0sgs aX  
(2.44) 
can be adopted. 0„ represents Ya, or h as appropriate. Tsgs is the turbulent Schmidt 
number. Other closure models include a dynamic procedure similar to the procedure 
for the sub-grid stresses (see Pierce & MoM (1998)) 
Since radiation and other thermal effects such as the Soret effect or the Dufour effect 
(see e.g. Warnatz et al. (2000)) have been neglected and constant pressure can be as-
sumed for open flames (Peters, 2000), the energy equation has a strictly conserved 
form in the absence of any heat sources, whereas the species transport equations con-
tain an unclosed filtered chemical source term pcb„(0,T). This term represents the 
formation and consumption rate of the reactive species due to chemical reactions and 
introduces the main complexity in turbulent combustion modelling. 
2.5 COMBUSTION MODELLING IN LARGE EDDY SIMULATION 
Having identified the closure problem of the filtered chemical source terms in the 
previous chapter, the interaction of turbulence and chemistry will be further addressed 
in this section. Combustion modelling in LES has been a key research point in the past 
years, and the reader is referred to recent review papers by Janicka & Sadiki (2005), 
Pitsch (2006) and textbooks by Peters (2000), Poinsot & Veynante (2005) and Cant & 
Mastorakos (2008). 
kbk  II  Caak 
Nsp 	 Ns, rr 
Qk = kfk H el/a (2.46) 
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2.5.1 CHEMICAL REACTION KINETICS 
A combusting system can be globally defined by the following reaction equation: 
v f F +vox0x vpP 
	
(2.45) 
where vf , vox and vp are the stoichiometric coefficients of fuel (F), oxidiser (Ox) and 
products (P) respectively. 
This global chemical reaction in reality is a result of series of elementary reactions, 
which can be categorised into four types (see Warnatz et al. (2000)): 
o chain initiating (generating radicals from stable species) 
o chain propagating (maintaining the number of radicals) 
o chain branching (increasing the number of radicals) 
o chain terminating (converting radicals into stable species) 
A typical detailed reaction mechanism for a combustion process involves a large num-
ber of species and elementary reactions (for example for methane-air combustion 5o 
species and 35o reaction steps are required). For practical computations, detailed 
mechanisms result in very high computational requirements, and much work has 
been dedicated to reducing the mechanisms with simplifying assumptions such as 
QSSA (quasi steady state approximation) and partial equilibrium (see e.g Warnatz 
et al. (2000)). 
The reaction rate Qk for the k-th elementary reaction can be written as: 
a=1 	a=1 
The exponents Vial( and v,k are the stoichiometric coefficients of forward and backward 
reaction respectively. k fk and kbk are the rate coefficients for the forward and backward 
reaction coefficients and ca"'` and cvaallk are the species concentrations (ca = c4) of the 
forward and backward reactions respectively. 
Commonly, an Arrhenius approach for the reaction coefficients is employed: 
k fk = A fk exp Ek 
	
(2.47) 
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where A fk is the preexponential constant and Ek the activation energy of the k—th reac-
tion. The chemical source term for the species a, a function of the species composition 
Y and the temperature, is the sum over all r reactions in the mechanism: 
(i)c,(Y, T) = Wit E(v:k — vc,k) Qk 	 (2.48) 
k=1 
Due to mass conservation, the sum of the reaction rates over all the species has to 
vanish: 
Nsp 
E'' = 0 
a=1 
(2.49) 
2.5.2 TURBULENCE—CHEMISTRY INTERACTION 
As outlined in the previous chapter, the main difficulty in turbulent combustion mod-
elling in LES arises from the unclosed filtered chemical source terms pa) e,(Y). The 
complexity stems from the unknown interaction of turbulence and chemistry at the 
smallest scales. Turbulence causes strong mixing at molecular level and may interfere 
with the reaction. For example, eddies at the smallest scales can interact with the reac-
tion zone and may lead to local extinction of the flame. Combustion on the other hand 
causes strong temperature changes and associated with it strong changes of properties 
like density and viscosity. This can cause flame induced turbulence or on the contrary 
a laminarisation of the flow due to the strong increase in viscosity (Poinsot & Vey-
nante, 2005). The chemical reactions occur on different scales and differ further from 
the scales of the turbulent motion - a multi-scale problem. The unresolved fluctuations 
can be quantified by the sgs probability density function (pdf) fisgs and statistical moments 
can be computed from this quantity. Since this quantity is unknown, it has to be either 
assumed or derived from a transport equations. In the following parts of this chapter, 
some combustion modelling strategies will be introduced. 
2.5.3 COMBUSTION MODELS 
Most existing modelling techniques have been formulated specifically for one combus-
tion regime (non-premixed, premixed or partially premixed). The approach used in this 
work does not assume any particular flame structure. However, some modelling tech-
niques will be briefly reviewed in the following sections for the different combustion 
regimes. A detailed analysis of current modelling techniques can be obtained from 
recent reviews by Janicka & Sadiki (2005) and Pitsch (2006). 
reaction zone 
diffusior 
zone 
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Figure 2.1.: Schematic drawing of a diffusion flame with a zoom into the reaction zone. 
2.5.3.1 NON-PREMIXED COMBUSTION 
In non-premixed combustion fuel and oxidiser are injected separately before they mix. 
In the case of fast chemistry, i.e. chemical reactions having much smaller time scales 
than the turbulent time scales, reaction solely occurs due to diffusive molecular mixing. 
If the chemical reactions however have comparable time scales to those of the turbulent 
flow field, the turbulent vortices interact and influence the flame structure. Excessive 
strain at the sub-grid levels can then lead to extinction of the flame. 
The typical structure of a diffusion flame consists of a thin reaction zone surrounded 
by a zone where fuel and oxidiser are mixed and preheated by diffusive transport (see 
Figure ??). In non-premixed combustion, the rate of mixing is an important quantity. 
The overall measure of the mixing of the fuel and the oxidiser in diffusion flames can 
be expressed via the mixture fraction , which represents the normalised element mass 
fraction of the fuel or the oxidiser or the normalised enthalpy in the absence of heat 
sources or heat losses. Assuming, that fuel and oxidiser enter in two different streams, 
which are denoted by the subscripts 0 (oxidiser) and 1 (fuel), the mixture fraction 
becomes: 
ZF — ZF 0 	Zo — Z0,0 	h — ho 
7 = 	= 	 L-F,1 ZF,O 	Z0,1 — Z0,0 = h1 h0 
ZF and Zo denote the element mass fractions of the fuel and the oxidiser respectively. 
A transport equation for the mixture fraction reads (see e.g. Peters (2000): 
app 	aPuT 	a (r, ae) 
at 	ax, 	ax, 	ax, (2.51) 
(2.50) 
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where I" = 	. The mixture fraction plays a dominant role in most non-premixed 
combustion models. It is according to Eq. 2.51 a conserved scalar and combustion 
models based on the transport of this quantity are therefore commonly called Con-
served Scalar methods. 
Flamelet models (Peters, 1984) have been frequently used in LES (e.g.Cook & Riley 
(1994), Pitsch & Steiner (2000), Kempf et al. (2002) or Clayton & Jones (2008)) and 
describe the thermochemistry from a function of the mixture fraction and the scalar 
dissipation rate k 2F' ( iLxi)2: 
al(t, 	1 _a2 ye, 
= Pci )a(Y ,T) —PX 2 ar ( 2 . 5 2 ) 
In the case of a steady flamelet assumption, the transient term is omitted, and the ther-
mochemical relations reduce to: 
1 _a2 Y.  06,0,(y, T) = 2PX ae-2 (2.53) 
The final filtered quantities can then be obtained by integrating over the sub-grid pdf 
13;gs (this quantity will be introduced and explained in detail in the next chapter): 
Ya 	 fe° f1 Atp()13sgsg)gclx P 	Jo (2.54) 
Most commonly a f3-pdf is assumed for the sgs pdf, which is typically constructed from 
a range of filtered mixture fractions variance r2 and scalar dissipation rates x (see 
e.g. Pitsch & Steiner (2000)) . The modelling of the mixture fraction variance is of great 
importance and is described in detail by e.g. Pitsch (2006). 
Another popular approach is the Conditional Moment Closure (CMC) model (Klimenko 
& Bilger (1999),Roomina & Bilger (2001)) which has been extended to LES by Navarro-
Martinez et al. (2005). Here, transport equations of scalars conditioned on the mixture 
fraction are solved. A relatively recent approach seeking to combine CMC with pdf 
methods is the Multi-Mapping Closure (MMC) (Klimenko & Pope (2003)) and this has 
been recently applied in LES by Cleary et al. (2009). 
2.5.3.2 PREMIXED COMBUSTION 
In premixed combustion, fuel and oxidiser are completely mixed before combustion 
is allowed to take place. The flame is characterised by a thin flame front (flamelet) 
propagating against the flow stream of fresh unburnt fuel gases. 
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Figure 2.2.: Schematic drawing of a methane-air premixed flame front. The profiles of the 
temperature, fuel (CH4), oxidiser 02 , the species CO2 and H2 and the heat release 
(HR) are shown. 
An important quantity is the equivalence ratio ED, which represents the air-to-fuel ratio 
of the flow condition in comparison to the air-to-fuel ratio at stoichiometry: 
YO u  
= 
(1/61YOJOst 
(2.55) 
where s represents the mass stoichiometric ratio. The subscript u denotes the unburnt 
mixture. (1) = 1 represents a mixture at stoichiometric conditions, values less than 
unity lean and values greater then unity lean and rich mixtures respectively. In a 
laminar flow, the speed at which the flame propagates normal to itself into a region 
of quiescent unburnt gas is called the laminar burning velocity si , which is a constant 
property depending mainly on the fuel and the equivalence ratio. 
The structure of the laminar flame front (see Figure 2.2) consists of a chemically inert 
preheat zone, a thin reaction zone or inner layer of length lo and an oxidation layer. 
The figure was taken from a simulation of a premixed swirl burner, which will be 
analysed in detail in Chapter 7, and has close similarities to the schematic sketch 
by Peters (moo). The figure shows lines of temperature, fuel (CH4), oxidiser (02), 
hydrogen H2, carbon monoxide (CO) and the heat release rate. The diffusive preheat 
zone is followed by a the reaction layer, where fuel is consumed. The heat release is 
maximum in the reaction zone. CO and H2 peak in the reaction zone and are zero if the 
reaction is complete. Behind the flame front after the oxidation layer, the composition 
is at chemical equilibrium, if the reaction is complete. Characteristic length and time 
scales based on the flame thickness are (see e.g. Peters (2000)): 
1 = y 	, t = 	 pa-si f pusi2 (2.56) 
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To characterise the impact of turbulence on the flame structure, it is convenient to 
describe the turbulent Reynolds number in terms of LES variables (see e.g. Pitsch (2005)): 
Ret = UsgsA 
s111  (2.57) 
Further, the Damkiihler number Da relates the sgs turbulent time scale tt to the chemical 
time scale and the Karlovitz number Ka relates the chemical time scale to the Kolmogorov 
time scale Tk : 
t t 	s i A Da = — = t f 	Us gslf 
23 / 1/2 
Ka = = 
tf 	1f 
= 
Usgs f 
—   
1 d 	s31 0  
( 1 , ) 2 
i :12- 	Ka ---.1 0.01Ka t f  Kilo = 
t k  
12 
= ,7 
I k 
(2.58) 
(2.59) 
(2.60) 
Here, a second Karlovitz number Kag based on the reaction zone thickness, which is 
usually assumed to be about 10% of the laminar flame thickness, has been introduced. 
With these dimensionless numbers, a regime diagram can be constructed (see Figure 
2.3 where the Borghi diagram extended by Peters (moo) is shown). The regimes can be 
Figure 2.3.: Revised Borghi diagramm by Peters (2000). 
roughly classified in wrinkled flamelet, corrugated flamelet, thin reaction zone and broken 
zone regimes. The area of the laminar flames, i.e. Ret < 1 will not be considered, since 
only turbulent flames are investigated in the present work. 
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The wrinkled flamelet zone is limited by Ka < 1 and usgs<  1 and thus the velocities of 
the large eddies are lower than the laminar burning velocity. The vortices thus cannot 
penetrate the flame thickness and the laminar flame structure is contained. 
The corrugated flamelet zone is within Ka < 1 and 'IZE > 1. The eddy vortices are now 
large enough to disrupt the flame structure. However, the timescales of the flow are 
not small enough to penetrate the flame. 
The thin reaction zone regime is limited by Ka > 1 and Kag < 1. Here, the small eddies 
can penetrate the flame. However, they are not small enough to enter the reaction 
zone and thus only distort the preheat zone through turbulent mixing. Finally, in 
the broken reaction zones regime, the smallest eddies penetrate the reaction zone and 
can significantly disturb the reactions, which may lead to local extinction of the flame 
front. 
Most models for premixed flames are based on the correct determination of the tur-
bulent flame speed, which poses a central problem (see Poinsot & Veynante (2005) and 
references therein for a review). In LES, the most common models are (Pitsch, 2006): 
® Artificially thickened flame (ATF) (Colin et al., 2000) models (see e.g. Lacaze et al. 
(2009); Sengissen et al. (2007); Sommerer et al. (2004) for recent applications in 
LES) 
• Level set approaches based on the G-equation (Peters (woo); Williams (1985)) 
(see e.g. Freitag & Janicka (2007); Kim & Menon (2000) for LES applications) 
® Flame Surface Density models (Pope (1988)) (see e.g. Hawkes & Cant (2000) or 
Knikker et al. (2004) for LES applications) 
2.5.3.3 PARTIALLY PREMIXED COMBUSTION 
Partially premixed combustion occurs in most practical applications. In this regime, 
parts of the flow field are governed by finite-rate effects (ignition or extinction) or 
premixed flame propagation and other parts will display mixing controlled reactions, 
features of diffusion flames. Examples of partially premixed flames are lifted flames, 
where the flame is not attached to the burner rim, but rather stabilises at a certain lift 
off height. The stabilisation can occur either through auto-ignition or premixed flame 
propagation (see e.g. the Cabra flame (Cabra et al., 2002)). Other partially premixed 
phenomena are triple flames, where the leading edge of the flame is a diffusion flame 
at stoichiometry and is surrounded by a lean and a rich premixed branch. Triple flames 
can appear e.g. in the stabilisation region of a lifted flame and may sustain even if 
the mean flow velocity is higher than the flame speed. An example of such a flame 
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configuration is a lifted methane jet flame by Ahmed & Mastorakos (2006) which will 
be investigated in Chapter 6. 
Models describing the mixed modes of combustion in partially premixed flames should 
provide a general shape of the sgs-pdf. Common approaches are the Linear Eddy Model 
(LEM) (Kerstein, 1988) (for applications in LES see e.g. Chakravarthy & Menon (2001) 
and Sankaran & Menon (2002)) and transported pdf methods. For this work, the stochas-
tic field method has been chosen, which is a fully Eulerian transported pdf approach. 
This method, along with fundamentals of general transported pdf methods, will be 
outlined in the following chapter. 
2.6 SUMMARY 
This chapter presented the fundamental equations describing turbulent combustion. 
At first, primitive variables and basic thermochemical relations were introduced along 
with the governing equations for turbulent reactive flows. 
The concept of LES was then outlined and the filtered equations of motion and the fil-
tered scalar transport equations were shown. A Smagorinsky approach for the arising 
unknown sub-grid stresses and a dynamic procedure to obtain the Smagorinsky param-
eter were presented along with a gradient diffusion model for the unknown sub-grid 
fluxes in the filtered scalar transport equations. 
Fundamentals of combustion and the different combustion regimes were then dis-
cussed and the unknown turbulence-chemistry interactions were addressed. Finally, 
common combustion models applied in LES were presented and the stochastic field 
method, a fully Eulerian form of the transported pdf approach, was identified as a 
method which provides a regime independent description of turbulent combustion. 
The stochastic field method has been chosen to represent the turbulence-chemistry inter-
actions in this work and will be introduced in the following chapter along with the 
concept of transported pdf methods. 
STOCHASTIC FIELD METHOD FOR TURBU—
LENT COMBUSTION 
In the previous chapter, the fundamentals of Large Eddy Simulation of turbulent reac-
tive flows were outlined and the complexities of turbulent combustion modelling were 
discussed and common models briefly reviewed. The combustion model underlying 
this work is the Eulerian stochastic field method. This method, which is a transported 
pdf approach and makes use of the relations to stochastic differential equations (sdes), 
will be introduced in this chapter. For a review on pdf methods, the reader is referred 
to Pope (1981, 1985) and Haworth (2010). 
3.1 THE SUB-GRID PROBABILITY DENSITY FUNCTION 
Before introducing the transported pdf approach, an appropriate definition of the sub-
grid pdfs, which represents the instantaneous distribution of the scalars within the filter 
volume in LES, will be given. The one-point marginal (or fine-grained) density function 
7j, of a scalar (p„ is defined as: 
Pa—g(tPa-0(,) 	 (3.1) 
tp„ represents the sample or composition space of the scalar (pa . (5 is the Dirac-function 
and has the following properties for the variables* = [ipi, ..., IN, ] and 0 = [01,.../oNj 
	
fl o(cdip = 1 
	
(3.2) 
f:f (OOP — 0)4 = f(0) 
	
(3.3) 
where b OP — 0) = FlaN-Liö(lPa — Oa) and dip = Trl,chp,,. Eq. 3.3 is referred to as sifting 
property. 
3 
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Since in combusting flows many scalars are involved, the joint pdf T(ip; x, t) of the 
entire set of scalars ip = [tpi, ipNs ] is relevant, which is simply the product of the 
marginal (conditional) probabilities Pe, of each scalar a: 
Ns 
( tp ; x, t ) 	 o [ tpe, — q),(x, t)] 
	
(3.4) 
a=1 
As outlined in the previous chapter, favre-filtering can be applied analogous to Eq. 
2.25. The density weighted (or filtered) joint sgs-pdf Psgs (tp; x, t) is then obtained by 
convoluting Eq. 3.4 with the filter function G and applying the density weighting 
according to Eq. 2.25: 
Ns 
13s gs (ip; x,t) = f pGA x n 6 [ip, — 0,(x' ,t)] dx' 
P 	ce=1 
where GA = G (x — x', A (x)). This expression makes use of the sifting property of the 
Dirac ö function shown in Eq. 3.3 and describes the probability of observing values 
of a
/ 
 scalar a in the interval ip, < , < 	+ dip, within the filter volume, which is 
15sgs ( 
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0; x, t)clip. 
The filtered sgs-pdf is an instantaneous quantity which solely describes probable states 
within the filter volume and is not to be mistaken with any temporal pdf used e.g. 
in joint velocity scalar pdf methods (Pope, 1985) or RANS-pdf (e.g. Jones & Kakhi 
(1997),Lindstedt & Vaos (2006)). 
Moments such as the filtered mean 4, and the sgs-variance chret,sgs are obtained from: 
5 = 	I pp,GA x Tdx'dzh, 
P .1-00 n 
(3.6) 
(Pa,sgs = 
	
1:: In ptpc,
2
GA X Tdx'cllp, — 	 (3.7) 
Higher moments can be obtained in a similar manner. To illustrate the importance 
of the sgs-pdf, Figure 3.1 displays a generic LES cell, which is made up of 9 fully 
resolved DNS cells. For each DNS cell, its respective mixture fraction value is shown. 
The setup can be considered as a non-premixed flame and the respective temperature 
values shown for each DNS cell in Figure 3.1 are obtained from a flamelet table with a 
stoichiometry at f = 0.35 (from the Sandia Flames (Schneider et al., 1998)). Note, that 
this case is entirely generic and not physical - the strong gradients would never appear 
from cell to cell in a DNS solution - and is purely used for illustration. The pdf can 
be obtained by "binning" the DNS solutions. The results are shown in two histograms 
for temperature and mixture fraction in Figure 3.1. The importance of the sgs-pdf is 
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Figure 3.1.: Schematic illustration of a generic LES cell, which is made up of nine DNS cells. 
The LES cell is located in a mixing layer of a diffusion flame. 
evident. The mixture fraction pdf can be considered quasi Gaussian. However, due 
to the non-linear relation of the mixture fraction and the temperature, the pdf of the 
temperature strongly differs from the one of the mixture fraction. The mean mixture 
fraction of the cell is 0.3 and is obtained from a simple average of the individual DNS 
cells. If the filtered temperature were obtained from the mean mixture fraction, the 
result would be 1880 K. However, if the mean temperature were computed from the 
mixture fractions of the DNS cells and then averaged, the resulting temperature would 
be 1727 K, a difference of about 150 K. 
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3.2 TRANSPORTED PDF APPROACH 
An exact evolution equation for 13sgs can then be derived, see e.g. Colucci et al. (1998); 
Gao & O'Brian (1993); Jaberi & Colucci (2003), from the appropriate conservation equa-
tions by standard methods. The result is: 
al3sgs ( 11)) 	aasgs (tp) 	Ns 
 aka P 	at ±Pul ax 	+ E [pciopP3sgs(0)] = 
I. reaction 
a r 	 
[P(1P)/- (IP) Uj Pliji5sgs] 
II. sgs—convection 
N, 	a 	a y aoe, 	 (n) 
alp, axi a=1 
III. conditional diffusion 
where equal diffusivities have been assumed and the spatial and temporal dependen-
cies of the pdf have been dropped for compactness. 
Term I represents the chemical reaction term, which now appears in closed form and 
does not require any modelling beyond the specification of a chemical reaction mech-
anism. 
Term II of Eq. 3.8 represents convection at sgs level and is approximated by a simple 
gradient closure directly analogous to the Smagorinsky model in the LES equations: 
P(0)-7.(ip)u; — piiipsgs  = lisgs 
alisgs 
Crsgs ax;  (3.9) 
Term III of Eq. 3.8 represents the molecular diffusion of the pdf. It contains spatial 
scalar gradients and cannot be represented by 13sgs since this is a one-point pdf. Instead, 
modelling of this term is required. The first step is to decompose the term: 
NS 	a ( 	a y  akaT 	) 	[ tt ai3sgs(0)1 
0,=1 atp,„ ax, g ax, axi a 	aXi 
N, N, 	a2 	(14 	ao,,,a0 A As 	 ) lasgs(0) } E E DIG a tp 	Pax aX a=1 /3=1 	R r i 	
_ 0  
(3.10) 
 
.M (';x,t) 
  
The first term in this equation now appears in closed form. The final term in Eq. 
3.10 comprises the filtered conditional 'scalar dissipation rates', represents sub-grid 
(3.8) 
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scale mixing and describes the effect of molecular diffusion of Psgs ('I'). The following 
conditions apply for the micro-mixing term M (ip; x, t) (see e.g. Fox (2003)) 
f
oo 
J_cotpm(ip; x,t)dip = 0 
ro3  (1Pct 45;)OPA 4)-A4 (tP; t)diP = 2PX0 
(3.11) 
(3.12) 
   
where xo = 	a:,  is the scalar covariance dissipation rate. The first condition states, 
that the filtered mean values are unaffected by the micro-mixing and thus only higher 
sgs moments such as the sgs variance are modified. The second condition states, that 
the micro-mixing must yield the correct joint scalar dissipation rate. These constraints 
can be obtained by averaging the pdf equations and comparing the results with the 
exact transport equations of the mean and the variance. Another feature of the micro-
mixing is, that the term should tend towards infinity if the flow resolution approaches 
a DNS. This aspect will be further discussed in Chapter 4.4.2. There are several models 
available for this term although none of them is entirely satisfactory (see Fox (2003) 
and references therein for reviews). In the present work the Linear Mean Square esti-
mation (LMSE) closure (Dopazo, 1975, 1979; Dopazo & O'Brien, 1974) is adopted. The 
LMSE closure used was originally formulated for the complete molecular diffusion 
term, albeit in situations where the turbulence Reynolds number is high. However, 
the direct viscous diffusion of the pdf is negligible at high turbulence Reynolds num-
ber. It has thus become common practise in pdf methods to use the LMSE model in the 
manner described here. The model was also proposed independently in stirred reactor 
studies where it is known as Interaction by Exchange with the Mean (IEM) (Villermaux & 
Devillon (1972)): 
	 e, 	
L 
m (IP; [(ip„ 	0)13-sgs (0)] t) = 2Tsg, 	atPcc  (3.13) 
where the sub-grid mixing time scale Tv, is assumed to be given by (Jones & Kakhi, 
1998): 
1 	
CD  + lisgs  Ts = (3.14) gs 	 p6,2 
Here CD is the micro-mixing constant. In RANS applications to inert flows, a constant 
of 2.0 often yields the correct scalar dissipation rate for a passive scalar in equilibrium 
flows. However, in RANS this constant cannot be considered as a universal constant 
and experimental studies of the temperature decay in grid generated turbulence by 
Warhaft & Lumley (1978) have shown a variation of CD from 0.67 to 2.38. In LES the 
energetic motions are resolved and the representation of sgs mixing provided by the 
LMSE model may be adequate in many practical situations. Some support for this 
view is provided by Mitarai et al. (2005). The LMSE model is also known to perform 
well for continuous pdfs and to be consistent with the Gaussian pdfs that often arise in 
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passive scalar mixing problems. In addition there is no evidence that any alternative 
and more complex proposals such as the EMST (Subramaniam & Pope, 1998, 1999) or 
the modified Curl's model (Dopazo, 1979; Janicka et al., 1979) would perform better in 
LES and the computation cost would be substantially larger. 
Including all modelled terms, the pdf transport equation can be written: 
al3sgs(0) 	__
i 	
(f) N, 	a 
1_
aPsgs r 
0('-(1P)13,g,(11')] at 	+19"  1 E a=1 aka 
_ 	[( y sgs) 	
ax; 	LTsgs 
(0) 	p  
	
ax; 	Grsgs   [( 
	, 	\\ ila 	Tit 	t ) krs gs( P )] (3.15) CT 
	a=1 
3.3 MONTE-CARLO SOLUTION METHODS 
The main obstacle to solving the pdf transport equation 3.15 is the high dimension-
ality. If standard difference methods are used, then the computational cost increases 
exponentially with the number of involved species. Given that typical reduced mech-
anisms with sufficient detail to predict finite-rate chemistry (e.g. the ARM reduced 
mechanism by Sung et al. (2001)) contain around 19 species, conventional solution 
methods are currently not feasible. Instead, the most common approaches involve 
stochastic solution methods. 
The fundamental basis of this approach is, that the pdf equation can be seen as a 
generalised diffusion process. The equation describing this, also known as Fokker-
Planck equation, takes in general the following form for a probability density function 
P(Z, t) of an array Z = [Z1, ..., ZN,] of Ns independent stochastic variables. 
ap(z, 
— 
_ 	a 	 Ns Ns a2 E 	(z, o 	2 	azz P(Z, 	 E 	 s2 at 	aza a(z o" p(z t)] (3.16) a=1 a =1 p=1 	A [  
In the case of Eq. 3.15 e.g., Z would correspond to 0. The solution of Eq. 3.16 is 
equivalent to the solution of the stochastic differential equations (sdes) with the same pdf: 
dXrn = 	(Xm) dt 13m (X,) dWm 
	
(3.17) 
Here Am  = 	AN„,n ] is the drift coefficient and 137, with Sao = i EkNs, B,kBok 
is the diffusion coefficient of the m-th stochastic process. X„, represents the m-th 
stochastic sample containing the array of the Ns independent stochastic variables, i.e. 
X,n = 	ZN„nd. dWm is the Wiener Process of the m-th stochastic process, also 
known as Brownian Motion - a random walk with a normal distribution. This term 
will be further discussed in Chapter 4.2. Eq. 3.17 is also referred to as an Ito sde 
= 
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(Gardiner, 1985; Kloeden & Platen, 1992) because an Ito interpretation has been used 
for the stochastic calculus. 
The property of the Ito calculus can be demonstrated for the integration of the term 
XmdWm between the times to and t„+1 (-n+1 > tn): 
tn+1 
XnidWm = Xm(tn)AW m  
I. 
(3.18) 
The Ito calculus computes the area from the value of the previous timestep. One con-
sequence is, that implicit discretisation schemes cannot be applied to this expression 
(see cf. Chapter 4.2). 
Alternatively, a Stratonovich sde (see e.g. Gardiner (1985)) satisfying the Fokker Plank 
equation 3.16 can be written as: 
dX,, = As„,(X,i )dt E m(X,2 ) o dWm 
	
(3.19) 
where the o denotes the Stratonovich interpretation for the stochastic integral and .it n 
and 13 are the drift and diffusion coefficients of the Stratonovich sde. The Stratonovich 
calculus is defined as: 
ftntn+1 	 Xm (tn+1) Xm (tn) AWN, Xm o dWm = 2 (3.20) 
Unlike the Ito calculus, the Stratonovich calculus preserves the rules of the classic in-
tegral. Due to the semi-implicit formulation, the Stratonovich sde is not subject to any 
limitations regarding time discretisation schemes. The two different set of sdes are 
mathematically equivalent, and can be transformed from one to another via the Ito 
transformation (Gardiner, 1985). 
The most commonly adopted approach to solving the transported pdf equations are 
Lagrangian particle methods (see e.g. Pope (1981, 1985, 2000), albeit in the context of a 
RANS approach). Here, notional stochastic particles are introduced containing all the 
information of the composition and crossing the flow domain. The resulting sdes can 
be obtained by splitting the pdf into two fractional steps, with the first one describ-
ing the spatial evolution of the Lagrangian particles and second one the alteration of 
composition due to sub-grid mixing and chemical reaction. The resulting sdes are then, 
identifying the drift and diffusion coefficients in the Ito-sde Eq. 3.17: 
+.1 	dt 	dwt  dx-1 p k J ) 	 p 
= 
 [
(pit (xi , t)) + a7„(0+)] dt LTsgs  
(3.21) 
(3.22) 
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with F' = 	irsE) . The superscript + of the composition variables IN and Oa 
sgs 
represents the value at the particular particle position xi . 
Initially, these methods often included velocity as a stochastic variable to overcome 
the RANS closure problems of the turbulent transport term. They are therefore mesh-
independent, which implies that they do not have errors arising from spatial discreti-
sation, though stochastic errors do arise in their place. Since the closures and solution 
techniques involved are complex, especially with respect to the determination of the 
pressure field (Xu & Pope, 200o), the most common approach is a hybrid model, where 
the flow field is calculated from a conventional RANS Eulerian solver and the scalars 
are obtained from a separate Lagrangian particle solver. Having the advantage that 
no spatial errors are introduced for the scalars, complexity and errors are partly re-
introduced due to the interpolation required to obtain statistical moments in physical 
space. This approach, known as the filtered mass density function (FMDF), has been in 
adopted in LES by e.g. Colucci et al. (1998); Jaberi et al. (1999); Pitsch (2006); Raman & 
Pitsch (2007); Raman et al. (2005). An extension to the joint-velocity pdf has also been 
proposed in LES context by Gicquel et al. (2002). 
3.4 STOCHASTIC FIELD METHOD 
A more recent formulation is based on Eulerian stochastic fields and was devised by 
Valhi() (1998) and in a different approach by Sabel'nikov & Soulard (2005). Having 
close similarities to the multi-fluid method by Spalding (1995), this method was ini-
tially adopted in RANS context (Hauke & Valino (2004)) and subsequently developed 
in LES (Jones & Navarro-Martinez (2oo7a,b, 2009); Jones et al. (2007); Jones & Prasad 
(2010, 2011)). 
As opposed to the Lagrangian particle method outlined in the previous section, the 
idea here is to introduce an ensemble of N stochastic fields (r(x,t) = [cr ,...,q11, ]) for 
all scalars, which are Eulerian, i.e. they span over the entire spatial domain of the flow. 
The joint-scalar pdf can then be constructed by: 
1 N Ns  .F (47; x, t) = N E j-if 	- (x, ,  (3.23) 
Convolution with the filter function G provides an expression for the filtered sgs pdf: 
1 	1 	 Ns i3sgs (1p; X, t) = — N E p n  f pG (x — , A(x)) X n  (5 [IN - (x, t)] dx' = 
pl.  (0;x, t) (3.24) 
04=1 
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Two indepedent formulations have been devised depending on whether an Ito or 
Stratonovich interpretation of the stochastic integral is adopted. Valitio (1998) proposed 
a formulation equivalent to the Ito sde (Eq. 3.17), wheras Sabel'nikov & Soulard (2005) 
proposed an expression, which is equivalent to a Stratonovich sde (see e.g. Gardiner 
(1985),Kloeden & Platen (1992) for an extensive discussion of this topic). In the present 
work the Ito formulation by Valhi() (1998) is adopted. 
3.4.1 ITO FORMULATION 
The final equation, as presented below, is achieved by replacing the pdf in Eq. 3.15 by 
the stochastic field definition in Eq. 3.24. After some algebraic manipulation (see Valitio 
(1998)) and identifying the drift and diffusion coefficient of the Ito sde in Eq. 3.17 the 
final result ist: 
Tx1C,,,11 = — put a 	ax dt + a [1.4 —1 Ca 	dt P ax" i axi  
2r gin awl" p
, 
foci 
 
 
P — (To dt + pa),T(ri)dt 
Lrsgs 
 
(3.25) 
The stochastic term has no influence on the first moments (or filtered values) of for 
a large number of fields, i.e. 
N 
lim E 
N-4co m=1 
2F ' 
ax" — 	= 0 --g  (3.26) 
A fundamental assumption is that the stochastic fields are smooth within the cell vol-
ume, i.e. they contain no hidden sub-grid scales and are thus fully resolved on the grid 
size level. This also means that the fields do not vary within the filter cell. Also, as 
stated by Valitio (1998), the fields are twice continuously differentiable in space at the 
scale of the computational mesh. 
The solutions for each field will satisfy all the mass conservation and bounding prop-
erties of the modelled pdf equation (3.8). For each field, for example, the species mass 
fractions will remain positive and will sum to unity and the solution of the transport 
equations comply with the extremum principles (Protter & Murray, 1967). 
The solutions of the stochastic field equation (3.25) are not to be mistaken with any 
particular realisation of the real field, but rather form an equivalent stochastic system 
(both sets have the same one-point pdf, smooth on the scale of the filter width). All the 
moments resulting from the sdes of the stochastic field equations and from the direct 
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solutions of the model form of equation (3.8) will be identical. Mean and sgs-variance 
of a scalar 0, e.g. can be obtained from: 
TIL 	°° tpetotp.-47)dtp.=,1 	(3.27) m=1 w.=--co 	 m=1 
Ote,sgs = 
1 N _  flPa=°3 2  
E 	(Pampa — CT)diP. —, 
m=1 ipa=-0 
1 N  
V' — N m=1 
(3.28) 
A great advantage of this method is that, due to the Eulerian properties of the stochastic 
fields, conventional LES solvers can be used. Thus, the stochastic fields can be easily 
incorporated into any existing code, though care has to be taken regarding the choice 
of the discretisation scheme. This will be addressed in the next chapter, where the 
implementation of the method, stability issues and the coupling to the LES solver will 
be discussed. 
3.4.2 STRATONOVICH FORMULATION 
Sabel'nikov & Soulard (2005) used the Stratonovich formulation and derived a set of 
sdes of the following form: 
tarip 1 art) aka dt— pdC = — P 	+ 2 axj 	axj axi 
diAT; 0 a 	P (Can — if; ix) dt + theT (Cm ) (3.29) p 	°xi 2T sgs 
The stochastic velocity does not necessary average to zero or satisfy the continuity 
constraint. In the Stratonovich formulation the filtering of the stochastic contribution is 
non-zero and corresponds to a diffusion term, i.e. 
N 
iim p- 
N—>oo m=1 p Dxi 	z 	a
2rm 
0 dIATtn = 	
a
" 
x? (3.30) 
Unlike Valino's derivation of the field equations, smoothness is not required and the 
fields are allowed to be discontinuous. However, it should be mentioned at this point, 
that all statistical moments arising from the solution of the pdf equation (3.15) are per 
se smooth on the filter width level without any further implication. As a result, the ab-
sence of the smoothness restriction, which was prescribed in Valio's formulation, does 
not provide any relevant advantage. The main advantage of using the Stratonovich 
formulation is the applicability of implicit time schemes, which is not possible with 
the Ito formulation. However, a concern is the behaviour of the method when a small 
number of fields are used as in LES. For instance, for a passive scalar such as the 
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mixture fraction, the Ito formulation Eq. 3.25 collapses into a transport equation for 
a conserved scalar (Eq. 2.51) for a single field. The single field equation will, though 
second and higher moments cannot be computed, predict the first moment, i.e. the 
filtered mean, correctly. The Stratonovich formulation in Eq. 3.29 however will col-
lapse into an advection equation with no direct physical meaning. Although the drift 
term does contain diffusion in physical space, the exact transport equation will not 
be recovered for a single field and can only be obtained for a large number of fields. 
The mean mixture fraction as a consequence may not be predicted correctly. Since, 
as mentioned, a small number of fields such as 8 are commonly utilised in LES (see 
e.g. Jones & Navarro-Martinez (2007a); Jones et al. (2007); Mustata et al. (2006)), the Ito 
formulation, Eq. 3.25 has been chosen for this work. The next chapter will discuss the 
formulation in more detail and describe the numerical aspects of the implementation 
of the stochastic field equations. 
3.5 SUMMARY 
In this chapter the transported pdf approach along with the Eulerian stochastic field 
method were introduced. First, a definition for the sgs-pdf, which contains all the re-
quired information of the unresolved sgs fluctuations, was given and a model equation 
for the time evolution of this quantity was presented and discussed. 
The chemical source term appears in closed form in the pdf transport equation, which 
is one of the main advantages of using this approach. An unknown quantity, namely 
the micro-mixing term, which represents the molecular diffusion of the pdf, was iden-
tified, for which an IEM (or LSME) model was adopted. 
The pdf transport equations are highly dimensional, especially if a detailed chemical 
mechanism with a large number of species is used. Conventional finite-difference 
methods result in an exponential increase of the computational cost with respect to 
the number of species involved and the requirement for alternative solution techniques 
was identified. The pdf transport equation, being a form of the Fokker-Planck equation, 
can be represented by a set of equivalent stochastic differential equations with the 
same one-point pdf. The advantage of this Monte-Carlo approach is the linear increase 
of the computational cost with respect to the number of species involved. 
The most common Monte-Carlo approach, the Lagrangian particle method, which is 
essentially mesh-independent but introduces complex interpolations and requires sep-
arate solvers, was introduced. 
Finally, the underlying approach of this work, the stochastic field method was discussed. 
This approach has the advantage of being fully Eulerian and thus can be readily incor- 
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porated into any existing conventional LES code. Two formulations were presented, 
one by Valifio (1998) and one by Sabel'nikov & Soulard (2005). The formulation by 
Valiirto (1998) was chosen for this work due to concerns regarding the behaviour of the 
formulation by Sabel'nikov & Soulard (2005) for a small number of fields. 
Due to the Eulerian nature of the stochastic field equations, conventional spatial dis-
cretisation schemes can be applied and the next chapter will outline some numerical 
aspects to be considered for the implementation of these equations. 
4 NUMERICAL ASPECTS 
  
4.1 
 
INTRODUCTION 
In the previous chapter, the stochastic field method and its two different interpretations 
by Valitio (1998) and Sabel'nikov & Soulard (2005) were introduced. This chapter 
outlines the implementation of the field equations in the Ito context by Valhi() (1998) 
and discusses stability issues to consider. 
The code utilised throughout this work is the in-house code BOFFIN (BOundary Fitted 
Flow INtegrator) (Jones et al., 2002). This code has been developed and validated ex-
tensively in the recent years (e.g. Clayton (2006); Keays (2006); di Mare (2002); Wille 
(1997)) and can thus be considered in a mature state. The code is based on a finite-
volume approach (see e.g. Ferziger & Peric (1999)) using an implicit low-Mach number 
formulation with a SIMPLE type pressure correction algorithm (Patankar & Spalding, 
1972) along with a pressure smoothing algorithm by Rhie & Chow (1983). The numer-
ics of the pressure correction algorithm and its implementation in BOFFIN have been 
described in many previous theses (Clayton (2006); Keays (2006); di Mare (2002); Wille 
(1997)) and thus will not be discussed in this work. For an overall review on numerical 
techniques and schemes, the reader is referred to books by Versteeg & Malalasekera 
(1995), Roache (1998) or Ferziger & Peric (1999). 
The spatial and temporal discretisation schemes used in BOFFIN for the scalar trans-
port equations are summarised in Table 4.1. The schemes are outlined in Appendix B. 
The implementation of the stochastic field equations is relatively straight forward at first 
sight, as conventional spatial gradients appear in the field equations and thus conven-
tional discretisation schemes can be applied. The only difference to conventional scalar 
Momentum 	 Scalar 
Convection CDS TVD 
Diffusion CDS CDS 
Temporal Crank-Nicholson Crank-Nicholson / Implicit 
Table 4.1.: Discretisation schemes used in BOFFIN for the scalar and momentum equations. 
CDS represents the Central Difference Scheme and TVD the Total Varying Diminishing 
scheme. 
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transport equations is the stochastic term containing the random Wiener term, which 
requires some attention. 
This chapter will describe some important numerical aspects for the implementation of 
the sdes. Starting with some basic considerations regarding the numerical treatment of 
sdes, a general stability analysis will be performed for different spatial and temporal 
discretisation schemes. The implementation of the sdes will then be outlined. The 
field equations are coupled with the LES solver through the density, which introduces 
stability problems due to white noise appearing in the solutions of the stochastic fields 
arising from the Wiener term. An algorithm for the noise reduction to overcome the 
stability problems has been developed and will be discussed at the end of this chapter. 
4.2 NUMERICAL SIMULATION OF SDES 
4.2.1 PROPERTIES OF THE WIENER TERM 
As discussed in the previous chapter, the stochastic field equations form a set of sdes (Eq. 
3.17). The Wiener process dW = [dW1 , dWN] is essentially a random walk, which 
is normally distributed with zero mean and a variance of the time increment dt. The 
properties are summarised: 
(dW) = 0 	 (4.1) 
(dW2 ) = dt (4.2) 
Averaging in the sense of ki 	••• is denoted by the brackets (...). The simplest form 
of an sde is a diffusion process, where the drift coefficient is Am = 0 and the diffusion 
coefficient is 13,„ = 1. The sde Eq. 3.17 then reduces to 
dX,, =-- dWm 
	
(4.3) 
The simplest discretisation of this sde is a Euler-Maruyama approximation (Kloeden & 
Platen (1992)), which is essentially the equivalent to the Euler explicit discretisation for 
deterministic equations: 
Xm(tn+i ) = Xm(tn ) + AWm 	 (4.4) 
In the following parts of this section, a single random variable will be considered, i.e. 
Xm = Xm. The Wiener process is approximated by: 
dW = (0, 1)At112 
	
(4.5) 
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Figure 4.1.: Simulated diffusion process with zero drift and B. = 1 with two different random 
number generators (gaussian and dichotomic). The dashed unlabelled lines repre-
sent four arbitrarily chosen individual sample paths and the solid line represents 
the mean. 1024 fields were used for the simulation. 
where Ar(0, 1) is a normal distribution with mean 0 and variance 1 and At = tn+1 to 
is the discrete time step between the times t n+i and t n . The approximation formally 
scales with 'la More accurate time schemes are available (see e.g. Kloeden & Platen 
(1992)) however at the expense of higher complexity and computational costs. 
4.2.2 INFLUENCE OF THE RANDOM GENERATOR 
In LES only a few number of stochastic fields, commonly eight (see e.g. Jones et al. 
(2007); Jones & Prasad (2010, 2011); Mustata et al. (2006)), are used to limit the com-
putational costs. This is driven by the fact, that LES resolves a large range of scales 
and the sub-grid pdf is assumed to be narrow, unlike in RANS, where the unresolved 
Reynolds stresses play a dominant role and thus a large number of stochastic fields is 
commonly used (e.g. 500 in Garmory et al. (2008)). Using gaussian random num-
bers for a low number of fields is very inaccurate and will usually result in errors 
in mean and variance. For this reason, a dichotomic vector is used in this work, i.e. 
Af (0, 1)P-% { — 1, 1 }, which is aweak first order approximation (Kloeden & Platen (1992)). 
This approximation enforces a mean of 0 and the correct variance of At regardless of 
the number of fields used. 
To underline the behaviour of the random generator, simulations of Eq. 4.4 are shown 
in Figure 4.1 for the two random generators (gaussian and dichotomic). 1024 stochastic 
samples were used and the solution was initialised with a Dirac-b distribution. Four 
stochastic sample paths along with the expectation (mean) are shown. The mean 
oscillates around zero due to insufficient number of samples, if a gaussian random 
20 40 
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(b) loo iterations 
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generator is used (see Figure 4.1(a)). If a dichotomic random generator is used however 
(Figure 4.1(b)), a mean of 0 is ensured throughout. 
To gain a better understanding of the impact of the random Wiener term, Figure 4.2 
shows the evolution of the pdf during the simulation. Starting from the initial b dis- 
0.8 
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0.2 
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X 
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Figure 4.2.: Evolution of the pdf during a diffusion process. Instantaneous pdfs are shown at 
three different time instances. The initial condition is a 8 peak. 
tribution, the pdf gradually flattens. Thus, bearing in mind that the mean does not 
change, the variance increases in time and leads to a diffusion of the pdf. 
4.2.3 STOCHASTIC NOISE IN SDES 
Figure 4.3 shows a simulation of a sde with a drift term and a non-linear diffusion term. 
The drift coefficient is Am = 1 for all samples and the diffusion coefficient is 13,n = 
VTCm. The curve of the mean in Figure 4.3 contains high-frequent noise of the order of 
the sampling frequency (i.e. 0( kt )) resulting from the random walk of the individual 
fields. The first derivative aacm of the simulation is displayed in Figure 4.4, where the 
situation is even worse and strong oscillations around the expectation (mean) of the 
derivative, which is 1, can be seen. The presence of noise is further highlighted in 
amplitude spectra of the time derivatives shown in Figure 4.5, which were obtained 
from a Fast Fourier Transform (FFT). Four spectra are shown, for 8, 4000 and 8000 
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Figure 4.3.: Diffusion process with a linear drift term (Am = 1). The unlabelled dashed lines 
represent four arbitrarily chosen individual sample paths and the solid line repre-
sents the mean. 128 fields were used for the simulation. 
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Figure 4.4.: Time derivative of one stochastic sample path of a diffusion process with a linear 
drift term (Am = 1 and Bm = -V.(11). 
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Figure 4.5.: Amplitude spectra of the time derivative of an individual stochastic sample path 
obtained from a FFT for three different numbers of stochastic samples. A diffusion 
process with a linear drift term (Am = 1 and 13„, = N/Cin ) is simulated. 
samples. For up to 4000 samples, significant noise is present at high frequencies - the 
low frequency spectra are similar for all three number of samples. Only if a very large 
number is used, i.e. 0 (8000) samples, the noise reduces significantly. This will be 
further discussed in Section 4.4.3 where stability issues due to noise in the context of 
the coupling to the LES solver will be analysed. 
4.3 NUMERICAL STABILITY OF THE STOCHASTIC FIELD EQUA—
TIONS 
The previous section introduced some numerical solution techniques for sdes. The 
stochastic field equations form a system of sdes with non-linear drift and diffusion terms. 
The discretisation techniques described in Section 4.2 can be straightforwardly applied 
to the field equations. The drift terms can optionally be discretised with implicit or 
semi-implicit temporal schemes to enhance stability, whereas the stochastic term needs 
to be discretised with an explicit scheme, e.g. the Euler Maruyama scheme introduced 
in the previous section. Since the drift and diffusion terms contain spatial gradients, 
conventional spatial discretisation schemes can be applied. The overall numerical sta-
bility of the sdes strongly depends on the choice of the discretisation schemes, and 
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this section discusses stability analyses for different spatial and temporal discretisa-
tion schemes. The term "fields" instead of "samples" will be used from now on to 
characterise the stochastic fields. 
It should be noted at this point that a linear stability analysis appears not to be pos-
sible if the stochastic term with the random sign change is included. The outcomes 
of the stability analysis should be considered as a good guidance but the results may 
prescribe overly restrictive conditions. The random sign change in the real implementa-
tion may in fact stabilise the scheme. To account for the two different sign possibilities, 
the two cases of a positive sign and a negative sign will be investigated separately. 
4.3.1 CASE FORMULATION 
The exact formulation of the stochastic field equations ensures boundedness - scalar 
gradients tend to zero when approaching maxima or minima. From a numerical point 
of view, however, this boundedness is subject to the utilised schemes. Overshoots and 
undershoots can lead to mass violations and numerical instabilities if the errors grow 
in time. 
Stability analyses for conventional convection-diffusion equations have been performed 
e.g. by Wille (1997) and are well documented for a variety of schemes in Roache (1998). 
In this work, the emphasis is on the behaviour of the stochastic field equations. A 1-D 
Cauchy type of equation, containing a convection, a diffusion and a stochastic advec-
tion term, will be examined for stability. The micro-mixing does not contain any spa-
tial gradients and thus will be omitted for the stability analysis. The model equation 
analysed for stability is of following form for an arbitrary bounded scalar rp: 
ao 	ao a20 (p. 
	
= -u— + v— 	2v a = — at ax 	ax2 At ax •-..-, 	•—..„,..—, ..-„._-, ...._..,—• 
crank-Nichoison,rmoicit CDS,UDS 	CDS CDS,UDS(Eu/er explicit) 
(4.6) 
This formulation resembles the stochastic field equations. Equal spacing Ax and con-
stant velocity u and diffusivity v are assumed further for the analysis. The convective 
velocity is assumed to have a positive direction, i.e. is the upwind node for cpi+ (see 
Figure B.1). The ± sign indicates the direction of the stochastic advection bound to 
the random numbers of the Wiener Process approximation { -1, +1}. Different tempo-
ral (Euler explicit, implicit, Crank-Nicholson (C-N)) and spatial discretisation schemes 
(CDS,UDS) will be analysed, as indicated in Eq. 4.6. 
For the stability analysis, it is convenient to introduce following dimensionless num-
bers: 
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CFL number (normalised convection): 
C = uAt Ax 
Diffusion number (normalised diffusion): 
D= 
Ax2 
Cell Peclet number (ratio of convection and diffusion): 
C uAx Pe = = 	 
D v 
Stochastic CFL number (normalised stochastic velocity): 
v At 
(47) 
(0) 
(4.9) 
Cs = 2vAt = f5 Ax2 (4.1o) 
"Total CFL number": 
Ct = C + C, 	 (4.11) 
The stochastic courant number is not an independent variable, but directly related to 
the Diffusion number. 
Von Neumanns stability analysis can only be performed for linear problems, and thus 
cannot be applied to a TVD scheme, which is used in BOFFIN to discretise the con-
vective term in the scalar equation. The "extreme" cases of the TVD scheme will be 
examined instead, a CDS (for Vi = 1) and a UDS scheme(for tpi = 0.0) (see Appendix 
B), with the TVD scheme expected to behave in between. 
4.3.2 STABILITY ANALYSIS 
In von Neumanns stability analysis (Charney et al. (195o); Crank & Nicholson (1947)), 
the scalars are expanded into Fourier series components. Note, that the Fourier trans- 
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form is complex. The components at the time instances t and tn+i and the spatial 
positions j, j 1,j — 1 (see Figure B.i for reference) are then: 
(Pi(tn) = 7(tn)etneikmx 
49 j(tn+1) 	7(tn+1 )etneaAteiknix 
(Pj+1(tn) = 7(t n )etn eik,,,xeik„,Ax 
Oj-Fi(tn+1) 	,r(toetneaAteiknixekmAx 
(Pj-1(tn) = 7(tn)etn 
 eikrn xe—ikm Ax 
(Pj--1(tn+1) = (tn-H1)etneaAteik,ixe—ikmAx 
7(tn ) is the amplitude function at timestep t n , km is the wavelength and a is a constant. 
The i in the exponent indicates the quantity being complex. Spatial shifts are thus 
reproduced as phase shifts in Fourier space. The amplification factor is the ratio of the 
amplitude functions at timestep t o  and tn+1: 
= 7(tn+1)  
7(tn) 
(4.12) 
Stability is only ensured, if initial errors do not grow in time. Mathematically, this is 
fulfilled, if 
I g I 	1 
	
(413) 
In the following parts of this section, stability will be examined for three temporal 
schemes (Euler explicit, implicit and Crank-Nicholson) in conjunction with two different 
spatial discretisation schemes (CDS and UDS). The different investigated cases are 
summarised in Table 4.2 and contain the amplification factor for each case. To support 
the analytical findings, results of i-D simulations of a transported step function will be 
shown. This configuration represents the most challenging scenario for the numerics 
due to the theoretically infinite gradient across one cell. Physically it resembles the 
transport behaviour of a species like CH4 in a premixed methane flame, which gets 
rapidly consumed in a very thin reaction zone and thus exhibits strong gradients 
across the flame front. 1  
In reality, as seen in Chapter 2, the premixed flame front contains diffusive layers. 
el° + e-h9  
2 
ei9 — 
2 
= cos0 	 (4.16) 
= isin6 
	
(4.17) 
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Temporal Convection Stochastic Ampl. Factor 
Case A Euler explicit CDS CDS g = 1 + 2D(cos0 — 1) — i(C ± Ni25) 
Case B C-N CDS CDS D(cos0-1)+1-1-i(4 ±.12D)sin0 g = D(1-cos6 )+11ine 
(1-e-i9 ±ff)sine D(cos0-1)+14 	W g = Case C C-N UDS CDS 7,(1-cos0)+1±(1-e-'6) 
Case D C-N CDS UDS D(cost9-1)+1-i2sin8±1/2D(1-e-i°) g = D(1-cos6)+1+i2sine 
Case E Euler implicit CDS CDS = 2D(1-F.neicsine g 
Table 4.2.: Case configurations for the stability analysis of the C-N scheme. The stochastic part 
is discretised fully explicitly. The abbreviation 0 = km Ax is used. 
4.3.2.1 CASE A (EULER EXPLICIT IN TIME AND CDS IN SPACE) 
The discretised form of Eq. 4.6, using an Euler explicit scheme and a CDS scheme for 
all spatial gradients is: 
j(tn+i) = D (01-Ei(tn) + 01-1(tn)) + (1 — 2D)0j(t„)+ 
(± 	 c
2 2 
 
(1(Pi+i (tn) 	01-1 (tn)) = 
D (0j+1(tn) 491-1(tn)) + (1 — 2D)Ctn) — 	(1+1(tn) 01-1(tn)) (4.14) 
The sign of the stochastic term has been chosen in such a manner, that the direction 
corresponds with that of the convection term. The amplification factor, according to Eq. 
4.12 and Table 4.2 for this case is: 
g =1+ 2D(1 — cose) — i(C + Cs )sine 
	
(415) 
Here, the abbrevation B = km Ax has been utilised. Further, following identities have 
been used: 
The amplification factor is an ellipse in complex space. The factors are plotted in com-
plex space for different CFL and Diffusion numbers in Figure 4.6 (top). For stability, 
the ellipse has to lie within a circle of radius 1. This is not fulfilled for any CFL or Dif-
fusion number, except for C = 0.0, i.e no convection and pure diffusion and stochastic 
advection. Stability is then ensured, if D < 0.5, i.e. Ct = Cs < 1 (see Figure 4.7). 
Summarised, the Euler explicit solution can be seen as virtually unstable and not a 
sensible choice for the stochastic field equations. This is surprising at first glance, as the 
1 	2 	3 	4 	5 	6 
kmo x 
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Figure 4.6.: Amplification factor in complex space (top) and its modulus (bottom) for a range 
of CFL and Diffusion numbers for Case A. An Euler explicit scheme is used in time 
and a CDS for all spatial gradients. The signs of the convection and the stochastic 
advection correspond. 
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07 
Figure 4.7.: Modulus of the amplification factor for Case A with C = 0. Stability is guaranteed 
for D < 0.5. 
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pure convection and diffusion equation is conditionally stable with following restric-
tions (see e.g. Roache (1998) and Ferziger & Peric (1999)): 
C < 1 (4.18) 
1 D <
2 (419) 
Pe =— < 2 (4.20) 
If C, were an independent variable, these requirements could be fulfilled. However, 
since C, is a function of the Diffusion number (see. Eq. 4.10), the real as well as the 
imaginary part of the amplification factor are influenced by the Diffusion number, unlike 
if the stochastic CFL number were an independent variable. This is also the reason why 
the Peclet condition in Eq. 4.2o, which restricts the amplification factor from reaching its 
maxima in conventional convection-diffusion equations, cannot be applied. 
If the stochastic velocity and the convective velocity have opposite signs, the system 
becomes conditionally stable. A stability map is shown in Figure 4.8. The stochas-
tic term now counteracts the convection term and thus enhances stability, which is 
guaranteed for approximately 0.15 < D < 0.5. 
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Figure 4.8.: Stability map for an Euler explicit scheme with CDS for all spatial gradients. The 
convective and stochastic terms have opposite signs. The blue region indicates 
stability. 
4.3.2.2 CASE B (CRANK-NICHOLSON IN TIME AND CDS IN SPACE) 
The Crank-Nicholson scheme of the pure convection-diffusion equation with a CDS for 
all spatial gradients is unconditionally stable. However, with the findings seen in the 
previous section for the Euler explicit scheme, stability restrictions due to the stochastic 
term are expected for the Crank-Nicholson scheme as well. 
G = D(1— cos()) +1 + 
v(coso — 1) + 1 + 	± vff:)) sine 
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The discretised form of Eq. 4.6 for the Crank-Nicholson scheme with a CDS scheme for 
the convection and the stochastic part is: 
(0)+1(tn+1)+ (P)--1(tn+1)) + (1 +D) (1)1(tn+1)+ 
	
(4) j+i(tn+i) — Oi-1(tn+1)) — 	(0+1(tn) (YI-1(tn)) 
( 
(1 — D)(Pi(tn) + (± 	
C 
2 	4 	4'1+1 (tn) 	(Y'1-1(tn)) (4.21) 
The corresponding amplification factor is (see Table 4.2): 
(4.22) 
The amplification factor for corresponding signs of the convection and stochastic advec-
tion terms is plotted in complex space (top) and the modulus is plotted on the bottom 
for a range of CFL and Diffusion numbers (0 < C < 1; 0 < D < 1) in Figure 4.9. The 
-0.5 0 
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km Ax 
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Figure 4.9.: Amplification factor in complex space (top) and its modulus (bottom) for a range 
of CFL and Diffusion numbers for Case B. A C-N scheme is used in time and a CDS 
for all spatial gradients. The signs of the convection and the stochastic advection 
correspond. 
real parts are bounded by 1, whereas the imaginary parts exceed the bounds of ±1. 
This mainly stems from the fact that the imaginary part in the nominator is increased 
by the stochastic component, which does not appear in the denominator due to the ex-
plicit treatment. The modulus I Q I underlines the observation, with most of the curves 
exceeding the limit of 1. The system is conditionally stable. A stability map is plot- 
ted in Figure 4.1o. The criteria for stability is very restrictive, i.e. C 	0.005 and 
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Figure 4.10.: Stability map for Case B (C-N scheme in time and CDS for all spatial gradients). 
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D <,'"::1 0.005. i-D simulations emphasise these observations. Figure 4.11 shows two 
simulations for C = 0.3 and Pe = 2, 20. A snapshot of the profile as well as the time 
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(b) C = 0.3 and Pe = 20(D = 0.015) 
Figure 4.11.: Response to a step function and the maximum amplitude as a function of the 
iteration count for a Case B (C-N in time and CDS for all spatial gradients). The 
stochastic and convective velocities have the same direction. 
evolution of the maximum amplitude are shown. The maximum amplitude increases 
exponentially. The growth of the amplitude is larger for the lower Peclet number of 
2, i.e. higher stochastic velocities (C5 « fk), both cases, however, are clearly unsta-
ble. Given the extremely restrictive stability criteria, this case can be seen as virtually 
unstable. 
The situation of a transported step function is a severe test to the numerics. In many 
flame configurations, the scalar profiles are diffusive, e.g. the mixture fraction in a 
diffusion flame. Figure 4.12 shows a i-D simulation of a transported Gaussian like 
profile, which does not exhibit steep gradients. The simulations were performed with 
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Cell index 	 Iteration 
(a) C = 0.3 and Pe = 2(D = 0.15) 
1.2 1.4 
1.2 
0.8- 1 
0.6- 0.8 
E -s- 0.4- 0.6 
0.2- 0.4 
0.2 
-0.20  oo 100 	200 	300 100 	200 	300 
Cell index Iteration 
(b) C= 0.3 and Pe = 20(D = 0.015) 
Figure 4.12.: Response to a transported Gaussian like profile and maximum amplitude as a 
function of the iteration count for Case B (C-N in time and CDS for all spatial 
gradients). The stochastic and convective velocities have the same direction. 
.4 
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the same parameters as for the step function transport, i.e. C = 0.3 and Pe = 2, 20. For 
the lower Pe number of 2, the profile shows large oscillations and the maximum am-
plitude increases in time, however, to a lesser extend than in the simulation of the step 
function. For the larger Pe number of 20, the profile shows only traces of oscillations, 
mainly on the left tail. The maximum amplitude grows slowly but stabilises at a value 
slightly greater than 1. 
If a similar analysis is performed for the case of opposing signs of the convection and 
stochastic advection, the simulation becomes unconditionally stable, as seen in the 
plots of the amplification factor in Figure 4.13. 
Figure 4.13.: Amplification factor in complex space (top) and its modulus (bottom) for a range 
of CFL and Diffusion numbers for Case B. A C-N scheme is used in time and 
a CDS for all spatial gradients. The signs of the convection and the stochastic 
advection are opposed. 
This is in agreement with the observations for the Euler explicit scheme, with the 
stochastic advection now counteracting the convection term. 
In actual simulations, the stochastic velocity is subject to the random sign change of the 
Wiener process. The probability of an individual stochastic field having the same direc-
tion for a large number of time steps is extremely low. If the convective and stochastic 
velocities have counter directions, the system "corrects" itself and becomes stable. In 
Figure 4.14 simulation results with a random change of signs of the stochastic terms 
are shown (C = 0.3, Pe = 2). This case was unstable for corresponding signs of the con-
vection and stochastic advection. However, the maximum amplitude overshoots, but 
then fluctuates around a bounded value of about 1.25, which is significantly greater 
than 1. Simulation results of a transported Gaussian like profile are shown in Figure 
4.15. 
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Figure 4.14.: Response to a transported step function and the maximum amplitude as a func-
tion of the iteration count for Case B (C-N in time and CDS for all spatial gradi-
ents). The stochastic velocity randomly changes signs. Here, C = 0.3 and Pe = 2. 
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Figure 4.15.: Response to a transported Gaussian like profile and maximum amplitude as a 
function of the iteration count for Case B (C-N in time and CDS for all spatial 
gradients). The stochastic velocity randomly changes signs. Here, C = 0.3 and 
Pe = 2. 
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This simulation is clearly stable. The maximum amplitude now asymptotically con- 
verges towards a value slightly greater than to 1. 
4.3.2.3 CASE C (CRANK-NICHOLSON IN TIME AND UDS IN SPACE) 
If the convection term is discretised with an upwind scheme using a Crank-Nicholson 
scheme for in time, the discretised form of Eq. 4.6 is: 
- ( -2-  cPi+1 (tn+1) 	(tn+1)) + 
(1 + D) 01(tn+1) 	(01(tn+1) $j-1(tn-F1)) = 	(0j+1 (tn)  +0j_1(tn )) +  
(1 - 7-3 )01(tn) 	(01(tn) 	(191-1(tn)) 	2D (49  j-1-1(tn) — 01-1(tn)) (4.23) 
The amplification factor for this case is: 
 
D(cosi9 — 1) + 1 + i  (1  — e-ie ) f ifffsin0 (424) D(1 - cosh) + 1 - 2 (1 e-1°) 
The amplification factor is shown for corresponding signs of convection and stochastic 
advection in complex space along with its modulus in Figure 4.16. The imaginary 
0 
-0.5 	 0 	 0.5 	 1 
Re 
Figure 4.16.: Amplification factor in complex space (top) and its modulus (bottom) for a range 
of CFL and Diffusion numbers for Case C. A C-N scheme is used in time and a 
UDS for the convective velocity (CDS for the stochastic velocity). The signs of the 
convection and the stochastic advection correspond. 
values are very well bounded, because parts of the convective term are now real, unlike 
for the CDS discretisation. The corresponding stability map is shown in Figure 4.17. 
(  (
'-'%--* --, %-, ,;7%--- %-/--r--------,-;-- =--- -=--....--- -- -- -..--- -- _- .-!-..,,, i tio0,0,,,ilortttiCkerill 
(.(,((((, , (v&'-‘\,\1_1':\,___-,IIT --,--7—.11.".„.`_-_-_-___--- -1°.--__" ---- --- -'_:7____".---  ---•/ 
4.3 NUMERICAL STABILITY OF THE STOCHASTIC FIELD EQUATIONS 	81 
Stability is guaranteed for D < 0.5 for all CFL numbers in the displayed range. i-D 
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Figure 4.17.: Stability map for Case C (C-N scheme in time and UDS for the convective veloc-
ity). The blue region indicates stability. 
simulations for two different Diffusion numbers (D = 0.025,0.55) are shown in Figure 
4.18. For D = 0.025 the amplitude overshoots initally, but quickly regains a bounded 
value of 1. For the higher Diffusion number, the amplitude grows in time, which is in 
accordance with the stability map shown in Figure 4.17. 
Finally, with the Wiener term changing randomly signs, the "self-correcting" behaviour 
can be observed again, as shown in Figure 4.19 for D = 0.552. 
The TVD scheme, which is commonly applied to the convective term, cannot be anal-
ysed with a linear stability analysis. However, the behaviour of this scheme is ex-
pected to be in between the two "extreme" cases of the CDS and the UDS. 1-D simu-
lation results with a TVD scheme are shown in Figure 4.20 for two Diffusion numbers 
(V = 0.1, 0.55) and a CFL number of 0.5. Both cases are unstable, indicating the pres-
ence of a rigid stability criteria. It is to be noted, that stability also strongly depends on 
the limiter values. In the present case, the limiter tended more towards the higher or-
der CDS scheme with little numerical diffusion. In other configurations (e.g. stretched 
meshes, combusting flows), the limiter could tend more towards the UDS scheme, and 
the two simulations (D = 0.1, 0.55) could become stable. The simulation results of a 
Gaussian like profile are shown in Figure 4.21 for D = 0.1 and C = 0.5. The simulation 
is now stable, the maximum amplitudes stagnate at values close to 1. 
In summary, the usage of the Crank-Nicholson scheme in conjunction with a CDS for 
the spatial gradients is problematic, if steep gradients are present. If the gradients are 
smooth however, the combination of CDS and Crank-Nicholson may be applied. The 
decision is conditioned by the individual behaviour of the full scale 3-D test case. 
2 This case was unstable without the change of sign 
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(a) C = 0.5 and Pe = 2(D = 0.025) 
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Figure 4.18.: Response to a transported step function and maximum amplitude as a function of 
the iteration count for Case C (C-N in time and UDS for the convective velocity). 
The signs of the convection and the stochastic advection correspond. 
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Figure 4.19.: Response to a transported step function and maximum amplitude as a function of 
the iteration count for Case C (C-N in time and UDS for the convective velocity). 
The stochastic velocity randomly changes its direction. Here, C = 0.5 and Pe = 
0.9. 
4.3.2.4 CASE D (CRANK-NICHOLSON IN TIME, CDS IN SPACE AND UDS FOR THE STOCHAS-
TIC TERM) 
If a UDS is used for the stochastic term along with a CDS for the convection and a 
Crank-Nicholson in time, the amplification factor is: 
g = 1)(cose — 1) + 1 — iisin0 ±V2T5 (1  — e-ie ) 
I)(1 — cosO) +1 + iisine (425) 
The amplification factor for the case of a CDS for the convection and UDS for the con-
vection part is shown in complex space along with its modulus in Figure 4.22. The 
system is unconditionally stable. The case with opposing sign is not examined, but 
unconditional stability is expected to be guaranteed. 
Though the usage of a UDS scheme for the stochastic term guarantees stability, the 
choice of this scheme is not favourable, since the UDS scheme is well known to in-
troduce strong numerical diffusion. In the particular case of the stochastic fields, these 
errors are further enhanced, since the individual fields have different upwind direc-
tions due to the different Wiener term for each field. 
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Figure 4.20.: Response to a step function and maximum amplitude as a function of the itera-
tion count for a C-N scheme with a TVD discretisation for the convective velocity. 
The stochastic and convective velocities have corresponding signs. 
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Figure 4.21.: Response to a step function and maximum amplitude as a function of the itera-
tion count for a C-N scheme with a TVD discretisation for the convective velocity. 
The stochastic and convective velocities have corresponding signs. 
Figure 4.22.: Amplification factor in complex space (top) and its modulus (bottom) for a range 
of CFL and Diffusion numbers for Case D. A C-N scheme is used in time and a 
CDS for the convective velocity (UDS for the stochastic velocity). The signs of the 
convection and the stochastic advection correspond. 
1 ± i\/fT) sine g = 2D(1 — cog)) + 1 + iesinO (4.26) 
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4.3.2.5 CASE E (IMPLICIT IN TIME AND CDS IN SPACE) 
For the stability analysis of the fully implicit scheme, all spatial gradients are discre-
tised with a CDS scheme. The amplification factor for this case is: 
G in complex space along with its modulus is shown in Figure 4.23. The maximum 
40 
-11 
Figure 4.23.: Amplification factor in complex space (top) and its modulus (bottom) for a range 
of CFL and Diffusion numbers for Case E. An Euler implicit scheme is used in 
time and a CDS for all spatial gradients. The signs of the convection and the 
stochastic advection correspond. 
values do not exceed 1, which indicates that the implicit scheme is unconditionally sta-
ble, even in the presence of the explicit stochastic advection term. 1-D simulations of a 
transported step function support these findings (see Figure 4.24), with the maximum 
amplitude decaying after an initial overshoot and converging towards 1. 
4.3.2.6 SUMMARY OF THE STABILITY ANALYSIS 
The most important findings of the stability analyses can be summarised as follows: 
o The fully explicit Euler scheme is not suited for the stochastic field method. 
e The Crank-Nicholson scheme is conditionally stable with severe restrictions and 
is only suited for configurations with smooth gradients. 
O The fully implicit Euler scheme is unconditionally stable. 
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Figure 4.24.: Response to a transported step function and maximum amplitude as a function 
of the iteration count for Case E (Euler implicit in time and CDS for all spatial 
gradients). The stochastic velocity randomly changes signs. 
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4.4 NUMERICAL IMPLEMENTATION IN BOFFIN 
This section will describe the implementation of the stochastic field equations in BOF-
FIN. The findings of the stability analyses are taken into consideration. At first the 
solution algorithm will be presented followed by an investigation of the impact of the 
micro-mixing term on the numerics. Finally, an algorithm to reduce the stochastic 
noise seen in Section 4.2.3 will be discussed. 
4.4.1 SOLUTION ALGORITHM 
The equations for the transport of each individual stochastic field r (x, t) = 
(see Eq. 3.25) are convection-diffusion-reaction equations and take up following gen- 
eral form: 
(4.27) 
with 
arn  kgm)+S(r)+-ivigm,4;)+th(r) at 
Here IC represents convection and diffusion, S the stochastic term, .M the micro-
mixing and ci, the chemical source terms. (1) represents the mean of the fields, i.e. 
in LES context the filtered mean, computed from Eq. 3.27. 
The chemical source terms are highly non-linear and due to various involved time-
scales stiff. Including these terms in the solution of the convection-diffusion part is 
therefore impossible and this expression has be treated separately. Operator splitting 
(or fractional step) is thus performed and its accuracy is well described in Versteeg & 
Malalasekera (1995) or Ferziger & Peric (1999). 
The solution steps are summarised as follows: 
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I) CONVECTION—DIFFUSION In the first step, only convection and diffusion with 
an implicit Euler or a Crank-Nicholson scheme are solved along with the stochastic 
advection term, which is added as an explicit source term: 
4() = C m (tn) kg(),r (tn))At 	S 	(tn))At 
	
(431) 
C—N,implicit 	Euler—Maruyama(explicit) 
The choice of the schemes are based on the findings of the stability analysis and de-
pend on the smoothness of the scalar gradients. In diffusion flames e.g., in the presence 
of smooth gradients, a Crank-Nicholson scheme seems to be a sensible choice, provid-
ing a good accuracy. In premixed flames, in the presence of sharp scalar gradients, an 
implicit scheme, though less accurate, might be a better choice. A general prescription, 
however, cannot be made upfront. 
2) MICRO—MIXING The micro-mixing does not contain any scalar gradients and a 
discretisation of this term appears to be trivial. However, care has to be taken with 
respect to the time advancing. If the stochastic fields were discretised without using an 
operator splitting for the micro-mixing, the discretised form would be: 
( ri (tn+i) = cm (to + icgin (t,i+i),r (tn)) At — p At ri (tn+1) —46 	(4.32) ..--....„,--... 	....-.....„---, 
and 	= CD F  becomes large (i.e. the sgs time scale zsgs goes to o which means 2  —Ez 
complete mixing at sub-grid level), the micro-mixing dominates. In this case, applying 
e.g. an implicit scheme to the micro-mixing term, following relation is then obtained: 
4""n (tn ) f3At?)(tn ) 
fl'(tn-F1) 	1 + (361 (433) 
Note that 4;(t n ) has to be chosen from the previous timestep in order to avoid complex 
expressions. For large values of p, cm (tn+1) tends towards ik(tn ), which is not desirable. 
Instead, with large p, the variance should reduce to 0 whilst the mean should tend 
towards ip (tn+1). To visualise this, instantaneous results of the mean (top) and the 
variance (bottom) of a .1-D simulation of a transported step function are shown in 
Figure 4.25. With an increasing micro-mixing constant, the position of the step is 
shifted towards the inflow, which stems from the fields being driven to the mean of 
the previous timestep. To overcome this problem, an additional operator splitting step 
has been employed: 
.() = ((1 ) — At( f (4(), q ) ) 	P(1)) 	 (4.34) 
Crank-Nicholson,implicit 
C—N,implicit 	 implicit 
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(b) Variance 
Figure 4.25.: Snapshot of a 1.-D transported step function with the micro-mixing discretised 
along with the convection-diffusion terms (Top: mean, bottom: variance). The 
fields are driven to the mean of the previous timestep with increasing micro-
mixing constant and the peak variances are not aligned. 
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j)(1) represents the filtered mean after the first fractional step, i.e. 
1 x—,1\I  
= 	C(1) (4.35) 
If the stochastic fields appearing in Eq. 4.34 are discretised with an implicit scheme, the 
resulting expression for r( ) is: 
m 	(1)  + pAtifi(i)  
4' (2 ) 	1+ PAt 
With large f3  the solution is now driven towards the intermediate value if, (1) and thus 
does not change the mean -0-(1) obtained from the first fractional step. Figure 4.26 
shows simulation results for this case. The profiles of the means for all micro-mixing 
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Figure 4.26.: Snapshot of a 1.-D transported step function with the micro-mixing discretised 
with an operator splitting after the convection-diffusion and stochastic advection. 
The results tend towards a i-field solution. The peak variances are aligned. 
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constants are now aligned and the variance reduces with increasing CD. The physical 
constraints of the micro-mixing are now captured properly. 
Alternatively, -0 (1) can be computed from (7)(1) = N ENni=, c( ) instead. This would 
lead to an algebraic system of equations with increased complexity. However, since 
no under-overshoots are expected from the micro-mixing - this term has a stabilising 
effect since it reduces the sgs fluctuations - the choice of ii)(1) obtained from Eq. 4.35 
suffices. 
At this point it should be noted, that an explicit treatment of the micro-mixing would 
pose restrictions on /3. Discretised, the following form would be obtained: 
r( ) = (1) (1- pAt) + ik(i),(3At 	 (4.37) 
The term (1) (1 — f3At) becomes negative for pixt > 1, which results in an unstable 
solution. Hence, an implicit scheme is recommended for the discretisation of the 
micro-mixing (explicit for the filtered mean i)(1) to avoid complex expressions). 
3) INTEGRATION OF THE CHEMICAL SOURCE TERMS The final step includes the inte-
gration of the stiff chemical source term for which a first order in time Newton based 
stiff ODE solver is employed, similar to Press et al. (1992)): 
r(tn+1)=q ) +Jm— lthccm(tn+i))At 0(At) 
where the Jacobian is defined as: 
_ athar(tn+i))  
413 	ag(tn+i) ' 	...,
Ns; 
(4.38) 
(4.39) 
4.4.2 MICRO-MIXING 
In this section, the general influence of the micro-mixing term on the numerical imple-
mentation will be analysed in more detail. 
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4.4.2.1 ORDER OF MAGNITUDE ANALYSIS 
To analyse the influence of the micro mixing, following estimation shall be assumed 
for the micro-mixing part and the stochastic part: 
1 
	
NIT 	2 CD 	pA,2" 
21"/ aTa N 21-1 A 
pAt axj 	pAt A 
The ratio of micro-mixing and the stochastic term is then approximately: 
(4.40) 
(4.41) 
1c PAU 
2 D7A-2-- 
    
 
C CD 
2Pe 2 (4.42) 
V pAt A 
 
The ratio is thus a function of the CFL number, the Peclet number and the micro-
mixing constant CD. Fig 4.27 shows the ratio as a function of the cell Peclet number 
for three different micro-mixing constants. The micro mixing plays a dominant role 
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Figure 4.27.: Ratio of the stochastic term and the micro-mixing term fas a function of the cell 
Peclet number for different micro-mixing constants. 
in low Peclet number regions. From a numerical point of view this implies, that the 
micro-mixing dominates if the resolution tends towards a DNS resolution. Physically, 
this property is exactly desired, since the pdf in a DNS should be a Dirac ö function. 
4.4.2.2 SCALING OF THE MICRO-MIXING TERM 
An important issue is the question of how the micro-mixing term should behave in a 
fully resolved flow. To illustrate this problem, Figure 4.28 shows a comparison of the 
sgs viscosity and the molecular viscosity across a flame front of a premixed flame. The 
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Figure 4.28.: Single shot line plot of the molecular (mol) and sgs (sgs) viscosity and tempera-
ture across a flame front of a premixed flame. 
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flame front is located in a region which appears to be almost fully resolved. The sgs 
viscosities are small compared to the molecular viscosities, in fact close to zero. The 
solution of the stochastic field equation should therefore be a 6-pdf. 
The stochastic term does not vanish if the flow is fully resolved, since the stochastic 
velocity contains the sgs viscosity as well as the molecular viscosity. The molecular 
viscosity is non-zero, in fact obtains high values in high-temperature regions. Hence, 
even if the flow is fully resolved, the presence of the stochastic term results in a pdf 
which is not 5 distributed. The micro-mixing is required to compensate this and drive 
the solution back to a 5-pdf. This requires the inverse of the sub-grid mixing time scale 
rs-81 = /3 to go towards infinity. However, in the current formulation, the inverse sub-
grid mixing time scale converges towards a finite value if the flow is fully resolved, i.e. 
CD r =  CD 11 lim — —7  -  	 (443) yw-4o 2 pA 	2 o- p0 
This term can only become infinity if the mesh size A goes to zero. A full resolution 
in e.g. turbulent flows, however, is achieved if the mesh size is of the order of the 
Kolmogorov length scale '1k, and thus /3  is limited by a finite value. The only available 
parameter providing a measure of the flow resolution is the turbulent viscosity usgs.  It 
is determined by the dynamic procedure by Piomelli & Liu (1995) and tends towards 
zero in a resolved flow because the Smagorinsky parameter Cs tends towards zero. To 
ensure that the micro-mixing tends towards infinity if the flow is fully resolved, a scal-
ing, which relates the turbulent viscosity to the molecular viscosity can be introduced: 
1 + L
4 
a  
P* = P 	L811 
1,  
(4.44) 
This scaling provides an increased micro-mixing term in regions where the flame is 
well resolved. It only becomes effective, if the turbulent viscosity is small compared to 
the molecular viscosity or is of the same order. In high Reynolds number flows, where 
the flame is typically located in an unresolved region and the turbulent viscosity is very 
large compared to the molecular viscosity (e.g. in jet diffusion flames), /3* converges 
to 2 and the introduced scaling has no significant effect on the micro-mixing term. 
4.4.3 STOCHASTIC NOISE REDUCTION 
In addition to the utilised numerical schemes, another stability issue arises from the 
main coupling parameter between the stochastic fields and the LES solver, which is the 
density. This quantity appears as a multiplier in the momentum equations and as 
a time derivative in the continuity equation. Since the density is a function of the 
stochastic fields of the species and the enthalpy, white noise is present in its signal, 
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which was demonstrated in Figure 4.4. A direct feedback of the noise polluted density 
would lead to strong instabilities in the pressure solver and thus to strong velocity 
oscillations. 
The noise problem due to the Wiener term was introduced at the beginning of this 
chapter and it was shown, that a very large number of samples/fields (0(1000)) is 
required to eliminate the high-frequent noise in the derivatives. To overcome this 
problem, a filtering algorithm has been developed, which will be demonstrated at first 
for a simple non-linear Ito sde and will then be extended to the fully coupled stochastic 
field equations. 
4.4.3.1 SIMPLE TEST CASE 
The Ito sde to be considered has following form: 
dXm = e-xm dt firmdiNtn 
	
(4.45) 
To reduce the noise in the signal following approximation of Eq. 4.45 is solved along 
with Eq. 4.45: 
N  d(X)* =- 1  E e-xin dt 
m=1. 
(4.46) 
Here an approximation equation for an auxiliary mean (X)* is given. It is to be men-
tioned, that the stochastic fluctuations have not been neglected, but are considered in 
the mean drift term k Em=i e-x.. If the number of samples were to go towards infinity, 
Eq. 4.45 and Eq. 4.46 would yield identical results. The mean diffusion term contain-
ing the Wiener term vanishes for a large number of samples and is thus neglected. 
Using a simple Euler-Maruyama scheme, the discretised form is: 
N 	 N  
(Xm(tn+1))* = 1  E x.(to + E e-xon)At 
m=1. m=1 
(447) 
The solution is initialised with the solution of the samples from Eq. 4.45 at each 
iteration step to ensure that the solutions of Eq. 4.45 and Eq. 4.46 do not diverge. 
The auxiliary mean (Xm (tn+i ))* can be considered as a filtered (not in LES sense) 
value for (Xm (tn+i )). The result is shown in Figure 4.29 for the mean and the first 
derivative in time for both unfiltered and filtered cases. The curves of the means 
are very similar in magnitude. However, the noise has been reduced significantly 
with the new filtering approach. This is more evident in the time derivatives, where 
the large amplitudes have been dampened. Amplitude spectra obtained from a FFT 
of the time derivative Xm in Figure 4.30 further emphasises this. The high-frequent 
contributions have been significantly reduced with the filtering algorithm. The low-
frequent components, however, are nearly identical for both cases. This is an important 
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Figure 4.29.: Simulation of a generic stochastic process with Am = e-x. and ,tam = flem. 
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Figure 4.30.: Amplitude spectra of the time derivative obtained from a FFT for the unfiltered 
and filtered case. A generic stochastic process with Am = e—x. and B. = VYCni  
is simulated. 
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characteristic when considering the implementation of this method in the full scale 
LES code, since LES is over resolved in time with the typical timestep restrictions, and 
thus the lower frequency range corresponds to the physical time scales of the real flow. 
4.4.3.2 IMPLEMENTATION IN BOFFIN 
The methodology outlined in the previous section is straight forwardly adopted to the 
fully coupled stochastic field equations to reduce the noise of the time derivative of the 
density. 
Similar to Eq. 4.46, equations for the filtered auxiliary means of the scalar a can be 
formulated: 
ai(* 
ata = k( 71'(' ;2) + tha(Ya) I 	 (448) 
where 1C(17„*) represents the convection-diffusion process of the auxiliary filtered scalar 
t . This transport equation is solved after the integration steps of the stochastic fields 
outlined in section 4.4.1. To ensure that the solutions do not diverge, the equation is 
initialised at each time step t n from the stochastic fields of the same time step t n , i.e.: 
'i 	
N 
l-: 4 (tn) = -1\7 E ancto 
m=1 
(449) 
The filtered chemical source terms in Eq. 4.48 are approximated by the average of the 
source terms of the individual fields, i.e.: 
* 	1 	N 1 N .1ctlz (tn-E1) — Ce(2)  
" (lic ) '''' Kr E 6).(0)  = 7\T  m=i 	 m=1 At ' 
where ca (Z) is the solution of the second fractional step shown in Eq. 4.34. 
The error arising here is stochastic and reduces with an increase of the number of 
stochastic fields, i.e 
1 N 	— lint [—, E tha (an ) — Ci/a(lta)] = 0 
-4 Noo A m=1  (4.51) 
The new solution 1!„* thus does not neglect the sgs-fluctuations, which are present in 
the approximation of the filtered chemical source term in Eq. 4.50. With its knowledge, 
the auxiliary density p* can be obtained from: 
r _1 Ril* NEP i(„* 
P cc=-1.112a 
where T* = f (17 ,11) and 1\1-sp is the number of reactive species. 
(4.52) 
(4.50) 
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Figure 4.31.: Unfiltered and filtered density shown for a period of 1 ms (top left) and zoom 
into a period of o.3 ms (top right). The results stem from a simulation of a 
premixed swirl flame. Errors are shown in the bottom part for 2 and 8 fields. The 
simulations were initialised from the same 1-field solution. 
The auxiliary time-derivative of the density r can then be computed from: 
_P*(tn+i)- --g.(tn)  
at — 	At (453) 
A comparison between the densities are shown in Figure 4.31(a). The results are taken 
of a simulation of a premixed flame at a point located in the vicinity of the wrinkled 
premixed flame front. 8 stochastic fields were used. The corresponding error is shown 
in Figure 4.31(b) along with a comparison with a 2 field simulation - both simulations 
were restarted from the same 1 field solution. As expected, the errors of the 2 field 
solution are larger, peak at about 8%, whereas the errors of the 8 field solution peak at 
about 4 %. The errors are overall manageable. The density as a multiplier in the mo-
mentum equations does not result in stability issues. Thus, the original density signal 
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Figure 4.32.: Unfiltered and filtered -V shown for a period of 1 ms (left) and zoom into a 
period of o.3 ms (right). The data is taken from a simulation of a diffusion flame 
(Jones & Prasad, 2010). 
can be used and the filtered density is used solely to determine the time-derivative, 
which is the main source of the instabilities. 
Figure 4.32 shows a time history of the time-derivative of the density obtained from 
both the filtered and unfiltered approach. The results were taken from a simulation of 
a diffusion flame at a point with extinction (Jones & Prasad (2010)). The new approach 
reduces high-frequent fluctuations significantly. The corresponding amplitude spectra 
(obtained from a FFT) are shown in Figure 4.33 for both filtered and unfiltered cases. 
The filtering method clearly damps high-frequent amplitudes (f > 20000 Hz). In the 
low frequent region, the amplitude spectra are similar for both cases, which is desired, 
as these frequencies correspond to the physical scales of the flow field resolved by the 
LES simulation. 
The numerical implementation can be summarised as follows: 
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Figure 4.33.: Amplitude spectra for the unfiltered and filtered 	The data is taken from a 
simulation of a diffusion flame (Jones & Prasad, 2010). 
4.5 SUMMARY 1 103 
o Compute i(ix (tn+1)/19(tn+1)/t(tn+1) at timestep tn+1 and the reaction rates thix (tn+1) 
from the stochastic field equations 
® Initialise Eq. 4.48 with the previous solution -icy (tn) at time step t which is ob-
tained from the stochastic fields (Eq. 3.27) 
® Obtain p* (tn) from i'oc(tn) (Eq. 4.52). 
e Compute t (tn+i) from Eq. 4.48 
® Calculate r(tn,1) from Eq. 4.52. 
O Feedback 	= 75* (tn+1)—P* (tn) to the flowfield. At 
4.5 SUMMARY 
This chapter discussed numerical aspects concerning the discretisation of the stochastic 
field equations. The general behaviour of Monte-Carlo simulations was shown and the 
presence of stochastic noise was identified. 
Linear stability analyses were performed for the stochastic field equations for different 
temporal and spatial discretisation schemes. The main findings of this chapter regard-
ing the stability analyses were, that the Crank-Nicholson scheme may not be suitable in 
the presence of strong gradients, but may be used in the presence of diffusive profiles. 
The fully implicit scheme was found to be stable for all configurations. The outcomes 
of the stability analyses can be considered as a guidance and may be over-restrictive, 
since the random sign change of the stochastic advection term, which has a stabilising 
effect, could not be considered. 
In the following part of this chapter, the implementation of the stochastic field equa-
tions in BOFFIN was discussed. A fractional step method has been employed for 
the discretisation of the stochastic field equations, where the first step consists of the 
convection, the diffusion and the stochastic advection. A separate step for the micro-
mixing was shown to be necessary to preserve the properties of this term. In the third 
step the chemistry is solved with a stiff non-liner ODE solver. 
The general influence of the micro-mixing term was discussed and it was shown an-
alytically, that the impact of this term is most significant in a low cell Peclet number 
regime. An additional scaling factor was introduced to ensure that the micro-mixing 
term tends towards infinity if the flow is fully resolved. 
Finally, a procedure to reduce the high frequent noise in the density signal was devised 
by additional transport equations for the filtered means. This method ensured, that 
4.5 SUMMARY I 104 
only the high-frequent noise was reduced and the amplitudes of the low frequencies 
corresponding to the physical flow time scales were preserved. 
The following chapters are dedicated to full scale test cases using the findings of this 
chapter. In Chapter 5, a series of partially premixed piloted jet flames with extinction 
will be discussed, followed by a spark ignition simulation in Chapter 6. Finally, the 
results of a premixed swirl burner will be shown in Chapter 7. 
SIMULATION OF THE SANDIA FLAME SE-
RI ES 
5.1 INTRODUCTION 
The first full scale test case for the stochastic field method in LES is the Sandia Flame 
series, namely the flames D, E and F, which are partially premixed piloted jet flames 
with increasing levels of extinction. 
Extinction and re-ignition in non-premixed flames occurs in many technical flows. If 
the flow scales are large compared to the chemical scales, the heat loss by diffusion is 
balanced by the heat release of the chemical reactions. In the case where the steady 
flamelet assumption holds, the chemistry can be considered as infinitely fast. If the 
strain and thus the turbulent fluctuations increase, the chemical time scales may be 
comparable to those of the flow time scales or even slower. The chemical processes 
then are unable to balance the strong heat losses, and the flame front quenches if the 
scalar dissipation rates are sufficiently high (see Pitsch (2006)). If the strain reduces 
in the extinction pocket, the flame might relight, since the local mixture is flammable. 
Flames exhibiting these phenomena are thus partially premixed and simulations aim-
ing to capture these effects need to account for the finite-rate effects involved. Besides 
an appropriate combustion model such as the stochastic field method, a reasonably de-
tailed chemical mechanism has to be utilised which can predict the correct ignition 
delay behaviour. 
The targeted test cases, the Sandia Flames D-F, consist of a series of piloted methane jet 
flames with the same geometric setup. The flames considered here are the turbulent 
flames D,E and F. The only varying parameters are the velocities of the jet and the 
pilot, with the species compositions and enthalpy in both jet and pilot being virtually 
identical. Flame D can be considered a diffusion flame and has been successfully 
modelled with e.g. steady flamelet assumptions (see e.g. Pitsch & Steiner (2000) using 
Lagrangian flamelets and Clayton & Jones (2008) using unstrained flamelets). Flames 
E and F exhibit strong local extinction and cannot be modelled by classic models for 
diffusion flames. The series poses an ideal test case for the stochastic field method to 
capture different regimes of combustion in the same geometrical setup. This study is 
strongly based on the work by Jones & Prasad (2010). 
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5.2 PREVIOUS NUMERICAL SIMULATIONS 
The Sandia Flames, predominantly Flame D, have been a target for many simulations 
in the past. For recent examples of non-stochastic approaches, see Clayton & Jones 
(2008) using unstrained flamelets in LES, Navarro-Martinez et al. (2005) using LES-
CMC or Vreman et al. (2008) using LES with FGM chemistry. Flame F has been recently 
simulated by Garmory & Mastorakos (2010) using LES-CMC and by Vreman et al. 
(2008) using LES with FGM chemistry. Transported pdf simulations in a RANS context 
have been performed by Xu & Pope (2000), Tang et al. (moo), Lindstedt et al. (2000) 
and Lindstedt et al. (2004). Computations with LES combined with the sub-grid pdf 
equation have been performed by Sheikhi et al. (2005) for Flame D and Raman & 
Pitsch (2007) for Flames D and E using a Lagrangian particle scheme while Mustata 
et al. (2006) applied the Eulerian stochastic field method in conjunction with a 4-step 
global reaction mechanism to Flame D. This work is a further development of the work 
by Mustata et al. (2006) as the same sgs-pdf formulation is used in addition to a more 
detailed chemical mechanism (15 step reduced GRI 3.o by Sung et al. (2001) instead of 
the 4-step mechanism by Jones & Lindstedt (1988)) . 
5.3 TEST CASE FORMULATION 
5.3.1 EXPERIMENTAL SETUP 
The target flames D to F exhibit increasing levels of extinction, with Flame F reportedly 
being close to blow-off. These flames have been the subject of experimental studies 
by Schneider et al. (2003) who performed LDV velocity measurements and Barlow 
& Frank (1998) who measured the temperature and the concentrations of chemical 
species. A schematic setup of the flame is shown in Figure 5.1. The fuel (25 % methane 
diluted in 75 % air by volume) is injected through a central jet wit a diameter of 7.2 
mm with bulk velocities of 49.9, 74.4 and 99.2 m/s corresponding to Flames D, E and F 
respectively. For all three flames the surrounding annular pilot comprises a mixture of 
C2H2, H2, air, CO2 and N2 (0 = 0.77) with the same nominal enthalpy and equilibrium 
composition as methane/air at the given equivalence ratio. The temperatures of the jet 
and pilot are 290 K and 1880 K for flames D and E while the pilot temperature of Flame 
F is said to be slightly lower, though there are uncertainties about the exact value. A 
temperature of 1860 K, previously used by Xu & Pope (2000) has been adopted for 
Flame F in these simulations. The stoichiometric mixture fraction of all three flames, 
based on a mixture fraction of unity in the fuel jet, is 0.351. A more detailed summary 
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Fuel 
t Hot pilot lk 	t Hot pilot 
Figure 5.1.: Schematic experimental setup of the Sandia Flame series (Schneider et al. (1998)). 
The central fuel jet is surrounded by an annular pilot. 
of the experimental configuration and measurement techniques can be obtained from 
Barlow & Frank (1998). 
5.3.2 CHEMICAL REACTION KINETICS 
An accurate description of the chemical reactions is clearly needed if local extinction 
and re-ignition phenomena are to be reproduced accurately. Unfortunately full and 
detailed elementary reaction mechanism for methane-air combustion inevitably in-
volve a large number of species and reactions, which renders them unusable in LES 
computations. The use of reduced chemical reaction mechanisms is essential in order 
to maintain computational costs at manageable levels. In the present work the aug-
mented reduced mechanism (ARM) of Sung et al. (2001) for methane combustion is 
used. This comprises fifteen reactions and nineteen species derived from the GRI 3.o 
mechanism (see Table A.2) using quasi-steady state assumptions for minor intermedi-
ates. The reduced mechanism includes species such as H02, H202, CH2O that are key 
to correctly predicting ignition delay. 
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Spacing Em] Expansion ratio 
Xmin 4.35E-4 1.01 
xmax 3.22E-3 i.o8 
Ymin 4.35E-4 1.01 
Ymax 3.22E-3 1.08 
Zmin  8.03E-4 1.o 
zmax 3.62E-3 1.01 
Table 5.1.: Characteristics of the grid used for the Sandia Flames. 
5.3.3 SIMULATION PARAMETERS 
The solution domain extends 20 jet diameters in the radial direction and 50 diameters 
in the downstream direction. The mesh used comprised 81 x 81 x 160 nodes in the 
x-, y- and z-directions respectively. Grid stretching in axial and radial directions was 
applied to resolve the strong gradients that arise near the inlet and in the shear layer 
of the flame. Free slip conditions have been employed for all lateral boundaries and 
a convective outflow condition has been applied at the outflow plane. The computa-
tional mesh is shown in Figure 5.2. Some characteristics of the grid can be obtained 
Meth 
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Figure 5.2.: Computational mesh used for the simulation of the Sandia Flame series. 
from Table 5.1. The resolution and smoothness of the grid are overall satisfactory, 
especially in the region of interest, i.e. the shear/mixing layer of the flame. 
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The inlet profiles of the axial velocities for the three flames are shown in Figure 5.3 
for the axial velocities. The profiles were extracted from the experimental profiles 
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Figure 5.3.: Inlet axial velocity conditions for the flames D, E and F. The profiles prescribed 
match the experimental profiles at the nozzle exit by Schneider et al. (2003). 
in Schneider et al. (2003). Table 5.2 summarises the bulk inlet velocities of the the 
investigated flames. 
For the species, flat profiles were prescribed with the values obtained from Schneider 
et al. (1998). The turbulence intensities at the inlet were seen to be small compared to 
those further downstream generated in the shear layer. Figure 5.4 shows the measured 
turbulent intensities at the inlet and 15 diameters downstream. As also analysed by 
Clayton (2006), the usage of laminar inflow conditions seems more than justified and 
thus the usage of a turbulent inflow generator has been omitted in this work. 
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Case 	Jet velocity [m/s] Pilot velocity [m/s] Reynolds number 
Flame D 49.6 11.4 22400 
Flame E 74.4 17.1 33600 
Flame F 99.2 22.8 44800 
Table 5.2.: Summary of the investigated flames of the Sandia Flame series. 
0 
0 	0 5 	1 	1 .5 	2 	2.5 
r/D 
Figure 5.4.: Turbulent intensities at the inlet and ati5 jet diameters downstream obtained from 
the measurements by Schneider et al. (2003). 
For this simulation, a Crank-Nicholson scheme has been employed, taking into account, 
that the expected gradients in the diffusion flame like setup are expected to be smooth 
(see the stability discussion in Chapter 4.3). Eight stochastic fields have been used 
to characterise the influence of the sub-grid fluctuations and a micro mixing constant 
of CD = 2.0 was utilised. The turbulent Schmidt number crsgs was taken to be 1.0. 
The model parameters are summarised in Table 5.3. The simulations were performed 
on a CRAY XT4 (AMD 2.6 GHz dual core Opteron processor) on 512 CPU's on the 
HPC cluster HECTOR, with about 1.5 days required for one simulation run to acquire 
enough statistical samples. 
sgs model 0sgs Stochastic fields CD 
dynamic (Piomelli & Liu, 1995) 1.0 8 2.0 
Table 5.3.: Model parameters used for the Sandia Flames. 
5.4 RESULTS 
In this section simulation results will be discussed. At first, time averaged statistics of 
the flow field, temperature and some major species will be shown. All statistical quan-
tities were collected, typically, for a period of 15 — 20 flow through times based on the 
jet bulk velocity, after the initial flow was allowed to reach a statistically steady state. 
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Figure 5.5.: Snapshots of the temperature fields for Flame D (a), E(b) and F(c). The black lines 
indicate iso-contours of the stoichiometric mixture fraction. 
For most radial profiles and scatter plots, three axial positions have been chosen in 
order to focus on zones with extinction, re-ignition and diffusion flame like behaviour. 
5.4.1 INSTANTANEOUS OBSERVATIONS 
Snapshots of the temperature fields for all three flames are shown in Figures 5.5(a) to 
5.5(c). 
The black lines in these plots indicate isolines of the stoichiometric mixture fraction. 
Flame D shows almost no extinction whereas Flame E and Flame F exhibit extinction 
pockets along the isoline of stoichiometric mixture fraction with the latter case exhibit-
ing a greater degree of extinction. A further representation of the extinction pockets 
can be seen in Figure 5.6, where an isocontour of the stoichiometric mixture fraction 
coloured by OH is shown for Flame F. The low levels of OH (blue) indicate pockets 
of extinction. These pockets typically extend over a few cells and re-ignite further 
downstream. 
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Figure 5.6.: Iso-contour of the stochiometric mixture fraction coloured by OH. The blue colour 
levels indicate flame extinction. 
Figure 5.7(b) shows instantaneous axial profiles of the temperature and the mass frac-
tions of 02, CO2 and the heat release rate for Flame F. The values have been normalised 
with their maximum values. The profiles are plotted along a line, which is indicated 
in the temperature snapshot in Figure 5.7(a) at z/D = 14 (the black lines represent the 
stoichiometric mixture fraction). The left branch of the flame is fully burning, whereas 
the right branch has extinguished, indicated by the low temperature level at stoichiom-
etry. This is emphasised by the radial profiles. On the burning branch, the temperature 
peaks at about 2000 K at stoichiometry. The heat release accordingly peaks, along with 
the reaction product CO2, whereas 02 reaches a minimum due to the oxidation reac-
tion. On the right branch, however, the heat release at stoichiometry is close to zero, 
02 reduces only slightly at stoichiometry and traces of CO2 are present. 
The increase of extinction from Flame D to Flame F can be seen more clearly in the 
instantaneous scatter plots, Figures (5.8 to 5.1o), where the temperatures arising in the 
stochastic fields are plotted against their corresponding mixture fraction values and 
compared to the measurements. The maximum temperatures that occur close to the 
stoichiometric mixture fraction are slightly over predicted for all three flames. Strong 
scattering in the temperature-mixture fraction plots are evident in the simulations of 
Flames E and F at z/D = 7.5 and z/D = 15 whereas Flame D exhibits diffusion flame 
characteristics with a very minimal level of scattering. The results of the simulations 
exhibit the similar behaviour as seen in the measurements except at the furthermost 
downstream position for Flame F, where little scatter is evident in the simulated re-
sults. 
T 
2000 
1600 
1200 
800 
400 
290 
5.4 RESULTS I 113 
(a) Snapshot of temperature at z/D = 14 
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(b) Profile across the flame as indicated by the white line in the snapshot 
Figure 5.7.: Profiles of temperature, 02, CO2 and the heat release (HR) across the flame at 
z/ D=14. The right branch of the flame exhibits an extinction pocket. 
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Figure 5.8.: Instantaneous scatter plots of temperature versus mixture fraction for Flame D. 
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Figure 5.9.: Instantaneous scatter plots of temperature versus mixture fraction for Flame E. 
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Flame F, simulation 	Flame F, experiment 
1800 
1300 
H 800 
300 
1800 
1300 
H 800 
300 
1800 
1300 
H 800 
300 
1800 
1300 
H 800 
300 
1800 
1300 
H 800 
300 
1800 
1300 
H 800 
300 
0 0.25 0.5 0.75 1 
 
0 0.25 0.5 0.75 1 
Figure 5.10.: Instantaneous scatter plots of temperature versus mixture fraction for Flame F. 
5.4.2 FLOW AND FLAME STATISTICS 
Radial profiles of the time-mean and rms of the axial velocity of all three flames are 
shown in Figures 5.11(a) to 5.11(c). The profiles at 15D only are shown for Flame E, as 
there are no measurements available for the other two locations. Both mean and rms 
velocity fluctuations are in good agreement with measurements for all three flames, 
though the spreading of the velocity at z/D = 7.5 for Flames D and F are slightly 
under predicted. At z/D = 30, the centreline velocity for Flame D is over predicted 
whereas the agreement for Flame F is very good. The rms fluctuations show overall 
a good agreement, with similar deficits regarding the spreading seen in the mean 
profiles. 
In Figures 5.12(a) to 5.12(c) radial profiles of the mean mixture fraction and the tem-
perature are shown. For all three flames, the mixture fraction on the centreline is 
somewhat over predicted at z/D = 15 and z/D = 30 though in other respects the 
agreement with the measurements is very good. The temperature profiles for Flame 
D shown in Figure 5.12(a) are in excellent agreement with the experimental data. For 
Flame E (Figure 5.12(b)), the maximum temperatures at z /D = 7.5 and z/D = 15 
are over predicted by around 200 K but otherwise the agreement with the measure-
ments is also good. The temperature profiles for Flame F (Figure 5.12(c)) follow a 
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Figure 5.11.: Radial profiles of mean and rms axial velocity at three axial locations for Flames 
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similar trend, however, are over predicted by a greater margin than observed for the 
other two flames. At z/D = 7.5, the temperatures around stoichiometry are over pre-
dicted by about 300 K. The fuel rich and lean branches are overall predicted well. At 
z/D = 15, the region where the flame is close to blow off in the experiments, the peak 
temperature around stoichiometry is over predicted by about 400 K, clearly indicating 
that the level of extinction captured is insufficient. The fuel lean side (mixture fraction 
lower than the stoichiometric value) is well reproduced, whereas the fuel rich side is 
over predicted. The similar behaviour, to a lesser extend, can be seen at z/D = 30. 
The basic characteristics of re-ignition have been captured though, with the peak tem-
perature at z/D = 30 being higher than at z/D = 15. 
The radial profiles of the time averaged mean species mass fractions and rms fluctu-
ations for all three flames are shown in Figures 5.13 to 5.18, with the species plotted 
being CO, CO2, 02, H2O, CH4 and H2. The results are comparable to the ones of the 
temperature, especially those of the reaction products CO2 and H20. The consump-
tion of 02 (Figure 5.15) and CH4 (Figure 5.17) is captured to a similar level of detail. 
The mass fractions of CO (Figure 5.13) and H2 (Figure 5.18) follow the same tendency, 
however, the over prediction is more pronounced for these two species. In Mustata 
et al. (2006), where simulation results of Flame D using the global 4-step mechanism by 
Jones & Lindstedt (1988) were shown, the consumption of CH4 was over predicted and 
the species CO and H2 were substantially larger than in the experiments. The reason 
for this was seen in the limitation of the utilised mechanism, since it only involves Ci 
chemistry and has shown overly sensitivity of H2 to diffusive transport. In this work, 
with a detailed 15-step mechanism, the consumption of CH4 is predicted accurately 
and CO and H2 are captured to a much better extend, however, still deviating slightly 
stronger than the other investigated species. Future work could involve simulations 
with a complete reaction mechanism and should result in an improvement regarding 
this matter. The predictions of the rms mass fraction fluctuations of all displayed 
species in Figures 5.13 to 5.18 are accurately reproduced in all three cases. 
The conditional means of the temperature and the mass fractions of CH4, H2O, CO2, 
CO and H2 are plotted as a function of the mixture fraction in Figures 5.19 and 5.20 for 
Flame F. Profiles are shown at the two axial locations z/D = 7.5 and z/D = 15 where 
the highest levels of extinction are evident. At z/D = 7.5, the temperature at stoi-
chiometry and in the rich region (0.35 < < 0.6) is over predicted, whereas the lean 
and rich branches are in good agreement. A similar behaviour can be observed for all 
other species, with the profiles of the reaction products CO2 and H2O following those 
of the temperature closely. The consumption of CH4 has the same good agreement on 
the lean and rich side and is over predicted in the extinction zone. At z/D = 15, how-
ever, only the lean side of the temperature profile ( < 0.3) is captured well, whereas 
the temperatures in the stoichiometric region as well as on the rich side of the flame 
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Figure 5.13.: Radial profiles of mean and rms CO mass fraction. 
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Figure 5.14.: Radial profiles of mean and rms CO2 mass fraction at three axial locations. 
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Figure 5.15.: Radial profiles of mean and rms 02 mass fraction at three axial locations. 
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Figure 5.16.: Radial profiles of mean and rms H2O mass fraction at three axial locations. 
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Figure 5.17.: Radial profiles of mean and rms CH4 mass fraction at three axial locations. 
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Figure 5.18.: Radial profiles of mean and rms H2 mass fraction at three axial locations. 
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Figure 5.19.: Conditional means of temperature, CH4, H2O for Flame F. 
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Figure 5.20.: Conditional means of CO2, CO and H2 for Flame F. 
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Figure 5.21.: Time history at a fixed point for temperature. The unlabelled lines represent the 
individual stochastic fields. 
are over predicted. The reaction products CO2 and H2O follow the tendency of the 
temperature and the consumption of CH4 is over predicted accordingly. Finally, the 
over prediction seen in the radial profiles of CO and H2 is also emphasised here, with 
their magnitude of deviation being larger than e.g. for H2O. 
The results presented here for Flame F are closely similar to those obtained by Xu & 
Pope (moo) both when plotted in physical space as well as in mixture fraction space. 
This may be related to the fact that very similar reduced mechanisms were used in 
both cases - ARM derived from GRI-mech. To examine the cause of the insufficient 
level of extinction in the simulation, the influence of the sgs mixing as well as the 
influence of the boundary conditions have been investigated. 
5.4.3 INFLUENCE OF THE SUB—GRID MIXING 
Figure 5.21 shows the history of the temperature at a fixed point (r/D = 1.11, z/D = 
15, a point where the flame was observed to be close to blow-off) for a fixed time 
interval. The filter width at this point is 1.2 mm. The filtered temperature and the rms 
of the sub-grid temperature fluctuations are plotted together with the simulated and 
measured time-averaged temperatures. The unlabeled lines represent the individual 
stochastic fields. The rms sgs temperature fluctuations i.e. VT2 — T2 varies between 0 
and 500 K with a mean of around 230 K. The mean temperature is about 400K higher 
than the experimental value. The reason for this is uncertain though it may well arise 
from limitations in the chemical reaction mechanism used. 
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z/D = 7.5 	 z/D = 15 
Figure 5.22.: Mean temperature (a) and conditional mean temperature (b) for Flame F for two 
different values of sgs mixing constant. 
The rms sub-grid temperature fluctuation as seen in Figure 5.21 has a value of about 
230 K in average and can reach values of close to 500 K, which is about 30% of the 
predicted mean temperature. It is of interest at this point to examine the influence 
of the sub-grid contribution. Apart from the choice of the number of stochastic fields, 
the only model parameter that directly influences the sub-grid contribution is the sub-
grid scale constant CD. It has previously been demonstrated (see e.g. Mustata et al. 
(2006) or Jones & Navarro-Martinez (2009)) that eight and sixteen fields produce near 
identical results for Flame D, albeit with a different reaction mechanism and in LES 
studies of auto-ignition phenomena. In RANS based Lagrangian particle methods 
micro-mixing plays a central role, as the change in composition space occurs solely 
through the influences of chemical reaction and micro-mixing. In previous works (see 
Xu & Pope (2000), Lindstedt et al. (2000) and Sheikhi et al. (2005)), the results achieved 
have been shown to be very sensitive to the value of this constant. To investigate 
whether this is the case for LES the value of CD was increased by 50 %, i.e. C D = 3.0 
and the corresponding results are shown in Figures 5.22(a) and 5.22(b). The radial 
temperature profiles and the conditional mean temperatures then obtained are very 
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closely similar to those obtained with CD = 2. This suggests strongly that the sub-grid 
scale constant CD does not have the same significance in LES as it does RANS based 
transported pdf methods, at least not in the present case. 
5.4.4 INFLUENCE OF THE PILOT INLET TEMPERATURE 
With Flame F being very close to a blow off, it is of interest to see how the simulation 
reacts to changes in the inflow boundary conditions, in particular to the pilot inlet tem-
perature. For this the experiments indicate a measurement error of +/ — 50 K with a 
nominal temperature of 1860 K, so that the lower limit is 1810 K. Here the temperature 
is reduced by a further 30 K to 1780 K. The resulting radial profiles of temperature and 
the conditional temperatures at z/D = 7.5 and 15 are shown in Figures 5.23(a) and 
5.23(b). The maximum temperatures arising from the reduced pilot temperature are 
about 100K lower than those obtained with the nominal temperature, with the 'thick-
ness' of the radial profiles being unaffected. The conditional mean profile shown in 
Figure 5.23(b) displays a corresponding fall in temperature around and on the rich side 
of stoichiometric conditions whereas the lean side remains unaffected. The impact of 
the temperature variation at the inlet can be directly related to the sensitivity to the 
chemical reaction mechanism. 
5.5 CONCLUSIONS AND OUTLOOK 
The simulations of the Sandia Flames showed overall very good agreement with the ex-
perimental data. The velocity field was overall captured very well. The profiles of the 
mean mixture fraction, temperature and mass fractions of CO, CO2, 02, H2O, CH4 and 
H2 were shown to be in very good agreement with measurements for Flames D and E. 
The discrepancies that appear locally in H2 and to a lesser extent CO can probably be 
related to limitations in the reduced reaction mechanism used in the simulations. The 
results presented represent a significant improvement over those obtained previously 
for Flame D using a global 4-step mechanism. 
The simulations of Flame F, which is close to blow-out, were in qualitative agreement 
with measurements; local extinction and re-ignition was reproduced. However, the 
degree of extinction of Flame F was under-predicted. Conditional means showed an 
over prediction in temperatures around and on the rich side stoichiometric conditions, 
whereas the lean side was well reproduced. The similarity of the results for Flame F 
to those obtained earlier by Xu & Pope (2000) using a RANS based transported pdf 
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Figure 5.23.: Mean temperature (a) and conditional mean temperature(b) for Flame F for two 
different pilot inlet temperatures. 
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method with a very similar reduced reaction mechanism (ARM derived from GRI-
mech) suggests strongly that chemical kinetics plays a dominant role in Flame F. 
An increase of the sub-grid scale mixing constant resulted in negligible changes in the 
mean temperatures suggesting that the sensitivity to the sub-grid scale mixing model 
may be somewhat less in the LES-pdf formulation than is the case in RANS based 
transported pdf methods, at least for the given flame configurations. An examination 
of the influence of a reduction in the temperature of the inflowing pilot gas for Flame 
F showed a corresponding fall in mean temperatures throughout the flame, consistent 
with a sensitivity to the chemical mechanism. 
Overall, the good agreement of the results indicate, that the stochastic field method is 
well suited for flame configurations involving finite-rate effects such as extinction and 
re-ignition. 
SPARK IGNITION OF A METHANE JET FLAME 
6.1 INTRODUCTION 
The previous chapter presented simulation results of a series of non-premixed to par-
tially premixed flames with extinction and re-ignition. These finite-rate effects are 
important phenomena occurring in many technical flows. Another important effect in 
many practical applications is forced ignition, which occurs e.g. in HCCI engines, in 
high-altitude relight of aviation gas turbines or in rocket engines. In this chapter, a 
flame configuration with forced ignition will be examined. This work can be consid-
ered as a preliminary study to the following chapter, where a premixed swirl flame 
will be examined. 
Forced ignition in non-premixed flames has been the focus of recent works (see Mas-
torakos (2009) and references therein). Pioneering works (Birch et al. (1981), Smith 
et al. (1988)) extracted ignition statistics and found a correlation of successful kernel 
initiation with the probability of finding a mixture within the flammability limits in a 
turbulent free jet. However, successful ignition does not solely depend on a successful 
flame kernel initiation. Excessive strain rates or the convection of the kernel into a 
region beyond the flammability limits can lead to quenching of the kernel or a blow 
off of the resulting flame front. More recent works by Ahmed & Mastorakos (2006) 
and Ahmed et al. (2007a,b) have investigated the impact of spark and flow parameters 
on successful ignition processes that lead to stable flames in a lifted jet flame, bluff 
body burner and counterflow flame. 
The targeted test case is the lifted jet flame by Ahmed & Mastorakos (2006). The aim 
of this work is to implement a spark model and simulate a completely successful igni-
tion sequence, which typically involves processes such as the energy transfer from the 
spark unit, kernel initiation and growth, flame front expansion and partially premixed 
propagation, until a stable flame is achieved. The challenge from a modelling point 
of view lies in the consideration of all these unsteady effects in different combustion 
regimes. In this context the stochastic field method approach in LES seems to be a 
suitable candidate. The other challenge in this work is to implement an appropriate 
spark model, which can represent the energy transfer from the spark to the flow. The 
most interesting aspect of this study, with respect to the performance of the combus-
tion model in mixed mode situation, is the flame structure during the transition from 
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a premixed flame after ignition to a lifted non-premixed flame upon stabilisation. This 
study is strongly based on the work by Jones & Prasad (2011). 
An important aspect from an engineering point of view is the determination of maps 
predicting successful or failed ignition. Such a map has been measured and con-
structed by Ahmed & Mastorakos (2006). However, a construction of such a map in 
LES requires a large number of runs, and thus computational time. The focus in this 
work is to investigate the flame structure during the successful ignition process rather 
than the question if ignition occurs or not. 
6.2 PREVIOUS NUMERICAL SIMULATIONS 
Ignition simulations in the past have been predominantly performed for premixed con-
figurations such as IC engines (see. e.g. Richard et al. (2007); Zhang et al. (2005), Szybist 
et al. (2007)). Simulations of ignition of non-premixed flames are few. Subramanian 
et al. (2010) simulated a non-premixed bluff-body burner by Ahmed et al. (2007a) using 
LES-PCM-FPI. Triantafyllidis et al. (2009) simulated the same flame using LES-CMC. 
The target flame of this study has been previously simulated by Lacaze et al. (2009) 
using a thickening flame model in LES. 
6.3 TEST CASE CONFIGURATION 
6.3.1 EXPERIMENTAL SETUP 
The burner of Ahmed & Mastorakos (2006) comprises a free jet. Methane in pure 
or diluted form is injected through a central jet with a diameter of 5 mm and is 
surrounded by co-flowing air at 0.1 m/s at ambient conditions. The bulk velocities 
covered a range from 9 — 30 m/s, resulting in jet Reynolds numbers of 2938 to 9793. 
For the simulations presented here, diluted methane with 30% air was used as fuel. 
The stoichiometric mixture fraction for this mixture is Est = 0.0976 and the rich and 
lean flammability limits are brfch = 0.1582 and lean = 0.05032 respectively for this 
configuration, as outlined by Ahmed & Mastorakos (2006). 
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6.3.2 SIMULATION PARAMETERS 
The solution domain corresponds to an inverted pyramid with 20D and 40D square 
inlet and outlet planes (Clayton & Jones (2008)) and is shown in Figure 6.i. The mesh 
Figure 6.1.: Computational mesh used for the spark ignition experiment. 
used comprises 81 x 81 x 200 nodes in the x-, y- and z-directions respectively. The 
characteristics of the grid are summarised in Table 6.1. At the inflow, a channel profile 
has been prescribed (see Figure 6.2). As in the simulation of the Sandia Flames, the 
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Figure 6.2.: Axial velocity inlet profile. 
usage of a complex inflow generator has been omitted and laminar inflow was found 
sgs model 
dynamic (Piomelli & Liu, 1995) 
Stochastic fields CD 
1.0 
	8 
Osgs 
2.0 
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Spacing [m] Expansion ratio 
Xmin  3.7557E-04 1.00 
xmax 2.2E-03 1.1206 
Y min 3.7557E-o4 1.0o 
Y max 2.2E-03 1.1206 
Zmin  4.3150E-04 1.0002 
Zmax 2E-03 1.0126 
Table 6.1.: Grid characteristics for the spark ignition test case 
to be sufficient due to the presence of shear generated turbulence further downstream. 
Inlet conditions have been employed for all lateral boundaries, prescribing co-flow 
conditions, and a non-reflective condition has been applied at the outflow plane. 
For the simulation, a Crank-Nicholson scheme has been used. Although sharp gradients 
are expected due to the premixed flame propagation, the scheme proved to be stable in 
this case. Eight stochastic fields have been used to characterise the influence of the sub-
grid fluctuations and a micro mixing constant of CD = 2 was utilised. The turbulent 
Schmidt number crsgs was taken to be 1.0. The model parameters are summarised in 
Table 6.2. 
Table 6.2.: Model parameters used for the Sandia Flames. 
The chemistry is represented by a global mechanism by Jones & Lindstedt (1988) in-
volving 7 species and 4 reaction steps (see Table A.1). The reason for choosing the 
rather simple mechanism compared to the reduced ARM mechanism by Sung et al. 
(2001) was the computational cost, since an entire simulation run of an ignition se-
quence took 3 — 4 times longer than collecting statistics for the Sandia Flames shown 
in Chapter 5. The simulations were performed on the HPC cluster HECTOR on a 
CRAY XT4 (AMD 2.6 GHz dual core Opteron processors) using 512 CPU's. A simula-
tion run of a complete ignition sequence 500 ms real time) typically required 4 — 5 
days. 
6.3.3 SPARK MODELLING 
Modelling the exact physics of the spark is beyond the scope of any conventional CFD 
code, as plasma thermodynamics are involved. Instead, the energy deposition of the 
spark is modelled by the addition of a source term in the enthalpy equation. This 
approach has been previously applied in LES by Chakraborty & Mastorakos (2008), 
Lacaze et al. (2009) and Subramanian et al. (2010) and has shown to reproduce even 
failed ignition events at low probability conditions (mixture not between flammability 
‘‘T'014%, Tev 
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limits, excessive strain etc.). In this study the ED (energy deposition) model formu- 
lation by Lacaze et al. (2009) is adopted. The volumetric source term has a gaussian 
distribution in space and time and is defined by: 
2  
Qsp  O sp(r) = 	exp [ —0.5 (v
s 
	0.5 ( t — 
CYt 	
2 47r 2cirs3crt 	
to ) 	(6.1) 
where a-, = a , crt = a determine the size and length of the source term. A, can be 
1/3 
ma 
estimated by A5 	pCp 	„Qs'x0 ) 	where Tmax = 3500 K as suggested in Lacaze et al. 
(2009). (2,1, is of the order 10 mJ. With this given approximation, A5  is about 3 mm, 
three times the spark gap width. This model has been shown to ensure that the correct 
energy is deposited, whilst not creating unphysical high temperatures for a long time 
period. Furthermore the model can account for an ignition failure, e.g. when the spark 
is located in a region beyond the flammability limits. Figure 6.3 shows the maximum 
temperature during the energy deposition. Two cases, a successful and failed kernel 
3000 
 
successful Ignition - 
tailed Ignition 	 
2000 
1000 
Time after ignition start [ms] 
Figure 6.3.: Maximum temperature after the energy deposition for a successful ignition case 
and a failed ignition case. 
initiation, are shown in this graph. The maximum temperature briefly overshoots to 
about 2500 K but quickly regains "sensible" values of about 2000 K in the successful 
case. 
6.4 RESULTS 
In this part of the study simulation results are presented. At first, an isothermal 
simulation will be presented to asses the quality of the chosen LES grid. Two ignition 
cases will be evaluated thereafter, differing in their spark location. The investigated 
cases are summarised in Table 6.3. 
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Case 	Jet velocity [m/s] rspark D jet Zspark D jet 
Isothermal 21.0 - - 
Ignition 1 12.5 0.0 3o 
Ignition 2 12.5 0.0 40  
Table 6.3.: Summary of the investigated cases including the inlet velocities and the spark loca-
tion 
6.4.1 COLD FLOW 
Ahmed and Mastorakos performed hot wire measurements to obtain the velocity field 
of an air jet with a bulk velocity of Uj = 21 m/s. A good agreement was found with 
the following empirical correlation by Tieszen et al. (1996) for constant density flows: 
ro —
u; 
= 11.8 (—
z exp [-93.7 )21 (6.2) 
Here ro is the jet exit radius and U./ the jet bulk velocity. Figure 6.4 shows the results 
of the centreline velocity (Figure 6.4(a)), radial profiles of the mean axial velocity (Fig-
ure 6.4(b)) and the rms fluctuations of the axial velocity (Figure 6.4(c)) at four axial 
locations. 
Since the experimental results for the mean velocity showed good agreement with the 
correlation given by Eq. 6.2 and the scattering of the data was minor, a comparison is 
shown with this correlation. 
The radial profiles are normalised with their respective centreline values and the co-
flow velocity. The centreline is slightly over predicted up to about 15 diameters, and 
then under predicted by a very small margin. The spreading of the jet is captured well. 
The rms values shown in Figure 6.4(c) were compared to the measurement and are in 
good agreement. The mixing of the cold flow has not been measured by Ahmed and 
Mastorakos. Instead it was assumed that the mean fixture fraction follows a correlation 
by Richards & Pits (1993). 
The resolution quality of the mesh is further represented by the ratio of the filter 
width A and the Kolmogorov length scale ilk along the centre line in Figure 6.5. The 
Kolmogorov length was estimated (see Lacaze et al. (2009)) via tlk = 	314) , where 
the turbulent Reynolds number Ret = '1;4' is obtained from the velocity fluctuations u' 
(see Figure 6.4(c)), the kinematic viscosity i  and the integral length scale it = dj(1 + 
0.09z). The LES mesh shows a reasonable resolution, with the mesh size being about 
15 — 20 times greater than the Kolmogorov scale. 
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Figure 6.4.: Comparison of the cold flow statistics with the experimental data for Lijet=21. m/s. 
The simulation results in comparison with this correlation were in similar good agree-
ment to the cold flow results, suggesting, that the quality of the LES was well adequate 
for the presented test case. 
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Figure 6.5.: Filter width versus estimated Kolmogorov length along the centre line 
6.4.2 SUCCESSFUL IGNITION 
Ahmed and Mastorakos generated ignition probability maps and presented transient 
flame position measurements upon successful ignition. Following their observation, 
failing and success of ignition depended strongly, apart from the spark parameters, 
on the local composition and flow condition. This was observed in this work as well. 
However, constructing ignition probability maps in LES would require a large number 
of simulation runs and are beyond the scope of this study. Instead, the transient 
characteristics of a complete ignition sequences were examined and will be presented 
in this study. 
Two cases have been evaluated, only differing in the axial location of the spark on the 
centreline at z/D = 30 and z/D = 40. These two axial positions were the only spark 
locations, where transient flame measurements were presented. The bulk jet velocity 
was 12.5 m/s and the fuel was diluted with air in both cases. The initial conditions 
were such, that the spark was applied upon restarting from a cold flow solution. The 
cold mixing field was initially calculated with the stochastic field method, thus the 
sub-grid pdf of all scalars was available upon application of the spark model described 
by Eq. 6.i. 
A qualitative illustration of the process can be obtained from Figure 6.6, where tem-
perature snapshots at different stages during the sequence are shown. 
The first stage of a successful ignition sequence covers the flame kernel development 
and growth after the energy has been supplied by the spark unit. This stage is 
represented by the temperature snapshot after 3 ms, shown in Figure 6.6 (spark at 
t=500 ms 
S 
Stabilisation 
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z/D = 30). The isoline represents the stoichiometric mixture fraction. The flame 
t=3 ms 	t=13.7 ms 	t=183 ms 
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Figure 6.6.: Temperature snapshots at four time instances during the ignition sequence. The 
lines represent the iso contour of the stoichiometric mixture fraction. 
kernel maintains a close to spherical shape, which has been observed by Ahmed & 
Mastorakos (2006) and also has been seen by Lacaze et al. (2009). The growth rate of 
the kernel has been measured by Ahmed & Mastorakos (2006) and an approximated 
average flame kernel diameter was obtained from the simulations by averaging the 
maximum extension of the volume of the burnt gas in all three coordinate directions. 
Figure 6.7 shows the comparison with the experimental results and it is evident, that 
the growth rate is globally captured well. It should be noted however, that the abso- 
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Figure 6.7.: Flame kernel growth after a successful ignition at spark location r/ D = 0, z/D = 
30 with Ujet = 12.5 m/s. 
lute value of the determined flame kernel diameter is not an accurate measure in the 
current configuration. At the spark location, the grid extension was about 0.4 mm in 
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radial direction and 0.6 mm in axial direction. The aspect ratio was thus not unity 
and the exact shape of a sphere was not recovered fully. Instead, a growth in axial 
direction was seen to be slightly stronger. The displayed flame kernel diameter is 
thus more of an order of magnitude estimate. However, of more importance is the 
growth rate, which is linked to the thermal expansion of the flame kernel. This was 
overall captured well (indicated by the slope in Figure 6.7) and can be considered as 
an accurate measure. 
After the flame kernel has developed and grown, the resulting flame starts to radially 
expand and propagate downstream. This stage is represented by the temperature 
snapshot at 13.7 ms in Figure 6.6. In the following stage, the flame begins its upstream 
propagation and passes the spark location at about 12 ms (for a spark at z/D = 
30) and 17 ms (spark at z /D = 40) respectively. This propagation occurs along the 
stoichiometric mixture fraction contour, and three modes of combustion, lean and rich 
premixed branches along with diffusion flame type of characteristics can be identified, 
typical criteria of a triple flame. This stage is represented in Figure 6.6. Finally the 
flame stabilises in form of a lifted flame, which is represented by the snapshot at 500 
ms in Figure 6.6. The core of the jet has extinguished, mainly as the mixture due to 
the fuel supply becomes too rich to be flammable (see also Lacaze et al. (2009)). The 
flame is now a non-premixed edge flame. 
Ahmed & Mastorakos (2006) measured the average flame position versus time after 
ignition for the entire ignition sequence from ten different realisations of the flame. 
It was seen, that the deviations from the different realisations were within 9 %. A 
comparison of the results from a single simulation with the experimental data is shown 
in Figure 6.8. The error bars represent the 9% deviation seen in the experiments. The 
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Figure 6.8.: Flame position (left) versus time after a successful ignition at two different spark 
locations. The error bars indicate a 9% deviation of the experimental data. 
flame propagation speed is overall captured well. The flame stabilises at about 300 ms, 
as was observed in the experiments, but the final stabilisation height is over predicted 
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by about 2 jet diameters. As was also found in the experiments the effect of the spark 
location is marginal; for both spark locations the flame stabilises at the similar position. 
Figure 6.9(a) shows the net flame propagation of the flame base for the two axial spark 
locations. The laminar burning velocity at stoichiometry is shown as reference. As 
z/D=40 
z/D=30 	 
Laminar flame speed ---- - 
- 	/ 
	
...,. *"......... 
.%....... ............... 
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(a) Net flame propagation speed 
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Axial position z/D 
(b) Radial position of the flame base 
Figure 6.9.: Net flame propagation speed (right) and the radial position of the flame base(left) 
in comparison with the position of the mean stoichiometric mixture fraction from 
the cold flow simulation 
expected, the flame starts accelerating after the kernel initiation and growth and peaks 
at about 1.8 times the laminar burning velocity. During the triple flame propagation 
phase, the flame slowly decelerates until stabilisation at about 300 ms. Ahmed & 
Mastorakos (2006) established an estimation for the relative flame propagation speed 
by adding a mean convective velocity estimated by Eq. 6.2 at the radial position of 
stoichiometry (obtained from the correlation by Richards & Pits (1993)) at the same 
height as the leading edge. From the LES simulation, the velocity data at the leading 
edge is available. However, the flame propagation does not solely occur normal to 
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the mean flow direction, but also in radial direction, as can be seen in Figure 6.9(b), 
where the radial position of the leading edge (which corresponds to stoichiometry) as 
a function of the lift off height is shown. As a reference, the stoichiometric contour 
from the correlation by Richards & Pits (1993) is shown. Clearly, the expansion of the 
flame and the variation of the radial position with different axial positions is evident. 
The triple flame structure can be seen in Figure 6.10 where the temperature and the 
flame index V'YcH, • VY02 (Mizobuchi et al. (2002)) are shown. A positive flame index 
(a) Temperature 
(b) Flame index 
Figure 6.10.: Flame index in the vicinity of the stabilisation zone. The black lines indicate the 
flammability limits of lean = 0.05 and F „jell  = 0.158. Negative values indicate the 
diffusion flame regime, positive values the premixed regime respectively. 
indicates the premixed flame regime, since the gradients of fuel and oxidiser have the 
same direction. A negative flame index represents the diffusion flame mode respec-
tively. The thick lines in Figure 6.10 indicate the flammability limits of ?' lean = 0.05 and 
rich = 0.158 respectively. Triple flames are typically characterised by a diffusion flame 
at stoichiometry surrounded by a lean and a rich premixed branch (see e.g. Vervisch 
& Poinsot (1998)). This can also be observed in this figure around the triple point, 
the flame base of the lifted flame, which is the stabilisation point. The two iso-lines 
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start to expand around the stabilisation point. The premixed branches are within their 
flammability limits. This was also seen by Lacaze et al. (2009). 
To further investigate the flame structure, two line profiles are plotted in Figure 6.ii 
and 6.12. In Figure 6.ii profiles of the temperature, CH4 and 02 in propagation direc- 
Figure 6.11.: Reference snapshot of the temperature in the vicinity of the triple point (z/ D = 5) 
and profiles across the triple point of the temperature, CH4 and 02. The black 
lines indicate the flammability limits of Jean — 0.05 and Frich = 0.158. The profiles 
are shown along the white line in the plot. 
tion across the triple point are shown. The axial location was at z/D =- 5 downstream 
of the nozzle exit. The cross section is indicated by the white line in the corresponding 
snapshot in this figure. The profiles show typical characteristics of a premixed flame, 
with the temperature increasing across the flame front and CH4 and 02 being fully 
consumed/oxidated respectively. In Figure 6.12 a profile across the edge of the flame 
is plotted at z/D = 12 (indicated in the corresponding snapshot by the white line). 
Clearly, typical characteristics of a diffusion flame can be seen, as observed in Chapter 
5 for the Sandia Flames. Due to the monotonic decay of the mixture fraction profile 
(not shown) along the plotted line, the temperature and species exhibit a flamelet 
like structure. Scatter plots of the two axial planes discussed above (z /D = 5 and 
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Figure 6.12.: Reference snapshot of the temperature in the vicinity of the reaction zone of the 
edge flame (z / D = 12 and profiles across the flame of temperature, CH4 and 02. 
The black lines indicate the flammability limits of 7/e„,,, = 0.05 and F„ich = 0.158. 
The profiles are shown along the white line in the plot. 
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12) are shown in Figure 6.13 for the temperature and the mass fraction of CH4. At 
z/d = 5, a strong presence of low temperatures across the entire plotted mixture 
fraction range is visible as well as a clustering of points at high temperatures close 
to stoichiometry. Intermediate temperature states are also visible. The points of CH4 
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Figure 6.13.: Scatter plots of temperature and CH4 versus mixture fraction at two planes 
(z/D = 5 and z/D = 12). z/D = 5: flame base. z/D -= 12: diffusion flame 
regime. 
mainly follow a straight line across the range of mixture fraction due to mixing. Some 
scattering points within the flammability limits E,/„, and erich  are visible, indicating 
fuel consumption due to reaction. These findings show, that the flame is partially 
premixed at z/D = 5. The distribution of the temperature is close to bimodal as can be 
seen in Figure 6.14(a), where a temperature histogram is shown for the z/D = 5 plane. 
Unburnt conditions at ambient temperature are dominant and a second dominant 
peak can be seen in the fully burnt high temperature region with a few intermediate 
temperatures appearing. At z/D = 12 the scatter plots in Figure 6.13 show a typical 
diffusion flame behaviour. The conditional plots of the temperature and of CH4 exhibit 
non-premixed flamelet like profiles and virtually no scattering can be observed. In 
the corresponding temperature histogram in Figure 6.14(b) an even spread across the 
temperature range can be observed accordingly. 
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Figure 6.14.: Temperature pdf's at two planes (z/D = 5 and z/D = 12). The y—axis has been 
clipped for a better display. z/D = 5: flame base. z/D = 12: diffusion flame 
regime. 
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6.4.3 FAILED IGNITION 
As noted above the ignition model is capable of capturing failed ignition events. Ac-
cording to Ahmed & Mastorakos (2006), two possibilities of failed extinction exist. The 
first includes a flame kernel development followed by a blow off of the flame front and 
the second a flame kernel develops without a flame front. The latter is shown in Figure 
6.15 and the corresponding temporal evolution of the maximum temperature after ig-
nition is shown in Figure 6.3. A flame kernel is initiated, but gets convected into a non 
(a) 1 ms (b) 1.5 ms 
 
(c) 2 ms (d) 2.5 ms 
Figure 6.15.: Temperature snapshots during a failed ignition. The kernel fails to establish a 
flame and quenches. 
flammable region. The initial spark energy dissipates, and the kernel extinguishes. 
Another possibility of failed ignition mentioned in Ahmed & Mastorakos (2006) was a 
blow off, after the kernel had successfully established a flame. This behaviour could 
not be reproduced in this study and may be related to the choice of the 4-step reaction 
mechanism. A blow off means predicting flame extinction and requires the knowledge 
of species such as CH2O or H02, which are essential to correctly predicting ignition 
delay. These species, however, are not contained in the 4-step mechanism. To repro- 
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duce the flame blow off, a more sophisticated mechanism like the ARM reduced GRI 
3.o mechanism by Sung et al. (2001) used in the previous chapter to predict finite-rate 
effects, needs to be considered. This however is coupled with a strong increase in com-
putational costs (about 2.5 times more computational time required using an ARM 
reduced mechanism compared to the 4-step mechanism). 
6.4.4 INFLUENCE OF THE SUB-GRID FLUCTUATIONS 
The influence of the sgs-fluctuations is shown in Figure 6.16. Here the sgs temperature 
var: Tas.o  
- 675.0 
450.0 
225.0 
0.000 
Max: 730. 
Min: 0.000 
Figure 6.16.: sgs-fluctuations during the radial expansion of the flame. The black lines indicate 
the flammability limits of /ear, = 0.05 and-rich = 0.158. 
is shown for different time instances after successful ignition. The lines represent the 
lean and rich flammability limits. The snapshots shown are mainly taken from the 
phase during the radial flame expansion. In the latter stages of the flame expansion, 
different combustion regimes can be identified. In the upstream part of the flame, 
sharp thin profiles of low sgs-temperatures are present 	200K). This zone indicates 
a diffusion flame. Close to the leading edge, a larger chunk can be observed, with 
overall very high vales 	700 K). This indicates a distributed reaction zone, containing 
a premixed flame front as well as a diffusion flame at stoichiometry. 
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6.5 CONCLUSION AND OUTLOOK 
A spark ignited turbulent non-premixed jet flame was simulated using the stochastic 
field method in LES. The chemistry was represented by a global 4-step mechanism 
involving 7 species. 
The energy deposition of the spark was modelled through a gaussian distributed 
source term added to the enthalpy equation. This model ensured the correct amount 
of transferred energy whilst bounding the maximum temperature. 
Preliminary cold flow simulations were performed to asses the quality of the chosen 
LES grid. The results were in very good agreement with the experimental data, sug-
gesting that the quality of the LES was adequate. 
Full ignition sequences, which exhibit different combustion regimes such as a pre-
mixed flame kernel growth and a triple flame propagation and stabilisation, were 
performed at two spark locations. The growth rate of the flame kernel was captured 
well. The upstream flame propagation speed and the stabilisation heights were also in 
good agreement for both cases and the minor dependence of the stabilisation height 
with regards to the spark location was also reproduced. The triple flame structure was 
shown quantitatively and the mixed modes of combustion in the flame were identified, 
namely premixed close to the stabilisation zone and non-premixed along the edges of 
the flame. 
Failed ignition events could be reproduced, however only the event triggered by 
quenching of the flame kernel. A blow off of an established flame could not be re-
produced. A more detailed reaction mechanism is required to capture this effect, at 
the expense of considerably higher computational costs, however. 
The results overall showed, that the method is capable of quantitatively reproducing 
the different stages of an ignition sequence. These findings provide a good basis 
for the next study in the following chapter, where a premixed swirl burner will be 
investigated. 
SIMULATION OF A PREMIXED SWIRL BURNER 
7.1 INTRODUCTION 
The previous chapter showed the capability of the stochastic field method to represent 
spark ignition and the transition from a purely premixed flame expansion to a non-
premixed lifted jet flame was reproduced well. The motivation of this chapter is to 
complement the previous studies and demonstrate the capability of the stochastic field 
method to accurately predict premixed combustion. 
Lean premixed combustion has gained great importance in the recent years, due to 
its potentially low NO, emission. Further, in industrial burners, swirl geometries are 
utilised to enhance mixing and stability and thus increase the efficiency of combustion. 
In this sense, a premixed swirl burner, which was investigated by Schneider et al. 
(2005), was chosen as a test case. In a recent study, additional species concentrations 
were measured by Gregor et al. (2009). Since the information on scalar moments can be 
extracted from the pdf, which is solved for, the database provides a good benchmark 
to asses the performance of the stochastic field method by detailed species comparison. 
The burner also provides a reasonably realistic level of geometric complexity, which 
is especially interesting with respect to industrial geometries - swirl stabilised flames 
are often encountered e.g. in gas turbines (see e.g. Lefebrve (1999)). 
This chapter will discuss simulation results in successive steps. Initially, the isothermal 
flow results will be compared to the experimental data and the coherent structures 
will be characterised. Flow and flame statistics of the reacting case will then be shown. 
Finally, instantaneous observations of the flame structure will be discussed. 
7.2 SWIRLING FLAMES 
Swirl stabilised flames are widely used in practical applications to enhance combustion 
stability and efficiency. The central motivating aspect is the enhanced mixing due to 
swirl motion. The complexity of the swirling flows is evident in comparison to e.g. jet 
flames. The flow exits the nozzle with additional angular momentum. For low swirl 
swirl numbers (see e.g. Gupta et al. (1984) for appropriate swirl number definitions), 
7 
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the angular momentum is kept in balance by the radial pressure gradient . If the 
setup is unconfined, the pressure is at ambient conditions for zones far away from the 
centre. Thus, a low pressure zone is created along the centre, also known as vortex 
core. Due to the low pressures, the velocities in this zone are also low. With increasing 
swirl number, the pressure gradient has more difficulties compensating the angular 
momentum and the result can be a Vortex Breakdown (VB). This phenomenon enhances 
stability and efficiency, as a recirculation zone around the centre axis is created and 
thus unreacted samples are transported back to the flame root. It has been shown in 
swirl flames, that at sufficiently high Reynolds and swirl numbers, the vortex core can 
be displaced from the centre axis of rotation and form a transient coherent structure 
precessing around the rotation axis. This phenomenon is called Precessing Vortex Core 
(PVC). PVCs are commonly present in isothermal swirling flows. If combustion occurs, 
the PVC can be damped or even increased (see e.g. Syred (2006) for a recent review 
on PVCs in combustion systems). 
7.3 PREVIOUS NUMERICAL STUDIES 
Previous numerical studies of this target flame are few, predominantly by the Darm-
stadt group of Prof. Janicka. Freitag & Klein (2005) have performed a quasi DNS 
simulation of the isothermal flow and extensively analysed the flow structure and 
characterised the coherent PVC. Hahn et al. (2008) compared different grid configura-
tions and LES models for the isothermal flow. A mixing analysis was performed by 
Freitag et al. (2006) for a passive scalar. An LES simulation of the reactive flow was 
performed by Freitag & Janicka (2007) using the G-equation model. No comparisons 
with scalar measurements in this flame were reported so far. 
For general premixed combustion, various LES simulations have been performed in 
the past (see Pitsch (2006) and Janicka & Sadiki (2005) for a review). None of them 
however included detailed comparisons with scalar concentrations and this study ap-
pears to be the first one to predict premixed combustion to this level of detail. 
7.4 TEST CASE FORMULATION 
7.4.1 
 
EXPERIMENTAL SETUP 
A detailed description of the burner setup and the swirl geometry is described by 
Schneider et al. (2005) and Nauert et al. (2007) (see Figure 7.1). The investigated config- 
moveable-block 
Methane 
7.4 TEST CASE FORMULATION 	153 
ico 
1— so 
Figure 7.1.: Experimental setup of the investigated premixed swirl burner (Nauert et al., 2007). 
uration is unconfined and comprises of an annular slot of 15 mm width surrounding 
a central water cooled 30 mm diameter bluff body. Swirl was generated by a moveable 
block geometry, where a theoretical swirl number from 0 to 2 could be generated by a 
rotation of the block assembly (Figure 7.2). Since flashback at a theoretical swirl num- 
Figure 7.2.: Moveable block geometry of the investigated swirl burner (Hahn et al., 2008). Two 
setups are shown for theoretical swirl numbers of 0 and 1.98. 
ber of Sth = 0.83 was observed by Nauert et al. (2007), the burner was operated at a 
swirl number of S th = 0.75. The burner can be operated with a range of thermal loads 
varying from 30 to 120 KW. The configuration examined in this work was operated 
with a thermal load of 30 KW. The fuel/air mixture was perfectly premixed with an 
equivalence ratio of 1 = 0.83 and the volume flow rate injected through eight radial 
and eight tangential vanes was 17 = 37.92 '14. The velocity field for both reacting and 
non-reacting cases were examined in Schneider et al. (2005) using LDV measurements. 
The flame structure was further characterised and analysed in Schneider et al. (2005) 
by PLIF of OH radicals. In a recent work, Gregor et al. (2009) measured species concen- 
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trations of CH4, CO2, H2O, 02 and N2 with a ID multi-scalar Raman/Rayleigh setup. 
The flame has been classified in the revised Borghi/Peters regime diagram (see Figure 
7.3) at the cross-over between corrugated flamelets and thin reaction zones (Gregor 
et al. (2009)). 
1 
	
10 Itnt 
	100 
	
1000 
Figure 7.3.: Classification of the investigated burner in the revised Borghi diagram (Schneider 
et al., 2005). PSF-30 indicates the burner configuration investigated in this study. 
7.4.2 SIMULATION PARAMETERS 
The existing code BOFFIN, which was used for the simulations described in the pre-
vious two chapters, has been extended to a multi-block version by Jones & Marquis 
(2010). The numerical schemes are identical to the ones of the previous chapters, ex-
cept for the time-discretisation, for which a fully implicit Euler scheme for the stochas-
tic field equations (except for the stochastic term) was used. The reason was outlined 
in Chapter 4, where instabilities for the Crank-Nicholson scheme were shown in the 
presence of strong gradients, which typically appear in premixed flames. 
The computational mesh consisting of 800K cells is shown in Figure 7.4 and was gen-
erated using the commercial grid generator ICEM CFD. The domain was divided into 
64 blocks. The domain of the modelled combustion chamber extends 200 mm in the 
radial and 300 mm in the axial directions. The swirler is modelled up to the swirler 
vanes. The inflowing volume flow rate of V = 37.48 f was achieved by providing 60% 
of the total volume flow rate through the 8 tangential channels and the remaining 40% 
through the 8 radial channels (see Figure 7.5). This combination has, in the absence 
of exact measurements, yielded the correct amount swirl at the burner exit, as will be 
discussed in the following sections. At the outflow, non-reflective convective outflow 
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(a) Entire computational domain 	(b) Zoom into the near nozzle region 
Figure 7.4.: Plane across the computational mesh (left) with a zoom into the near nozzle region 
(right). The individual blocks are shown and the white gaps indicate the domain 
boundaries. 
Urad 
Uswirl 
Uswirl 
grad 	 Urad 
Urad 
Figure 7.5.: Schematic sketch of the inlet conditions. The total volume flux is injected through 
eight radial and eight angled channels. 
sgs model 
dynamic (Piomelli & Liu, 1995) 
Stochastic fields CD 
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conditions were applied and free-slip conditions were prescribed at the lateral bound-
aries. Since the bluff body was cooled, a constant temperature of 450 K was fixed at 
the bluff body wall to mimic the heat loss. The enthalpy and the density boundary 
conditions were adjusted accordingly. 
Eight stochastic fields have been used to characterise the influence of the sub-grid fluc-
tuations and a micro mixing constant of CD = 2 was utilised. The turbulent Schmidt 
number crsgs  was taken to be 1.0 and a dynamic sgs model by Piomelli & Liu (1995) 
was adopted. The model parameters are summarised in Table 7.1. 
Table 7.1.: Model parameters used for the Sandia Flames. 
The chemistry was represented by a 15-step ARM reduced GRI 3.0 mechanism by 
Sung et al. (2001) (see Table A.2). A comparison with a 4-step chemistry by Jones & 
Lindstedt (1988), which did not yield accurate results, is discussed at the end of this 
chapter. 
7.5 RESULTS 
In this section, simulation results will be presented and discussed. At first, isothermal 
flow statistics will be compared to the experimental data to asses the quality of the 
chosen grid and the inflow conditions. Statistics will then be presented for the reactive 
case and the discussion will finally be expanded by instantaneous observations. 
7.5.1 ISOTHERMAL CASE 
Figures 7.6 to 7.8 show simulation results for the mean and the rms of axial, radial 
and azimuthal velocity components in comparison with the LDV data by Schneider 
et al. (2005). The prediction of the axial velocities are overall in good agreement. The 
recirculation zone in the simulation results starts slightly earlier than observed in the 
experiments and also has a stronger magnitude. Both inner and outer shear layers and 
the outer recirculation zone are in excellent agreement with the results, as well as the 
spreading of the flow. The radial and azimuthal velocities show a similar agreement 
with the experimental results. The rms-velocities are under predicted in the inner 
recirculation zone. In the rest of the flow, the agreement is good. The results can be 
compared to those obtained from a quasi DNS simulation by Freitag & Klein (2005). 
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0 	20 	40 60 
r [mm] 
Figure 7.6.: Radial profiles of the axial mean and rms velocity of the isothermal case. The 
profiles are shown at six axial positions (x = 1,10,20,30,60,90 mm). 
Figure 7.7.: Radial profiles of the radial mean and rms velocity of the isothermal case. The 
profiles are shown at six axial positions (x = 1,10,20,30,60,90 mm). 
The PVC is represented in Figure 7.9 by iso-levels of a low pressure as suggested by 
Poinsot & Veynante (2005). The coherent structure is clearly visible. The precessing 
frequency was obtained by the temporal auto-correlation coefficient of the axial ve- 
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0 	20 	40 
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Figure 7.8.: Radial profiles of the azimuthal mean and rms velocity of the isothermal case. The 
profiles are shown at six axial positions (x = 1,10,20,30,60,90 mm). 
locity, which has been normalised. The result is shown in form of an energy density 
spectrum of the auto-correlation coefficient in Figure 7.10 which was sampled at 28000 
Hz. The spectrum clearly shows a dominant frequency at around 38 — 39 Hz, which 
was also seen in the experiments. 
The overall findings suggest, that the flow was adequately well resolved by the mesh 
and the inlet conditions were appropriately chosen to predict the flow statistics as well 
as the coherent structures in the form of the PVC correctly. For the reactive case, the 
same grid was used for these reasons. 
7.5.2 REACTIVE CASE 
For the simulation of the reactive case, a flame needed to be initialised, which was 
achieved by applying sparks at multiple positions, similar to Jones & Prasad (2011). 
Upon successful ignition, the flame was allowed to develop, before statistics were 
taken for about 5 — 6 flow through times at a fixed CFL number of 0.3. The number of 
samples was found to be sufficient to represent the statistical behaviour of the flame 
at the axial positions of the measurements. 
The frequency spectrum of the temporal auto-correlation is shown in Figure 7.11. As 
mentioned at the beginning of this chapter, the coherent structure may get damped 
10° 	 101 	 102 
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a) 0° 
c) 180° 
b) 90° 
d) 270° 
Figure 7.9.: Visualisation of the PVC from four different angles. The coherent structure is 
represented by an iso-contour of a low pressure level following Poinsot & Veynante 
(2005). The isothermal case is shown. 
Figure 7.10.: Power spectral density of the temporal autocorrelation function at x = 30 mm, 
r = 20 mm for the isothermal case. The dominant peak can be observed at 38 — 39 
Hz. 
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Figure 7.11.: Power spectral density of the temporal autocorrelation function at x = 30 mm, 
r = 20 mm for the reacting case. No dominant frequency can be observed. 
in combusting conditions (see Syred (2006)) and no dominant frequency can be seen, 
which was also observed by Freitag & Janicka (2007). 
To provide an overall qualitative impression of the flame structure, snapshots of axial 
velocity, equivalence ratio, temperature and OH, with the latter representing the flame 
front, are shown in Figure 7.12. The equivalence ratio is constant in the filtered reaction 
zone, but decays from the outer diameter of the burner slot onwards due to mixing 
with secondary air from the coflow. The maximum temperature peaks at about 2040 K, 
which was reported to be the adiabatic flame temperature for this composition (Gregor 
et al. (2009)) and can be found in the vicinity of the bluff body close to the centreline. 
From the qualitative images it is also evident, that the filtered reaction zone is thin, 
typically of the order of 2 — 3 LES cells which corresponds to about 1.5 mm in this 
region. In Figure 7.13 the flame front is represented by an isosurface of OH radicals. 
The surface is coloured by different equivalence ratio levels. The flame close to the 
nozzle exit is virtually flat with small wrinkles and expands with increased wrinkling 
further downstream. The equivalence ratio close to the nozzle remains constant across 
the flame front. However, further downstream, mixing with secondary air can be 
observed in the vicinity of the reaction zone in the wrinkled flame front, which is 
indicated by the decay of the equivalence ratio. 
The different regions are also indicated in a temperature snapshot in Figure 7.14. Iso-
lines of two different equivalence ratios (0 = 0.65, 0.75) are indicated for reference. 
IRZ represents the inner recirculation zone, where hot products are convected towards 
the bluff body from the reaction zone. IML is the inner mixing layer, where most parts 
of the flame front are located. CAJ is the central annular jet and OML the outer mixing 
layer, where fuel and further downstream hot products are mixed with secondary air. 
CF is the coflow, where the equivalence ratio is zero. These abbreviations have been 
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(a) Velocity and equivalence ratio 
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(b) Temperature and OH 
Figure 7.12.: Snapshots of the axial velocity, equivalence ratio, temperature and OH for the 
reacting case. 
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Figure 7.13.: Flame front represented by an iso-contour of a high OH-value.. The contour is 
coloured by the equivalence ration (EQUIV). 
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Figure 7.14.: Temperature snapshots with two iso-contour lines of constant equivalence ratios 
(43 = 0.65 and 4> = 0.75). Here, IRZ=inner recirculation zone, IML=inner mixing 
layer, CAJ=central annular jet, OML=outer mixing layer and CF=coflow. 
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adopted from the experimental paper (Gregor et al. (2009)) and will be utilised in the 
remaining part of this chapter. 
In the following part of this study, the observations made above will be further quanti-
fied. At first, radial profiles of flow and flame statistics will be evaluated and compared 
to the experimental data. For a geometrical reference, two axial positions (x = 10, 30 
mm) are indicated in Figure 7.14. 
7.5.2.1 STATISTICAL QUANTITIES 
The means of axial, radial and azimuthal velocities along with their rms values are 
shown in Figures 7.15, 7.16 and 7.17. The axial velocities are overall captured well at 
Figure 7.15.: Radial profiles of the axial mean and rms velocity of the reactive case. The profiles 
are shown for four axial positions (x = 10,20,30,60 mm). 
all stations. However, the position of the recirculation zone, as seen in the cold flow, 
deviates from the experimental results. In the experiments, this zone starts at about 
x = 10 mm downstream, whereas the simulation predicts a start of the recirculation 
zone at about 20 mm. The recirculation zone ends in the experiments at about x = 60 
mm, whereas x = 90 mm in the simulation still predicts recirculation. The reason 
for the deviation is not clear. Thermochemical effects can be excluded, since this 
phenomenon was also seen in the isothermal case. 
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Figure 7.16.: Radial profiles of the radial mean and rms velocity of the reactive case. The 
profiles are shown for four axial positions (x = 10,20,30,60 mm). 
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Figure 7.17.: Radial profiles of the azimuthal mean and rms velocity of the reactive case. The 
profiles are shown for four axial positions (x = 10,20,30,60 mm). 
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The spreading of the flow is predicted correctly along with the inner and outer mixing 
layers. The rms axial velocities are under predicted in the inner recirculation zone (IRZ) 
and over predicted towards the outer shear layer. The radial velocities are in general 
slightly over predicted, especially at x = 60 mm, indicating a stronger expansion of 
the flame. The azimuthal velocities are overall in good agreement, which emphasises, 
that the swirling motion is captured well and thus the inlet velocity conditions are 
chosen appropriately. 
Time averaged profiles of the temperature and the molar concentrations of the major 
species CH4, CO2, H2O and 02 are shown in Figure 7.18 to Figure 7.22. Errorbars 
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Figure 7.18.: Radial profiles of the mean and Tins temperature. The profiles are shown for four 
axial positions (x = 10,20,30,60 mm). 
indicating the experimental single-shot errors in a flat flame (0 = 0.8) are shown for 
reference (13% for CO2 (Nco2  = 0.08), 25% for 02 (No2 = 0.04) and 9% for H2O 
(ArH20 = 0.15)(Gregor et al. (2009)). The mean temperature gradient flattens with in-
creasing distance from the nozzle exit due to the increase of the flame brush thickness. 
The temperature profiles show overall good agreement with the experimental data 
up to x = 30 mm. The decay of the temperature and its position is captured well, 
indicating, that the flame position and its thickness are reproduced correctly. From 
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Figure 7.19.: Radial profiles of the mean and rms mole fractions of CH4. The profiles are shown 
for four axial positions (x = 10,20,30,60 mm). 
x= 60 mm 
0oo oo 
0 
x= 10 mm _ 
7.5 RESULTS I 168 
0.12 
0.09 
0.06 
0.03 
0.12 
• 0.09 
E 
0.06 
.) 
0.03  
0  
Q'tsk. 
0000000 ,, °00 s-s, • 
▪ mmmmmm  
x= 20 mm 
0.12 
0.09 
0.06 
0.03 
0.12 
0.09 
0.06 
0.03 
x= 30 mm 
0.04 
0.03 
0.02 
0.01 
0.04 
0.03 
0.02 
0.01 
0.04 
0.03 
0.02 
0.01 
0.04 
0.03 
0.02 
0.01 
0 20 40 
r [mm] 
60 80 
Figure 7.20.: Radial profiles of the mean and rms mole fractions of CO2. The profiles are shown 
for four axial positions (x = 10,20,30,60 mm). 
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Figure 7.21.: Radial profiles of the mean and rms mole fractions of 1-120. The profiles are 
shown for four axial positions (x = 10,20,30,60 mm). 
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x = 30 mm onwards, the flame expands slightly more in the simulations than seen in 
the experiments. 
The temperature in the inner recirculation zone is over predicted up to x = 30 mm. 
A possible reason for this may stem from the boundary conditions at the wall of the 
bluff body, which has been water-cooled in the experiments. The fixed temperature 
condition may not be sufficient to capture the heat losses due to convection properly 
and a more complex wall function should be considered in future work. However, 
the overall agreements indicate that the flame behaviour in general is not strongly 
influenced by the heat losses at the bluff body. A second temperature bump at a radial 
position of about r ti 35 mm can be seen at x = 20, 30 and 60 mm, as observed in the 
experiment, which was caused by the formation of an outer recirculation zone. The 
temperature fluctuations are under predicted in the inner recirculation zone for all 
axial positions. The under predictions may stem from the bluff body wall conditions 
with the insufficient capturing of the heat exchange processes being responsible. 
The plots of CH4 have a similar level of agreement as seen in the temperature profiles. 
At x = 60 mm, fuel consumption is significantly over predicted up to about r = 50 
mm, whereas the existence of fuel for r > 50 mm is over predicted. This is related 
to the over prediction of the flame expansion seen in the temperature profiles and 
the resulting excessive mixing with secondary air from the coflow. Further, in the 
experiments, a possible fuel leak in the exhaust duct was mentioned since incomplete 
consumption of CH4 was observed in scatter plots at this height (Gregor et al. (2009)). 
The two reasons combined may be the source of the deviation of CH4 in this region. 
It is to be noted though, that the overall level of CH4 in the experiments is very low 
(mole fraction of approx. i% compared to 7% at x = 30 mm). 
Mole fractions of CO2 and H2O show a trend comparable to the temperature, although 
H2O is slightly over predicted compared to CO2 which is slightly under predicted. 
The reason for this is not clear, since both CO2 and H2O are reaction products and 
previous simulations of the Sandia Flame series with the same chemical mechanism 
(see Chapter 5 and Jones & Prasad (2010)) have shown a similar good agreement with 
the measurements for both of these species, if the temperature was predicted correctly. 
As for 02, the predictions are very good for the means with the rms showing the same 
deficiencies in the inner recirculation zone as pointed out before. 
The overall mixing behaviour of the flame is represented by radial profiles of the mean 
equivalence ratio 1 in Figure 7.23. The equivalence ratio remains constant across the 
flame front at x = 10 and 20 mm. From x = 30 mm, as the mean temperature gradient 
flattens, the position of the gradient of the equivalence ratio moves to a similar region 
as the location of the temperature gradient, which indicates strong wrinkling of the 
flame and mixing with secondary air. It is evident, that the position of the outer mixing 
layer (OML), represented by the position of the gradient, has been over predicted. 
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Figure 7.23.: Radial profiles of the mean equivalence ratio 1. The profiles are shown for four 
axial positions (x = 10,20,30,60 mm). 
•Ip. • ...r4.••••p...:•.;%;„:;•:••::::, 
-•••,-.. 	.2c•-i, 	- 	•441,t''' 	••••c... ,. ,. 
• •••`;',4 	..?", •••• 	-F-;:?.: 'N.. 	..--,,,i _ 
• • 	' 	• 	• 	' 	' 
X =60 mm 
.. 	• 
c 
••., • 
'Z'e II:: ...: , . : 7 .': ' .:• ... • ....% 
''''ir.4•1;4•,:i1-1.4?•'...Ziwt"..,:, ''' ... -dkiiirerFt L•s-',•, :-...1, ::..: • 	. 
"..?•.• ••."..:',., ........: •:::: ...•;e4fi,•:ej - 	V., • 
r! •:.-..:,,'.,) ...—..,_,:.5.:::. 'F.?:  <, 1::::•:,;:•. 	2 	". 
X =30 mm • 	• '  
. 
.. 
.. 	• 	• 	• 	• 	. 	. 
- 	'.. 	••:•-•••,::. 
. 	. 
.. 	:,. 	, 	.. 
x =20 mm 	• 	;•  
• .• 	• 	• 	• 
• 
	
x =10 Mm 	• 	 ...:•e• 
. 	.... 
. 	
" ••••:••:•:•-:.,••••• e, 	sv. 	r 
2 . 	, 	 . • 	• 	;
X1  	r •`
,. c 
1 	_ 
_ 
_ 
- x =60 mm - 
I >,:].., 	..... 	I 	. I 
tr,:'-........:;••• . 	,-.. 
I 	_ 
i....e. 	. _ 
f....-4.;:-', 	. 	..' _ 	.......... • 	.. • . .• - 
x =30 mm  
I 	I 	I I I 
go':',..••..:: 	• 	• 	: . 
ret,..i...i.; '.1-!,...• .: 	:,-;'..":' • ••• 	.... — 
X =20 mm'  
I 	I 	I 
- 
I I 	_ 
• _ 
ifi.::•:,'••:".....:.....:,-s. •.:.• 
1 x=-10mm i i 
80 
•ff 60 
40 
20 
60 
▪ 40 
• 20 
60 
-E- 40 
- 20 
60 
▪ 40 
▪ 20 
80 
▪ 60 
40 
- 20 
60 
▪ 40 
• 20 
60 
▪ 40 
20 
60 
40 
20 
7.5 RESULTS 	173 
7.5.2.2 INSTANTANEOUS OBSERVATIONS 
Having observed, that the flow and flame statistics provided overall good agreement, 
the instantaneous thermochemical state is of further interest in this work, as detailed 
instantaneous 3-D information of the flame is available from the LES simulation. 
Conditional pdfs of the temperature for different axial planes are shown in Figure 7.24. 
Here the radial position is plotted versus the individual stochastic fields of the tern- 
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Figure 7.24.: Single shot temperature pdfs for four different x planes (x = 10,20,30,60 mm). A 
comparison of the experiment (Gregor et al., zoog) and the simulation is shown. 
perature. For clarity, only every loth point is displayed. The similar bimodal display 
as seen in the experiments is captured well, with increasing intermediate tempera-
tures appearing further downstream away from the swirler exit with an increase of 
the flame brush thickness. This observation can be further quantified by correspond-
ing single-shot pdfs. In the experiments, single-shot pdfs were shown at x = 30 mm for 
the temperature and the mole fraction of H2O for three different ranges of equivalence 
ratios (4) < 0.65, 0.65 < c < 0.75,' > 0.75). These ranges are highlighted in Figure 
7.14 by the two limiting iso-contour lines of (I) = 0.65 and 1 = 0.75. 
The single-shot pdfs of the three ranges are shown in Figure 7.25 for the temperature 
and H2O (Figure 7.26 respectively). Experimental single-shot pdfs are included in the 
figures for comparison. The first range, 1 < 0.65, consists of secondary air from the 
coflow (CF), a very small amount of burnt gases, which are occasionally transported 
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Figure 7.25.: Temperature pdfs for 3 different ranges of equivalence ratios at x = 30 mm. A 
comparison of the experiment (Gregor et al., 2009) and the simulation is shown. 
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Figure 7.26.: pdfs of the mole fraction of H2O for 3 different ranges of equivalence ratios at x = 
30 mm. A comparison of the experiment (Gregor et al., zoog) and the simulation 
is shown. 
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back towards the plate due to wrinkling and the development of an outer recirculation 
zone further downstream of the flame, and fuel from the central annular jet (CAJ). 
The distribution shows a high probability of diluted fuel and air, as can be seen in 
high probabilities of ambient temperature. The agreement with the experiments is 
excellent. Low probabilities of H2O indicate occasional mixing of burnt gases, which 
are transported back towards the swirler plate due to the outer recirculation zone, with 
fuel from the central annular jet (CAJ). 
The second zone, 0.65 < 1 < 0.75, is a very thin region. Close to the nozzle, fuel 
mixes with secondary air from the coflow (CF), whereas at x = 30 mm, the flame front 
wrinkles and penetrates this zone. This behaviour is quantified by the pdfs in Figure 
7.25, where two peaks at high and low temperatures (low and high H2O respectively) 
can be seen in both simulation and experiment. The probabilities of intermediate 
states have increased - parts of the widened flame brush are located here. The results 
compare well with the experimental results, though the occurence of diluted fuel is 
higher than in the experiments. 
The third zone (1 > 0.75) contains the entire inner recirculation zone (IRZ) along 
with the central annular jet (CAJ) and parts of the inner mixing layer (IML). Here, 
the dilution with secondary air is minor. The pdfs in Figure 7.25 correspondingly are 
bimodal (undiluted fuel and fully burnt gas) in both experiment and simulation. The 
occurrence of maximum temperatures in the simulation are significantly higher than 
in the experiment, where a distribution around approximately 1800 K is visible. The 
temperatures in the simulation are clustered around the adiabatic temperature, which 
indicates a high probability of the chemical equilibrium state. This is likely to stem 
from the previously discussed wall condition of the bluff body and from the resulting 
incorrect prediction of the intermittent heat losses in the inner recirculation zone. 
The observations described can be further analysed by scatter plots of the equivalence 
ratio, CH4 and H2O versus temperature, which are shown for planes at two different 
axial positions (x = 10 mm and x = 30 mm) in Figure 7.27 and 7.28 respectively. 
Experimental single-shots are shown in the same figures. Further, the origin of the 
points are indicated in the plot. As also observed in the experiments, few points 
exceed the physical equivalence ratio limit of 0.83 at high temperatures (,=--,' 2000 K). 
However, there is no correlation between the experiment and the simulation regarding 
this observation - the overshoot in the simulation simply results from stochastic fields 
occasionally exceeding the physical limit due to numerical errors. 
At x = 10 mm the simulation shows a similar behaviour to the experiments. The 
values originating from the inner recirculation zone (IRZ) (overlaid by values from the 
central annular jet (CAJ) and the inner mixing layer (IML)) are concentrated in the high 
temperature region with a very low occurrence of CH4, high H2O and equivalence 
ratios around 1 = 0.83. This indicates chemical equilibrium. Points from the inner 
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Figure 7.27.: Scatter plots of equivalence ratio and mole fractions of CH4 and H2O versus 
temperature at x = 10 mm. A comparison of the experiment (Gregor et al., 2009) 
and the simulation is shown. 
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Figure 7.28.: Scatter plots of equivalence ratio and mole fractions of CH4 and H2O versus 
temperature at x -= 30 mm. A comparison of the experiment (Gregor et al., 2009) 
and the simulation is shown. 
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mixing layer (IML) are predominantly seen at high temperatures with high H2O, low 
CH4 and equivalence ratios of 0.83. Some points appear at intermediate temperatures 
and slightly reduced equivalence ratios which may result from mixing in the preheat 
zone of the flame brush with secondary air. Points from the central annular jet (CAJ) 
mostly appear at low temperatures with high CH4 and low H2O content (fuel) or high 
temperature regions with zero CH4 and high H2O content (burnt gas). The outer 
mixing layer (OML) shows predominantly mixing with secondary air, demonstrated 
through the range of equivalence ratios from 0 to 0.83 at ambient temperatures. 
At x = 30 mm, the scattering increases. This can be attributed to the wrinkling of the 
flame as seen in Figure 7.14. Points from the inner recirculation zone (IRZ) and the 
inner mixing layer (IML) are still predominantly in the high temperature region and 
in chemical equilibrium. The majority of the scattered plots originate from the outer 
mixing layer (OML), which again supports the previously discussed observation of 
flame wrinkling and mixing. 
In the experimental paper by Gregor et al. (2009) the possibility of extinction was men-
tioned, though this could not be quantified in the absence of detailed CO measure-
ments. From the simulation, however, CO is available and is expected to be reasonably 
accurate with the employed reduced mechanism, if the temperature and other major 
species are captured well (see Chapter 5 and Jones & Prasad (2010)). Figures 7.29 to 
7.31 show scatter plots of CO, OH and the heat release (HR) versus temperature for 
the two planes at x = 10 mm and x = 30 mm. The heat release was computed from 
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Figure 7.29.: Scatter plots of CO mole fraction versus temperature at x = 10 mm (top) and 
x = 30 mm (bottom). 
the product of the mole fractions of OH and formaldehyde CH2O radicals (see e.g. 
Pfadler et al. (2007)). CO and the heat release peak at around the same temperature 
(T 	1700 K), which can be identified as the reaction temperature, whereas OH has 
its maximum at a slightly higher temperature. At x = 10 mm, no scattering of the 
three quantities is observed. However, at x = 30 mm, the values of the heat release 
and CO show some scattering around the reaction temperature zone, which could be 
either due to mixing or due to flame extinction. To further investigate this fact, scatter 
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Figure 7.30.: Scatter plots of OH mole fraction versus temperature at x = 10 mm (top) and 
x = 30 mm (bottom). 
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Figure 7.31.: Scatter plots of the heat release obtained from CH20 x OH versus temperature 
at x = 10 mm (top) and x = 30 mm (bottom). 
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plots of the heat release versus CO conditioned on T > 1400K are shown for the two 
respective planes in Figure 7.32. The scatter plots for the two locations are very similar. 
Figure 7.32.: Scatter plots of the heat release (HR) obtained from CH20 x OH versus CO for 
T > 1400 K at x = 10 mm (top) and x = 30 mm (bottom). 
Extinction would be represented by high concentrations of CO and low heat release 
rates. A few points with high CO and low heat release rate levels appear at x = 10 
mm in the inner mixing layer (IML) and the central annular jet (CAJ) and at x = 30 
mm mainly in the central annular jet (CAJ) - both are regions where the flame brush 
is located. These points represent extinction, however at very low probabilities. 
7.5.2.3 INFLUENCE OF THE SUB—GRID FLUCTUATIONS 
To gain a better understanding of the impact of the sub-grid fluctuations, a single-shot 
of a line normal to the flame front at x = 10 mm is shown in Figure 7.33. Here, the 
filtered temperature along with OH, CH2O and the heat release, obtained from OH x 
CH2O are shown. The profiles strongly resemble measurements obtained by Pfadler 
et al. (2007), who measured the flame structure in a wire stabilised Bunsen burner. 
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Figure 7.33.: Single shot line plot across the flame front at x = 10 mm. Profiles of temperature, 
CH2O, OH, the sgs temperature and the heat release obtained from the product 
of OH and CH2O are shown. 
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Figure 7.34.: Single shot line plots of four individual stochastic fields, the filtered mean (field) 
and the sgs-fluctuation of the temperature across the flame front at x = 10 mm. 
The peak of the heat release, i.e. the reaction zone of the flame, is situated where the 
temperature gradient is at its maximum. Formaldehyde CH2O peaks on the fresh gas 
side just in front of the flame front, whereas OH peaks on the burnt side of the flame 
front before slowly degrading towards the burnt gas region. A corresponding line plot 
of four individual stochastic temperature fields along with the filtered mean and the 
sgs fluctuation are shown in Figure 7.34 (the plot was taken at the same position and 
time instance as in Figure 7.33). Each field represents its respective flame front with its 
individual flame position and flame speed. It is to be noted, that each field is spatially 
well enough resolved to reproduce sharp gradients (temperature decay of over 1000K 
within 2 — 3 LES cells (c- - 1.5 mm)). The sgs-fluctuations mainly act in the reaction 
zone and reach a peak of about 400 K. They are close to zero in the fully burnt and 
fresh gas region. A strong importance of the sgs fluctuations on the flame speed and 
flame position can be deduced from this plot. 
7.5.2.4 INFLUENCE OF THE CHEMICAL MECHANISM 
Another interesting aspect in terms of simulation parameters is the influence of the 
level of detail of the chemistry. As a comparison, a simulation with a 4-step chemistry 
by Jones & Lindstedt (1988) (see Table A.1) was evaluated . The same model parame-
ters summarised in Table 7.1 were used. This mechanism predicted the correct flame 
speed in a triple flame propagation (see Chapter 6 and Jones & Prasad (2011)). 
Fig. 7.35 shows a comparison of the mean temperatures obtained from the two mech-
anisms. The flame expansion is significantly over predicted from x = 20 mm onwards 
using the simpler 4-step mechanism. Single shot pdfs of CH4 at x = 10 mm shown in 
Fig. 7.36 for the two different mechanisms show a similar agreement - in both cases 
a bimodal distribution can be observed. In this region of the flame, the flame front is 
quasi planar and exhibits only a small amount of wrinkling. The propagation speed 
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Figure 7.35.: Comparison of radial mean temperature profiles for different chemical mecha-
nisms (4-step by Jones & Lindstedt (1988) and 15-step by Sung et al. (2001)). 
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Figure 7.36.: Single shot pdfs of CH4 mole fraction for the 4-step mechanism by Jones & Lind-
stedt (1988) and the 15-step mechanism by Sung et al. (2001) at x = 10 mm. 
of the flame front is mainly determined from the laminar burning velocity. Since both 
chemical mechanisms yield the correct laminar burning velocity, the results are quasi 
identical. At x = 30 mm (shown in Fig. 7.37) fuel consumption is complete for the 
4-step chemistry, whereas the 15-step chemistry still predicts the presence of fuel, seen 
also in the experiments. In this region, turbulence interacts stronger with the flame 
front and strain effects play an important role. The 4-step chemistry seems to be less 
sensitive to strain and thus seems to over predict the flame propagation speed. The 
other possibility could be extinction, which was discussed before, occurring at a very 
low probability, however. The 4-step chemistry does not include species such as H02 
or CH2O to correctly predict ignition delay and thus reacts less sensitive to strain 
effects. 
7.6 CONCLUSION AND OUTLOOK 
A turbulent premixed swirl burner was simulated using LES with the Eulerian stochas-
tic field method. The swirler and combustor geometry were generated using the com-
mercial grid generator ICEM CFD. A multi-block version of the previously block struc-
tured code BOFFIN was utilised. Eight stochastic fields were used along with a simple 
0.08 
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Figure 7.37.: Single shot pdfs of CH4 mole fraction for the 4-step mechanism by Jones & Lind-
stedt (1988) and the 15-step mechanism by Sung et al. (2001) at x = 30 mm. 
gradient diffusion approach for the sub-grid stresses. The chemistry was represented 
by an ARM reduced GRI 3.o mechanism with 15 reactions steps and 19 species for the 
main simulations. 
Isothermal simulation results were in very good agreement with the experimental data 
and were comparable to previous DNS simulations, indicating that the mesh was re-
solved adequately and the inflow conditions were chosen appropriately in the absence 
of well defined measurements at the swirler vanes. The position of the recirculation 
zone showed slight deviations compared to the experiments. 
The velocity field of the reactive case was overall captured well, with some deficien-
cies regarding the recirculation zone as also seen for the cold flow. Temperature and 
species profiles were in good agreement with the results. Near the bluff body, the tem-
perature was over predicted and the temperature fluctuations were under predicted. 
The reason for this stems from the fixed temperature condition at the bluff body wall 
and future work should consider more sophisticated wall models to capture the heat 
exchanges due to wall cooling. 
Instantaneous scatter plots and conditional pdfs of the temperature and various species 
showed a similar bimodal behaviour as seen in the experiments. Extinction in the 
flame front was shown, however at a very low probability. Line plots across the flame 
front recovered typical profiles seen in premixed flame fronts. The sgs fluctuations 
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were mainly present in the reaction zone and and were typically of a width of 2 — 3 LES 
cells (corresponding to about 1.5 mm). They're predominant occurrence in the vicinity 
of the reaction zone highlighted the importance of the sgs fluctuations to predict the 
correct flame characteristics. 
The simulation results were shown to be sensitive to the choice of the chemical mech-
anism. A comparison with a global 4-step mechanism by Jones & Lindstedt (1988) 
resulted in a significant over prediction of the flame expansion, especially in regions 
were flame wrinkling was observed. This may be mainly related to the lack of sensi-
tivity of this chemical mechanism to strain effects . 
The overall findings demonstrate, that the stochastic field method in LES is able to 
reproduce premixed flames in geometrically complex configurations and provide a 
detailed and accurate analysis of the flame structure. 
CONCLUSION AND OUTLOOK 
The research project described in this work aimed to explore and improve the capa-
bilities of the Eulerian stochastic field method. Three test cases with different levels 
of complexities concerning geometry and flame behaviour have been chosen. In a 
preliminary study, numerical aspects have been investigated and the stability of the 
numerical methods used to solve the stochastic equations was further explored. The 
method was then applied to different flames in different combustion regimes. The 
same model parameter of the combustion model, namely the micro-mixing constant 
and the same number of stochastic fields (eight), have been utilised for all simulations. 
The first full scale test case of this work was the Sandia Flame series - flames with in-
creasing levels of extinction and re-ignition. A reduced chemical mechanism derived 
from the full GM 3.o mechanism was employed to ensure correct ignition and extinc-
tion behaviour. The range of flames and the respective increasing levels of extinction 
were captured to a good extent. The agreement of the Flames D and E were very good. 
Some under prediction of extinction was seen for Flame F, the flame with the highest 
level of extinction. A sensitivity analysis regarding the sub-grid mixing model showed 
no effects. A stronger influence was observed for the variation of the pilot inlet tem-
perature, indicating a strong sensitivity of the chemical reaction mechanism. Overall, 
the findings were satisfying given that Flame F is very close to blow off and is a severe 
test of all modelling aspects. 
The second stage of this work included the simulation of a spark ignited flame. An 
energy deposition model was implemented to mimic the energy transfer of the spark 
to the flame, since the inclusion of plasma thermodynamics, which is involved in the 
real physics of spark induction, is beyond the scope of the present research. A global 
4-step mechanism was employed to represent the chemistry. The focus of the study 
was to capture a successful ignition process. The main stages of this process were 
overall captured well. The initial phase of the flame kernel growth showed a good 
agreement with the experimental data. The overall flame propagation speed as well 
as the stabilisation height of the non-premixed edge flame were well predicted. A 
more detailed analysis of the flame structure of the stabilised flame showed different 
combustion regimes, with premixed flame propagation at the triple point near the 
flame base and a diffusion flame mode along the edges of the lifted flame. The event 
of failed ignition was reproduced. However, a flame extinction upon ignition triggered 
by a blow off of the established flame could not be predicted. This was most likely 
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due to the limitations of the global 4-step chemistry, since finite-rate are involved in 
flame extinction. A more sophisticated chemistry model should be employed in future, 
if this phenomenon were to be examined - at the expense of a significantly higher 
computational cost. Finally, ignition probability maps, which have been measured in 
the experiments, are desirable. Since these require a large number of runs, they were 
beyond the scope of this work and should be studied more comprehensively in future. 
The last investigated case was a premixed swirl burner. The geometry of the swirler 
was complex and the mesh was created with the commercial grid generator ICEM 
CFD. A reduced 15-step chemical mechanism reduced from a full GRI 3.o mechanism 
has been employed. An initial isothermal flow simulation was performed to assess the 
grid quality and the choice of the inlet conditions, which have not been measured at 
the swirler vanes in the experiment. The flow statistics were found to be in excellent 
agreement with the experimental data. The precessing vortex core (PVC), a common 
coherent phenomenon at highly swirled flows such as the one investigated, was cap-
tured well and its precessing frequency was found to be in very good agreement with 
the experimental results. The flame statistics showed overall good agreement with the 
experiments. The temperature at the bluff body wall, which was cooled in the experi-
ments, has been fixed to mimic the heat losses. However, the wall function approach 
adopted did not suffice to capture the heat exchanges and the result was a strong over-
prediction of the temperature close to the wall and the resulting under-prediction of 
the temperature fluctuations. A more sophisticated wall boundary condition technique 
should be considered in future for such problems. The overall expansion of the flame 
was slightly over predicted. Instantaneous observations showed the similar bimodal 
behaviour of burnt and non-burnt states close to the nozzle with increasing interme-
diate states due to increased wrinkling appearing further upstream of the flame. The 
simulations proved to be sensitive to the chemical mechanism - a simulation with a 
global 4-step mechanism over predicted the flame expansion by a large margin. This 
was found to be due to the limitations of the 4-step chemistry, which was unable to 
sufficiently account for strain effects and thus could not predict the turbulent burning 
velocity accurately. 
In summary, the stochastic field method proved to be a very promising tool to capture 
flames in all regimes of combustion with virtually the same setup of parameters. Due 
to the convenient Eulerian formulation of the method, it is a very attractive tool, since 
it can be implemented into any existing CFD code using the same solvers. Challenging 
tasks to further enhance the method would be the simulation of realistic combustion 
chamber geometries as utilised by gas turbine manufacturers. Further, the extension 
to compressible flows and the associated problems regarding combustion instabilities 
and noise are of interest and would be an ideal test for the applicability of the stochastic 
field method. The main obstacle to tackle these goals is the computational cost. About 
90% of the computation time is currently consumed by the chemical source term inte- 
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gration when a reduced mechanism with 19 species is used. Tabulation or other more 
economic storage algorithms such as artificial neural networks have the potential to re-
duce the computational costs by appreciable amounts and thus would enable the use 
of complete mechanisms to provide even more detail and reliability from a chemical 
reaction point of view. 
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CHEMICAL REACTION MECHANISMS 
Two chemical mechanisms were used in this work. The simulation of the spark ignition 
experiment shown in Chapter 6 was performed with a global 4-step mechanism by 
Jones & Lindstedt (1988). The mechanism is shown in Tab. A.1. The ARM reduced GRI 
3.o mechanism by Sung et al. (2001) was employed for the Sandia Flames series shown 
in Chapter 5 and the premixed swirl burner described in Chapter 7. The reaction steps 
summary is shown in Tab. A.2. 
Reaction step Reaction 
1 CH4 + 102 —• CO + 2H2 
2 CH4 ± H2O 	CO + 3H2 
3 H2 ± 102 S=". H20 
4 CO + H20 .=-` CO2 + H2 
Table A.1.: 4-step mechanism by Jones & Lindstedt (1988) 
Reaction step Reaction 
1 CH4 + H = CH3 -I- 112 
2 CH3 ± OH = CH20 + H2 
3 CH20 = CO -I- H22 
4 C2H6 = C2H4 ± H2 
5 C2H4 ± OH = CH3 -k CO + H2 
6 C2H2 ± 02 = 2C0 + H2 
7 CO+OH+H=CO2 +H2  
8 H ± OH = H20 
9 2H2 ± 02 = 2H + 20H 
10 2H = H2 
11 H02 ± H = H2 ± 02 
12 H202 + H --= H2 ± H02 
13 N2 + 02 = 2NO 
14 HCN± 11+02=H2+CO+NO 
15 NH3 ± 3H ± H20 = 4H2 ± NO 
Table A.2.: 15-step ARM reduced mechanism (GRI 3.o) by Sung et al. (2001) 
SCALAR DISCRETISATION SCHEMES 
  
B.1 SPATIAL DISCRETISATION SCHEMES 
A schematic sketch of a 1-D finite control volume surrounded by its adjacent neigh-
bours is shown in Fig. B.1. The cell centres are indicated by j, j + 1, j — 1 for the 
control volume and its neighbours respectively. The cell interfaces are represented by 
j — 1/2 and j + 1/2. Two directions, for negative and positive convective velocity u are 
indicated for reference. 
u < 0 4-- 
j-I/2 j+I/2 
• • • 
j- I 	j 	j+ 
—em u>0 
Figure B.1.: Schematic draw of a FVM cell with its adjecent neighbours for a 1-D case 
The diffusive fluxes in BOFFIN are discretised using a Central Difference Scheme (CDS). 
A gradient at a cell interface j + 1/2 can then be approximated by: 
ap , 1/f:-
.1 (Pj+1-0;_i  +o(Ax2 ) 	 (B.i) 2Ax lj+ 
This scheme is of second-order accuracy, however prone to over-and undershoots (see 
e.g. Ferziger & Peric (1999)). For this reason, the CDS scheme is not applied to the 
convective fluxes in the stochastic field equations, which are physically bounded and 
require a scheme that preserves this characteristic. 
The simplest scheme to guarantee this property is an Upwind scheme (UDS): 
(q9i+1/2 	i-1/2) (P 
— 	u >c) + 0(Ax) 
u < 0 
(B.2) 
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This scheme however is only of first order accuracy, and the truncation error tends 
to result in strong numerical diffusion. In common practice thus, a TVD (Total Vari-
ation Diminishing) scheme is used. A numerical scheme is TVD if the total variation 
TV (0) = EN 1 101+1  — (Pi I does not increase in time. 
Using a TVD scheme, the cell interface values are computed from a low-order flux 
combined with a high-order flux: 
01+1/2 = 
j+1+ 1P  j -  j+1 u < 
The evaluation of the cell value depends on the direction of the convective velocity u. 
Here v1+112 is a limiter function at the cell interface j + 1/2. If v e.g. is o, the system 
reverts to a UDS scheme and if the limiter is 1, the scheme becomes a CDS scheme. 
The limiter is a function of the ratio r, which is, depending on the direction of u: 
(B.3) 
rj+1/2 - (PI j+1-4).1-1  
(Pj+ 1 -(Pj+2  
0)+1 
u > 0 
u < 0 
(B.4) 
Out of many limiters proposed in the past (see e.g. di Mare (2002) for an extensive 
discussion) following limiter has been chosen for this work: 
Pi+1/2 = 21"i+1/2 
{
0 
1 
ri+1/2 < 
0 < ri+1/2 < 
ri+172 > 1 
1 (B.5) 
B.2 TEMPORAL DISCRETISATION SCHEMES 
In general, temporal discretisation schemes can classified by following categories: 
O Explicit schemes 
Implicit schemes 
• Semi-Implici schemes 
Explicit methods compute the new values from fluxes obtained from the previous 
timestep, whereas implicit methods compute the fluxes from the current (and un- 
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known) timestep. The simplest form of explicit methods, the Euler explicit method, can 
be written as: 
on+1 = on + T r i . n. w) ) + 0 (At) 
	
(B.6) 
This scheme is first order accurate in time. From a computational point of view, explicit 
schemes are the easiest approach, as the values at a time step n are already available 
and no iterative solvers are required. However, severe stability restrictions regarding 
the CFL number, the diffusion number and the Peclet number (introduced in Sec. 4.3) 
lead to requirements of small time steps and cell sizes, which ultimately increase the 
computational expense. 
Implicit methods compute the fluxes from the (unknown) current timestep. The sim-
ples form of an implicit scheme, the Euler implicit scheme, can be written as: 
ott-F1 = on + j e I .1 1\ ) + 0(At) 	 (B.7) 
Implicit methods have very low stability restrictions and are thus in general very ro-
bust. However, this has to be offset against the increase of computational cost, as the 
cell values of the new timestep n + 1 are not available and thus systems of equations 
have to be solved iteratively. 
Semi-implicit schemes combine fluxes from the previous timestep and the current one. 
The Crank-Nicholson scheme e.g. is a time-centred scheme, i.e. 
on+1 = 1 [1(cbn4-1)+f (011 )] + ( 9 ( At2 ) 
	
(B.8) 
Formally, this scheme is second order accurate in time and virtually neutral towards 
numerical diffusion (Wille (1997)). 
