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We study extremes of (generally) skewed stable processes. In particular we find the asymptotic 
behavior of the distribution function of the order statistics from a (dependent) stable sample. 
We give necessary conditions for a.s= baundedness of general stable processes. These conditions 
turn out to be sufficient when 0~ Q! c 1. Further, asymptotic lower bounds for the supremum and 
infimum distribution functions are given. Again, in the case O< ar c 1 those bounds are shown to 
give the exact asymptotic behavior of the supremum and infimum distribution functions. 
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I. Iatroduction 
Let T be an arbitrary parameter set. A real stochastic process {X(t), t E T} is said 
to be stable, if for any A > 0 and B > 0, and independent copies (X,(t), t E T} and 
{X2(f), t E T} of {X(t), t E T}, there are C > 0 and a function x: T+ R such that 
{C(AX,(t)+BX,(t))+x(t), tE T}z{X(t), tE T). 0.0 
It turns out that the constant C has always the form C = (A” + Ba)-I/Q for some 
0 < cy s 2, and the process {X(f), t E T} is called su-stable for the corresponding CK. 
If a! = 2, the process is called Gaussian, and if (Y = 1, the process is called Cauchy. 
The process (X( t j, t E T) is called strictly St&e if one can always choose x(t) = 0 
in (1.1). This process is called symmetric stable if {X(r), t E T} 4(-X( t), t E T]. 
Clearly any symmetric stable process is also strictly stable, but the converse is true 
only for err = 2, 
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In this paper we investigate xtrema of stable processes. After Section 2, which 
discusses certain basic properties of stable random variables, random integrals with 
respect o stable random measures, and integral representation of stable processes, 
we treat in Section 3 extremes of finite-dimensional stable vectors. We characterize 
the conditional probability that all the components of a stable vector are big, given . 
one of them is big, and then apply this result to obtain the tail behavior of the 
distributions of order statistics from a (dependent) stable sample. 
In Section 4 we consider stable processes defined on a countable set. Here we 
consider the tails of the distributions of the suprema nd infima of those processes 
along with conditions for a.s. boundedness. 
2. Stable variables, stable integrals and integral representation of stabIe processes 
Let Y=(Y,, Yz,..., Y,) be a stable vector in IIV, which means that Y, considered 
as a stochastic process on T = { 1,2, . . . , n}, satisfies condition (1 .l). It is well known 
that the characteristic function of Y is necessarily of the form 
E[exp i(8, Y)] = exp{ i(@, cc)- Is” I(@, s)(“r(ds)+ GM)} (2.1) 
foranyrealvector8=(0,,8,,... , On), where Q< Q! 6 2, it = (p,, pzp.. . , pn) is a 
real vector, r is a finite measure on the unit ball §a of R”, and 
c,w = 
tan(va /2) 
I 
I(@, s)l” sign((@, s))r(ds) if ac # 1,2, s 
(2/n) 1 (8, J, lni(e, s)lF(ds) ifa! = 1, (2 2) . 
%I 
!! ifar=2, 
see, for example, Kuelbs (1973). 
Conversely, any random vector with characteristic function of the form (2.1) is 
stable (more specifically, a-stable with the ar that appears in (2.1)). In particular, 
a one dimensional random variable Y is a-stable if and only if its characteristic 
function is of the form 
1 
+l”o”(l-iPtanysig@))+ipB, Q! f 1, 
ln{ E[exp( ieY)]} = 
-I@+ +i+$ign(8) ,,1,$ +i&J, 
(2.3) 
CR= 1, 
forsomeO<a!~2,a>O,~~~Gl,~real. 
function is given by (2.3) will be said to 
the noia;Eon Y - S&T, p, p). 
A random variable Y whose characteristic 
have &(a, /3, F) distribution. We will use 
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Remark 2.1. In the particular case 1 PI = 1, p = 0 the distribution &(a, p, 0) is said 
to be totally skewed (to the right if p = 1 and to the left if /3 = -1). If, in addition, 
0 < G! c 1, then Sa (0, 1,O) and S, (a, - 1,O) are concentrated on positive and negative 
parts of the real line, correspondingly. 
The tail behavior of S,(q & p) distributions is well known. 
Lemma 2.1. Let x be a random variable with the distribution S, (a, p, p ). Then 
where 
13-P lim h”P(X>h)=~aQ,,, 
A+oo 
1-P lim h”P(X < -A) =-j- oaca, 
h+oo 
(2.4) 
(2.5) 
(2 6) . 
Proof. See Feller (1966, Theorem XVII, 5.3) and also Weron (1984). 
The following result provides estimates that will be needed later. 
Lemma 2.2. Let X be a random variable with the distribution S,(q p, 0). 
(i) Suppose 1 < ar < 2. 7?re, there exists a positive constant a, independent ofj3 and 
a; such that P(X 2 0) Z= a. 
(ii) Suppose a = 1 and OS K jar some finite number K. Then there is a finite 
constant yK which depends only on K, and an absolute positive constant c such that 
P(Xz yK)Za. 
Proof. (i) By formula (8) of Bingham (1973, p. 279), 
P(XaO)=i+(lrcu)-‘tan-’ (btan~)~l-$>O. (2-v 
(ii) With Y1, Y2 i.i.d. S,( 1, 1,O) random variables we have 
x&(1+J3)/2]Y1 -~[(l-8)/2lY~+(ll~)[af(~)+2~crlna], (2.8) 
where 
f(~)=(1+/3)In[(l+j3)/2]-(l-P)In[(I--/U/2], -1cp4, ,f(-l)==f(l)=O. 
ii2.9) 
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It is easy to see that f is continuous on [-1, I], thus it is bounded. Let 
max-l,fiisr f(B) = -min-l+3S,f(8) = c cm, We conclude that 
YK := (I/n) o a Ffi B 1 kf~B)+w~~n~l 6s -ss 
3(1/7r)[-CK -2 sup al lna(]>-a. 
OCU6K 
The claim of the part (ii) now follows from (2.8) by taking u = 
P(Y+O)* P(Y*sO)>O. 
Let (S, 2, m) be a u-finite measure space and let /3 : S-, r-1, l] be a C-measurable 
function. Let 
&,={AcZ: m(A)<w}. 
An independently scattered u-additive set function M : Co+ L’(0) is called an 
cw-stable random measure if, for any A E X0, 
M(A) -. S, m(A)‘/3 m(A)-’ 
I 
B(s)m(ds), 0 l 
A 
The measure m is usually called the control measure of the random measure M. To 
the best of the author’s knowledge the function /3 has not yet acquired a special 
name, and we will call it the skewness intensity of the random measure M. This 
description of stable random measures in given in Theorem 2.1, Remark (ii) of 
Hardin (1984). In the same paper stochastic integrals with respect o stable random 
measures are defined. Although the original definition of Hardin is given for the 
case S c R, C = /3, the analogous definition in the general case is obvious. Hardin 
(1984) shows (Theorem 2.3) that integrals of the type 
r/= 
I 
f (s)M(ds) (2.10) 
S 
can be defined for any f~ L”( S, 2, m) if at # 1. These integrals are linear in f and 
If has a Sa(nf, &, 0) distribution with 
3 
I/a 
UJ = lf(s)l”m(ds) 9 (2.11) 
& = UT” I If WI” sign(f(s)MWm(ds). S (2.12) 
Moreover, the result of Hardin shows that two integrals If and Ig are independent 
if and only if f l g = 0 a.e. (m). 
In the case a - I, Hardin (1984) defines integrals of the type (2.10) under 
assumption ihst the measure m is finite. Th, fB.CVblw. :, y1 a +n+~a*a* +c Refined then for the functions 
belonging to a certain Orlicz space, Llog+L( m) which is defined as the collection 
of all measurable functions f: S -, R for which fs If (s)l[lnl f (s)f]+ m(ds) c 00, 
equipped with the norm 
If(s)/clClnif(s)lcll+ MW < 1 . 
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Here 
[’ l a +:= a ifaa0, 0 ifaC0. 
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The integrals (2.10) in the case ac = 1 are also linear in f, and the distribution of I/ 
is S,(u--, rs/, cc/), where of and & are iven by (2.11) and (2.12) accordingly with 
a=1 and 
(2.14) 
It turns out that we can drop the assumption that the measure I)I is finite, and also 
extend the definition of l-stable integral to all functions m 
I(mJ3):= L’(m)n Llog+ L(m@) 
where the measure mP on (S, 2) is defined by 
m@(A):= 
I 
lB(s)iMW, Ad. 
A 
The argument is standard. We first define the integral on the C-sets of a finite 
mB-measure, and then use a-finiteness of ms to define the integral on E by linearity. 
We are interested in integrals with respect to random stable measures because 
these integrals provide a very convenient way of representing and handling stable 
processes. 
Historically, Schilder (1970) was the first to prove a representation theorem of 
the kind 
for a-stable processes {X(t), t E T} with 0 < a! c 2. Schilder’s result 
then by Kuelbs (1973) and Hardin (1984) to the form given below. 
(2.15) 
was extended 
A process {X(t), t E T} defined on a topological space T is said to satisfy 
assumption S is there is a countable dense subset To of T such that every X(t) is 
a limit in probability of a sequence from the set of all finite linear combinations 
ZjajX( tj), $ E To. 
Thearem 2.1. Suppose that an cu-stable process {X(t), t E T) satisjes assumption S. 
(i) I$ {X(t), t E T) is symmetric, then there is a finite measure m on ([0, 11, 3) 
and a family of functions f ( t, l ) E L”(m), t E T, such that the representation (2.15) 
holds, where M is an a-stable random measure with control measure m and skewness 
intensity j3 = 0. 
(ii) If {X(t), t E T) is strict then there is a family of functions f ( t, l ) E L”(A ) 
(A is Lebesgue measure on ([0, 11, a)), t E r such that the representation (2.15) 
holds, where M is an cu-strtble random measure with corotrol measure A and skewness 
intensity j3 = 1. 
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Let {X(t), t E T} be an arbitrary a-stable process. It is well known that, unless 
a! = 1, there is a deterministic function p : T + R such that the process {X(t) - p(t), 
t E T} is strictly a-stable. 
Suppose that T is a countable set. Then Theorem 2.l(ii) together with the previous 
remark imply that 
{X(t), tE T}p fk sMW+dt), tc T (2.16) 
for some sequence of functions f (t, . ) E La (A), t E T and a sequence of real numbers 
p(t), t E T. Here M is an a-stable random measure on ([0, 11, @?) with control 
measure A and skewness intensity p = 1. 
IJnfortunately, a l-stable process cannot, in general, be made strict by shifting. 
Thus, Theorem 2.1 is insufficient to establish the representation (2.16) when a = 1. 
However, the following result can be obtained directly using a representation of 
the characteristic functions of stable probability measures on a separable Hilbert 
space. We omit the proof since it essentially repeats the steps of the proof of Theorem 
4.1 of Kuelbs (1973). 
Theorem 2.2. Let {X(t), t E T} be a l-stable process on a countable set T. Then there 
is a sequence oJfljunctions f(t, l ) E i iog’ i(A), t E T aira’ 4 sequence of real nurnters 
p(t), t E T such that the representation (2.16) holds. 
3. Extremes of stable vectors in 08” 
Let M be an a-stable random measure on a o-finite measure space (S, 2, m) with 
skewness intensity p. Let fi , fi, . . . , fn b e a sequence of functions which is assumed 
to belong either to L”(S, 2, m) if Q! # 1, or to I( m, /3) if cr = 1. Let pl, p2, . . . , p,, 
be arbitrary real numbers. Then 
Xi = 
I 
A(s)M(ds)+pi, i=l,2,...,n (3 1) . 
s 
is a stable vector in R”, and it follows from Theorems 2.1 and 2,2 that any stable 
vector in JR” can be represented in the form (3.1). 
Fix s E S. Consider two sequences of non-negative numbers, [A(s)]+, i = 1,2, . . l , n 
and [-A(s)]+, i = 1,2,, . . , n. Here again 
a ifaa0, 
0 ifa<O. 
Let [f(s)]~‘~if(s)]‘+2’~* l l >[f(s)]$? and [-f(s)]yb[-f(s)]?& l + 
[-.f(s)](+n’ denote the above sequence arranged in nonincreasing order. Define 
h+(k;sj:=[J”is)j~‘, srS, k=l,2 ,..., n, (3 2) . 
h-(k; s):=[-f(.q)]l_k), SE. S, ;I( = 1,2,. . . , n. (3 3) . 
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Because of their special importance in the sequel, h+( n; 0) and h_( n; 0) get shorter 
names. We put 
h+(s):= h+(n; s), YES, (3.4) 
h_(s):= h_(n; s), SES. (3.5) 
Our first result in this section describes the asymptotic probability that all the 
components of a stable vector are big given one of them is big. 
Theorem 3.1. Suppose that 
m{sES: fi(s)#O,fl(s)sign(f,(s))#-l}>Z (3.6) 
Then 
lim P(X,>A,...,X,>A)X,>A) 
h+oo 
= 
Is h+(s)“(l+P(s))m(ds)+I, h-Wa(l -p(s))m(ds) 
Is Ifi(s)lam(ds) +js I.fh)l” sign(fi(s))P(s)m(ds) l (3.7) 
The proof of this result is similar to that of Theorem 4.1 in Samorodnitsky (1987). 
We defer it to the end of this section. Our next result gives the asymptotic behavior 
of the distribution of the icth order statistic X!“!, ic = i,2, . . . , n from a jointly stable 
sample (X, , X2, . . . , Xn) given in the form (3.1). 
Theorem 3.2 
lim haP(Xtk)> A) =$ca 
[I 
h+(k; s)“(l +W))m(W 
A+ao S 
+ 1 
S 
R_(k; s)“(l -@(s))m(ds)] (3.8) 
lim AaP(Xqk)< -A) =fc, 
[I 
h+(n - k+ 1; s)“(l -p(s))m(ds) 
A+oc, S 
+ 
I 
h_(n --k+ 1; s)“(l +p(s))m(ds) 
S 1 
(3.9) 
foreach k=l,2,..., n. The constant c, is gii;en in (2.6). 
Proof. Combining Theorem 3.1 and Lemma 2.1 with (2.11)-(2.12) we immediately 
obtain (3.8) in the particular case k = n, or using the notation (3.4), we get 
lim A”P(X(“)> A) =fc, [I h+wawS~a+aw A--o S 
+ J h_(s)*(l -p(s))m(ds) . 1 (73.10) S 
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We use now the following version of the inclusion-exclusion formula. Let 
a19a2, . . . , a, be arbitrary real numbers. Let a(‘)a a(213 l l l 2 d”) denote the same 
numbers arranged in the nonincreasing order. Then 
(3.11) 
k=l,2,..., n. We conclude in particular that 
X c p(xi(l)> A, xi(2)> A, l l l 9 xi(j)> A)* (3.12) 
ISi(l)<i(2)<~~~<i(j)Sn 
For any 1 G i( 1) < i(2) c l l l < i(j) 6 n denote 
g+(i(l), i(2), . . . 9 i(j); d:= min [&&)I+, 
m= l,...,j 
g-4 i( 0, i(2), . l . , i(j); s) := min [-Jcm,(S)]+ l 
m= 1,. _j 
We obtain then by (3.10) and (3.12) that 
lim A”P(X’k’>A)= i (-ly-’ 
A-PC0 j=k 
X c lim A”P(Xi(l)> A, Xi(2)> A, . . . , Xi(j)> A) 
lSi(l)Ci(2)<..*Ci(j)Gn A+m 
. 
X c 4c, g+(i(l),i(2),...,i(j);s)" 
lSi(l)<i(2)<***Ci(j)Sn 
+ g_(i(l),i(2),... 
I 
9 i(j); s)“(l -P(shW s 1 
X c g+(W i(2), . . . 
lSi(l)Ci(2)<.**Ci(j)Sn 
3 i(i); sY=Yl +PWMW 
+ 
X c g_(i(l), i(2), . . . 1 
l~i(l)<i(2)C..*ti(j)<n 
,i(j);s)-(l-p(s))m!ds)J 
(3.13) 
and (3.8) follows now from (3.11) and (3.13). Finally (3.9) follows from (3.8) applied 
to the stable random vector -Xl, -X2,. . . , -X,. 
We turn now to the proof of Theorem 3.11. The proof is via sequence of lemmas 
in the spirit similar to that of the proof of Theorem 4.1 of Samorodnitslcy (1987). 
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Lemma 3.1. Let YI, Y2, . . . be independent a-stable rac;dom variables, yI. having 
& (o,, , fi,, , p,, ) distribution. Suppose that 
00 
C p, converges, 
?S=l 
(3.14) 
(3.15) 
and assume that there is a k such that u& + 0, Igk # 1. Let 
A,,(h):={Y,>A, Y,SAforallm#n} 
A*(A)= fi A,(h)‘. 
n=l 
Then 
Remark 
(3.16) 
~~$+*(n)~~~, y.>n)=O. (3.17) 
3.1. Clearly, conditions (3.14) and (3.15) are necessary and sufficient for 
a.s. convergence of the series Cz=, Y,. We note that necessary and sufficient condi- 
tions for a.s. absolute convergence of this series are 
iz IPI n <* 
??=I 
(3.18) 
and 
I 
00 
c O::CoO ifO<cu C 1, 
n=l 
P 
1 
f qJln~“I<~ ifcu=l, 
n=l 
(3.19) 
I co 
u u,coo if lCcuC2. 
n=l 
Proof. Clearly, only (3.16) needs to be pldved. To simplify notation we take n = 1 
in (3.16). If either q = 0 or /3, = - I, (3.16) trivially follows from Lemma 2.1; Suppose 
therefore that q > 0, PI > -1. Fix any S > 0. Then 
, (Y,>h(l+S)) (cz__, Y,,, > -AS, Y” 6 A, m S- 1) 
/ 
wc:F, Y, > A) 
. 
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Since the distribution of Cz=, Y, is 
we conclude using Lemma 2.1 that 
(3.20) 
We have 
lim P i Ym>-A& Y 
( 
,Gh,??2>1 
h+ao m=2 > 
“l-F% mE2P(Ym>A)m 
= 
(3.21) 
By the Three Series Theorem the sum in the right hand side of (3.21) is finite for 
any A, thus (3.21), bounded convergence and the fact that (3.20) is true for any 
6 > 0 imply that 
lim P A,(A) 
h+ao ( 
This proves (3.16). 
Lemma 3.2. Let ( Y?, YV’, . . . 9 Y’,“), j = 1,2, . . 5 9 he independent a-stable vectors 
in IR”. Suppose that the series 
xi = ; yi,“, i=l,2,...,n (3.22) 
j=l 
converge a.s. for each i = 1,2, . . . , n. Suppose also that lim,,, A “P( Xl > A) > 0. Then 
iiiii P(X2>Ay...yXn>AIX,>A) 
A-JO 
lim P(X2>Ay...yXn>AIX,>A) 
h+a, 
co 
2 CL_ 
im P(YI”>A, Y:“>A,..., Y!+A) 
-- . 
i=l A-+~ 
(3.23) 
(3.24) 
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Proof. For A > 0 define 
:= { Yiic’)) > A, i = 1,2, . . . , n, Vii)< A, j # j(i), i = 1,2,. . . , n}, 
j(l)=l,2 , . . . , . . . , j(ld) = l,S,. . . , 
Then by bounded convergence theorem 
lim P(X,>A,...,X,>AIX,>A) 
h+ao 
slim P(X,>A,... 
h+m 
,&>A, B*(A)lX,>A) 
+i 0.. f iiiii P(X,>A,... 
j(l)=1 j(n)=1 A+ao 
3 xn ’ A, Bj(l).j(2),...,j(n)(A) I xl ' A), 
(3.25) 
&n P(dX2>A,...,Xn>AlX+A) 
A-m0 
Him P(X,>A,..., x,>A, B*(A)lX,>A) 
h-m 
+ i . . . i lim P(X,>A,... 
j(l)=1 j(n)=1 G 
9 xn ’ A9 Bj(l),j(2)y..,j(n)(A) lxI’A)* 
(3.26) 
By Lemma 3.1 we have 
lim P(X,>A,... 
A-00 
,X,>A, B*(A)lX,>A)=0. 
Furthermore, for any choice of the multiple index (j(l), j(2), . . . , j( n)) such that 
j(i) #j(l) for some i = 2,. . = 9 n we have 
srm p( yy(‘))> A 
¶ 
y(jti)) 
A-00 
I >AIX,>A) 
~ lim P( Yc,ic’,)> A) l P( Y;j(‘b A) =. 
A-s* P(X,>A) 
by Lemma 2.1. Consequently, (3.25) and (3.26) are reduced to the following. 
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lim P(X2>A,...,X,>A(Xl>A) 
A+m 
s i lim P(Xz > A, l l l , Xn > A, Bj,j,...,j(A I I XI > A ), 
j=l A+OO 
.l& p(X*>A,...,X,>AlX*>A) 
A-00 
> i lim P(Xz> A, l l l , Xn> A, Bj,j,...,j(A)lX,> A)* 
j=l ~42 
(3.27) 
(3.28) 
Foranyj=1,2,...wehave 
Slim P(Y+A, Y(zi)>h,..., Y+AIX,>A) 
A+30 
diiii 
P(YI”>A, kr(2i)>A,..., YSi”>A) 
. (3.29) 
A+oo P(&>A) 
Together with (3.27) this proves (3.23). To prove (3.24) note that for any 6 > 0 
,l& P(Xz > A, . l . , Xm > A, Bj,j ,..., j(A) I X1 > A) 
A+_ 
lim 
1 
f(Y%A(l+8) 
G P(x,>A) ’ 9 
i=l 2 9 9.-*9 n, CkZj yIk’ 
a-AS,i=l,2 ,..., n, ~k~~A,kfXi=P.2r.~~.n) 
=l& 
P(Y+A(l+S), Y’,“>A(l+b),..., Y’,“>A(l+6)) 
A-0 PWPA) 
xFm_P C Y~k)~-A$i=1,2 ,..., n, Yik)dA,k#j,i=1,2, . . . . n . 
-B k#j > 
(3.30) 
BY monotone convergence theorem we conclude that the second Jimit in the fight 
hand side of (3.30) is equal to 1. Moreover, by Lemma 2.1, 
lim P(Y’,“>R(l+S), Y$bA(l+S),..., Y’,“>h(l+S)) 
A+00 fY&=) 
=(l+s)-” &xJ 
P(Y’,“>A, v:)>A,..., y’,“>hA) 
A+JO P(X,>A) 
. 
Consequently, 
lim P(;U, > A, l . . , Xn > A, Bj,j ,.,., j(A) I Xl > A) 
A-00 
a(l+S)-V& 
P(Y:“>A, Y;bA,..., Y’,“>A) 
A-53 --F&A) 
and, since it is true for any S > 0, (3.28) implies (3.24). 
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Lemma 3.3. In addition to the assumptions of Theorem 3.1, assume that n = 2, that 
the measure m is jinite and that thcve is a Z-set, A, of m-measure z ro and a positive 
number 6 such that for any s E AC, f,(s) Z= 0, f2(s) s -9. Then 
lim P(X$A)X,>A)=O. A+oo 
Proof. Using (2.11), (2.12) an 
S,(C~, /3i, pi), i = 1,2, where 
we conclude that the distribution of Xi is 
a 
Qi = I IJ(s)l”m(ds), i = 1,2, S
B --(I 
.=o. 1 I bi(s)l” sign(~WMSMds), 
(3.31) 
i=l,2, (3.32) 
ifat=l, 
(3.33) 
if cr# 1, 
i = 1,2. The assumption (3.6) implies that (ark >0, & > -1. For N 3 1 we define a 
partition of the set A” as follows. Let 
A(kl, k,):={sEAC: k,O/N~f,(s)<(k,+l)O/N, k#/N+fi(s) 
c(k,+l)e/N}, k,a N, K+N 
Let 
Xi(kl, kz):= 
I 
sf;(s)l(s~A(kl, k,))M(ds), i=l,2, QN, k+N. 
It follows from the properties of stable integrals mentioned in Section 2 and from 
Remark 3.1 that the double array (X,( kl , k2), X2( kl , kZ)) consists of independent 
a-stable vectors in R*, and that 
w* 9 X2) 9 : i XAh, k2), i’ i X2W,, Jc2) 
k,=N k2=N k,=N k2=N > 
(3.34) 
in the sense that for each fixed order of summation the double sums in the right 
hand side of (3.34) converge with probability one, and the joint distributions of 
both sides of (3.34) coincide. By Lemma 3.2 we have 
Eiii P(X,>hlX,>h)6 
B(X,(kI , k2) > A, X2& 9 k2) ’ A) 
Aem k,=N k2=N A+* I’(& > A) -* 
(3.35) 
Since, for any s E A( kl , k2), 
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we conclude by (3.31), (3.32) and Lemma 2.1 that 
jr-& PWkl , M ’ A, XAkl , M > A 1 
A-00 PWl>Q 
(3.36) 
<28”N-” max(ky, kF)m(A(kl, kz)) 
- (k, + k*)“(l +I%) Is Ihwmw 
2 ea mw, 9 w 
sm ’ N” l Is Ifi(s)l”m(ds)’ 
We conclude, by (3.35) and (3.36), that 
2 8” 
iiiil P(X*>AIX,>A)S-•--e 4s) h-m 1 +I% N” Is lfiwlmww’ 
Since N can be taken arbitrarily large, the proof of the lemma is completed. 
Lemma 3.4. In Lemma 3.3 assume now that 0 = 0, and the measure m does not have 
to be jinite any longer. Then the conclusion ofLemma 3.3 remains in force. 
Proof. Let 
A(n, k):=(sEA’: I/n==fi(s)<I/(n-I), llksf,(s)<ll(k-l)}, 
nH, kal. Define 
Xi(n, k):= 
J 
A(s)I(sE A(n, k))M(ds), i = 1,2, n 2 1, ka 1. 
S 
By Lemma 3.2 we have 
i6 P(X,>AIX,>A)S f i % P(&(n, WA, Xzb, WA) h+oo n=l k=l A-NO P(X,>A) ’ 
(3.37) 
Fornal, kal let mnVk be the restriction of m to A( n, k). Then the joint distribution 
of the random vector 
ii(n, k) := 
J 
jXs?M,,&is), i = 1,2, 
S 
W 0 is an a-stable random measure on (S, 2) with finite control measure mn,k and 
skewness intensity p) coincides with the joint distribution of the random vector 
(n, k)). Thea Lemma 3.5 implies that all the Limits in the double sum 
in (3.37) are equal to zero, This proves the lemma. 
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Lemma 3.5. In addition to the assumptions of Theorem 3.1 assume that there is a 
Z-set, A, of m-measure zero, such that for any s E A” f,( s) 2 0 and min(f,( s), . . . , 
f”(s)) S 0. Then 
lim P(X+h,..., 
h+a, 
x”>h(x+h)=o. 
Proof. Let Ci:={s~/I’: J(s)~O,J(s))O,j=2 ,..., i-l}, i=2 ,..., n. Then the 
sets &,..., C, partition A”. 
gj) := 
I 
J(s)I(sE C)M(ds), i= 1,2,.. ., y i--2,.. ., n, 
S 
we conclude, by Lemma 3.2, 
lim P(X,>A,...,X,>AlX,>A) A-00 
n 
s Cl Xii 
P(Yl”>A 9 Y$bA,..., Y%A) n 
fw,=) 
. 
j=2 h-a 
(3.38) 
Lemma 3.4 implies that every limit in the right hand side of (3.38) is equal to zero. 
This proves the lemma. 
lim P(X,>A,..., A+00 Xn>AjX,>A)=l. 
Proof. Let XT :=Xi-X,, i=2,..., n. For any S > 0 we have by Lemma 2.1 
lim P(X,>A,...,Xn>AIX,>A) 
h+oo 
Him P(X,>A(l+S),X,*~-A6,...,X~~-A6IX+A) 
A+00 
(3.39) 
By Lemma 3.4 each limit in the right hand side of (3.39) is equal to zero. Then 
lim P(X$A,..., Xn>AIX,>A)E(l+S)-*, 
A+00 
and, since S can be taken as small as we please, the claim of the lemma follows. 
roe be a C-set. ote that multiplying simultaneously the 
functions p(s), h(s), s . . , t f (s), s E A, by -1 does not change the joint distribution n 
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of the random vector (X, , X2, . . . 9 X”). We may and will therefore assume that 
9;(s) > 0 for each s. The claim of the theorem is reduced then to 
lim P(X,>A,...,X,>A)X,>h)= 
fs h+(s)“0 +P(s))m(ds) 
A+00 j&(s)“(l +p(s))m(ds) l (3*40) 
Define 
B,:= {s E s: f*(s) =o}, 
B,:=(s~S:fi(s)>O,min(fi(s),. . . ._f,(s))sO}, 
These four sets constitute a partition of S. Let 
y(i) := 
1 
J 
J(s)I(sE Bj)M(ds), i= 1,2,. . . , n, j=O, 1,2,3. 
S 
Then, by Lemma 3.2, 
lim P(X,>h,...,X,>hIX,>h) 
A+oo 
3 
Cl im 
p(Ys”>A 9 Y:“>A,..., Y”‘>A) n = 
i=l A+- P(&>U 
(3.41) 
provided all three limits in the right hand side of (3.41) exist. We will prove that 
for any j=l,2,3 
lim 
P(Y$bA Y:j’>A 9 ,..., Y’,“‘>A) 
A-m PW,=) 
fs hS_“(s)“(l +P(~))m(ds) 
= fs.tXs)“o +BidHW ’ (3.42) 
where 
h y’( s) := min [J(s)~(s E Bj)]+, j = 1,2,3. i= 1,2,...,n 
In that case (3.41) and (3.42) would imply (3.40). Note that if for some j = 1,2,3 
I 
sfi(s)ffI(se Bj)(l+P(s))m(ds)=O (3.43) 
then Lemma 2.1 implies that for this particular j both sides of (3.42) are equal to 
zero. We will assume therefore that the integral (3.43) is positive for each j = 1) 2,3. 
By the definition h’:‘(s) = 0, so the right hand side of (3.42) is zero when j = 1. 
It is easy to see that in that case the limit in the left hand side of (3.42) exists and 
is qua1 to zero as well. This follows from Lemma 3.5. This proves (3.42) in the 
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case j = 1. Consider now the case j = 3. By the definition h?)(s) =f&)l(s E B3). 
Then the expression in the right hand side of (3.42) takes the form 
Isfi(s)Pr(sEB,)(l+P(s))m(ds) 
Is_fx~)"(l+m~)mw~) 
while the left hand side of (3.42) is equal to the same vahte by 
3.6. It remains therefore to prove (3.42) in the case j = 2. Define 
Bz( i) := s E B,:A(s) = j=yp “$(swj_,yin A(s) 9 
3 v.., - , ,...,i-1 
Lemmas 2.1 and 
i=2 , . . . , n. Then the sets B,(2), c . . , B2(n) are disjol_ ‘, cover B2, and on &(i), 
O<J(s)S$(s) for all j= 1,2,. . . , n. Let 
P(k) := 
i 
I 
/(s)I(s~ B,(k))M(ds), i= 1,2,. . . , n, k=2,. . . , n. 
Arguing as above we get 
lim 
P(P’,k’>A, ?$)>A,..., P:‘=) 
h+ao P( Y’:‘> A) 
=.b(s)aI(s E B,(k))0 +kW)mW 
!&da& E &)(l +P(s))m(ds) ’ 
(3.44) 
k=2 9aSo9 n. Now Lemma 3.2 implies (3.42) in the case j = 2. This completes the 
proof of the theorem. 
4. Stable processes m countable sets - Conditions for boundedness and high 
excursions 
Stable processes considered in this section are given in the form 
Xi = 
I 
J(s)M(ds)+p,, i = 1,2,. . . , (4.1) 
s 
where, as in Section 3, M is an a-stable measure on a c-finite measure space 
(S, 2, m) with skewness intensity /3, {J}z l is a sequence from L”(S, II, m) if cy Z 1 
or from I(m, p) if a = 1, and {pi};1 is a sequence of reals. 
We will find conditions for a.s. boundedness of this process and will study the 
asymptotic behavior of the distribution functions of supi= 1Xi and infi,, . Knowing 
those properties of stable processes ~fi--r A” flAuntable sets we would be able to UCIaaLaVU V.. Y” 
handle processes defined on more general sets. The point is that in order to make 
supbE TX(t) a well defined random variable, one usually considers a separable 
version of the process, which reduces, in effect, the parameter set to its certain 
countable subset. eorem 6.1 of Samoro 
to the nonsymmetric case. 
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Theorem 4.1. Suppose the process {Xi, i 2 1) is given by (4.1). Then (i) 
@ A”P SUP Xi> A 
A+ao ( i= 1,2,... > 
Z&# g+(da(l+B(d)m(dd+ I g-(s)“0 +(s))m(ds) , s 1 
lim h”P inf Xi < -A 
h+oo ( i=l,2,... > 
a+ca [I sg+(s)“(l-B(s)Mds)+ I g-(s)“(l+p(s))m(ds) , S 1 
where 
g+(s) := SUP IAWl+, s E s, 
i = 1,2,... 
g-(s) := sup I-_m)l+, s E s. 
i=1,2,... 
(ii) IfO<ar<l and SUpi~~~iC~ then 
iimh”P 
A+00 ( 
SUP Xi>A 
i=1,2,... > 
=Z a ‘c [I g+(s)“(l +B(s))m(ds)+ S I g-(s)“(l -P(s))m(ds) . S 1 
If O<aCl and infiz.pI>-m, thepa 
lim A”P inf Xi <-A A+oo ( i=1,2,... > 
=Z a ‘c 
[I 
g+b)“U -P(d)mW)+ g-(s)“(l +p(s))m(ds) . 
S I S 3 
The constant c, is given in (2.6). 
Proof. (i) For each n = 1,2,. . . define 
gY%) := l5~n [fhil+, s E S, -. 
g?(s):= max [-A(s)]+, SES. 
lsisn 
Then by Theorem 3.2, for each fixed n = 1,2,. . . we obtain 
lim h”P sup Xph 
A+Jo ( i = 1,2,... > 
2 lim A”P / 
A--o \ 
max Xi>A 
i= 1,2,...,n 
(4.2) 
(43) . 
(4 4) . 
(4.9 
(4.6) 
(4-V 
==+C, gYWa(l -@(s))m(ds)+ g%)“(l -p(s))m(ds) . 1 
G. Samorodnitsky / Stable processes 35 
Since this holds for any n = 1,2, l l . , (4.2) follows by monotone convergence 
theorem. The assertion (4.3) follows now by (4.2) applied to the a-stable process 
(-Xi, i = 1,2, . . .). 
(ii) We prove (4.6) first. We may and will assume here, without loss of generality, 
thatpi=Oforeachi=1,2,.... Moreover, in view of (4.2) it is enough to prove that 
1 
sg!, [I g+(s)“(I+P(s))m(ds)+ s J g-(s)“(l -p(s))m(ds) . (4.8) s 1 
If either one of the two integrals in the right hand side of (4.8) is infinite, then there 
is nothing to prove. Assume therefore that 
J g+(s)“(l +p(s))m(ds) < 00, (4.9) S 
J g-(s)“(l-P(s))m(ds)coo. S (4.10) 
Let K, and K2 be independent a-stable random measures on the same a-infinite 
measure space (S, C, m) with skewness intensities /3 = 1. Let 
W;: := 
J 
/(s)(l +p(s))““Kl(ds), i = 1,2,. . . , 
zi:= J fi’(s)(l -p(s))‘/“K,(ds), i = 1,2,. . . . S 
Then{Wi,i=l,2 ,... }and{Z,,i=l,2 ,... } are two independent a-stable processes. 
A direct computation of the joint characteristic functions shows that 
{2-““( & -Zi), i = 1,2,. . .} 9 (Xi, i = 1,2,. . .}. 
Thus 
Sp ( SUP Wi+SUp('-Zi)>2""A l ial izl > 
Let 
w* := J g+(s)(l+P(s))""K,(ds), S 
(4.11) 
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By the assumptions (4.9) and (4.10) we conclude that Wit and Z* are well defined 
a-stable random variables. They are also independent and a.s. positive (see Remark 
2.1). Note that for each i = 1,2, . . . , each s E S, g+(s) -J(s) 2 0. Consequently, for 
each i=l,2,... 
W*- Wi= I (g+(s)-j&))(l+P(s))““K,(ds)~O a.s. S
We conclude that 
IQ asup Wi a.s. 
iZ=l 
The same argument shows that 
Z* 2 SUP (-Zi) a.s. 
i*l 
(4.12) 
(4.13) 
as well. It follows from (4.11).(4.13) that 
=fCa [ 1 
S 
g+(S)“(l+B(s))~(ds)+I 
S 
g-( )“(l +(s))m(d )] 
by independence of W* and Z* and by Lemma 2.1. This proves (4.6). The assertion 
(4.7) follows now by applying (4.6) to the a-stable process {-Xi, i = 1,2, . . .}. 
We now turn to the problem of a.s. boundedness of the process (4.1). 
Theorem 4.2. (i) The following are necessary for the cu-stable process (4.1) io be a.s. 
bounded : 
(4.14) 
wherefQ) := SGPial IA(s s E S, and 
SUP i/&ii COO ifar # 1 (4.15) 
i21 
SUP IPi-(2/q) 1 J(S) lnlji(T)i,R(s)m(ds)I COO $a = 1. 
i21 S 
(4.16) 
(ii) IfO< a c 1, then theconditions ~4.14)~(4.15) area1sosuflcientfora.s. bounded- 
ness of the process (4.1). 
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f. (i) If the process (4.1) is a.s. gounded, then by the general result of de Acosta 
(1977) it follows that 
By Theorem 4.1(i) this implies that the expressions in the right hand sides of (4.2) 
and (4.3) must be fink Summing those two expressions we conclude that 
a 
J s Ig+(da + g-W”lmW c 00. (4.17) 
The necessity of (4.14) follows now from (4.17) and the rbllowing obvious relation. 
max(g+Wa, g--W”) =fWa s g+(s)” +g-(da. (4.18) 
We prove now t5e necessity of (4.15) in the case 1 c cy < 2. Suppose that (4.15) does 
not hold. We may assume without loss of generality that supi=I,2,___ pi =00. Fix any 
A > 0. By our assumption there is an i(A) such that pi(A) > A. Then by Lemma 2.2(i) 
P SUP Xi>A 
> 
2 P(Xi(A>>A)~P(Xi(h,-~i(A)~O)scr 
i=1,2,... 
for some positive a that does not depend on A. Then P(SUpi=I,2,... Xi = 00) 2 a so by 
the zero-one law (see Dudfey and Kanter (1974)), P(SUpi=,,2,.__ IXil = 00) = 1 and the 
process is a.s. unbounded. Next we prove the necessity of the condition (4.16) in 
the case Q! = 1. Let K = I#(s)m(ds). Since we have already proved the necessity 
of the condition (4.14), we may assume that K <a. Denote 
Ai:=pi-(2/m) 
I 
_&(~)lnlJ(s)l~(s)m(ds), i=l,2,. . . 
S 
and let 
Zi:=Xi-Ai, i=l,2,.... (4.19) 
We conclude by (2.11), (2.12) and (2.14) that Zi has an Sl(ui, pi, 0) distribution, 
i = 1,2, . . . , where 
Ui = I JJ(s)(m(ds), i = 1,2,. . . , s 
P 
.= -’ 8 Oi 
I 
J(s)p(s)m(ds), i = 1,2,. . . . 
S 
Clearly, Vi G K for each i = B,2, . . . . Suppose that supi= 1
assume, without loss of generality, that supi= 1,2,.., Ai = 00. 
3 finite constant yK such that, for each i = 1,2, . . . , 
.f I (v3 before we 
mma ii) there is 
(4.20) 
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for a certain positive a that does not depend on i. Fix any A > 0. By our assumption 
there is an i(A) such that Ai( A - y& Then by (4.20) 
As before, by the zero-one law we conclude that the process {Xi, i = 1,2, . . .} is as. 
unbounded. To complete the proof of the part (i) of the theorem we have to prove 
the necessity of (4.15) in the case 0 c cy c 1. We defer this task until after we prove 
the part (ii) of the theorem. 
(ii) By the part (ii) of Theorem 4.1 we conclude that 
p(s)"m(ds) COO. (4.21) 
Thus the process {Xi, i = 1,2, . . .} is as. bounded. We complete now the proof 
of the part (i). Suppose that 0 c cy < 1 and that the condition (4.15) does not hold. 
Since the necessity of the condition (4.14) has already been proved, we assume that 
this condition is satisfied. Then by the part (ii) of this theorem the process 
is a.s. bounded. Consequently {Xi, i = 1,2, . . .} can be represented as a sum of an 
a.s. bounded process and an unbounded sequence. This proves that the process {Xi, 
i=l,2,...} l 2 If IS 1se a.s. unbounded. This completers the proof of the theorem. 
It should be mentioned that, in general, the conditions (4.14), (4.15) if 1 c Q! c 2 
and (4.14), (4.16) if QI = 1 are not sufficient for a.s. boundedness of the process (4.13, 
as follows from Example 6.1 of Samorodnitsky (1987). The above example shows 
also that, in general, the second part of Theorem 4.1 (or its obvious modification 
if ac = 1) is false when ~11 3 1. It is a conjecture of the author that the second part 
of Theorem 4.1 is still true even if ar 2 1, if the process (4.1) is a.s. bounded. 
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