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Abstract
The effects of the generalized uncertainty principle (GUP) on the low-energy
stationary states of a particle moving in a cavity with no sharp boundaries are
determined by means of the perturbation expansion in the framework of one-
dimensional bandlimited quantum mechanics. A realization of GUP resulting
in the existence of a finite ultraviolet (UV) wave-vector cutoff ∼K ℓ1 P (with
the Planck length ℓP) is considered. The cavity of the size ≫ℓ ℓP is repre-
sented by an infinitely deep trapezoid-well potential with boundaries smeared
out in a range R satisfying the inequalities ≫ ≳ℓ R ℓP. In order to determine
the energy shifts of the low-lying stationary states, the usual perturbation
expansion is reformulated in a manner that enables one to treat consistently
order-by-order the direct and indirect GUP effects, i.e., those due to the
modification of the Hamiltonian and the lack of the UV modes, respectively. It
is shown that the leading terms of the indirect and the direct GUP effects are of
the first and second order, respectively, in the small parameter ℓ ℓP in
agreement with our previous finding in a more naive approach Sailer et al
(2013 Phys. Rev. D 87 084056).
Keywords: generalized uncertainty principle, bandlimited quantum mechanics,
minimal length uncertainty
1. Introduction
Here our goal is to determine the stationary states of a particle in a cavity in the framework of
the one-dimensional bandlimited quantum mechanics. This issue is a reconsideration of the
‘particle in the box’ problem, but now we remove the sharp boundaries of the cavity describing
it by a trapezoid-well potential of infinite depth. It is well-known that generalized uncertainty
principle (GUP) induces a modification of the kinetic energy operator and that results in the
shift of the energy spectrum of the particle in the cavity, that we call direct GUP effect. In the
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case of bandlimited quantum mechanics, considered by us in the present paper, a version of
GUP is discussed that provides a finite wave-vector cutoff K and the latter may lead to an
additional effect on the spectrum, called here indirect GUP effect. Now we implement the
nondegenerate stationary perturbation expansion in a manner that enables us to distinguish of
the various orders of both the direct and indirect GUP effects. As a result we recover our basic
finding in [1] in a more reliable framework, namely, that the indirect GUP effect is much more
important than the direct GUP effect as to the energy shifts of the low-lying stationary states.
In the last two decades there has been a continuous interest in effective quantum
mechanics based on GUP [2–9], the various modifications of Heisenberg’s uncertainty
principle, that is motivated by theoretical indications [10–13] pointing towards the con-
sequences quantum gravity may have on the behaviour of low-energy quantum systems.
Among the various realizations of GUP there is a class when the deformation of the com-
mutator relation for the operators of the coordinate xˆ and the canonical momentum pˆx depends
only on the canonical momentum
α= ℏ ( )x p f pˆ, ˆ i ˆ (1)x x⎡⎣ ⎤⎦
with the deformation function ∣ ∣f u( ), where α=u px and α = ℏ a( ) with some minimal
length scale a, a kind of the quantum of distance. Here we shall use the wide-spread
conjecture that a is equal to the Planck length = ≈ × −a ℓ 1.616 10P 35 m, although an
unquestionable proof for that does not exist [8]. Therefore there is an alternative view point
that the minimal length scale a must be determined from experimental data and various upper
bounds on it have been given [14–23]. In the present paper we shall restrict ourselves to the
particular form of the deformation function α= +f p1 x2 2 for which there exists a minimal
wavelength, i.e., a maximal magnitude π=K a of the wave vector, but the canonical
momentum α α= ℏ−p ktan ( )x x1 can take arbitrarily large values [24, 25]. Then the physical
states are restricted to those of finite bandwidth, i.e., the wave-vector operator
α α= ℏ −k pˆ ( ) arctan ( ˆ )x x1 can only take eigenvalues in the interval −K K[ , ].
In the present paper we shall replace the infinitely deep square-well potential, generally
used in the discussions of the ‘particle in the box’ problem, with a potential with smeared out
boundaries. It was noticed already in studies of the Casimir effect with the existence of the
minimal length [26] and later in connection with a particle in a one-dimensional box [27] that
the usage of sharp boundaries is in contradiction with the existence of the minimal length
scale a in bandlimited quantum mechanics. Space has particular features in one-dimensional
bandlimited quantum mechanics [28]. Although the wave-vector and the canonical
momentum operators are self-adjoint, the coordinate operator xˆ is only Hermitian symmetric.
It has, however, a one-parameter family of self-adjoint extensions with eigenvalues deter-
mining a grid with equidistant spacing on the coordinate axis, defining a minimal length scale
a, while the grids belonging to the various extensions can be continuously shifted into each
other. This is a sign that positions can only be observed with a maximal precision Δ ≈x amin ,
while momenta can be measured with arbitrary accuracy [6, 24, 29–34]. There exist formal
coordinate eigenstates, representing the eigenvectors of any of the self-adjoint extensions of
the coordinate operator, but those cannot be approximated now by a sequence of physical
states with uncertainties in position decreasing to zero [24]. Nevertheless, they form an
appropriate basis to decompose any physical state into a linear superposition of coordinate
eigenstates. In our previous paper [1] we discussed in detail that such a decomposition of any
physical state corresponds to the generalization of Shannon’s sampling theorem [35]. In
bandlimited quantum mechanics the coordinate space turns out to exhibit features of dis-
creteness [36] and continuity at the same time like information does [37–43]. The main idea is
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that space can be thought of a differentiable manifold, but the physical degrees of freedom
cannot fill it in arbitrarily dense manner. It has also been conjectured that degrees of freedom
corresponding to structures smaller than the resolvable Planck scale turn into internal degrees
of freedom [44–47]. The square-integrable coordinate wavefunctions do not have the usual
probabilistic meaning, yet provide useful tools to characterize the quantum states of the
particle which can then be analyzed e.g. in terms of maximally localized states [29–32].
Keeping in mind the above described structure of space, now we choose an infinitely
deep trapezoid-well potential to model the cavity. Then the boundaries of the cavity are
smeared out in intervals of the size R2 , where R is much less than the size ℓ of the cavity. It is
assumed that the inaccuracy∼R of the determination of the positions of the boundaries should
be of the order of the minimal length scale if that inaccuracy is caused solely by the space
structure at the Planckian length scale. In other terms it is assumed that no many-body physics
of the medium surrounding the cavity can provide boundaries more sharp than it is allowed by
the existence of the minimal length scale. In realistic cases, when the cavity is physically
prepared in a medium and is of the size on nanoscales, the unsharpness of its boundaries is
basicly determined by some interactions of range much larger than the Planck scale, but even
then can hold the inequality ≪R ℓ. The result obtained below shall be valid for any values of
the parameter R for which the inequalities ≫ ≳ℓ R a hold. The grid of the coordinate
eigenvalues seems to dictate that the distances ℓ and R have to be considered as integer times
the spacing a.
In order to determine the low-energy spectrum of the particle in the cavity we shall solve
the Schrödinger equation for the coordinate wavefunctions in the case when GUP implies
finite bandwidth. It is well-known that GUP directly affects the Hamiltonian through the
modification of the canonical momentum and that of the kinetic energy operator
− ℏp m k m( ˆ 2 ) ( ˆ 2 )x x2 2
2
which can be expanded—when low-energy states are considered—
in the powers of the small parameter α ∼k a ℓ where k is the characteristic wave vector of the
given stationary state. This direct GUP effect has been treated in the framework of the
perturbation expansion using the coordinate representation and discussed in detail for various
quantum systems (see [25, 48–72] without the quest of completeness), among others for the
particle in a box [48, 49, 55, 56, 59, 65, 66, 71, 72]. In that connection it was discussed the
problem of prescribing boundary conditions [73, 74] and the existence of the self-adjoint
extensions of various forms of the GUP modified Hamiltonian [75]. Generally the pertur-
bative discussions of the various low-energy quantum systems were performed either for
realizations of GUP when no wave-vector cutoff K occurs or with the neglection of the
indirect GUP effect caused by such an ultraviolet (UV) wave-vector cutoff. One were inclined
to think that the existence of a very high UV cutoff, π∼ ∼K a 1035 m−1 has negligible effect
on the low-energy states of the quantum system. Nevertheless, in our previous paper [1] it
was shown on the example of the ‘particle in the box’ problem that the indirect GUP effect
may be even much more important than the direct GUP effect is. The energy shifts of the low-
energy stationary states of a particle in the infinitely deep square-well potential were deter-
mined in the framework of the bandlimited quantum mechanics considering the latter as an
effective theory in which no quantum fluctuations of wavelength smaller than those of the
order of the minimal length are possible, i.e., in which the coordinate wavefunctions should
not contain Fourier components with wave vectors outside of the finite band ∈ −k K K[ , ]x . In
order to built in this restriction into the Schrödinger equation we developed a projection
technique that essentially means that the wavefunctions and the operators are projected by
means of the projector Πˆ onto the bandlimited subspace of the Hilbert space. We have seen
that in the case of the stationary states of the particle in the box, i.e., in a square-well potential
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of infinite depth the indirect GUP effect resulting form the existence of the finite bandwidth is
an effect of the first order, while for a nonrelativistic particle the direct GUP effect is an effect
of the second order in the small parameter a ℓ . Motivated by this finding we shall develop
here a perturbation expansion up to the second order making the working hypothesis that the
indirect and the direct GUP effects are of the first and second orders, respectively. We shall
show that the consistent separation of the various orders in the small parameter a ℓ becomes
possible in the case of infinitely deep trapezoid-well potential that justifies a posteriori our
working hypothesis. In this manner we can confirm our previous result in a more reliable
framework.
A similar result, but in somewhat other terms was found for the particle in a box in [27]
where it was realized that the model with precisely given box size ℓ is ill-defined in the sense
that a change of the box size of the order ℓP, i.e., that of the maximal accuracy Δxmin of the
position determination causes an energy shift of the order  ( )ℓ ℓP as compared to the direct
GUP effect of the order  ( )ℓ ℓ( )P 2 . Here we improve our previous approach to the ‘particle
in box’ problem in [1] by (i) replacing the box, the infinitely deep square-well potential with
sharp boundaries by an infinitely deep trapezoid-well potential with smeared out boundaries
(ii) and by an order-by-order consistent usage of the perturbation expansion. The main
message, the dominance of the indirect GUP effect over the direct one has been recovered.
The sharp boundaries of the box potential caused periodic dependence of the relative energy
shifts of the low-energy stationary states on the ratio ℓ a [1]. Now we shall see that a similar
periodic dependence on the ratio −ℓ R a( 2 ) remains still present after the smearing out the
boundaries of the cavity in the range R2 when the trapezoid-well potential is used, since the
‘effective length’ of the cavity equals now to −ℓ R2 .
Our paper is constructed as follows. In section 2 the perturbation Hamiltonian and the
usage of the nondegenerate stationary perturbation expansion are given. In section 3 we apply
the perturbation expansion to the determination of the stationary states of the particle in the
cavity modelled by an infinitely deep trapezoid-well potential and discuss the results obtained
for the relative energy shifts of the low-energy states due to the GUP effect. A short summary
is given in section 4. In appendix A the unperturbed Schrödinger equation is solved for the
particle in the trapezoid-well potential keeping the depth of the potential finite but much
larger than the particle’s energy. A reminder for the derivation of the explicit formulas of the
nondegenerate stationary perturbation expansion is given in appendix B for the case when the
perturbation Hamiltonian itself consists of various order terms. Finally, the evaluation and
estimation of the matrix elements of the various terms of the perturbation Hamiltonian are
given in appendix C.
2. Perturbation expansion
We describe the cavity by the trapezoid-well potential parametrized as
=
+ ⩽
+ − − ⩽ < +
⩽ < −
∞
V x
V
ℓ R x
R x ℓ
R
ℓ R x ℓ R
x ℓ R
( )
1 for ( 2) ,
( 2)
2
for ( 2) ( 2) ,
0 for 0 ( 2) .
(2)
t
⎧
⎨
⎪⎪
⎩
⎪⎪
The potential Vt(x) is symmetric, = −V x V x( ) ( )t t , takes the constant value ∞V asymptotically
far away from the origin, and decreases to and increases from zero linearly at the boundaries
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of the cavity at = −x ℓ 2 and ℓ 2, respectively, in an interval of the length ≪R ℓ2 . In this
way the boundaries of the cavity are smeared out on a distance R2 . In the limit → ∞∞V the
potential becomes infinitely deep and formally it goes over into a square-well potential of the
size −ℓ R2 . The limit is, however, not smooth, because for any finite but large values of ∞V
the boundary regions of the potential-well still keep their size. Therefore, the quantum
mechanical expectation values of some observables of the particle in stationary states may
become different for an infinitely deep trapezoid-well potential and for an infinitely deep
square-well potential. We shall perform the calculations for a trapezoid-well potential with
finite but large values of ∞V and take the limit → ∞∞V when the energy eigenvalues have
already been evaluated. We shall see that the results obtained for the relative energy shifts of
the stationary states differ somewhat from those obtained in our previous work [1]. One has to
notice that a potential imitating a cavity of the size ≈ℓ with obscure boundaries can be chosen
in infinitely many ways. Our choice is simple enough enabling us to find analytic solution of
the unperturbed Schrödinger equation.
In the bandlimited quantum mechanics the stationary Schrödinger-equation
ψ ε ψ=ν ν νHˆ (3)
for the particle of mass m in the cavity represented by the trapezoid-well potential (2) is given
in terms of the Hamiltonian with the kernel
= +Π ΠH x y T x y V x y( , ) ( , ) ( , ), (4)
where
∫ Π αα Π= −
− ℏ∂
−Π
−∞
∞ ( )
T x y z x z
m
z y( , ) d ( )
tan i
2
( ) (5)
z
2
2
⎡⎣ ⎤⎦
and
∫ Π Π= − −Π
−∞
∞
V x y z x z V z z y( , ) d ( ) ( ) ( ) (6)t
are the kernels of the projected kinetic and potential energy operators, respectively, and the
kernel of the projector Πˆ is given as
∫Π π π− = =
−
−−
−x y
k K x y
x y
( )
d
2
e
sin [ ( )]
( )
(7)
K
K x k x yi ( )x
(see [1]). Instead of solving the stationary Schrödinger-equation (3) directly, we shall
determine the stationary states by means of the perturbation expansion. The Hamiltonian
kernel of the unperturbed system is now chosen as
δ= − ℏ ∂ + −H x y
m
V x x y( , )
2
( ) ( ). (8)x t0
2
2
⎛
⎝⎜
⎞
⎠⎟
Then the solution of the stationary Schrödinger-equation
ϕ ϵ ϕ=ν ν νHˆ , (9)0
i.e., the determination of the stationary states of the unperturbed system is a problem stated in
the framework of ordinary quantum mechanics and can be solved analytically (see
appendix A). The choice (8) of the unperturbed Hamiltonian reflects our working hypothesis
that both the direct GUP effect, i.e., the effect due to the modification of the kinetic energy
operator, as well as the indirect GUP effect occurring due to the projection to the subspace of
bandlimited wavefunctions can be considered as perturbations. Such an assumption is
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motivated by previous findings for the low-energy stationary states of a nonrelativistic particle
in a box, i.e., in an infinitely deep square-well potential exhibiting sharp boundaries. On the
one hand, it is well-known that the direct GUP effect is of the order a ℓ( )2 for a nonrelativistic
particle in a box [48, 49, 55, 56, 59, 65, 66] and, on the other hand, we have found that the
indirect GUP effect is even more important but still perturbative and of the order a ℓ [1]. In
the latter case we did not, however, made a distinction between the contributions of the
various orders in the small parameter a ℓ . Our purpose is now to show in the framework of a
more consistent perturbative treatment that the indirect GUP effect caused by the lack of UV
wave-vector modes is perturbative and of the order a ℓ indeed. Moreover, with the choice of
the trapezoid-well potential of infinite depth instead of the square-well potential with sharp
boundaries, we would like to remove the inconsistency pointed out in [27].
Ordinary quantum mechanics for a particle in a box of size ℓ can be used to estimate the
low-energy part of the spectrum as ϵ = =ν π νℏ +
ℏ ν
mℓ
k
m
box ( 1)
2
( )
2
2 2 2
2
box 2
with the wave vector
=ν π ν +k ℓ
box ( 1) with ν = …0, 1, 2, . We expect that the energies ϵν and εν are close to the
values ϵνbox in the low-energy part of the spectrum when the depth of the potential well ∞V is
chosen to be much larger than ϵ0box. Finally, we shall take the limit → ∞V0 and that enables
us to separate the various orders of the perturbation expansion in a rather straightforward
manner.
As compared to the unperturbed Hamiltonian Hˆ0 the direct GUP effect results in the
deviation = − ℏh p k mˆ ( ˆ ˆ ) (2 )t x x2 2
2
of the GUP modified kinetic energy operator from the
ordinary one. The indirect GUP effects arise from the modification = −Πt T Tˆ ˆ ˆ and
= −Πv V Vˆ ˆ ˆt t of the kinetic and potential energy operators, respectively due to projection onto
the bandlimited subspace. Then the Hamiltonian of the perturbation, δ = −H H Hˆ ˆ ˆ0 can be
rewritten as
δ = + +H h t vˆ ˆ ˆ ˆ (10)t
with the kernels
α α δ
α
α Π δ
Π δ
= − ℏ∂ − ℏ ∂ −
= − ℏ∂ − − −
= + − − −
−( )
[ ]
( )
( )
h x y
m
x y
t x y
m
x y x y
v x y V x V y x y x y
( , )
1
2
tan i ( ),
( , )
1
2
tan i [ ( ) ( )],
( , ) ( ) ( ) [ ( ) ( )], (11)
t x x
x
t t
2 2 2 2
2
2
1
2
where we applied the rules established in [1] to write down the kernels of the projected
operators in the framework of bandlimited quantum mechanics. The usual nondegenerate
stationary perturbation expansion provides the corrections of the various orders to the energy
levels and the corresponding wavefunctions in terms of the matrix elements ϕ δ ϕ〈 ∣ ∣ 〉ν ν′Hˆ of
the perturbation Hamiltonian δHˆ sandwiched by the unperturbed stationary wavefunctions ϕν
and ϕν′. Now we shall apply this perturbation scheme assuming that the matrix elements of
the perturbation Hamiltonian can be recasted into the sum of those of perturbation operators
δ Hˆn[ ] of various orders n in the small parameter a ℓ , for which
∑δ δ=
=
∞
H Hˆ ˆ (12)
n
n
1
[ ]
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holds. We shall show that in the limit → ∞V0 it is possible to identify the pieces of various
orders of the matrix elements ϕ δ ϕ〈 ∣ ∣ 〉ν ν′Hˆ , i.e., those of the matrix elements of the operators
hˆt , tˆ , and vˆ .
As compared to the unperturbed Hamiltonian Hˆ0 the direct GUP effect results in the
additional terms = ∑ =
∞h hˆ ˆt n t
n
1
( )
modifying the ordinary kinetic energy operator, where
∼  ( )h a ℓˆ ( )t n n( ) . For the deformation function α= +f p p( ) 1x x2 2 the expansions
= ≈ + + …p u utanx
u
3
3
with = ℏu kx and ≈ + = +( )u u u utan 1u2 2 23 2 23 2
4
imply the
kernels =h x y( , ) 0t[1] and
α δ= ℏ ∂ −h x y
m
x y( , )
2
3 2
( ). (13)t x
[2]
2 4
4
Similarly the piece tˆ of the perturbation Hamiltonian associated with the projection of the
kinetic energy operator can be split as = + + …t t tˆ ˆ ˆ[1] [2] with the kernels
Π δ= − ℏ ∂ − − −t x y
m
x y x y( , )
2
[ ( ) ( )], (14)x
[1]
2
2
α Π δ= ℏ ∂ − − −t x y
m
x y x y( , )
2
3 2
[ ( ) ( )], (15)x
[2]
2 4
4
where the presence of the projector Π−1ˆ ˆ onto the subspace of the UV modes is treated as
the one causing a first-order effect. In the same line also the perturbation vˆ with the kernel
Π δ= + − − −[ ]v x y V x V y x y x y( , ) 1
2
( ) ( ) [ ( ) ( )] (16)t t[1]
shall be treated as that of the first order. At the end of the evaluation of the matrix elements of
these operators between the unperturbed states ϕν we shall see that they contain terms of
higher orders too. This seeming inconsistency can however be cured by reshuffling the
appropriate second order terms from the matrix elements ϕ δ ϕ〈 ∣ ∣ 〉ν ν′Hˆ
[1] into the matrix
elements ϕ δ ϕ〈 ∣ ∣ 〉ν ν′Hˆ
[2] and neglecting all contributions of higher than second order when we
restrict ourselves to the second order of the perturbation expansion, at which the direct GUP
effect comes into play. Therefore, the selection of the terms of various orders made above on
the level of operators has to be reconsidered and made more accurate at the level of the matrix
elements. This happens because the projector introduces a-dependence into the kernels of the
operators that cannot be Taylor-expanded at the operator level. We shall see that for the
trapezoid-well potential of infinite depth the separation of the various orders at the level of the
matrix elements is straightforward. It should be noted that the possibility to treat the indirect
GUP effect as perturbation seems to be a particular feature of the case when the particle
moves in a potential of infinite depth. For a potential of finite depth there would occur
nonanalytic dependences of the matrix elements on the length scale a through the explicit
dependence of the projector (7) on the wave-vector cutoff π=K a (see e.g. our remark at the
end of the paragraph following equation (C.28) in appendix C). This makes questionable the
perturbative treatment of the indirect GUP effect in the case of a potential well of finite depth.
Now assuming that we keep the terms of various orders of the perturbation Hamiltonian
under control, we insert its expansion (12) together with the expansion of the energy
eigenvalue and that of the wavefunction
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∑∑
ε ϵ δ ϵ
ψ ϕ δ ψ
= +
= +
ν ν ν
ν ν ν
=
∞
=
∞
,
, (17)
n
n
n
n
1
[ ]
1
[ ]
respectively, into the stationary Schrödinger equation (3) and repeat the steps being a piece of
textbook material on nondegenerate perturbation expansion in ordinary quantum mechanics
(for a reminder see appendix B). This yields then for the corrections of the first order
δ ϵ ϕ δ ϕ=ν ν νHˆ , (18)[1] [1]
∑δ ψ
ϕ δ ϕ
ϵ ϵ
ϕ= −
−ν μ ν
μ ν
μ ν
μ
=
Hˆ
, (19)[1]
[1]
and those of the second order
∑δ ϵ ϕ δ ϕ
ϕ δ ϕ
ϵ ϵ
= −
−ν ν ν μ ν
μ ν
μ ν=
H
H
ˆ
ˆ
, (20)[2] [2]
[1]
2
∑
∑
∑
∑
δ ψ
ϕ δ ϕ
ϵ ϵ
ϕ
ϕ δ ϕ ϕ δ ϕ
ϵ ϵ ϵ ϵ
ϕ
ϕ δ ϕ ϕ δ ϕ
ϵ ϵ
ϕ
ϕ δ ϕ
ϵ ϵ
ϕ
= −
−
+
− −
−
−
−
−
ν
μ ν
μ ν
μ ν
μ
μ μ ν
μ μ μ ν
μ ν μ ν
μ
μ ν
ν ν μ ν
μ ν
μ
μ ν
μ ν
μ ν
μ
=
′ =
′ ′
′
=
=
H
H H
H H
H
ˆ
ˆ ˆ
( )( )
ˆ ˆ
( )
ˆ
( )
. (21)
[2]
[2]
,
[1] [1]
[1] [1]
2
1
2
[1] 2
2
The real question is whether the perturbation expansion does work for the particle in the
trapezoid-well potential of infinite depth in the framework of the bandlimited quantum
mechanics. This essentially depends on whether the matrix elements ϕ δ ϕ〈 ∣ ∣ 〉ν ν′Hˆn[ ] do
survive the limit → ∞∞V and are of the order a ℓ( )n. This will be shown in the next section.
It should be noticed that the formulas in equations (18)–(21) are valid for discrete
spectrum, but we consider only the low-lying states with energies ϵ ≪ν ∞V when the con-
tribution of the continuous spectrum can be neglected and it disappears completely in the limit
→ ∞∞V that we have taken finally.
3. GUP effect on a particle in the cavity
In this section we investigate how GUP affects the low-lying stationary states of the particle
in the cavity represented by the trapezoid-well potential of infinite depth in the framework of
the perturbation scheme outlined in the previous section, restricting ourselves to the second
order of the perturbation expansion in the small parameter a ℓ . For this purpose, one needs to
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evaluate the matrix elements ϕ δ ϕ〈 ∣ ∣ 〉ν ν′Hˆn[ ] for n = 1, 2 of the perturbations in the basis of the
unperturbed wavefunctions ϕν. The determination of the wavefunctions ϕν of the bound
stationary states in the trapezoid-well potential is an analytically solvable problem in ordinary
quantum mechanics given in appendix A in detail for the case when ∞V is asymptotically
large. In order to solve the stationary Schrödinger equation (9) for a particle in the potential
Vt(x), one has to divide the real axis into the intervals Ii with =i I, II, III, IV, V given as
= −∞ − − = − − − +
= − + −
= − + = + ∞
I b R I b R b R
I b R b R
I b R b R I b R
( , ], [ , ],
[ , ],
[ , ], [ , ) (22)
I II
III
IV V
with boundaries at the points of discontinuities of the first derivative of the potential Vt(x) and
=b ℓ 2. In appendix A we have followed the usual procedure of making an ansatz for the
pieces of the wavefunction in the various intervals, then matching the neighbouring pieces by
the conditions of continuity of the wavefunction and its first derivative, and finally
normalizing the wavefunction. After a straightforward but lengthy calculation the following
expression is found for the wavefunction ϕν for asymptotically large values of the depth ∞V of
the potential well
ϕ π γ
ϕ γ
ϕ
∼
∼ − − − −
∼ −
−
+ −
ν
ζ κ
ν ν
ν
ν
ν
− − − −− −
−
ν
ν ν
( )( )
x R B
x B x b R r
x
b R
( ) ( 2 ) e e ,
( ) Ai ( ) ,
( )
( i)
2
e ( 1) e , (23)
x b R
k x k x
I
1
2
1 2 1 4 ( ( ))
II
III
i i⎡⎣ ⎤⎦
where ϕν x( )i denote the pieces of the wavefunction in the intervals Ii and the other pieces are
given by the parity relations ϕ ϕ= − −ν ν νx x( ) ( 1) ( ) due to the symmetry of the potential
− =V x V x( ) ( )t t . Here xAi( ) stands for the Airy function falling down asymptotically for
→ ∞x , and the other notations are
γ
∼
−
ν
∞
B
k
c b R
, (24)
2
π ν= + −ν∞k ℓ R( 1) ( 2 ), ϵ= ℏν νk m2 , κ ϵ= − ℏν ν∞m V2 ( ) , γ = ℏ∞ −mV R( ) ( )1 3 2 1 3,
ϵ=ν ν ∞r R V2 , = −ν νR R r2 , and ζ γ= R(2 3)( 2 )3 2, and Γ= ≈−c 3 (1 3) 0.2592 1 3 as given
in appendix A. It is easy to notice that the wavefunctions (23) are real both for ν even
and odd.
It is worthwhile mentioning that in the limit → ∞∞V , i.e., in the limit of the infinite
potential depth the pieces ϕν x( )I and ϕν x( )V of the wavefunctions are suppressed exponen-
tially, due to their constant coefficients, the pieces ϕν x( )II and ϕν x( )IV are suppressed due to
their constant coefficients by the factor γ ∼ ∞−V1 1 3 and only the pieces ϕν x( )III exhibit
coefficients of the order =∞V 10 . As to the pieces ϕν x( )II and ϕν x( )IV , one has to be aware of
the fact that those are the wavefunctions in the rather short intervals III and IIV, so that the
arguments of the Airy functions are close to γ − νR r( ) that takes asymptotically large positive
values for → ∞∞V . Consequently, the wavefunctions are suppressed exponentially by the
factor ζ−e in the intervals III and IIV rather than by the negative power ∞
−V 1 3 of ∞V . Therefore,
the stationary wavefunctions in the infinitely deep trapezoid-well potential contract to the
interval IIII, where the potential is vanishing, and satisfy Dirichlet’s boundary condition at
= ± −x b R( ). In that limit they become identical to the wavefunctions of the stationary
states in a box (in a square-well potential of infinite depth) of size −ℓ R2 .
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Let us turn now to the determination of the matrix elements ϕ δ ϕ〈 ∣ ∣ 〉ν ν′Hˆn[ ] for n = 1, 2.
Before going into any details, it is in order to make a remark on our expectations how those
should behave in the limit → ∞∞V . The wavefunction of any state ν goes essentially over
into the wavefunction of the state with the same quantum number ν in the box (in the square-
well potential of infinite depth) of the size −ℓ R2 . Therefore, we expect that the matrix
elements will contain the contributions obtained for the square-well potential, but with the
change of the size of the box from ℓ to −ℓ R2 . There may occur however modifications
because the size R2 of the intervals III and IIV is kept unaltered during the limiting process
→ ∞∞V . These intervals, where the boundaries of the cavity are smeared out have no
analogues in the case of the square-well potential, and may alter the matrix elements.
Therefore, one cannot say a priori how the matrix elements look like, and their evaluation is
then unavoidable.
The matrix elements of any Hermitian symmetric kernel =K x y K y x( , ) *( , ) can be
rewritten as the sum
∫ ∫ ∑ϕ ϕ =ν ν ν ν−∞
∞
−∞
∞
′
=
′x y x K x y y Kd d ( ) ( , ) ( ) (25)
i j I
V
ij*
,
with
∫ ∫ ϕ ϕ=ν ν ν ν′ ′K x y x K x y yd d ( ) ( , ) ( ). (26)ij I I i j*i j
These integrals are not independent. The kernels we have to do with are real symmetric ones,
=K x y K y x( , ) ( , ) and the pieces of the wavefunctions are also real, that implies the relation
=ν ν νν′ ′K Kij ji . Therefore we have to determine the integrals (26) only for =ij( ) (I, I), (I,II), (I,
III), (II,II), (II, III), (III,III) for an arbitrary choice ν ν′( ) of the pair of stationary states.
Let us consider the behaviour of the integrals (26) in the limit → ∞∞V for the various
kernels in equation (11). After factorizing out the coefficients A B D, , of the functions ϕν x( )I
and ϕν x( )III , their remaining terms exhibit ∞V -dependence only through νk that takes the finite
limit ν
∞k . Furthermore, the kernels h x y( , )t and t x y( , ) are independent of the parameter ∞V .
Therefore the integrals ν ν′h( )t
I,I , ν ν′h( )t
I,III, ν ν′t
I,I , and ν ν′t
I,III vanish in the limit → ∞∞V . In the
integrals ν ν′v
I,I and ν ν′v
I,III the kernel v x y( , ) contains an additional factor of ∞V in both or one of
its terms, respectively. This, however, cannot compensate the exponential suppression caused
by the factor ζ−e in ϕν x( )I , so that these integrals vanish in the limit → ∞∞V too. There is
another trivial integral among the ν ν′K
ij ʼs. Namely, =ν ν′v 0III,III vanishes identically, because the
potential Vt(x) vanishes in the interval IIII. It should also be noted that the integrals where
either one or both of the integration variables are from the interval III contain the Airy-
function in their integrands with a factor γ ∼ ∞V1 3 in its argument, so that the integral should
be taken first for finite but large ∞V in order to determine the limit → ∞∞V . The integrals ν ν′K ij
not vanishing trivially in the limit → ∞∞V are then ν ν′v( )[1] I,II, ν ν′v( )[1] II,III, ν ν′v( )[1] II,II, ν ν′t( )[1] III,III,
ν ν′t( )
[1] I,II, ν ν′t( )
[1] II,III, and ν ν′t( )
[1] II,II in the first order and + ν ν′h t( )t[2] [2] III,III, + ν ν′h t( )t[2] [2] I,II,
+ ν ν′h t( )t[2] [2] II,III, and + ν ν′h t( )t[2] [2] II,II in the second order. The determination of these integrals
is given in appendix C and can be summarized as follows.
The main conclusion of appendix C is that in the limit → ∞∞V all of the matrix elements
we need in the perturbation scheme reduce to a single contribution coming from the interval
IIII where the potential Vt vanishes
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∼ ∼
+ ∼ +
ν ν ν ν ν ν ν ν
ν ν ν ν
′ ′ ′ ′
′ ′
( ) ( ) ( ) ( )
( ) ( )
v v t t
h t h t
, ,
. (27)t t
[1] [1] III,III [1] [1] III,III
[2] [2] [2] [2] III,III
Moreover, the indirect GUP effect coming from the projection of the potential vanishes
∼ν ν′v( ) 0[1] trivially, because the potential =V x( ) 0t in the interval IIII, and the other
nonvanishing matrix elements responsible for the direct and indirect GUP effects on the
kinetic energy operator are diagonal in the state indices
δ
δ
∼
ℏ
−
+ ∼
ℏ
ν ν ν ν
ν
ν ν ν ν
ν ν
′ ′
∞
′ ′
∞ ∞


( )
( )
[ ]
( )
( ) ( )
t
k
m
h t
k a k
m
2
(0) 1 ,
2
3 2
(0), (28)
K
t K
[1]
2 2
[2] [2]
2 2 2
where the asymptotic expression
π π π
≈ − −
−
− −
−
 a K b R
ℓ R
a K b R
ℓ R
(0) 1
2 2 cos ( ( ))
( 2 )
4 sin ( ( ))
( 2 )
(29)K
2
2 2
⎛
⎝⎜
⎞
⎠⎟
is reliable due to the large cutoff π=K a. In the matrix element + ν ν′h t( )t[2] [2] we have to
keep only the leading order term of  ( )a2 due to the direct GUP effect when restricting
ourselves to the second order of the perturbation expansion. The projection of the ordinary
kinetic energy operator results in a sum of first and second order terms (when one neglects the
higher-order ones in the asymptotic expansion of  (0)K ). Therefore, collecting the first and
the second order terms appropriately, we should write
ϕ δ ϕ δ
π
ϕ δ ϕ δ
π
∼ −
ℏ −
−
≈
ℏ
+ −
−
ν ν ν ν
ν
ν ν ν ν
ν ν
′ ′
∞
′ ′
∞ ∞
( )
( ) ( )
H
k
m
a K b R
ℓ R
H
k
m
k a
a K b R
ℓ R
2
4 cos ( ( ))
( 2 )
,
2
2
3
8 sin ( ( ))
( 2 )
(30)
[1]
2 2
2
[2]
2 2 2
2
3 2
⎛
⎝
⎜⎜
⎞
⎠⎟
for αℏ = a. Here the first-order matrix element occurs purely due to the indirect GUP effect,
while the first and second terms of the second-order matrix element occured due to the direct
and indirect GUP effects, respectively. We see that the matrix elements (30) of the
perturbation Hamiltonian survive the limit increasing the depth ∞V of the trapezoid-well
potential to infinity. Furthermore, we also see that in that limit the orders of magnitude of the
various terms of the matrix elements (30) are clearly given by their either linear or quadratic
dependence on the small parameter a ℓ . Therefore the indirect GUP effect can be treated as
perturbation that justifies our working hypothesis. This feature is, however, specific for the
case when the potential well has infinite depth. For finite depth of the trapezoid-well potential
there appear nonvanishing contributions to the matrix elements of the perturbation
Hamiltonian which have nonanalytic dependence on the length scale a that is introduced
by the projection. This casts doubt on the treatment of the indirect GUP effect as perturbation
when the depth of the potential well is finite.
Making use of the formulas (18) and (20) of the stationary perturbation expansion we
find the corresponding relative energy corrections of the energy levels
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δ ϵ
ϵ
ϕ δ ϕ
ϵ π
= = − −
−
ν
ν
ν ν
ν
′ H K b R a
ℓ R
4 cos ( ( ))
2
, (31)
[1] [1]
2
δ ϵ
ϵ
ϕ δ ϕ
ϵ
π ν
π
=
= + + −
−
ν
ν
ν ν
ν
′ H
K b R a
ℓ R
2 ( 1)
3
8 sin ( ( ))
2
. (32)
[2] [2]
2 2
3
2
⎜ ⎟
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝
⎞
⎠
Here we made use of the diagonal behaviour of the matrix elements in the state indices. The
first order contribution to the relative energy shift, (31) is of the order  a ℓ( ) and occurs
purely due to the indirect GUP effect, while the second order one, (32) is of the order
 ( )a ℓ( )2 and occurs partially due to the direct GUP effect (the first term in the right-hand
side of equation (32)) and partially due to the indirect one (the second term in the right-hand
side of equation (32)). The direct GUP effect results in a positive relative energy shift that
increases proportionally to ν +( 1)2, i.e., proportionally to the energy ϵν of the state. The
indirect GUP effect is identical for all low-lying stationary states (keeping terms up to second
order), but depends periodically on the product π− = −K b R a ℓ R( ) ( )( 2 )1
2
and its sign
alternates both in the first and in the second orders. At this point we have to remember that all
the approximations made during the derivation of the asymptotic form of the unperturbed
wavefunction (23) in appendix A and during the evaluation and estimation of the matrix
elements for infinite potential depth in appendix C remain valid even if the parameter R2 is set
as small as the magnitude of the minimal length scale, ∼R a2 . The latter choice means that
the boundaries of the trapezoid-well potential are smeared out in an interval of the size of the
minimal length scale. As to the indirect GUP effect, the proper choice of the size of the
boundary regions seems however not to be very important, because its periodic behaviour
depends rather on the effective size −ℓ R2 of the cavity. Were the length of the cavity
quantized as argued in the case of the square-well potential of infinite depth in [48, 75], i.e.,
would it hold the relation − = ×ℓ R a2 integer 2 , the indirect GUP effect of the first order
would have alternating sign when this length increases with the amount of a single ‘quantum’
a2 . One should also mention that the wavefunctions keep their unperturbed forms in both the
first and second orders of the perturbation expansion due to the diagonality of the matrix
elements ϕ δ ϕ δ〈 ∣ ∣ 〉 ∼ν ν ν ν′ ′Hn[ ] with n = 1, 2 in the limit → ∞∞V .
In table 1 we compare the results obtained now with those found in our previous paper
[1] for the square-well potential of infinite depth. For comparison we have used the
asymptotic expansion
π
π π π
− = −
∼ − +
 ℓ Kℓ
a Kℓ
ℓ
a Kℓ
ℓ
( 2) 1
2
Si( 2) 1
2 2 cos ( 2) 4 sin ( 2)
(33)
K
2
2 2
⎛
⎝⎜
⎞
⎠⎟
in order to rewrite our previous result on Rt in [1]. We see in table 1 that both potentials yield
essentially the same relative energy shift Rh of the order a ℓ( )2 due to the direct GUP effect. In
the expression of Rh there figures the length of the interval in which the potential vanishes,
i.e., −ℓ R2 and ℓ for the trapezoid-well and the square-well potentials, respectively. The
most important change is that no indirect GUP effect occurs due to the projection of the
potential operator in the case of the trapezoid-well potential. This is the consequence of the
existence of the intervals III and IIV of finite size R2 where the trapezoid-well potential is
J. Phys. A: Math. Theor. 48 (2015) 075305 K Sailer et al
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Table 1. Comparison of the various GUP effects for the trapezoid-well and the square-well potentials of infinite depth.
Type of effect Trapezoid-well potential Square-well potential
Rh π ν +−c( ) ( ) ( 1)
a
ℓ R
2
3
2
2
2 2 π ν +c( ) ( ) ( 1)a
ℓ
2
3
2 2 2
Rv 0 ν π+ + −π ( )Kℓ2 [( 1) 2] cos ( )
a
ℓ
2 2 2
2
for even ν
0 for odd ν
Rt − − + −π π− −K ℓ R K ℓ Rcos ( ( 2 ) 2) ( ) sin ( ( 2 ) 2)
a
ℓ R
a
ℓ R
4
2
8
2
2
2 3
− −
π π
Kℓ Kℓcos ( 2) ( ) sin ( 2)a
ℓ
a
ℓ
4 8 2
2 3
J.
P
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A
:
M
ath.
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48
(2015)
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smeared out. The width of these intervals remain unaltered when the limit → ∞∞V is taken
and consequently the limits of the matrix elements of the projected potential operator are not
identical for the trapezoid-well and the square-well potentials. It is worthwhile mentioning
that the usage of the trapezoid-well potential leads to relative energy shifts Rv = 0 for all low-
lying stationary states, independently of their parity, as opposed to the peculiar result for the
square-well potential. The indirect GUP effect occurring due to the projection of the kinetic
energy operator causes quite similar relative energy shifts Rt for both kinds of potentials,
containing terms of both first and second orders. The size of the interval in which the potential
vanishes figures in the explicit formulas for Rt again. The smearing out of the boundaries of
the cavity does not removed the oscillatory behaviour of the relative energy shift Rt.
4. Summary
Summarizing, we have reconsidered the ‘particle in the box’ problem in the framework of
one-dimensional bandlimited quantum mechanics by (i) using the infinitely deep trapezoid-
well potential with smeared out boundaries, and (ii) applying the nondegenerate stationary
perturbation expansion to the determination of the low-energy stationary states by keeping
track of the contributions of various orders to the direct and indirect GUP effect. In that
manner we confirmed the qualitative result found in [1] in a more reliable framework.
Namely, it is shown that the relative energy shift of the low-energy stationary states of the
nonrelativistic particle in the infinitely deep trapezoid-well potential show up a contribution of
the order ℓ ℓP caused by the indirect GUP effect, while the direct GUP effect on the energy
shift is of second order ℓ ℓ( )P 2, where ℓP and ℓ are the Planck length and the length of the
cavity, respectively. We argued that perturbative treatment of the indirect GUP effect may not
be possible for the potential well of finite depth.
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Appendix A. Stationary states of a particle in a trapezoid-well potential in
ordinary quantum mechanics
Here we present the solution of the stationary Schrödinger equation (9) with the unperturbed
Hamiltonian (8) for the particle in the trapezoid-well potential Vt(x) given in equation (2) for
bound states when the energy of the particle is much less than the depth ∞V of the potential
well. In the various intervals Ii with = …i I, II, , V given in (22) the Schrödinger equation
can be satisfied by the ansatz
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ϕ
ϕ
ϕ
ϕ
ϕ
=
= +
= +
= +
=
ν
κ
ν
ν
ν
ν
κ
−
−
ν
ν ν
ν
( ) ( )
( ) ( )
x A
x B f x C f x
x D E
x F f x G f x
x H
( ) e ,
( ) Ai ( ) Bi ( ) ,
( ) e e ,
( ) Ai ( ) Bi ( ) ,
( ) e , (A.1)
x
k x k x
x
I
II II II
III
i i
IV IV IV
V
where the coefficients denoted by capital letters from A to H are yet unknown and
ϵ κ ϵ= ℏ = − ℏν ν ν ν∞( )k m m V2 , 2 . (A.2)
The ansatz for ϕν x( )I and ϕν x( )V is chosen in such a way that the wavefunction ϕν x( ) were
normalizable, i.e., the exponential functions falling down for ∣ ∣ → ∞x were chosen. In the
intervals III and IIV, where the potential is linearly falling and rising, respectively, the
Schrödinger equation can be recasted into the form of the differential equation for the Airy
functions. Multiplying the Schrödinger equation in the interval III by ℏm2 2, one rewrites the
equation as
ϕ γ β ϕ∂ − − + =ν νx( ) 0, (A.3)x2 II 3 II
with β = − + − νb R r , =b ℓ 2, ϵ=ν ν ∞r R V2 , and γ = ℏ∞ −mV R( ) ( )1 3 2 1 3. Then one
transforms the independent variable x to ξ γ β= − +x( ) and obtains for the function
ϕ ξ ϕ≡ν νx x˜ ( ( )) ( )II II the equation
ϕ ξ ξϕ ξ∂ − =ξ ν ν˜ ( ) ˜ ( ) 0 (A.4)2 II II
with the independent solutions ξAi( ) and ξBi( ), which implies that
ξ γ β= = − +f x x x( ) ( ) ( ). (A.5)II
In the interval IIV we get similar expressions for the transformation ξ γ β→ = +x x( ) and
find
γ β= + = −f x x f x( ) ( ) ( ). (A.6)IV II
Since the potential is symmetric = −V x V x( ) ( ), the wavefunctions have either positive
or negative parities, namely + − + − …, , , in the increasing order of their energies starting
from the ground state. When the integer ν = …0, 1, 2, enumerates the states with increasing
energy, the parity is given by − ν( 1) , i.e., ϕ ϕ= − −ν ν νx x( ) ( 1) ( ). This implies the following
restrictions on the coefficients
= − = −
= − = −
ν ν
ν ν
H A F B
G C E D
( 1) , ( 1) ,
( 1) , ( 1) . (A.7)
The remaining four independent coefficients have to be determined from the boundary
conditions ensuring the continuity of the wavefunction and that of its first derivative
= − −
+ − −
κ− + ( )
( )
A B f b R
C f b R
e Ai ( )
Bi ( ) , (A.8)
b R( )
II
II
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κ γ= − ′ − −
+ ′ − −
κ− + ( )
( )
A B f b R
C f b R
e Ai ( )
Bi ( ) , (A.9)
b R( )
II
II
⎡⎣
⎤⎦
− + + − +
= + − ν− + − − +ν ν
( ) ( )B f b R C f b R
D
Ai ( ) Bi ( )
e ( 1) e , (A.10)k b R k b R
II II
i ( ) i ( )⎡⎣ ⎤⎦
γ− ′ − + + ′ − +
= − −ν ν− + − − +ν ν
( ) ( )B f b R C f b R
k D
Ai ( ) Bi ( )
i e ( 1) e , (A.11)k b R k b R
II II
i ( ) i ( )
⎡⎣ ⎤⎦
⎡⎣ ⎤⎦
where the prime stands for the differentiation with respect to the argument of the Airy
functions, and from the normalization condition
∫∑ ϕ=
=
x1 d . (A.12)
i I
V
I
i
2
i
Because of the relations
γ
γ
− − = ∼
− + = − ∼ −
ν
ν
∞
∞
−
f b R R V
f b R r V
( ) ,
( ) (A.13)
II
1 3
II
2 3
with = − >ν νR R r2 0 and ϵ= >ν ν ∞r R V2 0, the arguments − −f b R( )II and − +f b R( )II
take asymptotically large positive and small negative values, respectively, for ∞V tending to
infinity, for any ⩾R a. Therefore we can use the asymptotic formulas 10.4.59, 10.4.61,
10.4.63, 10.4.66 in [76],
π ζ π
π ζ π
π ζ π
π ζ π
∼ + <
′ ∼ − + <
∼ + <
′ ∼ + <
ζ
ζ
ζ
ζ
− − −
− + −
− − +
− + +




z z z
z z z
z z z
z z z
Ai( ) e (1 (1 )), arg ,
Ai ( ) e (1 (1 )), arg ,
Bi( ) e (1 (1 )), arg 3,
Bi ( ) e (1 (1 )), arg 3 (A.14)
1
2
1 2 1 4
1
2
1 2 1 4
1 2 1 4
1 2 1 4
with γ= νz R and ζ ζ γ= =ν νR( )23
3 2 to obtain the asymptotic expressions
γ
π γ
γ
π γ
γ
π γ
γ
π γ
− − =
∼
− − =
∼
′ − − = ′
∼ −
′ − − = ′
∼
ν
ν ζ
ν
ν ζ
ν
ν ζ
ν
ν ζ
− − −
− − +
− + −
− + +
ν
ν
ν
ν
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
f b R R
R
f b R R
R
f b R R
R
f b R R
R
Ai ( ) Ai
e ,
Bi ( ) Bi
e ,
Ai ( ) Ai
e ,
Bi ( ) Bi
e (A.15)
II
1
2
1 2 1 4
II
1 2 1 4
II
1
2
1 2 1 4
II
1 2 1 4
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for asymptotically large values of ∞V and for any ⩾R a. Furthermore, the expansions
10.4.2–10.4.5 in [76],
= −
= +[ ]
z c f z c g z
z c f z c g z
Ai( ) ( ) ( ),
Bi( ) 3 ( ) ( ) , (A.16)
1 2
1 2
with Γ= = …−c 3 (2 3) 0.3551 2 3 , Γ= = …−c 3 (1 3) 0.25882 1 3 and
= + +
= + +


( )
( )
f z
z
z
g z z z z
( ) 1
3!
,
( )
2
4!
(A.17)
3
6
4 7
with γ= − νz r , ∣ ∣ ≪z 1 provide the behaviour of the Airy functions and their first derivatives
in the neighbourhood of z = 0, so that one finds
γ γ
γ γ
γ γ
γ γ
− + = − ≈ +
− + = − ≈ −
′ − + = ′ − ≈ − +
′ − + = ′ − ≈ +
ν ν
ν ν
ν ν
ν ν
( )
( )
( )
( )
f b R r c c r
f b R r c c r
f b R r c
c
r
f b R r c
c
r
Ai ( ) Ai( ) ,
Bi ( ) Bi( ) 3 ( ),
Ai ( ) Ai ( )
2
( ) ,
Bi ( ) Bi ( ) 3
2
( ) . (A.18)
II 1 2
II 1 2
II 2
1 2
II 2
1 2⎜ ⎟
⎛
⎝
⎞
⎠
Making use of the expressions in equations (A.15) and (A.18), we can rewrite the boundary
conditions in equations (A.8)–(A.11) as
π γ= +κ ν ζ ζ− + − − − +ν ν ν( )( )A R B Ce 1
2
e 2 e , (A.19)b R( ) 1 2 1 4
κ π γ γ= −ν κ ν ζ ζ− + − + − +ν ν ν( )( )A R B Ce 1
2
e 2 e , (A.20)b R( ) 1 2 1 4
γ γ+ + −
= + −
ν ν
ν− + − − +ν ν
B c c r C c c r
D
( ) 3 ( )
e ( 1) e , (A.21)k b R k La R
1 2 1 2
i ( ) i ( 2 )⎡⎣ ⎤⎦
γ γ γ− − + + +
= − −
ν ν
ν ν− + − − +ν ν
B c
c
r C c
c
r
k D
2
( ) 3
2
( )
i e ( 1) e . (A.22)k b R k b R
2
1 2
2
1 2
i ( ) i ( )
⎜ ⎟ ⎜ ⎟
⎡
⎣⎢
⎛
⎝
⎞
⎠
⎛
⎝
⎞
⎠
⎤
⎦⎥
⎡⎣ ⎤⎦
Dividing the appropriate sides of equations (A.19) and (A.20) and those of equations (A.21)
and (A.22), we obtain a set of homogeneous linear equations for the determination of the
coefficients B and C
ρ = −
+ν
ζ ζ
ζ ζ
−
−
ν ν
ν ν
B C
B C
e 2 e
e 2 e
, (A.23)
Ξ γ
γ γ
γ γ
=
− − +
+ + −ν
ν ν
ν ν
B c r C c r
B c c r C c c r
( ) 3 ( )
( ) 3 ( )
, (A.24)
c c
2 2
2
1 2
2
1 2 1 2
1 1⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦
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where ρν and Ξν on the left-hand sides are given as
ρ κ
γ
κ
γ
ξ ξ ξ ξ
ξ
=
= − − + +
= +
ν
ν
ν
ν ν ν ν
ν ( )
R
R(2 )
1
2 8
1
2
3
8
1 (A.25)
3 2 1 2
3 2 1 2
2 2
3
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
with ξ< = ≪ν ν0 1rR2 , κ = ℏ∞mV2 and
Ξ
ν
ν
= − −
+ −
=
− =
− − =
ν ν
ν
ν
ν
ν
ν
− + − − +
− + − − +
ν ν
ν ν
( )
( )
k
k
k b R
k b R
i
e ( 1) e
e ( 1) e
tan ( ) even
cotan ( ) odd
, (A.26)
k b R k b R
k b R k b R
i ( ) i ( )
i ( ) i ( )
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
respectively. Equation (A.23) with unity on the left-hand side in the limit → ∞∞V (see
equation (A.25)) can only be satisfied for C = 0. Otherwise −1 were the limiting value of the
right-hand side in contradiction with the limiting value +1 of the left-hand side. Then
equation (A.24) reduces to
Ξ γ
γ
γ
γ=
−
+
∼ν
ν
ν
c r
c c r
c
c
( )
(A.27)
c
2 2
2
1 2
2
1
1
that goes to +∞ for → ∞∞V . This implies, however, via the singularities of the tangent and
cotangent functions in the right-hand side of equation (A.26) that νk can be given as
δ= −ν ν ν∞k k k with
π ν= +
−ν
∞k
ℓ R
( 1)
2
(A.28)
and the yet undetermined δ νk for which the inequalities δ< ≪ν ν∞k k0 hold for
asymptotically large values of ∞V . Making use of C = 0 and equations (A.28) and (A.26),
we can recast equation (A.24) in the form
γ
γ
γ
ν
ν
+
−
=
− =
− − =
ν
ν ν
ν
ν
( )
( )
c c r
c r k
k b R
k b R
1
( )
1 cotan ( ) even
tan ( ) odd
(A.29)c
1 2
2 2
21
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
and expand the left-hand side in powers of νr and the right-hand side in powers of δ ν ν∞k k (at
the zeroth of the trigonometric functions). We keep the terms up to the first order in δ ν ν∞k k ,
while in the other expansion we have kept the terms of second order in νr because in that
manner we keep all terms of the order a and a2 until the limit → ∞∞V is taken. Then we find
δ
γ
γ γ≈
−
+ + +ν
ν
ν ν ν∞  ( )
k
k b R
c
c
r
c
c
r r
1
( ) 2
( ) . (A.30)1
2
1
2
2
2
2 3
⎛
⎝⎜
⎞
⎠⎟
The first term in the bracket provides the leading order term for asymptotically large ∞V and
δ →νk 0 in the limit → ∞∞V .
Now we have C = 0 and the coefficients A and D can be expressed from equations (A.19)
and (A.21) in terms of B
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π γ
π γ ξ ζ
ξ ζ ξ
=
≈ + +
+ + +
κ ν γ
ζ ν
ν
− + − − −
− − −
ν ν
( ) ( )
( ) ( )A R B
R
B
e e
( 2 ) e 1
4
(1 6 )
32
5 36 , (A.31)
b R R( ) 1
2
1 2 1 4
1
2
1 2 1 4
2
2 3
2
3
3 2
⎛
⎝⎜
⎞
⎠⎟
γ
γ γ
= +
+ −
≈ − − +
ν
ν
ν
ν
ν ν
− + − − +
∞
ν ν
 ( )
D
c c r
B
k
c
c
r r B
e ( 1) e
( i)
2 2
( ) , (A.32)
k b R k b R
1 2
i ( ) i ( )
2
1 2 3⎜ ⎟
⎛
⎝
⎞
⎠
where the terms up to the quadratic ones in ξν and νr have been kept and ζ γ= R( 2 )23
3 2.
As to the next, one has to determine B from the normalization condition (A.12) that can
be recasted into the following form
= + +κ− − +ν   B A B D B1
2
e (A.33)b R A B D2 ( )
2 2
with the integrals
∫
∫
∫
κ
κ
ξ ξ ξ
γ
δ
= =
∼ + + +
= −
= + −
= − + − −
∼ + −
κ
ν
ν ν
ν
ν
ν
ν
ν
ν
ν
−∞
− +
− +
−
∞
ν
ν
ν ν




( )
( )
x
x x
x
ℓ R
k
k ℓ R
k
k
ℓ R
d e
1
2
1
2
1
2
3
8
,
d Ai ( ),
d e ( 1) e
2
( 1)
sin ( 2 )
1 ( 2 ) (A.34)
A
x
B
R r
r
D
b R
k x k x
0
2
2
3
2
2
0
i i 2
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
for asymptotically large values of ∞V . Since < ≪νr R0 for sufficiently large ∞V and for any
⩾R a, we can estimate the integral B by expanding it in powers of νr ,
∫ γ γ
γ γ γ
≈ − + −
− ′ − ′
ν
ν
−

[ ]
x x r R
r R R
d Ai ( ) Ai (0) Ai ( 2 )
Ai(0)Ai (0) Ai( 2 )Ai ( 2 ) . (A.35)
B
R2
0
2 2 2
2
⎡⎣ ⎤⎦
Here the integral in the right-hand side is bounded in the limit → ∞∞V ,
∫ ∫
∫
γ− =
< ≡
γ
−
∞
x x x x
x x M
d Ai ( ) d Ai ( )
d Ai ( ) , (A.36)
R
R
2
0
2
0
2
2
0
2
1
where >M 01 is a constant independent of γ. Making use of the expansion of the Airy
function zAi( ) and that of its first derivative at z = 0 given in equations (A.16) as well as their
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asymptotic expressions in equations (A.15) we find then the estimate
π
γ
γ
π
≈ + −
− − +
ν ζ
ν
ζ
− −
−
 M r c R
r c c
1
4
( 2 ) e
1
4
e . (A.37)
B 1 1
2 1 2 2
2
1 2
2
⎜ ⎟
⎜ ⎟
⎛
⎝
⎞
⎠
⎛
⎝
⎞
⎠
Making use of equations (A.31) and (A.34) for the integrals A and D, and the estimate
(A.37) of the integral B, we can rewrite equation (A.33) into the more explicit form
πκ γ
ξ ζ ξ ζ ζ
π γ
γ
π
γ
γ
γ
γ
= + + + + +
+ + − − − +
+ − + +
− − +
ζ ν ν
ν
ζ
ν
ζ
ν
ν
ν
−
−
− −
∞
( )
( )
B
R
M r c
R
r c c
c
k
La R
c
c
r
c
c
La R
c
c
r
e
8 2
1
3
4
(1 2 )
32
21 24 36
e
4 2
e
4
2
2
2
2
( ) . (A.38)
1
2
2
2 2
2
1 1
2
2
2
1 2
2
2
2
2
2
1
2
1
2
1
2
2
⎡
⎣⎢
⎤
⎦⎥
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
⎡
⎣⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦⎥
Here ζ−e , γ νr and γ νr2 vanish in the limit → ∞V0 , therefore the only terms surviving that limit
yield
γ γ
γ
γ
∼ − + +
∼
−
+
ν ν
ν
∞ ∞
−
∞
 ( )
( ) ( )
( )
B
c b R
k
c c
k
M
k
c b R
( )
2 2
( )
1 (A.39)
2 1
2
2
2
2
2
1 2
2 1
1
2
2
2
2
3
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
in the leading order of γ1 tending to zero.
Up to an irrelevant overall phase factor the asymptotic values of the coefficients of the
normalized wavefunctions are therefore
γ
∼
−
ν
∞
B
k
c b R
, (A.40)
2
and from the expressions in (A.31),
γ π γ
∼
−
κ ν
ζ
− +
∞ −
νA
k
c b R R
e
e
2 ( ) ( 2 )
, (A.41)b R( )
2
1 4
∼ −
−
ν
D
b R
( i)
2
. (A.42)
The asymptotic expressions of the pieces of the wavefunction of the stationary state ν in the
trapezoid-well potential with asymptotically large depth are then given by the equations in
(23) and by the parity relations ϕ ϕ= − −ν ν νx x( ) ( 1) ( ), when we do not make the expression of
the coefficient B explicit.
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Appendix B. Reminder on nondegenerate stationary perturbation expansion
Let us insert the perturbations expansions in equations (12) and (17) into the stationary
Schrödinger equation (3) and write down the equalities of the terms on both sides of the
equation order by order. The equation for the terms of zeroth order is just the stationary
Schrödinger equation (9) of the unperturbed system. In the first and second orders of the
perturbation expansion we find
δ ψ δ ϕ ϵ δ ψ δ ϵ ϕ+ = +ν ν ν ν ν νH Hˆ ˆ , (B.1)0 [1] [1] [1] [1]
δ ψ δ ϕ δ δ ψ ϵ δ ψ δ ϵ ϕ
δ ϵ δ ψ
+ + = +
+
ν ν ν ν ν ν ν
ν ν
H H Hˆ ˆ ˆ
, (B.2)
0
[2] [2] [1] [1] [2] [2]
[1] [1]
respectively.
Both the first- =n( 1) and second-order =n( 2) corrections to the energy and the
wavefunctions can be obtained by taking the scalar product of both sides of equations (B.1)
and (B.2), respectively with the wavefunction ϕμ and expanding the perturbative corrections
δ ψνn[ ] of the wavefunction in terms of the unperturbed wavefunctions ϕμ,
∑δ ψ ϕ ϕ= +ν νν ν
μ ν
νμ μ
=
c c . (B.3)n n n[ ] [ ] [ ]
Then the case with μ ν= yields the real energy shifts given in equations (18) and (20)
(remind that all operators δ Hˆn[ ] are Hermitian symmetric by construction) and the case with
μ ν= provides the coefficients
ϕ δ ψ
ϕ δ ϕ
ϵ ϵ
≡ = −
−νμ μ ν
μ ν
μ ν
c
Hˆ
(B.4)[1] [1]
[1]
and
∑
ϕ δ ϕ
ϵ ϵ
ϕ δ ϕ ϕ δ ϕ
ϵ ϵ ϵ ϵ
ϕ δ ϕ ϕ δ ϕ
ϵ ϵ
= −
−
+
′
− −
−
−
νμ
μ ν
μ ν
μ ν
μ μ μ ν
μ ν μ ν
ν ν μ ν
μ ν
′ =
′
′
c
H
H H
H H
( )( )
( )
. (B.5)
[2]
[2]
[1] [1]
[1] [1]
2
The coefficients ννc
[1] and ννc
[2] should be determined from the normalization to unity of the
first- and second-order improved wavefunctions, respectively, with the appropriate accuracy.
Then one finds =ννc 0[1] and
∑
ϕ δ ϕ
ϵ ϵ
= −
−νν μ ν
μ ν
μ ν=
c
H1
2
ˆ
( )
(B.6)[2]
[1] 2
2
and obtains the expressions in equations (19) and (21) finally.
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Appendix C. Evaluation of matrix elements
In this section we outline the evaluation of the integrals ν ν′v( )
[1] II,III, ν ν′v( )
[1] II,I, ν ν′v( )
[1] II,II , ν ν′t( )
[1] III,III,
ν ν′t( )
[1] II,III, ν ν′t( )
[1] II,II, ν ν′t( )
[1] II,I, + ν ν′h t( )t[2] [2] III,III, + ν ν′h t( )t[2] [2] II,III, + ν ν′h t( )t[2] [2] II,II, and
+ ν ν′h t( )t[2] [2] II,I for finite but asymptotically large values of ∞V . These are the integrals con-
tributing to the matrix elements which may become nonvanishing in the limit → ∞∞V .
Evaluating the integrals ν ν′K
ij according to equation (26) one has to keep in mind that (i) the
term containing the Dirac delta does not contribute if the intervals Ii and Ij are different, and
(ii) the wavefunctions are real. One obtains the explicit expressions for the integrals ν ν′K
ij for
asymptotically large values of the parameter ∞V by inserting the expressions (16), (14), (13),
and (15) of the appropriate kernels and the expressions of the appropriate pieces of the
wavefunctions given in equation (23) into the double integral in equation (26). In order to
make our formulas more compact let us use the notations
∫ ∫
∫ ∫
∫ ∫
=
=
=
−∞
− −
− −
− +
− +
−
xf x xf x
xf x xf x
xf x xf x
d ( ) d ( ),
d ( ) d ( ),
d ( ) d ( ) (C.1)
b R
b R
b R
b R
b R
I
II
III
with =b ℓ 2.
C.1. Determination of v 1½ 
 ij
ν′ν
Let us start with the integral ν ν′v( )
[1] II,III that reduces to
∫ ∫
∫ ∫
ϕ
Π ϕ
γ
γ
Π
= +
× −
∼ −
−
× − − − −
× − − + − − −
× + −
ν ν
ν
ν
ν
ν
ν
ν
′
′
∞ ′
∞
′
−ν ν
( )
( )
[ ]
( )
v
x y x V x V y
x y y
V
R
k
c b R
x y x b R r
R x b R y b x y
d d ( )* ( ) ( )
( ) ( )
4
( i)
2 ( )
d d Ai ( )
[( ) ( )] ( )
e ( 1) e . (C.2)
t t
k y k y
[1] II,III
II III
II
1
2
III
2
II III
i i⎡⎣ ⎤⎦
Let us make use of the inequality ≪R ℓ2 and expand the integral over the variable x as the
function of its limits in the small parameter R ℓ2 , keeping the leading order term
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∫
γ
γ
Π
∼ −
−
−
× + − − − −
× + −
ν ν
ν
ν
ν
ν
′
∞ ′
∞
′
−ν ν
( )
( )( )
v
V
R
k
c b R
R R r
y R R y La La y
4
( i)
2 ( )
2 Ai
d [ ( 2 )] ( 2 )
e ( 1) e . (C.3)k y k y
[1] II,III
2
III
i i⎡⎣ ⎤⎦
The remaining integral over the variable y has finite limit, while the argument of the Airy
function takes asymptotically large values for → ∞∞V and therefore the Airy-function
suppresses exponentially the integral →ν ν′v( ) 0[1] II,III in that limit.
Replacing the function ϕν y( )III by ϕν y( )I and changing the integral ∫ ydIII to ∫ ydI in
equation (C.2), we find in a similar manner that →ν ν′v( ) 0[1] II,I in the limit → ∞∞V .
The integral ν ν′v( )
[1] II,II can be rewritten as
∫ ∫
γ
γ
Π δ
γ
=
−
× − − + −
× − + − − − − −
× − − − −
ν ν
ν ν
ν
ν
′
∞ ′
∞ ∞
′
( )
( )
( )
( )
( )
v
V
R
k k
c b R
x y x b R r
ℓ R x y x y x y
y b R r
4 ( )
d d Ai
[ 2 ][ ( ) ( )]
Ai ( ) . (C.4)
[1] II,II
2
2
2
II II
Let us first expand the integral over y as the functions of its limits in the small parameter
R ℓ2 , keeping the leading order terms, and then do the same for the x-integral. Then one finds
γ
γ
γ Π
γ
∼
−
−
× −
− −
ν ν
ν ν
ν
ν
ν
′
∞ ′
∞ ∞
′
′
( ) ( )
( )
( )
( )
( )
( )
v
V
R
k k
c b R
R R r
R R r R
R R r
4 ( )
(2 )Ai
(2 )Ai (2 ) (0)
2 Ai . (C.5)
[1] II,II
2
2
2
⎡⎣
⎤⎦
Because of the Airy functions with arguments tending to plus infinity this integral is
exponentially suppressed in the limit → ∞∞V .
C.2. Determination of t 1½ 
 ij
ν′ν and h
2½ 
t + t
2½ 
 ij
ν′ν
Let us evaluate now the integrals ν ν′K
ij connected with the projection of the kinetic energy
operator. Let us start with the integral ν ν′t( )
[1] III,III that can be rewritten as the sum of two
integrals, = +ν ν Π ν ν ν ν′ ′ ′t t t( ) ( ) ( )D[1] III,III [1] III,III [1] III,III with the terms containing the projector and the
Dirac-delta
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∫ ∫
Π
= − ℏ
−
+ − ∂ − + −
Π ν ν
ν ν
ν ν
′
′−
−
′ −
ν
ν ν ν
′
′
( )t
m b R
x y
x y
2
i
4( )
d d e
( 1) e ( ) e ( 1) e , (C.6)
k x
k x
x
k y k y
[1] III,III
2
III III
i
i 2 i i
⎡⎣
⎤⎦ ⎡⎣ ⎤⎦
and
∫= −ℏ −
+ − + −
ν ν
ν ν ν
ν ν
′
′−
−
′ −
ν
ν ν ν
′
′
( )t
k
m b R
x
2
i
4( )
d e
( 1) e e ( 1) e , (C.7)
D
k x
k x k x k x
[1] III,III
2 2
III
i
i i i
⎡⎣
⎤⎦⎡⎣ ⎤⎦
respectively. The integral in the term ν ν′t( )D
[1] III,III can be performed easily and yields
= −ℏ
+ −
−
− −
−
+ −
+ −
+
ν ν
ν
ν ν ν ν
ν ν
ν ν
ν ν ν
ν ν
′
′− ′+
′
′
′
′
( )
( )
( )
( )
( )
t
k
m b R
k k b R
k k
k k b R
k k
2
i 1 ( 1)
2( )
sin ( )
( 1)
sin ( )
. (C.8)
D
[1] III,III
2 2 ⎡⎣ ⎤⎦ ⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
We can take now the limit → ∞∞V that implies →ν ν∞k k and making use of equation (A.28),
one finds
δ= −
ℏ
ν ν
ν
ν ν′
∞
′( ) ( )t k
m2
. (C.9)D
[1] III,III
2 2
It is straightforward to obtain this result for ν ν′ = . For ν ν′= one gets the expression
π ν ν
π ν ν
π ν ν
π ν ν
= −
ℏ
+ −
′ −
′ −
+ −
′ + +
′ + +
ν ν
ν ν ν ν ν
ν
′
∞
′− ′+
( )
( )
t
k
m2
i 1 ( 1)
sin
2
( )
( )
( 1)
sin
2
( 2)
( 2)
(C.10)
D
[1] III,III
2 2 ⎜ ⎟
⎜ ⎟
⎡⎣ ⎤⎦
⎛
⎝
⎜⎜⎜⎜
⎛
⎝
⎞
⎠
⎛
⎝
⎞
⎠
⎞
⎠
⎟⎟⎟⎟
that vanishes if both ν′ and ν are even or odd (i.e., ν ν′ − and ν ν′ + are even) due to the
vanishing of the values of the sine functions, and it vanishes also when one of the integers ν′
and ν is even and the other odd (i.e., ν ν′ − is odd) due to the factor in the square bracket.
Thus one finds the expression in equation (C.9), that equals to the negative of the unperturbed
kinetic energy of the particle in the cavity for ν ν′ = and vanishes for ν ν′= . Let us note that
the expressions obtained in the limit → ∞∞V are independent of the ratio −ℓ R a( 2 ) .
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The evaluation of the term Π ν ν′t( )
[1] III,III is more cumbersome. In order to estimate this
integral, we perform its evaluation similarly to that done for tII II, in equation (8) in [1]. First
we rewrite the integral ∫ δ χ− =− −y x y xd ( )e e ( )d
d ky kx
d d
i i
[ , ] , where χ− x( )d d[ , ] is the characteristic
function of the interval ∈ −x d d[ , ], as the limit
∫ δ − =
Λ
Λ
− →∞
y x y xd ( )e e lim ( ) (C.11)
d
d
ky kxi i
with
∫ Λ π
Λ
π
= + − −Λ
−
 x s s x d
s
s x d
s
( )
1
2
d
sin [ ( )] sin [ ( )] . (C.12)
1
1 ⎡
⎣⎢
⎤
⎦⎥
Then we realize that for ∈ −x d d[ , ] the integral ∫ Π −− y x yd ( )ed
d kyi can be rewritten as
∫ Π − =
−
y x y xd ( )e e ( ). (C.13)
d
d
ky kx
K
i i
Below we have to set = −d b R. The cutoff Λ has been replaced by K and the limit removed.
For extremely large values of π=K a the function  x( )K should be rather smooth, because
in the limit → ∞K it tends to 1, a value independent of x. Therefore, we can write as a good
approximation
∫ Π∂ − ≈ −
−
y x y k xd ( )e e ( ) (C.14)x
d
d
ky kx
K
2 i 2 i
for ∈ −x d d[ , ], neglecting the terms with the derivatives of  x( )K . Now the first integral
term of ν ν′t( )
[1] III,III can be estimated as
∫≈ ℏ −
+ − + −
Π ν ν
ν ν ν
ν ν
′
′−
− +
−
−
′ −
ν
ν ν ν
′
′
( )t k
m b R
x
2
i
4( )
(0) d e
( 1) e e ( 1) e , (C.15)
K
b R
b R
k x
k x k x k x
[1] III,III
2 2
i
i i i
⎡⎣
⎤⎦⎡⎣ ⎤⎦
where we replaced the very slowly varying function  x( )K by its value at x = 0, in the middle
of the potential well
∫ π π=
− = −
−
 s sK b R
s
K b R(0) d
sin ( ( )) 2
Si[ ( )]. (C.16)K
1
1
Here uSi( ) denotes the sine integral function. The integral standing in equation (C.15) is just
the same as the one in equation (C.7) vanishing for ν ν′= and taking the value −b R4( ) for
ν ν′ = in the limit → ∞∞V , so that we obtain
δ=
ℏ
Π ν ν
ν
ν ν′
∞
′( ) ( )t k
m2
(0) (C.17)K
[1] III,III
2 2
and
δ=
ℏ
−
ν ν
ν
ν ν′
∞
′( ) [ ]( )t k
m2
(0) 1 . (C.18)K[1]
III,III
2 2
The corrections of various orders in the small parameter a ℓ can be made explicit by making
use of the asymptotic expansion of the sine integral function (see the relations 5.2.6, 5.2.7,
5.2.8, 5.2.34, 5.2.35 in [76]). Keeping the terms up to the order a ℓ( )2, we find
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π π π
− ∼ − −
−
− −
−
 a K b R
b R
a K b R
b R
(0) 1
2 cos ( ( ))
( )
sin ( ( ))
( )
. (C.19)K
2
2 2
⎛
⎝⎜
⎞
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Let us now consider the integral ν ν′t( )
[1] II,III. The term of the kernel with the Dirac-delta
does not contribute and the integral reduces to
∫ ∫
γ
γ
Π
= − ℏ −
−
× − − − − −
× ∂ − + −
ν ν
ν
ν
ν
ν
′
′
∞
′
−ν ν
( )
( )
( )( )
t
m
k
c b R
x y x b R r
x y
2
( i)
2 ( )
d d Ai ( )
( ) e ( 1) e . (C.20)x
k y k y
[1] II,III
2
2
II III
2 i i
Let us apply the approximation given in equation (C.14) and make the replacement
⇒ x( ) (0)K K , again. Then we get
∫
γ
γ
≈ ℏ −
−
× − − − − −
× + −
ν ν
ν ν
ν
ν
ν
′
′
∞
′
−ν ν
( )
( )( )
t
k
m
k
c b R
x x b R r
2
( i)
2 ( )
(0)
d Ai ( )
e ( 1) e . (C.21)
K
k x k x
[1] II,III
2 2
2
II
i i⎡⎣ ⎤⎦
As to the next we expand the integral ∫ …xd
II
as the function of its limits in the small
parameter R ℓ2 , keeping the leading order term
γ
γ= ℏ −
−
+ −
× + −
ν ν
ν ν
ν
ν
ν
′
′
∞
′
− ν ν

( )
( )
t
k
m
k R
c b R
ℓ R r
2
( i)
( )
(0)Ai
e ( 1) e . (C.22)
K
k b k b
[1] II,III
2 2
2
i i
⎛
⎝⎜
⎡⎣ ⎤⎦
In the limit → ∞∞V the argument of the Airy function goes to plus infinity, too. Therefore,
the integral ν ν′t( )
[1] II,III is exponentially suppressed in the limit → ∞∞V .
In order to estimate the integral ν ν′t( )
[1] II,II we split it into the sum of the terms with the
projector and the Dirac-delta, = +ν ν Π ν ν ν ν′ ′ ′t t t( ) ( ) ( )D[1] II,II [1] II,II [1] II,II, where
∫ ∫
γ
γ
Π γ
= − ℏ
−
× − − − −
× ∂ − − − − −
Π ν ν
ν ν
ν
ν
′
′
∞ ∞
′
( )
( )
( )
( )
( )
t
m
k k
c b R
x y x La R r
x y y b R r
2 ( )
d d Ai (2 )
( )Ai ( ) , (C.23)x
[1] II,II
2
2
2
2
II II
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∫ ∫
∫
γ
γ
δ γ
γ
γ
γ
= ℏ
−
× − − − −
× ∂ − − − − −
= ℏ
−
× − − − −
× ∂ − − − −
ν ν
ν ν
ν
ν
ν ν
ν
ν
′
′
∞ ∞
′
′
∞ ∞
′
( )
( )
( )
( )
( )
( )
( )
( )
( )
t
m
k k
c b R
x y x b R r
x y y b R r
m
k k
c b R
x x b R r
x b R r
2 ( )
d d Ai ( )
( ) Ai ( )
2 ( )
d Ai ( )
Ai ( ) . (C.24)
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⎤⎦
In equation (C.24) the integral over x as the function of its limits can be expanded in the small
parameter R ℓ2 , and approximated by its leading order term as
γ
γ
γ γ
≈ ℏ
−
−
× −
ν ν
ν ν
ν
ν
′
′
∞ ∞
′
′′
( ) ( )
( )
( )
( )
t
m
k k R
c b R
R r
R r
2
2
( )
Ai
Ai . (C.25)
D
[1] II,II
2
2
2
2
2
Since the arguments of the Airy function and its second derivative tend to γ → + ∞R in the
limit → ∞∞V , this term is exponentially suppressed and vanishes in that limit. Now let us
turn to the term (C.23), insert the projector in its integral form given in equation (7) and
perform the differentiation ∂ x2,
∫
∫ ∫
γ π
γ
γ
= ℏ
−
× − − − −
× − − − −
Π ν ν
ν ν
ν
ν
′
′
∞ ∞
−
′
−
( )
( )
( )
( )
( )
t
m
k k
c b R
k
k
x y x b R r
y b R r
2 ( )
d
2
d d Ai ( )
e Ai ( ) , (C.26)
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2
2
2
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II II
i ( )x
and then replace x and y in the Airy function slowly varying in the narrow interval III by their
values at −b, i.e., at the middle of the interval
∫ ∫ ∫
γ
γ γ
π
≈ ℏ
−
− −
×
Π ν ν
ν ν
ν ν
′
′
∞ ∞
′
−
−
( )
( ) ( )( ) ( )
t
m
k k
c b R
R r R r
k
k x y
2 ( )
Ai Ai
d
2
d d e . (C.27)
K
K x
x
k x y
[1] II,II
2
2
2
2
2
II II
i ( )x
J. Phys. A: Math. Theor. 48 (2015) 075305 K Sailer et al
27
The remaining integrals can be taken exactly and one finds
γ
γ γ≈ ℏ
−
− −
× −
Π ν ν
ν ν
ν ν
′
′
∞ ∞
′
( )
( ) ( )( ) ( )
t
m
k k
c b R
R r R r
a
KR
KR
2 ( )
Ai Ai
2
1
sin (2 )
2
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⎠
We see again that for large values of ∞V this contribution is exponentially suppressed due to
the asymptotically large arguments of the Airy functions, so that it vanishes in the limit
→ ∞∞V . It is worthwhile mentioning that if ∞V would take a finite but large value, the
estimate of ν ν′t( )
[1] II,II would be of the order γ∼ ∼− − −a a2 1 1 3. This nonanalytic dependence of
the integral on the minimal length scale a is a hint that the treatment of the indirect GUP effect
as a perturbation may not work when the potential well is of finite depth.
Let us now turn to the integral ν ν′t( )
[1] I,II given as
∫ ∫
π γ γ
Π
γ
= − ℏ
−
× ∂ −
× − − − −
ν ν
ν ν
ζ
κ
ν
′
′
∞ ∞ −
+ +ν′
( )
( )( )
t
m
k k
c b R R
x y x y
y b R r
2
e
2 ( )( 2 )
d d e ( )
Ai ( ) . (C.29)
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II
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Making the same approximation as we did for the evaluation of Π ν ν′t( )
[1] II,II, we find the analogue
of equation (C.27),
∫ ∫ ∫
π γ γ
γ
π
≈ ℏ
−
−
×
ν ν
ν ν
ζ
ν
κ
′
′
∞ ∞ −
−
+ + −ν′
( )
( )( )
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c b R R
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k x y
2
e
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d
2
d e d e . (C.30)
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The remaining threefold integral reduces to the integral
∫ π
κ
κ
=
− +
+
ν
ν−
′
′
 ( ) ( )k k k R k k R
k
d
2
cos 2 1 sin 2
(C.31)K
K
K x x x x x
x
2
2 2
⎡⎣ ⎤⎦
exhibiting a finite limit for → ∞∞V . Then the integral ν ν′t( )[1] I,II vanishes in the limit → ∞∞V
due to the factor ζ−e and the asymptotically large argument of the Airy function.
The integrals + ν ν′h t( )t i j[2] [2] , can be evaluated and estimated in a rather similar manner as
it was done for the integrals ν ν′t( )
i j[1] , . Considering the sum + ν ν′h t( )t i j[2] [2] , instead of the
integrals ν ν′h( )t
i j[2] , and ν ν′t( )
i j[2] , separately has the advantage that the sum contains only the
projected kinetic energy kernel. The estimates of the integrals + ν ν′h t( )t i j[2] [2] , for
=i j( , ) (III, III) and (II, III) can be obtained from the corresponding estimates of the integrals
Π ν ν′t( )
i j[1] , when their factor ℏ ν∞k m( ) (2 )2 is multiplied with αℏ ν∞k(2 3)( )2 that corresponds to
the replacement of the ordinary kinetic energy operator in the matrix elements of tˆ [1] with the
operator α − ℏ∂ m(2 3) ( i ) (2 )x2 4 in the matrix elements of +h tˆ ˆt
[2] [2]. In that manner one finds
that + ν ν′h t( )t[2] [2] II,III is exponentially suppressed for large values of the parameter ∞V and
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vanishes in the limit → ∞∞V ,while one obtains
δ α+ ∼
ℏ
ν ν ν ν
ν
′ ′
∞
( ) ( )h t k
m
2
3 2
(0) (C.32)t K
[2] [2] III,III
2 4 4
in the limit → ∞∞V . The same replacement of the ordinary kinetic energy operator in order to
obtain the integrals + ν ν′h t( )t i j[2] [2] , from the integrals Π ν ν′t( )i j[1] , with =i j( , ) (II, II) and (I,II)
leads to the slight modification of the remaining integrals over the wave vector kx in
equations (C.27) and (C.30), namely to the replacement ⇒ ×k kconst.x x2 4 in their integrands.
This, however, does not alter the conclusion that the remaining integrals yield finite results,
and that the integrals + ν ν′h t( )t i j[2] [2] , with =i j( , ) (II, II) and (I,II) vanish in the limit → ∞∞V .
Thus we conclude that the only nonvanishing contribution to the matrix elements
+ ν ν′h t( )t[2] [2] is given by equation (C.32). The leading order term of the factor  (0)K is
independent of the minimal length scale a and it holds ≈ +  a ℓ(0) 1 ( )K according to the
expansion given in equation (C.19). Therefore, the contribution in equation (C.32) is just due
to the direct GUP effect modifying the kinetic energy operator explicitly, the effect of the
restriction of the kinetic energy operator to the subspace of the bandlimited wavefunctions by
projection, i.e., the indirect GUP effect results in terms of third and higher orders, to be
neglected in the second order of the perturbation expansion.
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