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Abstract
STUDIES ON BELL'S THEOREM
by
U§ur Güney
Adviser: Professor Mark Hillery
In this work we look for novel classes of Bell's inequalities and methods to produce them. We also ﬁnd
their quantum violations including, if possible, the maximum one.
The Jordan bases method that we explain in Chapter 2 is about using a pair of certain type of orthonormal
bases whose spans are subspaces related to measurement outcomes of incompatible quantities on the same
physical system. Jordan vectors are the briefest way of expressing the relative orientation of any two
subspaces. This feature helps us to reduce the dimensionality of the parameter space on which we do
searches for optimization. The work is published in [24].
In Chapter 3, we attempt to ﬁnd a connection between group theory and Bell's theorem. We devise a
way of generating terms of a Bell's inequality that are related to elements of an algebraic group. The same
group generates both the terms of the Bell's inequality and the observables that are used to calculate the
quantum value of the Bell expression. Our results are published in [25][26].
In brief, Bell's theorem is the main tool of a research program that was started by Einstein, Podolsky,
Rosen [19] and Bohr [8] in the early days of quantum mechanics in their discussions about the core nature of
physical systems. These debates were about a novel type of physical states called superposition states, which
are introduced by quantum mechanics and manifested in the apparent inevitable randomness in measurement
outcomes of identically prepared systems.
Bell's huge contribution was to ﬁnd a means of quantifying the problem and hence of opening the way
to experimental veriﬁcation by rephrasing the questions as limits on certain combinations of correlations
between measurement results of spatially separate systems [7]. Thanks to Bell, the fundamental questions
related to the nature of quantum mechanical systems became quantiﬁable [6].
According to Bell's theorem, some correlations between quantum entangled systems that involve incom-
patible quantities are not allowed by classical mechanics, a feature that is called as quantum nonlocality.
vAn experimental observation of those correlations, in other words, a violation of the limits imposed by
classical physics, implies the correctness of quantum description and invalidates the classical, local realistic
models.
The ﬁrst Bell experiments were proposed by Clauser, Horne, Shimony, and Holt, who invented the
most famous Bell's inequality [13]. Later, the Aspect experiments were satisfactory enough for the physics
community to be conclusive about the validation of quantum mechanics [1][3][4][2].
Ekert's work on applications of quantum nonlocality to communication resulted in the new ﬁeld of
quantum communication and cryptography, and turned the research program into a practical one [20].
Pitowsky showed a method to ﬁnd all expressions of limitations due to local realism, all Bell's inequalities,
for a given physical scenario. He also proved that the problem is, unfortunately, NP-complete and hence as
the scenarios get more complex, they also become computationally intractable [33][34]. Therefore, diﬀerent
methods for the solution of special cases of the problem are necessary.
Inequalities found for those special cases can be called classes of Bell's inequalities. For example, Werner
and Wolf [41] and Collins, Gisin, Linden, Massar, and Popescu [16] found classes that cover a wide range of
scenarios.
Our work is a similar kind of eﬀort to produce and study new types of Bell's inequalities.
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11 Introduction
Bell's theorem [7] is at the heart of the distinction between the two physical models of reality: classical physics
and quantum physics. By performing experiments related to a Bell inequality which involve measuring
correlations between random variables belonging to distant subsystems, one can tell whether the physical
system at hand can be explained inside the paradigm of classical mechanics or whether quantum mechanics
is necessary. If the results of those measurements violate the Bell inequality, this implies the existence of
nonlocality, a non-classical property of physical systems that is unique to quantum mechanics and has a key
role in understanding why classical mechanics fails in the explanation of such systems.
In this chapter we explain what these two paradigms, classical and quantum mechanics, are, what a Bell
Theorem is, how Bell experiments are designed after Bell inequalities, how the outcomes of Bell experiments
can result in violations of the Bell inequality, and other key concepts such as nonlocality and contextuality
and diﬀerent interpretations of their existence. First, we give a verbal explanation of a Bell experiment and
why it is constructed that way, then we give more precise mathematical explanations.
1.1 A Verbal Description of Bell's Theorem
1.1.1 The Superposition State
From the point of view of our work, the main diﬀerence between classical and quantum mechanics is that
in classical mechanics, all quantities of a system have certain, precise values (even if we do not know what
they are), namely all variables representing a quantity are assigned real numbers (with some units). In
contrast, in quantum mechanics (a framework that is more general), there can be incompatible quantities
whose variables cannot be assigned single real numbers simultaneously (a feature that is really unintuitive).
If two quantities are incompatible, then the value of at least one of them has to have a non-sharp
probability distribution (which corresponds to a state that cannot be explained by a single real number).
The probability of an event is the tendency of its occurrence, which is expressed as a number between zero and
one. The probability of a value is the tendency of getting that value when the related quantity is measured
(namely, the occurrence tendency of the event that that value is the outcome of the measurement). The
probability distribution of a quantity is the set of all probabilities corresponding to each possible outcome
value. A sharp probability distribution means that the tendency of only one possible outcome is one, that is,
the measurement outcome will certainly be that value. A non-sharp probability distribution means at least
two of the possible outcomes have non-zero probabilities; the outcome value is not certain. Later, we will be
explain in more detail what it means to have non-sharp probability distributions for certain quantities in an
operational setting (via experimental procedures of measurements of the quantities) and also in comparison
2between Kolmogorovian (classical) probability theory and quantum probability theory.
A Bell theorem pertains to physical systems for which whether or not their quantities are incompatible
leads to measurable diﬀerences. If quantities are compatible (as classical mechanics requires) and hence can
have arbitrarily sharp distributions (a sharper distribution has fewer outcomes with non-zero probabilities),
then there will be certain bounds (expressed as inequalities that we call Bell inequalities) on the results of
Bell experiments, whereas the quantum bounds on the same experiments are higher (thanks to the fact that
in quantum mechanics quantities are allowed to be incompatible).
Bell experiments have direct implications for the fundamental nature of quantities in general. Doing a Bell
experiment and getting a result that is higher than the classical bound tells us that some of the quantities we
measured were incompatible. In this sense, according to Shimony, the Bell theorem is applied-metaphysics
[17].
If one believes that the superposition is actually a way of being, then the Bell theorem is applied-ontology.
However, if one believes that the superposition state sets the limit on what can be known about physical
systems, then Bell theorem is, according to Cavalcanti, applied-epistemology [11].
Superposition is one of the idiosyncratic features of quantum mechanics. When a system is in a super-
position state of the quantity X has the value x1 and X has the value x2 (in short, a superposition of
X = x1 and X = x2), the meaning of this state in English is when the quantity X of the system is
measured, the outcome can be either x1 or x2. What was the value of X before the measurement? X had
no deﬁnite value but it was simply in a superposition of x1 and x2, which is diﬀerent than X was x1, X
was x2 and X was both x1 and x2. Superposition is neither of these options.
The deﬁnition of superposition is directly linked to the meaning of measurement. Measurement breaks
down the superposition (so-called collapse of the wavefunction) and leaves the quantity in a classical state
of one of the possible outcomes. After measurement, the state of X is either X = x1 or X = x2. Also, the
measurement process happens without any intervention of a conscious observer.
The physical model given by the axioms of quantum mechanics is probabilistic in nature. We say that
the outcomes are sampled from a probability distribution which is determined by their state. Therefore,
superposition leads to an indeterministic connection between the initial state and the measurement outcomes.
This, by itself, is not a radical deviation from the classical model. There are probabilistic frameworks
based on classical mechanics, such as statistical mechanics, in which one can envisage ensembles of identical
systems with certain distributions. These probabilistic models can describe deterministic systems with much
higher eﬃciency and success than deterministic models of the same system.
For example, instead of dealing with the positions and momentums of each individual molecule in a gas (in
a macroscopic system the number of parameters will be at the order of 1023) and solving Newton's equation of
3motion for all particles, statistical mechanics uses a statistical model that deals with possible conﬁgurations of
these molecules (a conﬁguration is a choice of position and momentum values for all molecules). This model
does not take into account how the transition between those possible conﬁgurations happen mechanically.
Instead, it derives the possibilities of macroscopically distinct conﬁgurations.
Therefore, the main distinction between classical and quantum models is not about determinism vs.
indeterminism. Also, historically, in the earlier era of quantum mechanics, before physicists were able
to manipulate individual systems, they were not sure whether the mathematical formulation of quantum
mechanics that gives statistical predictions was about individual particles or ensembles of particles, as in
statistical mechanics [5][22]. With present-day advances in technology, we can manipulate single degrees of
freedom [27] and it has become evident that quantum states are associated with individual physical systems
and not their ensembles.
1.1.2 Superposition State When Dealing with a Single Quantity
When we are dealing with only one quantity, then classical and quantum mechanics are equivalent in terms of
the set of all possible probability distributions that can be generated by the chosen mechanics. A probability
distribution is a set of numbers associated with the occurrence tendencies of some measurement outcomes
that add up to one. p (X = xi) means the probability of getting the outcome xi when the quantity X is
measured. Then the set P = {p (X = x1) , p (X = x2)} is a probability distribution. For example, P = {0, 1}
deﬁnes a system in which X = x2 with certainty and P = {1/2, 1/2} describes a fair coin toss system, etc.
The set of all possible sets P allowed by quantum mechanics, PQ, is the same as the set of all possible
sets P allowed by classical mechanics, PC , which are {0, 1}, {1, 0} and all possibilities in between them that
are in the form {t, 1− t} where t can be any number between 0 and 1.
To measure a probability, say the probability of getting the outcome x1 after measuring X, the number
p (X = x1), we measure the quantity X many times. Then, we divide the number measurements that result
with the output x1 by the total number of measurements. This will give a number between zero and one. (A
ratio of one means the measurement outcome will be x1 for certain. A ratio of zero means x1 never occurs.
Any value in between will be a non-certain probability.) The more measurements we make, the better the
frequency of occurrence of x1 will be an approximation of the tendency of occurrence. (Statisticians have
methods to tell us with how many data points how certain we can be about our ratio.)
41.1.3 Superposition State When Dealing with Two Quantities, Sharpness of a Probability
Distribution, Uncertainty Principle
The ﬁrst real diﬀerence between classical and quantum mechanics becomes apparent when we are dealing
with two quantities (in general, more than one quantity) at the same time. Quantum mechanics introduces
a novel relationship type between quantities. In quantum mechanics, two quantities can be compatible or
incompatible. In classical mechanics, all quantities are compatible. Incompatibility means that there is no
state in which both quantities have deﬁnite values that can be expressed by real numbers, in other words,
no state allows both quantities to have sharp distributions.
A sharp distribution means that the probability of one measurement outcome is 1, which is to say certain,
and the probabilities of the rest of the outcomes are 0. Say Z is a quantity that can have 3 diﬀerent values
z1, z2, and z3 (a coin or die with three sides). The probability distribution associated with the outcomes
of Z-measurements is PZ = {p (Z = z1) , p (Z = z2) , p (Z = z3)}. Among all possible distributions, only
three of them are sharp: P = {1, 0, 0}, {0, 1, 0} and {0, 0, 1}. Any other distributions, such as {1/4, 1/4, 1/2},
{1/2, 0, 1/2}, etc., are non-sharp distributions; they have a non-zero occurrence possibility for more than one
outcome.
See Figure 1 for a visual description of sharpness for a quantity that can take only 5 diﬀerent values, and
Figure 2 for a quantity that can have inﬁnitely many diﬀerent outcomes.
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Figure 1: Sharp and unsharp discrete distributions. The height of each bar indicates the probability of the
quantity Z having the value under it. For each diagram, the sum of the heights of all bars is 1.
A measurement of a quantity makes it certain that the quantity has one of its possible values, which is
represented by the corresponding sharp distribution. For example, a system in the state corresponding to
the outcome distribution {1/4, 1/4, 1/2} will have the outcome distribution {0, 0, 1} with the probability of 1/2.
53 2 1 0 1 2 3
X
0.0
0.2
0.4
0.6
0.8
1.0
P(
X
)
sharp
3 2 1 0 1 2 3
X
0.0
0.2
0.4
0.6
0.8
1.0
P(
X
)
unsharp
3 2 1 0 1 2 3
X
0.0
0.2
0.4
0.6
0.8
1.0
P(
X
)
unsharp, flatter
Figure 2: Sharp and unsharp continuous distributions. The area under a region say a ≤ x ≤ b indicates the
probability of x having a value in that region. (Total area of each of these curves is 1)
The probability distributions of incompatible quantities are connected in such a way that manipulating
the state of the system to change the distribution of one quantity aﬀects the distribution of the other
quantity. This property of connectedness of incompatible quantities manifests itself in terms of uncertainty
relationships. The general name for all uncertainty relations is the uncertainty principle.
The most famous examples of incompatible quantities are 1) the position of a particle in a direction and
the velocity of the same particle in the same direction, 2) the spin of a particle in one direction and the spin
of the same particle in an orthogonal direction, and 3) the direction of the linear polarization of a photon
and the direction of the circular polarization of the same photon.
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Figure 3: Visual description of the variance, ∆X, of a gaussian distributions. Square root of the variance is
the half length of the blue line. Uncertainty principle is a lower bound on the product of variances of two
quantities.
A measure of the unsharpness of a distribution is called variance. For example, P = {0, 1, 0, 0} is
sharp (zero variance), {0, 1/2, 1/2, 0} is unsharp (some variance) and {1/4, 1/4, 1/4, 1/4} is more unsharp (higher
variance). See Figure 3 for a visual description of a quantity with inﬁnitely many diﬀerent possible outcomes.
The uncertainty principle says that when two quantities are incompatible, there is no quantum state
6for which ∆X = ∆Y = 0. For all possible physical states there is a lower bound for the products of their
variances ∆X∆Y ≥ some minimum limit.
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Figure 4: A demonstration of the uncertainty principle for two discrete quantities. Here we have two
quantities: 1) the magnitude of spin in x-direction, σx, and 2) the magnitude of spin in z-direction, σz. Each
choice of the parameter θ corresponds to a diﬀerent physical state.
According to the plot, there is no physical state in which the variances of both quantities are zero for all
choices of the parameter. On the contrary, when one of them is sharp (say, for θ = pi/4 the variance of σz is
0), the other one is a ﬂat distribution and hence has the highest value of variance (for the same parameter
the variance of σx is 1. )
(Here we do a non-exhaustive search in the space of possible states by varying the parameter θ for the class
of states of the form |ψ (θ)〉 = cos θ |0〉+ sin θ |1〉)
For example, according to the experiments, the value of the spin of a spin-1/2 particle in a chosen direction
can be up or down. If the particle is put in a state in which its spin in z-direction has the value up,
namely the distribution for z-spin PZ = {p (z-spin = up) , p (z-spin = down)} is PZ = {1, 0}. Then the
distribution for the spin in x direction PX = {p (x-spin = up) , p (x-spin = down)} becomes PX = {1/2, 1/2}.
There is no physical state for which these two distributions are simultaneously sharp, i.e. PZ = {1, 0} and
PX = {0, 1}, and there is a limit on how small the product of their variances can be.
At ﬁrst, quantum mechanics seems more restrictive than classical mechanics. But actually, the quantum
model allows compatibility where distributions related to two diﬀerent quantities are independent, just
like classical mechanics, and in addition to that, it introduces the concept of dependent distributions of
diﬀerent quantities. For example, the position of a particle in a direction is compatible with its velocity
in a perpendicular direction. The distributions related to those quantities can be made arbitrarily sharp
simultaneously, as can be done in classical mechanics.
However, when it comes to incompatible quantities whose incompatibility is experimental fact observed
from nature, it is classical mechanics that cannot represent what is actually happening. Classical mechanics
can only approximate the relationship between incompatible quantities via compatible probability distribu-
tions. The Bell theorem is about ﬁnding where classical mechanics fails.
7Just as in the case of a single quantity, in the case of two compatible variables quantum mechanics and
classical mechanics are equivalent in terms of the possible probability distributions that can be generated.
When we investigate a case of more than one quantity, we talk about the joint occurrences of event and joint
probabilities.
For example, when the quantity X and the quantity Y are measured simultaneously, X has the value
x1 and Y has the value y1, X = x1 and Y = y1. There are three other possible outcomes, X = x1
and Y = y2, X = x2 and Y = y1, X = x2 and Y = y2. The outcome of the joint measurement
will be one out of these four joint outcomes. Now we can talk about a probability distribution with four
elements PXY = {p (X = x1, Y = y1) , p (X = x1, Y = y2) , p (X = x2, Y = y1) , p (X = x2, Y = y2)} where
four elements should add up to 1. In short, express PXY as {p1, p2, p3, p4} . PC is the set of all possible
PXY where 0 ≤ p1, p2, p3, p4 ≤ 1 and p1 + p2 + p3 + p4 = 1. See Figure 5 for a visual description of a joint
probability distribution.
Figure 5: Visualization of a discrete probability distribution with 2 arguments, P (X,Y ). 3D bars correspond
to (from short to tall) P (X = x1, Y = y1), P (X = x2, Y = y1), P (X = x1, Y = y2) and P (X = x2, Y = y2).
Marginals P (X) and P (Y ) are shown using darker 2D bars at the axes, P (X) on x-axis with P (X = x1) =
P (X = x1, Y = y1)+P (X = x1, Y = y2) and P (X = x2) = P (X = x2, Y = y1)+P (X = x2, Y = y2). And
similarly for P (Y = y1) and P (Y = y2).
In quantum mechanics, the system can be in a superposition state of some of these joint outcomes. For
example, the system can be in a superposition of X = x1, Y = y1 and X = x2, Y = y2. This means that
when both quantities are measured, either the outcome of X will be x1 and the outcome of Y will be y1,
8or the outcome of X will be x2 and the outcome of Y will be y2. This also means that if only one of the
quantities is measured, say Y , it will have the value of either y1 or y2. If it has the value y1, then X has the
value x1, and if it has the value y2, then X has the value x2.
WhenX and Y are compatible, the set of all possible probability distributions PXY , in classical mechanics
PC and in quantum mechanics PQ are the same. Any distribution that can be produced by quantum
mechanics can be produced by classical mechanics too (and vice versa). PC = PQ.
On the other hand, if X and Y are incompatible, then the elements p (X = xi, Y = yj) do not have a
meaning in quantum mechanics. For example, the probability of X having the value x1 and Y having the
value y2 corresponds with the joint event of X = x1 and Y = y2. As we said before, after the measurement
the system will be in one of the sharp distribution states. For our example this will be a state for which
p (X = x1) = 1 and p (Y = y2) = 1. These are both sharp distributions for both quantities, which is
not allowed by quantum mechanics. Therefore, joint probabilities of joint outcome events of incompatible
quantities are meaningless in quantum mechanics.
Even though we know that there is a fundamental diﬀerence between quantum mechanics and classical
mechanics when quantities are incompatible, we do not have a way of comparing the two models if we only
have two incompatible quantities, because classical mechanics cannot model incompatible quantities and
quantum mechanics has no joint probability distributions of them. The equality of PC = PQ does not take
the existence of incompatible quantities into account.
To achieve a mean of comparison we need a more complicated setup.
1.1.4 Two Spatially Separated Systems
Two quantities that belong to diﬀerent physical systems that are spatially separated always commute. Say
X and Y are two quantities so that X of a particle and Y of the same particle are incompatible. However,
when X is measured on one particle and Y is measured on another (identical) particle that has a diﬀerent
position, then they are compatible.
Call the property of X of particle-1 X1, the property X of particle-2 X2, the property Y of particle-1 Y1
and the property Y of particle-2 Y2. X1 and X2 can have values x1 and x2. And Y1 and Y2 can have the
values y1 and y2.
In this case the joint occurrences of X1 having a value and Y2 having a value are meaningful in both
classical and quantum mechanics because X1 and Y2 are compatible. This allows us to talk about joint
probability distributions in the form of p (Xm = xi, Yn = yj) where m,n, i, j can be 1 or 2.
This scenario involves four probability distributions according to choice of our quantities to measure. We
can measure the pairs (X1, X2), (X1, Y2), (Y1, X2) and (Y2, X2). We cannot jointly measure (X1, Y1) and
9(X2, Y2) because X1and Y1 are not compatible.
The four probability distributions that correspond to allowable pairs will have elements in these forms:
p (X1 = xi, X2 = xj), p (X1 = xi, Y2 = yj), p (Y1 = yi, X2 = xj) and p (Y1 = yi, Y2 = yj) with each distribu-
tion having 4 possible outcomes.
Because all quantities belonging to the ﬁrst particle are compatible with all quantities belonging to the
second particle, the joint system of two particles can be in a superposition state over the choice of quantities.
Say it can be in the superposition of Y1 = y1, Y2 = y1 and Y1 = y2, Y2 = y2. This means, if we measure
the quantity Y1 on particle-1 and get the outcome y2, then the measurement Y2 on particle-2 gives the
outcome of y2 too.
In total there are 16 diﬀerent joint outcomes that can be achieved by measuring four allowed pairs:
X1 = x1, X2 = x1, X1 = x1, X2 = x2, X1 = x1, Y2 = y1, X1 = x1, Y2 = y2, X1 = x2, X2 = x1,
X1 = x2, X2 = x2, X1 = x2, Y2 = y1, X1 = x2, Y2 = y2, Y1 = y1, X2 = x1, Y1 = y1, X2 = x2,
Y1 = y1, Y2 = y1, Y1 = y1, Y2 = y2, Y1 = y2, X2 = x1, Y1 = y2, X2 = x2, Y1 = y2, Y2 = y1,
Y1 = y2, Y2 = y2. We can prepare two particles in a certain state and then measure the probability of
occurrence of any of these 16 outcomes corresponding to that state. Both classical and quantum mechanics
has methods of prediction of these 16 numbers.
These probabilities corresponding to this 16 possible outcomes are the simplest building blocks to ﬁnd
an experimentally veriﬁable diﬀerence between the classical and quantum mechanics. We never need to
jointly measure the incompatible quantities (X1, Y1) and (X2, Y2), but we are allowed to measure (X1, X2)
and (X1, Y2) where X2and Y2 are incompatible. The incompatibility of X2and Y2 creates an uncertainty
relation between the distributions of X2 and Y2 that we cannot analyze by jointly measuring them. But
their uncertainty relation aﬀects these 16 probabilities that we can are allowed to measure jointly. Hence
the analysis is achieved indirectly.
Construct the set which is made of the four probability distributions PX1X2 , PX1Y2 , PY1X2 , PY1Y2 .
PX1X2 = {p (X1 = x1, X2 = x1) , p (X1 = x1, X2 = x2) , p (X1 = x2, X2 = x1) , p (X1 = x2, X2 = x2)}.
PX1Y2 = {p (X1 = x1, Y2 = y1) , p (X1 = x1, Y2 = y2) , p (X1 = x2, Y2 = y1) , p (X1 = x2, Y2 = y2)}.
PY1X2 = {p (Y1 = y1, X2 = x1) , p (Y1 = y1, X2 = x2) , p (Y1 = y2, X2 = x1) , p (Y1 = y2, X2 = x2)}.
PY1Y2 = {p (Y1 = y1, Y2 = y1) , p (Y1 = y1, Y2 = y2) , p (Y1 = y2, Y2 = y1) , p (Y1 = y2, Y2 = y2)}.
The set that is made of the element of these four distribution sets is
PX1X2Y1Y2 = {p (X1 = x1, X2 = x1) , p (X1 = x1, X2 = x2) , . . . p (Y1 = y2, Y2 = y1) , p (Y1 = y2, Y2 = y2)}.
Deﬁne the set of all possible P sets as P. Bell theorem says that PC 6= PQ. More precisely, quantum
set is a bigger set than classical one PQ ⊃ PC . There are combinations of these 16 numbers that can be
produced by quantum mechanics which cannot be produced by classical mechanics.
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To conduct a Bell experiment in this 2 particles, 2 quantities per particle, 2 outcomes per quantity
scenario, ﬁrst, we take two particles. Then we choose two incompatible properties for each particle. We call
them X1 and Y1 for particle-1 and X2 and Y2 for particle-2. The incompatibility of X's and Y 's is necessary.
Then we prepare the combined state of this two-particle system so that when these 16 joint probabilities
are measured we get a set of numbers, P , that can not be produced by classical mechanics. In other words
P /∈ PC but P ∈ PQ. The type of quantum states that give non-classical distributions like this are called
entangled states.
1.1.5 A Bell Experiment Example, CHSH Experiment
As a concrete example of a Bell experiment we can look at the famous experiment proposal by Clauser-Horne-
Shimony-Holt (CHSH) [13]. The quantities they measure are the orientation of polarizations of photons. For
two photons that are sent in opposite directions, their linear polarizations in chosen directions (which are
determined by chosen angles) are measured. X1 is the polarization of photon 1 in 22.5◦, Y1 is the polarization
of photon 2 in 67.5◦, X2 is the polarization of photon 1 in 157.5◦, and Y2 is the polarization of photon 2 in
202.5◦. See Figure 6 for a diagram of CHSH setup.
For a choice of an angle for a photon, a polarizing ﬁlter is put on the path of that photon, and a photon
detector behind the polarizing ﬁlter. If the detector clicks, it means the photon passed the ﬁlter, hence the
outcome x1 (or y1) is occurred. If the detector does not click, it means the photon did not pass the ﬁlter,
hence the outcome x2 (or y2) is occurred.
Figure 6: Illustration of CHSH setup. Two entangled photons go in opposite, +z and z−, directions. For
each photon 2 possible directions are chosen to measure the polarization. For example. for the photon in +z
direction, its polarization can be either measured in Y1 direction or Y2 direction. The choice of measurement
can be made even after the photons left their source.
Then they send entangled photons towards detectors and measure the probabilities of joint occurrences.
A way of deciding whether the 16 numbers measured in the experiment is in PC or not is to calculate
a combination of them. Quantum mechanics and classical mechanics will have diﬀerent bounds for some
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combinations. For example the combination that CHSH chose is this:
B = +p(X1=x1,X2=x1)−p(X1=x1,X2=x2)−p(X1=x2,X2=x1)+p(X1=x2,X2=x2)
+p(X1=x1,Y2=y1)−p(X1=x1,Y2=y2)−p(X1=x2,Y2=y1)+p(X1=x2,Y2=y2)
−p(Y1=y1,X2=x1)+p(Y1=y1,X2=x2)+p(Y1=y2,X2=x1)−p(Y1=y2,X2=x2)
+p(Y1=y1,Y2=y1)−p(Y1=y1,Y2=y2)−p(Y1=y2,Y2=y1)+p(Y1=y2,Y2=y2)
B is a certain combination of 16 numbers where some of them are added and others subtracted. Basically each
line corresponds to the correlation between chosen quantities, E (Xi, Yj), when +1 is assigned to detector
click, and −1 is assigned to no click, namely x1 = 1 and x2 = −1. In other words B = E (X1, X2) +
E (X1, Y2)− E (Y1, X2) + E (Y1, Y2).
Classical mechanics puts a bound on the possible values that B can have which can be expressed as an
inequality.
−2 ≤ B ≤ 2
These inequalities are called Bell Inequalities. Any measurement of B in the laboratory that gives a
number bigger than 2 is called a Bell violation. The maximum value for B allowed by quantum mechanics
is 2
√
2 ≈ 2.83. Values B > 2 are observed in experiments.
This violation concludes that classical mechanics and quantum mechanics are fundamentally diﬀerent
in terms of the probabilities that they can produce. Therefore we have to take the idea of superposition
seriously. Superposition is unavoidable in the presence of incompatible quantities which is manifested in
uncertainty relations and in the inevitability of probabilistic measurement outcomes, namely indeterminism.
However the essential point of Bell arguments is not refutation of determinism in favor of indeterminism
(which happens as a side eﬀect). Indeterministic systems are conceivable in the framework of classical
mechanics (such as statistical mechanics) too. One of the main diﬀerences is in the nature of how probabilities
arise.
In the classical model, when the value of a quantity is probabilistic, when we get diﬀerent values after
measuring the same quantity from identical systems, we think that the quantity had certain deﬁnite value
before we measure it, but we do not know what that value is. Probabilities are due to our lack of knowledge
on the system and measurements reveal pre-existing realities.
In the quantum model, when the value of a quantity is probabilistic due to superposition, it is not the
case that the quantity had a certain deﬁnite value before the measurement and we did not know it. The
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quantity did not have a certain value at all that can be known, in the ﬁrst place. No pre-existing reality is
revealed by the measurement. The measurement is the active process of converting a superposition state to
a non-superposition state. This is what Bell's Theorem says.
1.1.6 Einstein, Podolsky, Rosen Arguments
In 1935 Einstein, long before the discovery of Bell's theorem, Podolsky and Rosen (EPR) came with an
argument that describes the probabilities arise in quantum mechanics due to our lack of knowledge, namely,
quantum mechanics is an incomplete theory [19]. According to EPR, quantum mechanics does not consider
all possible causes that can aﬀect measurement outcomes, therefore its predictions are probabilistic.
Even though their conclusions in their work is incorrect their chain of reasoning will help us to understand
the concept of nonlocality.
Because EPR did not know that some collection of probability distributions that are predicted but
quantum mechanics and observed in nature cannot be predicted by classical mechanics, which leads us to
change our concept of quantities having values (in their terminology, our concept of reality), they start with
an incorrect deﬁnition of reality: If, without in any way disturbing a system, we can predict with certainty
(i.e., with probability equal to unity) the value of a physical quantity, then there exists an element of physical
reality corresponding to this physical quantity.
According to this deﬁnition incompatible quantities cannot have simultaneous physical realities. We will
call their deﬁnition classical reality, and superposition states do not correspond to a classical reality.
They deﬁne completeness of a physical theory as every element of the physical reality must have a
counterpart in the physical theory. According to this deﬁnition and their assumption that all quantities
should have a classical reality quantum mechanics is incomplete, it does not predict all quantities with
certainty simultaneously, hence it is not considering some aspects of physical reality. We will call their
completeness as classical completeness and classical completeness is an ideal that cannot be achieved by
physical systems due to uncertainty principles.
After these deﬁnitions they propose a Gedanken Experiment where two systems share an entangled
quantum state and two incompatible quantities belonging to those particles are considered. The quantity
X can be measured on particle-1 and particle-2 (X1 and X2) and also the quantity Y can be measured on
particle-1 and particle-2 (Y1 and Y2). This is exactly the same system that is used in the CHSH setup.
Interestingly EPR inspired the Bell experiments in their attempt of proving the opposite of Bell's theorem
(namely quantum mechanics is incomplete and its predictions are reproducible by classical mechanics).
In previous section we said that the type of quantum states belonging to the system of two parties that
result in Bell violations are called entangled states. Entangled states generate correlations between some
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quantities. Namely, even though the measurement results on single particles are still random, the results of
both of them tend to have the same (or opposite values) so that it become possible to ﬁgure out the outcome
of the second particle by knowing the outcome of the ﬁrst particle (and vice versa).
For example, sayX1 andX2 are perfectly correlated. Then p (X1 = x1, X2 = x2) = 0 and p (X1 = x2, X2 = x1) =
0. This means when we measure X1 we either get x1 or x2 randomly. But when we look at the joint mea-
surements of X1 and X2 we never get outcomes in which X1 and X2 have diﬀerent values. Therefore we can
infer the outcome of X2 when we know the outcome of X1. If X1 is x1 then X2 is x1 too. And it X1 is x2,
then X2 is x2 too.
This is just one type of perfect correlation. There can be other types of correlations, such as anti-
correlation (they always have the opposite values, and never have the same value) etc. The essential point
of a perfect correlation is is that it makes it possible to perfectly infer the outcome of the other party by
knowing the outcome of one party.
EPR uses an entangled state in which both positions and velocities of two particles are perfectly correlated.
For example, if the velocity of the ﬁrst particle is V1 = v, the velocity of the second particle is V2 = −v.
And if the position of the ﬁrst particle is X1 = x, then the velocity of the second particle is X2 = x + ∆x.
Even though this quantum state is so hard to implement and will not last long, theoretically it is possible
to produce these perfect correlations.
Using this setup EPR tries to prove that incompatible quantities have classical realities. They accept
that simultaneous measurements of incompatible quantities cannot be done on a single particle at the same
time, because measuring one quantity aﬀects the distribution of the second one. But they claim that one
can measure a quantity on particle-2 indirectly, and without aﬀecting particle-2's state by measuring the
same quantity on particle-1 and inferring the value on particle-2 using the perfect correlation relation due
to entanglement. And because the particle-2 is not disturbed the inferred values are classical realities.
The broken part of this chain of reasoning is that measuring a quantity on particle-1 actually aﬀects the
state of particle-2 by a process called collapse of the wave function. Though, this eﬀect does not change
the probability distributions that will be produced by the particle-2. In other words, whether we measure
X1 or Y1, the probabilities p (X2 = x1), p (X2 = x2), p (Y2 = y1), p (Y2 = y2) do not change. The eﬀect of
the choice of measurement on particle-1 is not observable by only measuring the quantities on particle-2.
(To observe the eﬀect we need joint measurement outcomes from both particles. Namely, the 16 numbers
we mentioned in the previous chapter).
The fact this eﬀect can not be measured locally at the other particle is of high importance. Say if
choosing X1 to measure instead Y1 on particle-1 aﬀects the value of p (X2 = x1). Say if X1 is measured
p (X2 = x1) = 0.51 and p (X2 = x1) = 0.49. Then an experimenter at the second measurement site could
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measure p (X2 = x1), the occurrence frequency of getting the outcome x1 for X2 measurements, and can tell
whether the experimenter at the ﬁrst measurement site chose to measure X1 or Y1.
This method could be used in sending messages in a way such as Morse code, say X1 is dot and Y1 is
dash. These two particles can be arbitrarily far away from each other at the moment of measurements. Their
distance can even be several light years. But still the indirect inference would allow them to communicate
faster than light, or even instantly. This would be a direct violation of special relativity and would result
inconsistencies. However, quantum mechanics do not allow the eﬀect of the choice of measurement on one
particle is not locally observable at the second particle, this eﬀect and hence quantum mechanics is consistent
with special relativity and does not allow superluminal communication.
Returning to EPR reasoning, measuring X1 forces X2 to have a classical reality, but Y2 will be in
superposition. Likewise, measuring Y1 forces Y2 to have a classical reality, but X2 will be in a superposition.
EPR agrees that by measuring them indirectly, X2 and Y2 cannot have simultaneous classical reality. On
this point of view, since either one or the other, but not both simultaneously, of the quantities X2 and Y2
can be predicted, they are not simultaneously real. But EPR still insist on that X2 and Y2 share the same
reality, even though after diﬀerent choices for the measurement on particle-1 the quantum state of particle-2
will be diﬀerent: One would not arrive at our conclusion if one insisted that two or more physical quantities
can be regarded as simultaneous elements of reality only when they can be simultaneously measured or
predicted. This makes the reality of X2 and Y2 depend upon the process of measurement carried out on the
ﬁrst system in any way. No reasonable deﬁnition of reality could be expected to permit this. Unfortunate
for them, this unreasonable process is how reality works.
It took 30 years after EPR paper for physicists to ﬁgure out and implement an experiment to decide on
diﬀerent models of reality.
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1.1.7 Visual summary of minimum necessary Bell setup
Figure 7: In this diagram each elliptical set represents a physical system. Dots represent quantities that can
be measured on the system it belongs to.
Solid connecting lines imply the compatibility of the quantities they connect, hence they can have sharp
distributions simultaneously. Dashed lines mean that connected quantities are incompatible and hence
cannot have both sharp distributions.
P is the set of probabilities or joint probabilities that can be produced by the combined system. PC is the
one allowed by classical mechanics and PQ by quantum mechanics.
First diagram on the top of Figure 7 indicates that quantum and classical mechanics allow the same set of
distributions for the measurements done on a single quantity. (Basically 0 ≤ P (X) ≤ 1.)
Second diagram on the top is about the set of joint probabilities of joint measurement outcomes outcomes
where two quantities are compatible and are on the same party. (Again quantum and classical sets are
identical.
∑
x,y P (X,Y ) = 1 and 0 ≤ P (X,Y ) ≤ 1.)
Third one from the top means that we can not have joint probability distributions of incompatible
quantities. Because the event corresponding to the probability P (X = x, Y = y), which is E : X = x&Y = y,
can not happen. X and Y can not have certain, sharp values simultaneously. Therefore PQ do not exist in
this case, and we can not do a comparison.
Last one on top row is the case where two quantities of joint investigation are distributed over spatially
distant parties. In this case any two quantities are compatible (even tough it could be the case that they
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would be incompatible if they were on the same system) hence we get the same case as compatible observables.
The ﬁrst diagram at the bottom row means that because local quantities on spatially distant parties
always commute, this case is impossible to happen.
The middle one at the bottom row is the ﬁrst setup where we have a diﬀerence between quantum
and classical sets. In order to have incompatible observers (to introduce the quantum novelty) and joint
probability distributions (to measure correlations, make data collection possible) at the same time, here we
choose two incompatible quantities on each party, a1, a2 on A, and b1, b2 on B.
We, then, choose to measure one quantity from each party. All 4 possible choices (a1, b1), (a1, b2), (a2, b1),
(a2, b2) are compatible pairs which allows us to measure their joint probability distributions.
The union of these 4 distributions is still aﬀected by the incompatibility of (a1, a2) and (b1, b2). Therefore
this is the simplest scenario where we can observe a diﬀerence in the set of all possible probabilities that can
be assigned to 16 joint outcomes.
CHSH inequalities tell whether a given point is in the classical set or not for this setup.
The last diagram is an example of increased number of quantities per party. (We could have increased
the number of parties too.) Any scenario that has equal or larger parameters than (2, 2, 2) allows points in
PQ that are not in PC .
PQ ⊃ PC
is what we mean by Bell's theorem.
1.1.8 Quantum nonlocality and indeterminism
The common terminology for classical realism is local realism, and the violation of local realism by
quantum mechanics is called the quantum nonlocality.
We showed that the essential point of Bell theorem is not the refutation of determinism in favor of
indeterminism, but the refutation of local realism in favor of nonlocality. The physical systems that has
nonlocality have correlations between its subsystems that cannot be explained or reproduced by local realistic
models, namely classical physics.
Thanks to the indeterminism the nonlocal correlations cannot be used to send signals faster than light.
Therefore we cannot have a causal relationship between the measurement choice on one particle and the
measurement outcome on another particle that is arbitrarily distant. Even though nonlocality and causality
seems to be irreconcilable at ﬁrst sight, it is the inherent randomness of quantum mechanics, Popescu says,
that reconciles nonlocality with relativity/causality [35].
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In a deterministic system in which probabilities arise due to lack of the knowledge on the exact state
of the physical systems, nonlocality would violate causality. If one starts with nonlocality and relativity as
given axioms, then the indeterminism arise as a derived concept [35].
1.1.9 Disclaimer
By the time this dissertation is being written there is no universal consensus on which interpretation of
quantum mechanics to accept, in other words the so-called measurement problem is not solved, yet. We do
not know the exact mechanisms of how classical physics emerge as a limiting case of quantum mechanics.
The nonlocal eﬀect that changes the quantum state of one particle according to the measurement done
on another particle that is entangled to the ﬁrst one is a consequence of the collapse of the wave function,
namely, the quantum measurement process. Further enlightenment on quantum measurement will clarify
the meaning of quantum nonlocality and Bell violations.
1.2 Mathematical Description of Bell's Theorem
Previous section was written with a general audience in mind. Hence heavy wording was used rather than
mathematical rigor and conciseness. In this section we will clarify the concepts.
By themselves Bell inequalities have nothing to do with quantum mechanics. They express certain
limits on some correlations, which we call Bell expressions, between some random variables under
some assumptions. (Bold terms will be explained).
1.2.1 Random Variables
A random variable is a type of variable which, when sampled, gives a value from a set of possible values.
The occurrence tendency of a value is determined by its probability distribution. Say X can have a value
from the set of all possible values for X, X = {x1, x2, . . . , xN}. X ∈ X . The probability of X having
the value xn is shown as p (X = xn), the set of all probabilities {p (X = xn) |n = 1..N} is its probability
distribution.
∑N
n=1 p (X = xn) = 1 is the normalization condition that all probability distributions must
obey.
Random variables can be used to model quantities of which measurement outcomes are not ﬁxed, or
cannot be predicted with certainty. Measuring a quantity in real life corresponds to sampling a random
variable in a probabilistic model.
A random variable is a general case of a deterministic variable. A deterministic variable can be thought
as a random variable that has the probability 1 for a certain value and 0 for the rest
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p (X = xn) =

1 n = i
0 n 6= i
for n = 1..N . In short X = xi.
A correlation is, in general, a type of statistical relationship about the tendencies of joint occurrences of
diﬀerent outcomes of random variables.
Say we have two random variables X ∈ X = {xn|n = 1..N} and Y ∈ Y = {yn|n = 1..N} and we sample
them simultaneously. We choose one outcome for X, xi, and one outcome for Y , yj , and investigate their
outcome probabilities p (X = xi) ≡ p1 and p (Y = yj) ≡ p2. Then the probability of the event X having
any value other than xi is
p (X 6= xn) =
∑
n∈{x1..xN}\{xi}
p (X = xn)
∑
n∈{x1..xN}
p (X = xn)− p (X = xi)
= 1− p (X = xi)
= 1− p1
≡ p1¯
and similarly the probability of Y having any value other than yj is p (Y 6= yj) = 1− p2 ≡ p2¯.
For now, the only constraints on these probabilities are
p1 + p1¯ = 1
p2 + p2¯ = 1
and
0 ≤ p1, p1¯, p2, p2¯ ≤ 1.
1.2.2 Joint Events
Correlation and statistical dependence are about joint events. The probability of the joint event X having
the value xi and Y having the value yj can be shown as p (X = xi, Y = yj).
We can also talk about X having the value xi and Y not having the value yj p (X = xi, Y 6= yj), X
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Y \X p (X = xi) p (X 6= xi)
p (Y = yj) p (X = xi, Y = yj) p (X 6= xi, Y = yj)
p (Y 6= yj) p (X = xi, Y 6= yj) p (X 6= xi, Y 6= yj)
Table 1: Occurrence probabilities of two events
not having the value xi and Y having the value yj p (X 6= xi, Y = yj), and X not having the value xi and
Y not having the value yj p (X 6= xi, Y 6= yj) etc.
p (X = xi, Y = yj) ≡ p12
p (X = xi, Y 6= yj) ≡ p12¯
p (X 6= xi, Y = yj) ≡ p1¯2
p (X 6= xi, Y 6= yj) ≡ p1¯2¯.
There are several constraints on these joint probabilities. The normalization condition is
p (X = xi, Y = yj) + p (X = xi, Y 6= yj) + p (X 6= xi, Y = yj) + p (X 6= xi, Y 6= yj) = 1.
And the marginal relations are
p (X = xi) = p (X = xi, Y = yj) + p (X = xi, Y 6= yj)
p (X 6= xi) = p (X 6= xi, Y = yj) + p (X 6= xi, Y 6= yj)
p (Y = yj) = p (X = xi, Y = yj) + p (X 6= xi, Y = yj)
p (Y 6= yj) = p (X = xi, Y 6= yj) + p (X 6= xi, Y 6= yj) .
where the probabilities of single events are expressed as combinations of joint events.
We can describe these relations with the Table 1 where the columns add up to individual event proba-
bilities at the header row, and the rows add up to the individual event probabilities at the header column.
1.2.3 Conditional Probability
Conditional probability of an event E with respect to some other event F , p (E|F ), means that the
probability of one event to occur given that some other event occurred. The conditional probability of
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X = xm given Y = yn already happened is shown as
p (X = xm|Y = yn) .
The conditional probability expressed in terms of the joint probability and the individual probability of
occurred event is
p (E|F ) = p (E&F )
p (F )
which is also called the Bayes' theorem.
The relation in opposite direction is
p (F |E) = p (E&F )
p (E)
and from both of them we see that
p (E|F ) p (F ) = p (E&F ) = p (F |E) p (E) .
1.2.4 Statistical Dependence
Two random variables X and Y (or two random events) are statistically independent if they satisfy
p (X = xm, Y = yn) = p (X = xm) p (Y = yn)
for all m, n. It is shown as
X ⊥⊥ Y
For example two successive rolls of dice are statistically independent events. Therefore, if p (D1 = i) and
p (D2 = j) mean that the probability of getting the value i from the ﬁrst roll and j from the second roll,
successively, where i, j ∈ {1, 2, 3, 4, 5, 6}, then
p (D1 = i,D2 = j) = p (D1 = i) p (D2 = j)
1
36
=
1
6
× 1
6
.
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To verify their independence we can ﬁrst measure p (D1 = i) for all i values for the ﬁrst dice (and ﬁnd
1
6 for each i, if the dice is fair, and a diﬀerent distribution if not), then measure p (D2 = j) for all j. Then
throw them together and measure p (D1 = i,D2 = j). If the expression of statistical independence holds
for all i and j then these random events, hence the random variables that represent them are statistically
independent.
There is no unique measure of statistical dependence though. For sure, if p (X = xm, Y = yn) 6= p (X = xm) p (Y = yn)
then X and Y are statistically dependent. And we can deﬁne S as
S = p (X = xi, Y = yj)− p (X = xi) p (Y = yj)
= p12 − p1p2.
Note that here we choose speciﬁc outcome for X and Y , the events of X being xi, E, and Y being yj , F .
• S = 0 means that E and F are independent from each other. The occurrence of one has no relationship
to the occurrence of other. Knowing that E occurred will not improve our prediction of the probability
of F .
• S > 0 means that p (E&F ) > p (E) p (F ), in other words p (E&F ) /p (F ) = p (E|F ) > p (E), which
means the probability of event E occurring knowing that F already occurred is higher than the
probability of event E occurring (with no prior knowledge on anything else). Which means the
chance of E happening is higher when F was happened. Implies a positive statistical dependence.
• S < 0 means that p (E&F ) < p (E) p (F ), in other words p (E&F ) /p (F ) = p (E|F ) < p (E), which
means the probability of event E occurring knowing that F already occurred is lower than the
probability of event E occurring (with no prior knowledge on anything else). Which means the
chance of E happening is lower when F was happened. Implies a negative statistical dependence.
For variables of several outcomes, S can be diﬀerent for events corresponding to diﬀerent outcomes, i.e.
S (xi, yj) = p (X = xi, Y = yj)−p (X = xi) p (Y = yj) and S (xi′ , yj′) = p (X = xi′ , Y = yj′)−p (X = xi′) p (Y = yj′).
S (xi, yi) 6= S (xi′ , yj′)
in general.
Another way of expressing S can be
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S = p12 − p1p2
= p12 − (p12 + p12¯) (p12 + p1¯2)
= p12 −
(
p212 + p12p1¯2 + p12p12¯ + p12¯p1¯2
)
= p12 (1− p12 − p1¯2 − p12¯)− p12¯p1¯2
= p12p1¯2¯ − p12¯p1¯2
where the ﬁnal form looks like the determinant of P, p12p1¯2¯ − p12¯p1¯2 = det (P) = S.
1.2.5 Correlation
Given
Y \X p1 p1¯
p2 p12 p1¯2
p2¯ p12¯ p1¯2¯
Let us deﬁne a correlation function between two events as
C = (p12 + p1¯2¯)− (p1¯2 + p12¯) .
Again this event can be a random variable having a certain outcome, p1 = p (X = xi) and the comple-
mentary event can be that random variable having a diﬀerent outcome, p1¯ = p (X 6= xi). Say E is X = xi
and F is Y = yj .
Let us analyze diﬀerent cases of
P =
p12 p1¯2
p12¯ p1¯2¯
 .
If P =
p12 0
0 p1¯2¯
 with p12 + p1¯2¯ = 1, then it means that the events either happen at the same time,
or they never occur. This will correspond to a C = 1, and is called a perfect correlation.
If P =
 0 p1¯2
p12¯ 0
 with p1¯2 + p12¯ = 1, then it means that either E occurs and F does not occur, or vice
versa. They never occur or do not occur simultaneously. This will correspond to a C = −1, and is called a
perfect anti-correlation.
In the case where p12 + p1¯2¯ = p1¯2 − p12¯ = 1/2, C becomes 0. This case is called no correlation.
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C = (p12 + p1¯2¯) − (p1¯2 + p12¯) means that we want to measure the likelihood of cases when two events
happen at the same time (E&F ) or both of them do not occur (E¯&F¯ ) and unlikelihood of the cases where
only one of them occurs and the other not (E&F¯ or E¯&F ) .
Therefore, unlike the statistical dependence, just having a joint probability distribution is not enough
to deﬁne a correlation. A correlation needs a choice of similarity between the outcomes of diﬀerent random
variables. Correlations involves actual values of outcomes, not only the labels of outcomes. In this example
we associated the X = xi outcome of the ﬁrst quantity with the Y = yj outcome of the second quantity.
1.2.6 Composite Events
However, the events could have been chosen arbitrarily, and we can associate any event E = X ∈ Xi and
F = Y ∈ Yj where Xi ⊂ X and Yj ⊂ Y. X and Y are the set of possible outcomes of X and Y , and Xi and
Yj are any subset of them.
Y \X p (X ∈ Xi) p (X /∈ Xi)
p (Y ∈ Yj) p (X ∈ Xi, Y ∈ Yj) p (X /∈ Xi, Y ∈ Yj)
p (Y /∈ Yj) p (X ∈ Xi, Y ∈ Yj) p (X /∈ Xi, Y ∈ Yj)
Any correlation in terms of subsets of all possible pairs can be expressed as a combination of joint
probabilities of individual outcome pairs
p (X ∈ Xi, Y ∈ Yj) =
∑
xm∈Xi
∑
yn∈Yj
p (X = xm, Y = yn) .
1.2.7 Generalization to Higher Number of Outcomes
Let us investigate correlations and statistical independence in the case of more than one event (and its
complement) per quantity to see how these concepts generalize.
In the previous section we were interested in events E where X ∈ Xi and F where Y ∈ Yj where Xi ⊂ X
and Yi ⊂ Y. And the complementary events E¯ where X /∈ Xi and F¯ where Y /∈ Yj . The corresponding
probabilities were
p1 = p (E) p1¯ =p
(
E¯
)
= p (X ∈ Xi) =p (X /∈ Xi)
=
∑
xk∈Xi
p (xk) =
∑
xk /∈Xi
p (xk)
and similar expressions for p2 and p2¯.
24
Now, we will deal with more than 2 events per quantity. Say the event E1 corresponds to X having
an outcome from the subset X1 ⊂ X , E1 : X ∈ X1, and similarly E2 : X ∈ X2 and E3 : X ∈ X3 where
X = X1 ∪ X2 ∪ X3. Similarly Fj are events for the second quantity Fj : Y ∈ Yj and
⋃
j Yj where j = 1, 2, 3.
To make the analysis even simpler without loosing generality, do not use composite events but events
corresponding to individual outcomes. E1 : X = x1, E2 : X = x2 and E3 : X = x3 where X = {x1, x2, x3}
and similarly Fj : Y = yj where Y = {y1, y2, y3}. Again we can talk about occurrence probabilities of single
events and joint events. The table of joint probability distribution is
PXY =
Y \X p (X = x1) p (X = x2) p (X = x3)
p (Y = y1) p (X = x1, Y = y1) p (X = x2, Y = y1) p (X = x3, Y = y1)
p (Y = y2) p (X = x1, Y = y2) p (X = x2, Y = y2) p (X = x3, Y = y2)
p (Y = y3) p (X = x1, Y = y3) p (X = x2, Y = y3) p (X = x3, Y = y3)
.
How should we deﬁne statistical independence and correlations for this joint distribution?
Statistical independence means that knowing the value of one random variable does not aﬀect the con-
ditional probability of the other variable, in other words
p (Y = yj) = p (Y = yj |X = xi)
and because
p (Y = yj |X = xi) = p (Y = yj , X = xi)
p (X = xi)
p (Y = yj , X = xi) = p (X = xi) p (Y = yj)
for all i and j. Therefore joint probability distribution of this form has statistically independent pairs of
outcomes
Y \X p (X = x1) p (X = x2) p (X = x3)
p (Y = y1) p (X = x1) p (Y = y1) p (X = x2) p (Y = y1) p (X = x3) p (Y = y1)
p (Y = y2) p (X = x1) p (Y = y2) p (X = x2) p (Y = y2) p (X = x3) p (Y = y2)
p (Y = y3) p (X = x1) p (Y = y3) p (X = x2) p (Y = y3) p (X = x3) p (Y = y3)
The probability distribution of Y is
PY = {p (Y = y1) , p (Y = y2) , p (Y = y3)} .
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When expressed as the sums of elements of the joint distribution PXY
PY = {+p (X = x1, Y = y1) + p (X = x2, Y = y1) + p (X = x3, Y = y1) ,
+p (X = x1, Y = y2) + p (X = x2, Y = y2) + p (X = x3, Y = y2) ,
+p (X = x1, Y = y3) + p (X = x2, Y = y3) + p (X = x3, Y = y3)}
where j-th element is the sum of the j-th row. The condition of statistical independence makes these joint
probabilities decomposed into products of individual probabilities. This has a strong implication. The ratios
of the elements of each column are the same. (And similarly the ratios of elements of each row are the same).
Call rj = p (Y = yj) and ci = p (X = xi). The distribution becomes
Y \X p (X = x1) p (X = x2) p (X = x3)
p (Y = y1) r1c1 r1c2 r1c3
p (Y = y2) r2c1 r2c2 r2c3
p (Y = y3) r3c1 r3c2 r3c3
Look at the ratios of elements of PY and compare it to the ratios of the elements of the each column.
p (Y = y1) : p (Y = y2) : p (Y = y3) = (r1c1 + r1c2 + r1c3) : (r2c1 + r2c2 + r2c3) : (r3c1 + r3c2 + r3c3)
= r1 (c1 + c2 + c3) : r2 (c1 + c2 + c3) : r3 (c1 + c2 + c3)
= r1 : r2 : r3
The ratios of elements of the ﬁrst column
p (X = x1, Y = y1) : p (X = x1, Y = y2) : p (X = x1, Y = y3) = r1c1 : r2c1 : r3c1
= r1 : r2 : r3
which is true for the second and third column.
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p (X = x2, Y = y1) : p (X = x2, Y = y2) : p (X = x2, Y = y3) =
p (X = x3, Y = y1) : p (X = x3, Y = y2) : p (X = x3, Y = y3) = r1 : r2 : r3
These make p (Y = yj) = p (Y = yj |X = xi) hold for all i.
Similar relations also hold for the ratios of element of PX and the ratios of elements of each row.
p (X = x1) : p (X = x2) : p (X = x3) =
p (X = x1, Y = y1) : p (X = x1, Y = y2) : p (X = x1, Y = y3) =
p (X = x2, Y = y1) : p (X = x2, Y = y2) : p (X = x2, Y = y3) =
p (X = x3, Y = y1) : p (X = x3, Y = y2) : p (X = x3, Y = y3) = c1 : c2 : c3
These make p (X = xi) = p (X = xi|Y = yj) hold for all j.
An important conclusion of this realization implies that all columns and all rows of the joint distribution
PXY are linearly dependent among themselves. Which also means that the determinant of the PXY is 0.
Therefore the generalization of statistical independence to higher number of outcomes is that the determinant
of the matrix that expresses the joint probability distribution is 0
det (PXY ) = 0.
Note that p12p1¯2¯ − p12¯p1¯2 = 0 was the special case of this for the 2 events per variable case.
Also note that statistical independence implies of all outcome pairs implies zero determinant but not the
vice versa. Two of the columns can be linearly dependent but not the third one. This case will give a zero
determinant but not statistical independence between all outcome pairs.
In the case of correlation we should determine in which joint occurrences we are interested. Note that
we did not gave exact values for xi and yj . We can use a convention and say we are interested in joint
occurrence of X = xi and Y = yi, the elements on the diagonal.
C =
∑
i
p (X = xi, Y = yi)−
∑
j 6=k
p (X = xj , Y = yj) .
With this choice of a correlation function over the joint probability distribution C (PXY ), the more the
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distribution is accumulated on the diagonal elements the closer C will be to perfect correlation. Note that
there will not be a well-deﬁned perfect anti-correlation. Because the opposite of X = xi is not deﬁned.
The most common correlation function between two random variables (with ﬁnite second moment) that
takes the outcome values into account is the covariance. It is the average of the products of the deviations of
two random variables around their mean values. Let us deﬁne the mean (or average, or expectation) value
of a random variable as the sum of the products of each possible outcome and its occurrence probability
〈X〉 =
∑
xi∈X
xip (X = xi) .
Note that, when the distribution is sampled and we do not know the p (X = xi), the mean value corre-
sponds to 1N
∑N
x=1X
(n) where X(n) ∈ X is the n-th variable sampled from the distribution and N is the
number of samples collected.
The deviation of an outcome from the mean value is
∆xi = xi − 〈X〉 .
The product of the deviations of two random variables is
∆xi∆yj = (xi − 〈X〉) (yj − 〈Y 〉)
Hence the covariance, which is the mean of the products of deviation is
cov (X,Y ) = 〈∆xi∆yj〉
=
∑
xi∈X
∑
yj∈Y
(xi − 〈X〉) (yj − 〈Y 〉) p (X = xi, Y = yj)
=
∑
xi∈X
∑
yj∈Y
[xiyj − xi 〈Y 〉 − yj 〈X〉+ 〈X〉 〈Y 〉] p (X = xi, Y = yj)
= 〈XY 〉 − 〈Y 〉
∑
xi∈X
xip (X = xi)− 〈X〉
∑
yj∈Y
yjp (Y = yj) + 〈X〉 〈Y 〉
∑
xi∈X
∑
yj∈Y
p (X = xi, Y = yj)
= 〈XY 〉 − 〈X〉 〈Y 〉 − 〈X〉 〈Y 〉+ 〈X〉 〈Y 〉
= 〈XY 〉 − 〈X〉 〈Y 〉
Note that, when the joint distribution is sampled and we do not know the p (X = xi, Y = yj), the mean
value of XY corresponds to 〈XY 〉 = 1N
∑N
x=1X
(n)Y (n) where X(n) ∈ X and Y (n) ∈ Y are the n-th pair
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sampled from the joint distribution.
In this light, the correlation we deﬁned previously as
C = (p12 + p1¯2¯)− (p1¯2 + p12¯)
= (P (X = x1, Y = y1) + P (X = x2, Y = y2))− (P (X = x2, Y = y1) + P (X = x1, Y = y2))
can be thought as C = 〈XY 〉 for the chosen values for the outcomes x1 = y1 = +1 and x2 = y2 = −1.
1.2.8 Correlation and Statistical Dependence
Note that S and C are diﬀerent measures of statistical relations. For the two event per random variable
case, the joint distribution can be chosen so that while S is in one of these three cases 1) S > 0, 2) S = 0,
3) S < 0, C can be in any of these three cases 1) C < 0, 2) C = 0, 3) C > 0. (Except, for example, if
C = 1, namely the events are perfectly correlated, then, because p1 = p2 = p12, S = p12 − p1p2 = p12 − p212
= p12 (1− p12) = p12p1¯2¯ > 0. And similarly for the perfect anti-correlation case C = −1 ⇒ S < 0)
In correlations we are interested in likelihood of some joint outcomes happening together, and some other
joint outcomes not happening together.
For example, the covariance is deﬁned so that in measures the likelihood of values of two random variables
that are higher than average (and the values that are lower than average) occur at the same time. For a
pair of outcomes (xi, yj) the cases 1) xi > 〈X〉 and yj > 〈Y 〉 and 2) xi < 〈X〉 and yj < 〈Y 〉 have positive
contribution and the cases 3) xi < 〈X〉 and yj > 〈Y 〉 and 4) xi > 〈X〉 and yj < 〈Y 〉 have negative
contribution to covariance.
Note that the way covariance deﬁned makes bigger deviations to have higher impact on the result.
Whether this can be a feature we desire or not depends on the aspect of the probability distribution that we
are studying.
In general, we use the term correlation as any linear functions of joint outcomes of random variables. We
can have more than 2 random variables. If the outcomes are used as coeﬃcients in the linear combinations
then the correlations will depend on them. If constants are used as coeﬃcients than the correlations will be
independent of the outcome values.
Say we have 4 random variables a1, a2, b1, b2 ∈ {0, 1, 2}, then, as an example, this expression is a corre-
lation
B = +P (a1 = 0, b2 = 0) + 3P (a2 = 2, b1 = 0)− P (a2 = 1, b2 = 0)− 4P (a1 = 1, b1 = 2)
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Here, the joint event a1 = 0, b2 = 0 has a positive contribution to B, the joint event a2 = 2, b1 = 0 has
even bigger contribution to B, and a2 = 1, b2 = 0 has a negative contribution and a1 = 1, b1 = 2 has a bigger
negative contribution.
Bell's theorem is about ﬁnding classical bounds for such correlations in terms of Bell inequalities.
Whereas non-local game type Bell's theorems are about the classical bounds for statistical dependence
relations, such as mutual information, where the actual values of outcomes do not matter [14].
We made this extensive description of the concept of correlation because in so many texts the phrase
quantum mechanics allows stronger correlations then classical mechanics (or local realism) is used without
pinpointing what that phrase exactly implies by leaving the meanings of correlation and strongness vague.
1.2.9 Boole's Conditions of Probable Experience
Now that we introduced the concepts of correlation as linear combination of joint probabilities and statistical
independence, let us investigate possible values that a correlation function can have.
The ﬁrst investigation of this kind was done by George Boole (who also invented the boolean algebra and
logic) in his book that was published in 1862 [9]. It is about a set of relative frequencies of events and
conditions imposed on them.
A relative frequency of an event is the measured number of occurrences of that event divided by the
total number of events. It is also called the empirical probability, whereas regular probability means the
tendency of occurrence. For example, we measure the quantity X N times, the event of outcome X = xi,
Ei, occurred Ni times. Then the relative frequency of Ei is
f (Ei) = Ni/N.
The more samples are collected the better the relative frequency represents the probability of the under-
lying model, as N →∞ the f (Ei)→ p (Ei).
By the way, if there is no underlying model, then the limit does not exist. As N → ∞, f (Ei) do not
converge to any value and just ﬂuctuates.
f (E) is what is measured in the laboratories. For example, in experiments done with photons, the
particle production rate in time is so high that f is good representative of p.
The problem Boole was working on can be expressed as: given a set of rational numbers as relative
frequencies of a set of events {Ei|i = 1..n} (where these Ei can correspond to single measurement outcomes
such as X = xi or joint measurement outcomes such as X = xi, Y = yj . Also these events can be statistically
independent, or not.), whether these numbers can be produced by a probability distribution.
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Boole investigates the conditions imposed on relative frequencies by being generated from a probability
distribution. He calls these conditions as probable conditions of experience. The question is whether a set
of probabilities {pi|i = 1..n} is probable allowed by the conditions. His conditions are expressed in terms of
inequalities formed by linear combinations of {pi}.
Analyzing only the relative frequencies allows us to have an abstraction from the underlying physical
mechanism of the experiments conducted.
Boole says besides the obvious limit
0 ≤ pi ≤ 1
for all i (the limits of being non-negative and being equal or smaller than certainty), if these probabilities
are logically connected (i.e. if some of them are probabilities associated with joint events (intersections)
or unions of events etc.) there should be other conditions between pi's that are expressed in the form of
b1p1 + b2p2 + · · ·+ bnpn + b ≥ 0.
Here are some of the conditions Boole mentioned [9][34]
• if p1 = p (E1) and p2 = p (E1 ∩ E2), then
p1 − p2 ≥ 0.
• if p1 = p (E1), p2 = p (E2), p3 = p (E1 ∩ E2) and p4 = p (E1 ∪ E2) (here ∩ means and and ∪ means
or), then
p1 + p2 − p3 − p4 = 0.
• if p1 = p (E1) and p2 = p
(
E¯1
)
(here E¯ means not E), then
p1 + p2 − 1 = 0.
• if p1 = p (E1), p2 = p (E2), p3 = p (E1 ∩ E2), then
−p1 − p2 + p3 + 1 ≥ 0.
There are two important properties of this framework. One is that the conditions are expressed in linear
forms of probabilities, there are no higher order polynomials or exponentials of probabilities in the conditions.
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Second, for a ﬁnite set of probabilities and logical relations among them, there are ﬁnite number of conditions
(ﬁnite inequalities).
Therefore it is possible to check whether a set of probabilities P = {pi} are probable by putting them
into each inequality imposed by the conditions and check whether the inequalities hold. If any of them does
not hold then the experience described by P is not probable.
Another name for the conditions expressed in terms of inequalities linear in probabilities is Bell inequali-
ties! Physicist reinvented them a century later than the mathematician. But, of course, by the time Boole's
conditions were invented there was no expectation of them to be violated.
Let us derive the Boole's conditions for the simplest logically connected probabilities. Then analyze how
logical relations lead to these conditions using classical probability theory. Then describe the algorithm for
deriving all inequalities related to a scenario.
1.2.10 Probable Conditions for the Simplest Case and Their Geometric Interpretation
Say we have two events E1 and E2 and the simplest logical relation between them is the AND operation,
E1&E2. In probability theory the probabilities are measures on some probability spaces. For now let's
express the probabilities as ratios of areas in a Venn diagram.
In Figure 8 U is the probability space which includes all events E1, E2, E¯1, E¯2 and their logical relations
such as E1 ∩ E2 and E1 ∪ E2 etc. For example, any point inside U will correspond either E1 or E¯1. The
probability of an event is equal to the area associated with it divided by the area of the probability space.
p (Ei) =
Area (Ei)
Area (U)
.
Figure 8: Probability space U for two events E1 and E2 and the logical relation AND operation. Red area
is proportional to p (E1), green area to p (E2) and their intersection yellow area to p (E1&E2).
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In Figure 9 we see some extreme cases of how the events can be distributed in the probability space, so
that we can ﬁgure out the relations between the probabilities.
For the case of the logical relation AND, in the ﬁrst one the area of E2 is totally included by the area of
E1 hence their intersection is Area (E2). Here we see the case where the intersection is equal to one of the
parties, p (E1 ∩ E2) = p (E2). In the second one the areas of E1 and E2 do not intersect hence there is no
joint occurrences in this probability space, p (E1 ∩ E2) = 0. In the third one the areas of E1 and E2 exactly
overlap and hence the area of the intersection is equal to both of the areas p (E1 ∩ E2) = p (E1) = p (E2).
Figure 9: Diﬀerent extreme cases of how two events can be distributed on the probability space. 1)
p (E1 ∩ E2) = p (E2) < p (E1), 2) p (E1 ∩ E2) = 0, 3) p (E1) = p (E2) = p (E1 ∩ E2). Similarly 1)
p (E1 ∪ E2) = p (E1), 2) p (E1 ∪ E2) = p (E1) + p (E2), 3) p (E1 ∪ E2) = p (E1).
For the case of the logical relation OR, if we add the areas of two event we count the intersection twice. We
know that A (E1) = A (E1\E2)+A (E1 ∩ E2) and A (E2) = A (E2\E1)+A (E1 ∩ E2), and the area of union is
A (E1 ∪ E2) = A (E1\E2)+A (E1 ∩ E2)+A (E2\E1). Therefore A (E1)+A (E2) = A (E1 ∪ E2)+A (E1 ∩ E2).
p (E1 ∪ E2) = p (E1) + p (E2)− p (E1 ∩ E2) .
These rules tell give us the conditions for two events and their joint occurrence
• any probability as a ratio of the area of the universal set U , should be between 0 and 1.
0 ≤ p (E1) , p (E2) , p (E1 ∩ E2) , p (E1 ∪ E2) ≤ 1.
• The area of intersection can be as small as zero and as big as the smaller area, hence
p (E1 ∩ E2) ≤ min (p (E1) , p (E2))
• Because the E1 OR E2 is also a probability it has to be less than 1 too,
p (E1) + p (E2)− p (E1 ∩ E2) ≤ 1.
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Let us deﬁne p1 = p (E1), p2 = p (E2) and p3 = (E1 ∩ E2). P = {p1, p2, p3} is a point in R3. Let us draw
the set of all points P that satisfy these conditions. P = {P |p1, p2, p3 obeying inequalities}.
Each inequality is a plane that divides R3 into two. The condition of probabilities being between 0 and
1, 0 ≤ p1, p2, p3 ≤ 1, constraints us in the unit cube [0, 1]3. p3 ≤ p1 and p3 ≤ p2 gives us two more planes
that cut the unit cube. And ﬁnally p1 + p2 − p3 ≤ 1 is the last plane.
0.0
0.5
1.0
p1
0.0
0.5
1.0
p2
0.0
0.5
1.0
p12
Figure 10: The volume of the simplex represents all triplets P = {p1, p2, p12} that satisfy Boole's conditions
of probable experience, PC . x-coordinate is p1, y-coordinate is p2 and z-coordinate is p12.
Figure 10 shows PC , all triplets that satisfy the inequalities. The type of the geometric object in which
all points of the set are a convex combinations of the vertices is called a convex polytope. This polytope has
4 vertices Pi = (p1, p2, p3):
1. P1 = (0, 0, 0) where none of the events happen,
2. P2 = (1, 0, 0) where E1 occurs but not E2
3. P3 = (0, 1, 0) where E2 occurs but not E1
4. P4 = (1, 1, 1) where both events happen, hence the joint event happens too.
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Any point inside P ∈ PC is a convex combination of these 4 points.
P = λ1P1 + λ2P2 + λ3P3 + λ4P4
= λ1 (0, 0, 0) + λ2 (1, 0, 0) + λ3 (0, 1, 0) + λ4 (1, 1, 1)
= (λ2, 0, 0) + (0, λ3, 0) + (λ4, λ4, λ4)
= (λ2 + λ4, λ3 + λ4, λ4)
where all coeﬃcients are positive and add up to 1, λi ≥ 0 ∀i,
∑
i λi = 1. P = (λ2 + λ4, λ3 + λ4, λ4) is a
parametrization of all P ∈ PC .
Remember that Bell's theorem is about the fact that quantum mechanics can generate a point outside
of the polytope, PQ /∈ PC . For this scenario where p1, p2 and p3 are deﬁned the way they are, PQ = PC .
Hence, even though we can call these inequalities Bell inequalities in the sense that they express classical
bounds, they cannot be violated by quantum mechanics.
1.2.11 Convex Polytopes as Sets of Probable Conditions, Computational Complexity of Find-
ing All Bell Inequalities for a Given Scenario
Last section was about the simplest analysis of probable experience in the case of two elementary events
E1, E2 related with the logical operation AND, E = {E1, E2;E1&E2}. We saw that the probable conditions
are expressed by a list inequalities. The probabilities of elementary and joint events
P = {p (E1) , p (E2) , p (E1&E2)}
that satisfy the probable conditions (that satisfy the inequalities) live in a subset of PC ⊂ R3. More precisely
the set PC is a convex polytope.
Here we extend this framework to arbitrary number of events and joint events. This scheme was invented
by Pitowsky [33]. Say we have NE elementary events (corresponding to measurement outcomes in the form
X ∈ Xi where Xi ⊆ X with X being all possible values of the random variable X.) and NJ joint events
constructed as joint occurrences of some pairs of elementary events
E = {E1, E2, . . . , EN ;Eij , Ei′j′ , . . .} .
Prepare a table of where the elements of E are at the header. Each row will be a diﬀerent possible
combination of the values that they can take (1 for happening and 0 for not happening). For example for
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the previous scenario the table becomes
E1 E2 E1&E2
0 0 0
0 1 0
1 0 0
1 1 1
where each row corresponds to a vertex of the polytope, the entries of row i are the coordinates of the Pi.
In the general case
E1 E2 · · · ENE−1 ENE E1&E2 E1&E3 · · · ENE−1&ENE
1 0 0 0 0 0 0 0
2 0 0 0 1 0 0 0
3 0 0 1 0 0 0 0
...
...
...
...
...
...
...
2NE 1 1 1 1 1 1 1 1
there are 2NE vertices. The choice of the joint events is arbitrary, at most NJ can be
(
NE
2
)
. The polytope
lives in a NE +NJ dimensional space. P ⊂ RNE+NJ .
In the previous section we ﬁgured out the Bell's inequalities from basic probability relations using Venn
diagrams, and interpreted them as planes that separate a high dimensional space, and all intersections of
half spaces turned out to be a convex polytope. Which allowed us to ﬁnd the vertices of the convex polytope.
It was a translation from the inequality description of the polytope to the vertex description. The inequality
description is called the H-Representation and the vertex description is called the V-representation.
In this section, by creating the table, we calculate the V-representation of the polytope. And it is possible
to translate this V-representation to H-representation using linear programming. The Weyl-Minkowski
theorem [31, 42] says convex polytopes have equivalent representations that one can translate between each
other, in other words these two statements are equivalent
• P is a polyhedron (a superset of convex polytopes), namely, for some real matrix A and vector b,
P = {P |AP ≤ b} .
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• There are ﬁnite vectors P1, P2, . . ., Pn and Q1, Q2, . . ., Qm in Rd such that
P = conv (P1, P2, . . . , Pn) + nonneg (Q1, Q2, . . . , Qm) .
Here each row in AP ≤ b is another inequality that determines the probable conditions. The j-th row is
Aj1p1 + Aj2p2 + · · · + Ajnpn + b ≥ 0. If A is m × n dimensional than AP ≤ b is a compact expression of
m inequalities. And conv is the convex combination, conv (P1, P2, . . . , Pn) =
∑n
i λiPi with
∑n
i=1 λi = 1 and
λi ≥ 0 ∀i. nonneg part creates cones, in our case the contribution from that part is zero, so we can ignore it.
Translation between the two types of representations is an NP-hard problem. As the polytope gets bigger
(as we include more elementary events, and joint events to our table) the number of calculations to do the
task increases exponentially for the best known algorithms.
The preparation of the truth table is the easier step that can be done in no time on a computer, which
corresponds to calculating the V-representation, ﬁnding the vertices of the polytope. Translation to H-
representation means ﬁnding A, b in AP ≤ b, the inequalities of probable conditions, the necessary conditions
that have to be satisﬁed by classical systems. They correspond to the faces of the polytope.
It is the biggest unknown in theoretical computer science that whether NP-complete problems can be
solved eﬃciently in polynomial time. The consensus is they cannot, but not proven yet. (The allowance of
NP-complete problems to be solved in polynomial time leads to situations in computational science that are
similar to grandfather-paradox in special relativity due to violation of the speed of light.)
Therefore the problem of ﬁnding all Bell inequalities for a given scenario is practically impossible problem
to do it via brute force with this polytope scheme. We need clever solutions for special cases.
1.2.12 Wigner Bell Inequality from NE = 3, NJ = 3 Polytope
Let us analyze the next simplest case with three elementary events, and all joint events among them.
37
E1 E2 E3 E1&E2 E1&E3 E2&E3
1 0 0 0 0 0 0
2 0 0 1 0 0 0
3 0 1 0 0 0 0
4 0 1 1 0 0 1
5 1 0 0 0 0 0
6 1 0 1 0 1 0
7 1 1 0 1 0 0
8 1 1 1 1 1 1
The table deﬁnes 8 vertices Pi of the polytope in a 6 dimensional space where P = {p1, p2, p3, p12, p13, p23}.
When H-representation is calculated from the V-representation, we get all inequalities from the previous
smaller polytope: 0 ≤ pi, pij ≤ 1, pij ≤ min (pi, pj), and pi + pj − pij ≤ 1.
However, these conditions are not suﬃcient. All points P ∈ PC satisfy them, but they are not enough to
determine the set PC . The case with p (E1 ∪ E2 ∪ E3) being a probability makes it less than 1.
p (E1 ∪ E2 ∪ E3) = p1 + p2 + p3 − p12 − p13 − p23 ≤ 1.
By replacing E1 with E1¯, and hence replacing p1 with 1− p1, p12 with p2 − p12 and p13 with p3 − p13 we
get
p1 − p12 − p13 + p23 ≥ 0.
Similarly replacing E2 with E2¯ and E3with E3¯ gives us
p2 − p23 − p12 + p13 ≥ 0
p3 − p13 − p23 + p12 ≥ 0.
These inequalities can be produced by looking at the Venn diagrams of probability spaces. Figure 11 is the
Venn diagram of 3 events, E1, E2 and E3. Figure 12 explains the Wigner-Bell inequality p2− p23− p12 + p13
where the contribution from each term is represented in the diagram.
Inequalities from the previous case with the addition of the new four inequalities generates the necessary
and suﬃcient conditions of probable experience.
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Figure 11: Venn diagram depicting the probability space of 3 events E1, E2 and E3.
Figure 12: The description of p2 − p23 − p12 + p13 ≥ 0 Wigner Bell inequality in a Venn diagram. Red areas
are positive contributions and blue areas are negative contributions to the Bell expression. The total area
has to be equal or bigger than 0.
These last four inequalities are the ﬁrst (in terms of polytope complexity) Bell inequalities that can be
violated by quantum mechanics. They were introduced by Wigner in 1970 [44].
Actually, Wigner invented a Bell-like framework ∼ 40 years before this inequality. The Wigner distribu-
tion [43], which is a distribution on phase space of quantum mechanics, is intended as to be the quantum
analogue of a distribution function of classical statistical mechanics. But for some quantum states, unlike a
classical distribution function, the Wigner distribution has inevitable negative values. This was an indication
of non-classical states and an example of the distinction between quantum and classical probabilities. But
their importance related to the fundamentals of quantum mechanics research was not recognized by then.
1.2.13 Generic Bell Scenario
In general, a combined system can be made of N parties, and we can choose among M diﬀerent possible
quantities at each party, and each quantity can have K diﬀerent value. See Figure 13.
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A B N
choices
parties
outcomes
Figure 13: General Bell scenario (N,M,K). Arrows at top indicate the measurement choices and arrows
at the bottom indicate the measurement outcomes. Overall the arrows correspond to the probability of
P (a2 = 1, b1 = K, . . . , nM = 2).
1.3 A selection of known Bell Inequalities
We showed that Pitowsky's polytope method allows us to calculate all Bell inequalities for a given sce-
nario, but unfortunately, it is computationally too complex to make an extensive search for larger scenario
parameters N,M,K. In this section we mention a small selection of Bell inequalities from the literature.
1.3.1 Classes of Inequalities
For a given scenario, most of the facets of a the local polytope correspond to redundant inequalities, which
can be transformed to each other by permuting observables or outcome labels. These type of permutations
will give an inequality with the same form, but diﬀerent variable or outcome names. Local polytopes are
highly symmetric geometric objects. Their symmetry group has the cardinality n!2n, where n = NMK [33].
1.3.2 Clauser, Horne, Shimony, Holt (CHSH)
CHSH inequality that is found in 1969 [13] is the only class of inequality for (2, 2, 2) scenario, a fact proven
by Fine [21]. Four variables are a1, a2, b1, b2 ∈ {−1,+1}.
−2 ≤ 〈a1b1〉+ 〈a1b2〉 − 〈a2b1〉+ 〈a2b2〉 ≤ 2
It was the ﬁrst Bell inequality generated with the intention of experimental validation. Its maximum
quantum violation is 2
√
2 was ﬁrst calculated by Tsirelson [12].
Later CH version was introduced to overcome experimental diﬃculties. It was expressed as a linear
combination of joint probabilities, instead of expectation values, and is in this form:
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−1 ≤ +P (a1 = i, b1 = i) + P (a1 = i, b2 = i)− P (a2 = i, b1 = i) + P (a2 = i, b2 = i)
−P (a1 = i)− P (b2 = i) ≤ 0
CH version is independent of the values that the variables can take. The observables' only important
property is that they can only take two possible values.
1.3.3 Greenberger, Horne, Zeilinger (GHZ)
GHZ's Bell's Theorem [18], which was discovered in 1989, is not in an inequality form. All other Bell's
theorems mentioned in this study are in the form of inequalities because they are about constraints on
random events. GHZ theorem is about a case where the measurement outcomes can be deterministically
predicted.
GHZ proposes a physical setup in which according to quantum mechanics the measurement outcomes are
deterministic, but there is no single classical state that can produce those outcomes. Here we use Mermin's
explanation of GHZ theorem [30].
In a (3, 2, 2) scenario, consider four quantities
a1b2c2, a2b1c2, a2b2c1, a1b1c1
where a1, a2, b1, b2, c1, c2 ∈ {−1,+1}.
According to classical mechanics it is impossible to prepare a state s = {a1, a2, b1, b2, c1, c2} for which
the ﬁrst three quantities have the value 1 and the fourth quantity has the value −1. The simple proof is
that the product of the values of four quantities is −1, whereas the product of the quantities is a21a22b21b22c21c22
which is +1.
However, it is possible to acquire these values from these four quantities in quantum mechanics if a1 =
b1 = c1 = σx, a2 = b2 = c2 = σy and |ψ〉 = (|000〉 − |111〉) /
√
2.
This example reﬂects the contextuality of quantum mchanics. A state cannot assign real numbers to
variables, the measurement outcome of a quantity depends on its context, in order words, on which other
quantities are measured simultaneously.
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1.3.4 Werner, Wolf (N,2,2)
Werner and Wolf fully characterizes the (N, 2, 2) scenario by constructing 22
N
independent inequalities [41].
In order words, their system of inequalities deﬁnes all facets of the local polytope, hence they provide
necessary and suﬃcient conditions for local realism.
The observables are a0, a1, b0, b1, c0, c1, . . ..
c, a conﬁguration, is a list of assignments of one of the possible K outcomes to all NM observables.
c ∈ {−1,+1}NM , hence c is an ordered list of NM −1 or 1s. Say if c = + + − + . . . then the measured
correlation is a0 = 1, a1 = 1, b0 = −1, b1 = 1, · · · .
sn ∈ {0, 1} is the choice of measurement at the party n. an (sn) ∈ {−1,+1} is the observable measured
by party n. s is a setup, the list of choices by all parties s = (s1, · · · , sN ).
WW inequalities are full correlation inequalities. Each term in the inequality is an expectation of a
product
∏
n an (sn). Each expectation is the component of the vector ξ (s) which lie in 2
N -dimensional
space.
Bell inequalities are in the form
∑
s
β (s) · ξ (s) ≤ 1
with the normalization of coeﬃcients β so that maximum classical value is 1. The Bell expression is
B =
∑
s
β (s)
〈
N∏
n=1
an (sn)
〉
.
For example a choice of β =
(
1
2 ,
1
2 ,
1
2 ,− 12
)
gives the CHSH inequality.
A conﬁguration c is also the choice of cn (sn) ∈ {−1,+1} for all n and sn. There are 22N of them.
The correlation vector has the components
c (s) =
N∏
n=1
cn (sn) .
Diﬀerent classical conﬁgurations can give the same c (s), for example changing the signs of two diﬀerent
parties simultaneously will not change the result. Thus it is possible to rephrase as such
c (s) = ± (−1)r·s
where r ∈ {0, 1}N goes over all bit strings of length N . And the form of Bell inequalities become
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−1 ≤
∑
s
β (s) (−1)r·s ≤ 1
Deﬁne f (r) as
∑
s β (s) (−1)r·s. They are basically signs, which are in {−,+}. Therefore facet inequalities
can be found as
β (s) = 2−N
∑
r
f (r) (−1)r·s
where f ∈ {−1,+1}2N . Also thanks to the index r going from 0 to 22N −1 each Bell inequality has a natural
numbering where each of them is assigned to an integer.
1.3.5 Collins, Gisin, Linden, Massar, Popescu (CLMPG)
Collins et al. found a class of Bell inequalities that works for (2, 2,K) scenario [16]. The observables are
a1, a2, b1, b2 ∈ {0, . . . ,K − 1}. They use the following relation as their basis of deﬁning local realistic systems.
Given
BK ≡
bK/2c−1∑
k=0
(
1− 2k
K − 1
)
{P (a1 = b1 + k) + P (b1 = a2 + k + 1) + P (a2 = b2 + k) + P (b2 = a1 + k)
− [P (a1 = b1 − k − 1) + P (b1 = a2 − k) + P (a2 = b2 − k − 1) + P (b2 = a1 − k − 1)]}
the classical bound is
BK,c ≤ 2,
while quantum values for BK can be as large as B3,q ≈ 2.87, limK→∞BK,q ≈ 2.70.
According to Kaszlikowski et al. higher dimensional inequalities are more resistant to the noise due
to experimental conditions [29]. The introduction of ambiguities to measurement outcomes prevents the
quantum violations less when the system at hand has higher number of possible outcomes.
CLMPG inequalities are later generalized by Son et al. to a bigger class of multipartite inequalities for
(N, 2,K) scenario [39].
1.3.6 Collins, Gisin (2,3,2)
Collins and Gisin worked on ﬁnding the complete set of inequalities for N = 2 and small M and K scenarios
[15]. They observed that even though the number of inequalities increases exponentially with increasing M
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and K, for small values most of them are not relevant. For example for the (2, 3, 2) there is only one new
relevant inequality.
They deﬁne relevancy as such: If there is no quantum state that violates the newly found inequality that
does not violate the old inequalities, then the new inequality is relevant. A member of this class is:
B = +P (A1 = 0, B1 = 0) + P (A1 = 0, B2 = 0) + P (A1 = 0, B3 = 0)
+P (A2 = 0, B1 = 0) + P (A2 = 0, B2 = 0)− P (A1 = 0, B3 = 0)
+P (A1 = 0, B1 = 0)− P (A1 = 0, B2 = 0)
−2P (A1 = 0)− P (A2 = 0)− P (B1 = 0)
where
Bc ≤ 0
The quantum state that violates this inequality but not the CHSH inequality is a mixed state
ρ = 0.85 |φ1〉 〈φ1|+ 0.15 |φ2〉 〈φ2|
where |φ1〉 = (1 |00〉+ |11〉) /
√
5 and |φ2〉 = |01〉.
1.3.7 Reviews and Online Database
For further extensive reviews see [10] and [37].
There is also a website with the goal of collecting all inequalities that appeared in the literature: www.
faacets.com [36].
1.4 Non-local games as Bell Inequalities
Usually Bell inequalities are expressed as limits on certain correlations between remote random events (mea-
surement outcomes) due to local realism. Nonlocal games, which is a recently introduced class of Bell
inequalities [14], use the language of information and communication among remote parties who are inves-
tigated to tell whether the underlying physical system can be explained with classical mechanics only or
whether quantum mechanics is necessary.
In a quantum nonlocal collaborative game there is a referee or veriﬁer which randomly chooses questions
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(or inputs) from a ﬁnite set for each player according to a prior probability distribution. The questions
are sent to the players who are in diﬀerent locations. The players give their answers (outputs) to their
question without knowing which question is asked to other players or what their answers are. The answers
are collected by the veriﬁer. The veriﬁer has the truth table in which correct answers to a set of question is
listed. If their set of answers is in the list the players win the turn, otherwise they lose. The goal is to ﬁnd
a strategy that achieves the highest ratio of winning.
The players are not allowed to communicate while playing the game, but they can decide on a strategy
beforehand. They are also allowed to share resources that do not allow direct communication. If these
resources include entangled quantum systems, then their strategy is called a quantum strategy. Otherwise
it is a classical strategy.
A mathematical description of a two player (Alice and Bob) game is as following [14]:
S is the ﬁnite set of questions that are asked to Alice, and T to Bob. A is the ﬁnite set of answers that
Alice can give, and B that Bob can give.
pi is a probability distribution on S × T and V (the truth table) is a predicate on S × T ×A×B. V and
pi deﬁne a nonlocal game G = G (V, pi). A pair of questions (s, t) ∈ S × T is chosen from the distribution pi.
s is sent to Alice, t is sent to Bob. Alice gives the answer a ∈ A, Bob gives the answer b ∈ B. They win
if V (s, t, a, b) = 1 and lose if V (s, t, a, b) = 0. The conditionality of the correctness of the pair of answers
given the questions can be expressed as V (a, b|s, t).
The classical value ωc (G) of a game G is the maximum winning probability of the game using a classical
strategy. Even though the players are allowed to share classical random resources, the classical value can
always be reached by a deterministic strategy, because any probabilistic strategy can be expressed as a
convex combination of classical strategies. And the maximum value that can be obtained will be the classical
deterministic strategy with the highest winning rate.
A deterministic strategy means that the answer given by a party is a function of the question that is
asked to that party. Namely, a = a (s) and b = b (t). Because of the lack of communication a cannot be a
function of b or t, similarly b cannot be a function of a or s.
ωc (G (V, pi)) = max
a,b
∑
s,t
pi (s, t)V (a (s) , b (t) |s, t)
where the maximum is over all functions a : S → A and b : T → B. Because these four sets, A,B, S, T are
ﬁnite, there are ﬁnite number of functions.
A quantum strategy allows sharing of an entangled two party system, say expressed by the state |ψ〉 ∈
HA ⊗HB . Then, s ∈ S and t ∈ T correspond to the choice of the observable to measure by the parties. a is
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the outcome of the measurement of observable s done one Ha, similarly b on Hb.
A quantum strategy can be expressed mathematically as following [14]:
{Xas |s ∈ S, a ∈ A} and
{
Y bt |t ∈ T, b ∈ B
}
are two sets of matrices that satisfy
∑
a∈A
Xas =
∑
b∈B
Y bt = I ∀s, t
Note that the dimensionality of these matrices n, can be equal or greater than the number of possible
answers |S| = |T | = K, n ≥ K. n = K will correspond to a non-degenerate system, whereas n > K
introduces degeneracy and the quantum systems can have arbitrarily high dimensions.
The winning probability of a quantum strategy is then
∑
s,t
pi (s, t)
∑
a,b
〈
ψ
∣∣Xas ⊗ Y bt ∣∣ψ〉V (a, b|s, t)
The quantum value, ωq, is the strategy that maximizes the winning probability.
The nonlocal game equivalent of the CHSH inequality can be expressed the following way [14]:
S = T = A = B = {0, 1}. pi is a uniform distribution.
V (a, b|s, t) =

1 if a⊕ b = s ∧ t
0 otherwise
where ⊕ is binary addition and ∧ is the logical and operation.
The classical value is ωc (G (V, pi)) = 3/4 which can be found by a search over all possible classical
strategies.
The quantum value is ωq (G (V, pi)) = cos2 (pi/8) ≈ 0.85, which can be achieved by sharing the quantum
state
|ψ〉 = (|00〉+ |11〉) /
√
2
and measuring following observables
|φ0 (θ)〉 ≡ cos (θ) |0〉+ sin (θ) |1〉
|φ1 (θ)〉 ≡ − sin (θ) |0〉+ cos (θ) |1〉
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Xa0 = |φ0 (0)〉 〈φ0 (0)|
Xa1 = |φ0 (pi/4)〉 〈φ0 (pi/4)|
Y b0 = |φ1 (pi/8)〉 〈φ1 (pi/8)|
Y b1 = |φ1 (−pi/8)〉 〈φ1 (−pi/8)| .
There is a one-to-one translation between non-local games and full correlation Bell inequalities [38].
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2 Jordan Basis Methods
2.1 Jordan Angles and Jordan Bases
In this chapter we are going to introduce a method to ﬁnd the maximum quantum violations for a class of
Bell inequalities. For that purpose we use the concept of Jordan principal angles.
The generalization of the idea of angles between geometric structures such as lines and planes to higher
dimensional subspaces is ﬁrst done by Jordan [28]. In a given inner product space, such as the Hilbert
space we use in quantum mechanics, the relative orientation of two linear subspaces, which correspond to
measurement outcomes in quantum mechanics, can be expressed by complex valued principle angles.
A recursive deﬁnition of principle angles is as such:
Given two subspaces U and V of a linear space H with dimU = k ≤ dimV = l, there exists k angles
0 ≤ θ1 ≤ · · · θk ≤ pi/2. First one is deﬁned as
θ1 = min
{
arccos
(
〈u | v〉√〈u | u〉√〈v | v〉
)
| |u〉 ∈ U , |v〉 ∈ V
}
= arccos (〈u1 | v1〉) .
The angle θ1 that has the minimum value for the expression is called the ﬁrst Jordan angle, or principal
angle. The rest of the angles are deﬁned such that {|ui〉} and {|vi〉} generate orthonormal bases, which we
call Jordan bases.
θi = min
{
arccos
(
〈u | v〉√〈u | u〉√〈v | v〉
)
| |u〉 ∈ U , |v〉 ∈ V, 〈u | uj〉 = 〈v | vj〉 = 0, j = 1..i− 1
}
= arccos (〈ui | vi〉) .
With this ordering the Jordan angles {θi} are deﬁned uniquely for the given pair of subspaces whereas
Jordan vectors are not. See ﬁgure 14 for a small dimensional geometric interpretation of Jordan angles.
The number of angles that are equal to zero indicates the dimension of the intersection of two subspaces,
dim (U ∩ V). If all angles are zero, θi = 0 ∀i, then one subspace is subset of the other one, U ⊂ V. If none of
the Jordan angles is equal to zero, then the subspaces intersect only at the origin (and one of them has to
be 1-dimensional) etc.
In quantum mechanics observables, represented by Hermitian matrices, split the Hilbert space H, into
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Figure 14: Jordan angles related to the relative orientation of 2 planes, blue U and red V, in 3D space R3.
Blue arrows {|ui〉} is the orthonormal basis that spans U and {|vi〉} spans to V.
θ1 = (|u1〉 , |v1〉) which is the angle between |u1〉 and |v1〉 that lie on the intersecting lines between the planes,
is zero. First vectors are parallel.
The angle between the other Jordan vectors is the non-zero Jordan angle, θ2 = (|u2〉 , |v2〉).
As can be seen, the choice of the vectors has some arbitrariness in them, but as long as minimization
constraint is applied and θi = arccos (〈ui | vi〉) is chosen in [0, pi/2] the angles are unique.
disjoint subspaces. Each possible possible outcome i ∈ {0, · · · ,K − 1} of the observable a1 corresponds a
diﬀerent subspace Si ≡ S (a1 = i), with ⋃
i
Si = H
and
Si ∩ Sj =

~0 i 6= j
Si i = j
where ~0 means the origin.
When all dimSi = 1 ∀i then we say that the system is non-degenerate. Knowing the measurement
outcome of that observable makes us certainly know the state of the system after the measurement. Whereas,
if dimSj > 1, then the outcome j do not tell us a unique measurement outcome state, though we'll know
that the ﬁnal state is in Sj .
To calculate the maximum quantum violation one cannot assume a certain dimensionality for the matrix
representation of the observables. Even though K = 2 it does not mean that dimH = 2. It can be a
degenerate system with dimH > 2. To deal with the arbitrariness in the dimensionality of the system we
use Jordan bases.
Any two subspaces of H, say U and V, which correspond to diﬀerent measurement outcomes of two
49
diﬀerent observables can be expressed in orthonormal bases {|ui〉} and {|vi〉} with very nice overlap properties
between basis elements corresponding to diﬀerent spaces. These bases can be constructed for any two
subspaces and their properties allow us to place bounds on the eigenvalues of Bell operators, which do not
depend on the dimension of the overall Hilbert space or of the subspaces [23]. Jordan bases satisfy this
property
〈ui | vj〉 = δij cos θi.
Here {|ui〉} and {|vi〉} are called the Jordan bases and {θi} are the Jordan angles.
2.2 Finding Maximum Quantum Violations of a Class of Bell Inequalities
It is useful to know the largest violation of a given Bell inequality that quantum mechanics makes possible,
and, in addition, which quantum state will produce this violation. The original work on this subject was
done by B. Cirel'son, who showed that while the bound for the correlations in the CHSH inequality dictated
by local realism is 2, the bound allowed by quantum mechanics is 2
√
2 [12].
Quantum bounds for other Bell inequalities have been found. Wehner found bounds for Bell inequalities
of the CHSH type for N = 2, K = 2, and general M [40]. Pal and Vertesi combined numerical methods with
analytic upper bounds to ﬁnd quantum bounds for a large number of Bell inequalities with N = 2, general
M , and K = 2 [32].
Here we will be considering inequalities belonging to the case M = K = 2 with the object of determining
their maximum quantum violation.
A Bell inequality is a full correlation Bell inequality if only expectation values of products one observable
from each party appears as its terms, ie 〈am1bm2 · · · zmN 〉 where mν ∈ {1, . . . ,M}. CHSH inequality is one
of them. Full correlation Bell inequalities of this type were fully characterized by Werner and Wolf, and, in
addition, they were able to show how to derive maximum quantum violations of these inequalities [41].
The inequalities we study are not full correlation inequalities, and we will use a diﬀerent method to ﬁnd
their maximum violation. The class of inequalities we shall study can be considered generalizations of the
CH inequality. The technique we shall apply is that of Jordan bases [23].
2.3 Inequalities
We begin by deriving the inequalities we wish to consider. Let us do it ﬁrst for 2 parties, and then generalize
to the case of N parties. Suppose that Alice can measure one of two observables, a1 and a2, and Bob can
measure b1 and b2. Each of these variables has two measurement outcomes, ±1.
Alice and Bob are presumed to be suﬃciently far apart that their measurements are independent, i.e.
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Bob's choice of measurement will not inﬂuence the result of Alice's, and vice versa. A source produces two
particles, and sends one to Alice and one to Bob, and then Alice and Bob each perform a measurement
on their respective particle. Local realism implies that the probabilities describing the measurement results
satisfy
P (a1 = 1, b1 = 1)− P (a2 = 1, b2 = 1)
≤ P (a2 = −1, b1 = 1) + P (a1 = 1, b2 = −1). (1)
Here, P (aj = m, bk = m′) is just the probability that if Alice measures aj she getsm, and if Bob measures
bk he gets m′. We shall prove a more general version of this inequality shortly. This inequality is just a
version of the CH Bell inequality. A three party version, where we add another participant, Charlie, with
observables c1 and c2 is
P (a1 = 1, b1 = 1, c1 = 1)− P (a2 = 1, b2 = 1, c2 = 1) ≤
P (a2 = −1, b1 = 1, c1 = 1) + P (a1 = 1, b2 = −1, c1 = 1)
+P (a1 = 1, b1 = 1, c2 = −1). (2)
This can be extended to N parties. First term is the probability where ﬁrst observables of all parties are
1, P (a1 = 1, . . . , z1 = 1). Second term is minus the probability where second observables of all parties are 1,
−P (a2 = 1, . . . , z2 = 1). Then we have N terms. Probability of all but one party having their ﬁrst observ-
ables set to 1 and only one party having the second observable set to −1, P (a1 = 1, . . . , x2 = −1, . . . , z1 = 1),
where x goes from the ﬁrst party to the last party.
Now let us prove the N -party version. In that case we label the observables as alj , where l = 1, 2 . . . n
and j = 1, 2, so each of the n parties has two measurement choices, and each observable can take the values
±1.
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The inequality can be expressed as
P (a11 = 1, a21 = 1, . . . aN1 = 1) ≤
P (a12 = 1, a22 = 1, . . . aN2 = 1)
+P (a12 = −1, a21 = 1, . . . aN1 = 1)
+ · · ·
+P (a11 = 1, . . . , al−1,1 = 1, al2 = −1, al+1,1 = 1, . . . , aN1 = 1)
+ · · ·
+P (a11 = 1, a21 = 1, . . . aN−1,1 = 1, aN2 = −1). (3)
Now, if our experiment can be described by a local realistic theory, then there is a joint distribution for
all of the observables, P (a11, a21 . . . aN1; a12, a22, . . . aN2), and all of the probabilities in the above inequality
can be expressed in terms of this joint distribution. For example for the N = 2 case
P (a1 = 1, b1 = 1) = P (a11 = 1; a21 = 1)
= +P (a11 = 1, a12 = 1; a21 = 1, a22 = 1)
+P (a11 = 1, a12 = −1; a21 = 1, a22 = 1)
+P (a11 = 1, a12 = 1; a21 = 1, a22 = −1)
+P (a11 = 1, a12 = −1; a21 = 1, a22 = −1)
≡ P (1, 1; 1, 1) + P (1,−1; 1, 1) + P (1, 1; 1,−1) + P (1,−1; 1,−1) .
The joint distribution gives the probability of sequences of +1s and −1s of length 2N . In order to show
that this inequality is true, all we need to show is that every sequence of length 2N that appears in the
probability on the left-hand side also appears in one of the probabilities on the right-hand side.
All of the sequences that appear on the left-hand side have their ﬁrst N elements equal to 1, so these are
the only sequences we need to consider.
P (a11 = 1, a21 = 1, . . . aN1 = 1) =
∑
o21,o22,...,oN2∈{−1,1}N
P
1, 1, . . . , 1︸ ︷︷ ︸
N
; o21, o22, . . . , oN2

If the sequence has all of its elements equal to 1, (o12, o22, . . . , oN2) = (1, 1, . . . , 1), then it contributes to
the ﬁrst probability on the right-hand side, P (a12 = 1, a22 = 1, . . . aN2 = 1), because
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P (a12 = 1, a22 = 1, . . . aN2 = 1) =
∑
o21,o22,...,oN2∈{−1,1}N
P
o11, o21, . . . , oN1; 1, 1, . . . , 1︸ ︷︷ ︸
N

and the contributing term is P
1, 1, . . . , 1︸ ︷︷ ︸
N
; 1, 1, . . . , 1︸ ︷︷ ︸
N
.
Now suppose that some of its elements in its second half (in the second set of N elements) are equal to
−1, and suppose that one of the −1's corresponds to the observable al2. This sequence will contribute to
the probability P (a11 = 1, . . . , al−1,1 = 1, al2 = −1, al+1,1 = 1, . . . , aN1 = 1) on the right-hand side.
Therefore, all sequences that contribute to the probability on the left-hand side do contribute to a
probability on the right-hand side, so the inequality is proved.
2.4 Maximum quantum violation for 2 parties
In order to illustrate our approach of ﬁnding the maximum quantum violation, we will start with the simplest
case of two parties. This will reproduce known results, but it gives a simple example of how the method
based on Jordan bases works.
We have four observables, aj and bk, j, k = 1, 2, which are now operators on the Hilbert space Ha ⊗Hb,
where Ha is the Hilbert space in which Alice's quantum states lie, and Hb is the Hilbert space in which
Bob's states lie.
Our ﬁrst problem in ﬁnding the maximum violation of Eq. (1), is that we do not know how we should
choose the operators corresponding to Alice's and Bob's observables. For the moment let us specify them
by their spectral projections.
Let Qaj , j = 1, 2, be the projection operator onto the subspace of Ha on which aj has the eigenvalue
1, and, similarly, Qbj is the projection operator onto the subspace of Hb on which bj has the eigenvalue 1.
Then, the projection corresponding to the subspace on which aj has the eigenvalue −1 is Ia − Qaj , where
Ia is the identity on Ha, the projection onto the subspace of Hb on which bj has eigenvalue −1 is Ib −Qbj .
Deﬁning the operator
B2 = Qa1 ⊗Qb1 −Qa2 ⊗Qb2 − (Ia −Qa2)⊗Qb1
−Qa1 ⊗ (Ib −Qb2)
the condition in Eq. (1) can be rephrased as
〈B2〉 ≤ 0
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which is
〈Ψ |B2|Ψ〉 ≤
〈Ψ |Qa1 ⊗Qb1|Ψ〉 − 〈Ψ |Qa2 ⊗Qb2|Ψ〉 − 〈Ψ |(Ia −Qa2)⊗Qb1|Ψ〉
− 〈Ψ |Qa1 ⊗ (Ib −Qb2)|Ψ〉 ≤
P (a1 = 1, b1 = 1)− P (a2 = 1, b2 = 1)− P (a1 6= 1, b1 = 1)− P (a1 = 1, b2 6= 1) ≤ 0
Our task is to ﬁnd the largest positive eigenvalue of B2, which will be the largest quantum violation of
Eq. (1).
Let us do this operation for N = 2 party, non-degenerate case explicitly. For party-A, a1 = 1 corresponds
to Sa1 = span |a1+〉, a2 = 1 corresponds to Sa2 = span |a2+〉, and similarly for party-B, b1 = 1 corresponds
to Sb1 = span |b1+〉, b2 = 1 corresponds to Sb2 = span |b2+〉.
The Jordan angles are
〈a1+ | a2+〉 = cos θa
〈b1+ | b2+〉 = cos θb
And the projection operators are
Q (S1a) = Q (a1+) = |a1+〉 〈a1+| Q (S1b) = Q (b1+) = |b1+〉 〈b1+|
Q (S2a) = Q (a2+) = |a2+〉 〈a2+| Q (S2b) = Q (b2+) = |b2+〉 〈b2+|
Then the B operator in terms of the projection operators is
B = Q1a ⊗Q1b +Q1a ⊗Q2b −Q2a ⊗Q1b +Q2a ⊗Q2b −Q1a ⊗ I − I ⊗Q2b
which can be expressed in terms of measurement outcome vectors
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B = + |a1+〉 〈a1+| ⊗ |b1+〉 〈b1+|+ |a1+〉 〈a1+| ⊗ |b2+〉 〈b2+|
− |a2+〉 〈a2+| ⊗ |b1+〉 〈b1+|+ |a2+〉 〈a2+| ⊗ |b2+〉 〈b2+|
− |a1+〉 〈a1+| ⊗ I − I ⊗ |b2+〉 〈b2+|
= + |a1+, b1+〉 〈a1+, b1+|+ |a1+, b2+〉 〈a1+, b2+|
− |a2+, b1+〉 〈a2+, b1+|+ |a2+, b2+〉 〈a2+, b2+|
− |a1+〉 〈a1+| ⊗ I − I ⊗ |b2+〉 〈b2+| .
We want to express B in the non-orthonormal basis set
sB = {|a1+, b1+〉 , |a1+, b2+〉 , |a2+, b1+〉 , |a2+, b2+〉} .
In order to do that, apply B to each basis vector in sB (omit the plus signs)
B |a1b1〉 = |a1b1〉+ cos θb |a1b2〉 − cos θa |a2b1〉+ cos θa cos θb |a2b2〉 − |a1b1〉 − cos θb |a1b2〉
= 0 |a1b1〉+ 0 |a1b2〉 − cos θa |a2b1〉+ cos θa cos θb |a2b2〉
B |a1b2〉 = cos θb |a1b1〉+ |a1b2〉 − cos θa cos θb |a2b1〉+ cos θa |a2b2〉 − |a1b2〉 − |a1b2〉
= cos θb |a1b1〉 − 1 |a1b2〉 − cos θa cos θb |a2b1〉+ cos θa |a2b2〉
B |a2b1〉 = cos θa |a1b1〉+ cos θa cos θb |a1b2〉 − |a2b1〉+ cos θb |a2b2〉 − cos θa |a1b1〉 − cos θb |a2b2〉
= 0 |a1b1〉+ cos θa cos θb |a1b2〉 − 1 |a2b1〉+ 0 |a2b2〉
B |a2b2〉 = cos θa cos θb |a1b1〉+ cos θa |a1b2〉 − cos θb |a2b1〉+ |a2b2〉 − cos θa |a1b2〉 − |a2b2〉
= cos θa cos θb |a1b1〉+ 0 |a1b2〉 − cos θb |a2b1〉+ 0 |a2b2〉
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Let us see how B acts on the subspace span (sB) . Say |ψ〉 ∈ span (sB)
|ψ〉 = α11 |a1b1〉+ α12 |a1b2〉+ α21 |a2b1〉+ α22 |a2b2〉
≡ (α11, α12, α21, α22)
sB
.
If we investigate how B applies on |ψ〉, we see that
B |ψ〉 =
2∑
m,n=1
αmn++B |am + bn+〉
B |ψ〉 = +α11B |a1b1〉+ α12B |a1b2〉+ α21B |a2b1〉+ α22B |a2b2〉
B |ψ〉 =
− cos θaα11 |a2b1〉+ cos θa cos θbα11 |a2b2〉
+ cos θbα
12 |a1b1〉 − α12 |a1b2〉 − cos θa cos θbα12 |a2b1〉+ cos θaα12 |a2b2〉
+ cos θa cos θbα
21 |a1b2〉 − α21 |a2b1〉
+ cos θa cos θbα
22 |a1b1〉 − cos θbα22 |a2b1〉
B |ψ〉 = + |a1b1〉
(
+ cos θbα
12 + cos θa cos θbα
22
)
+ |a1b2〉
(−α12 + cos θa cos θbα21)
+ |a2b1〉
(− cos θaα11 − cos θa cos θbα12 − α21 − cos θbα22)
+ |a2b2〉
(
+ cos θa cos θbα
11 + cos θaα
12
)
Therefore the matrix representation of the B operator in sB basis is
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B |ψ〉 =B

α11 |a1b1〉
α12 |a1b2〉
α21 |a2b1〉
α22 |a2b2〉

=

0 cos θb 0 cos θa cos θb
0 −1 cos θa cos θb 0
− cos θa cos θa cos θb −1 − cos θb
cos θa cos θb cos θa 0 0


α11 |a1b1〉
α12 |a1b2〉
α21 |a2b1〉
α22 |a2b2〉

From here, the goal is to choose the parameters of the B operator, θa and θb, namely the Jordan angles,
so that we maximize the largest eigenvalue of B.
Now, let us do the general case, which allows degeneracy, in order words a dimensionality higher than 1
for subspaces. Let Sa1 and Sa2 be the subspaces of Ha onto which Qa1 and Qa2 project, respectively. Let
{|u1j〉} be an orthonormal basis for Sa1 and {|u2k〉} be an orthonormal basis for Sa2. Note that we do not
know the dimensions of Sa1 and Sa2, so we cannot specify how many vectors are in each basis. These bases
can be chosen so that
〈u1j |u2k〉 = δjk cos θaj
where the {θaj} are known as the Jordan angles and lie between 0 and pi/2.
Similarly, one can deﬁne subspaces Sb1 and Sb2 corresponding to the ranges of Qb1 and Qb2, respectively,
and Jordan bases {|v1j〉} and {|v2k〉} satisfying
〈v1j |v2k〉 = δjk cos θbj
where {|v1j〉} is an orthonormal basis for Sb1, and {|v2k〉} is an orthonormal basis for Sb2.
Note that the projection operators can be expressed as
Qal =
∑
j
|ulj〉 〈ulj |
Qbm =
∑
k
|vmk〉 〈vmk|
where l,m = 1, 2.
We now want to consider the behavior of the operator B2, B operator for 2 parties, acting on states of
57
the form |ulj〉 ⊗ |vmk〉, where l,m = 1, 2, in order to ﬁnd its maximum eigenvalue eventually.
The terms of B operator are in the form
Qla ⊗Qmb =
∑
j
|ulj〉 〈ulj | ⊗
∑
k
|vmk〉 〈vmk|
=
∑
j,k
|ulj , vmk〉 〈ulj , vmk| .
B2 |u1j〉 |v1k〉 = (Q1a ⊗Q1b +Q1a ⊗Q2b −Q2a ⊗Q1b +Q2a ⊗Q2b −Q1a ⊗ I − I ⊗Q2b) |u1j , v1k〉
= +
∑
j′,k′
|u1j′ , v1k′〉 〈u1j′ , v1k′ |
 |u1j , v1k〉+
∑
j′,k′
|u1j′ , v2k′〉 〈u1j′ , v2k′ |
 |u1j , v1k〉
+
∑
j′,k′
|u2j′ , v1k′〉 〈u2j′ , v1k′ |
 |u1j , v1k〉+
∑
j′,k′
|u2j′ , v2k′〉 〈u2j′ , v2k′ |
 |u1j , v1k〉
−
∑
j′
|u1j′〉 〈u1j′ | ⊗ I
 |u1j , v1k〉 −(I ⊗∑
k′
|v2k′〉 〈v2k′ |
)
|u1j , v1k〉
= +
∑
j′,k′
|u1j′ , v1k′〉 〈u1j′ , v1k′ | u1j , v1k〉
+
∑
j′,k′
|u1j′ , v2k′〉 〈u1j′ , v2k′ | u1j , v1k〉

+
∑
j′,k′
|u2j′ , v1k′〉 〈u2j′ , v1k′ | u1j , v1k〉
+
∑
j′,k′
|u2j′ , v2k′〉 〈u2j′ , v2k′ | u1j , v1k〉

−
∑
j′
|u1j′〉 〈u1j′ | u1j〉 ⊗ |v1k〉
−(|u1j〉 ⊗∑
k′
|v2k′〉 〈v2k′ | v1k〉
)
= +
∑
j′,k′
|u1j′ , v1k′〉 δj′,jδk′,k
+
∑
j′,k′
|u1j′ , v2k′〉 δj′,j cos θbk′δk′,k

+
∑
j′,k′
|u2j′ , v1k′〉 δj′,j cos θaj′δk′,k
+
∑
j′,k′
|u2j′ , v2k′〉 δj′,j cos θaj′δk′,k cosbk′

−
∑
j′
|u1j′〉 δj′,j ⊗ |v1k〉
−(|u1j〉 ⊗∑
k′
|v2k′〉 δk′,k cos θbk′
)
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= + |u1j , v1k〉+ |u1j , v2k〉 cos θbk
+ |u2j , v1k〉 cos θaj + |u2j , v2k〉 cos θaj cosbk
− |u1j , v1k〉 − |u1j , v2k〉 cos θbk
B2 |u1j , v1k〉 = 0 |u1j , v1k〉+ 0 |u1j , v2k〉+ cos θaj |u2j , v1k〉+ cos θaj cosbk |u2j , v2k〉
If we do this calculation for the other three vectors we will get
B2 |u1j , v2k〉 = cos θbk |u1j , v1k〉 − 1 |u1j , v2k〉 − cos θaj cos θbk |u2j , v1k〉+ cos θaj |u2j , v2k〉
B2 |u2j , v1k〉 = 0 |u1j , v1k〉+ cos θaj cos θbk |u1j , v2k〉 − 1 |u2j , v1k〉+ 0 |u2j , v2k〉
B2 |u2j , v2k〉 = cos θaj cos θbk |u1j , v1k〉+ 0 |u1j , v2k〉 − cos θbk |u2j , v1k〉+ 0 |u2j , v2k〉
This shows an interesting feature of B2. Let us call the space spanned by the vectors
sj,kB = {|u1j , v1k〉 , |u1j , v2k〉 , |u2j , v1k〉 , |u2j , v2k〉}
spansj,kB ≡ Wjk. If B2 is applied on a vector in Wjk the result will be in Wjk too.
|ψ〉 ∈ Wjk ⇒ B2 |ψ〉 ∈ Wjk.
What we ﬁnd is that only states with the same values of j and k are coupled, i.e. B2 acting one one of
these states yields a linear combination of states with the same values of j and k. It is this feature that help
us to solve the problem independent of the dimensionality of the subspaces corresponding to measurement
outcome. Let us see why.
59
Let dimS1a = da ≤ dimS2a and dimS1b = db ≤ dimS2b without loss of generality, deﬁne
sB ≡
⋃
j,k
sj,kB
= {|ulj , vmk〉 |l.m = 1, 2, j = 1, . . . , da, k = 1, . . . , dB}
= {|u11, v11〉 , |u11, v21〉 , |u21, v11〉 , |u21, v21〉 , . . . , |u1da , v1db〉 , |u1da , v2db〉 , |u2da , v1db〉 , |u2da , v2db〉}
Say |ψ〉 ∈ sB
|ψ〉 =
∑
j,k
∑
l,m
cjklm |ulj , vmk〉
=
∑
j,k
cjk11 |u1j , v1k〉+ cjk12 |u1j , v2k〉+ cjk21 |u2j , v1k〉+ cjk22 |u2j , v2k〉
Each term in this sum lives in a diﬀerent Wjk.
Express |ψ〉 as a linear combination of vectors in the set sB
|ψ〉 = (c1111, c1112, c1121, c1122 · · · , cjk11, cjk12, cjk21, cjk22, · · · , cdadb11 , cdadb12 , cdadb21 , cdadb22 )>
≡ (~c11, · · · ,~cjk, · · · ,~cdadb)>
When B2 acts on |ψ〉, deﬁne xaj = cos θaj and xbk = cos θbk, then B2 is
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
−1 0 0 xa1xb1
xb1 0 xa1cb1 0
xa1 xa1xb1 0 0
−xa1xbk −xa1 −xbk −1
. . .
−1 0 0 xajxbk
xbk 0 xajxbk 0
xaj xajxbk 0 0
−xajxbk −xaj −xbk −1
. . .
−1 0 0 xadaxbdb
xbdb 0 xadaxbdb 0
xada xadaxbdb 0 0
−xadaxbdb −xada −xbdb −1

As can be seen B2 is split into 4 dimensional parts. Deﬁne each of them as B
jk
2 where
Bjk2 =

−1 0 0 cos θaj cos θbk
cos θbk 0 cos θaj cos θbk 0
cos θaj cos θaj cos θbk 0 0
− cos θaj cos θbk − cos θaj − cos θbk −1

Then B acting on |ψ〉 can be shown in a more concise notation as
B2 |ψ〉 =

B11 0 0
0
. . .
Bjk
. . . 0
0 0 BKK


~c11
...
~cjk
...
~cdadb

To ﬁnd the maximum possible eigenvalue of B2 we need to consider only one of these 4 dimensional
blocks and assume that all blocks are equal.
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B2|ψ〉 =

−1 0 0 xaxb
xb 0 xaxb 0
xa xaxb 0 0
−xaxb −xa −xb −1


c11
c12
c21
c22

, (4)
What this means is that Ha⊗Hb splits up into four-dimensional invariant subspaces under the action of
B2, and if we want to ﬁnd the eigenvalues of B2, we can examine each four-dimensional subspace individually.
The characteristic equation of the above matrix is
λ2(λ2 + 1)− x2a(1− x2a)x2b(1− x2b) = 0,
yielding a maximum eigenvalue of
λmax =
1
2
{
[1 + 4xa(1− x2a)1/2xb(1− x2b)1/2]1/2 − 1
}
.
We can now maximize λmax with respect to xa and xb. The maximum occurs when xa = xb = 1/
√
2 giving
a maximum value for λmax of (
√
2− 1)/2. This is the maximum quantum violation of the inequality in Eq.
(1).
What we are actually doing is a search in parameter space {xa, xb} to choose an observable. In Bell
inequality investigations we can start by choosing an arbitrary observable for one measurement without
loosing generality. For example, for the M = 2 case, the absolute orientations of the observations are
not important, what is important is the relative orientation of the second observables (in the sense of
Jordan angles) to the ﬁrst observable. This is reﬂected by the fact that in polarization or spin direction
measurements, the orientation of the ﬁrst measurement is not essential, one can set it to any angle. The
important choice in the experiment is the orientation of the second measurement direction relative to the
ﬁrst one.
Here, scanning the parameter space {xa, xb} allows us to try all possible second observables relative to
the ﬁrst one and calculating the maximum eigenvalue prevents us dealing with quantum states.
We can also ﬁnd observables and a quantum state that attain this violation. Note that in the above
calculation all of the subspaces, Sal and Sbl, for l = 1, 2 are one dimensional, and the overlap between the
vectors in the 1 and 2 subspaces is 1/
√
2. We can, therefore, choose a1 = σza, a2 = σxa, b1 = σzb, and
b2 = σxb, where σza is just the sigma z Pauli matrix acting on the two-dimensional space Ha, σzb is the
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sigma z acting in the two-dimensional space Hb, and similarly for σxa and σxb. We then have that
|u11〉 = |0〉a |v11〉 = |0〉b
|u21〉 = |+ x〉a |v21〉 = |+ x〉b,
where σz|0〉 = |0〉, σz|1〉 = −|1〉, and |±x〉 = (|0〉±|1〉)/
√
2. The state that produces the maximum violation,
which is just the eigenstate of the matrix in Eq. (4) with xa = xb = 1/
√
2, corresponding to λmax, is, in the
{|0〉, |1〉} basis,
|ψ2〉 = 1
2
(
1
2 +
√
2
)1/2
[(1 +
√
2)(|0〉a|0〉b − |1〉a|1〉b)
+|0〉a|1〉b + |1〉a|0〉b].
This state has interesting properties. First, it is a maximally entangled state. Next, suppose Alice and
Bob independently decide to measure their part of the state in either the z or x basis. They then announce
which basis they used. We want to maximize the chance that, no matter which basis choice they make, that
once the basis choices are announced, each party can predict the other's measurement result.
For example, suppose both parties decide to measure the state in the z basis, and suppose Alice got 1,
corresponding to the state |0〉 for her result. Then with a probability of (2 + √2)/4 ' 0.85, Bob will also
have gotten the result 1. Similarly, if the both measured in the x basis, and Alice got 1 corresponding to
|+ x〉, then the probability that Bob got −1, corresponding to | − x〉, is (2 +√2)/4.
For all of the basis choices the correspondences are
zz |0〉a ↔ |0〉b |1〉a ↔ |1〉b
zx |0〉a ↔ |+ x〉b |1〉a ↔ | − x〉b
xz |+ x〉a ↔ |0〉b | − x〉a ↔ |1〉b
xx |+ x〉a ↔ | − x〉b | − x〉a ↔ |+ x〉b.
The ﬁrst column gives the basis choices, with Alice's choice ﬁrst, and the next two columns give which of
Alice's and Bob's measurement results correspond to each other. In all cases, if either Alice or Bob gets
the measurement result shown above, then the probability that the other party obtains the corresponding
state is (2 +
√
2)/4. Therefore, in this state, Alice's and Bob's measurement results are highly correlated
independent of whether they measure in the z or the x basis. It is correlations of this type that allow a
quantum strategy of the CHSH nonlocal game to be better than any classical strategy [14].
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2.5 Three parties
Now let us look at the three party inequality, Eq. (2). Before ﬁnding the maximum violation, which will
ultimately require some numerical work, we present some simpler cases of quantum states that violate the
inequality.
One possibility is to ﬁnd a state that makes the probability P (a1 = 1, b1 = 1, c1 = 1) nonzero and all of
the others zero. In order to do this, we have to specify a quantum mechanical system and the observables.
We shall suppose that the system consists of three qubits, and that the observables labeled by 1 correspond
to σz and those labeled by 2 correspond to σx. That is, a1 = σza, a2 = σxa, etc.
Deﬁne the subspace S to be the span of the vectors {|+x,+x,+x〉, |−x, 0, 0〉, |0,−x, 0〉, |0, 0,−x〉}, where
in these states, the ﬁrst slot is the state of qubit a, the second the state of qubit b, and the third of qubit c.
What we want is a vector that is orthogonal to S and has a nonzero overlap with the state |0, 0, 0〉. Such a
state is
|ψ′3〉 =
1
2
√
2
(|0, 0, 0〉+ |0, 0, 1〉+ |0, 1, 0〉
+|1, 0, 0〉 − |0, 1, 1〉 − |1, 0, 1〉 − |1, 1, 0〉
−|1, 1, 1〉.
With this state, the left-hand side of the inequality in Eq. (2) becomes 1/8, and the right-hand side is zero.
As we shall see, this is by no means the largest violation we can obtain.
This state has the following correlation properties. If all of the parties measure in the z basis, or two of
them measure in the x basis and the remaining party measures in the z basis, then the measurement results
are uncorrelated. That is, one party does not have any information from his measurement, what the results
of the other two measurements were.
The situation is diﬀerent, however, if all of the parties measure in the x basis or one measures in the x
basis and two measure in the z basis. In order to see what happens when everyone measures in the x basis,
we can express the state as
|ψ′3〉 =
1
2
(|+ x,+x,−x〉+ |+ x,−x,+x〉
+| − x,+x,+x〉 − | − x,−x,−x〉).
From this expression, we see that if one party gets +x for his measurement, he can be assured that the
remaining parties got opposite results for theirs, that is one got +x and the other got −x. If one party gets
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−x, however, then he knows that the remaining parties got the same result for their measurements, either
both got +x, or both got −x.
Now suppose that one party, say the ﬁrst, measures in the x basis while the other two measure in the z
basis. It is now convenient to express the state as
|ψ′3〉 =
1
2
[|+ x〉(|0, 0〉 − |1, 1〉)
+| − x〉(|0, 1〉+ |1, 0〉)].
From this we see the following, If the party measuring in the x basis gets +x, then the other two parties
will get the same measurement result, and if he gets −x, then the other two parties will get opposite results.
Now, if one of the parties measuring in the z basis gets 0, then the other two parties got either +x and 0 or
−x and 1, while if the z result was 1, then the other two parties got either +x and 1 or −x and 0.
One can obtain a larger violation of the inequality in Eq. (2) with the same quantum system, three qubits,
and the same assignment of observables, but choosing a diﬀerent quantum state. Under these assumptions
the state that produces the largest violation is the eigenstate of the operator
B′3 = |0, 0, 0〉〈0, 0, 0| − |+ x,+x,+x〉〈+x,+x,+x|
−(| − x, 0, 0〉〈−x, 0, 0| − |0,−x, 0〉〈0,−x, 0|
−|0, 0,−x〉〈0, 0,−x|
with the largest eigenvalue.
Setting the characteristic polynomial of the operator equal to zero, we ﬁnd that there are three eigenvalues
of zero, two of−1/2, and the remaining three eigenvalues of roots of the cubic equation, 8λ3+16λ2+5λ−2 = 0.
Solving this we ﬁnd the one positive root is given, to three places, by 0.223. This is the largest violation of
the inequality in Eq. (2) with this choice of variables, and it represents an improvement over our previous
value of 1/8. As we shall see, we can do better.
Let us now apply the method developed in the previous section. We now make no assumptions as to what
the observables are. With the notation as before, the operator corresponding to the inequality in Eq. (2) is
B3 = Qa1 ⊗Qb1 ⊗Qc1 −Qa2 ⊗Qb2 ⊗Qc2 − (Ia −Qa2)⊗Qb1 ⊗Qc1
−Qa1 ⊗ (Ib −Qb2)⊗Qc1 −Qa1 ⊗Qb1 ⊗ (Ic −Qc2) (5)
where the Qlj operators, l ∈ {a, b, c} and j = 1, 2, are projections operators on one of the Hilbert spaces Ha,
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Hb, and Hc.
We have the subspaces, Slj , which are the ranges of the corresponding projections Qlj each with their
Jordan bases. In particular, {|u1k〉} and {|u2k〉} are the Jordan bases for Sa1 and Sa2, respectively, {|v1k〉}
and {|v2k〉} are the Jordan bases for Sb1 and Sb2, respectively, and {|w1k〉} and {|w2k〉} are the Jordan bases
for Sa1 and Sa2, respectively.
We now consider the action of B3 on vectors of the form |ulr〉a|vms〉b|wnt〉c, where l,m, n = 1, 2, and r,
s, and t are ﬁxed. We ﬁnd that the subspace spanned by these eight vectors, which we shall call T8,rst, is
mapped into itself by B3. In fact, denoting
|φ1〉 = |u1r〉a|v1s〉b|w1t〉c |φ4〉 = |u2r〉a|v1s〉b|w1t〉c
|φ3〉 = |u1r〉a|v1s〉b|w2t〉c |φ5〉 = |u2r〉a|v2s〉b|w2t〉c
|φ3〉 = |u1r〉a|v2s〉b|w1t〉c,
and deﬁning T5,rst to be the ﬁve-dimensional subspace spanned by these vectors, we ﬁnd that B3 maps T8,rst
into T5,rst. That means that if we wish to ﬁnd nonzero eigenvalues of B3, we only need to consider vectors
in T5,rst, which reduces our problem from an eight dimensional one to a ﬁve dimensional one.
In the subspace T5,rst and in the basis {|φj〉|j = 1, 2, . . . 5}, B3 can be represented by the matrix

−2 −xc −xb −xa xaxbxc
xc 0 xbxc xaxc 0
xb xbxc 0 xaxb 0
xa xaxc xaxb 0 0
−xaxbxc −xaxb xaxc −xbxc −1

.
The characteristic equation of this matrix is
λ5 + 3λ4 + (2 + γ − α+ β)λ3 + (γ − α+ β)λ2
+(2γ − α− 3)λ+ β(α− 2β − 1) = 0,
where
α = (xaxb)
2 + (xaxb)
2 + (xbxc)
2 β = (xaxbxc)
2
γ = x2a + x
2
b + x
2
c .
We ﬁnd numerically that the largest root achieved when xa = xb = xc. An analytic argument for this
condition is as following.
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We ﬁrst note that there is a positive root of this equation, because it is not too hard to show that when
λ = 0, the value of the characteristic polynomial is negative, but its value is clearly positive for suﬃciently
large λ.
We begin by deﬁning
F (λ, xa, xb, xc) = λ
5 + 3λ4 + (2 + γ − α+ β)λ3
+(γ − α+ β)λ2 + (2γ − α− 3)λ
+β(α− 2β − 1).
The characteristic equation, F (λ, xa, xb, xc) = 0, now deﬁnes λ as a function of xa, xb, and xc. We are
interested in points where λ(xa, xb, xc) is a maximum, which means that we want
∂λ
∂xa
=
∂λ
∂xb
=
∂λ
∂xc
= 0. (6)
Now we have that
∂F
∂λ
∂λ
∂xa
+
(
∂F
∂xa
)
λ
= 0,
and similarly for the derivatives with respect to xb and xc. The subscript on the second term indicates that
λ is held constant during this diﬀerentiation. Therefore, the condition in Eq. (6) becomes
(
∂F
∂xa
)
λ
=
(
∂F
∂xb
)
λ
=
(
∂F
∂xc
)
λ
= 0.
Deﬁning the three functions of xa, xb, and xc,
f0 = β(α− 2β − 1) f2 = γ − α+ β
f1 = β(2γ − α− 3),
the above equations become
∂f2
∂xa
(λ3 + λ2) +
∂f1
∂xa
λ+
∂f0
∂xa
= 0
∂f2
∂xb
(λ3 + λ2) +
∂f1
∂xb
λ+
∂f0
∂xb
= 0
∂f2
∂xc
(λ3 + λ2) +
∂f1
∂xc
λ+
∂f0
∂xc
= 0.
These equations can be rearranged to eliminate the λ3 and λ2 terms, leaving us with three equations
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that are linear in λ. For example, from the ﬁrst two equations we ﬁnd
xb(x
2
a − 1)
(
∂f1
∂xa
λ+
∂f0
∂xa
)
= xa(x
2
b − 1)
(
∂f1
∂xb
λ+
∂f0
∂xb
)
,
which becomes
(x2a − x2b)[f1 − x2ax2bβ(x2c − 1)]λ
+(x2a − x2b)[f0 − x2ax2bβ(x2c − 1)] = 0,
The two remaining conditions can be found from the one above by exchanging xb and xc to obtain the
second condition, and by exchanging xa and xc to obtain the third (note that f0, f1, and f2 are symmetric
in xa, xb, and xc).
Now, if xa = xb = xc, these equations will be satisﬁed. If we assume that any two of the xa, xb, and xc
are all diﬀerent, then we ﬁnd that it is necessary that f0 = f1. This, however, implies that λ = −1, which
is not a positive root. Therefore, if a positive root is to have a maximum, then we need xa, xb, and xc.
After the analytical argument, let us proceed with by setting xb and xc equal to xa. We ﬁnd that the
characteristic equation can be expressed as
(λ+ x2a)
2[λ3 + (3− 2x2a)λ2 + (2− 3x2a + x6a)λ
+3x6a − 2x8a − x2a] = 0.
The cubic equation does have a real, positive root, and that is the one in which we are interested. We
ﬁnd that its maximum value occurs when xa = [(
√
5 − 1)/2]1/2 ' 0.786 and λmax =
√
5 − 2 ' 0.236. Note
that this is a larger violation that we obtained when the parties measured in either the z or the x basis.
This solution also tells us what observables we should use to obtain the maximum violation, and gives
us the state state that produces this violation. For a1, b1, and c1 we choose, as before, σz. Next, deﬁne the
orthonormal vectors
|u+〉 = xa|0〉+
√
1− x2a|1〉
|u−〉 = −
√
1− x2a|0〉+ xa|1〉,
and for the operators a2, b2, and c2 we choose |u+〉〈u+| − |u−〉〈u−|. The state that achieves the maximum
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violation with this choice of observables is
|ψ3〉 =
(
4− 8√
5
)1/2
|000〉+
(
−3
2
+
7
2
√
5
)1/2
(−|001〉 − |010〉 − |100〉+ |111〉)
−
(
1− 2√
5
)1/2
(|011〉+ |101〉+ |110〉.
Note that this is not a GHZ state, i.e. it cannot be transformed by local unitaries into a state of the
form(|000〉+ |111〉)√2. If it could, when we formed a density matrix from the state and traced out Bob and
Charlie, we would obtain a reduced density matrix proportional to the identity. That does not happen with
|ψ3〉.
Werner and Wolf showed that for all full correlation Bell inequalities with two measurement settings per
party and each measurement having two outcomes, the maximally violating states are n-party generalizations
of GHZ states [41]. The fact that |ψ3〉 is not a GHZ state is a result of the fact that the inequality in Eq.
(2) is not a full correlation inequality.
Finally, we note that the situation described by the inequality in Eq. (2) and its violation can be described
in terms of a nonlocal game [14].
Each of the three parties, is sent an instruction bit by a referee, and they then send a bit back to the
referee, who determines whether the parties have won the game or not. The parties are not allowed to
communicate once the game has started. There are only ﬁve possible sets of instructions, and they are
equally probable. They are either all zero, all one, or one of them is one and the other two are zero. The
conditions for winning are
1. If all instruction bits are 0, then each party must return a 0.
2. If all instruction bitts are 1, then not all parties return a 0, i.e. they only lose if all of them return a 0.
3. If two of the instruction bits are 0 and the remaining one is 1, then they only lose if the party who
received a 1 returns 1 and the other two return 0.
Let us ﬁrst consider a classical strategy. The optimal classical strategy is a deterministic one in which the
bit each party sends is a function of the instruction bit they receive [14]. We shall show that any classical
strategy must fail for at least one of the sets of instruction bits, which means that the maximum probability
of winning is 4/5. We shall then present a strategy that does succeed with this probability, which proves
that this is the optimal classical probability of winning.
Now, suppose one of the parties receives an instruction bit of 0. Then in order to win in the case all
of the instruction bits are 0, each party must return a bit of 0. Now consider what happens when one of
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the parties receives a 1. If the other two parties receive a 0, then they will return a 0, so in order to win,
the party we are considering should return a 0. So that means in all cases, each party should return a 0.
However, if the instruction set consists of all 1's, then they will all return 0's and lose. Consequently, they
cannot will all of the time, so the maximum winning probability is 4/5 and the strategy where all parties
always return 0 achieves this probability.
Now let us consider a quantum strategy. The parties share a quantum state, and if they receive an
instruction bit 0 they measure observable 1 (that is, a1, b1, and c1), and if they receive an instruction bit 1,
they measure observable 2. They then send a bit corresponding to their measurement result, if their result
is 1 they send 0, and if their result is −1 they send 1. Their probability of winning, pq, is just
pq =
4
5
+
1
5
∆,
where ∆ is given by the left-hand side of the inequality in Eq. (2) minus the right-hand side.
If Alice, Bob, and Charlie share |ψ3〉 and make the measurements that maximally violate the inequality
in Eq. (2), then they achieve a winning probability of
pq =
4
5
+
1
5
(
√
5− 2) ' 0.8472,
which is better than the classical result.
2.6 More than three parties
The same technique can be used to ﬁnd maximum quantum violations of the inequality in Eq. (3) for n
parties. Each new party adds an additional Jordan angle. In all cases we examined, we ﬁnd, numerically,
that the maximum value of the positive root if the characteristic equation is achieved when all of the Jordan
angles are equal.
This further implied that the relevant eigenvalue is a root of the cubic equation (this has only been
veriﬁed up to n = 7)
λ3 + [n− (n− 1)x2a]λ2 + (n− 1− nx2a + x2na )λ
+nx2na − (n− 1)x2n+2a − x2a = 0.
The results are plotted in Figure 15, where we show the maximum quantum violation as a function of the
number of parties. How the calculations are done on the computer is explained in the Appendix.
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Figure 15: Size of maximum quantum violation of inequality versus number of parties
We also give the maximum violations, λmax, and the values of xa that produce them in the following
table:
n xa λmax
3 0.786151 0.236068
4 0.830913 0.249757
5 0.860012 0.257836
6 0.880509 0.263187
7 0.895745 0.266998
As can be seen from both the ﬁgure and the table, the size of the maximum violation increases with the
number of parties. The values of xa can be used to construct the observables that achieve the maximum
violation.
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3 Group Theory Methods
In this chapter we will investigate an application of group theory to Bell's theorem. It is about using group
actions to generate Bell inequalities.
For a chosen ﬁnite group, the group representation operator of one or more group orbits are applied to
a chosen initial state to generate a set of measurement outcome states. A Bell expression is constructed
by adding the occurrence probabilities of the events corresponding to these measurement outcomes. The
classical bound of the Bell expression is compared with the highest value it can take in quantum mechanics
to see whether there is a violation. A search algorithm is implemented to ﬁnd the orbits that gives violations.
3.1 Group Theory
Group theory is the study of the algebraic structures called groups. Groups are the main tools of abstract
algebra. Elementary algebra is about numbers and the binary operations such as addition, subtraction,
multiplication and division on the numbers. Abstract algebra is about the essence of elementary algebra,
namely a set and a binary operation deﬁned on the set.
The abstraction helps us to generalize the essential concepts of basic algebra. For example in a group the
set on which the binary operations applied does not have to be made of numbers. And the operations do not
have to be addition or multiplication etc. However, due to the choice of axioms to construct a group, the
group will contain concepts such as associativity ((a+ b) + c = a+ (b+ c)) and identity element (a+ 0 = a)
etc.
There are other algebraic structures that capture more features of basic algebra, such as rings. A
group has only one operator associated with it, whereas a ring has two operators and it can generalize
addition and multiplication at the same time.
In our work we use groups because groups have matrix representations and closure property. When the
matrices are unitary, they can be used to generate new quantum states from old ones, and the closure makes
it certain that the new state is still in the set, because we want ﬁnite sequences.
3.1.1 Deﬁnition of a Group
A group is a mathematical structure that is made of a set G and an associated operation ∗ that satisfy this
four axioms:
• associativity: The operation ∗ is associative, i.e. a∗ (b ∗ c) = (a ∗ b)∗c. The order of which operation
is done ﬁrst does not change the result.
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• identity: There is an element e of G which satisﬁes e ∗ g = g ∗ e = g ∀g ∈ G. e is called the identity
element.
• invertability: ∀g ∈ G there is an element g−1 ∈ G with the property that g ∗ g−1 = g−1 ∗ g = e. g−1
called the inverse of g.
• closure: For all a, b ∈ G, a ∗ b is also in G.
In some notations the group operation is omitted. For example the associativity axiom is expressed as
a (bc) = (ab) c.
Two important properties due to this axioms are that
1. the identity element of the group is unique and
2. the inverse of a given element is unique.
If there were two identities, e and e′. The identity axiom says e ∗ e′ = e′ and and e ∗ e′ = e hence e = e′.
And if there were two inverses of a, say a−11 and a
−1
2 then a ∗ a−11 = a−11 ∗ a = e and a ∗ a−12 = a−12 ∗ a = e.
Therefore a ∗ a−11 = a ∗ a−12 . Apply a−11 from left a−11 ∗ a︸ ︷︷ ︸
e
∗a−11 = a−11 ∗ a ∗ a−12 . Which gives a−11 = a−12 .
3.1.2 Examples of Groups
Some example of groups expressed pairs of sets and operations are
• the set of integers and addition (Z,+), where e = 0 and x−1 = −x
• the set of rational numbers (except 0) and multiplication (Q∗,×), where e = 1, x−1 = 1/x
As counter examples
• the set of natural numbers and addition (N,+) do not form a group, because the inverses are not in
the group set. 5−1 = −5 but −5 /∈ N.
• the set of integers and multiplication (Z,×) do not form a group, because the inverses are not in the
group 5−1 = 1/5 /∈ Z.
The groups we mentioned has inﬁnitely many elements. Groups can have ﬁnite number of elements too. The
number of elements of the set of the group is called the group order, |G|.
An example of a group of |G| = 2 is ({+1,−1} ,×). +1 × +1 = +1 ∈ G, +1 × −1 = −1 ∈ G,
−1×+1 = −1 ∈ G and −1×−1 = +1 ∈ G. e = +1, (−1)−1 = −1.
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And the smallest possible group with one element is ({1} ,×), 1 is the identity and only element of the
group and it is its own inverse.
A way of displaying groups is using the Cayley tables which shows the outcome of the group operation
on every pairs from the group set. The Cayley table of the group ({+1,−1} ,×) is
× +1 −1
+1 (+1)× (+1) (+1)× (−1)
−1 (−1)× (+1) (−1)× (−1)
=
× +1 −1
+1 +1 −1
−1 −1 +1
A group's set does not have to be made of numbers, they can constitute other mathematical structures
or be abstract and have no structures. Let us show the Cayley table of an abstract group with two elements
({a, b} , ∗)
∗ a b
a ?
b
How to ﬁll the table? First we have to decide on the outcome of the operation a∗a. It can be 1) a∗a = a
or 2) a ∗ a = b
∗ a b
a a ?
b ?
,
∗ a b
a b ?
b ?
To ﬁll the top right entry we do not have any choice. If a ∗ a = a then a ∗ b = b and if a ∗ a = b then
a∗b = a, because a∗g1 cannot be the same as a∗g2 if g1 6= g2. This is called the rearrangement theorem.
When all elements in the group set is applied to a single element one gets all elements of the group (in a
diﬀerent order in general), gj ∗G = {g1, g2, . . . , gn}= {gjg1, gjg2, . . . , gjgn} = G. In other words, in a Cayley
table a group element cannot appear twice, and all group elements has to appear once, therefore each row
(or column) is a permutation of the set of group elements.
Because, say, our group is a generic ﬁnite group, G = {a1, a2, . . . , an}. Then, the members of the jth
column are a1 ∗ aj , a2 ∗ aj , . . ., an ∗ aj . Suppose any of these two are equal
ak ∗ aj = al ∗ aj = b
ak ∗ aj ∗ a−1j = al ∗ aj ∗ a−1j︸ ︷︷ ︸
e
= b ∗ a−1j
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(here we used associativity and invertibility) therefore
ak = al = b ∗ a−1j .
This rule let us ﬁll the rest of the tables like a Sudoku-like method
∗ a b
a a b
b b
,
∗ a b
a b a
b a
−→
∗ a b
a a b
b b a
,
∗ a b
a b a
b a b
If we analyze these two tables closely, we can tell that in the a ∗ a = a table a is the identity element,
and in the a ∗ a = b table b is the identity element, let's call e and the other element c
∗ a b
a a b
b b a
,
∗ a b
a b a
b a b
−→
∗ e c
e e c
c c e
,
∗ c e
c e c
e c e
and if we rearrange e's and c's so that they have the same order in the top row and the left most column we
get the same structure
(G, ∗) =
∗ e c
e e c
c c e
, for |G| = 2.
This means that there is only one group that has two elements. All other groups can be converted to
this group by relabelling their elements (relabel the identity element to e, the other element to c, and the
group operation ∗).
For example,
× +1 −1
+1 +1 −1
−1 −1 +1
≡
∗ e c
e e c
c c e
≡
⊕14 0 7
0 0 7
7 7 0
In the table on the left +1 ↔ e, −1 ↔ c, and in the table on the right 0 ↔ e and 7 ↔ c (where ⊕14
means addition modulo 14. 7 + 7 mod 14 = 0.)
This abstraction provides great simpliﬁcation for classiﬁcation of diﬀerent structures in terms of how
their elements are related with respect to the binary operation.
Let us construct groups of order 3 and 4.
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|G| = 3
∗ e a b
e e a b
a a ?
b b
What can a ∗ a be? Either e or b.
∗ e a b
e e a b
a a b ?
b b ?
,
∗ e a b
e e a b
a a e ?
b b ?
−→
∗ e a b
e e a b
a a b e
b b e
,
∗ e a b
e e a b
a a e Ab
b b Ab
In the second version the b's are repeated in the third column and row, hence that is not accepted. Hence
∗ e a b
e e a b
a a b e
b b e a
is the only group that has order 3.
A simple group of order 3 is (Z,⊕3).
⊕3 0 1 2
0 0 1 2
1 1 2 0
2 2 0 1
Or, using a diﬀerent notation (Z4,+) = ({0, 1, 2, 3} ,+).
|G| = 4
A similar approach will lead two diﬀerent types of groups of order 4. First let us deﬁne the order (or
period) of a group element. The order of an element a is the smallest integer m = |a| that satisﬁes
am = e, where am means a ∗ a ∗ · · · ∗ a︸ ︷︷ ︸
m−times
. When m = 1, a = e. For example in the previous group (Z,⊕3)
|0| = 1, because 01 = 0 = e, |1| = 3 because 13 = 1⊕3 1⊕3 1 = 0, |2| = 3 because 23 = 2⊕3 2⊕3 2 = 0.
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Now, for a group of order four, assume that one element has order 3, say |a| = 3, which means a2 =
a ∗ a 6= e. Call that element b. And the last element is c.
∗ e a b = a2 c
e e a a2 c
a a a2 a3 = e ?
b = a2 a2 a3 = e
c c ?
The only element that is not used in row and column two is c but we cannot use it because otherwise it will
be repeated at the fourth row and column, therefore there is no element of order 3.
Other options for the order are |a| = 1, 2 and 4. 1 means a = e, so that can not happen too. We need
distinct elements.
The choice of|a| = 4 will create a group that is equivalent to (Z4,+).
The last choice |a| = 2 will create a diﬀerent type of group (this is the smallest group order where we
have more than one type of group).
∗ e a b c
e e a b c
a a e
a2 b
c c
−→
∗ e a b c
e e a b c
a a e c b
b b c
c c b
Here we observe that c = ab and c = ba hence c = ab = ba. Fill the rest accordingly
∗ e a b ab
e e a b ab
a a e ab b
b b ab b2 ab2
c ab b ab2 a2b2
Now b2 = a or b2 = e. In the beginning of this case we assumed that there are no elements of order 4.
b2 = a means b4 = a2 = e hence |b| = 4. We also proved that group elements can't have order 3. Therefore
|b|2 = |c|2 = 2 too.
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∗ e a b ab
e e a b ab
a a e ab b
b b ab e a
c ab b a e
−→
∗ e a b c
e e a b c
a a e c b
b b c e a
c c b a e
This group has a special name, it is called the Klein-4 group, V4. And it is the second and the last group
that has order 4.
The groups of the form (Zn,+) (namely, (Z2,+), (Z3,+)) have a special name. They are called cyclic
groups. A group is cyclic if all of its elements can be expressed as some power of a single element. For
example in (Z4,+) the group set Z4 is {0, 1, 2, 3}. 1 = 11, 2 = 12, 3 = 13, 0 = 14.
Klein group is the smallest group that is not-cyclic.
Another categorization of groups are about the commutation of its elements. A group in which all
elements commute, namely g1 ∗ g2 = g2 ∗ g1 ∀g1, g2 ∈ G, is called Abelian. If some group element do not
commute, then that group is not abelian.
For example, Klein four group is abelian. This can be seen by the symmetric matrix structure of the
Cayley table.
The problem of the number of diﬀerent type of groups that have a given order is a complex problem. No
explicit expression found yet, and the value is bounded from above by nn
2
.1
3.1.3 Subgroups and Conjugacy Classes
A subgroup of a group is a subset of the group set of which elements form a group by themselves. For
example in the Klein-four group ({e, a} , ∗) is a subgroup
∗ e a
e e a
a a e
similarly ({e, b} , ∗) and ({e, c} , ∗) too.
Similarly ({0, 2} ,+) is a subgroup of (Z4,+)
1http://groupprops.subwiki.org/wiki/Number_of_groups_of_given_order
78
+ 0 2
0 0 2
2 2 0
{e} and G itself are improper subgroups and the rest are proper subgroups.
Two elements a, b of a group are called conjugate if there is a group element g for which
a = gbg−1.
Conjugation is an equivalence relation, in other words conjugation is reﬂexsive (group elements are
conjugate to themselves), symmetric (if an element is conjugate to another element, then that another
element is conjugate to the ﬁrst element) and transitive (if one element is conjugate to a second element, and
that second element is conjugate to a third element, then ﬁrst element is conjugate to the third element).
Choose g = e, then a = eae−1.
If a = gbg−1 ⇒g−1ag = g−1gbg−1g ⇒ ebe = g−1ag ⇒ b = hah−1 where h = g−1.
If a = g1bg
−1
1 and b = g2cg
−1
2 , then a = g1g2cg
−1
2 g
−1
1 = hch
−1 where h = g1g2.
Equivalence relations leads to classes. Conjugation produces conjugacy classes. The set of all group
elements that are conjugate to an element is the conjugacy class of that element.
The elements that belong to the same class have the same order. Say b = gag−1 and |a| = n, namely,
an = e. Then
bn =
(
gag−1
) (
gag−1
) · · · (gag−1) with nfactors.
= gang−1
= geg−1
= e
hence |b| = n too.
For an abelian group, all conjugacy classes have only one element. Because gag−1 = gg−1a = a for all
g ∈ G. For more interesting cases we need to analyze non-abelian groups.
Two classes C1 and C2 are either the same or they have no common elements. Therefore conjugacy
classes splits a group set into disjoint subsets.
Say a ∈ C1 and a ∈ C2. If c1 ∈ C1 and c2 ∈ C2 then due to the deﬁnition of a class there is a g1 such that
a = g1c1g
−1
1 and similarly a g2 for which a = g2c2g
−1
2 . Therefore g1c1g
−1
1 = g2c2g
−1
2 ⇒ c1 = g−11 g2c2g−12 g1
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hence c1 is conjugate to c2. C1 ⊆ C2 and similarly C2 ⊆ C1 hence C1 = C2.
G = C1 ∪ C2 ∪ · · · ∪ CL
where L is the number of diﬀerent conjugacy classes.
3.1.4 Generators and Generating Set of a Group
For a chosen subset of group elements, S ⊂ G, any product that uses only subset elements and their inverses
is a word in S. A word has this form in general
gk11 g
k2
2 · · · gknn
where gi ∈ S and ki ∈ {−1,+1}, n is the length of the word. gi's in a word do not have to be unique, a group
element can appear at several diﬀerent locations in a word. Say S = {a, b, c} then abbc−1a, aa−1a−1cbc are
words.
Two words can be equivalent, such as aa−1b = ba−1a, and successively repeated elements can be expressed
in power notation bbca−1a−1a−1c−1 = b2ca−3c−1.
According to the closure axiom each word made by the elements of S ⊂ G has to be a group element of
G too.
If S ⊂ G, then 〈S〉, the subgroup generated by S, is the smallest subgroup of G of which elements are
equivalent to the words made of elements of S. (For ﬁnite G) 〈S〉 is not inﬁnitely big, because even though
the number of words that can be generated from a ﬁnite alphabet is inﬁnite, most of them will be equivalent
because due to the closure axiom elements of 〈S〉 has to be elements G. Therefore 〈S〉 can at most have |G|
elements.
A generating set of a group is a subset of the group from which all group elements can be produced
as ﬁnite-length words. In other words, when 〈S〉 = G then S is a generating set of G. The elements of the
generating set are called generators.
The cyclic groups can be generated from a single element only. For (Zn,+), {1} is a generating set where
2 = 12, . . ., n = 1n and 0 = 1n+1. (Zn,+) = 〈1〉.
Among the groups that we saw until now, only the Klein-four group, V4, is not cyclic. V4 = 〈{a, b}〉 (for
a, b ∈ G) because the rest of the V4's elements are words made of them: c = ab and e = (ab)2 = abab.
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3.1.5 Deﬁning Relations and Group Presentations
A subset of group elements are called independent when each of them cannot be expressed as a combination
of the rest. For example in V4 a and b are independent. ak 6= b and bl 6= a for any k, l ∈ Z, whereas in
(Zn,+) 1 and 2 are dependent, 12 = 2.
The expressions that show how independent elements are related are called the deﬁning relations. For
example (ab)2 = 1 is a deﬁning relation for V4.
Just knowing the elements of S is not enough to reconstruct the group G, S itself does not involve
information on how the group operation acts and there is no way of telling which elements of 〈S〉 are
equivalent when G is not known.
A way to reconstruct a group G = 〈S〉 using the set S is to know all necessary deﬁning relations.
The most compact deﬁnition of a group is expressing it by a generating set S and the deﬁning relations
among the elements of S. This way of deﬁning a group is called the group presentation. For example
V4 =
{
a, b|a2 = b2 = (ab)2 = e
}
, (Zn,+) = {1|1n = 0}.
A common convention is using only the deﬁning relations that show which combinations of independent
generators are equivalent to identity element. In that notation the equality to the identity element is omitted:
V4 =
{
a, b|a2, b2, (ab)2
}
(Zn,+) = {1|1n}
∗ e a b ab
e e a b ab
a a e ab b
b b ab e a
c ab b a e
−→
∗ e a b c
e e a b c
a a e c b
b b c e a
c c b a e
The presentation of a group is not unique because there can be diﬀerent generating generating sets that
generate the same group. For example V4 =
{
a, c|a2, c2, caca−1}.
3.1.6 Mapping Between Groups
A map between two algebraic structures that preserves the structure (keeps the relationship between its
elements) is called a homomorphism in abstract algebra.
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Say (G, ∗) and (H, ?) are two groups and φ is a map from G to H,
φ : (G, ∗)→ (H, ?) .
If
φ (g1 ∗ g2) = φ (g1) ? φ (g2)
for all g1, g2 ∈ G then φ is a homomorphism between G and H. In other words, g1 ∈ G is mapped to h1 ∈ H,
φ (g1) = h1 and similarly φ (g2) = h1. Say g1 ∗ g2 = g3 and h1 ? h2 = h3. If φ (g3) = h3 then the group
structure is preserved. The result of the group operation on two elements of the domain group is analogous
to the result of the group operation on the image group's analogous elements.
A map that is one-to-one (each element in the image is mapped by a unique element from the domain
set, injective map) and onto (no element in the image is left without being mapped, surjective map)
is called a bijection. A bijective homomorphism is called isomorphism. In other words if there is a
unique φ−1, φ−1 : (H, ?) → (G, ∗) given φ, φ : (G, ∗) → (H, ?) then φ is an isomorphism and G and H are
isomorphic, G ∼= H.
Homomorphism is a more general relationship then isomorphism. For example, all groups are homomor-
phic to the trivial group, the group that has only one element, which is identity, T = ({e} , ∗). Examples
of trivial groups are ({0} ,+) and ({1} ,×). If all elements of a group is mapped to the identity element of
the trivial group, φ (g) = e for g ∈ G and e ∈ T , then the group structure will be preserved. φ (g1 ∗ g2) = e,
φ (g1) ∗ φ (g2) = e ∗ e = e.
As can be seen from this example we loose information on G when the image group H of the map is
homomorphic but not isomorphic to G.
From the perspective of abstract algebra isomorphic groups are equivalent, or the same. For example,
({+1,−1} ,×) ∼= ({0, 1} ,+) because of the existence of the bijective map φ (+1) = 0 and φ (−1) = 1. This
is what we meant when we said that there is only one group of order 2. The only diﬀerence between these
groups is the names (labels) of their elements.
∗ e a
e e a
a a e
∼=
+ 0 2
0 0 2
2 2 0
∼=
× +1 −1
+1 +1 −1
−1 −1 +1
∼=
+ 0 1
0 0 1
1 1 0
Some properties due to isomorphism are
• Identity element of the domain group is always mapped to the identity element of the image group
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• A cyclic group of order n, |G| = n, is isomorphic to (Zn,+). G ∼= (Zn,+).
• Every group that has a prime number order, |G| = p, is isomorphic to the cyclic group of order p,
(Zp,+). This means that there is only one group of order p. We can say that groups of prime order
are boring.
3.1.7 Direct Product of Groups
The cartesian product of two sets S and T is {(s, t) |s ∈ S, t ∈ T}. (s, t) is called an ordered pair,
which means that the order of elements is important, (0, 1) is diﬀerent than (1, 0). For example A = {a1, a2}
and B = {b1, b2, b3}, then A×B is {(a1, b1) , (a1, b2) , (a1, b3) , (a2, b1) , (a2, b2) , (a2, b3)}.
As a generalization, direct product of more than two sets, S1×S2×· · ·×Sn, is {(s1, s2, . . . , sn) |si ∈ Si, i = 1 . . . n},
where (s1, s2, . . . , sn) are ordered n-tuples.
Cartesian product is a way to create bigger sets from smaller sets. In a similar manner we can construct
bigger groups from smaller groups. One way of doing that is using direct product of groups.
The direct product of two groups (G, ∗) and (H, ?) with gi ∈ G and hi ∈ H is a group, (D,), of which
elements are dk = (gi, hj). The group operation  is applied component-wise. For dl = (gm, hn)
dk  dl = (gi, hj) (gm, hn)
= (gi ∗ gm, hj ? hn)
As an example let us show that Klein-four group is isomorphic to (Z2,+)× (Z2,+).
V4 ∼= (Z2,+)× (Z2,+)
Z2 = {0, 1} and
Z2 × Z2 = {0, 1} × {0, 1}
= {(0, 0) , (0, 1) , (1, 0) , (1, 1)}
Let us calculate (Z2 × Z2,) where  = (+,+) using the rule (i, j)+(k, l) = (i+ k, j + l). (0, 0)(0, 0) =
(0 + 0, 0 + 0) = (0, 0), (1, 0)  (1, 1) = (1 + 1, 0 + 1) = (0, 1) etc. The Cayley table for the direct product
group is
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(+,+) (0, 0) (0, 1) (1, 0) (1, 1)
(0, 0) (0, 0) (0, 1) (1, 0) (1, 1)
(0, 1) (0, 1) (0, 0) (1, 1) (1, 0)
(1, 0) (1, 0) (1, 1) (0, 0) (0, 1)
(1, 1) (1, 1) (1, 0) (0, 1) (0, 0)
compare this with V4
∗ e a b c
e e a b c
a a e c b
b b c e a
c c b a e
and compare with numbers in basis 4, (a, b) ≡ a+ b mod 4:
+ 0 1 2 3
0 0 1 2 3
1 1 0 3 2
2 2 3 0 1
3 3 2 1 0
A map e ↔ (0, 0) ↔ 0, a ↔ (0, 1) ↔ 1, b ↔ (1, 0) ↔ 2, c ↔ (1, 1) ↔ 3 is an isomorphism between
between V4 and (Z2 × Z2, (+,+)). The positions of elements of V4 on the Cayley table are the same as their
counterparts' positions of (Z2 × Z2, (+,+)).
Call U =
∗ e a
e e a
a a e
and W =
∗ b c
b b c
c c b
. Both of them are isomorphic to Z2 = (Z2,+). We can see
that V4 is made of blocks of U and W
∗ U W
U U W
W W U
This is due to the tensor-product-like nature of direct product. V4 = Z2 × Z2 which implies to take the
direct product of each element in the Cayley table of the ﬁrst Z2 with the Cayley table of the second Z2.
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Z2 × Z2 →
0 1
0 0×
0 1
1 0
 1×
0 1
1 0

1 1×
0 1
1 0
 0×
0 1
1 0

→
0× 0 0× 1 1× 0 1× 1
0× 1 0× 0 1× 1 1× 0
1× 0 1× 1 0× 0 0× 1
1× 1 1× 0 0× 1 0× 0
where direct product of elements ai ∈ A, bi ∈ B mean ordered pairs, ai × bj ≡ (ai, bj) .
This is an example of the direct product of two cyclic groups being not cyclic. Direct products can create
more complex structures than their factors.
3.1.8 Group Theory and Symmetries
Group theory is used in studying symmetries of various systems such as physical systems or geometrical
objects. A symmetry is a feature of a system that remains the same under a transformation.
As an example, time symmetries are about quantities that remain constant in time. When a time
translation (which represents the passage of time) or reversal operation is applied we get the values of
quantities at diﬀerent time points. When a quantity remains the same after the time translation operation
that quantity is a constant of motion.
Time translation operations form a group. Say T (t, t′) operator maps the system at t′, ψ (t′), to the
system at t, ψ (t). T (t, t′)ψ (t′) = ψ (t). T (t, t′)T (t′, t′′) = T (t, t′′) is another time translation that maps
the system as t′′ to the system at t. There are inﬁnitely many time translations, therefore the group of time
translation is continuous, inﬁnite group.
Another example can be the symmetries of geometric objects. An object is symmetric under operations
(such as rotation, reﬂection, translation) that leaves them the same. A square is symmetric under 0◦, 90◦,
180◦ and 270◦ rotations around their center, or reﬂections around the diagonals or lines that connect opposite
sides' centers.
These 8 operations form a group because any combination of them will be equal to another operation in
the same group and each of them has their inverses. For example a 90◦ rotation followed by a 180◦ rotation
is equal to a 270◦rotation etc.
3.1.9 Permutations and Permutation Notations for Representing Group Elements
Imagine group elements acting on sets by permuting their elements. Say the set is the label of vertices of
an n regular sided polygon. The vertices are labelled from 1 to n in clockwise order. Then a 2pi/n rotation
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corresponds to a permutation where 1→ 2, 2→ 3, . . ., n− 1→ n, n→ 1.
At the end of the permutation the vertex labels changes but the geometrical shape does not. The
transformed version exactly overlaps the original version. Therefore some permutations on vertices are
symmetry operations, and group theory is the link between the symmetries and permutations. This link
allows us to represent group elements as permutation operations. In general, Cayley's Theorem says that
every group is isomorphic to a group of permutations.
A bijection function from a set A to itself is called a permutation. Say, for A = {1, 2, 3, 4}, and
σ : A→ A whereσ (1) = 2, σ (2) = 3, σ (3) = 4, σ (4) = 1, σ is a permutation. It can be shown as
σ =
1 2 3 4
2 3 4 1

The general notation is
σ =
 1 2 3 4
σ (1) σ (2) σ (3) σ (4)

Functional compositions of permutation functions are also permutations. These compositions are called
products of permutations. Say, there is another permutation ρ : A→ A. Then τ = ρσ, their product, deﬁned
by τ (aj) = ρ (σ (aj)) , aj ∈ A. For a ρ =
1 2 3 4
3 2 1 4
. Then, say τ (2) = ρ (σ (2)) = ρ (3) = 1.
τ =
1 2 3 4
3 2 1 4

1 2 3 4
2 3 4 1
 =
1 2 3 4
2 1 4 3

Note that here we used the notation where the rightmost permutation is applied on the set ﬁrst. This is
a convention. There is also the other convention where the leftmost permutation is applied on the set ﬁrst.
Because the ﬁrst line of the permutation expression is redundant there is a one-line permutation notation
in which σ =
(
2 3 4 1
)
.
Some mathematicians thought that even one-line notation is redundant and they use (disjoint) cycle
notation. A cycle is a permutation in which every element goes to the element on its right, and the
rightmost element goes to the ﬁrst element.
(
a b · · · z
)
=
a b · · · z
b c · · · a
 = (b c · · · z a) = (z a · · · y)
Orbits are subsequences of the set on which a permutation is applied such that when one starts from
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an element of the orbit an applies the permutation successively one passes through all elements in the orbit
returns to the ﬁrst element. Every permutation can be decomposed into products disjoint cycles. Say
σ =
1 2 3 4 5 6
3 2 1 6 4 5

σ is applied on the set A = {1, 2, 3, 4, 5, 6}. Starting from {1, 3} 1 → 3 → 1. Starting from {2} 2 → 2.
Starting from {4, 5, 6} 4 → 6 → 5 → 4. A is decomposed into three subsets A = {1, 3} ∪ {2} ∪ {4, 5, 6}.
Under the permutation operation σ these subsets are orbits. As can be seen diﬀerent orbits do not have
common elements. In the cycle notation each disjoint operation is shown between parentheses.
σ =
(
1 3
)(
2
)(
4 6 5
)
=
(
2
)(
1 3
)(
6 5 4
)
=
(
5 4 6
)(
3 1
)(
2
)
Because the orbits are disjoint the order in which they are written is not important. Finally, the orbits
that only have a single element are omitted.
σ =
(
1 3
)(
4 6 5
)
When they are omitted, there is an ambiguity on which set the permutation is applied. This cycle
notation is how group elements are stored in the computer algebra system SAGE. When the user creates a
group, its elements are calculated and stored in the form of permutation operators on the computer memory.
That is how the computer applies the abstract group operation on group elements.
Let us go back to Klein-four group, V4, and see how its elements can be seen as permutations. First,
label the elements via numbers
∗ 1 2 3 4
1 1 2 3 4
2 2 1 4 3
3 3 4 1 2
4 4 3 2 1
=
∗ 1 2 3 4
1 1 ∗ 1 1 ∗ 2 1 ∗ 3 1 ∗ 4
2 2 ∗ 1 2 ∗ 2 2 ∗ 3 2 ∗ 4
3 3 ∗ 1 3 ∗ 2 3 ∗ 3 3 ∗ 4
4 4 ∗ 1 4 ∗ 2 4 ∗ 3 4 ∗ 4
Now, we want to express the elements as permutations. Imagine that each element of the Cayley table
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is a permutation, σg, which is a product of two permutations, σg1σg2 , on the set G, g, g1, g2 ∈ G.
∗ 1 2 3 4
σ1 σ1 (1) σ1 (2) σ1 (3) σ1 (4)
σ2 σ2 (1) σ2 (2) σ2 (3) σ2 (4)
σ3 σ3 (1) σ3 (2) σ3 (3) σ3 (4)
σ4 σ4 (1) σ4 (2) σ4 (3) σ4 (4)
=
∗ 1 2 3 4
1 1 2 3 4
2 2 1 4 3
3 3 4 1 2
4 4 3 2 1
From which we can deduce
σ1 =
1 2 3 4
1 2 3 4
 , σ2 =
1 2 3 4
2 1 4 3
 ,
σ3 =
1 2 3 4
3 4 1 2
 , σ4 =
1 2 3 4
4 3 2 1
 .
These four permutations are a way to represent elements of V4. V4 ∼= ({σ1, σ2, σ3, σ4} ,×) (where × is
the permutation product).
3.1.10 Group Representations
A representation of a group is a homomorphism from the group elements to the general linear operators
of dimension N . φ : G→ GL (V ) (ﬁrst G is the abstract group, GL means general linear group and V is a
vector space on which the linear operator acts, it is called the representation space of which dimension is
the dimension of representation). A linear operator is a linear transformation on the vector space.
When a basis {vi} is chosen in V the linear operators can be expressed as matrices. Basically, a repre-
sentation of a group is an actualization of an abstract group using matrices, instead of numbers or labels.
Representations are useful to investigate group theoretic problem using linear algebra, or the other way
around, to investigate some linear algebra problems using group theory, which is what we are doing in our
work.
If the matrix corresponding to the group element g is Γ (g), homomorphism implies
Γ (g1) Γ (g2) = Γ (g1 ∗ g2)
where the product on the left hand side (LHS) is a matrix multiplication.
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Some simple properties of representations are
• Γ (gk) = Γk (g) which also implies Γ (g−1) = Γ−1 (g)
• Γ (e) = I
Just like the trivial group is being a homomorphism of all groups Γ (g) = IN×N ∀g ∈ G is a trivial
representation for all groups, where IN×N is the N × N dimensional identity matrix. A special case
of trivial representation is choosing all Γ (g) = 1, which is called identical representation. Trivial and
identical representations contain absolutely no information about the group structure.
Another simple representation is the parity representation. Group elements can be represented a
permutation operations. And every permutation operation on a set can be expressed as a combination of
permutations on only two elements of the set (swaps). For example σ2 =
1 2 3 4
2 1 4 3
 from the previous
section can be expressed as σ2 =
(
1 2
)(
3 4
)
, which has even number of swaps, and hence has an even
parity.
Consider a map from Γ : G → {−1,+1}, where σ (g) with even parity goes to +1 and with odd parity
goes to −1. This simple representation will carry non-zero information about the group.
Group representations can be used to study symmetries. Think of the set of points P ∈ R2 in cartesian
coordinate system, that are on a square centered around the coordinate center. The representation of the
group element 90◦ rotation is the matrix that rotates a point 90◦ around the coordinate center which is0 −1
1 0
.
A representation of a group can be found by ﬁguring out the matrices corresponding the linear symmetry
operations which the group elements represent.
Let us investigate some possible representations of cyclic groups, Zn. Zn = (Zn,+) where 1n = 0,
Zn = {1|1n}. Which means that when the generator of the group, 1, is applied to itself n times one gets the
identity element. If we interpret the group generator as a transformation under which a geometrical object is
symmetric, that object can be a regular n-sided 2D shape at the coordinate center, and the transformation
corresponding to the group generator is a rotation by 2pi/n. The 2D rotation corresponding to this angle is
Γ (1) =
cos ( 2pin ) − sin ( 2pin )
sin
(
2pi
n
)
cos
(
2pi
n
)

kth element of the group is Γ (k) = Γ
(
1k
)
= Γ (1)
k, therefore
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Γ (k) =
cos ( 2pin ) − sin ( 2pin )
sin
(
2pi
n
)
cos
(
2pi
n
)

k
=
cos (k 2pin ) − sin (k 2pin )
sin
(
k 2pin
)
cos
(
k 2pin
)

This deﬁnes a map from Zn to GL (V ) where V = R2, the two dimensional cartesian system. The
exact shape of the geometric object is irrelevant. We are dealing with its abstraction as an object that is
symmetric under a 2pin rotation.
Group representations are not unique. A group can have many representations, with diﬀerent dimensions.
Just like Zn ∼= (Zn,+), Zn is also isomorphic to {z|zn} where z ∈ C and multiplication as the group
operation. According to the zn = 1 condition a possible value for z is z = ei
2pi
n . Actually z can be any of
ei
2pi
n j where j = 0 . . . n− 1. For each zj = ei 2pin j znj = 1.
Now, we can construct a diagonal matrix and ﬁll its diagonal elements with zj 's:
Γ (1) =

ei
2pi
n j1 0 0
0 ei
2pi
n j2 0
0 0
. . .

using this generator the rest of the representation matrices will be
Γ (k) =

ei
2pi
n j1 0 0
0 ei
2pi
n j2 0
0 0
. . .

k
=

ei
2pik
n j1 0 0
0 ei
2pik
n j2 0
0 0
. . .

Note that for k = n ei
2pik
n j = 1. This expression for Γ can produce many diﬀerent representations of
arbitrary dimensions for the group Zn according to the choices for jν and the dimensions of the matrices.
There are even more ways of producing representations. Two diﬀerent representations Γ′ and Γ are called
equivalent when they are related with a similarity transformation, Γ′ (g) = A−1Γ (g)A for all g ∈ G, where
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A is an invertible matrix with the same dimensions as Γ. Equivalent representations are representations of
the same group.
Because equivalent representations are related with similarity transformations their traces are equal.
Tr (Γ′ (g)) = Tr
(
A−1Γ (g)A
)
= Tr
(
Γ (g)AA−1
)
= Tr (Γ (g)).
The rotation matrix representation and complex diagonal representation are equivalent via the similarity
operation T =
i −i
1 1
 for which T−1 = 12i
 1 i
−1 i
.
cos ( 2pin k) − sin ( 2pin k)
sin
(
2pi
n k
)
cos
(
2pi
n k
)
 = 1
2i
 1 i
−1 i

ei 2pin k 0
0 e−i
2pi
n k

i −i
1 1

We can apply a similarity transformation to the matrices of known representations to produce new ones.
Γ (k) = S−1
cos (k 2pin ) − sin (k 2pin )
sin
(
k 2pin
)
cos
(
k 2pin
)
S
and
Γ (k) = T−1

ei
2pik
n j1 0 0
0 ei
2pik
n j2 0
0 0
. . .
T
are also representations of Zn. The similarity transformation of the representation matrices actually means
that we are applying coordinate transformation on the basis vectors {vi} in V, vi → Svi.
Another way of producing new representation from known ones is creating block matrices
Γ (k) =

S−1
cos (k 2pin ) − sin (k 2pin )
sin
(
k 2pin
)
cos
(
k 2pin
)
S 0 0
0 T−1

ei
2pik
n j1 0 0
0 ei
2pik
n j2 0
0 0
. . .
T 0
0 0
. . .

As a more general expression, if Γi are diﬀerent representation of a group then
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Γ (g) =

Γ1 (g) 0 0 0
0 Γ2 (g) 0 0
0 0
. . . 0
0 0 0 Γd (g)

is another representation. This operation of combining diﬀerent representation elements on blocks of a
diﬀerent matrix is called the direct sum which is shown as
Γ (g) = Γ1 (g)⊕ Γ2 (g)⊕ · · · ⊕ Γd (g) .
When we construct a bigger representation from smaller ones, we are not adding, generating or acquiring
new information about the group that is not there in the smaller representations. We are just reproducing
previously known properties.
We saw constructing bigger representations from smaller ones. The opposite way is also possible. One
can decompose a representation into direct sums of smaller representations. To be able to do that we need
to put the matrix into a block diagonal form using similarity transformations.
A representation Γ, which is equivalent to any of its similarity transformations STS−1, cannot be further
decomposed into smaller representations is called an irreducible representation (or irrep for short). A
representation is either an irreducible representation or it (or at least one of its similarity transformations)
can be decomposed as a direct sum of irreducible representations. If some decomposition into a block diagonal
form is possible for all the matrices in the representation than the representation is called reducible.
Finding irreducible representations of a group is useful because we can use theorems from group repre-
sentation theory in our problems. Some of those theorems will be explained in the next chapters.
One dimensional representations such as identical, parity and complex number representations are always
irreducible.
A representation is called a faithful representation if all matrices of a representation are distinct, each
group element is mapped to a diﬀerent matrix. Therefore a faithful representation is an isomorphism of the
group, hence they are complex enough to capture the whole group structure.
A representation that is a homomorphism but not isomorphism will loose some details about the group.
Because there are diﬀerent group elements that are mapped to the same matrix. Γ (g1) = Γ (g2) where
g1 6= g2. Irreducible representations are not faithful in general, hence they do not carry the total information
about the group. But on all irreducible representations of a group together capture all information carried
by the group.
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In our work we tend to use faithful representations because we want to get diﬀerent quantum outcome
states corresponding to diﬀerent group elements.
Permutations can also be expressed as permutation matrices, matrices that are used to permute rows or
columns of matrices, and that have all zero entries except one 1 in every row and column. The permutation
matrix corresponding to the permutation σ
σ =
 1 2 · · · n
σ (1) σ (2) · · · σ (n)

is
Σ =

〈σ (1)|
〈σ (2)|
...
〈σ (n)|

where 〈k| is a row vector of which components are 0 except the component at the index k. According to this
construction Σi corresponding to the elements of V4 are
Σ1 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

, Σ2 =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

,
Σ3 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

, Σ4 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

.
A permutation matrix Σ applied to a matrix A on its right, ΣA, permutes the rows of A (row k goes to
row σ (k)), and on its left, AΣ, permutes the columns.
The set {Σi} is a faithful matrix representation of the group. It is the easiest faithful representation to
compute.
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Operation Inverse Order
e do nothing e 1
(12) Fix 3. switch 1↔ 2 (12) 2
(23) Fix 1. 2↔ 3 (23) 2
(13)
(123) Rotate CW by 2pi/3 (132) 3
(132) Rotate CCW (123) 3
Table 2: Symmetry operations corresponding to symmetries of equilateral triangle
3.1.11 Symmetric Group
Symmetric group of degree n, Sn, is the group of all permutations on a set of n elements. n objects can be
permuted in n! diﬀerent ways, therefore the order of symmetric group is |Sn| = n!.
Geometrically, for n = 3, S3 is the group of all possible symmetries of a equilateral triangle on a plane,
and for n = 4, S4 is all symmetries of a tetrahedron. For higher degrees this interpretation becomes harder
to visualize.
Figure 16: Symmetries of a triangle. Its vertices are labeled in clock-wise direction as {1, 2, 3}.
The interesting property of symmetric group is any group of order n is a subgroup of the symmetric
group of degree n. For example, the Klein-four group V4 which is of order 4, |V4| = 4, is a subgroup of S4
which is of order |S4| = 4! = 24.
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3.1.12 Dihedral Group
Dihedral group of degree n, Dn, consists of rotations and reﬂections in the plane that leave an n-sided regular
polygon invariant.
D3 is a small non-abelian, non-cyclic groups and has an easy to visualize geometrical meaning. It is
non-abelian because a rotation is diﬀerent than a rotation after a reﬂection. Non-cyclic because a just using
rotations we cannot get a reﬂection (and vice versa). These are the reasons why we used it in our work.
D3 = S3 hence the Figure 16 for symmetric group S3 applies to D3 too.
One can generate all group elements of Dn using only two generators. One generator for a 2pi/n rotation,
r, and one for reﬂection s. Dn =
{
r, s|rn, s2, (sr)2
}
.
D3 =
{
e, r, r2, s, sr, sr2
}
, D4 =
{
e, r, r2, r3, s, sr, sr2, sr3
}
etc.
A representation that comes from the geometrical meaning can be: Γ (s) = V , Γ (r) = U
V =
1 0
0 −1
 , U =
cos θ − sin θ
sin θ cos θ
 , θ = 2pi
n
where V is a reﬂection around y-axis. (If upper left element was chosen as −1 then it would be a reﬂection
around x-axis.)
Then representation elements become:
{
I, U, U2, V, V U, V U2
}
As can be seen, cyclic group of order 3, Z3 =
{
r|r3}, is a subgroup of D3. But D3 has an additional
non-commuting generator (reﬂection) that generates a more complicated structure.
Another interpretation ofD3 can be the symmetries of complex plane. A rotation by 2pi/n, r, is a multipli-
cation with e2pii/n and a reﬂection around x-axis is complex conjugation z → z¯, c. Dn =
{
r, c|rn, c2, (sc)2
}
.
3.2 Group Representation Theory
Let us dive into deeper concepts of group representations that we used in our work. We saw that a group
has inﬁnitely many diﬀerent representations. Representation theory is about classiﬁcation of these represen-
tations up to isomorphisms.
A theorem shows that any representation is equivalent to a unitary representation.
Say Γ (g) is a given representation. Construct a hermitian matrix
H =
∑
g∈G
Γ (g) Γ† (g)
As quantum physicists we know it well that hermitian matrices can be diagonalized into real diagonal
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matrices by a unitary transformation U . Let us call the diagonalized version D = U−1HU .
D =
∑
g
U†Γ (g) Γ† (g)U
=
∑
g
(
U†Γ (g)U
) (
U†Γ (g)U
)†
=
∑
g
Γ˜ (g) Γ˜† (g)
Now deﬁne ρ as a similarity transformation of Γ˜ (g)
ρ (g) = D−1/2Γ˜ (g)D1/2
ρ (g) ρ† (g) =
(
D−1/2Γ˜ (g)D1/2
)(
D1/2Γ˜† (g)D−1/2
)
= D−1/2Γ˜ (g)DΓ˜† (g)D−1/2
= D−1/2Γ˜ (g)
∑
g′
Γ˜ (g′) Γ˜† (g′)
 Γ˜† (g)D−1/2
=
∑
g′
D−1/2Γ˜ (g) Γ˜ (g′)
(
Γ˜ (g) Γ˜ (g′)
)†
D−1/2
=
∑
g′
D−1/2Γ˜ (g) Γ˜ (g′)
(
Γ˜ (g) Γ˜ (g′)
)†
D−1/2
Γ˜ (g) Γ˜ (g′) = Γ˜ (g ∗ g′) is another matrix in the representation and due to rearrangement theorem
Γ˜ (g ∗ g′) goes over all matrices in the representation.
ρ (g) ρ† (g) = D−1/2
∑
g′
Γ˜ (g ∗ g′) Γ˜† (g ∗ g′)D−1/2
= D−1/2DD−1/2
= I
Therefore ρ (g) is a unitary representation and the similarity transformation from Γ to ρ is
ρ (g) = D−1/2U−1Γ (g)UD1/2
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Thanks to this result we can always assume that we are dealing with unitary representations without
losing generality.
3.2.1 Schur's Lemma 1
Schur's ﬁrst lemma says that a matrix, M , that commutes with all matrices that belong to an irreducible
representation, Γ (g), is (either zero or) a constant times identity matrix. If [M,Γ (g)] = 0 ∀g ∈ G then
M = cI.
Start with
MΓ (g) = Γ (g)M
therefore
Γ† (g)M† = M†Γ† (g)
Γ (g) Γ† (g)M†Γ (g) = Γ (g)M†Γ† (g) Γ (g)
M†Γ (g) = Γ (g)M†
where we assumed that Γ is unitary. We see that any linear combination of M and M† will also commute
with all representation matrices. Choose two combinations that are hermitian
H1 = M +M
†, H2 = i
(
M −M†)
Showing that H1 and H2 are multiples of identity also implies that M = cI, because
M =
1
2
(H1 − iH2) .
H is a hermitian matrix which can be diagonalized using U . D = U−1HU . And [H,Γ (g)] = 0. Apply
the symmetry transformation via U to the commutation relation
U†HΓ (g)U = U†Γ (g)HU
U†HUU†Γ (g)U = U†Γ (g)UU†HU =
(
UΓ (g)
†
U
)†
U†HU
DΓ˜ (g) = Γ˜ (g)D
D being a diagonal matrix means that Dmn = δmndm. Express the matrix multiplication on the left side
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(
DΓ˜ (g)
)
mn
=
∑
k
DmkΓ˜ (g)kn
=
∑
k
δmkdmΓ˜ (g)kn
= dmΓ˜ (g)mn
Doing the same for the right hand side gives
(
Γ˜ (g)D
)
mn
= dnΓ˜ (g)mn
Hence dmΓ˜ (g)mn = dnΓ˜ (g)mn
Γ˜ (g)mn (dm − dn) = 0
• If dm 6= dn for allm,n then all oﬀ-diagonal entries of Γ˜ has to be zero, hence Γ˜ is reducible, contradicting
with our assumption.
• If only l of the di are equal to each other, and the rest are distinct (use a reordering so that di = dj
for i = 1..l). Then Γ˜ (g)mn = 0 for dm 6= dn. Which means all matrices are in this form
Γ˜ (g) =
 ρ (g) 0
0 δ (g)

where ρ (g) is an l × l matrix, and δ (g) is a diagonal matrix (corresponding to dm = dn when m = n)
hence Γ˜ (g) is reducible.
• if dm = dn for all diagonal elements then Γ˜ (g) is irreducible (there will not be a δ (g) ).
dm = dn = d for all m,n means that D = dI, hence H1 = dI. Similarly H2 = eI and hence M = cI.
3.2.2 Schur's Lemma 2
Schur's ﬁrst lemma said that, for a given irreducible representation Γ (g), if MΓ (g) = Γ (g)M holds for all
g then M = cI. Schur's second lemma is about two unequivalent irreducible representations, Γ(i) (g)
and Γ(j) (g). They can have diﬀerent dimensions, li and lj . For an li × lj dimensional matrix M , if
MΓ(i) (g) = Γ(j) (g)M then M = 0. Start by taking the dagger
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Γ(i)† (g)M† = M†Γ(j)† (g)
Γ(i)
−1
(g)M† = M†Γ(j)
−1
(g)
MΓ(i)
−1
(g)M† = MM†Γ(j)
−1
(g)
Γ(i)
−1
(g) = Γ(i)
(
g−1
)
and Γ(j)
−1
(g) = Γ(j)
(
g−1
)
for all g ∈ G where g−1 ∈ G too. ThereforeMΓ(i) (g) =
Γ(j) (g)M ⇒MΓ(i)−1 (g) = Γ(j)−1 (g)M . Which gives
Γ(j)
−1
(g)MM† = MM†Γ(j)
−1
(g)
which implies
[
MM†,Γ(j) (g)
]
= 0. According to the ﬁrst lemma MM† = cI.
For the case li = lj . If c 6= 0
det
(
MM†
)
= det (cI)
det (M)
2
= clj
because detM 6= 0 M−1 exists. MΓ(i) (g) = Γ(j) (g)M ⇒ Γ(i) (g) = M−1Γ(j) (g)M hence irrep-i is equiva-
lent to irrep-j.
If c = 0 then
MM† = 0∑
k
Mmk
(
M†
)
kn
= 0
∑
k
MmkM
∗
nk = 0
m = n⇒
∑
k
|Mmk|2 = 0
⇒Mmk = 0
for all m, k hence M = 0. For the non-equivalent representations of the same dimension M = 0.
For the case li 6= lj , assume li < lj , embedM (which is an lj× li dimensional matrix) in an lj× lj matrix
we call N . In block diagrams
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N =
(
M 0
)
, N† =
M†
0

MM† = NN† = cIlj×lj .
Because of the 0 in the diagonal detN = 0. detNN† = detMM† = (detN)2 = clj . Therefore c = 0 and
hence N = 0 and M = 0. Again, for the case of non-equivalent irreps having diﬀerent dimensions, M = 0.
3.2.3 Great Orthogonality Theorem
Great orthogonality theorem is helpful in ﬁguring out whether a given representation is irreducible or
not and the number of non-equivalent representations of a group.
Say Γ(i) (g) and Γ(j) (g) are two unitary irreducible representations of G, then
∑
g∈G
Γ(i)† (g)µν Γ
(j) (g)αβ =
|G|
li
δijδµαδνβ
where Γ(i) (g)µν is the entry of the matrix Γ
(i) (g) at the indices (µ, ν) and li is the dimension of Γ(i) (g).
For the case when representations are diﬀerent, i 6= j, let X be any lj × li dimensional matrix. Deﬁne
another matrix with the same dimensions
M =
∑
g∈G
Γ(j) (g)XΓ(i)
(
g−1
)
Γ(j) (g0)M =
∑
g
Γ(j) (g0) Γ
(j) (g)XΓ(i)
(
g−1
)
=
∑
g
Γ(j) (g0) Γ
(j) (g)XΓ(i)
(
g−1
)
Γ(i)
(
g−10
)
Γ(i) (g0)
=
∑
g
Γ(j) (g0 ∗ g)XΓ(i)
(
g−1 ∗ g−10
)
Γ(i) (g0)
=
∑
g
Γ(j) (g)XΓ(i)
(
g−1
)
Γ(i) (g0) (by rearrangment theorem)
= MΓ(i) (g0)
Using Schur's second lemma M = 0. Choose X so that
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Xλλ′ =

0 λ 6= β or λ′ 6= ν
1 λ = β and λ′ = ν
which gives
M = 0 =
∑
g∈G
Γ(j) (g)XΓ(i)
(
g−1
)
=
∑
g
∑
λ
∑
λ′
[
Γ(j) (g)
]
αλ
[X]λλ′
[
Γ(i)
(
g−1
)]
λ′µ
=
∑
g
[
Γ(j) (g)
]
αβ
[
Γ(i)
(
g−1
)]
νµ
=
∑
g
[
Γ(i)†
(
g−1
)]
νµ
[
Γ(j) (g)
]
αβ
For the case i = j where representations are the same
M =
∑
g∈G
Γ(i) (g)XΓ(i)
(
g−1
)
as before
Γ(i) (g0)M = MΓ
(i) (g0)
According to Schur's Lemma for the irreducible Γ(i) M = cI. Choose an X of which all entries are 0
except Xνν′ = 1.
cI =
∑
g∈G
Γ(i) (g)XΓ(i)
(
g−1
)
cδµµ′ =
∑
g
Γ(i) (g)µν Γ
(i)
(
g−1
)
ν′µ′
Set µ = µ′ and sum over µ
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cli =
∑
µ
∑
g
Γ(i) (g)µν Γ
(i)
(
g−1
)
ν′µ
=
∑
g
∑
µ
Γ(i)
(
g−1
)
ν′µ Γ
(i) (g)µν
=
∑
g
[
Γ(i)
(
g−1
) ∗ Γ(i) (g)] ν′ν
=
∑
g
[
Γ(i)
(
g−1 ∗ g)] ν′ν
=
∑
g
[
Γ(i) (e)
]
ν′ν
=
∑
g
[I] ν′ν
= |G| δνν′
hence
c =
|G|
li
δνν′
Therefore
|G|
li
δνν′δµµ′ =
∑
g
Γ(i) (g)µν Γ
(i)
(
g−1
)
ν′µ′
=
∑
g
Γ(i) (g)µν Γ
(i)† (g)µ′ν′
The great orthogonality theorem can be interpreted in terms of vectors. The representation matrices
are 2 dimensional tensors (a 2D array of numbers) with indices µ and ν. Imagine vertically stacking those
matrices corresponding to diﬀerent g ∈ G on top of each other and building a 3 dimensional tensor where the
index related to height is g. Call that tensor T (i)gµν where a choice of g corresponds to T
(i)
g1µν = Γ
(i) (g1)µν , and
T
(i)
g1 = Γ
(i) (g1). Fixing µ and ν will give columns from T
(i)
gµν . Interpret those columns as vectors v ∈ C|G|
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where the component-g of the vector is v(i;µ,ν)g = T
(i)
gµν = Γ(i) (g)µν .
v(i;µ,ν) =

Γ(i) (g1)µν
Γ(i) (g2)µν
...
Γ(i)
(
g|G|
)
µν

Great orthogonality theorem says that
〈
v(i;µ,ν) | v(j;µ′,ν′)
〉
= δijδµµ′δνν′ . See Figure 17 for a visual
description.
Figure 17: Two towers represent two irreducible representations. Each ﬂoor is a representation matrix with
µ, ν, α and β being indices of matrix elements. Red and blue columns represent the vectors v(i;µ,ν). Great
orthogonality theorem is about their dot product.
3.2.4 Characters of Representations
The character of a representation matrix is basically its trace.
χ(i) (g) = Tr
(
Γ(i) (g)
)
It is used to classify diﬀerent representations. Equivalent representations have the same set of characters,
because trace does not change under similarity transformations.
Say Γ(i) (g) and Γ(j) (g) are equivalent, namely Γ(i) (g) = SΓ(j) (g)S−1 then
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χ(i) (g) = Tr
(
Γ(i) (g)
)
= Tr
(
SΓ(j) (g)S−1
)
= Tr
(
Γ(j) (g)S−1S
)
= Tr
(
Γ(j) (g)
)
= χ(j) (g)
For a chosen irreducible representation, matrices belonging to the same class have the same character.
Say g1, g2 ∈ C. Then there is a g for which g1 = gg2g−1.
Γ (g1) = Γ
(
gg2g
−1)
= Γ (g) Γ (g2) Γ
(
g−1
)
Calculate the trace of both sides
χ (g1) = Tr
(
Γ (g) Γ (g2) Γ
−1 (g)
)
= Tr (Γ (g2))
= χ (g2)
Let us denote the character of the group elements that belong to the same class Ck as χ (Ck).
3.2.5 Orthogonality Theorem for Characters
If two representations Γ(i) and Γ(j) are irreducible, Nk is the number of group elements in the conjugacy
class Ck and m is the number of diﬀerent classes, then
m∑
k
χ(i)∗ (Ck)χ(j) (Ck)Nk = |G| δij
This theorem can be derived from great orthogonality theorem
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∑
g∈G
Γ(i)† (g)µν Γ
(j) (g)αβ =
|G|
li
δijδµαδνβ
to get traces from this expression let ν = µ and β = α and sum over µ and α
∑
µ
∑
α
∑
g∈G
Γ(i)† (g)µµ Γ
(j) (g)αα =
li∑
µ
li∑
α
|G|
li
δijδµαδµα
∑
g
χ(i)∗ (g)χ(j) (g) = |G| δij
Express the sum on the left hand side in terms of classes instead of group elements
∑
g
χ(i)∗ (g)χ(j) (g) =
∑
k
χ(i)∗ (Ck)χ(j) (Ck)Nk
Because this is an orthogonality relation let us express it again in terms of vectors. Deﬁne a vector
v(i) =

χ(i) (C1)
√
N1
χ(i) (C2)
√
N2
...
χ(i) (Cm)
√
Nm

Orthogonality theorem for characters says
〈
v(i) | v(j)
〉
= |G| δij
Say there are q diﬀerent irreducible representations. Then we have q orthogonal vectors in the m dimen-
sional space. m ≥ q.
The number of times a representation Γ(p) appears in the direct sum decomposition of a reducible
representation Γ (g) is given by
np =
1
|G|
∑
g
χ (g)χ(p)∗ (g) .
In a block diagonal form Γ (g) can be shown as
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Γ (g) =

Γ(1)
Γ(1) 0
. . .
Γ(1)
Γ(2)
0
. . .
Γ(L)

where Γ(j) appear nj times. Say there are L irreducible representations that construct Γ (g). Γ (g) =
Γ(1) (g)⊕ Γ(1) (g)⊕ · · · ⊕ Γ(1) (g)︸ ︷︷ ︸
n1-times
⊕Γ(2) (g)⊕ · · · ⊕ Γ(L) (g). The trace is distributed over direct sum.
χ (g) = Tr (Γ (g))
= Tr
(
L⊕
l
Γ(l) (g)
)
=
L∑
l
Tr
(
Γ(l) (g)
)
=
q∑
j
njTr
(
Γ(j) (g)
)
=
q∑
j
njχ
(j) (g)
Multiply both sides with χ(p)∗ (g) and sum over g
∑
g
χ(p)∗ (g)χ (g) =
q∑
j
nj
∑
g
χ(p)∗ (g)χ(j) (g)
=
q∑
j
nj
∑
k
Nkχ
(p)∗ (Ck)χ(j) (Ck)
apply the orthogonality theorem to the right hand side
∑
g
χ(p)∗ (g)χ (g) =
q∑
j
njδpj
= np
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3.2.6 The Regular Representation
The regular representation of a group is constructed with a modiﬁcation on the Cayley table in which the
header row has the group elements in an order g1, . . . , gn, and the order in the column header is chosen such
that identity elements lie on the diagonal.
∗ g1 g2 · · · gn
g−11 e · · ·
g−12 · e · ·
... · · . . . ·
g−1n · · · e
From this table, the representation matrices Γ (g) corresponding to the element g is constructed by
putting zero everywhere except to the entries that are equal to g.
For example for Klein four group which already has identities on the diagonal
V4 =
∗ 1 2 3 4
1 1 2 3 4
2 2 1 4 3
3 3 4 1 2
4 4 3 2 1
Γ(reg) (g1) =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

, Γ(reg) (g2) =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

Γ(reg) (g3) =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

, Γ(reg) (g4) =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

which are strikingly similar to the permutation matrices corresponding to the permutation operators corre-
sponding to the group elements.
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χ(reg) (g) = Tr
(
Γ(reg) (g)
)
=

|G| g = e
0 g 6= e
because only for e 1's are on the diagonal.
Using regular representation we can prove that the sum of squares of the dimensions of the inequivalent
irreducible representations is equal to the group order. Start with
ni =
1
|G|
∑
g
χ(reg) (g)χ(i)∗ (g)
=
1
|G|
∑
g
|G| δgeχ(i)∗ (g)
= χ(i)∗ (e)
= li
In regular representation the number of times a representation appears in its direct sum decomposition
is equal to the dimension of the representation.
|G| =
∑
i
nili =
∑
i
l2i
3.2.7 Character Tables
Character table is a way to represent the information related to the conjugacy classes, corresponding char-
acters and irreducible representations of a group.
C1 = Ce N2C2 N3C3 · · ·
Γ(1) 1 1 1
Γ(2) l2 χ
(2) (C2) χ
(2) (C3)
Γ(3) l3 χ
(3) (C2) χ
(3) (C2)
...
. . .
First column contains the dimensions of representations. χ (Ce) = Tr
(
Γ(j) (e)
)
= lj . Sum of their squares
is equal to |G|.
First row is 1 for all classes. This is the trivial or identity representation where all group elements are
mapped to 1, of which trace is 1.
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According to the orthogonality theorem for characters, after weighted by Nk, rows are orthogonal.
Columns are orthogonal too.
These properties can be used to complete a character table that is partially given.
3.2.8 Invariant Subspaces and Subrepresentations
In general, an invariant subspace W ⊂ V of a linear operator A : V → V is a subspace all of its vectors
are mapped into that subspace, {w|Aw ∈ W, ∀w ∈ W}.
W is called A-invariant. If W is A-invariant then A|W is a mapping for which A|W :W →W.
{0} is always an invariant subspace because A0 = 0 for all linear maps. Similarly V is an invariant
subspace of itself. These are called trivially invariant subspaces. There can be linear maps which do not
have any non-trivial subspaces.
Say a group G has a representation Γ from the group elements to the vector space V, Γ : G→ V, where
Γ (g) is a linear map Γ (g) : V → V. If a subspace W ⊂ V is Γ (g)-invariant then Γ|W : G → W is a
subrepresentation.
We can rephrase the irreducibility and Schur's lemma using subrepresentation language.
If a subspace W has only trivial subrepresentations then Γ|W is called irreducible and if W has non-
trivial proper subrepresentations then Γ|W is a reducible representation which can be further decomposed
into subrepresentations.
Schur's lemma says a map φ : U → V between irreducible representations is either a zero map (U →
{0} ∈ V, corresponding to the case of M = 0), or an isomorphism (corresponding to the case where two
representations are equivalent).
If W is an invariant subspace A : V → V then V can be decomposed as V = W ⊕W⊥. So, a vector
v ∈ V is either in W or in the complementary subspace W⊥. This also means that a representation on V,
Γ : G→ V can be expressed as the direct sum of two subrepresentations on W and W⊥.
Γ (g) = Γ|W (g)⊕ Γ|W⊥ (g) .
In a similar sense if V, on which a representation Γ acts, can be decomposed into all Γ-invariant subspaces
V =W1 ⊕W2 ⊕ · · · ⊕Wp =
p⊕
i
Wi
where Wi ∩Wj = {0} for i 6= j. This decomposition corresponds to the direct sum decomposition of Γ into
its irreducible subrepresentations, Γ|Wi .
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Γ = Γ|W1 ⊕ Γ|W2 ⊕ · · · ⊕ Γ|Wp =
p⊕
i
Γ|Wi
where we can deﬁne Γ|Wi = Γ(i)
Γ (g) =
p⊕
i
Γ(i) (g) .
This decomposition of subspaces and irreducible representations will help us in calculating the eigenvalues
of our Bell operators.
3.2.9 Group Actions
In the section on groups and permutations we saw an example of group elements acting on sets by permuting
the elements of the set. That was one example of group action. In general we say that G acts on the set
X if there is a map α
α : G×X → X
which satisﬁes for e, g1, g2 ∈ G, x ∈ X
• identity: α (e, x) = x
• compatibility: α (g1, α (g2, x)) = α (g1 ∗ g2, x)
The basic idea is to choose |G| functions fg : X → X with fg (x) = y that satisfy identity and compatibility
axioms. But because group elements themselves are abstract and are not functions (or groups can have
inﬁnitely many elements) it is shown in as α (g, x) = y.
The subset of X given by Ox = {α (g, x) |g ∈ G} is called an orbit. The orbit we mentioned in the
permutation section was an example of this general concept of an orbit. And just like the permutation orbits
do not have common elements, orbits in general are either distinct or identical. Ox = Oy or Ox ∩ Oy = ∅.
Therefore orbits partition X,
X =
⋃
i
Oi, Oi ∩Oj =

Oi i = j
∅ i 6= j
where the indices indicate diﬀerent orbits.
In our work the set X is the Hilbert space H, and the map is the application of a unitary representation
of the group on a quantum state |ψ〉 ∈ H, α (g, |ψ〉) = Γ(i) (g) |ψ〉 where α : G×H → H. We are interested
in orbits, sequences of quantum states that we get from starting an initial state. We will interpret these
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states as measurement outcome state, corresponding to some events. We will compare probabilities of joint
events produced by these sequences with their classical counter parts.
These were the group theory related concepts that we are going to use. Let us do some work next.
3.3 Bell Inequalities from Group Actions of Single-Generator Groups
In this ﬁrst part of group theoretical Bell's theorem studies we investigate cyclic sequences of quantum
states and operators that generate those sequences. We did not analyze the underlying group but we just
constructed a representation that acts on the Hilbert space of the combined parties, so that it will serve to
our purposes and generate a sequence that will lead Bell violations. The connection with the group theory
will become more apparent when we move to the scheme of the [26] where we do not use the swap operator
and explicitly choose the group and construct its representations.
3.3.1 Reproduction of CH Using a Cyclic Group
First we want to reproduce the CH inequality which is the only tight Bell inequality for the case of 2 parties,
2 measurement per party and 2 outcomes per measurement, N = M = K = 2.
We want to produce diﬀerent measurement outcome states by the application of the same operator
successively on an initial state. We ﬁrst deﬁne the translation operator. Its function is to shift the
computational basis elements:
T |k〉 = |k + 1 mod K〉
where |k〉 is in computational basis. It sends |0〉 to |1〉, |1〉 to |2〉, . . ., |K − 1〉 to |0〉.
T =

0 0 · · · 1
1 0 0 0
0 1 0 0
0 0
. . . 0

For K = 2, T becomes
T =
0 1
1 0

which is the σx matrix. The translation matrix is speciﬁc to the computational basis. It does the translation
|k〉 → |k + 1〉 (sum in modulo K) in computational basis. We could construct T for diﬀerent bases too. Say
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{ui|i = 0..K − 1} is an orthonormal basis, then
Tu = |u1〉 〈u0|+ |u2〉 〈u1|+ · · ·+ |uK−1〉 〈u0|
=
∑
i
|ui+1〉 〈ui|
does the translation in the u-basis.
Successive application of T to |0〉 will give as this sequence of two elements, T |0〉 = |1〉, T |1〉 = |0〉
|0〉 → |1〉 → |0〉 → · · · .
But we need 4 outcome states instead of 2. Because we are reproducing the CH scenario, there are
M ×K = 4 diﬀerent events (measurement outcomes) associated with a party. Say observables x1 and x2 are
measured at the party X. We can name the events as ﬁrst quantity having the ﬁrst outcome x1 = 0, ﬁrst
quantity having the second outcome, x1 = 1, second quantity having the ﬁrst outcome x2 = 0, second
quantity having the second outcome x2 = 1. Therefore, for each party we need these four states |x1 = 0〉,
|x1 = 1〉, |x2 = 0〉, |x2 = 1〉.
|0〉 and |1〉 can correspond to |x1 = 0〉 and |x1 = 1〉, hence we need one more basis, two more elements
in our sequence.
We can achieve that by taking the square root of T operator. Deﬁne a U such that
U2 = T
If ti are the eigenvalues and |ti〉 the corresponding eigenvectors, the spectral decomposition of T = σx is
T =
∑
i
ti |ti〉 〈ti|
= |x+〉 〈x+| − |x−〉 〈x−|
where {|x+〉 = 1√
2
1
1
 , |x−〉 = 1√
2
 1
−1
} is the x-basis.
A function of an operator is
f (T ) =
∑
i
f (ti) |ti〉 〈ti| .
Therefore the square root of T is calculated by summing up the projection operators on its eigenspaces
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weighted by the square roots of its eigenvalues.
U =
√
1 |x+〉 〈x+|+√−1 |x−〉 〈x−|
which is not a unique expression.
√
1 ∈ {1,−1} and √−1 ∈ {i,−i}. We have four diﬀerent options. We
choose
U = |x+〉 〈x+|+ i |x−〉 〈x−|
which leads to Bell violations that we will later see.
Now, successive application of U on |0〉 will give us a 4 state sequence two of which are U2 |0〉 = T |0〉 = 1
and U4 |0〉 = T 2 |0〉 = |0〉. The other two are
U |0〉 = 1√
2
(eipi/4|0〉+ e−ipi/4|1〉) ≡ |v0〉
U |1〉 = 1√
2
(e−ipi/4|0〉+ eipi/4|1〉) ≡ |v1〉
These make the v-basis {|v0〉 , |v1〉}. The second quantity that will be measured on the parties.
The sequence due to successive application of U on |0〉,
|ψi〉 = U i |0〉 ,
is
|0〉 → |v0〉 → |1〉 → |v1〉 → |0〉 → · · · .
Our physical system is made of N = 2 parties that are K = 2 dimensional. 2 qubits make such as system.
Let us deﬁne the swap operator S : CK ⊗ CK → CK ⊗ CK which swaps the factors of a tensor product
S |j〉 ⊗ |k〉 = |k〉 ⊗ |j〉
where |j〉 , |k〉 are members of z-basis. Any vector in C4 can be written as
|Ψ〉 =
∑
j,k
cjk |j〉 ⊗ |k〉 .
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Therefore when S is applied on |Ψ〉
S |Ψ〉 =
∑
j,k
cjkS |j〉 ⊗ |k〉
=
∑
j,k
cjkS |k〉 ⊗ |j〉
and if |Ψ〉 is separable then S corresponds to swapping the quantum states belonging to the parties.
S |ψ〉 ⊗ |φ〉 = |φ〉 ⊗ |ψ〉
Note that here we are not talking about a physical process of swapping actual quantum states. This is a
mathematical tool that we use in generating our sequences.
Now we deﬁne the B operator that is going to be applied to |0〉 ⊗ |0〉 to generate our sequence of states
on two parties.
B = (U ⊗ I)S
The general form (U1 ⊗ U2)S is the most general form of operators that preserve separability. We want
to keep the separability because at every iteration of the sequence we want to have measurement outcome
states for the joint system in the form |am = i〉 ⊗ |bn = j〉 which corresponds to the joint event of getting
the outcome-i for the measurement of quantity-m on the ﬁrst party and getting the outcome-j for the
measurement of quantity-n on the second party. The associated joint probability for both classical and
quantum cases is p (am = i, bn = j).
If we get an entangled state, a state that cannot be separated into parties in m- and n-basis, then we
cannot deﬁne these events.
The application of U (in B) on only one party generates a sequence in which the states belonging to
diﬀerent parties are iterated alternatingly.
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B |ψj〉 |ψk〉 = |ψk+1〉 |ψj〉
B |ψk+1〉 |ψj〉 = |ψj+1〉 |ψk+1〉
B |ψj+1〉 |ψk+1〉 = |ψk+2〉 |ψj+1〉
... =
...
where the sequence is
|ψj〉 |ψk〉 → |ψk+1〉 |ψj〉 → |ψj+1〉 |ψk+1〉 → |ψk+2〉 |ψj+1〉 → · · ·
Let us determine our sequence on two parties by successively applying B on |0〉 |0〉
|0〉|0〉 → |v0〉|0〉 → |v0〉|v0〉 →
|1〉|v0〉 → |1〉|1〉 → |v1〉|1〉 →
|v1〉|v1〉 → |0〉|v1〉 → |0〉|0〉 → · · ·
This is a sequence made of 8 diﬀerent states, {|Ψi〉 |i = 0..7}. Each of them is a joint measurement
outcome. The measurements on parties are either a measurement on z-basis (ﬁrst observable. a1 on ﬁrst
party, b1 on second party) or v-basis (second observable. a2 on ﬁrst party, b2 on second party).
A choice of quantum state of combined system, say |φ〉, gives us probabilities of of occurrences of corre-
sponding joint outcomes. For example p (v = 0, z = 0) = p (a2 = 0, b1 = 0) = |〈φ | v0, 0〉|2 or p (z = 0, v = 1) =
p (a1 = 0, b2 = 1) = |〈φ | 0, v1〉|2 etc.
Our Bell expression is the sum of all probabilities that are produced by the sequence. We want to
maximize this value with respect to |φ〉.
max
|φ〉
∑
j
|〈φ | Ψj〉|2 = max|φ〉
7∑
j=0
∣∣〈φ ∣∣Bj∣∣ 0, 0〉∣∣2
= max
|φ〉
7∑
j=0
〈
φ
∣∣Bj∣∣ 0, 0〉 〈0, 0 ∣∣B†j∣∣φ〉
= max
|φ〉
〈φ|
 7∑
j=0
Bj |0, 0〉 〈0, 0|B†j
 |φ〉
Deﬁne
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A =
7∑
j=0
Bj |0, 0〉 〈0, 0|B†j
We want the highest possible expectation value of the A operator
max
|φ〉
〈φ|A |φ〉 = max 〈A〉
Highest possible expectation value of an operator is its biggest eigenvalue, because an expectation value
is a convex linear combination of its eigenvalues. Therefore we calculate the spectral decomposition of the
A operator
A =
∑
i
aiQ (ai)
where ai are the distinct eigenvalues and Q (ai) are projection operators onto subspaces corresponding
to the eigenvalue ai, V (ai). C4 =
⊕
i V (ai). Writing the spectral decomposition in terms of projection
operators rather than eigenstates allows us to deal with degenerate and non-degenerate cases using the same
formulation.
Given the spectral decomposition, biggest ai, call it a∗, is the maximum value that 〈A〉 can have, and
any |φ〉 ∈ V (a∗) is a quantum state that will give the maximum quantum value for the Bell expression.
Say the eigenvalues of B are {bk} and corresponding eigenstates are {|bk〉}, k = 0..3 .
B2 = (U ⊗ I)S (U ⊗ I)S
= U ⊗ U.
Because U4 = I
B8 =
(
B2
)4
= (U ⊗ U)4
= U4 ⊗ U4
= I ⊗ I.
Therefore b8k = 1. bks are 8th roots of unity, hence they are of the form exp (imkpi/4) where 0 ≤ mk ≤ 7.
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Now look at the relationship between the eigenvalues of A and B.
A |bk〉 =
7∑
j=0
Bj |0, 0〉 〈0, 0|B†j |bk〉
=
7∑
j=0
Bj |0, 0〉 (b∗k)j 〈0, 0 | bk〉
Remember that I4×4 =
∑
l |bl〉 〈bl|
A |bk〉 = 〈0, 0 | bk〉
7∑
j=0
(b∗k)
j
Bj
(
3∑
l=0
|bl〉 〈bl|
)
|0, 0〉
= 〈0, 0 | bk〉
7∑
j=0
(b∗k)
j
3∑
l=0
Bj |bl〉 〈bl | 0, 0〉
= 〈0, 0 | bk〉
3∑
l=0
7∑
j=0
(b∗k)
j
(bl)
j |bl〉 〈bl | 0, 0〉
= 〈0, 0 | bk〉
3∑
l=0
|bl〉 〈bl | 0, 0〉
7∑
j=0
(b∗kbl)
j
Where
7∑
j=0
(b∗kbl)
j
=
7∑
j=0
[exp (−imkpi/4) exp (imlpi/4)]j
=
7∑
j=0
exp (i (ml −mk) 2pi/8)j
= 8δkl
as long as ml 6= mk for k 6= l, namely B is not degenerate. Therefore, for non-degenerate B
A |bk〉 = 〈0, 0 | bk〉
3∑
l=0
|bl〉 〈bl | 0, 0〉 8δkl
= 〈0, 0 | bk〉 |bk〉 〈bk | 0, 0〉 8
=
(
8 |〈0, 0 | bk〉|2
)
|bk〉
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Which means that |bk〉 is an eigenstate of A corresponding to the eigenvalue 8 |〈0, 0 | bk〉|2. Hence, luckily,
eigenstates of B are eigenstates of A too. This implies that if |φ〉 is chosen as an eigenvector of B then all
terms in the summation
∑7
j=0
∣∣〈φ ∣∣Bj∣∣ 0, 0〉∣∣2 will be the same.
7∑
j=0
∣∣〈φ ∣∣Bj∣∣ 0, 0〉∣∣2 = 7∑
j=0
∣∣〈bk ∣∣Bj∣∣ 0, 0〉∣∣2
=
7∑
j=0
|bk 〈bk | 0, 0〉|2
=
7∑
j=0
|bk|2 |〈bk | 0, 0〉|2
=
7∑
j=0
|〈bk | 0, 0〉|2
where we used |bk|2 = |exp (imkpi/4)|2 = 1. This means all probabilities generated by the sequence will be
the same, |〈bk | 0, 0〉|2, if we use an eigenvector of B. Then,〈A〉 becomes
〈A〉 = 8 |〈bk | 0, 0〉|2 .
What we have to do is to choose the eigenstate of B (which is also an eigenstate of A) that has the largest
overlap with |0, 0〉, our initial state in the sequence. Therefore let us calculate the eigenstates of B.
Remember U 's eigenstates are |x+〉 and |x−〉 with corresponding eigenvalues +1 and +i. Therefore
B |x+〉 |x+〉 = (U ⊗ I)S |x+〉 |x+〉
= (U ⊗ I) |x+〉 |x+〉
= U |x+〉 ⊗ I |x+〉
= +1 |x+〉 |x+〉
and similarly
B |x−〉 |x−〉 = U |x−〉 ⊗ I |x−〉
= +i |x−〉 |x−〉
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Hence two eigenstates of B are |b0〉 = |x+〉 |x+〉 and |b1〉 = |x−〉 |x−〉 with corresponding eigenvalues +1
and +i.
Apply B on |x+〉 |x−〉 and |x−〉 |x+〉 to ﬁnd the other two eigenstates
B |x+〉 |x−〉 = U |x−〉 ⊗ I |x+〉
= +i |x−〉 |x+〉
B |x−〉 |x+〉 = U |x+〉 ⊗ I |x−〉
= +1 |x+〉 |x−〉
Bα |x+〉 |x−〉 = αeipi/2 |x−〉 |x+〉
Bβ |x−〉 |x+〉 = βe0 |x+〉 |x−〉
Choose α and β so that we can factor out |x+〉 |x−〉 and |x−〉 |x+〉 into the same parenthesis at both
sides of the equation. α = 1 and β = eipi/4 will do the job.
B |x+〉 |x−〉 = eipi//2 |x−〉 |x+〉
Beipi/4 |x−〉 |x+〉 = eipi/4 |x+〉 |x−〉 .
Sum both sides
B
(
|x+〉 |x−〉+ eipi/4 |x−〉 |x+〉
)
= eipi/4
(
|x+〉 |x−〉+ eipi/4 |x−〉 |x+〉
)
B |b2〉 = eipi/4 |b2〉
Similarly, subtract both sides
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B
(
|x+〉 |x−〉 − eipi/4 |x−〉 |x+〉
)
= e−ipi/4
(
|x+〉 |x−〉+ ei3pi/4 |x−〉 |x+〉
)
= e−ipi/4
(
|x+〉 |x−〉+ e−ipi/4 |x−〉 |x+〉
)
B |b3〉 = e−ipi/4 |b3〉
The last two eigenstates are |b2〉 = 1√2
(|x+〉 |x−〉+ eipi/4 |x−〉 |x+〉) (normalized) and |b3〉 = 1√2 (|x+〉 |x−〉+ e−ipi/4 |x−〉 |x+〉)
(normalized) with eigenvalues eipi/4 and e−ipi/4. B has eigenvalues {e−ipi/4, 1, eipi/4, i}. Hence B is not de-
generate.
Now we need |bk〉 that has largest overlap with |0, 0〉.
|〈0, 0 | b0〉| = |〈0, 0 | x+, x+〉|
= |〈0 | x+〉 〈0 | x+〉|
= |〈0 | x+〉|2
=
∣∣∣∣ 1√2 〈0| (|0〉+ |1〉)
∣∣∣∣2
=
1
2
|〈0, 0 | b1〉| = |〈0, 0 | x−, x−〉|
=
∣∣∣∣ 1√2 〈0| (|0〉 − |1〉)
∣∣∣∣2
=
1
2
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|〈0, 0 | b2〉| =
∣∣∣∣〈0, 0| 1√2
(
|x+, x−〉+ eipi/4 |x−, x+〉
)∣∣∣∣
=
1√
2
∣∣∣〈0, 0 | x+, x−〉+ eipi/4 〈0, 0 | x−, x+〉∣∣∣
=
1√
2
∣∣∣〈0 | x+〉 〈0 | x−〉+ eipi/4 〈0 | x−〉 〈0 | x+〉∣∣∣
=
1√
2
∣∣∣〈0 | x+〉 〈0 | x−〉(1 + eipi/4)∣∣∣
=
1√
2
∣∣∣∣ 1√2 〈0| (|0〉+ |1〉) 1√2 〈0| (|0〉 − |1〉)
(
1 + eipi/4
)∣∣∣∣
=
1√
2
∣∣∣∣12 (1 + eipi/4)
∣∣∣∣ = 12√2
∣∣∣∣∣1 +
√
2
2
i+
√
2
2
∣∣∣∣∣
=
1
2
√
2
√√√√(1 + √2
2
)2
+
(√
2
2
)2
=
1
2
√
2
√
1 +
√
2 +
1
2
+
1
2
=
1
2
√
2
√
2 +
√
2
=
1
2
√
1 +
1√
2
Similarly
|〈0, 0 | b3〉| =
∣∣∣∣〈0, 0| 1√2
(
|x+, x−〉 − eipi/4 |x−, x+〉
)∣∣∣∣
=
1√
2
∣∣∣∣12 (1− eipi/4)
∣∣∣∣ = 12√2
∣∣∣∣∣1−
√
2
2
i−
√
2
2
∣∣∣∣∣
=
1
2
√
2
√√√√(1− √2
2
)2
+
1
2
=
1
2
√
2
√
2−
√
2
=
1
2
√
1− 1√
2
Largest overlap is with |b2〉
|〈0, 0 | b2〉| = 1
2
√
1 +
1√
2
Therefore the largest eigenvalue of A, 8 |〈0, 0 | b2〉|2, is
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amax = 8
(
1
2
√
1 +
1√
2
)2
=
8
4
(
1 +
1√
2
)
= 2 +
√
2
The maximum value of the sum of the joint probabilities for the chosen observables given by quantum
mechanics is q = 2 +
√
2. We want to compare this with the maximum value allowed by classical mechanics.
3.3.2 Classical Bound of Reproduced CH
The classically maximum value of the sum of these 8 joint probabilities is independent of the quantities that
are chosen (because there are no uncertainty relations between classical quantities). It is enough to assume
that they have only K = 2 outcomes.
We will use the labeling from the previous section where we called z-basis the ﬁrst quantity, and v-basis
the second quantity. Then the sequence of joint probabilities become
{pj} ={p (a1 = 0, b1 = 0), p (a2 = 0, b1 = 0), p (a2 = 0, b2 = 0), p (a1 = 1, b2 = 0),
p (a1 = 1, b1 = 1), p (a2 = 1, b1 = 1), p (a2 = 1, b2 = 1), p (a1 = 0, b2 = 1)}.
These probabilities being produced by a classical system means that there exists a joint probability of
four variables p (a1, a2, b1, b2) of which marginals are p (am, bn). Such as
p (a2 = i, b1 = j) =
1∑
k=0
1∑
l=0
p (a1 = k, a2 = i, b1 = j, b2 = l)
=
1∑
k=0
1∑
l=0
pkijl
where we used a short hand notation for the 4-tuple joint probability where the indices correspond to the
outcomes of a1, a2, b1 and b2 in the given order.
{p (a1 = 0, b1 = 0) = p0000 + p0101, p (a2 = 0, b1 = 0) = p0000 + p1001,
p (a2 = 0, b2 = 0) = p0000 + p1010, p (a1 = 1, b2 = 0) = p1000 + p1110,
p (a1 = 1, b1 = 1) = p1010 + p1111, p (a2 = 1, b1 = 1) = p0110 + p1111,
p (a2 = 1, b2 = 1) = p0101 + p1111, p (a1 = 0, b2 = 1) = p0001 + p0111}.
The sum of 8 probabilities in terms of 4-tuple joint probabilities is
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3p0000 + 1p0001 + 2p0101 + 1p0110 + 1p0111
+1p1000 + 1p1001 + 2p1010 + 1p1110 + 3p1111
where
∑
ijkl pijkl = 1.
The sum can be expressed as the dot product of two vectors
β · p
where
β = (3, 1, 0, 0, 0, 2, 1, 1, 1, 1, 2, 0, 0, 0, 1, 3)
and p is a vector of which components are joint probabilities of 4-outecomes from p0000 to p1111, and of
which 1-norm is 1. This means we are calculating a convex linear combination of the components of β. The
highest value we can get from this operation by choosing values for pijkl with the constraint
∑
pijkl = 1 is
the biggest component of β.
max
p,‖p‖1=1
β · p = βargmax β
where argmax means the index of the biggest component.
Therefore the classical bound for this Bell inequality is c = 3.
2 +
√
2 ≈ 3.4 > 3
q > c
which is a Bell inequality violation.
3.3.3 Non-local Game Properties of the Reproduced CH Sytem
There are 4 diﬀerent joint measurements {(a1, b1), (a1, b2), (a2, b1), (a2, b2)} that can be done on 2 parties
and each joint measurement has 4 possible outcomes {(0, 0), (0, 1), (1, 0), (1, 1)}. In total there are 16
diﬀerent probabilities and 8 of them appear in out sequence with the same value
(
2 +
√
2
)
/8 ≈ 0.427.
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Let us analyze the non-local game properties of the quantum correlations produced by our choice of
observables and quantum state |φ〉 = |b2〉 and compare it with the classical version.
Deﬁne question that are asked to Alice and Bob as a1 → s = 0, a2 → s = 1, b1 → t = 0, b2 → t = 1.
Alice and Bob are asked 1-bit questions (s, t), which can be one of these 4, (s, t) ∈{(0, 0), (0, 1), (1, 0), (1, 1)}.
Similarly their 1-bit responses can be 1 of these 4 possible cases: (a, b) ∈{(0, 0), (0, 1), (1, 0), (1, 1)}
Assume the joint outcomes that are produced by our sequence are the correct answers. They can be
summarized as
1. If the question pair (s, t) is one of (0, 0) , (0, 1) , (1, 0) then Alice and Bob should give the same response,
namely (0, 0) or (1, 1).
2. If (s, t) is (0, 1) Alice and Bob should give diﬀerent response, namely (0, 1) or (1, 0).
The answer pattern can be expressed in a compact way by this expression
s¯ ∧ t = a+ b
where s¯ is the negation of s, and addition is binary addition which is modulo 2.
Because Alice and Bob cannot interact while giving their answers and classically they do not share any
non-local resource their answers are only function of their own inputs.
a = a (s) 6= a (s, t) , b = b (t) 6= b (s, t)
And any probabilistic strategy will be a convex combination of deterministic strategies, we just need the
deterministic strategy (in which the responses (outputs) are functions of questions (inputs)).
Each party can have 4 diﬀerent deterministic strategy.
1. a (s) = 0
2. a (s) = 1
3. a (s) = s
4. a (s) = s¯
and same strategies for Bob. In total they can have 4× 4 = 16 strategies.
wc =
1
4
∑
s,t
δs¯∧t,a(s)+b(t)
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If we calculate wc for all 16 strategies, we see that its maximum value is 3/4. For example for the strategy
a (s) = 0, b (t) = 0
wc =
1
4
∑
s,t
δs¯∧t,0
=
1
4
(
δ0¯∧0,0 + δ0¯∧1,0 + δ1¯∧0,0 + δ1¯∧1,0
)
=
1
4
(δ1∧0,0 + δ1∧1,0 + δ0∧0,0 + δ0∧1,0)
=
1
4
(δ0,0 + δ1,0 + δ0,0 + δ0,0)
=
1
4
(1 + 0 + 1 + 1)
= 34=0.75
Let us calculate wq. Alice and Bob share the quantum state |bk〉. When a question (s, t) is asked, Alice
measures z-basis if s = 0 (or Bob if t = 0) and v-basis if t = 1 (or Bob if t = 1) and responds the measurement
outcome.
We calculated that all the probabilities in the Bell expression are
pj = |〈0, 0 | b2〉|2
=
2 +
√
2
8
.
We know that for each question there are 4 responses 2 of which are correct answers. For each question the
sequence produces two correct answers of which probability is pj (which are the same for diﬀerent questions)
hence quantum winning probability is
wq = 2pj
=
2 +
√
2
4
≈ 0.85
If we compare the classical an quantum strategies, we see that
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2 +
√
2
4
> 3/4
0.85 > 0.75
wq > wc
which is a Bell violation in terms of non-local games.
3.3.4 Generalization to Qudits and More Than Two Measurements
We saw this method of sequence generation using translation and swap operator on the familiar setting of a
CH scenario. Let us generalize this scheme to arbitrary number of outcomes and measurements.
To have K diﬀerent outcomes the quantum states should live in H = CK . Computational basis is
{|k〉 |k = 0..K − 1}. The translation operator on the computational basis is
T |k〉 = |k + 1〉
where the summation is modulo K, so that
TK = I.
We want to have M measurements per party, therefore we deﬁne the U operator as
UM = T.
This choice gives us M diﬀerent orthogonal bases per party
{∣∣∣v(m)j 〉 = Um |j〉 |j = 0..K − 1}
where m = 0..M − 1. (
∣∣∣v(0)j 〉 = |j〉)
The B operator is again
B = (U ⊗ I)S
and B2 = U ⊗ U . This implies
B2MK = I ⊗ I.
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We choose |0, 0〉 as our initial state. A state that is not in computational basis will again generate a
closed sequence under the application of the translation operator but its elements will not be orthonormal
vectors anymore. If we had chosen a diﬀerent initial state, then we needed a translation operator adjusted
for that state. Any choice of initial state can be made useful with the a right choice of translation operator,
or vice versa. In other words a similarity transformation on T =
∑ |k〉 〈k + 1| could provide a new basis
STS−1 =
∑
S |k〉 〈k + 1|S−1
T˜ =
∑∣∣∣k˜〉〈k˜ + 1∣∣∣
where we can deﬁne U˜M = T and apply the B˜ operator on
∣∣0˜〉 ∣∣0˜〉.
Similarly the function of the translation operator is to generate a sequence of orthonormal basis elements.
The order of |k〉 → |k + 1〉 is not essential. Any diﬀerent order can be generated by a similarity transformation
too. Which means we are not loosing generality by choosing the computational basis.
Repeated application of B on |0, 0〉 generates a sequence of length 2MK of which elements are Bj |0, 0〉
|0〉|0〉 → |v(1)0 〉|0〉 → |v(1)0 〉|v(1)0 〉 → |v(2)0 〉|v(1)0 〉 → |v(2)0 〉|v(2)0 〉 → · · ·
|1〉|1〉 → · · · |v(M−1)K−1 〉|v(M−1)K−1 〉 → |0〉|vM−1)K−1 〉 → |0〉|0〉 → · · ·
The type of states of the form
∣∣∣v(m)j 〉 ∣∣∣v(n)k 〉 are
• m = n and j = k,
∣∣∣v(m)j 〉 ∣∣∣v(m)j 〉
• m = n+ 1 and j = k for 0 ≤ n ≤M − 2,
∣∣∣v(n+1)j 〉 ∣∣∣v(n)j 〉
• m = 0, n = M − 1 and j = k + 1 ,
∣∣∣v(0)j+1〉 ∣∣∣v(M−1)j 〉
We want to maximize the sum of probabilities
max
|φ〉
2MK−1∑
j=0
∣∣〈φ ∣∣Bj∣∣ 0, 0〉∣∣2
by ﬁnding the largest eigenvalue of
A =
2MK−1∑
j=0
Bj |0, 0〉 〈0, 0|B†j .
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We start with the fact that eigenstates of B are also eigenstates of A because A and B commute, [A,B] = 0
and hence they can be diagonalized simultaneously.
[A,B] = AB −BA
=
2MK−1∑
j=0
Bj |0, 0〉 〈0, 0|B†jB −
2MK−1∑
j=0
BBj |0, 0〉 〈0, 0|B†j
= (|0, 0〉 〈0, 0|B −B |0, 0〉 〈0, 0|) + (B1 |0, 0〉 〈0, 0| −B2 |0, 0〉 〈0, 0|B†)
+
(
B2 |0, 0〉 〈0, 0|B† −B3 |0, 0〉 〈0, 0|B†2)+ · · ·
+
(
B2MK−2 |0, 0〉 〈0, 0|B†2MK−3 −B2MK−1 |0, 0〉 〈0, 0|B†2MK−2)
+
(
B2MK−1 |0, 0〉 〈0, 0|B†2MK−2 −B2MK |0, 0〉 〈0, 0|B†2MK−1)
where the second term in a every parenthesis cancels the ﬁrst term in the next parenthesis leaving only
[A,B] = |0, 0〉 〈0, 0|B −B2MK |0, 0〉 〈0, 0|B†2MK−1.
B2MK = I and B†2MK−1 = B†2MK−1B†B = B†2MK = IB = B, hence
[A,B] = |0, 0〉 〈0, 0|B − |0, 0〉 〈0, 0|B
= 0.
Because B2MK = I the eigenvalues of B are of the form
bk = exp
(
i
2pi
2MK
mk
)
Like the M = K = 2 case
A |bk〉 =
2MK−1∑
j=0
Bj |0, 0〉 〈0, 0|B†j |bk〉
=
∑
j=0
BjI |0, 0〉 b∗k 〈0, 0 | bk〉 , I =
K2−1∑
l=0
|bl〉 〈bl|
= 〈0, 0 | bk〉
∑
l=0
〈bl | 0, 0〉 |bl〉
∑
j=0
(blb
∗
k)
j
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2MK−1∑
j=0
(blb
∗
k)
j
=
∑
j
exp
(
i
2pi
2MK
(ml −mk) j
)
which is 2MKδkl for the non-degenerate case where mk are all diﬀerent for diﬀerent k, hence the only case
where bk = bl can be is when ml = mk and hence l = k. Therefore
A |bk〉 = 2MK |〈0, 0 | bk〉|2 |bk〉
where the corresponding eigenvalue is ak,0 = bk = 2MK |〈0, 0 | bk〉|2.
For the case B is degenerate (which is all cases with M,K > 2) there are cases where ml = mk even
when k 6= l. Say k is dk degenerate, there are dk l values for which bl = bk.
2MK−1∑
j=0
(blb
∗
k)
j
= 2MKδbl,bk
A |bk〉 = 2MK 〈0, 0 | bk〉
∑
{l|bl=bk}
〈bl | 0, 0〉 |bl〉
Change the notation to indicate all eigenvectors in the degenerate space of bk with |bk,l〉. The set of
eigenstates belonging to the eigenvector bk is {|bk,l〉 |l = 0..dk − 1} .
A |bk〉 = 2MK 〈0, 0 | bk〉
dk−1∑
l=0
〈bk,l | 0, 0〉 |bk,l〉
Call
∑dk−1
l=0 |bk,l〉 〈bk,l | 0, 0〉 ≡ |βk〉. As can be seen from upper equation all |bk〉 belonging to the degen-
erate eigenvalue bk are mapped to |βk〉 by A.
Apply A on |βk〉 to see that it is an eigenstate of A
A |βk〉 =
∑
l
〈bk,l | 0, 0〉A |bk,l〉
=
∑
l
〈bk,l | 0, 0〉
(
2MK 〈0, 0 | bk,l〉
∑
l′
|bk,l′〉 〈bk,l′ | 00〉
)
= 2MK
∑
l
|〈bk,l | 0, 0〉|2 |βk〉
This means that |βk〉 is an eigenstate of A with the eigenvalue βk = 2MK
∑
l |〈bk,l | 0, 0〉|2. The other
eigenvalues of A in the span {|bk,l〉} are zero.
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A and B have the same eigenstates. But their eigenvalues and degeneracy structures are diﬀerent. Both
A and B are operators from CKN → CKN . And say B has the eigensubspace decomposition
CK
N
=
⊕
k
Bk
where the dimension of the eigensubspace corresponding to the eigenvalue bk is dimBk = dk.
When dk is one, in other words bk is not degenerate, the eigenvalue of A, corresponding to this eigenspace
is ak,0 = 2MK |〈0, 0 | bk〉|2 where Bk = span {|bk〉} with dimBk = 1.
When dk > 2, Bk is spanned by the eigenstates corresponding to the degenerate eigenvalue bk, Bk =
span {|bk,l〉 |l = 0..dk − 1}. A decomposes the subspace Bk diﬀerently according to its eigenvalues (still any
state in Bk is an eigenstate of B) . Bk = span {|βk〉} ⊕ span {|βk〉}⊥. A map Bk to span {|βk〉}. The
eigenvalue of A corresponding to the eigenstate |βk〉 ∈ Bk is ak,0 = 2MK
∑
l |〈bk,l | 0, 0〉|2 and the rest of
the eigenvalues ak,l = 0 for l = 1..dk−1. span {|βk〉}⊥ = span {|ak,l = 0〉}. (A |bk,l〉 = |βk〉 can only happen,
namely an eigenstate is sent to a state that is not parallel to itself, when the corresponding eigenvalue is 0).
Let us ﬁnd the eigenstates of B. B is made of I and U which is a function of T . Therefore, start with
the eigensystem of T
T =
K−1∑
k=0
|k〉 〈k + 1| .
The eigenvalues of T can be calculated from the relation TK = I. Because tKj = 1, tj = 1
1/K , which are
tj = e
i 2piK j .
Corresponding eigenstates can be found using the eigenproblem. Assume |tj〉 =
∑
k ck |k〉
T |tj〉 = tj |tj〉∑
k
c
(j)
k T |k〉 = ei
2pi
K j
∑
k
c
(j)
k |k〉
K−1∑
k=0
c
(j)
k |k + 1〉 =
K−1∑
k=0
c
(j)
k e
i 2piK j |k〉
K∑
l=1
cl−1 |l〉 =
K∑
l=1
c
(j)
l e
i 2piK j |l〉
which gives a relationship between successive coeﬃcients
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c
(j)
l−1 = c
(j)
l e
i 2piK j
or
c
(j)
l e
−i 2piK j = c(j)l+1
hence
c
(j)
0
(
e−i
2pi
K j
)l
= c
(j)
l .
The normalization condition 〈tk | tk〉 = 1, tells us that
∣∣∣c(j)l ∣∣∣ = 1√K
c
(j)
k =
1√
K
e−i
2pi
K jk
|tj〉 = 1√
K
K−1∑
k=0
ei(
2pi
K j)k |k〉
T is called the generalized Pauli-X operator. X = σX for dimX = 2.
UM = T
therefore
U =
K−1∑
j=0
M
√
tj |tj〉 〈tj | .
We choose the eigenvalues of U , uj = t
1/M
j so that U is non-degenerate.
B = (U ⊗ I)S
=
(∑
l
ul |tl〉 〈tl| ⊗ I
)
S
Apply B on |tj〉 ⊗ |tj〉
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B |tj〉 |tj〉 = (U ⊗ I)S |tj〉 |tj〉
= (U ⊗ I) |tj〉 |tj〉
= U |tj〉 I |tj〉
= uj |tj〉 |tj〉
Therefore K of the eigenstates of B are |bj〉 = |tj〉 |tj〉. To ﬁnd the rest of the K2 −K eigenstates apply
B on |tj〉 |tk〉 and |tk〉 |tj〉
B |tj〉 |tk〉 = (U ⊗ I)S |tj〉 |tk〉
= (U ⊗ I) |tk〉 |tj〉
= U |tk〉 I |tj〉
= uk |tk〉 |tj〉
Similarly
B |tk〉 |tj〉 = uj |tj〉 |tk〉 .
These two equalities imply that the other eigenstates of B lie in 2 × 2 blocks spanned by the vectors
|tk〉 |tj〉 and |tj〉 |tk〉.
This can be seen by looking at the B operator for the case K = 3 expressed in {|tj〉 |tk〉 |j, k = 0, 1, 2}
basis. The entries (jk, j′k′) correspond to Bjk,j′k′ = 〈tj | 〈tk|B |tj′〉 |tk′〉.
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jk\j′k′ 00 11 22 01 10 02 20 12 21
00 u0 0 0 0 0 0 0 0 0
11 0 u1 0 0 0 0 0 0 0
22 0 0 u2 0 0 0 0 0 0
01 0 0 0 0 u0 0 0 0 0
10 0 0 0 u1 0 0 0 0 0
02 0 0 0 0 0 0 u0 0 0
20 0 0 0 0 0 u2 0 0 0
12 0 0 0 0 0 0 0 0 u1
21 0 0 0 0 0 0 0 u2 0
The order of j, k pairs are chosen so that the 2 dimensional subspaces become apparent. At every 2× 2
subspace Bjk we have
B ∈ Bjk =
|tj〉 |tk〉 |tk〉 |tj〉
〈tj | 〈tk| 0 uj
〈tk| 〈tj | uk 0
To diagonalize B in that subspace
B2 |tj〉 |tk〉 = B (uk |tk〉 |tj〉)
= ukB |tk〉 |tj〉
= ukuj |tj〉 |tk〉
or similarly
B2 |tk〉 |tj〉 = ujuk |tk〉 |tj〉
which means the square of B's eigenvalues are
b2 = ujuk
so that
b = ±√ujuk.
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The corresponding eigenstates will be
B |b〉 = ±√ujuk |b〉 .
Because |b〉 ∈ span {|tj〉 |tk〉 , |tk〉 |tj〉} we can assume this form
|b〉 = 1√
2
(|tj〉 |tk〉+ α |tk〉 |tj〉)
for which the eigenvalue equation becomes
B
1√
2
(|tj〉 |tk〉+ α |tk〉 |tj〉) = ±√ujuk 1√
2
(|tj〉 |tk〉+ α |tk〉 |tj〉)
B |tj〉 |tk〉+ αB |tk〉 |tj〉 = ±√ujuk |tj〉 |tk〉 ± √ujukα |tk〉 |tj〉
uk |tk〉 |tj〉+ αuj |tj〉 |tk〉 = ±√ujuk |tj〉 |tk〉 ± √ujukα |tk〉 |tj〉
which means
αuj = ±√ujuk.
Hence the values of α in terms of the eigenvalues of U are
α = ±
√
ujuk
uj
.
Then, the eigensystem of B is made of K eigenvalues bjj = uj with corresponding eigenstates |bjj〉 =
|tj〉 |tj〉,
(
K2 −K) /2 eigenvalues bjk = √ujuk (j < k) with corresponding eigenstates 1√2 (|tj〉 |tk〉+ √ujukuj |tk〉 |tj〉)
and
(
K2 −K) /2 eigenvalues bkj = −√ujuk (k < j) with corresponding eigenstates 1√2 (|tj〉 |tk〉 − √ujukuj |tk〉 |tj〉).
We developed the general case of the scheme. Let us look at some speciﬁc cases.
3.3.5 N = 2, M = 2, K = 3 Scenario
In this scenario we use two qutrits and measurement outcomes can have 3 diﬀerent values. The states of
individual parties lie in H = C3 where the computational basis is {|0〉 , |1〉 , |2〉}. The eigenstates of the
translation operator T =
∑2
k=0 |k〉 〈k + 1| = X3×3 are
|tj〉 = 1√
3
2∑
k=0
ei(
2pi
3 j)k |k〉
134
with corresponding eigenvalues tj = ei
2pi
3 j , j = 0, 1, 2. Therefore the eigenvalues of U are uj = t
1/2
j . Our
choice is
U = |t0〉 〈t0|+ e−ipi/3 |t1〉 〈t1|+ eipi/3 |t2〉 〈t2| .
The v-basis generated by U is
|v0〉 = 1
3
(2|0〉+ 2|1〉 − |2〉)
|v1〉 = 1
3
(−|0〉+ 2|1〉+ 2|2〉)
|v2〉 = 1
2
(2|0〉 − |1〉+ 2|2〉).
The sequence generated by B operator is |0〉 |0〉, |v0〉 |0〉, |v0〉 |v0〉, |1〉 |v0〉, |1〉 |1〉, |v1〉 |1〉, |v1〉 |v1〉, |2〉 |v1〉,
|2〉 |2〉, |v2〉 |2〉, |v2〉 |v2〉, |0〉 |v2〉.
The eigenvalues of B, {bk}, become: ±1, eipi/3, e−ipi/3, ±eipi/6, and ±e−ipi/6. Only 1 is degenerate and
the eigenstates corresponding to it, are the ones that lead to the eigenstate of A with the largest eigenvalue.
Eigenstates corresponding to 1 are |a00〉 = |t0〉 |t0〉 and |a12〉 =
(|t1〉 |t2〉+ eipi/3 |t2〉 |t1〉) /√2.
The non-zero eigenvalue of A in the subspace spanned by these vectors is
12
(
|〈0, 0 | a00〉|4 + |〈0, 0 | a12〉|4
)
=
10
3
where
|β1〉 =
√
2
5
[
|t00〉+ 1√
2
(1 + e−ipi/3)|t12〉
]
=
√
2
5
[
5
6
(|00〉+ |11〉+ |22〉)
+
1
3
(|01〉+ |20〉+ |12〉)
−1
6
(|01〉+ |20〉+ |12〉)].
If we put the two party system into the state |φ〉 = |β1〉 and measure the probabilities that appear in the se-
quence, pj =
∣∣〈φ ∣∣Bj∣∣ 0, 0〉∣∣2, their sum will be 103 . And if we assume that all of these probabilities of the form
p (am = i, bn = j) are marginals of a bigger joint probability distribution p (a1 = i, a2 = j, b1 = k, b2 = l), the
classical bound for their sum will be 3.
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10
3
≈ 3.33 > 3
q > c
which is a Bell violation.
If we analyze the violation in terms of a non-local game the question that can be asked to Alice and
Bob are (s, t) ∈ {(0, 0),(0, 1), (1, 0), (1, 1)}. The correct answers are returning same bits when the question
is (0, 0), (1, 0) or (1, 1), and returning (0, 2), (1, 0) or (2, 1) (s, t) = (0, 1). Correct answer formula can be
expressed as s¯ ∧ t = a− b in a more concise way.
a (s) = j, b (t) = j strategy will let them win with the probability
wc =
3
4
.
In quantum version each probability in the sequence is
pj =
amax
NMK
=
10/3
12
=
5
18
.
There are 3 correct answers for each question, hence the probability of giving a correct answer is
wq =
5
18
3 =
5
6
.
wq > wc.
3.3.6 N = 2, M = 3, K = 2 Scenarios
The translation operator is T = |x+〉 〈x+| − |x−〉 〈x−|. U3 = T . Our choice of U is
U = |x+〉 〈x+|+ eipi/3 |x−〉 〈x−|
which generate two new bases,
{∣∣∣v(k)j 〉 = Uk |j〉 |j = 0, 1}, other than the computational basis {∣∣∣v(0)j 〉 = |j〉 |j = 0, 1}.
The sequence generated by B is
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|0〉|0〉 → |v(1)0 〉|0〉 → |v(1)0 〉|v(1)0 〉 → |v(2)0 〉|v(1)0 〉 →
|v(2)0 〉|v(2)0 〉 → |1〉|v(2)0 〉 → |1〉|1〉 → |v(1)1 〉|1〉 →
|v(1)1 〉|v(1)1 〉 → |v(2)1 〉|v(1)1 〉 → |v(2)1 〉|v(2)1 〉 → |0〉|v(2)1 〉.
Eigenvalues of B are 1, eipi/3 and ±eipi/6 none of which is degenerate. The eigenstate
∣∣∣eipi/6〉 = 1√
2
(|+ x〉| − x〉+ eipi/6| − x〉|+ x〉)
=
1
2
√
2
[(1 + eipi/6)(|0〉|0〉 − |1〉|1〉)
+(1− eipi/6)(|1〉|0〉 − |0〉|1〉)]
yields the largest eigenvalue for A, which is
amax = 12
∣∣∣〈eipi/6 | 0, 0〉∣∣∣2 = 3
2
(
2 +
√
3
)
.
To calculate the classical bound deﬁne ak and bk as quantities corresponding to the v(k)-basis. Assume
the existence of p (a1, a2, a3, b1, b2, b3) and derive the joint probabilities in the sequence a its marginals. The
classical bound becomes, c = 5.
3
2
(
2 +
√
3
)
≈ 5.598 > 5
In the non-local game context the questions that can be asked are (s, t) with s−t = 0, 1 in modulo 3. The
correct answer for the question (s, t) = (0, 2) is returning opposite bit values and for the rest of the questions
the same bit. Classical maximum winning probability is wc = 5/6 and quantum winning probability is
amax
2MK 2 =
(
2 +
√
3
)
/4
(
2 +
√
3
)
/4 ≈ 0.933 > 5/6 ≈ 0.833
wq > wc
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3.3.7 N = 2, M ≥ 3, K = 2 Scenarios
Choose U = |x+〉 〈x+| + eipi/M |x−〉 〈x−|. The measurement bases are
{∣∣∣v(k)j 〉 = Uk |j〉 |j = 0, 1} for k =
0..M − 1. Eigenvalues of B are 1, eipi/M and ±eipi/2M . The eigenvalue eipi/2M whose eigenstate is
1√
2
(
|x+〉 |x−〉+ eipi/2M |x−〉 |x+〉
)
yields the largest eigenvalue for A which is
amax = M
[
1 + cos
( pi
2M
)]
.
Deﬁne ak and bk as quantities corresponding to the v(k)-basis, the sum of the probabilities from the
sequence becomes
∑
j=0,1
[
M−1∑
k=0
p (ak = j, bk = j) +
M−1∑
k=0
p (ak+1 = j, bk = j)
]
+p (a0 = 0, bM−1 = 1) + p (a0 = 1, bM−1 = 0) .
If they come from a joint distribution p (a0, a1, . . . , aM−1, b0, b1, . . . , bM−1) will give a classical bound of
2M − 1.
M
[
1 + cos
( pi
2M
)]
> 2M − 1
q > c.
In terms of nonlocal games, questions are s, t ∈ {0..M − 1} and s − t = 0, 1 modulo M . The correct
answer is to return opposite bits for the question (s, t) = (0,M − 1) and same bits for the rest. a (s) = 0,
b (t) = 0 strategy gives the highest classical winning probability
wc = 1− 1
2M
whereas the quantum winning probability is
M
[
1 + cos
(
pi
2M
)]
2MK
K =
1
2
[
1 + cos
( pi
2M
)]
≈ 1− pi
2
16M2
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K\M 2 3 4 5 6 7
2 3.41421 5.59808 7.69552 9.75528 11.7956 13.8245
3 3.33333 5.53209 7.64273 9.71182 11.7588 13.7927
4 3.30656 5.50955 7.62451 9.69674 11.7460 13.7816
5 3.29443 5.49921 7.61612 9.68978 11.7401 13.7765
6 3.28790 5.49362 7.61157 9.68601 11.7369 13.7737
7 3.28399 5.49026 7.60883 9.68373 11.7349 13.7720
Table 3: The sum of probabilities for diﬀerent M and K values
K\M 2 3 4 5 6 7
2 0.414214 0.598076 0.695518 0.755283 0.795555 0.824495
3 0.333333 0.532089 0.642734 0.711818 0.75877 0.792673
4 0.306563 0.509549 0.62451 0.696737 0.745973 0.781584
5 0.294427 0.499211 0.616118 0.68978 0.740063 0.77646
6 0.287901 0.493621 0.61157 0.686006 0.736857 0.773679
7 0.283988 0.490258 0.608832 0.683733 0.734924 0.772003
Table 4: Amount of Bell violations for diﬀerent scenarios
in the large limit of M .
3.3.8 Numerical Results for N = 2 Parties
The quantum value q for diﬀerent M and K values is calculated and shown in Table 3.
The heuristic formula found for the classical bound is
c (M,K) = 2M − 1.
The diﬀerence between the quantum value and the classical bound, in other words the amount of violation
is given in the Table 4.
Another important quantity is the mutual information. The quantum value q, the classical bound c, the
value of each probability in the sequence of the quantum case p (which is also the probability that Alice can
correctly guess Bob's outcome) and the mutual information between the parties
I (am, bn) =
K−1∑
j,k=0
p (am = j, bn = k) log2
[
p (am = j, bn = k)
p (am = j) p (bn = k)
]
is calculated numerically and shown in Table 5.
Mutual information depends on the choice of observables (m and n). We choose the pair with the highest
mutual information, which happened to be a1 and b1, the observables in computational basis.
From the table we can see that while the size of the Bell violation is decreasing the mutual information
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K q c p Iab
2 3.4142 3 0.8536 0.3991
3 3.3333 3 0.8333 0.8146
4 3.3066 3 0.8266 1.1482
5 3.2944 3 0.8236 1.4223
Table 5: Comparison of quantum value with the mutual information for increasing dimensionality
between Alice and Bob is increasing with K. This is because while the probability of correctly guessing Bob's
outcome is decreasing, the number of alternatives from which she is choosing is increasing. Thus, Alice and
Bob share more information as K increases.
3.4 Bell Inequalities from Group Actions: N = 3 Parties
In this section we will extend the method from the previous sections to the 3 parties case where each party
is a qutrit system (K = 3) and they choose among two possible measurements: Alice {a0, a1}, Bob {b0, b1},
and Charlie {c0, c1}.
We are not going to use the swap operator S anymore. This allows us to build the connection between
abstract groups and states in the sequences. In this ﬁrst example, the group of interest is the cyclic group
of order 6, Z6.
The translation operator T acts on computational basis as T |j〉 = |j + 1〉 j = 0, 1, 2 where the addition
is modulo K = 3.
U2 = T is chosen as
U = |t0〉〈t0|+ e−ipi/3|t1〉〈t1|+ eipi/3|t2〉〈t2|
where eigenstates of T , |tj〉 are, like before
|tj〉 = 1√
3
2∑
k=0
ei
2pi
3 jk |k〉 .
U6 = I implies that {Um|m = 0..5} is a representation of Z6 = (Z6,+). Application of Um on C3⊗C3⊗C3
deﬁnes a group action.
Deﬁne a second basis as {|vj〉 = U |j〉 |j = 0, 1, 2}. The ﬁrst basis, computational basis, corresponds to
the ﬁrst observables (a0, b0 and c0) and second basis corresponds to the second observables (a1, b1 and c1).
The B operator for the new scheme is
B = U ⊗ U ⊗ U.
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Actually, this choice makes the S operator unnecessary because the eﬀect will be the same (U ⊗ U ⊗ U)S =
U ⊗ U ⊗ U .
We choose 4 initial states {|ξi〉 |i = 0..3} which are
|021〉 |00v1〉 |0v00〉 |v020〉.
Each initial state generates an orbit of 6 elements, in total we have 4× 6 = 24 states.
In the sequence generated by the ﬁrst initial state, all parties measure the same basis. In the sequences
generated by the rest of the initial states, two of the parties measure the same state and the other one
measures the other basis. These basis combinations exhaust all possible choices of measurement bases by
the parties. This results in 24 three-qutrit states each of which is a product of single-qutrit states from one
of the two bases.
Like before the Bell expression is the sum of probabilities corresponding to the outcome probabilities
of the events corresponding to these states. For example |00v1〉 corresponds to Alice measuring a0 and
obtaining 0, Bob measuring b0 and obtaining 0, and Charlie measuring c1 and obtaining 1.
Again we want to ﬁnd the maximum eigenvalue of the A operator. This time we have 4 initial states.
We can do this by ﬁrst calculating 4 Ai operators for each orbit, and then calculate their sum.
A =
∑
i
Ai
=
∑
i
 5∑
j=0
Bj |ξi〉 〈ξi|B†j

Or, we can ﬁrst deﬁne
L =
∑
i
|ξi〉 〈ξi|
= |021〉〈021|+ |00v1〉〈00v1|+ |0v00〉〈0v00|+ |v020〉〈v020|.
Then, A becomes
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A =
5∑
j=0
BjLB†j
=
5∑
j=0
(U ⊗ U ⊗ U)jL(U† ⊗ U† ⊗ U†)j .
A 3 qutrit quantum state |φ〉 that is shared by Alice, Bob and Charlie determines the 24 probabilities.
Their sum is 〈φ |A|φ〉 = 〈A〉. The largest value for the sum is the largest eigenvalue of A.
The eigenvalues of B are 1, −1, e±ipi/3 and e±2ipi/3, all of which are degenerate. Let Pb be the projection
onto the subspace corresponding to the eigenvalue b, B have an spectral decomposition
B =
∑
b
bPb
with [Pb, B] = 0 and
∑
b Pb = I. Note that
BPb =
∑
b′
b′Pb′Pb
=
∑
b′
b′Pb′δb,b′
= bPb.
Therefore we have
A =
(∑
b
Pb
)
5∑
j=0
BjL(B†)j
(∑
b′
Pb′
)
=
∑
b
∑
b′
 5∑
j=0
bj(b′∗)j
PbLPb′
=
∑
b
∑
b′
6δb,b′PbLPb′
= 6
∑
b
PbLPb.
In order the diagonalize A, it is enough to diagonalize it within the eigensubspaces of B. Call A(b) =
6PbLPb.
It happens that the eigenstate corresponding to the maximum eigenvalue amax lies in the subspace where
B has the eigenvalue 1, which is a 7 dimensional. We are interested in A(1).
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Because of the form of the matrix
M =
4∑
j=1
|µj〉〈µj |
where |µi〉 = P1 |ξi〉, |µ1〉 = P1|021〉, |µ2〉 = P1|00v1〉, |µ3〉 = P1|0v00〉, and |µ4〉 = P1|v020〉, the problem can
be reduced to a 4-dimensional one. M = A(1)/6. If we express the eigenvector as |m〉 = ∑4j=1 cj |µj〉, then
the eigenvalue equation becomes
M |m〉 = m |m〉
M
4∑
k=1
ck|µk〉 = m
4∑
k=1
ck|µk〉
4∑
j=1
|µj〉〈µj |
4∑
k=1
ck|µk〉 =
4∑
k=1
|µk〉
 4∑
j=1
cj〈µk|µj〉
 =
Finding the overlaps of the vectors, we obtain
1
27

7 2 −1 −1
2 7 −1 −1
−1 −1 7 −1
−1 −1 −1 7


c1
c2
c3
c4

= m

c1
c2
c3
c4

.
Largest eigenvalue mmax = 10/27, therefore amax = 6mmax = 20/9. The corresponding eigenvector given
in the computational basis is
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|φ〉 = 1
30
√
3
[−10(|000〉+ |111〉+ |222〉)
+14(|001〉+ |112〉+ |220〉)
+11(|002〉+ |110〉+ |221〉)
−7(|010〉+ |121〉+ |202〉)
−1(|011〉+ |022〉+ |100〉+ |122〉+ |200〉+ |211〉)
−4(|012〉+ |020〉+ |101〉+ |120〉+ |201〉+ |212〉)
+20(|021〉+ |102〉+ |210〉)]
Classical bound is found by assuming the existence of a joint probability distribution of all variables
simultaneously, P (a0, b0, c0; a1, b1, c1), where each probability in the sequence is a marginal of this one. Like
before the calculation is done by writing the Bell expression, the sum of probabilities, as
1∑
j=0
2∑
aj ,bj ,cj=0
ca0,b0,c0;a1,b1,c1P (a0, b0, c0; a1, b1, c1).
After translated in this form biggest coeﬃcient ca0,b0,c0;a1,b1,c1 corresponds to the classical bound. Which is
2 in this case.
20/9 > 2
q > c
which is a Bell violation.
We can also do a non-local game analysis of the sequence. With 3 parties the questions are made of 3
bits (s, t, u). The correct answers are given in the Table 6.
The deterministic strategy is a (s) = 0, b (t) = 2 and c (u) = 1 wins with the probability wc = 1/4. The
fact that this is the classical bound can be shown if we let F (a, b, c; s, t, u), where a, b, c ∈ {0, 1, 2} be equal
to 1 when (a, b, c; s, t, u) is a winning condition for the game and 0 otherwise. Then
wc =
1
8
2∑
a′,b′,c′=0
1∑
s,t,u=0
F (a, b, c; s, t, u)δa′,a(s)δb′,b(t)δc′,c(u).
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s,t,u Alice, Bob, Charlie
000 021, 102, 210,
111 021, 102, 210
001 001, 112, 220
110 002, 110, 221
010 000, 111, 222
101 010, 121, 202
100 020, 101, 212
011 012, 120, 201
Table 6: Winning conditions for the non-local game of N = 3, N = 2,K = 3 scenario
Compare this with the Bell expression which is the sum of our 24 probabilities, that can be expressed as
LHS =
2∑
a′,b′,c′=0
1∑
s,t,u=0
F (a′, b′, c′; s, t, u)p(as = a′, bt = b′, cu = c′).
We found that the classical bound of the Bell expression is 2. Noting that δa,fA(s)δb,fB(t)δc,fC(u) can be
derived from a joint distribution, in particular
P (a0, b0, c0; a1, b1, c1) = δa0,fA(0)δa1,fA(1)δb0,fB(0)δb1,fB(1)δc0,fC(0)δc1,fC(1)
we see that the sum in 8wc is less than or equal to 2, which implies that the classical winning strategy must
be less than or equal to 1/4.
The quantum strategy in which each party responds with the outcome of a measurement done in the asked
basis, the probability of winning is just 1/8 times the sum of the probabilities of the winning conﬁgurations,
which we have seen is 20/9. This gives an overall probability of 5/18, which is approximately 0.28, and this
is greater than the winning probability of the classical strategy.
5/18 ≈ 0.28 > 20/9 ≈ 0.22
wq > wc
which is a Bell violation.
3.5 Bell Inequalities from Group Actions: Non-Abelian Groups
In this section we incorporate the group theory ideas to the sequence generation method.
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3.5.1 Reproduction of CH Using a Cyclic Group (Reprise)
We again start with a simple case and use a cyclic group to reproduce the CH inequality, which is the best
way to learn how a Bell inequality generating scheme works.
A cyclic group of order n, Zn, is isomorphic to (Zn,+) . It has one generator a for which an = e and
from which the rest of the group elements can be generated G =
{
e = an, a, a2, . . . , an−1
}
. Therefore its
presentation is Zn = {a|an}.
Let us ﬁnd a representation Γ : Zn → H. The dimensionality of H determines the number of outcomes
of the measurements, dimH = K. Therefore we choose dimH = 2.
We are dealing with non-degenerate systems. In general dimH ≥ K but the observables have K distinct
eigenvalues.
The representation matrix of the identity element is the identity matrix
Γ (e) = IK×K = I2×2
Therefore
Γ (an) = I
Γn (a)
Which means that Γ (a) is an nth root of identity matrix. How should we choose n?
Just like in the Section 3.3.1 where we used the translation-swap operators scheme we need 4 events
corresponding to 2 outcome per measurement choice and 2 measurement choices where the corresponding
quantum states are
|x1 = 0〉 , |x1 = 1〉 , |x2 = 0〉 , |x2 = 1〉 .
To get these states as the results of group action we need a group of order at least 4. Let us choose n = 4.
We want to construct a 2 dimensional representation of Z4. Because a cyclic group has only 1 generator, the
representation matrix for the group generator is enough to construct the rest of the representation matrices,
Γ (an) = Γn (a).
We said that abelian groups have conjugacy classes made of single elements, and in general the number
of unequivalent irreducible representations is equal to the number of conjugacy classes. Therefore a cyclic
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group have n representation that are 1× 1 dimensional, namely complex numbers.
For n = 4 a set of irreducible representations are:
{
Γ(1)
(
ak
) |k = 0, 1, 2, 3} = {1, 1, 1, 1}{
Γ(2)
(
ak
) |k = 0, 1, 2, 3} = {1,−1, 1,−1}{
Γ(3)
(
ak
) |k = 0, 1, 2, 3} = {1, i,−1,−i}{
Γ(4)
(
ak
) |k = 0, 1, 2, 3} = {1,−i,−1, i}
In these diﬀerent representations the elements that correspond to the generator are 1, −1, i and −i. All
of them are 4th order roots of 1. We can construct a 2 × 2 matrix by putting 2 of these 4 numbers on the
diagonal of a matrix. Then take an arbitrary similarity transformation.
Γ (a) = S
( 4√1)1 0
0
(
4
√
1
)
2
S−1
Γ4 (a) = S
( 4√1)1 0
0
(
4
√
1
)
2
S−1S
( 4√1)1 0
0
(
4
√
1
)
2
S−1 · · ·
= S
( 4√1)1 0
0
(
4
√
1
)
2

4
S−1
= SIS−1
= I
Our choice for Γ (a) is
Γ (a) = S
1 0
0 i
S−1
where 1 and i are chosen as 4
√
1. We needed at least one i (or −i) so that we can get a faithful representation
(diﬀerent matrices for diﬀerent group elements). Note
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1 0
0 i
 = |z+〉 〈z+|+ i |z−〉 〈z−|
The similarity transformation we apply is done by
S =
1√
2
1 1
1 −1

which is the transformation from z-basis, {|z+〉 =
1
0
 = |0〉, |z−〉 =
0
1
 = |1〉}, to x-basis.
|x+〉 〈z+|+ |x−〉 〈z−| = 1√
2
1
1
(1 0)+ 1√
2
 1
−1
(0 1)
=
1√
2
1 0
1 0
+ 1√
2
0 1
0 −1

Sz→x =
1√
2
1 1
1 −1

= Sx→z = S−1
According to these choices the Γ (a) we get is
Γ (a) =
1/2 + i/2 1/2− i/2
1/2− i/2 1/2 + i/2

= |x+〉 〈x+|+ i |x−〉 〈x−|
Note that Γ
(
a2
)
= Γ2 (a) =
1 0
0 1
 = σx = T which can be interpreted as the translation operator, for
which T |0〉 = |1〉, T |1〉 = |0〉.
These choices are justiﬁed by getting a Bell violation at the end of the process.
When |ψ0〉= |0〉 is chosen as the initial state and U = Γ (a) is applied on it successively we get the
sequence |ψi〉 = Γ
(
ai
) |ψ0〉 where i = 0, 1, 2, 3
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Γ
(
a0
) |ψ0〉 = I |0〉 = |0〉
Γ
(
a1
) |ψ0〉 = 1√
2
(eipi/4|0〉+ e−ipi/4|1〉) ≡ |v0〉
Γ
(
a2
) |ψ0〉 = T |0〉 = |1〉
Γ
(
a1
) |ψ0〉 = 1√
2
(e−ipi/4|0〉+ eipi/4|1〉) ≡ |v1〉 .
This is a cyclic sequence
|0〉 → |v0〉 → |1〉 → |v1〉 → |0〉 → · · ·
where we generated two orthonormal bases {|0〉 , |1〉}, {|v0〉 , |v1〉} after we classify them by their absolute
inner products |〈ψi | ψk〉|.
|〈ψi | ψk〉| |0〉 |v0〉 |1〉 |v1〉
〈0| 1 1√
2
0 1√
2
〈v0| 1√2 1 1√2 0
〈1| 0 1√
2
1 1√
2
〈v1| 1√2 0 1√2 1
This means that they are mutually unbiased bases (MUB). Two orthonormal bases, B1 and B2, are
mutually unbiased when absolute inner products of vectors, b1,i ∈ B1 and b2,j ∈ B2, is always the same
|〈b1,i | b2,j〉| = c.
Now we deﬁne the group action on C2 ⊗ C2,
α (g, |Ψ〉) : G×H → H, H = C2 ⊗ C2
as
α (g, |Ψ〉) = Γ (g)⊗ Γ (g) |Ψ〉 .
Remember that the subset {α (g, x) |g ∈ G} for a group action α : G ×X → X is called an orbit. And
orbits partition the set X into disjoint subsets. In our case the diﬀerent orbits generated by diﬀerent
∣∣∣ψ(i)0 〉
will partition C2 ⊗ C2.
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We choose
∣∣∣ψ(1)0 〉 = |0〉 |0〉 and ∣∣∣ψ(2)0 〉 = |0〉 |v0〉 and calculate their orbits
{
Γ (g)⊗ Γ (g)
∣∣∣ψ(i)0 〉 |g ∈ Z4, i = 1, 2} .
The orbits are |0〉 |0〉 → |v0〉 |v0〉 → |1〉 |1〉 → |v1〉 |v1〉 and |0〉 |v0〉 → |v0〉 |1〉 → |1〉 |v1〉 → |v1〉 |0〉.
The rest is the same as the previous schemes.
L =
∑
i
∣∣∣ψ(i)0 〉〈ψ(i)0 ∣∣∣
A =
∑
g∈G
(Γ (g)⊗ Γ (g))L (Γ (g)⊗ Γ (g))†
The goal is to calculate largest eigenvalue of A and compare it with the classical bound.
A =
1
2

5 −i i −1
i 3 1 −i
−i 1 3 i
−1 i −i 5

of which eigenvalues are 2 +
√
2, 2−√2, 2 and 2, where amax = 2 +
√
2.
The probabilities from two orbits are p (a0 = 0, b0 = 0), p (a1 = 0, b1 = 0), p (a0 = 1, b0 = 1), p (a1 = 1, b1 = 1)
and p (a0 = 0, b1 = 0), p (a1 = 0, b0 = 1), p (a0 = 1, b1 = 1), p (a1 = 1, b0 = 0). When their sum is expressed
as a convex linear combination of the elements of probability distribution p (a0 = i, a1 = j, b0 = k, b1 = l) ≡
pijkl
β · p =
∑
ijkl
βijklpijkl
with β = (3, 3, 1, 1, 3, 1, 1, 1,3, 3, 3, 3, 3, 1, 1, 1) where the biggest component is 3, which is the classical bound.
2 +
√
2 > 3
q > c
which is a Bell violation.
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3.5.2 Properties of Dihedral Group
In this section we are going to use a simple non-abelian group, Dihedral Group, to generate our orbits.
Remember the dihedral group of degree n is the group of rotational and reﬂectional symmetries of n-sided
regular polygon. The polygon is centered at the coordinate center, and the rotations and reﬂections are
around the coordinate center too.
Symmetric group, Sn, includes all possible permutations of vertices, whereas Dihedral group consists of
transformations that keep the rigid body structure.
It has 2 generators, r, 1/n fraction of full rotation and s, reﬂection. Its presentation is
〈
r, s|rn, s2, (sr)2
〉
.
rn = e means that if we do 1/n fraction of full rotation n times we get a full rotation and return the initial
state. s2 = e means that if we do reﬂection twice we return to the initial state. (sr)2 = e or srs = r−1 means
that a rotation that is applied in between two reﬂections is a rotation in the opposite direction. These three
relations deﬁnes the dihedral group.
Dn has 2n elements.
D1 = {e, r} = Z2
D2 = {e, r, s, sr} = V4
D3 =
{
e, r, r2, s, sr, sr2
}
= S3
D4 =
{
e, r, r2, r3, s, sr, sr2, r3
}
D5 =
{
e, r, r2, r3, r4, s, sr, sr2, r3, sr4
}
etc.
Let us analyze the conjugacy classes of Dn, which will be helpful in calculating the character tables.
For n = odd, There is one conjugacy class for the identity element,
Ce =
{
geg−1|g ∈ Dn
}
= {e} .
For elements in the subgroup 〈r〉,
Crj =
{
grjg−1|g ∈ Dn
}
we can express the elements of Dn in two diﬀerent forms, rk and srk, k = 0..n− 1.
Crj =
{
rkrjr−k|k = 0..n− 1} ∪ {srkrj (srk)−1 |k = 0..n− 1} .
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rkrjr−k = rk+j−k = rj and srkrj
(
srk
)−1
= srkrjr−ks−1 = srjs−1 = r−j = rn−j . Hence
Crj =
{
rj , rn−j
}
.
Therefore, there are (n− 1) /2 distinct conjugacy classes that has two elements, Crj , j = 1..(n− 1)/2.
For the elements that are outside of the subgroup 〈r〉, which are of the form srj
Csrj =
{
rksrjr−k|k = 0..n− 1} ∪ {srksrj (srk)−1 |k = 0..n− 1}
rksrjr−k = ssrksrj−k = sr−krj−k = srj−2k and srksrj
(
srk
)−1
= srksrjr−ks−1 = srksrj−ks−1 = srkrk−j
= sr−j+2k. For odd n, these two cases will cover all elements outside of 〈r〉 independent of j.
Csrj =
{
srj−2k|k = 0..n− 1} ∪ {sr−j+2k|k = 0..n− 1}
=
{
srk|k = 0..n− 1} .
So, the elements outside of 〈r〉 form a single conjugacy class of order n. In brief there are 1 class of order
1, (n− 1) /2 classes of order 2, and 1 class of order 1, in total (n+ 3) /2 conjugacy classes.
If we do a similar analysis for n = even degrees, we'll have Ce = {e}.
Again group elements of the form rj will form classes of order 2 ,
{
rj , r−j = rn−j
}
, except rn/2 because
its inverse is itself. So, we have Crj =
{
rj , rn−j
}
for j = 1.. (n− 2) /2 and Crn/2 =
{
rn/2
}
.
For the elements outside of 〈r〉
Csrj =
{
rksrjr−k|k = 0..n− 1} ∪ {srksrj (srk)−1 |k = 0..n− 1}
=
{
srj−2k|k = 0..n− 1} ∪ {sr−j+2k|k = 0..n− 1}
For even n, there are two distinct Csrj for odd and even j.
Csreven =
{
sr2k|k = 0..n− 1}
C
srodd =
{
sr2k+1|k = 0..n− 1} .
So, we have 2 classes of order n/2.
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In brief, there are 2 classesR of order 1, (n− 2) /2 classes of order 2, and 2 classes of order n/2, in total
(n+ 6) /2 classes.
These information is reﬂected in the group representation characters. The number of conjugacy classes
is equal to number of irreducible representations (irreps).
For example for n = odd there are 2 1-dimensional irreducible representations and (n− 1) /2 2-dimensional
irreducible representations. First 1-dim irrep is the trival irrep
Γ(1) (g) = 1.
Second 1-dim irrep sends elements in 〈r〉 to 1 and the rest to −1.
Γ(2) (g) =

1 g ∈ 〈r〉
−1 g /∈ 〈r〉 .
The two common interpretations for the dihedral representations are rotations on real-plane and rotations
on complex plane.
The νth 2-dim representation of Dn=odd, Γ
(3+ν) (g), can be:
g real orthogonal complex unitary χ (g)
r
cos( 2piνn ) − sin( 2piνn )
sin( 2piνn ) cos(
2piν
n )

exp( 2piνn ) 0
0 exp(− 2piνn )
 2 cos( 2piνn )
rl
cos( 2piνn l) − sin( 2piνn l)
sin( 2piνn l) cos(
2piν
n l)

exp( 2piνn l) 0
0 exp(− 2piνn l)
 2 cos( 2piνn )
s
1 0
0 −1

0 1
1 0
 0
srl
cos( 2piνn l) sin( 2piνn l)
sin( 2piνn l) − cos( 2piνn l)

 0 exp( 2piνn l)
exp(− 2piνn l) 0
 0
Similarly, for n = even there are 4 1-dimensional irreps and (n− 2) /2 2-dimensional irreps.
First two 1-dim representations are the same as the odd case.
Third 1-dim irrep is
Γ(3) (g) =

1 g ∈ 〈r2, s〉
−1 g /∈ 〈r2, s〉 .
153
And fourth one is
Γ(4) (g) =

1 g ∈ 〈r2, s〉
−1 g /∈ 〈r2, sr〉 .
The νth 2-dimensional representation of Dn=even, Γ(5+ν) (g), are the same as the odd case, except
v = 0.. (n− 2) /2 instead of (n− 1) /2.
Using this information it is possible to ﬁll the character tables. Remember that the ﬁrst row is always
1, due to trivial representation. In general, the 1 dimensional representations can be written down directly.
For example for D3
Ce Cr Cs
Γ(1) Tr
(
Γ(1) (e)
)
Tr
(
Γ(1) (r)
)
Tr
(
Γ(1) (s)
)
Γ(2) Tr
(
Γ(2) (e)
)
Tr
(
Γ(2) (r)
)
Tr
(
Γ(2) (s)
)
Γ(3) Tr
(
Γ(3) (e)
)
Tr
(
Γ(3) (r)
)
Tr
(
Γ(3) (s)
)
=
Ce Cr Cs
Γ(1) dimΓ(1) Γ(1) (r) χ(1) (s)
Γ(2) dimΓ(2) Γ(2) (r) χ(2) (s)
Γ(3) dimΓ(3) Γ(3) (r) χ(3) (s)
=
D3 Ce Cr Cs
Γ(1) 1 1 1
Γ(2) 1 1 −1
Γ(3) 2 −1 0
where 2 cos( 2piνn ) = −1 for n = 3, ν = 1.
If we do the same calculation for D6 the character table we get is
D6 Ce Cr Cr2 Cr3 Cs Crs
Γ(1) 1 1 1 1 1 1
Γ(2) 1 1 1 1 −1 −1
Γ(3) 1 −1 1 −1 1 −1
Γ(4) 1 −1 1 −1 −1 1
Γ(5) 2 1 −1 −2 0 0
Γ(6) 2 −1 −1 2 0 0
These tables will be helpful in future calculations of eigenvalues of the A operator etc.
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3.5.3 A Bell Violation Using D3
In our work we are going to use the representation with the interpretation of rotations on the real plane.
The matrices corresponding to the generators are
U = Γ(3) (r) =
cos( 2piνn ) − sin( 2piνn )
sin( 2piνn ) cos(
2piν
n )
 , n = 3, ν = 1
=
−1/2 −√3/2√
3/2 −1/2

and
V = Γ(3) (s) =
1 0
0 −1
 .
The group elements are
{
e, r, r2, s, rs, r2s
}
and the corresponding representation matrices are
{
I, U, U2, V, UV, U2V
}
.
The sequence of quantum states when started from the initial state |x+〉 generates the measurement bases.
{|x+〉 , |u0〉 , |v0〉 , |x−〉 , |u1〉 , |v1〉}. First observable is in x-basis {|x+〉 , |x−〉}, the second one is in u-basis
{|u0〉 , |u1〉}, and the third one is in v-basis {|v0〉 , |v1〉}.
Figure 18 shows the vectors corresponding to the quantum states. Because the components of the states
are all real, these qubit states can be shown on a cartesian plane instead of a Bloch sphere.
In this scheme the application of representing matrix U of ﬁrst generator r changes the measurement
basis while keeping the outcome the same. |x+〉 → |u0〉 → |v0〉 → |x+〉 → · · · and likewise |x−〉 → |u1〉 →
|v1〉 → |x−〉 → · · · .
The representation matrix V of the second generator s changes the measurement outcome while keeping
the basis the same. |x+〉 ↔ |x−〉, |u0〉 ↔ |u1〉 and |v0〉 ↔ |v1〉.
This structure can also be seen in the Cayley graph of D3 in Figure 19. A Cayley graph is a graph where
vertices represent group elements, and edges represent the connection between the elements in terms of the
generators. The generators are chosen as r = (1, 2, 3) and g = (1, 3).
According to this choice, the group elements end their disjoint cycle notation expressions are
e r r2 s rs r2s
() (1, 2, 3) (1, 3, 2) (1, 3) (2, 3) (1, 2)
.
As an example, a directed edge from a to b via g means that g ∗ a = b. For example the red edge
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Figure 18: The quantum states generated by the group action. The bases are indicated with color. x-basis
is red, u-basis is green and v-basis is blue. The group elements give the state is indicated at the tip of the
state vector.
r = (1, 2, 3) from (1, 2) to (1, 3) means that r ∗ r2s = es = s etc.
Now we can generate the joint outcomes. For that, we use a representation from D3 to C2 ⊗ C2 given
by Γ(3) (g)⊗ Γ(3) (g) where Γ(3) (g) is the two dimensional representation that we just constructed. For the
joint events the group action is α (g, |Ψ〉) = Γ(3) (g)⊗Γ(3) (g) |Ψ〉 where |Ψ〉 ∈ C2⊗C2. The orbit, if we start
from |x+〉 |x+〉, is
{|+ x,+x〉, |u0, u0〉, |v0, v0〉, | − x,−x〉, |u1, u1〉, |v1, v1〉},
and another orbit if we start from |x−〉 |v0〉 is
{| − x, v0〉, |u1,+x〉, |v1, u0〉, |+ x, u1〉, |u0, v1〉, |v0,−x〉}.
The joint probabilities of events due to the ﬁrst orbit are
{p(a0 = 0, b0 = 0), p(a1 = 0, b1 = 0),
p(a2 = 0, b2 = 0), p(a0 = 1, b0 = 1),
p(a1 = 1, b1 = 1), p(a2 = 1, b2 = 1)}
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Figure 19: Cayley graph of D3. Circles are group elements. Red edges is for the generator r, and blue edges
are for the generator s.
and due to the second orbit are
{p(a0 = 1, b2 = 0), p(a1 = 1, b0 = 0),
p(a2 = 1, b1 = 0), p(a0 = 0, b1 = 1),
p(a1 = 0, b2 = 1), p(a2 = 0, b0 = 1)}.
The corresponding A operator is
A =
∑
g∈D3
(
Γ(3)(g)⊗ Γ(3)(g)
)
L
(
Γ(3)(g)⊗ Γ(3)(g)
)†
where
L = |x+, x+〉〈x+, x+ |+ |x−, v0〉〈x−, v0|.
To calculate the largest eigenvalue of A, amax, we make use of group representation theory. The repre-
sentation Γ(3) (g) ⊗ Γ(3) (g) is reducible. We ﬁrst split it into a direct sum irreducible components. To do
that we ﬁrst employ orthogonality theorem (See Section 3.2.5) for characters
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np =
1
|G|
∑
g
χ (g)χ(p)∗ (g) ,
which gives the number of times, np, an irreducible representation of a group G, Γ(p) appears in the decom-
position of a representation Γ. |G| is the order (number of elements) of G, χ(g) is the character of Γ(g), and
χ(p)(g) is the character of Γ(p)(g).
χ (g) is the character for Γ(3)(g)⊗Γ(3)(g), and χ(p) is the character of Γ(p) for p = 1, 2, 3, the 3 irreducible
representations of D3 that we calculated.
Because for two matrices E and F , Tr (E ⊗ F ) = Tr (E)Tr (F ),
χ (g) = Tr
(
Γ(3)(g)⊗ Γ(3)(g)
)
= Tr
(
Γ(3)(g)
)
Tr
(
Γ(3)(g)
)
= Tr
(
Γ(3)(g)
)2
= χ(3)
2
which gives
D3 Ce Cr Cs
Γ 4 1 0
n1 =
1
6
(4× 1 + 1× 1 + 1× 1 + 0× 1 + 0× 1 + 0× 1) = 6
6
= 1
n2 =
1
6
(4× 1 + 1× 1 + 1× 1 + 0× (−1) + 0× (−1) + 0× (−1)) = 6
6
= 1
n3 =
1
6
(4× 2 + 1× (−1) + 1× (−1) + 0× 0 + 0× 0 + 0× 0) = 6
6
= 1
This means the decomposition of Γ(3) (g)⊗ Γ(3) (g) includes 1 Γ(1), 1 Γ(2) and 1 Γ(3).
Γ(3) (g)⊗ Γ(3) (g) = Γ(1) ⊕ Γ(2) ⊕ Γ(3).
Γ(3) (g)⊗ Γ(3) (g) =

Γ(1) 0 0
0 Γ(2) 0
0 0 Γ(3)

As we said in Section 3.2.8 each subrepresentation in the decomposition only acts in a subspace and the
decomposition of the bigger representation into irreducible representations also corresponds to the decom-
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position of C2 ⊗ C2 into subspaces
C2 ⊗ C2 = V(1) ⊕ V(2) ⊕ V(3)
where V(p) is the subspace on which Γ(p) acts. These invariant subspaces are basically the eigensubspaces of
the linear operator Γ (g) = Γ(3) (g)⊗ Γ(3) (g). The eigenstates of Γ (g) is the Bell basis, where
∣∣Φ+〉 = (|00〉+ |11〉) /√2∣∣Φ−〉 = (|00〉 − |11〉) /√2∣∣Ψ+〉 = (|01〉+ |10〉) /√2∣∣Ψ−〉 = (|01〉 − |10〉) /√2
When all Γ (g) is applied on these vectors, we might get diﬀerent eigenvalues, or eigenvectors but overall
we observe
Γ (r)
∣∣Φ+〉 = ∣∣Φ+〉 Γ (s) |Φ+〉 = |Φ+〉
Γ (r)
∣∣Ψ−〉 = ∣∣Ψ−〉 Γ (s) |Ψ−〉 = − |Ψ−〉
In other words
Γ (g)
∣∣Φ+〉 ∈ span{∣∣Φ+〉} = V(1)
Γ (g)
∣∣Ψ−〉 ∈ span{∣∣Ψ−〉} = V(2)
Γ (g)
(
α
∣∣Φ−〉+ β ∣∣Ψ+〉) ∈ span{∣∣Φ−〉 , ∣∣Ψ+〉} = V(3).
|Φ+〉 always goes to itself with the eigenvalue 1. Hence it is the invariant subspace of the trivial repre-
sentation, V(1). |Ψ−〉 gets the eigenvalue −1 when g ∈ {s, rs, r2s}. Hence it is the subspace related to the
sign representation, V(2). Γ (g) rotates |Φ−〉 and |Ψ+〉 in the plane they span, V(3).
Now we will use the great orthogonality theorem that was explained in Section 3.2.3
1
|G|
∑
g∈G
Γ(p)(g)∗jkΓ
(q)(g)j′k′ =
1
dp
δpqδjj′δkk′ .
Let {|α(p)j 〉} be an orthonormal basis of a carrier space for the irreducible representation Γ(p), |Xp〉 a
vector in that space, {|β(q)j 〉} an orthonormal basis for a carrier space for the irreducible representation Γ(q),
and |Xq〉 a vector in that space. Start with this expression
159
1
|G|
∑
g∈G
〈α(p)j |Γ(p)(g)|Xp〉〈Xq|Γ(q)†(g)|β(q)j′ 〉
=
1
|G|
∑
g∈G
〈α(p)j |Γ(p)(g)
(∑
k
∣∣∣α(p)k 〉〈α(p)k ∣∣∣
)
|Xp〉
×〈Xq|
(∑
k′
∣∣∣β(q)k′ 〉〈β(q)k′ ∣∣∣
)
Γ(q)†(g)|β(q)j′ 〉
=
1
|G|
∑
g∈G
∑
k,k′
〈α(p)j |Γ(p)(g)|α(p)k 〉〈β(q)j′ |Γ(q)(g)|β(q)k′ 〉∗
×〈α(p)k |Xp〉〈Xq|β(q)k′ 〉
=
1
|G|
∑
g∈G
∑
k,k′
Γ(p)(g)jkΓ
(q)(g)j′k′〈α(p)k |Xp〉〈Xq|β(q)k′ 〉
Thanks to the orthogonality theorem this expression is equal to
∑
k,k′
1
dp
δpqδjj′δkk′〈α(p)k |Xp〉〈Xq|β(q)k′ 〉 =
∑
k
1
dp
δpqδjj′〈α(p)k |Xp〉〈Xq|β(q)k 〉.
Note that the irreducible representations of the direct sum decomposition only appeared twice Γ(3) (g)⊗
Γ(3) (g) = Γ(1) ⊕ Γ(2) ⊕ Γ(3). There is only 1 Γ(p) for every p, in other words np = 1 ∀p. This does not have
to be the case.
The general case is
V = V(1) ⊕ V(1) ⊕ · · · ⊕ V(1)︸ ︷︷ ︸
n1-times
⊕V(2) ⊕ V(2) ⊕ · · · ⊕ V(2)︸ ︷︷ ︸
n2-times
⊕ · · ·
=
⊕
p
np⊕
j=1
V(p)j
where we denoted V(p)j as the carrier space of Γ(p)j which is the j-th appearance of the irreducible repre-
sentation Γ(p) in the decomposition. Therefore we have two cases for p = q. One in which the carrier
spaces are the same span
{∣∣∣α(p)j 〉} = span{∣∣∣β(p)j 〉}, and other one in which the carrier spaces are diﬀerent
span
{∣∣∣α(p)j 〉} 6= span{∣∣∣β(p)j 〉}.
In our case Γ (g) is a representation which is the direct sum of irreducible representations each of which
only appears once. For p = q the carrier spaces are the same, namely |α(p)j 〉 = |β(q)j 〉 when we have p = q. In
this case the expression reduces to
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1
dp
δpqδjj′‖Xp‖2.
Then any vector |ψ〉 can be expressed as a linear combination of vectors in invariant subspaces
|ψ〉 =
∑
q
c′q |ψq〉
where |ψq〉 ∈ V(q), if expressed in terms of |α(q)j 〉
|ψq〉 =
∑
q
∑
j
cq,j |α(q)j 〉.
Then
1
|G|
∑
g∈G
Γ(g)|X〉〈X|Γ†(g)|ψ〉 = 1|G|A |ψ〉
=
∑
p
1
dp
‖Xp‖2|ψp〉
where |Xp〉 ∈ V(p) is the projection of |X〉 on V(p).
Which tells us the result of application of A on any vector |ψ〉 in terms of |ψ〉's projections on carrier
spaces, given L = |X〉 〈X|.
A |ψ〉 = |G|
∑
p
1
dp
‖Xp‖2|ψp〉.
Let us apply this to ﬁnd the eigenstates of A. Set |X(1)〉 = |x+, x+〉 and |X(2)〉 = |x−, v0〉, the ﬁrst
states in the orbit. Hence L =
∣∣X(1)〉 〈X(1)∣∣+ ∣∣X(2)〉 〈X(2)∣∣ we have that
A |ψ〉 = +6(‖X(1)1 ‖2 + ‖X(2)1 ‖2)|ψ1〉
+6(‖X(1)2 ‖2 + ‖X(2)2 ‖2)|ψ2〉
+3(‖X(1)3 ‖2 + ‖X(2)3 ‖2)|ψ3〉
Because 〈ψi | ψj〉 = 0, from this expression we see that eigenvectors of A are just vectors lying in the
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invariant subspaces, and the eigenvalues are
6(‖X(1)1 ‖2 + ‖X(2)1 ‖2) =
21
4
6(‖X(1)2 ‖2 + ‖X(2)2 ‖2) =
3
4
3(‖X(1)3 ‖2 + ‖X(2)3 ‖2) = 3.
Therefore, the largest eigenvalue is 21/4 and the corresponding eigenvector is |Φ+〉 = (|00〉+ |11〉)/√2.
The classical bound on the sum of the 12 probabilities is found as before. We assume that the probabilities
can be derived from a joint distribution, P (a0, b0; a1, b1; a2, b2) and calculate their sum in terms of the joint
distribution. The largest coeﬃcient multiplying a probability from the joint distribution gives the upper
bound to the sum, and in this case it is 5.
21
4
> 5
q > c
The quantum result violates the classical inequality.
3.5.4 Nonlocal Game Properties of a Z6 System
In this section we invent a nonlocal game using the D3 system and compare it to another nonlocal game
invented using the cyclic group Z6.
First, the Z6-game. Z6 has a single generator, a6 = e.
The translation operator is T |z±〉 = |z∓〉 = σx. U3 = T where
U = |x+〉 〈x+|+ eipi/3 |x−〉 〈x−| .
U deﬁnes two bases other than the computational basis {|0〉 , |1〉}. {|uj〉 = U |j〉 |j = 0, 1} and
{|vj〉 = U2 |j〉 |j = 0, 1}.
These three bases are eigenstates of three observables a0, a1 and a2.
To investigate joint events we use the U ⊗ U representation of Z6 that acts on C2 ⊗ C2. We choose two
orbits, one that starts with |0, 0〉
{|0, 0〉, |u0, u0〉, |v0, v0〉, |1, 1〉, |u1, u1〉, |v1, v1〉},
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and other one starts with |0, u0〉
{|0, u0〉, |u0, v0〉, |v0, 1〉, |1, u1〉, |u1, v1〉, |v1, 0〉}.
The set of probabilities due to the ﬁrst orbit are
{p(a0 = 0, b0 = 0), p(a1 = 0, b1 = 0),
p(a2 = 0, b2 = 0), p(a0 = 1, b0 = 1),
p(a1 = 1, b1 = 1), p(a2 = 1, b2 = 1)}
and due to the second one are
{p(a0 = 0, b1 = 0), p(a1 = 0, b2 = 0),
p(a2 = 0, b0 = 1), p(a0 = 1, b1 = 1),
p(a1 = 1, b2 = 1), p(a2 = 1, b0 = 0)}.
Construct the A operator
L = |0, 0〉 〈0, 0|+ |0, u0〉 〈0, u0|
A =
5∑
j=0
(U ⊗ U)j L (U† ⊗ U†)j .
We ﬁnd that the eigenstate of A with the largest eigenvalue lies in the space corresponding to the eipi/3
eigenvalue of U ⊗ U which is two dimensional and spanned by |x+〉 |x−〉 and |x−〉 |x+〉. In this subspace A
reduces to a 2× 2 matrix
1
4
 1 1 + eipi/3
1 + e−ipi/3 2
 .
Hence the largest eigenvalue is 3 + (3/2)
√
3 with the corresponding eigenvector
|φ〉 = 1√
6
[(1 + eipi/3)|+ x,−x〉+
√
3| − x,+x〉].
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The classical bound for the sum of the joint probabilities is 5.
3 + (3/2)
√
3 > 5
q > c
hence the quantum probabilities violate the classical bound.
If we express this Z6 system as a nonlocal game, where each player is asked a 3-bit question (s, t) ∈
{0, 1, 2} × {0, 1, 2}. But in this scheme not all pairs of (s, t) can be asked. Either s = t or (s, t) must be
(0, 1), (1, 2), or (2, 0), so that six out of the nine possibilities are allowed, and they will be assumed to be
equally probable.
For the case (s, t) = (2, 0) they win if their bit values diﬀer, and for the other any of the other allowed
values of (s, t) they win if their bit values are the same. Note that for each allowed value of (s, t) there are
two winning possibilities.
Classically their winning probability is 5/6, and it can be achieved if Alice and Bob each always send the
bit value 0.
In the quantum case, each probability has the same value
(
2 +
√
3
)
/8 and there are two correct answers
per question hence the winning probability is
(
2 +
√
3
)
/4.
(
2 +
√
3
)
/4 ≈ 0.93 > 5/6 ≈ 0.83
wq > wc
so there is a quantum advantage.
3.5.5 Nonlocal Game Properties of the D3 System
The structure of D3 nonlocal game is diﬀerent than the structure of Z3 one. Again the 3-bit questions are
(s, t) ∈ {0, 1, 2} × {0, 1, 2}, but in this case all 9 questions are possible. Alice and Bob win if s = t and they
return the same bit value or if s 6= t they return the bit values (a, b) that are shown in the Table 7.
Note that in this case when s = t there are two winning possibilities for (a, b), but for s 6= t there is only
one. This is diﬀerent from the previous game where for each allowed value of (s, t) there were two winning
possibilities.
The highest classical winning probability wc = 5/9 can be achieved with the following strategy. If
their deterministic responses are a (s) for Alice and b (t) for Bob, a(0) = b(0) = 1, a(1) = b(1) = 0, and
a(2) = b(2) = 0.
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(s,t) (a,b)
(0,1) (0,1)
(1,0) (1,0)
(0,2) (1,0)
(2,0) (0,1)
(1,2) (0,1)
(2,1) (1,0)
Table 7: Winning conditions for the D3 non-local game. Questions on the left column and correct answers
are on the right column.
In the quantum case, when Alice and Bob share |Φ+〉 = (|00〉 + |11〉)/√2 the probabilities of diﬀerent
orbits have diﬀerent values. The probabilities of the ﬁrst orbit, which correspond to the case s = t, are
1/2, which implies they always give to correct answer. Whereas the probabilities of the second orbit, which
correspond to the case s 6= t, the probabilities are all equal to 3/8. wq is 1/9 times the sum of all probabilities
which is 7/12.
7/12 ≈ 0.583 > 5/9 ≈ 0.556
wq > wc
which is a Bell violation.
3.5.6 A Bell Violation using D6
As an example of a larger non-abelian group we chose D6. It has the same generators, but the presentation
is diﬀerent. D6 =
{
r, s|r6, s2, (rs)2
}
.
As a Dihedral group of even degree, n = 6, the group has six conjugacy classes as explained in Section
3.5.2. They are Ce = {e}, Cr = {r, r5}, Cr2 = {r2, r4}, Cr3 = {r3},Cs = {s, r2s, r4s}, and Crs =
{rs, r3s, r5s}. From which we can deduce that it has 6 irreducible representations 4 of which Γ(j) j = 1, 2, 3, 4
are 1-dimensional and 2 of which Γ(j) j = 5, 6 are 2-dimensional.
We will make use of the following representation of D6 on C3. The computational basis is {|j〉|j = 0, 1, 2},
and let us deﬁne another basis
|uj〉 = 1√
3
2∑
k=0
e2piijk/3|k〉.
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Corresponding to the group element r, we choose
Γ (r) = U
= |u0〉〈u0|+ e−ipi/3|u1〉〈u1|+ eipi/3|u2〉〈u2|
=
1
3

1− i√3 1 1 + i√3
1 + i
√
3 1− i√3 1
1 1 + i
√
3 1− i√3

and corresponding to s we choose
Γ (s) = V
= |u0〉〈u0|+ i(|u1〉〈u2| − |u2〉〈u1|)
=

1 0 0
0 0 1
0 1 0

which is the same U that was used in Section 3.3.5. Note that it has the property T = U2, T |j〉 = |j + 1〉,
where the addition is in modulo 3. If we denote the representation generated by U and V by Γ then
orthogonality for characters theorem gives the decomposition
Γ = Γ(1) ⊕ Γ(5).
Application of powers and products of the operators U and V to the computational basis yield three
additional bases, {|vj〉 = U |j〉|j = 0, 1, 2}, {|wj〉 = V |j〉|j = 0, 1, 2}, and {|xj〉 = UV |j〉|j = 0, 1, 2}.
We can now deﬁne four observables that take values in the set {0, 1, 2}
a0 =
2∑
j=1
j|j〉〈j|
a1 =
2∑
j=1
j|vj〉〈vj |
a2 =
2∑
j=1
j|wj〉〈wj |
a3 =
2∑
j=1
j|xj〉〈xj |.
166
Figure 20: The quantum states generated by the group action. The bases are indicated with color. Com-
putational basis is black (which also indicates the axes), v-basis is red and w-basis is green and x-basis is
blue. (Note that this is not the Bloch sphere. The states are qutrits. But the components of state vectors
are only real numbers.)
To generate joint events we use Γ (g)⊗ Γ (g) representation where
Γ⊗ Γ = Γ(1) (g)⊕ Γ(1) (g)⊕ Γ(2) (g)⊕ Γ(5) (g)⊕ Γ(5) (g)⊕ Γ(6) (g) .
The invariant subspaces we found for this decompositions are
• span {|u0, u0〉} = V(1)1 for the ﬁrst Γ(1)
• span{(|u1, u2〉+ |u2, u1〉) /√2} = V(1)2 for the second Γ(1)
• span{(|u1, u2〉 − |u2, u1〉) /√2} = V(2) for Γ(2)
• span {|u0, u1〉 , |u0, u2〉} = V(5)1 for the ﬁrst Γ(5)
• span {|u1, u0〉 , |u2, u0〉} = V(5)2 for the second Γ(5)
• span {|u1, u1〉 , |u2, u2〉} = V(6) for the Γ(6).
The two orbits we choose start with the states (U4 ⊗ U2V |0, 0〉 = |2, w2〉 and (I ⊗ U5V )|0, 0〉 = |0, x1〉.
Because |D6| = 12 each orbit contains 12 states that give rise to 12 joint measurement probabilities. Those
probabilities are given in Table 8.
L = |2, w2〉 〈2, w2|+ |0, x1〉 〈0, x1|
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|2, w2〉 |0, x1〉
I p(a0 = 2, b2 = 2) p(a0 = 0, b3 = 1)
U p(a1 = 2, b3 = 2) p(a1 = 0, b2 = 0)
U2 p(a0 = 0, b2 = 1) p(a0 = 1, b3 = 0)
U3 p(a1 = 0, b3 = 1) p(a1 = 1, b2 = 2)
U4 p(a0 = 1, b2 = 0) p(a0 = 2, b3 = 2)
U5 p(a1 = 1, b3 = 0) p(a1 = 2, b2 = 1)
V p(a2 = 2, b0 = 2) p(a2 = 0, b1 = 0)
UV p(a3 = 2, b1 = 2) p(a3 = 0, b0 = 1)
U2V p(a2 = 1, b0 = 0) p(a2 = 2, b1 = 1)
U3V p(a3 = 1, b1 = 0) p(a3 = 2, b0 = 2)
U4V p(a2 = 0, b0 = 1) p(a2 = 1, b1 = 2)
U5V p(a3 = 0, b1 = 0) p(a3 = 1, b0 = 0)
Table 8: Probabilities generated by orbits for D6. Starting states of the orbits are at the header row.
and
A =
∑
g∈D6
(Γ (g)⊗ Γ (g))L (Γ† (g)⊗ Γ† (g)) .
We found that the largest eigenvalue of A corresponds to an eigenvector that lies in the subspace spanned
by the two vectors in V(1) = V(1)1 ∪ V(1)2 . We say the eigenvector transforms as Γ(1).
The rest of the eigenvalues are as follows. For Γ(2), we ﬁnd that the component of |2, w2〉 in this subspace
is
|X(1)2 〉 =
−i
6
(|u1, u2〉 − |u2, u1〉)
while the component of |0, x1〉 is just
|X(2)2 〉 = −|X(1)2 〉.
The eigenvalue corresponding to the Γ(2) space V(2) is, then, 4/3.
The components of |2, w2〉 and |0, x1〉 in the Γ(6) subspace are
|X(1)6 〉 =
i
3
(−|u1, u1〉+ |u2, u2〉)|
|X(2)6 〉 = −
1
3
√
3
[(1− e−2pii/3)|u1, u1〉+ (1− e2pii/3)|u2, u2〉]
respectively. This gives 8/3 as the eigenvalue corresponding to Γ(6), and this eigenvalue is two-fold degenerate.
The Γ(5) subspace V(5) = V(5)1 ∪ V(5)2 is more complicated. It is four dimensional and consists of two
copies of the Γ(5) irreducible representation. We ﬁrst note that because |u0〉 is invariant under the actions
of U and V , the states |u0, u1〉 and |u1, u0〉 transform in the same way, and the states |u0, u2〉 and |u2, u0〉
transform in the same way.
Now suppose that |X5〉 is a vector in V(5). Setting |αj〉 = |u0, uj〉 and |βj〉 = |uj , u0〉, for j = 1, 2, we
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ﬁnd from orthogonality relation, that
∑
g∈D6
Γ(g)|X5〉〈X5|Γ†(g)
= 6

‖X5α‖2 0 z 0
0 ‖X5α‖2 0 z
z∗ 0 ‖X5β‖2 0
0 z∗ 0 ‖X5β‖2

where the matrix is in the {α1, α2, β1, β2} basis, and ‖X5α‖2 =
∑2
j=1 |〈X5|αj〉|2 ‖X5β‖2 =
∑2
j=1 |〈X5|βj〉|2
and z =
∑2
j=1〈X5|βj〉〈αj |X5〉.
The component of |2, w2〉 transforming as Γ(5) is
|X(1)5 〉 = +
1
3
√
3
[(1− e−2pii/3)|u0, u1〉
+(1− e2pii/3)|u0, u2〉
+
1
3
(e−2pii/3|u1, u0〉+ e2pii/3|u2, u0〉)
and the component of |0, x1〉 transforming as Γ(5) is
|X(2)5 〉 = −
1
3
√
3
[(1− e−2pii/3)|u0, u1〉
+(1− e2pii/3)|u0, u2〉
+
1
3
(|u1, u0〉+ |u2, u0〉).
For both |X(1)5 〉 and |X(2)5 〉 we ﬁnd ‖X5α‖2 = ‖X5β‖2 = 2/9 and z = −1/(3
√
3). Putting these together,
we ﬁnd the that eigenvalues of A in the Γ(5) subspace are (4/3)(2±√3) each of which is two-fold degenerate.
If we go back to the invariant subspace of Γ(1), which corresponds to the largest eigenvalue of A, the
components of both |2, w2〉 and |0, x1〉 that lie in V(1) are the same and are given by
|X1〉 = 1
3
|u0, u0〉 − 1
2
√
3
(|u1, u2〉+ |u2, u1〉).
Because it transforms as Γ(1), the trivial representation that sends all group elements to 1, this vector is
invariant under the actions of U and V , and this implies that in the Γ(1) space, A is just 2(12)|X1〉〈X1|. There-
fore, the two eigenvectors of A in this subspace are the vector orthogonal to |X1〉, which has an eigenvalue
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of 0, and a normalized version of |X1〉, which is |φ〉 = 3(
√
2/5)|X1〉, whose eigenvalue is 2(12)‖X1‖2 = 20/3.
20
3
≈ 6.67 > 6
q > c
So, when Alice an Bob share the state |φ〉 the sum of probabilities violates the classical bound, hence the
sum of 24 probabilities gives us a Bell inequality.
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4 Conclusion
We have shown how the technique of Jordan bases for two subspaces can be used to ﬁnd maximum quantum
violations of a class of Bell inequalities. We do not need to make any assumptions on the dimensionality
of the Hilbert space, and the technique gives us the observables and the states that produce the maximum
violations.
We also have shown how certain group actions can be used to generate Bell inequalities. In particular, we
provided an example of a three-party Bell inequality using an Abelian group, and two examples of two-party
inequalities via non-Abelian groups.
The orbits of the group action are used to generate events, the sum of their probabilities is the Bell
expression appearing in the Bell inequality.
There are a number of areas in which the research presented here could be extended. The choice of the
orbits that led to the Bell inequalities was done by using a random search. It would be useful to have a
criterion for choosing them. This would also allow us to gain a better understanding of how the structures
of Bell inequalities are related to the underlying groups.
The Bell inequalities depend on both the group and the choice of orbits, and at the moment we do not
have a good way of disentangling these two eﬀects. A better understanding of how to choose the orbits
would, we hope, lead to a better idea of the relation between group theory and Bell's theorem .
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5 Appendix
5.1 Computer Calculations
For group theoretical and abstract linear algebraic calculations that are hard to do by hand we used the
Python programming language with its libraries Numpy, Sympy and the SAGE computer algebra and sym-
bolic manipulation system based on Python http://www.sagemath.org/.
Usually, we invented a scheme for small parameters (small numbers in Bell scenarios or small groups) by
hand and then implemented the scheme in the computer and do searches with bigger parameters that give
Bell violations.
5.1.1 Calculations for the Jordan Angle Method with N parties
We used the quantum module of sympy library in the SAGE environment. sympy is a symbolic ma-
nipulation and calculation module extension for Python programming language. Quantum module has
programming objects for generic kets. It can work on abstract kets and operators without deﬁning their
dimensionality or assigning numbers to its components and entries.
(2, 2, 2) Case Demonstration of the idea with the simplest case of (2, 2, 2). We have 2 parties a and b.
There are two observables that we measure on each party: a1, a2 and b1, b2. They have two outcomes of
which values are not important and that we will label as + and −. The corresponding eigenvectors belonging
their individual Hilbert spaces are {|a1±〉 , |a2±〉} ∈ HA, {|b1±〉 , |b2±〉} ∈ HB . The eigenvectors have these
relations between them
〈am± | bn±〉 = 0
〈am = j | am = k〉 =

1 j = k
0 j 6= k
〈a1+ | a2+〉 = cos θa ≡ ca
〈b1+ | b2+〉 = cos θb ≡ cb
where θa and θb are the Jordan Principle Angles between the subspaces deﬁned by the positive eigenvector
of the observables on two parties. These numbers uniquely deﬁne the relation between subspaces (up to an
isometry).
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We will choose a non-orthogonal basis inH = HA⊗HB , {|a1 + b1+〉 , |a1 + b2+〉 , |a2 + b1+〉 , |a2 + b2+〉} =
{|0〉 , |1〉 , |2〉 , |3〉}. We want to express the Bell operator, B, in this basis. Because of the non-orthogonality
Bij 6= 〈i |B| j〉. Bij is found by applying B on |j〉 and then picking the coeﬃcient of the term |i〉. Such as
B |j〉 = B0j |0〉+B1j |1〉+B2j |2〉+B2j |3〉
Sympy/SAGE code
Import these programming libraries to include the ability of manipulation of abstract kets and operators:
1 from sympy import ∗
2 from sympy . phys i c s . quantum import ∗
Create the abstract kets. (u1 = |a1+〉, v2 = |b2+〉 etc.)
1 u1=Ket ( ' u1 ' )
2 u2=Ket ( ' u2 ' )
3 v1=Ket ( ' v1 ' )
4 v2=Ket ( ' v2 ' )
Deﬁne the non-orthogonal basis e = {|a1 + b1+〉 , |a1 + b2+〉 , |a2 + b1+〉 , |a2 + b2+〉} = {|0〉 , |1〉 , |2〉 , |3〉}
and ed = 〈e|. TensorProduct(u1,v1) = |u1〉 ⊗ |v1〉 = |a1 + b1+〉 etc.
1 e = [ TensorProduct (u1 , v1 ) , TensorProduct (u1 , v2 ) ,
2 TensorProduct (u2 , v1 ) , TensorProduct (u2 , v2 ) ]
3 ed = [ TensorProduct ( u1 . dual , v1 . dual ) , TensorProduct ( u1 . dual , v2 . dual ) ,
4 TensorProduct ( u2 . dual , v1 . dual ) , TensorProduct ( u2 . dual , v2 . dual ) ]
Create projection operators onto eigensubspaces. qa1 = Q (a1+) = |a1+〉 〈a1+| etc. acting on HA
1 qa1 = u1∗u1 . dual
2 qa2 = u2∗u2 . dual
3 qb1 = v1∗v1 . dual
4 qb2 = v2∗v2 . dual
Express the Bell operator B acting on H, only using these operators (and identity).
LHS = Q (a1 + b1+)−Q (a2 + b2+)
RHS = Q (a2 − b1+) +Q (a1 + b2−)
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Q (a1 + b1+) = Q (a1+)⊗Q (b1+)
Q (a2 − b1+) = Q (a2−)⊗Q (b1+)
= [I −Q (a2+)]⊗Q (b1+)
= I ⊗Q (b1+)−Q (a2+)⊗Q (b1+)
Similarly
Q (a1 + b2−) = Q (a1+)⊗ I −Q (a1+)⊗Q (b2+)
Therefore
B = LHS− RHS
= Q (a1 + b1+)−Q (a2 + b2+)−Q (a2 − b1+)−Q (a1 + b2−)
=
+Q (a1+)⊗Q (b1+)−Q (a2+)⊗Q (b2+)− I ⊗Q (b1+)
+Q (a2+)⊗Q (b1+)−Q (a1+)⊗ I +Q (a1+)⊗Q (b2+)
〈B〉 = p (a1, b1) + p (a1, b2) + p (a2, b1)− p (a2, b2)− p (a1)− p (b1)
which is classically always greater than zero.
bopterms includes all terms of the B and boptermssigns includes their signs.
1 bopterms = [ TensorProduct ( qa1 , qb1 ) , TensorProduct ( qa1 , qb2 ) ,
2 TensorProduct ( qa2 , qb1 ) , TensorProduct ( qa2 , qb2 ) ,
3 TensorProduct ( qa2 , 1 ) , TensorProduct (1 , qb1 ) ]
4 boptermss igns = [1 ,−1 ,1 ,1 ,−1 ,−1]
Deﬁne the principle angles between the subspaces belonging to the same party. a = ca, b = cb. As-
sign cosines of angles to brakets. u1.dual*u1: 1 means 〈a1+ | a1+〉 = 1 and u1.dual*u2: a means
〈a2+ | a1+〉 = ca = cos θa.
1 [ a , b ] = var ( ' a b ' )
2 r u l e s = {u1 . dual ∗u1 : 1 , u1 . dual ∗u2 : a , u2 . dual ∗u1 : a ,
3 u2 . dual ∗u2 : 1 , v1 . dual ∗v1 : 1 , v1 . dual ∗v2 : b ,
4 v2 . dual ∗v1 : b , v2 . dual ∗v2 : 1}
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The function that applies B on any vector. Apply each term on the vector, then multiply with the sign
and add up all results.
1 def applyB ( vec ) :
2 sum = 0
3 for i in range ( l en ( bopterms ) ) :
4 sum = sum +
5 boptermss igns [ i ]∗ qapply ( tensor_product_simp ( bopterms [ i ]∗ vec ) ) . subs ( r u l e s )
6 return sum
Print the results of B |i〉 for i = 0, 1, 2, 3
1 print applyB ( e [ 0 ] )
2 print applyB ( e [ 1 ] )
3 print applyB ( e [ 2 ] )
4 print applyB ( e [ 3 ] )
which gives
1 a∗b ∗ | u2>x | v2> − b ∗ | u1>x | v2>
2 a∗b ∗ | u2>x | v1> − | u1>x | v2>
3 −a∗b ∗ | u1>x | v2> + a ∗ | u1>x | v1> + b ∗ | u2>x | v2> − | u2>x | v1>
4 a∗b ∗ | u1>x | v1> − a ∗ | u1>x | v2>
which means
B |0〉 = −b |1〉+ ab |3〉
B |1〉 = − |1〉+ ab |2〉
B |2〉 = a |0〉 − ab |1〉 − |2〉+ b |3〉
B |3〉 = ab |0〉 − a |1〉
code that gets the matrix elements of B. where expr.coeﬀ(el) gives the coeﬃcient of the element el in
expression expr.
1 mat = Matrix (4 , 4 , lambda i , j : 0)
2 for i in range ( 4 ) :
3 for j in range ( 4 ) :
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4 va l = applyB ( e [ j ] ) . c o e f f ( e [ i ] )
5 i f va l == None :
6 mat [ i , j ] = 0
7 else :
8 mat [ i , j ] = va l
9 mat
which gives the matrix
1 [ 0 , 0 , a , a∗b ]
2 [ −b , −1, −a∗b , −a ]
3 [ 0 , a∗b , −1, 0 ]
4 [ a∗b , 0 , b , 0 ]
(3, 2, 2) Case In order to add the third party manually two new eigenvectors are deﬁned {|c1+〉 , |c2+〉}.
The non-orthogonal basis on which we represent the bell operator is made of tensor products of three
eigenvectors. |am+〉 ⊗ |bn+〉 ⊗ |cl+〉 = |am + bn + cl+〉 ≡ |mnl〉
B is determined by the N = 3 inequality.
LHS = Q (a1 + b1 + c1+)−Q (a2 + b2 + c2+)
RHS = Q (a2 − b1 + c1+) +Q (a1 + b2 − c1+) +Q (a1 + b1 + c2−)
After everything is expressed using Q(am+),Q (bn+), Q (cl+) we have B in the intended form.
B = Q (a1)⊗Q (b1)⊗Q (c1)−Q (a2)⊗Q (b2)⊗Q (c2)
−I ⊗Q (b1)⊗Q (c1) +Q (a2)⊗Q (b1)⊗Q (c1)
−Q (a1)⊗ I ⊗Q (c1) +Q (a1)⊗Q (b2)⊗Q (c1)
−Q (a1)⊗Q (b1)⊗ I +Q (a1)⊗Q (b1)⊗Q (c2)
and its representation in ... basis is
1 [ −2, −c , −b , 0 , −a , 0 , 0 , a∗b∗c ]
2 [ c , 0 , b∗c , 0 , a∗c , 0 , a∗b∗c , 0 ]
3 [ b , b∗c , 0 , 0 , a∗b , a∗b∗c , 0 , 0 ]
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4 [ 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ]
5 [ a , a∗c , a∗b , a∗b∗c , 0 , 0 , 0 , 0 ]
6 [ 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ]
7 [ 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ]
8 [−a∗b∗c , −a∗b , −a∗c , −a , −b∗c , −b , −c , −1]
(N, 2, 2) General Case Then we have a code for the general case. First set the number of parties and
number of outcomes np= N , no= K. (number of observables per party is still ﬁxed to the value 2.)
1 np = 3
2 no = 2
Create the eigenvectors using the labels |ui,j〉 where i indicates the index of the party, and j the index
of the outcome. They all correspond to only one of the outcomes, say +.
1 u = [ [ Ket ( "u"+s t r ( i )+" , "+s t r ( j ) ) for j in range ( no ) ] for i in range (np ) ]
These are the vectors for N = 3.
1 [ [ | u0 ,0> , | u0 ,1 >] , [ | u1 ,0> , | u1 ,1 >] , [ | u2 ,0> , | u2 ,1 >] ]
Now it is time to create the non-orthogonal basis in which we will representB. Basically we need all combi-
nations with a tensor product of three eigenvectors, one from each party. {|u0,0u1,0u2,0〉 , |u0,0u1,0u2,1〉 , |u0,0u1,1u2,0〉 , . . . , |u0,1u1,1u2,1〉}.
The order of the ﬁrst indices is always the same 0, 1, 2 indicating the parties. The second indices go from
0, 0, 0 to 1, 1, 1.
bin(i) gives the binary representation of the integer i. bin(2) is 0b10. To get rid oﬀ the ﬁrst two
characters use bin(i)[2::]. Then the left side must be padded with zeros until the number of digits is equal
to N . The number of zeros needed is N minus the number of digits of the binary representation. len(x)
gives the number of characters in x. len(bin(i)[2::]) gives the number of digits of the binary representation.
np-len(bin(i)[2::]) is the number of zeros to be padded. '0'*n creates n zeros. x+y concatenate two
strings.
1 b i n a r i e s = [ ' 0 ' ∗(np−l en ( bin ( i ) [ 2 : : ] ) ) + bin ( i ) [ 2 : : ] for i in range (2∗∗np ) ]
The result for N = 3
1 [ ' 000 ' , ' 001 ' , ' 010 ' , ' 011 ' , ' 100 ' , ' 101 ' , ' 110 ' , ' 111 ' ]
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Use this array of all combinations of 3 binary digits in creating the non-orthogonal basis. Use each item
as the second indices.
1 b ina r i e s_ in t = [ [ i n t ( c ) for c in b i n a r i e s [ i ] ] for i in range (2∗∗np ) ]
2 e = [ TensorProduct ( ∗ [ u [ i ] [ v [ i ] ] for i in range (np ) ] ) for v in b ina r i e s_ in t ]
The result is
1 [ | u0 ,0>x | u1 ,0>x | u2 ,0> , | u0 ,0>x | u1 ,0>x | u2 ,1> ,
2 | u0 ,0>x | u1 ,1>x | u2 ,0> , | u0 ,0>x | u1 ,1>x | u2 ,1> ,
3 | u0 ,1>x | u1 ,0>x | u2 ,0> , | u0 ,1>x | u1 ,0>x | u2 ,1> ,
4 | u0 ,1>x | u1 ,1>x | u2 ,0> , | u0 ,1>x | u1 ,1>x | u2 ,1 >]
Create the projection operators projecting onto the space spanned by each positive eigenvector of ob-
servables.
{{|u0,0〉 〈u0,0| , |u0,1〉 〈u0,1|} , {|u1,0〉 〈u1,0| , |u1,1〉 〈u1,1|} , {|u2,0〉 〈u2,0| , |u2,1〉 〈u2,1|}}
1 o = [ [ u [ i ] [ j ]∗u [ i ] [ j ] . dual for j in range ( no ) ] for i in range (np ) ]
Create the LHS:
|u0,0〉 〈u0,0| ⊗ |u1,0〉 〈u1,0| ⊗ |u2,0〉 〈u2,0| − |u0,1〉 〈u0,1| ⊗ |u1,1〉 〈u1,1| ⊗ |u2,1〉 〈u2,1|
[o[i][0] for i in range(np)] is an array of projection operators onto the ﬁrst observable('s positive
eigenspace) of each party.
function(*array) gives an array as arguments of a function. TensorProduct(*[o[i][0] for i in range(np)])
gives the tensor product of the projection operators in the array.
1 [ TensorProduct ( ∗ [ o [ i ] [ 0 ] for i in range (np ) ] ) ,
2 TensorProduct ( ∗ [ o [ i ] [ 1 ] for i in range (np ) ] ) ]
and their signs are {+,−}.
Create RHS: RHS is made of N terms. All of the arguments of each term include projection onto positive
value of the ﬁrst observable, except one of them is onto negative (actually non-positive) value of the second
observable.
Q (a1+)⊗Q (b1+)⊗ · · · ⊗Q (n2−)⊗ · · · ⊗Q (z1+)
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Instead of Q (n2−) we want to use I −Q (n2+). Hence our term becomes
Q (a1+)⊗Q (b1+)⊗ · · · ⊗ I ⊗ · · · ⊗Q (z1+)−Q (a1+)⊗Q (b1+)⊗ · · · ⊗Q (n2+)⊗ · · · ⊗Q (z1+)
We need to prepare 2N terms in pairs. Positive term has identity instead of a measurement on the nth
party and a negative term where second measurement is done on the nth party.
Following code prepares the terms with second measurements. It prepares N terms, where at ith term
the ith multiplicand of the tensor product is Q (i2+)=o[j][1] and the rest is Q (j1+)=o[j][0].
1 for i in range (np ) :
2 l s t = [ ]
3 for j in range (np ) :
4 i f i==j :
5 l s t . append ( o [ j ] [ 1 ] )
6 else :
7 l s t . append ( o [ j ] [ 0 ] )
8 bopterms . append ( TensorProduct (∗ l s t ) )
9 boptermss igns . append (1 )
And following code prepares terms with identity in it. It prepares N terms, where at ith term the ith
multiplicand of the tensor product is I=1 and the rest is Q (j1+)=o[j][0].
1 for i in range (np ) :
2 l s t = [ ]
3 for j in range (np ) :
4 i f i==j :
5 l s t . append (1 )
6 else :
7 l s t . append ( o [ j ] [ 0 ] )
8 bopterms . append ( TensorProduct (∗ l s t ) )
9 boptermss igns . append(−1)
We need N jordan angles
1 c = [ var ( ' c '+s t r ( i ) ) for i in range (np ) ]
which gives:
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1 [ c0 , c1 , c2 ]
The relationship between eigensubspaces are deﬁned via Jordan angles. 〈ui,0 | ui,0〉 = 1↔ (u[i][0].dual*u[i][0],1).
〈ui,1 | ui,1〉 = 1 ↔ (u[i][1].dual*u[i][1],1). 〈ui,0 | ui,1〉 = ci ↔ (u[i][0].dual*u[i][1],c[i])
1 r u l e s = [ ( u [ i ] [ 0 ] . dual ∗u [ i ] [ 0 ] , 1 ) for i in range (np ) ]
2 + [ ( u [ i ] [ 1 ] . dual ∗u [ i ] [ 1 ] , 1 ) for i in range (np ) ]
3 + [ ( u [ i ] [ 0 ] . dual ∗u [ i ] [ 1 ] , c [ i ] ) for i in range (np ) ]
4 + [ ( u [ i ] [ 1 ] . dual ∗u [ i ] [ 0 ] , c [ i ] ) for i in range (np ) ]
5 r u l e s = d i c t ( r u l e s )
We have similar functions to apply B on the basis elements.
B for N = 3
1 [ −2, −c2 , −c1 , 0 , −c0 , 0 , 0 , c0∗ c1∗ c2 ]
2 [ c2 , 0 , c1∗c2 , 0 , c0∗c2 , 0 , c0∗ c1∗c2 , 0 ]
3 [ c1 , c1∗c2 , 0 , 0 , c0∗c1 , c0∗ c1∗c2 , 0 , 0 ]
4 [ 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ]
5 [ c0 , c0∗c2 , c0∗c1 , c0∗ c1∗c2 , 0 , 0 , 0 , 0 ]
6 [ 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ]
7 [ 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ]
8 [−c0∗ c1∗c2 , −c0∗c1 , −c0∗c2 , −c0 , −c1∗c2 , −c1 , −c2 , −1]
We have matrices of N = 4, 5, 6, 7 (The last one is 128× 128 dimensional. 128 = 27)
5.1.2 Group Theoretical Calculations in Computer Algebra System SAGE
SAGE comes with the GAP (Groups, Algorithms, Programming) which is a system for computational discrete
algebra http://www.gap-system.org/. We used GAP to generate groups and do calculations with them.
Here is how groups are generated in GAP.
1 S3 = SymmetricGroup (3)
2 D6 = DihedralGroup (6)
3 Z8 = CyclicPermutationGroup (8)
The outputs of these commands are
1 Symmetric group o f order 3 ! as a permutation group
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2 Dihedra l group o f order 12 as a permutation group
3 Cyc l i c group o f order 8 as a permutation group
Several methods of a group object are
1 G. l i s t ( )
2 G. order ( )
3 G. subgroups ( )
4 G. con jugacy_c las se s ( )
5 G. gens ( )
These lines return the elements of the group, the group order, the list of all subgroups, the list of all
conjugacy classes, a list of generators.
If two variables are elements of the group, then GAP can apply group operation on them. For example
1 g1 , g2=G. l i s t ( ) [ : 2 ]
2 g2 in G
3 g1∗g2
4 g2 . i nv e r s e ( )
5 ( g1∗∗n )∗ ( g2∗∗m)
Line 1 assigns the ﬁrst two group elements to g1 and g2. Line 2 returns true because g2 ∈ G. Line 3 is
the group operation on the pair. Line 4 returns the g−12 . Line 5 is g
n
1 ∗gm2 where n and m can be any integer.
The Cayley tables are calculated using the cayley_table() method.
1 G. cay ley_table ( )
2 G. cay ley_table ( names=' d i g i t s ' )
3 G. cay ley_table ( names=' e lements ' )
4 G. cay ley_table ( names=[ ' e ' , ' x ' , ' y ' , ' z ' , ' u ' , ' v ' ] )
where ﬁrst one labels the group elements in alphabetic order, second one with digits, third one with permu-
tation operators in disjoint-cyclic notation and the last one with arbitrary labels.
1 show (G. cayley_graph ( ) , color_by_label=True , edge_labe l s=True )
plots the Cayley graph of the group, puts the permutation labels of the group elements at the vertices.
1 [ l i s t ( c ) for c in G. conjugacy_c las se s ( ) ]
181
Lists the elements of each conjugacy class.
1 G. characte r_tab le ( )
Calculates the character table of the group.
1 [ g . matrix ( ) for g in G]
shows the permutation matrix representation of the group elements.
GAP also comes with presentations of some classes of groups. For example the outputs of these comm-
mands
1 groups . p r e s en ta t i on . A l t e rnat ing (5 )
2 groups . p r e s en ta t i on . Symmetric (4 )
are
1 F i n i t e l y presented group <a , b | a^3 , b^5 , ( a^−1∗b^−2)^2, (b∗a^−1)^3>
2 F i n i t e l y presented group <a , b | b^2 , a^4 , ( a∗b)^3>
GAP also calculates irreducible representations of a group.
1 l i bgap . I r r edu c i b l eRep r e s en t a t i on s ( G )
returns the list of homomorphisms from the group elements to representation matrices
1 i r r e p s = l ibgap . I r r e du c i b l eRep r e s en t a t i on s ( G )
2 hom = i r r e p s [P ]
3 img = l ibgap . Image (hom, g )
4 gammaP = matrix ( img )
5 gammaTildeP = S∗gammaP∗S . i nv e r s e ( )
Here line 1 calculates the irreducible representations of the group. Line 2 chooses the pth representation
(note that indices start from 0, not 1), which is a homomorphism from the group to matrices. Line 3
calculates the matrix that corresponds to the group element g. Line 4 that returns Γ(p) (g) is necessary
to convert the matrix in GAP format to a matrix of SAGE format. Line 5 is a similarity transformation
Γ˜(p) = SΓ(p) (g)S−1 to calculate equivalent representations.
5.1.3 Calculation of Classical Bounds
To calculate classical bounds we need a system of several parts.
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First part calculates joint probabilities of N events that occur at N parties in terms of the probability
distribution of all events. For (N,M,K) = (2, 2, 2) this means
p (am = i, bn = j) =
2∑
oax
2∑
oby
P (a1 = oa1 , a2 = oa2 , b1 = ob1 , b2 = ob2)
where x 6= m, y 6= n.
As a speciﬁc example
p (a2 = 0, b1 = 1) =
∑
k
∑
t
P (a1 = k, a2 = 0, b1 = 1, b2 = t)
=
∑
k
∑
l
∑
s
∑
t
βklstP (a1 = k, a2 = l, b1 = s, b2 = t)
We can immediately say that βklst = 0 whenever l 6= 0 or s 6= 1, in other words
βklst =

1 l = 0 and s = 1
0 otherwise
If we deﬁne
Pklst = P (a1 = k, a2 = l, b1 = s, b2 = t)
Any joint probability can be expressed as a convex linear combination of pklst
p (am = i, bn = j) =
∑
klst
βklstPklst
= β · P
which can be expressed as a dot product.
So, ﬁrst part of the system should calculate β for a given joint measurement outcome probability for any
(N,M,K) scenario.
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p (ama = oma , bmb = omb , · · · , zmz = omz ) =
K∑
oa1 ···ozM
βoa1 ···ozM P

a1 = oa1 , a2 = oa2 , . . . , aM = oaM ,
b1 = ob1 , b2 = ob2 , . . . , bM = obM ,
. . .
z1 = oz1 , z2 = oz2 , . . . , zM = ozM ,

=
∑
oa1 ···ozM
βoa1 ···ozM Poa1 ···ozM
= β · P
Second part calculates the joint measurement outcomes from the sequence of quantum states. It should
interpret the inner product relations of the quantum states and decide which outcome of which observable
that they correspond. |ψ〉 → p (am = i, bn = j).
Last part calculates a Bell expression in terms of β. Say, a Bell expression is a linear combination of
probabilities of joint measurements, P = {pj}. B =
∑
j cjpj . In our Bell expressions cj = 1 always.
For each pj there is a corresponding βj . And β for the Bell expression has the same linear combination
β =
∑
cjβj
The classical bound is the biggest component of β.
5.1.4 Search for Bell violations
Here we provide more detail about how the random search to determine the orbits for the group D3 was
performed. The two orbits that yield a Bell inequality were found by a random search in the space of all
possible orbit pairs.
First, using SAGE the D3 group is generated and its elements g ∈ D3 are calculated. Then the group
generators r and s are associated with the corresponding representation matrices, U = Γ (r), V = Γ (s).
We know how the rest of the group elements are generated from the generators {gi|i = 0, 1, . . . 5} =
{e, r, r2, s, rs, r2s}. The associated representation matrices are calculated accordingly, {Γ (gi) = Γi|i =
0, . . . 5} = {I, U, U2, V, UV, U2V }.
To associate the representation matrices with quantum measurement outcome states, the matrices are
applied to a chosen initial state, which in our case was |+ x〉, giving |ψi〉 = Γi|+ x〉.
In the code, then, the orthogonality relations among these states are analyzed. A table Tij = |〈ψi|ψj〉|
of the absolute values of inner products is calculated.
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From the table these states are classiﬁed into diﬀerent orthonormal bases, with each basis corresponding
to the diﬀerent possible eigenstates of a single observable. States for which the inner products are 0 or 1 are
in the same basis.
In this way the Bell scenario for the number of measurements and outcomes is determined. The choice
of initial state is essential to be able to get useful orthonormal bases. To be speciﬁc, each state is associated
with an event E, namely an observable and its outcome, |ψi〉 ↔ am(gi) = o(gi), where m is the choice of
observable, and o is the outcome. For our choice of U , V and the initial state, |+x〉, the 6 states |ψi〉 belong
to 3 two dimensional orthonormal bases. {Ei|i = 0, . . . 5} = {a0 = 0, a1 = 0, a2 = 0, a0 = 1, a1 = 1, a2 = 1}.
We have two parties, and we want to see whether two orbits are suﬃcient. For each orbit we need two
group elements, gµ and gν , to set the initial joint state |Ψµ,ν〉 = Γ(gµ)|+ x〉 ⊗ Γ(gν)|+ x〉. Then, the orbit
will give us the A operator Aµ,ν =
∑
i (Γ(gi)⊗ Γ(gi)) |Ψµ,ν〉〈Ψµ,ν |
(
Γ(gi)
† ⊗ Γ†(gi)
)
. The A corresponding
to both orbits is A = Aµ1,ν1 +Aµ2,ν2 . The choice of µ1, ν1, µ2, ν2 also determines the set of joint probabilities
P =
{
P
(
am(gigµj ) = o(gigµj ), bn(gigνj ) = o(gigνj )
)
|i = 0, . . . 5, j = 1, 2} .
Because the size of the search space increases exponentially with respect to the group size a random
search is implemented. The size is |G|NoNp where |G| is the order of the group, No is the number of orbits
we want, and Np is the number of parties. For a random choice of {µ1, ν1, µ2, ν2} the biggest eigenvalue of
A, amax, is compared with the classical bound of the sum of the joint probabilities in P, c. A violation is
found when amax > c.
The code can be downloaded from http://www.github.com/vug/bell-group-actions.
185
References
[1] Alain Aspect. Proposed experiment to test the nonseparability of quantum mechanics. Physical Review
D, 14(8):19441951, October 1976.
[2] Alain Aspect. Bell's inequality test: more ideal than ever. Nature, 398(March), 1999.
[3] Alain Aspect, Jean Dalibard, and Gérard Roger. Experimental Test of Bell's Inequalities Using Time-
Varying Analyzers. Physical Review Letters, 49(25):18041807, December 1982.
[4] Alain Aspect, Philippe Grangier, and Gérard Roger. Experimental Realization of Einstein-Podolsky-
Rosen-Bohm Gedankenexperiment: A New Violation of Bell's Inequalities. Physical Review Letters,
49(2):9194, July 1982.
[5] L. E. Ballentine. The Statistical Interpretation of Quantum Mechanics. Reviews of Modern Physics,
42(4):358381, October 1970.
[6] J S Bell and A Aspect. Speakable and Unspeakable in Quantum Mechanics: Collected Papers on Quantum
Philosophy. Cambridge University Press, 2004.
[7] John Bell. On the Einstein-Podolsky-Rosen Paradox. Physics, 1(3):195200, 1964.
[8] N. Bohr. Can Quantum-Mechanical Description of Physical Reality be Considered Complete? Physical
Review, 48(8):696702, October 1935.
[9] George Boole. On the Theory of Probabilities. Philosophical Transactions of the Royal Society of
London, 152:225252, 1862.
[10] Nicolas Brunner, Daniel Cavalcanti, Stefano Pironio, Valerio Scarani, and Stephanie Wehner. Bell
nonlocality. Reviews of Modern Physics, 86(2):419478, April 2014.
[11] Eric G. Cavalcanti. Reality, locality and all that: "experimental metaphysics" and the quantum foun-
dations. October 2008.
[12] B. S. Cirel'son. Quantum generalizations of Bell's inequality. Letters in Mathematical Physics, 4(2):93
100, March 1980.
[13] John F. Clauser, Michael A. Horne, Abner Shimony, and Richard A. Holt. Proposed Experiment to
Test Local Hidden Variable Theories. Physical Review Letters, 23(15):880884, March 1969.
[14] Richard Cleve and P Hoyer. Consequences and limits of nonlocal strategies. . . . , 2004. Proceedings.
19th . . . , pages 125, 2004.
186
[15] Daniel Collins and Nicolas Gisin. A relevant two qubit Bell inequality inequivalent to the CHSH
inequality. Journal of Physics A: Mathematical and General, 37(5):17751787, February 2004.
[16] Daniel Collins, Nicolas Gisin, Noah Linden, Serge Massar, and Sandu Popescu. Bell Inequalities for
Arbitrarily High-Dimensional Systems. Physical Review Letters, 88(4):25, January 2002.
[17] James T Cushing and Ernan McMullin. Philoophical Consequences of Quantum Theory. University of
Notre Dame Press, 1989.
[18] A Zeilinger D. M. Greenberger M. A. Horne. Going beyond Bell's Theorem. In Kafatos M., editor,
Bell's Theorem, Quantum Theory, and Conceptions of the Universe, pages 6972. Kluwer, 1989.
[19] A. Einstein, B. Podolsky, and N. Rosen. Can Quantum-Mechanical Description of Physical Reality Be
Considered Complete? Physical Review, 47(10):777780, May 1935.
[20] Artur K. Ekert. Quantum cryptography based on Bell's theorem. Physical Review Letters, 67(6):661
663, August 1991.
[21] Arthur Fine. Hidden Variables, Joint Probability, and the Bell Inequalities. Physical Review Letters,
48(5):291295, February 1982.
[22] Arthur Fine. What is Einstein's statistical interpretation, or, is it Einstein for whom Bell's theorem
tolls? Topoi, 3(1):2336, June 1984.
[23] P X Gallagher and R J Proulx. Orthogonal and unitary invariants of families of subspaces. In Contri-
butions to Linear Algebra, pages 157164.
[24] V. Ugur Guney and Mark Hillery. Maximum quantum violations of a class of Bell inequalities. Physical
Review A, 87(5):052126, May 2013.
[25] V. Ugur Guney and Mark Hillery. Bell inequalities from group actions of single-generator groups.
Physical Review A, 90(6):062121, December 2014.
[26] V. Ugur Guney and Mark Hillery. Bell inequalities from group actions: Three parties and non-Abelian
groups. Physical Review A, 91(5):052110, May 2015.
[27] Y. Han, Z. Wang, and G.-C. Guo. A new epoch of quantum manipulation. National Science Review,
1(1):91100, December 2013.
[28] Camille Jordan. No TitleEssai sur la géométrie à n dimensions. Bulletin de la Société Mathématique de
France, 3:103174, 1875.
187
[29] D Kaszlikowski, P Gnacinski, M Zukowski, W Miklaszewski, and A Zeilinger. Violations of local
realism by two entangled N-dimensional systems are stronger than for two qubits. Physical review
letters, 85(21):441821, November 2000.
[30] N. David Mermin. Quantum mysteries revisited. American Journal of Physics, 58(8):731, October 1990.
[31] Hermann Minkowski. Allgemeine Lehrsätze über die convexen Polyeder. Nachrichten von der
Gesellschaft der Wissenschaften zu Göttingen, pages 198219, 1897.
[32] Károly F. Pál and Tamás Vértesi. Quantum bounds on Bell inequalities. Physical Review A,
79(2):022120, February 2009.
[33] Itamar Pitowsky. Correlation polytopes: Their geometry and complexity. Mathematical Programming,
50(1-3):395414, March 1991.
[34] Itamar Pitowsky. George Boole ' s ' Conditions of Possible Experience ' and the Quantum Puzzle. The
British Journal for the Philosophy of Science, 45(1):95125, 1994.
[35] Sandu Popescu and Daniel Rohrlich. Quantum nonlocality as an axiom. Foundations of Physics,
24(3):379385, March 1994.
[36] Denis Rosset. www.faacets.com.
[37] Denis Rosset, Jean-Daniel Bancal, and Nicolas Gisin. Classifying 50 years of Bell inequalities. Journal
of Physics A: Mathematical and Theoretical, 47(42):424022, October 2014.
[38] J. Silman, S. Machnes, and N. Aharon. On the relation between Bell's inequalities and nonlocal games.
Physics Letters A, 372(21):37963800, May 2008.
[39] W. Son, Jinhyoung Lee, and M. S. Kim. Generic Bell Inequalities for Multipartite Arbitrary Dimensional
Systems. Physical Review Letters, 96(6):060406, February 2006.
[40] Stephanie Wehner. Tsirelson bounds for generalized Clauser-Horne-Shimony-Holt inequalities. Physical
Review A, 73(2):022110, February 2006.
[41] R. Werner and M. Wolf. All-multipartite Bell-correlation inequalities for two dichotomic observables
per site. Physical Review A, 64(3), August 2001.
[42] H. Weyl. Elementare Theorie der konvexen Polyeder. Commentarii Mathematici Helvetici, 7(1):290306,
December 1934.
188
[43] Eugene P. Wigner. On the Quantum Correction For Thermodynamic Equilibrium. Physical Review
Letters, 40:749 , 1932.
[44] Eugene P. Wigner. On Hidden Variables and Quantum Mechanical Probabilities. American Journal of
Physics, 38(8):1005, August 1970.
