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1. INTRODUCTION 
In [4], several rather general existence and uniqueness theorems were 
proved for the two-point boundary value problem 
Y” = f(X? Y, Y’), O<x<l (1.1) 
dY(O), Y’(O)) = 0 (1.2) 
MAO), Y’(O), Y(l)? Y’(l)) =o. (1.3) 
The basic strategy there was the shooting method. Some technical 
machinery was developed and then used to show that at least some initial 
value problems agreeing with (l.l), (1.2) have solutions existing on the 
entire interval 0 <x < 1. Of course, this result required certain hypotheses 
on the function f(x, y, z) in (1.1) and the boundary condition ( 1.2). In 
addition to smoothness assumptions on f and the monotonicity off as a 
function of y, the most restrictive condition was that the growth of 
f(x, y, z) in z had to be nearly linear, not as bad as IzJ log Iz( as JzI + co, 
and this was essentially a global restriction. This result on initial value 
problems, together with the technical machinery, was then used to solve 
(l.l), (1.2), (1.3) by shooting. 
An old theorem of Bernstein [6] allows f to grow quadratically in z but 
requires in return that f be strictly increasing in y and more precisely that 
df/i?y > k > 0. Thus, it was to be expected that the JzI log IzI growth could 
be relaxed somewhat. Since the appearance of [4], Jackson and Palamides 
[ 131 proved a result which allowed quadratic growth off in z, but essen- 
tially required that f(.x, 0,z) grow no worse than IzI log 1~1. Note that this 
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restriction, together with the assumption that f(x, y, z) is a nondecreasing 
function of y, implies that f(x, y, z) > -K IzI log Iz( for y >,O and 
f(x, y, z) < K IzI log IzI for y d 0. Thus, only one-sided quadratic growth 
was allowed. In addition, the boundary conditions were severely restricted; 
for example, fixed end conditions were not permitted. 
Since 1978, Granas and his colleagues [lCrl2] have added to a general 
understanding of the Bernstein quadratic growth condition. In particular, 
they have proved a generalization of Bernstein’s theorem in which 
aflay > k > 0 has been replaced by ,vf(x, y, 0) > 0 for large I yl. Their 
results have usually dealt with linear, often homogeneous, boundary condi- 
tions and have come from application of a topological transversality 
theorem of Granas [9]. 
Unaware of the work of Granas et al., the author [2] proved a different 
generalization of Bernstein’s theorem allowing nonlinear boundary condi- 
tions. The Bernstein growth condition being written in the form 
-44 Yb2-w, y)Qf(x, y,z)<A(x, y)z2+B(x, y), 
the assumptions in [2] were essentially that the left inequality holds for 
large z and the right inequality holds for large -z, where ,4(x, y), B(x, y) 
are positive and bounded on compact subsets of [a, b] x R; moreover, the 
assumption aj-/ay B k > 0 was relaxed to the requirement that there be 
arbitrarily large z for which f(x, y, z) > 0 for ,V large and arbitrarily large 
-z for which f(x, y, z) < 0 for -y large. 
Our present purpose is to show that a synthesis of some ideas from [4], 
particularly the use of shooting with the Kneser-Hukahara continuum 
theorem, with ideas from [lo], particularly the use of a priori bounds, can 
be used to give results which unify and extend all the previous results. The 
growth of f in z will be restricted only by one-sided inequalities of the 
Bernstein type, required only on select portions of the y-z plane, and an 
alternative to the sign condition on f will be offered which involves one- 
sided (z( log (z( growth restrictions in the “northeast” and “southwest” 
corners of the y-z plane. 
Our basic strategy is based on wishful thinking. If (1.1 ), (1.2), (1.3) has 
a solution y = p(x), then the set SF ((q(x), q’(x)): a < x < b} is certainly 
a bounded subset of R*. If, by some clairvoyance, we could produce a 
rectangle R= [q2, ql] x [v 2, vi] such that SC R, we could then, by 
re-defining f(x, y, z) outside [a, b] x R, produce a bounded continuous 
function F(x, y, z) agreeing with f(x, y, z) on [a, 61 x R, solve the boundary 
value problem for the nicer equation y” =3(x, y, y’), and then observe 
that F(x, q(x), V’(X)) =f(x, q(x), V’(X)) for a Q x < b. 
In Section 2, we describe the hypotheses we shall impose on (1.1) and 
state some special cases of our main results. A priori bounds on solutions 
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of certain initial value problems for (1.1) are established in Section 3, and 
are used in Sections 4 and 5 to implement the strategy outlined above to 
prove our major results. 
Thus our hypotheses, while global in character, essentially imply that 
only bounded sets matter. It has been repeatedly pointed out in a variety 
of places (see for example [ 8, p. 176; 14, p. 120; 17, p. 2341) how 
unsatisfactory in real problems such global hypotheses are. From a com- 
putational perspective, Shampine and Gordon [ 18, pp. 24-251 say that in 
practice there is no need to be overconcerned, and indicate how to use the 
technique “shoot first and ask questions later” to deal with such problems. 
Although their comments are in the context of initial value problems, it is 
possible to apply the approach to boundary value problems. This “redefini- 
tion” method, already used in general contexts in [4, pp. 227-228; 151 and 
indeed in our main proof of Sections 45, is applied in Section 6 to prove 
existence and uniqueness of the solutions of some very specific applied 
problems. 
2. BASIC ASSUMPTIONS AND SAMPLE RESULTS 
We begin with a list of smoothness and growth conditions on f(x, y, z) 
which will appear as hypotheses in our theorems. 
A: f(x, y, z) is continuous on [a, b] x R*; 
B,(B): there exists yi >O such that f(x, y, p) 80 for all 
(4 JJ)E C4 61 x CYl, a); 
B*(P): there exists y, < 0 such that f(x, y, fl) ,<O for all (x, y)~ 
[a, 61 x(-co, YA 
C,(p): there exist y, > 0, M, > 0 such that 
f(x, y,z)> -M,zlogz 
for all (x, y, z)E [a, 61 x [yi, co)x [p, 00) (for C,(p), we always assume 
P> 1); 
&(/I): there exist y, < 0, M, > 0 such that 
f(x, y, z) G M, I4 1% I4 
for all (x, y, z) E [a, 61 x (- 00, y2] x (- co, /I] (for C&3), we always 
assume /I < - 1); 
D,: given v2<rll, there exist Q,=Q,(~,,~i)<O and si= 
s,(q,, rl) >O such that 
f(x, Y, z) 2 Ql z2 
for all (4 Y, Z)E [a, bl x [y12, q l x [s,, ~0); 
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D,: given q2 < ql, there exist Q,= Qz(qz, vi)>0 and s2= 
s2(q2, ql) < 0 such that 
f(x, Y, z) 6 Q2z2 
for all (x, Y,Z)E [a, 61 x Ch, r,l x (-co, ~~1. 
The modification of B,(P) obtained by replacing “j-(x, y, p) 2 0” with 
“j-(x, y, fl) > 0” will be denoted by B : (/?). An analogous meaning will be 
assigned to B;(P). 
In our existence theorems, the conditions D,, D, will replace the 
Bernstein growth condition, whereas one of B,(b), C,(p), together with one 
of B2(/?), C,(p), will replace the condition i3flay 2 k > 0 assumed by 
Bernstein. The papers of Granas et al. (for example [lo]), essentially 
assume B,(O), B2(0), and the two-sided Bernstein growth condition on 
compact (x, y) sets. The presence of our alternatives (B,(P) or C,(p), B#?) 
or C,(p)) give our theorems a “smorgasbord” character in which each 
theorem is, in effect, four theorems. At appropriate places, we will provide 
examples to indicate the significance of these alternatives. 
Below are two samples of our main theorems. Although we deal later 
with rather general nonlinear boundary conditions, for simplicity we here 
state these two theorems in the context of linear conditions. Specifically, 
our boundary value problem is 
i 
Y” =f(x, Y, Y’), adx<b 
BVP a, y(a) -a, y’(a) = A, a,, al 2 0, a,+a,>O 
boy(b) + b, y’(b) = B, bo, b, b 0, b,+b,>O. 
Throughout this paper, all solutions of boundary value problems are C2 
functions on the appropriate closed interval. 
THEOREM 2.1. Suppose a, > 0, b 1 > 0, and 
(i) f satisfies A 
(ii) there exists /3, > 1 for which f satisfies C,(fil), or there exists 
fil E R for which f satisfies B,(/?,) and also, if 6, = 0, PI > B/b,. 
(iii) there exists /I2 < - 1 for which f satisfies C2(fi2), or there exists 
/I?2 E R for which f satisfies B2(p2) and also, if b. = 0, f12 < BJb,. 
(iv) f satisfies D, and DZ. 
Then there exist constants ql, r2, vl, v2 and a solution q(x) of BVP for 
which q2<(p(x)<ql, v,<cp’(x)<v,, for a<x<b. 
If a, >O, b,>O, an analogous theorem can be formulated with 
appropriately modified hypotheses and proved by making a change of 
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variable, replacing x by a + b -xx. In the case of Dirichlet conditions 
a, = 6, = 0, the hypotheses on f of Theorem 2.1 are not sufficient, as shown 
by the example below. 
EXAMPLE 2.1. Choose E > 0 fixed and then choose K > max(4, l/(2&)) 
fixed. Let g(y)=Ky for y>O and g(y)=0 for y<O, and let 
f(% Y> z) = i ;i’l;yz2+e 
for z< 1, 
3 for z>l I ’ 
Fix A < 1 and B > 2 + E, and consider the boundary value problem 
Y” =f(x, Y, Y’) 
Y(O) = 4 y(l)= B. 
Then f satisfies hypotheses (i)-(iv) of Theorem 2.1, but our Dirichlet 
problem has no solution. For assuming a solution exists, we change 
variables, replacing .x by 1 -x, to get the problem 
Y” = w, Y, v’), Odx<l 
y(O) = B, y(l)=4 
where 
ex, Y, z)= i 
g(y) lz12+c> for z<-1 
g(Y), for ~2-1 I 
and a corresponding solution q(x). We can then repeat the argument in [3, 
pp. 46-471 to prove the existence of x2 (0 <x2 < $) for which (p’(x2) z 1, 
(p(x2) > 1. Since F(x, y, z) 2 K>O for y> 1, za 1, q’(x) is increasing on 
x2 d x Q 1 and thus ~(1) > 1, contradicting cp( 1) = A d 1. 
The example in [3] shows that quadratic growth cannot be relaxed for 
Theorem 2.1 and the argument there gives insight into why this is so. 
In order to solve the problem BVP with Dirichlet boundary conditions, 
we need to assume that f(x, y, z) and f(x, y, -z) both satisfy D1 and D,. 
This effectively means that we require that the one-sided inequalities of D, 
and D, be replaced by a two-sided inequality. 
THEOREM 2.2. Suppose a, b, > 0 and f satisfies (i), (ii), (iii) of 
Theorem 2.1. Suppose also that 
D: given q2 < ql, there exist Q=Q(qi, r],)>O and s=s(q2, q,)>O 
such that 
If(x, Y, z)l G Qz2 for I.4 2s 
andfor all (A Y)E [a, blx Cv2, ~~1. 
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Then there exist constants yl, q2, v,, v2 and a solution q(x) of BVP for 
which q2 < q(x) 6 ylI, v2 < q’(x) < v, , for a < x < b. 
In the presence of condition A, our condition D is of course equivalent 
to the usual two-sided Bernstein growth condition. Thus, for the Dirichlet 
problem, Theorem 2.2 improves the results of Granas et al. only in the 
alternatives to B,(p), B,(P) provided by C,(b), C,(p). 
The proofs of our theorems will provide algorithms to compute the 
bounds rll, v2, vl, v2. The algorithms show that these bounds depend only 
on the parameters of the hypotheses. Thus if a family of problems satisfy 
the hypotheses of one of our theorems, with the same parameters, then the 
bounds become uniform bounds and allow the use of Ascoli’s theorem. In 
this way, our theorems can be valuable in obtaining existence of solutions 
of singular boundary value problems if such a problem can be 
approximated by a sequence of problems to which one of our theorems 
apply. 
EXAMPLE 2.2. It is interesting to compare the behavior of 
y” = - 
& 
’ n, O<x<l, 
where IZ > 2 is a positive integer, to our theorems. If n is odd, then 
f(x, y, z) = (l/(n - 1)) z” satisfies the hypotheses of Theorem 2.1 but not 
Theorem 2.2. Using y(0) = A as the boundary condition at a = 0 and letting 
G be the class of all solutions of the problem y” =f(x, y, y’), y(0) = A, 
direct computation gives 
{cp(l):cp~G}= +A+s). 
( 
Thus, as guaranteed by Theorem 2.1, if the boundary condition at b = 1 is 
b, y( 1) + y’( 1) = B with b, > 0, then the resulting boundary value problem 
has a solution, but if the boundary condition at b = 1 is y( 1) = B, then the 
resulting Dirichlet problem has a solution if and only if A - (n - l)/(n - 2) 
<B<A+(n-l)/(n-2). 
If n is an even integer, neither of our theorems applies. Now direct com- 
putation gives 
{cp’(l):cp~G}=(-1, co) 
{q(l): cp~G} = A-2, A+s). 
( 
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So now there is no solution to the boundary value problem if the condition 
at b=l is y’(l)=B<-1 or ~41)+y’(l)=A-l-(n-l)/(n-2) or the 
Dirichlet condition y( 1) = B < A - (n - 1 )/(n - 2). 
EXAMPLE 2.3. Let K be a constant and put 
fk Y, z) = 
i 
5:;,, sin z) 
for 230 
> for 1 zt0 . 
Suppose first hat - 1 d KQ 1. Then f satisfies C,(2) and B,(B) for all 
/I 3 0. Also f satisfies B,(P) whenever B = - (4k + 1) 742 (k > 0 an integer) 
but f does not satisfy C,(b) for any /I < - 1. Since f satisfies D, and D,, 
Theorem 2.1 applies. 
If K> 1, then f still satisfies C,(2) and B,(B) for all j 2 0. However, f 
does not satisfy C,(p) and f satisfies B*(p) only for B=O. Thus 
Theorem 2.1 applies if 6, > 0 or if b, = 0 and B > 0. If K < - 1, f satisfies 
C,( - 2) and Theorem 2.1 applies. 
Since f does not satisfy D for any value of K, Theorem 2.2 does not 
apply and the Dirichlet problem may not be solvable. 
An earlier version of this paper, using weaker techniques, attacked the 
problem by first establishing the existence on a < x < b of solutions of the 
partial problem 
Y" =fk Y, Y'h a<x<b 
and then shooting within the class of such solutions to solve BVP. These 
results were unfortunately stated incorrectly in [3]. Theorems 2.1 and 2.2 
provide correct statements of the results in [3] by merely dropping 
hypotheses concerning the boundary condition at x = b. 
3. A Priori BOUNDS 
This section is devoted to establishing a priori bounds on solutions of 
initial value problems associated with y” = f(x, y, y’). The reader will note 
that the proofs are extremely elementary. One might prefer to skip ahead 
to the next section and see first he main proof. Except for these simple 
bounds, the proofs of the later sections require only the theorems of 
Kneser-Hukahara and Ascoli. 
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In [lo], Granas, Guenther, and Lee attacked existence for boundary 
value problems of finding a priori bounds on solutions of the boundary oalue 
problem. Since our basic strategy is shooting, we prefer bounds on solutions 
of initial value problems. These bounds will be used twice. On the one 
hand, they will guarantee that we can both overshoot and undershoot the 
boundary condition at x = 6, and on the other hand, they will provide 
bounds on the solution 9(x) (and 9’(x)) of our boundary value problem. 
LEMMA 3.la. Suppose f satisfies condition B T (/II) for some fll E R and 
the linear function m(x) = c1+ pl(x - a) satisfies m(x) 2 y, for a < x < b. If 
a<r$b and if 
9”(x) =Sb, 9(x), 9’(x), r<x<b, 
9(r) Z m(r), 9’(r) > m’(r) = B1, 
then 9(x) > m(x), 9’(x) > m’(x) for r < x < b. 
Proof: Let Ii/(x) = 9(x) -m(x). If 9’(x) > m’(x) for r < x d b is false, we 
may let c be the first point to the right of r at which tj’(x) =
9’(x) -m’(x) = 0. Then r < c d b, It/(c) = 9(c) -m(c) > 0, f(c) = 
9’(c) - /Ii = 0, and I,!/(X) > 0 for r d x < c. However, 
V(c)=cp"(c)=f(c, 9(c), cp'(c))=f(c, 9(c), B,)>O 
by condition B: (fir), since 9(c) > m(c) z y,. But this inequality implies $ 
has a minimum at c, contradicting $‘(x)>O for r <x<c. Thus 
9’(x) >m’(x)= /3i for r<x< b and since 9(r)$m(r), integration gives 
9(x) > m(x) for r < x < 6. 
Similarly, we prove the next result. 
LEMMA 3.lb. Suppose f satisfies condition B;(f12) for some b2 E R, and 
the linear function m(x) = c( + fi2(x - a) satisfies m(x) < y, for a < x < b. If 
a<r<b and if 
9”(x) =fk 9(x), 9’(x)), r<x<b, 
9(r) G m(r), 9’(r) < m’(r) = 82, 
then 9(x) <m(x), 9’(x) <m’(x) for r < x < 6. 
The above bounds are consequences of conditions B: (0) or B; (/I). Next 
are corresponding bounds derived from C ,(/I) or C,(p). 
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LEMMA 3.2~~ Suppose f satisfies C,(p,) for Some PI > 1, and the function 
m(x) is defined by m(u) = CI, 
logm’(x)=log/?exp[M,(b-x)], 
for a<x<b, where ol> y, and /?a/?,. If adr<b and 
40) =f(x, 4$x), cp’(x)L r<x<b, 
cp(r) 2 m(r), v’(r) > m’(r), 
then q(x) > m(x), q’(x) > m’(x), for r < x ,< b. 
ProoJ First note that since m’(x) > /? > p1 > 0, then m(x) is increasing 
on [a, bl. Thus m(x) 2 m(a) > y, on [a, b]. If q’(x) > m’(x) on r < x d b is 
false, we may let c be the first point to the right of r at which q’(x) = m’(x). 
Then r<c<b and cp’(x)>,m’(x)>p,, cp(x)>m(x)>y, for YGXGC. 
Thus, by condition C,(B,) 
qn”(X) 2 -Ml #l(X) log cp;(x), for r<x<c. 
Integration from r to c leads to 
log log cp’(c) > log log q’(r) - M,(c - r). 
Using q’(r) > m’(r) and exponentiating gives 
log q’(c) > log m’(r) exp[ -M,(c - r)]. 
Then the definition of m(x) gives 
log q’(c) > log P exp[M,(b - c)] = log m’(c), 
a contradiction since q’(c) = m’(c). Thus q’(x) > m’(x) for r 6 x < b, and 
integration using q(r) 2 m(r) completes the proof. 
Similarly, we prove the next result. 
LEMMA 3.2b. Suppose f satisfies condition C,(BJ for some pz < - 1, and 
the function m(x) is defined by m(u) = c(, 
log( -m’(x)) = log( -/I) exp[M,(b -x)1, 
for a<xdb, where crd y, and P</?,. If a<r<b and 
40”(X) =f(x, v(x), $(x)X r<x<b, 
v(r) G m(r), cp’(r) < m’(r), 
then q(x) <m(x), q’(x) <m’(x) for r < x < b. 
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We now turn to consequences of D, and D,. 
LEMMA 3.3a. Suppose f satisfies condition D, and 
cp"(x)=fb, cp(x), cp'(x)), r<xdb, 
where a < r -C b. If 
~2 G cp(r1 G rl y sas,(rl*, rll), 
v’(r) > s expC-QAv2, rI)(~l-v2)1~ 
then either q’(x) > s for r < x 6 b or there exists CE [r, b) such that 
rp(c)=‘ll> rp’(c)>s* 
Proof. Clearly cp’(r) > s. If q’(x) > s for r 6 x < b is false, we may let d 
be the first point to the right of r at which p’(x) = s. Then r < d < b and 
q’(x) > s for r < x < d. We assert the existence of a point CE [r, d) for 
which cp(c)=qi. If no such point exists, then (x, (P(x))E [a, b] x [qz, ul] 
and q’(x) ~s>s, for r <x<d. Then by condition D,, we have 
cp”(x) 2 Qd(~'(x))~ for r<x<d, 
where Q i = Q i ( q2, q i ). Integrating, we get 
v’(r) 
q’(x)b -Q,q’(r)(x-r)+ 1’ 
r<x<d, 
and 
V(X)> q(r)- Q;’ hd-Q,v’(r)(x- r)+ 11, r<x<d. 
Since q’(d) = s, there follows 
v’(r) 
‘a -Qlcp’(r)(d-r)+ 1 
and therefore 
r112v(d)2cp(r)-Q;’ logC-Qlcp’(r)(d-r)+ 11 
2 vz - Q;' logCv'(r)/sl 
wz+Q;'Q1h-v2)=~~, 
a contradiction. Thus, there exists c E [r, d] c [r, b) at which q(c) = q,. 
Clearly q’(c) > s. 
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Similarly, we prove the next result 
LEMMA 3.3b. Suppose f satisfies condition D, and 
cp”CY) =f(x, cp(x), d-x)), r<xxb, 
where a < r < 6. If 
y/2 d v(r) G YII > s632(rl2, rl*), 
v’(r) <s exp[Q2(v12, rll)(vl - h)l, 
then either q’(x) <s for r <x < b or there exists CE [r, b) such that 
40(c) = V2? cp’(c) < 5.. 
For reference, we state immediate corollaries of these last lemmas. 
COROLLARY 3.4a. Suppose f satisfies condition D, and 
cp”(X) =.0x, dx), cp’(x)), r<x<b, 
where a 6 r < b. If 
yl2 G v(x) G ‘113 for r<x<b 
sas,(vl,, s,), 
cp’(r)‘sex~[-Q,(r/2, ~~I)(YII -ylJl, 
then q’(x) > s for r d x d b. 
COROLLARY 3.4b. Suppose f satisfies condition D2 and 
4f(x) =fk cp(xh 40’(x)), r<x<b, 
where a 6 r < 6. If 
1/2G<(P(X)6rlI, for r<xdb 
S~Jsz(?r, vll)? 
cp’(r)~sexPCQ*(~z> VINY], -ylz)l, 
then q’(x)<sfor rdxdb. 
4. BOUNDARY VALUE PROBLEMS 
We consider henceforth 
Y” =f’k Y, Y’L a<xdb, 
BVP .&(a), y’(a)) = 0, 
h(.db), .f(b)) = 0. 
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In the case of linear boundary conditions 
iT(Y(U)T Y’(U)) = %Y(U) - a1 Y’(U) - 4 (4.1) 
NY(~), y’(b)) = boy(b) + b, y’(b) - 4 (4.2) 
we always assume that u,,u,,b,,b,>,O, u,+u,>O, b,+h,>O. If 
a, = b, = 0, we have the Dirichlet, or fixed end, conditions; if a, = b, = 0, 
we have the Neumann, or free end, conditions. Otherwise, either a&, > 0 
or a, b, > 0, and we have the Sturm-Liouville, or elastic, conditions. Only 
one of these cases, for example a&, > 0, need be considered; for if a, b0 > 0, 
we can change variables, replacing x by a + b - x, and the roles played by 
the endpoints are essentially interchanged. 
We begin with the Sturm-Liouville conditions. To capture the essence of 
these conditions in the nonlinear case, we make the following assumptions. 
SLa: the graph of g( y, z) = 0 contains a (continuous) curve which 
can be parameterized y = p(y), z = q(y), for -co < y < 00, where p, q are 
continuous and 
lim q(y) = -M, lim q(y)= +co 
y+ -cc ‘,* +a 
lim sup p(y) < + co liminfp(y)> -co. 
“,a + ~ 5 y- +m 
In (4.1), if a, > 0, a, > 0, the condition SLa is trivially true by assigning 
4(Y) = Y. 
SLb: h(u, u) is continuous on lQ* and given USE R, there exists 
o,,u,~[W so that h(u,v)>O for u>u,,, o>u,, and h(u,o)<O for u<u,, 
v<v,. 
If h satisfies SLb, we let Ti(q,) (resp. T2(u0)) denote the inlimum (resp. 
supremum) of the set of all such values ui (resp. u2). Clearly T,(u), T2(u) 
are both non-increasing functions of U. In (4.2), if b, 3 0, b, > 0, the condi- 
tion SLb is certainly satisfied. Thus, the situation described by SLa, SLb 
contains the Sturm-Liouville conditions in which uOb, > 0. Since our 
strategy is the shooting method, we view g( y(u), y’(a)) = 0 as a platform 
from which to shoot, y as a parameter which positions us on this platform, 
and h( y(b), y’(b)) =0 as a target to hit; thus our attitudes to the two 
boundary conditions are not symmetric. 
THEOREM 4.1. Suppose that g, h satisfy SLa and SLb and that 
(i) f satisfies condition A; 
(ii) there exists /?, > 1 for which f satisfies C ,(pl), or there exists 
fll E R for which f satisfies B,(j?,) and pi > lim,, x T,(u). 
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(iii) there exists /?* < - 1 for which f satisfies C,(/12), or there exists 
/J2 E [w for which f satisfies B2(P2) and p2 < lim u+-Lc T,(u). 
(iv) f satisfies D, and D,. 
Then there exist constants vl, v2, v,, v2 and a solution q(x) of BVP for 
which q2<(p(x)<ql, v,dcp’(x)dv,, for a<xdb. 
Proof. The theorem will first be proved with the more restrictive condi- 
tions B:(ji), B;(P2) replacing B,(p,), B2(f12). Our first goal is to describe 
a procedure for finding numbers q, , q2, vi, v2 for which we shall then prove 
the existence of a solution q(x) satisfying 
V2GdXJ6’II 
v2 ,< cp’(x) 6 v I 
for a < x < 6. The precise values of qr, vr depend on whether f satisfies 
C,(Bi) or B:(P,); similarly q2, v2 depend on whether f satisfies C2(p2) or 
B;(fi2). In cases where both alternatives are satisfied, either set of values 
may be used; the algorithmic description of our procedure below favors 
C,(P1)5 UP,). 
ALGORITHM SL. Under our hypotheses, we may (and do) assume that 
PI ’ T,(Y,), 82 < T,(Y,). 
1. (a) If f satisfies C,(/?,), define oi, = y, and hi(x) by k,(u)=oi,, 
log h;(x) = log p, exp[M,(b -x)]; else if f satisfies B:(b,), define 
h,(x) = oi, + /?,(x - a), where oi, is chosen so that &r(x) 2 y, for a < x < b. 
(b) If f satisfies C2(/?2)r define d2 = y, and G2(x) by &(a) = oi,, 
log( -G;(x)) = log( -p2) exp[M,(b - x)], else if f satisfies B;(p,), define 
&(x) = 15~ + /&(x - a), where oi, is chosen so that &(x) < y, for a < x < b. 
2. (a) Using SLa, let p, = inf{ p(y): y 3 O}. 
If p, 2 h, let z, =kt;(u), 
elselet ~,=max(~,(x):udxdb}~oi,>p,, 
2, = max &‘(a) Y1-PI I 3 6-a’Sl(P,> ril) (see D, 1, 
Note that z, >&(a). 
(b) Using SLa, let p2 = sup{ p(y): y < 0). 
If pz ,< oi,, let z2 = &(a), 
else let $,=min{&2(x):a<xdb}<3i2<~2, 
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z^, = min G&(a), E, s2(yj2, p2) (see D,), 
z2=~2wC&(p2-fi2U, where 0, = Q2bi2, p2). 
Note that z2 <G&(a). 
3. Using SLa, choose y, > 0, y2 d 0 such that 
4(Y)‘Zl for y2-yI, 
dY 1-c z2 for yQy2. 
4. Using the continuity of p(y), choose a,, a, such that 
a, z d,, cf.1 2 P(Y) for Y26yG~,, 
1 
E2 G a2, a2 G P(Y) for y2dyfy,. 
Note that a, 3a,. 
5. Let ml(x) = (a, - cfil) + Gil(x), 1722(x) = (a2 - oi2) + h2(x). 
Note that ml(a) = a,, m*(a) = a2. 
6. Let ~I=max{m,(x):a<xdb}, n2=min{m,(x): a<xdb}. 
Note that y12<a2,ql>,c11. 
7. Choose /I; >max{/I,, T,(n2), S1(n2, vi)} (see Dr) and choose 
PL6min{P2, T2(ql), S2(r12, ~~1) (see DA. 
8. Let ~~=P;expC-Q,(~,-~~)l, v2=fl;ewCQ2h,-~2)l~ where 
Q, = Q~(r/z, VI), Q2 = Q2Cr2, ~1). 
We now define F(x, y, z) by 
i 
fk Y, Z)? for t/2<ydq1,v2<zGvv1 
F(x, Y, 2) = f(x, ~2, zh for y<v2, v,<zdv, 
l-(x, Vl? z), for y>rll, v,<zzv, 
and then extend F to all of [a, b] x R* by 
FL% y, 2) = 
J-(x, Y VI), 
~7x3 Y, v,), 
It is crucial, and straightforward to verify, that F(x, y, z) satisfies the same 
hypotheses as f(x, y, z) with the same values of all parameters, and 
therefore Algorithm SL may be applied to F(x, y, z) to produce the same 
numbers ql, v2, vl, v2. As the reader will see below, the entire argument 
rests on this observation. 
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Using condition A and the inequality 
we see that F(x, y, z) is a bounded, continuous function on [a, b] x R2. We 
shall apply the Kneser-Hukahara theorem to the initial value problem 
r 
Y” = m y, Y’) 
~VWY) Y(U) = P(Y) 
Y’(Q) = 4(Y). 
Let g[u, b] be the Banach space of all continuously differentiable func- 
tions v(t) defined on [a, 61 with norm 
Let E= {(p(y), q(y)): y2 < y 6 yi}, where yi, yz are the numbers produced 
in step 3 of Algortihm SL. Since F is continuous and bounded on 
[a, bl x @, a fundamental existence theorem [7] guarantees that each 
initial value problem IVP(y) has at least one solution on [a, b]. Let 
6 c g[u, b] be the set of all solutions on [a, h] of the problem IVP(y) for 
y E [y2, y,]. Since E is a compact, connected set (by SLa), the Kneser- 
Hukahara theorem [7] guarantees that 8 is a compact, connected subset 
of the Banach space g[a, b]. Let 
G(v) = 4cp(b), 4(b)) for cp E g[u, b]. 
Since G is clearly a continuous function on &@[a, 61, it follows that G(E) 
is a connected subset of R. Let cp be any solution on [a, h] of IVP(y,). We 
shall show that h(cp(b), q’(b)) > 0. 
From Algorithm SL, we see that q’(u) =q(yl)>z, ah;(u), q(a) = 
P(YI)BPI. 
Case 1. If ‘p(u)>oi, =fii(u), then Lemma 3.la or Lemma 3.2a (applied 
to F) implies that cp(b)>$,(b)ay,, cp’(b)>riz;(b)=p, > T,(y,). Thus by 
SLb, NV(~), 4(b)) > 0. 
Case 2. If p, < q(u) < 8i, then Lemma 3.3a and step 2(a) of Algorithm 
SL (applied to F) imply that either q’(x) > i, for a < x < b or there exists 
CE [a, b) such that q(c) = Gi, q’(c) ~5,. In the first alternative, we have 
q’(x) > i, > ( y, - pl)/(b - a) for ad x ,< b and integration gives 
Since q+(b) > ii2 j3, > T,( y,), again h(cp(b), q+(b)) > 0. In the second 
alternative, since q(c) = $, 3 k,(c), q’(c) > i, 2 &i(c), we may apply 
505.‘85,:1-IO 
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Lemma3.la or Lemma3.2a with r=c to get cp(b)>fi,(b)>y,, 
q’(b) b- r?;(b) Z PI > T,( y,) so again h(cp(b), q’(b)) >O. 
A similar argument shows that any solution cp of IVP(y,) satisfies 
h(cp(b), q’(b)) < 0. Since G(d) is a connected subset of R, there exists cp E d 
such that h(q(b), q’(b)) = 0. Noting that this cp satisfies y” = F(x, y, y’) 
and both boundary conditions, we complete the proof by showing that 
Since cp is a solution of U/P(y) for some y E (yr , y2), we have 
m2(a) = a2 < p(y) = q(a) <Ml = ml(a). 
We claim that q(x) <<m,(x) for a dx < b. For otherwise, using the mean 
value theorem, these exists rE (a, b) for which q(r) >m(~), q’(r) >m’(r). 
By Lemma 3.la or Lemma 3.2a, we conclude that q(b) =-m,(b) 2 
ti,(b) b y,, p’(b) > m;(b) = G;(b) = PI > 7’,( y,), and SLb implies that 
h(cp(b), q’(b)) > 0, a contradiction. Similarly, we may show that 
q(x)>q(x) for afx< b. From step 6 of Algorithm SL, we see that 
q2 Q P(X) < vI on [la, bl. 
Now suppose, in violation of (4.4) there there exists r E [a, b) for 
which q’(r) > vr. Since (4.3) is now known, step 8 of Algorithm SL 
and Corollary 3.4a imply that q+(b) > fi’, Z T,(q2) and hence that 
h(cp(b), p’(b)) > 0, a contradiction. A similar contradiction is reached if we 
assume that q’(x) B v2 on [a, b] is false, and the proof of Theorem 4.1 
under the more restrictive conditions B : (jr ) B; (fi2) is complete. 
We now use this result to prove Theorem 4.1 with the less restrictive 
hypotheses B,(P,), B2(P2), using a perturbation argument (cf. [ll]). For 
F satisfying 0 < E d 1, consider the perturbed problem 
BVP(.s) 
y”=f(x, y, y’)+ey,a<xdb, 
g(y, a), y’(a) = 0, 
W y(b), y’(b) = 0. 
Assuming f satisfies the hypotheses of Theorem 4.1, then f(x, y, z) + sy 
satisfies these same hypotheses with the same values of all parameters, with 
the following exceptions: 
(1) If f satisfies B,(j,), Ax, y, B,) + EY 3 eyl > 0 for (x, y) E 
Cay bl x 1~1, co), so f(x, y, z) + sy satisfies B: (or). Similar comments 
apply to B2(P2). 
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(2) Since f satisfies D1, 
where D1 = Q1 - Ir21/4, so f(x, y, z) + &y satisfies D, and, moreover, the 
parameters S, , Q1 can be chosen independent of E. Similar comments apply 
to D2. 
It is easy to check that Algorithm SL may now be applied to each 
problem BVP(s), for O<E < 1, to get a new set of numbers q2, v,, v2, vl, 
independent of E. Thus our previous proof shows that 
v2 G CPAX) G ?I 9 a<xdb, 
v* G q;(x) < VI 9 aQx<b, 
for each E, where (P& is a solution of BVP(s) produced by our proof. Let 
a 6 x1 <x2 < b and observe that 
I~AX*)-~P,(X,)l =I [~ddx~ <a,-Xl), 
where v = max { (vl 1, I v2( }. Observe also that 
4 w+ sKx2 -x1), 
where M=max{If(x,y,z)l:a<xdb, ‘12<y<rlt, v~<z<v,} and 
~=maxhL h211. 
If follows that the families {cp,}, { cpi} are uniformly bounded and equi- 
continuous on [a, b]. Using Ascoli’s theorem, we get a sequence of E’S, 
tending to 0, such that q,(x), q:(x) both converge uniformly as E + 0 
through this sequence. Since q:(x) =f(x, qp,(x), q:(x)) + E(P,(x), it is 
straightforward to use the uniform continuity off on compact sets to show 
that the corresponding functions q:(x) form a uniform Cauchy sequence 
and hence also converge uniformly on [a, b]. Letting cp(x) = lim, _ 0 q,(x), 
a familiar calculus theorem guarantees that cp is twice differentiable and 
q’(x) = lim, _ 0 q:(x), p”(x) = lim, _ 0 q!(x). Taking limits, it follows that 
q(x) is a solution of BVP, and the proof of Theorem 4.1 is now complete. 
Theorem 2.1 is an immediate corollary of Theorem 4.1. Turning our 
attention to Dirichlet boundary conditions, we shall assume that the 
boundary condition at x = b satisfies the following condition. 
Db: h(u, v) is continuous on R* and given u0 E R, there exist ul, u2 so 
that h(u, u) > 0 for u 2 u,, u 2 u,, and h(u, u) < 0 for u 6 u2, u < uO. 
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If h satisfies Db, we let Ri(u,) (resp. R2(u0)) denote the infimum (resp. 
supremum) of the set of all such values U, (resp. u2). In (4.2), if b, > 0, 
b, > 0, then the condition Db is certainly satisfied. Thus the situation 
described by SLa and Db certainly contains the Dirichlet conditions. Our 
next theorem, of which Theorem 2.2 is a special case, requires more restric- 
tive hypotheses on f than Theorem 4.1, so in cases where h satisfies both 
SLb and Db, Theorem 4.1 is usually the better theorem. 
THEOREM 4.2. Suppose that g, h satisfy SLa and Db and that 
(i) f satisfies condition A, 
(ii) there exists /I1 > 1 for which f satisfies C,(bl) or there exists 
fll E R for which f satisfies B,(/?,), 
(iii) there exists /I2 < - 1 for which f satisfies C,(p,) or there exists 
,!& E R for which f satisfies BZ(P2), 
(iv) f satisfies condition D of Theorem 2.2. 
Then there exist constants ql, qz, vI, v2 and a solution q(x) of BVP for 
which q2 < q(x) < ql, v2 6 q’(x) 6 vl, for a < x < b. 
Proof. The proof of Theorem 4.1 applies with some minor modifica- 
tions. In step 1 of Algorithm SL, we increase 6, if necessary so that 
tii(x)> R,(fl,) and decrease 6, if necessary so that fi2(x) <R2(P2) for 
a<xQ b. Beginning with step 2 of Algorithm SL, we now let Q,(q2, vi)= 
Q(r,, VII), Qdrz, rl) = -Q(rz, O-I), ~10123 r1) =s(rz> rlh s,(vz> VI)= 
-s(q2, vi). Then in step 7, we choose 
The proof proceeds as in Theorem 4.1 with a few obvious changes until 
the point where one attempts to prove (4.4). Picking up the argument at 
this point, suppose there exists r E [a, b) for which cp’(r) > vi. Since we 
know y12 < q(x) 6 n1 for a < x < b, we use Corollary 3.4a to conclude that 
q’(x) > /I; for r < x < b. But now hypothesis D guarantees that f(x, y, -z) 
also satisfies D i , D2. Therefore, we may replace x by a + b - x and then 
Corollary 3.4a applies to the transformed problem. It follows that 
q’(x) >, j?; for a 6 x < r. Integration from a to b gives 
q(b) - da) 2 Pi(b - a) > VI- ~2, 
a contradiction since v], < q(x) d vi for a <x < b. The remainder of the 
proof proceeds without difficulty. 
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5. OTHER BOUNDARY VALUE PROBLEMS 
The Neumann, or free end, boundary conditions are 
y’(a) = A, y’(b) = B. (5.1) 
We now consider a general nonlinear problem which contains (5.1) as a 
special case. We will assume 
Na: The graph of g( y, z) = 0 contains a (continuous) curve which 
can be parameterized y = p(y), z = q(y), for -cc < y < co, where p, q are 
continuous, q is bounded on ( - co, co), and 
lim p(y)= -00, lim p(y)= + co. 
‘y--x r- +m 
Certainly the condition y’(a) = A is easily parameterized in such a fashion. 
Also, the condition y’(b) = B satisfies SLb. So we shall consider BVP 
assuming Na and SLb. Examples of such boundary conditions are 
tan y’(a) + tan - ’ y(a) = 3, (~‘(6))~ + cos y(b) = 6. (5.2) 
We shall use the notation 
q1 = lim SUP q(7), q2 = lim inf q(y) (5.3) 
I- +m y--cc 
/?, = lim T,(u), p2 = lim TJu). (5.4) u++m u---m 
Here T,(u), T,(U) have the meanings associated with SLb. Since T,(U) and 
T2(u) are nonincreasing, - co d /I1 < co, - co < f12 < co, although ql, q2 are 
finite. 
THEOREM 5.1. Suppose g, h satisfy Na, SLb and that 
(i) f satisfies condition A, 
(ii) f satisfies conditions D, and D,, 
(iii) if q16B1, put ~,(y)=Ca,blxCy,~lxCq,-~, PI+&1 and 
suppose there exists E > 0 for which 
lim 
y - cc 
inf{ f (x, $, z): (x, 9, z) E U,(y)} > e; 
else ifq, > PI, suppose there exists /?; E (/I,, q,) for which f satisfies B,+(/l;). 
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(iv) Vq22P2, w ~,(y)=Ca,blx(-~,ylxCS,-~,q~+&l and 
suppose there exists E> 0 for which 
lim 
Pz-92 
y-r -02 
sup{f(x, B, z): (x, P, z)E v,(y)) <b--a; 
else ifq, < f12, suppose there exists &E (q2, f12) such that f satisfies By@;). 
Then there exist constants ql, q v 2, 1, v2 and a soZution q(x) of BVP for 
which ~2<~(x)<~1, vzdcp’(x)<v,, for UQXQ~. 
(Note: it is easy to verify that (iii) and (iv) are true if the Bernstein 
assumption (df/c?y) > k > 0 is globally satisfied. Thus Theorem 5.1 is a 
generalization of the theorem in [12] on the Neumann problem in several 
ways: it relaxes the condition (df/dy) > k > 0, it replaces the Bernstein 
growth condition with only one-sided inequalities, and it allows nonlinear 
boundary conditions, such as (5.2), which are “warpings” of the Neumann 
conditions.) 
Proof We use again the technique of the proof of Theorem 4.1. We 
begin with an algorithm for finding bounds on a solution (and its 
derivative) of BVP. 
ALGORITHM N. l(a) If q1 </Ii and E >O is as in (iii), choose 
qiE(ql-E,ql), P;E(P~,P~+E) such that 
P; -4; lim inf{f(x, J;, 2): (x, j, z)E U,(y)} >=>O; 
y -+ Cc 
else if q1 > /Ii and /I; is as in (iii), let q; = j3;. Note that now f satisfies 
B:(fl;) in either case. 
(b) If q2>,/12 and E>O is as in (iv), choose q;E (q2, q2 +E), 
fl; E (/I2 - E , f12) such that 
Pi-4 
lim v{f(x, 9,z):(x, B,z)E V,(y)}<=<O; y-r -cc 
else if q2 <p2 and pi is as in (iv), let q;=p;. Note that now f satisfies 
B;(/?;) in either case. 
2(a) Since fl; >/Ii, use (5.4) to choose yi so that T,( y,) < /I; and if 
q1 <pi (see l(a)) such that 
Pi-4; 
inf{f(x, B,z):(~,p,z)~U~(?-~)J>b-a. 
(b) Since /I; < jIZ, use (5.4) to choose y, so that T,( y2) > 8; and 
if q2 2 f12 (see l(b)) such that 
B;-q; 
sup{f(.G 992): (x, PI Z)E V,(Y*)I <b-a. 
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3(a) Choose oi, such that oi,+/I;(x-u)>y, for a<x<b. 
(b) Choose oi, such that oi, + j?;(x - a) < y, for a < x d b. 
4(a) Using (5.3) and Na, choose y, such that q(yl)>q;, 
P(YI)+q;(x-a)>4 +Pl(x-a), u<x<b. 
(b) Using (5.3) and Na, choose yz such that 
dY2) < s;> P(Y2) + q;(x - a) < 62 + Bk(x - a), u<x<b. 
5. Using the continuity of p(y), choose CI,, CI~ such that 
6. Let 
a1 2 P(Y)? for y2 6 y 6 y, 
a2 G P(Y), for y2dydy1. 
~l=max{cr,+/?~(x-u):u<x~b}, 
~2=min{cr2+/?~(x-u):u6x6b}. 
7. Choose 
8. Let vI =PY~vC-Q~(~~~-YI~)I~ v2=BSewCQz(r/2-rlI)1 where 
Q, = Ql(r23 ~11, Q2 = Q2(~/2, ~111. 
We now modify f to get F as in the proof of Theorem 4.1, observe that 
F satisfies all hypotheses and Algorithm N applies equally to F, and apply 
the Kneser-Hukahara theorem to the initial value problem IVP(y) in the 
same way. We then need to show that any solution cp of IVP(y,) satisfies 
h(cp(b), cp’(b)) > 0. 
From Algorithm N, we see that 
@(a) = 4(Y 1) ’ 4; 2 cp(a)=P(Y,)>4. 
Case 1. If q’(u) > /I;, we put m(x) = oi, + /?;(x - a) and use Lemma 3.la 
to conclude that cp(b) > m(b) > y,, q’(b) > m’(b) = pi. Since /I; > T,( vi), 
h(rp(b), v’(b)) > 0. 
Case 2. If q; < q’(u) </I;, we first show that there exists X E [a, b] for 
which q(X) > oi, + /I;(.? - a), q’(X) = j?;. If q’(u) = fi’, , we may take X = a. 
Otherwise, we set 
S={t~[u,b]:cp(x)>y,,q;<cp’(x)</T, forallxE[u,t]} 
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and observe that a E S # 0. Let X = sup S. Then for every x E [a, X], 
(5.5) 
and therefore 
(5.6) 
for a <x< 2. Now X < b, since otherwise (5.5) would imply cp’(b) > j\, 
contradicting the definition of X as sup S. Moreover (5.5), (5.6) 
give q’(X) > q;, p(X) > p(y,) + q;(X - a) > oi, + /?;(X - a) so necessarily 
q’(Z) = pi. Note that (X, q(R), q’(X)) E U,(y,) so q”(X) >O and q’(x) is 
increasing in a neighborhood of 2. It follows that there exists r E (2, b) 
for which q(r) > 12, + /?;(r - a), q’(r) > /I;. Again, by Lemma 3.la, 
v(b) > El + P;(b - a) > Y,, q’(b) > P;, so h(go(b), q+(b)) > 0. 
A similar argument shows that any solution cp of IVP(y,) satisfies 
h(cp(b), q’(b)) < 0. The proof is now completed just as in the proof of 
Theorem 4.1. 
A boundary condition like y(u) y’(u) = - 1 is interesting. Parameterizing 
p(y) = -epy, q(y) = ey for - cc < y < co, we have 
lim p(y) = -co, lim p(y) = 0, 
y+ -cc y+ +m 
lim q(y) = 0, lim q(y) = + co. 
y- --oo y++oO 
Thus, neither Na or SLa is satisfied; the condition is essentially a hybrid 
of Na and SLa. However, the methods used earlier may still be applied. 
Stated inprecisely, the situation is thus: since, for large y, the initial condi- 
tions allow large initial slopes with initial altitude near zero, it is possible 
to achieve large slopes at x = b. On the other hand, for large values of -y, 
the initial conditions allow extremely negative altitudes with slope near 
zero, so it is only possible to achieve extremely negative altitudes at x = b. 
A cooperative boundary condition at x = b would be something like 
W y’(b)) + y(b) - 3 = 0, 
for which the left side is positive for y’(b) large and y(b) bounded below, 
and negative for y’(b) bounded above and y(b) extremely negative. Thus 
precise conditions on f(x, y, z) which guarantee existence of solutions to 
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such hybrid problems are not difficult to formulate. As in the Dirichlet 
problem, in order to complete the proof, one needs to assume that 
f(x, y, -2) also satisfies D 1 or D,. 
Boundary conditions like 
Y(Q) = 4 tan’( y(b)) + tan-‘(y’(b)) = 3 (5.7) 
are also interesting. The condition at x = b satisfies neither SLb or Db. 
However, it is true that tan-‘( y(b)) + tan-‘( y’(b)) > 3 for large values of 
both y(b) and y’(b), while the reverse inequality is true for y’(b) -c 0. Since 
the condition at x = a allows arbitrarily large initial slopes, assumptions of 
f as in the Dirichlet problem guarantee that both y(b), y’(b) can be made 
large and minor changes in the proof establish existence for the boundary 
conditions (5.7). Since large values of y’(b) do not guarantee overshooting 
the condition at x = b, it is necessary to assume that f(x, y, -z) satisfies 
D,. 
6. APPLICATIONS 
As was mentioned in the introduction, one of the serious criticisms of 
general theorems of the type in this paper is the presence of global 
hypotheses, which are seldom satisfied in practice. The purpose of this 
section is to illustrate further the redefinition technique, which can often be 
used in such cases. In most cases, these examples do not require theorems 
so general as the ones in this paper; the results of Bebernes and Gaines [S] 
or Bailey, Shampine, and Waltman [ 1 ] often are sufficient. 
Our first wo examples were also considered by Pennline [ 171. 
EXAMPLE 1. The problem 
y” = cry exp 
L 
Y/3(1 - Y) 
1 l+B(l-Y) ’ 
Odxdl, (6.1) 
Y’(O) = 0, y(l)= 1, (6.2) 
where a, j?, y are all positive constants, occurs in the analysis of heat and 
mass transfer in a porous catalyst [ 16, p. 2871. Pennline [ 171 assumes also 
that yp < 1 and shows the existence of a unique solution q(x) satisfying 
0 < q(x) < 1. We verify existence of a solution q(x) such that 0 d q(x) d 1 
without the assumption y/I < 1, and show that if r/Id 1, then there is at 
most one solution q(x) such that q(x)< 1. 
In order to apply Theorem 2.1, we replace x by 1 - x; Eq. (6.1) does not 
change, but (6.2) becomes 
Y(O) = 1, y’(l)=O. (6.3) 
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The singularity at y = 1 + l//I clearly prevents the application of 
Theorem 2.1. So we put f(x, y, y’) equal to the right side of (6.1) for y < 1, 
but we define f(x, y, y’) = CI for y > 1. We then replace (6.1) with 
Y” =.0x, YY Y’h o<x< 1. (6.4) 
It is trivial to verify that all requirements of Theorem 2.1 are met and thus 
the problem (6.4), (6.3) has at least one solution q(x). 
We verify that 0 < q(x) < 1. If q(x) attains a maximum greater than 1 at 
some point CE (0, 11, then c must be 1, since q”(c)=f(c, go(c), p’(c))= 
a > 0 prevents an interior maximum. Then cp( 1) > 1 and ~(0) = 1 so there 
must be a point de (0, 1) such that q’(d)>0 and q(x)> 1 on [d, 11. But 
then q”(x) =f(x, q(x), C/(X)) = a > 0 on [d, l] implies q’(x) is increasing 
on [d, 11, a contradiction since cp’( 1) = 0 < q+(d). Thus q(x) d 1 on [0, 11. 
A similar argument shows that q(x) >O on [0, 11. It follows that cp is a 
solution of (6.1), (6.2) on [0, 11. 
If rP < 1, it is easy to verify that f(x, y, z) is nondecreasing in y for each 
fixed pair (x, z). Thus (6.4), (6.1) has only one solution so the solution 
q(x) is the only solution of (6.1), (6.2) satisfying q(x)< 1 on [0, 11. 
EXAMPLE 2. The equation 
Y” = A(x) Y" + P(X) Y', O<x<l (6.5) 
with .4(x) > 0 and p(x) continuous on [0, l] occurs in the analysis of the 
stagnation-point shock layer with boundary conditions 
Y(O) = 0, y(l)= 1 (6.6) 
and in the problem of radiation heat transfer for annular fins with 
boundary conditions 
Y(O) = 1, y’( 1) = 0. (6.7) 
See [17] for further details and references. If n is a positive odd integer, 
Theorems 2.1 and 2.2 immediately apply to give existence and the 
maximum principle may be used to show uniqueness. However, for most 
positive real numbers n, our theorems are not applicable because of 
difficulties with y < 0. We define 
fk Y, z) = 4x)I~l” sgn Y + P(X)Z (6.8) 
and the hypotheses of Theorems 2.1 and 2.2 are both satisfied by J So the 
problem 
Y” =f(x, y, Y’), O<x<l (6.9) 
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with the boundary conditions (6.5) or (6.6) has at least one solution. The 
maximum principle may be used to show quickly that each of these solu- 
tions is nonnegative on [0, l] and therefore is a solution of (6.5), (6.6) and 
(6.5), (6.7) respectively. 
EXAMPLE 3. The equation 
y”=-- I 2 
y!*(y) 3 Odx<l (6.10) 
arises in the problem of diffusion in a chemical catalytic onverter [16, 
pp. 79-84). The singularity at y = 2, together with the quadratic growth in 
y’, makes this problem more interesting than the previous ones. In [16], 
the boundary conditions are the Dirichlet conditions 
Y(O) = A, Y(l)=& (6.11) 
with A = 0.25, B = 0. We assume here that A < 2 and B < A. We redefine 
(6.10) as follows. Put 
g(yl=[z; ;; Lyj 
and 
h(z) = 
1 
;2t for zd0, 
> for z>O. I 
We then define f(x, y, z) = g(y) h(z) and note that f(x, y, y’) agrees With 
the right side of (6.10) for y < A and y’ < 0. Clearly, f satisfies all the 
hypotheses of Theorem 2.2 so the equation 
Y” =“m Y, Y’), 06x<l, (6.12) 
has at least one solution p(x) satisfying the conditions (6.11). To show that 
q(x) also solves (6.10), (6.11), we show that q(x) 6 A, q’(x) ~0 on [O, I]. 
Since q”(x) =f(x, q(x), q’(x)) < 0, if we suppose that p’(x) ,< 0 is false, 
then we must have q’(O) > 0. But then q’(x) > 0 on [0, 11, for otherwise we 
could let d be the first point in [0, l] at which q’(d)=0 and the mean 
value theorem gives CE (0, d) at which q”(c) <O and q’(c) > 0. But 
then cp”(c)=f(c, q(c), q’(c)) =O, a contradicti.on. So q’(x)>0 on [0, 11, 
implying that B = cp(b) > ~(0) = A, contradicting B < A. Thus q’(x) < 0 on 
[0, 11. Since q(O)= A, then cp(x)<A on [0, 11. Thus (6.10), (6.11) has at 
least one solution satisfying B < q(x) <A on [0, 11. 
As Larry Turyn has observed, this example can be solved, by separating 
variables, in closed form to get y = 2 - (2 - A)((2 - B)/(2 -A))“. Note that 
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the above argument would not be affected if the exponent 2 in (6.10) were 
replaced by any positive even integer, or indeed if the right side of (6.10) 
were multiplied by any positive continuous function a(x). 
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