In large-scale distributed computing clusters, such as Amazon EC2, there are several types of "system noise" that can result in major degradation of performance: system failures, bottlenecks due to limited communication bandwidth, latency due to straggler nodes, etc. On the other hand, these systems enjoy abundance of redundancy -a vast number of computing nodes and large storage capacity. There have been recent results that demonstrate the impact of coding for efficient utilization of computation and storage redundancy to alleviate the effect of stragglers and communication bottlenecks in homogeneous clusters. In this paper, we focus on general heterogeneous distributed computing clusters consisting of a variety of computing machines with different capabilities. We propose a coding framework for speeding up distributed computing in heterogeneous clusters with straggling servers by trading redundancy for reducing the latency of computation. In particular, we propose Heterogeneous Coded Matrix Multiplication (HCMM) algorithm for performing distributed matrix multiplication over heterogeneous clusters that is provably asymptotically optimal. Moreover, if the number of worker nodes in the cluster is n, we show that HCMM is Θ(log n) times faster than any uncoded scheme. We further provide numerical results demonstrating significant speedups of up to 49% and 34% for HCMM in comparison to the "uncoded" and "homogeneous coded" schemes, respectively.
I. INTRODUCTION
General distributed computing frameworks, such as MapReduce [1] and Spark [2] , along with the availability of large scale commodity servers, such as Amazon EC2, have made it possible to carry out large scale data analytics at the production level. These "virtualized data centers", which enjoy abundance of storage space and computing power, are cheaper to rent by the hour than maintaining dedicated data centers round the year. However, these systems suffer from various forms of "system noise" which reduce their efficiency: system failures, limited communication bandwidth, straggler nodes, etc.
The current state-of-the-art approaches to mitigate the impact of system noise in cloud computing environments involve creation of some form of "computation redundancy". For example, replicating the straggling task on another available node is a common approach to deal with stragglers (e.g., [3] ), while partial data replication is also used to reduce the communication load in distributed computing (e.g., [4] ). However, there have been recent results demonstrating that coding can play a transformational role for creating and exploiting computation redundancy to effectively alleviate the This work is supported by a startup grant for Ramtin Pedarsani and NSF grants CCF-1408639, NETS-1419632, ONR award N000141612189, NSA grant, a research gift from Intel and by Defense Advanced Research Projects Agency (DARPA) under Contract No. HR001117C0053. The views, opinions, and/or findings expressed are those of the author(s) and should not be interpreted as representing the official views or policies of the Department of Defense or the U.S. Government.
impact of system noise. In particular, there have been two coding concepts proposed to deal with the communication and straggler bottlenecks in distributed computing.
The first coding concept introduced in [5] , [6] enables an inverse-linear tradeoff between computation load and communication load in distributed computing. This result implies that increasing the computation load by a factor of r (i.e., evaluating each computation at r carefully chosen nodes) can create novel coding opportunities that reduce the required communication load for computing by the same factor. Hence, these codes can be utilized to pool the underutilized computing resources at network edge to slash the communication load of Fog computing [7] .
The second coding concept introduced in [8] enables an inverse-linear tradeoff between computation load and computation latency (i.e., the overall job response time) for distributed matrix multiplication. More specifically, this approach utilizes coding to effectively inject redundant computations to alleviate the effects of stragglers and speed up the computations. Hence, by utilizing more computation resources, these can significantly speed up distributed computing applications. In a related work, the authors have proposed the use of redundant short dot products to speed up distributed computation of linear transforms [9] . In [10] , the authors propose coding schemes for mitigating stragglers in distributed batch gradient computation.
However, the above coded computing approaches have been developed for homogeneous clusters. As discussed in [3] , the computing environments in virtualized data centers are heterogeneous and algorithms based on homogeneous assumptions can result in significant performance reduction. In this paper, we focus on general heterogeneous distributed computing clusters consisting of a variety of computing machines with different capabilities. Specifically, we propose a coding framework for speeding up distributed matrix multiplication in heterogeneous clusters with straggling servers, named Heterogeneous Coded Matrix Multiplication (HCMM). Matrix multiplication is a crucial computation in many engineering and scientific disciplines. In particular, it is a fundamental component of many popular machine learning algorithms such as logistic regression, reinforcement learning and gradient descent based algorithms. Implementations that speed up matrix multiplication would naturally speed up the execution of a wide variety of popular algorithms. Therefore, we envision HCMM to play a fundamental role in speeding up big data analytics in virtualized data centers by leveraging the wide range of computing capabilities provided by these heterogeneous environments.
We now describe the main ideas behind HCMM, which results in asymptotically optimal performance. In a coded implementation of distributed matrix multiplication, each worker node is assigned the task of computing inner products of the assigned coded rows with the input, where the assigned coded rows are random linear combinations of the rows of the original matrix. The master node receives the results from the worker nodes and aggregates them until it receives a decodable set of inner products and recovers the matrix multiplication. We are interested in finding the optimal load allocation that minimizes the expected time to complete this computation. However, due to heterogeneity, finding the exact solution to the optimization problem seems intractable. As the main contribution of the paper, we show that our proposed HCMM algorithm is provably asymptotically optimal. We also prove that HCMM is Θ(log n) faster than the best uncoded scheme. Furthermore, in our numerical analysis, we demonstrate significant speedups of up to 49% and 34% for HCMM in comparison to the "uncoded" and "homogeneous coded" schemes, respectively.
Notation. For a natural number n, [n] represents the set {1, 2, . . . , n}. For functions of n, we denote f = Θ(g) if there are positive constants c 1 and c 2 such that c 1 ≤ |f/g| ≤ c 2 , and f = O(g) if there exists a positive constant c such that |f/g| ≤ c. For functions f and g of n, f = o(g) if f/g → 0 as n goes to infinity.
II. PROBLEM SETTING
In this section, we describe our computation model, the network model and the precise problem formulation.
A. Computation Model
We consider the problem of matrix multiplication, in which given a matrix A ∈ R r×m for some integers r, m, we want to compute the output y = Ax for an input vector x ∈ R m . Due to limited computing power, the computation cannot be carried out at a single server, and a distributed implementation is required. As an example, consider a matrix A with even number of rows and two computing nodes. The matrix can be divided into two equally tall matrices A 1 and A 2 , and each will be stored in a different worker node. The master node receives the input and broadcasts it to the two worker nodes. These nodes will then compute y 1 = A 1 x and y 2 = A 2 x and return their results to the master node, which combines the results to obtain the intended outcome y = Ax. This example also illustrates an uncoded implementation of distributed computing, in which results from all the worker nodes are required to obtain the final result.
We now present the formal definition of Coded Distributed Computation. Definition 1. (Coded Distributed Computation) The coded distributed implementation of a computational task f A (·) is carried out in two steps:
where A i ∈ R i ×m for some integers i and m, and the rows in A i are coded combinations of the rows in A.
• A decoding function that correctly outputs the correct result f A (·) when it receives results from a decodable set of local computations. To assign the computation tasks to each worker, we use random linear combinations of the r rows of the matrix A.
As an example, if worker i's load of computation is to compute a matrix-vector multiplication with matrix size i × m, it will compute i inner products of the assigned coded rows of A with x. The master node can recover the result Ax from any r inner products received from the worker nodes with probability 1. Therefore, the master node does not need to wait for all the worker nodes to complete their computations, as any first r inner products can be used to decode the output. More precisely, let S i ∈ R i ×r be the coding matrix for worker i, where the entries of S i are i.i.d. N (0, 1). The computation matrix assigned to worker i is A i = S i A, i.e. worker i computes A i x and returns the result to the master node. Upon receiving r inner products, the aggregated results will be in the form of z = S (r) Ax, where S (r) ∈ R r×r is the aggregated coding matrices, and it is full-rank with probability 1. Therefore, the master node can recover Ax = S −1 (r) z. 1 
B. Network Model
The network model is based on a master-worker setup (See Fig. 1 as an illustration.). The master node receives an input x and broadcasts it to all the workers. Each worker computes its assigned set of computations and unicasts the result to the master node. The master node aggregates the results from the worker nodes until it receives a decodable set of computations and recovers the output Ax. The random variable T i denotes Fig. 1 : Master-worker setup of the computing cluster. The master node receives the input vector x and broadcasts it to all the worker nodes. Upon receiving the input, worker node i starts computing the inner products of the input vector with the locally assigned rows, i.e. y i = Aix, and unicasts the output vector yi to the master node upon completing the computation. The results are aggregated at the master node until r inner products are received and the desired output Ax is recovered. the task runtime at node i and has a shifted exponential distribution:
where μ i is the straggling parameter, a i is the shift parameter, and i denotes the number of coded rows assigned to worker node i. The shifted exponential model for computation time, which is the sum of a constant (deterministic) term and a variable (stochastic) term, is motivated by the distribution model proposed by authors in [12] for latency in querying data files from cloud storage systems. We assume that the runtime random variables are mutually independent.
C. Problem Formulation
We consider the problem of using a cluster of n worker nodes for distributively computing the matrix-vector multiplication Ax, where A is a size r × m matrix for some integers r, m. Let = ( 1 , · · · , n ) be the load allocation vector where i denotes the number of rows assigned to worker node i. Let T C be the random variable denoting the waiting time for receiving at least r inner products, i.e. a decodable set of results. We aim at solving the following optimization problem:
For a homogeneous cluster, to achieve a coded solution, one can divide A into k equal parts vertically, and apply an (n, k) MDS code to these submatrices. The master node can then obtain the final result from any k responses. In [8] , the authors find the optimal k for minimizing the average running time.
For the heterogeneous cluster, assigning equal loads to servers is clearly not optimal. Moreover, directly finding the optimal solution to the optimization problem P main seems to be intractable. In homogeneous clusters, the problem of finding a sufficient number of inner products can be mapped to the problem of finding the waiting time for a set of fastest responses, and thus closed form expressions for the expected computation time can be found using order statistics. However, this is not possible in heterogeneous clusters, where the load allocation is non-uniform. In Section III, we present an alternate formulation to P main in (2) , and show that the solution to the alternate formulation is tractable and provably asymptotically optimal. We consider the practically relevant regime where the size of the problem scales linearly with the size of the network, while the computing power and the storage capacity of each worker node i remain constant, i.e. r = Θ(n), a i = Θ(1), and μ i = Θ(1).
III. HETEROGENEOUS CODED MATRIX MULTIPLICATION
As discussed in Subsection II-C, the goal is to solve P main , i.e. finding the optimal load allocation that minimizes the expected execution time, E[T CMP ]; however, due to the combinatorial nature of the problem, this needs an exhaustive search over all possible load allocations. In this section, we propose the HCMM algorithm, which is derived from solving an alternate problem formulation towards finding the optimal load allocation. We will further compare the average runtime of HCMM with the uncoded scheme.
A. Alternative Formulation via Maximal Aggregate Return
Consider an n-tuple load allocation = ( 1 , · · · , n ) and let t be a feasible time for computation, i.e. t ≥ max i {a i i }. The number of equations received from worker i at the master node till time t is a random variable, X i (t) = i 1 {Ti≤t} , where T i is the random execution time for machine i ∈ [n]. Then the aggregate return at the master node at time t is:
It is easy to show that the expected number of equations aggregated at the master node is:
We propose the following two-step alternative formulation for P main defined by (2) . First, for a fixed time t, we maximize the aggregate return over different load allocations, i.e. P (1) alt : * (t) = arg max E X(t) , (5) and then, given load allocation * (t), we find the smallest time t such that with high probability, there is enough aggregate return by time t at the master node, i.e. P (2) alt : minimize t
where X * (t) is the aggregate return at time t for optimal loads obtained from P
From now onwards, we denote the solution to the two stepproblem as t * and the corresponding load allocation * that is the load allocation of the HCMM algorithm. One of the main contributions of this paper is stated in the following theorem. Subsection III-C provides the proof of Theorem 1. Moreover, in Subsection III-D, we will compare the performance of HCMM to the optimal uncoded scheme and show that HCMM is Θ log n times faster than the optimal uncoded scheme.
B. Solving the Alternate Formulation
We first proceed to solve P (1) alt in (5) . Since there is no constraint on load allocations, this problem can be decomposed to n decoupled optimization problems, i.e. *
3 < 0, and the solution to (8) is obtained as follows,
where λ i = Θ(1) is a constant independent of t and is the positive solution to the equation e μix = e aiμi (μ i x + 1). Thus,
Let τ * be the solution to the following equation:
Using (10), we find that
We now state the following lemma which characterizes the solution to P alt in (5-6) for large n. Lemma 1. Let t * be the solution to the alternative formulation P alt in (5) (6) and τ * be the solution to (12) . Then,
(15) We prove this lemma in [11] . Next, we prove that the solution to P alt is asymptotically optimal.
C. Asymptotic Optimality
We prove Theorem 1. First, in [11] , we show that
(16) Next, we prove the following lower bound on the average completion time of the optimum algorithm
where δ = Θ( log n n ). To this end, we show the following two inequalities,
where δ 1 = Θ( log n n ) and δ 2 = Θ( log n n ) and τ is the solution to E[X OPT (τ )] = r. Further,
(21) The last equality follows the fact that OPT,i = Θ(1) 2 . By 2 WLOG, suppose OPT,1 > Θ(1). This implies limn→∞ Pr[T 1 < t] = 0 for any t = Θ(1). We have HCMM, a (sub-)optimal algorithm achieving computation time τ * = Θ(1), therefore the optimal scheme should have a better finishing time τ ≤ Θ(1). Let the load of machine 1 is replaced bỹ OPT,1 = Θ(1). Clearly, for any time t = Θ(1), the aggregate return for the new set of loads is larger than the former one by any Θ(1) time, almost surely. This is in contradiction to optimality assumption.
McDiarmid's inequality (See [11] for its description),
implying inequality (a). We proceed to prove (b) by showing the following two inequalities,
where τ * is obtained in (13). By McDiarmid's inequality,
implying (22). Now, given the fact that HCMM maximizes the expected aggregate return, we have .
D. Comparison with Uncoded Scheme
In this subsection, we present a comparison between the performance of HCMM and the best uncoded scheme. In an uncoded scheme, the redundancy factor is 1; thus, the master node has to wait for the results from all the worker nodes in order to complete the computation. Next, we state and prove the following lemma regarding the computation time of the optimal uncoded scheme. Lemma 2. Let T UC OPT denote the completion time of the optimum uncoded distributed matrix multiplication algorithm. Then,
Proof. We show that E[T UC OPT ] > c log n, (26) for a constant c independent of n. For a set of machines with parameters {(μ i , a i )} n i=1 , letμ = max i μ i andã = min i a i . Now, consider another set of n machines in which every machine is replaced with a faster machine with parameters (μ,ã). Since the computation times of the machines are i.i.d., one can show that the optimal load allocation for these machines is uniform, i.e. * i = r n for every machine i ∈ [n].
Let { T i } n i=1 represent the i.i.d. shifted-exponential random variables denoting the execution times for the new set of machines where each machine is loaded by * i = r n . Therefore, the CDF of the completion time of each new machine can be written as 
where H n = 1 + 1 2 + 1 3 + · · · + 1 n is the sum of harmonic series. It is easy to see that the expected completion time of the optimal uncoded scheme is larger than the E[ T OPT ], since all the machines are replaced with faster ones. Therefore,
for a constant c independent of n. This follows from the fact that r = Θ(n), a i = Θ(1), and μ i = Θ(1) for i ∈ [n]. Now, consider another set of n machines replaced with a machine with parameters (μ,â), whereμ = min i μ i andâ = max i a i . By an argument similar to the one employed in the first step of the proof, we can write 
IV. NUMERICAL ANALYSIS
We now present numerical results evaluating the performance of HCMM. Specifically, we consider two benchmark load allocation schemes for performance comparison: 1) Uncoded Load Balanced (ULB): In load balancing, the number of inner products computed by a worker node is proportional to its speed i.e. i ∝ μ i . 2) Coded Equal Allocation (CEA): Equal number of coded rows are assigned to each worker. Redundancy is numerically optimized for minimizing the average computation time for receiving results of at least r inner products at the master node. In other words, CEA gives the best load allocation among all equal load allocation schemes. We consider the practical problem of computing 500 inner products using 100 workers for three scenarios: 1) Scenario 1 (2-mode heterogeneity): μ i is 1 for 50 workers, and 3 for the other 50 workers. 2) Scenario 2 (3-mode heterogeneity): μ i is 3 for 50 workers, 1 for 25 workers, and 9 for 25 workers. 3) Scenario 3 (Random heterogeneity): μ i is uniformly distributed in {1, 3, 9}. In all scenarios, we assume a i μ i = 1 for each worker. Fig. 2 illustrates the gain in the performance of HCMM over ULB and CEA for the three scenarios of cluster heterogeneity. HCMM gives performance improvement of 49% over ULB and 25% − 34% over CEA. Moreover, HCMM outperforms CEA with much smaller storage redundancy. For HCMM, the storage redundancy is approximately 1.46, while for CEA, the optimal redundancy factor varies in the range of 1.5 − 4.4. 
