Abstract
Background and Aims
The beat of cardiac interbeat intervals has been revealed to oscillate in a complex and possibly chaotic manner [1] . It is the aim to optimally assess the pathological risk that levels of diabetes mellitus pose to the individual by analyzing the heart rate variability (HRV). To accomplish this we applied the Shannon Entropy [2] and Detrended fluctuation analysis (DFA) [3] algorithms to six different power spectra to determine which exhibited the most parametric sensitivity. Originally, Garner and Ling [4] undertook this to compute the spectral Entropy [5] and spectral Detrended fluctuation analysis (sDFA) [4] . Yet, power spectra that we applied here to derive these two parameters are: Welch [6] , Multi-Taper Method (MTM) [7, 8] The advantage for producing the correlation with HRV is that it can provide a benchmark of the risk of the so-called "dynamical diseases [13] " in diabetic subjects. A potential reduction would be consistent with changes in the autonomic nervous system (ANS) and a dysfunctional vagus. The vagus has a vital role in regulating the rhythm of physiological systems. Sympathetic and parasympathetic nervous systems interactions have been documented as influencing HRV.
HRV is a basic tool widely used to monitor the ANS. Alternative techniques include Photoplethysmography [14] , Phonocardiography [15] and Vibrocardiography [16] . Some are unresponsive as with Sympathetic Skin Response [17] or too intricate and costly as with Quantiative Pupillography [18] .
'Chaotic global' techniques are more responsive to erraticism in dynamical systems than those based on time-domain, geometric methods, frequency domain and/or nonlinear measurements [19] . Chaotic behaviour in biological systems usually indicates normal physiological status; while a reduction of chaotic tendancies could be a pathophysiological marker [20] .
By implementing six alternative power spectra we aim to accomplish a result of greater significance by parametric and non-parametric statistics when equating normals with diabetics. It would then be conceivable to reach a diagnosis and provide the necessary treatment earlier.
Material and Methods
Patient Selection and Assessment was identical to the study by Souza et al. [21] . In brief, the study consisted of forty-six adults split equally. A cohort with diabetes mellitus (type 1); male (44%) and a control group of healthy subjects; male (65%).
The subjects were selected for the absence of cardiac and respiratory diseases, nonadministration of medication(s) and were nonsmokers and non-alcoholics. Those subjects who satisfied the inclusion criteria progressed to an explanation of the objectives and procedures of the study and signed a confidential informed consent form. All of the procedures in this study were agreed by the Research Ethics Committee of the institution (Protocol No 47/2011). The experimental protocol consisted of the identification and autonomic evaluation. Throughout the identification, details were logged of the subjects past medical history to determine whether they satisfied the inclusion criteria and to characterize the population. The physical evaluation was undertaken by quantification of HRV. Appraisals were conducted in a noiseless laboratory with the temperature at about 23 C and humidity around 54%. All assessments were performed between 13:00hr and 17:00hr to circumvent circadian cycle influences.
Data with regards to age, gender, signs and symptoms resulting from diabetes, the use of medications, smoking and alcoholic intake and the extent of physical activity judged by international physical activity questionnaires [22] , were collected from the subjects.
The HRV evaluations were undertaken to verify the autonomic modulation. The subjects were instructed to avoid alcoholic and/or ANS stimulants for 24 hours prior to data recording. Throughout the autonomic evaluation, the subjects were told to remain alert, silent, with spontaneous breathing at rest, in the supine position for 30 minutes on a sofa. After receiving an explanation of the data collection procedures, an electrode was located on the subjects' torso, and the heart rate receiver (Polar Electro, model S810i, Finland) was placed around the patients' wrist. The equipment had been validated for collecting HRV data for analysis [23] . To analyze HRV indexes, precisely 1000 intervals of successive cardiac beats were recorded. They were chosen after digital filtering and perfected by manual filtering to eliminate artifact and ectopic beats. Only the series exceeding 95% of sinus beats were included.
In the past, we have applied the Welch and MTM power spectra. It was assumed that since the MTM is an adaptive and nonlinear technique with less spectral leakage it would potentially be more sensitive to a chaotic response. In Souza et al [21] we applied the Welch power spectrum to subjects with diabetes. These then gave us the standard spectral Entropy and spectral Detrended fluctuation analysis (sDFA). Further studies on malnutrition [24] , youth obesity [25] and a study on attention deficit hyperactivity disorder (ADHD) [26] applied the MTM power spectra throughout. These were referred to as high spectral Entropy and high spectral Detrended fluctuation analysis (hsDFA) . During all studies we applied the MTM power spectrum to generate the third parameter spectral MultiTaper Method (sMTM) [4] . This quantifies the extent of broadband noise in the system associated with increasing chaotic response. This parameter remains unchanged throughout all the subsequent analysis.
When we compute power spectra via Welch's method the parameters are set at: (i) sampling frequency of 2Hz, (ii) zero overlap, (iii) a Hamming window and the number of discrete Fourier transform (DFT) point to use in the power spectral density (PSD) estimate is the greater of 256 or the next power of two greater than the length of the segments, and (iv) there is no detrending. These were calculated in the study by Souza et al [21] .
To compute the MTM, the parameters are set as the following: (i) sampling frequency of 1Hz; (ii) time bandwidth for the discrete prolate spheroidal sequences (DPSS) often referred to as slepian sequences [27] is 3; (iii) a discrete Fourier transform (DFT) length of 256; (iv) Thomson's adaptive nonlinear combination method to combine individual spectral estimates is applied. These were applied in studies on youth obesity [25] , malnutrition [24] and ADHD [26] .
The Periodogram power spectral density estimate is a nonparametric estimate of a widesense stationary random process using a rectangular window. The number of points in the discrete Fourier transform (DFT) is a maximum of 256 or the next power of two greater than the signal length.
For Covariance, Burg and Yule-Walker methods the order is of the autoregressive model (AR) used to produce the power spectra density estimate and is set to 4. A default discrete Fourier transform (DFT) length of 256 is applied.
In this study, when computing spectral Entropy and sDFA we enforce six different power spectra (Welch, MTM, Covariance, Burg, Yule-Walker and Periodogram) to give six variants of these parameters. There are seven different permutations of three chaotic global parameters. All three chaotic global values have equal weighting of unity. The Chaotic Forward Parameter (CFP) enables different combinations of 'chaotic globals' to be applied to ensure optimum chaotic response -tested later by multivariate analysis. It is expected that the CFP which applies all three should be the most significant and robust since it takes the information and processes it in three different ways. It is assumed that the CFP1 which is applied to the MTM power spectrum should be the best overall statistically. It is adaptive, nonlinear and intrinsically promotes reduced spectral leakage. The Lilliefors test is useful in studies such as these with small sample sizes. Here, the results were inconclusive so we cannot assert that the observations follow either a normal or nonnormal distribution. Therefore we applied both parametric and nonparametric tests of significance. These are the one-way analysis of variance (ANOVA1) [30] and the KruskalWallis [31] tests of significance, respectively. We illustrate the results as boxplots, in Figure 1 and statistically in the Table 1 . Principal Component Analysis (PCA) [32, 33] is a multivariate statistical technique where random observations are transformed into a smaller set of uncorrelated variables termed Principal Components (PCs). The term component refers to a linear transformation that selects a variable system for the data set such that the greatest variance of the data lies on the first axis; the first principal component, (PC1), with the second greatest variance on the second axis (PC2). These components are uncorrelated since in sample space they are orthogonal (or perpendicular) to each other.
We assess PCA when phenomena cannot be directly observed. Especially, when the objective is to identify and operate with underlying latent factors rather than the observed data. They are useful when there is an excess of observations and dimensions with the need to reduce them to a smaller number of factors. It is the most widely applied statistical computation for dimensionality reduction. The cumulative influences are described as a percentage. If the PCs account for the majority of influence in the first few components we achieve a steep scree plot.
Results
We have the values of CFP for seven groups for 23 subjects who are diabetic; hence a grid of 7 by 23 to be assessed for each of the six power spectra. From Table 1 we observe that the derivatives from the Welch and MTM power spectrum respond in a very similar manner. CFP1 and CFP3 are highly significant. CFP1 has a p ≈ 0.03 for the Kruskal-Wallis test of significance for both power spectra and CFP3 has a p ≤ 0.01 for the Kruskal-Wallis and ANOVA1 tests of significance. In both circumstances, the diabetic subjects have lower mean values for the CFP1 and CFP3. This is to be expected for dynamical diseases. The Welch and MTM power spectra also respond similarly with respect to the multivariate analytical technique PCA.
For the Welch power spectra CFP1 has the First Principal Component (PC1) (0.256) and the Second Principal Component (PC2) (-0.520); whereas, CFP3 has the PC1 (0.048) and the PC2 (-0.610). Only the first two components need be considered due to the steep scree plot. The cumulative influence as a percentage is 61.9% for the PC1 and 99.8% for the cumulative total of the PC1 and PC2. So, CFP1 which applies all three chaotic globals techniques is the best and most robust overall combination with regard to influencing the correct outcome.
For MTM power spectra CFP1 has the PC1 (0.257) and the PC2 Component (-0.518); whereas, CFP3 has the PC1 (0.049) and the PC2 (-0.609). Only the first two components need be considered due to the equally steep scree plot. The cumulative influences are exactly the same as with the Welch power spectra above. So, CFP1 which applies all three chaotic globals techniques is the preferred overall combination with regard to influencing the correct outcome..
Regarding the Burg power spectrum CFP2, CFP5 and CFP7 are highly significant at the level of p ≤ 0.01 for the Kruskal-Wallis test. Yet, in the case of CFP2 and CFP5 the diabetics subjects mean values are greater than the normal group which is unexpected and so can be disregarded. CFP7 decreases for the diabetic subjects with p ≤ 0.01 for the Kruskal-Wallis test. It is however insignificant for the ANOVA1 tests with a p-value of 0.1126. Also, it is a single parameter based on spectral Entropy alone so is not principally robust as would be the case with CFP1. Thus, these results need not be considered further.
Concerning the Covariance power spectrum CFP2 is important at the level of p ≤ 0.01 for the Kruskal-Wallis test of significance and p ≈ 0.05 for ANOVA1. CFP4 is significant at the level of p ≤ 0.05 for the Kruskal-Wallis test of significance, and CFP5 is significant at the level of p ≤ 0.01 for the Kruskal-Wallis test of significance but for the ANOVA1 the p-value is less significant at 0.0156. Though, in all significant cases the diabetics have mean values which advocate that they have greater chaotic response than the normal groups. This is not to be expected since the dynamical diseases are expected to correlate with a reduced chaotic response. Consequently, these results need not considering further.
Regarding the Yule-Walker power spectrum there are no combinations of chaotic global parameters (CFP1 to CFP7) which are significant. So, these results are not further considered.
For the Periodogram power spectrum the CFP1, CFP2 and CFP3 permutations of chaotic global parameters are all significant. In all three cases the diabetics have lower values for the combination of chaotic global parameters which is expected. CFP1 and CFP2 are significant at the level of p ≤ 0.05 for the Kruskal-Wallis test of significance. CFP3 is significant at the level of p ≤ 0.01 for both ANOVA1 and KruskalWallis tests of significance.
Regarding the Periodogram power spectra, CFP1 has the PC1 (0.291) and the PC2 (-0.491); whereas, CFP2 has the PC1 (-0.147) and the PC2 (-0.576) and, CFP3 has the PC1 (0.080) and the PC2 (-0.600). Only the first two components need be considered due to the steep scree plot. The cumulative influence as a percentage is 61.0% for the PC1 and 98.7% for the cumulative total of the PC1 and PC2. So, CFP1 which applies all three chaotic globals techniques is the best overall combination with regard to influencing the correct outcome.
Discussions
We can recognize from the results above that the most robust parameters throughout are CFP1 and CFP3. This is the case for three of the power spectra -Welch, MTM and Periodogram all predicated on the Fast Fourier Transform, and all are non-parametric methods. It is expected that CFP1 would be the most statistically robust parameter since it applies three parameters as an alternative to two provided with CFP3. It is noteworthy that the Welch and MTM power spectra perform very similarly, as would be expected. The Periodgram performed more significantly on the statistical tests, but less influential on the multivariate analysis. A Periodogram spectrum can give consistent results with higher noise levels than the other two. It is the least sophisticated algorithm applied here [12] .
For the other three power spectra, all are parametric methods -Burg, Covariance and Yule-Walker and the results are largely insignificant. The order of the power spectra has little influence over the results. Yule-Walker derivatives have no significant values by parametric or non-parametric statistical tests; therefore, we do not need to perform any multivariate analysis. For the Burg power spectrum the only valid result is CFP7 which is a single entity and as such not robust and need not be considered further. For Covariance power spectrum in all significant cases the diabetics have mean values which suggest that they have greater chaotic response than the normal groups. This is not to be expected since optimally functioning physiological systems have higher values for chaotic response. So, the Covariance technique can be rejected.
Returning to MTM we call these derivatives high spectral Entropy and high spectral Detrended fluctuation analysis (hsDFA) and they do slightly outperform those derived from the Welch power spectrum. However, the MTM power spectrum excels with regards to the various parameters which define the spectrum. For instance, the time bandwidth for the DPSS can be adjusted and Thomson's 'adaptive' nonlinear combination method to combine individual spectral estimates can be attuned to the 'eigenvalue' or 'unity' settings. This flexiblity has the potential to increase the significance of CFP1 and CFP3 derived from MTM power spectra and could form the basis of another study. It would also be statistically favourable to have larger datasets for both normal and diabetic subjects. If the time-series were longer this should enhance statistical significances.
Conclusions
We have derived two robust and important functions CFP1 and CFP3 which can compute short time-series of HRV and deduce which time-series is from a diabetic patient and which from the normal subjects. We have also derived two of the chaotic global parameters by six different power spectra. On the basis of three statistical tests we determine that the Welch and MTM power spectra provide the most significant results with Periodgram perfoming better on the ANOVA1 and Kruskal-Wallis tests, but slightly less influential on the multivariate analysis. Yule-Walker, Burg and Covariance power spectra perform much worse when applied to the two chaotic globals stated. Therefore we can assume that the optimum parameters to apply are those wholly derived from the MTM power spectrum. They match those of the Welch power spectrum but outperform it with the additional flexiblity performed by DPSS and Thomson's nonlinear combination methods. Therefore the optimum parameter is the CFP1 a function of high spectral Entropy, high spectral Detrended Fluctuation Analysis (hsDFA) and spectra MultiTaper Method (sMTM).
By applying these algorithms to short sections of RR-interval data it should be possible to achieve a diagnosis and provide the necessary treatment earlier.
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