Abstract. In this paper we demonstrate how weighted majority voting with multiplicative weight updating can be applied to obtain robust algorithms for learning binary relations. We first present an algorithm that obtains a nearly optimal mistake bound but at the expense of using exponential computation to make each prediction. However, the time complexity of our algorithm is significantly reduced from that of previously known algorithms that have comparable mistake bounds. The second algorithm we present is a polynomial time algorithm with a non-optimal mistake bound. Again the mistake bound of our second algorithm is significantly better than previous bounds proven for polynomial time algorithms.
Introduction
In this paper we demonstrate how weighted majority voting with multiplicative weight updating can be applied to obtain robust algorithms for learning binary relations. Following Goldman, Rivest and Schapire (1993) , a binary relation is defined between two sets of objects, one of cardinality n and the other of cardinality m. For all possible pairings of objects, there is a predicate relating the two sets of variables that is either true (1) or false (0). The relation is represented as an n x m matrix M of bits, whose (r, j) entry is 1 if and only if the relation holds between the corresponding elements of the two sets. Furthermore, there are a limited number of object types. Namely, the matrix M is restricted to have at most k distinct row types among its n rows. (Two rows are of the same type if they agree in all columns.) This restriction is satisfied whenever there are only k types of identical objects in the set of n objects being considered in the relation.
We study the problem of learning binary relations under the standard on-line (or incremental) learning model (Littlestone 1989; Littlestone 1988) . The learning session consists of a sequence of trials. In each trial, the learner must predict the value of some unknown matrix entry that has been selected by the adversary1. After predicting, the learner receives the value of the matrix entry in question as feedback. If the prediction disagrees with the feedback, then we say the learner has made a mistake. The learning session continues until the learner has predicted each matrix entry. The goal of the learner is to make as few prediction mistakes as possible.
One could view each row as a point in {0, l}m and each row type of a binary relation as a cluster of points in {0, l}m that are distance zero from each other. Initially, the learner knows nothing about how the points may be clustered, yet as the learning session proceeds the learner must infer both how the points are clustered (since this will be essential in reducing the mistakes) and the value of the m bits defining each cluster. We thus use the term cluster rather than row type when talking about the grouping of the rows.
One contribution of this paper is a formal definition for the problem of learning binary relations in which the clusters are not "pure" in that two rows in the same cluster may not be exactly the same. In other words, we remove the requirement that all points in a cluster are distance zero from each other. Thus even if the target matrix were known there remains an interesting clustering problem that one could address, namely, what clustering achieves the optimal tradeoff between the number of clusters and the distances between the points in the clusters. Of course, our learning algorithm must perform the clustering in an on-line manner while also predicting the values of unknown matrix entries. By viewing the problem of learning binary relations under this more general formulation, we achieve two important goals. First, such a modification in the definition of the learning problem much better matches the motivation provided by Goldman, Rivest, and Schapire (1993) . Second, we can greatly reduce the mistake bounds obtained under the original formulation of Goldman et al. since now a group of rows that have slight differences can be viewed as a single cluster rather than having each row as its own cluster. In addition, the final weights of the second algorithm we present may be used to obtain a solution to the problem of how to cluster the rows of the target matrix.
A second contribution of this paper is two new algorithms (both based on weighted majority voting with multiplicative weight updating) to learn both pure and non-pure binary relations. Weighted majority voting provides a simple and effective method for constructing a learning algorithm A that is provided with a pool of "experts", one of which is known to perform well, but A does not know which one. Associated with each expert is a weight that gives A's confidence in the accuracy of that expert. When asked to make a prediction, A predicts by combining the votes from its experts based on their associated weights. When an expert suggests the wrong prediction, A passes that information to the given expert and reduces its associated weight. In this work, we use a multiplicative weight updating scheme to adjust the weights. Namely, the weight associated with each expert that mispredicts is multiplied by some weight 0 < ? < 1. By selecting ? > 0 this algorithm is robust against noise in the data. This robust nature of weighted majority voting enables us to apply our algorithms to the problem of learning non-pure relations by viewing discrepancies between the rows in the same cluster as noise.
When using weighted majority voting there is a tradeoff between the number of experts (i.e. the number of weights being combined) and the computation time needed to make each prediction. Our first algorithm applies a weighted majority scheme with kn/k! weights to the problem of learning binary relations. We show that the mistake bound of this algorithm nearly matches the information theoretic lower bound. While the computation time needed to make each prediction is exponential, it is still significantly reduced from that used by the halving algorithm (Barzdin & Freivald, 1972; Littlestone 1988; Angluin 1988) 2. In our second algorithm we apply a weighted majority voting scheme that uses only a polynomial number of weights and thus can make each prediction in polynomial time. While the mistake bound proven for this algorithm is not near optimal, with respect to what can be obtained with unlimited computation, it is significantly better than previous bounds obtained by polynomial time algorithms. We first present and analyze our two algorithms for the problem of learning pure binary relations. We then show how to exploit the robustness of weighted majority voting, to generalize both of these algorithms to obtain the first known algorithms for learning non-pure binary relations.
Our second algorithm has two novel features that required the use of a new method for analyzing the mistake bound. This algorithm runs n copies of a weighted majority voting scheme in parallel where in each trial only one of the n copies is active. However, all n copies share weights and thus cooperatively work to learn the target relation. Another unusual property of our voting scheme is that all experts begin with incomplete information and thus do not always know how to make each prediction. Furthermore, the prediction an expert would make for any given matrix entry can change over time.
(In fact, initially no experts will know how to vote for any matrix entry.) As the learning session proceeds all experts monotonically gain information and thus know how to vote more often. Thus to bound the number of mistakes made by our second algorithm, we must determine the minimum rate at which information is being gained across the n copies of our voting scheme.
The remainder of this paper is organized as follows. In the next section, we discuss the halving algorithm and the particular weighted majority voting scheme, WMG, that we apply. In Section 3 we present our two different algorithms for applying WMG to the problem of learning a binary relation. In Section 4 we formally define the problem of learning non-pure binary relations, and demonstrate how the robust nature of WMG can be exploited to handle such noise. In Section 5 we present our main result. Namely, we provide a technique that enables us to prove an upper bound on the number of mistakes made by our polynomial-time algorithm for learning non-pure binary relations. Finally, in Section 6 we close with some concluding remarks.
Preliminaries
In the noise-free setting, if the learner has unlimited computation time then the halving algorithm (Barzdin & Freivald, 1972; Littlestone 1988; Angluin 1988) typically performs very well. The halving algorithm predicts according to the majority of the relations that are consistent with the completed trials, and thus each mistake halves the number of remaining relations. Since the number of binary relations is at most 2kmkn/k! the standard halving algorithm makes at most mistakes 3. The halving algorithm can be viewed as keeping 2kmkn/k! weights, one weight per possible binary relation. Initially, all weights start at 1, and whenever a binary relation becomes inconsistent with the current partial matrix, its weight is set to 0. To make a prediction for a given matrix entry, each binary relation votes according to its bit in that entry. Since the halving algorithm predicts according to the majority of consistent relations (i.e. those with weight 1), each mistake halves the total weight in the system. Since the initial weight is 2kmkn/k! and the final weight is at least 1, at most km + (n -k) lg k + k lg e mistakes can occur.
Observe that the time used to make each prediction is linear in the number of weights. Thus we are interested in algorithms that use a small number of weights in representing their hypotheses. The algorithms we present update the weights according to a variant of the weighted majority algorithm of Littlestone and Warmuth (1989) called WMG. We view WMG as a node that is connected to each expert (or input) by a weighted edge. The inputs are in the interval [0, 1] . An input x of weight w votes with weight xw for 1 and with weight (1 -x)w for 0. The node "combines" the votes of the inputs by determining the total weight q0 (respectively q1) placed on 0 (respectively 1) and predicts with the bit corresponding to the larger of the two totals (and for the sake of discreteness with 1 in case of a tie). After receiving feedback of what the prediction should have been, for each input, the fraction of the weight placed on the wrong bit is multiplied by ?, where ? < [0,1). Thus the weight w of an input x becomes (1 -x + x3)w if the feedback is 0 and ((1 -x)3 + x)w if the feedback is 1. If 0 = 0 then the total weight halves in each trial in which the node makes a mistake and we obtain an analysis like that of the halving algorithm.
Our Algorithms For Applying WMG
In this section we describe two different methods for applying WMG to the problem of learning a binary relation. The first algorithm uses one node and k n / k ! weights. Thus the number of weights is still exponential but lower than the number of weights used by the halving algorithm by a multiplicative factor of 2km. For this case, the analysis is straightforward, and for the noise-free case, the bounds achieved are nearly optimal with respect to the known information-theoretic lower bound. The purpose of this algorithm is to show what is possible when computational resources are cheap. In the second algorithm we use one node for each of the n rows and one weight for each pair of rows (i.e. (2) weights). Proving bounds for the second algorithm is much more involved and is the focus of the paper. The bounds obtained are non-optimal when compared to those obtained when computation time is not a concern. However, our bounds are significantly better than previous bounds obtained by a polynomial algorithm. We now describe our two algorithms in more detail. In the first algorithm we use one weight per partition of the n rows into at most k clusters (i.e. k n / k ! weights). Initially all weights are set to 1. To make a prediction for a new matrix entry, each partition votes as follows: If a column of the cluster to which the new entry belongs has already been set then vote with the value of this bit; otherwise, vote with 1/2 causing the weight to be split between the votes of 0 and 1. Our algorithm predicts according to the weighted majority of these votes (see Figure 1 ). Recall that after receiving the feedback WMG multiplies the fractions of the weights that were placed on the wrong bit by ?. By selecting P -0, the weight of partitions that predict incorrectly (and are thus inconsistent with the partial matrix) are set to zero and the weights of all partitions that split their vote are halved.
After all entries of the target matrix are known, the correct partition has weight at least 2-km since it never predicted incorrectly, and split its vote at most km times. Since the initial weight is kn/k!, we obtain the mistake bound of km + (n -k)lgk + klge just as for the halving algorithm. (Actually, one can show that when ? = 0 then the first algorithm simulates the halving algorithm with k n / k ! weights instead of 2kmkn/k! weights). Note that the mistake bound of this algorithm is essentially optimal since Goldman, Rivest, and Schapire (1993) prove an information-theoretic lower bound of km + (n -k) [lg k] mistakes. While this algorithm has assumed that an upper bound on k is known, if no such bound is provided the standard doubling trick can be applied. Namely, the learner begins with an estimate, k = 1, as an upper bound for k. If the algorithm fails (i.e. makes too many mistakes) then k is doubled and the process in repeated. Once k > k the algorithm will succeed. Observe that the final value kf of k will be less than 2k. Also, since k is growing at an exponential rate, the computation time and mistakes made during the iteration with k = kf dominates the other runs. More specifically the number of mistakes made by this variation for k unknown is at most where the first step uses the equality
In our second algorithm we use one weighted majority node per row of the matrix, and one edge between each pair of nodes. Thus, unlike the first algorithm, no knowledge of k is needed. Let err' (and er'r) denote the (undirected) edge between the node for row r and the node for row r', and let w(e) denote the weight of edge e. The node for row r dictates the predictions for all entries in row r. So the nodes, in some sense, partition the learning problem among themselves. Assume Mrj is the next value to predict. To make its prediction, the node for row r combines the votes of the n -1 inputs from column j of matrix M. Each node r' ^ r votes with the weight w(err') for the bit at Mr'j . If the bit Mr'j is unknown (corresponding to its vote being 1/2) then the weight is split between the two votes (see Figure 2 ). If a mistake occurs then only the n -I weights connected to node r are adjusted using a multiplicative weight update scheme4. Thus we are running n copies of WMG in parallel, where in each trial only one of the copies makes a prediction. We show that this parallel composition of weighted majority style algorithm "learns" in the sense that if there are few clusters in the matrix then the algorithms eventually cooperate to make few mistake altogether. This holds even if the adversary gets to choose in what order the entries of the matrix M are uncovered5. Also note that the final weight between two nodes can be used to partition the rows into clusters so that one obtains a good tradeoff between the number of clusters and the distances within each cluster. Namely, clusters should be formed of rows for which the weight between all pairs is sufficiently high.
In Section 5 we provide a technique to adapt the worst-case mistake bounds proven for the weighted majority algorithm WMG to this parallel application. As a corollary to our main theorem, we show that when 3 = 0, our second algorithm obtains a mistake bound of km + min { n 2 l g e , n / 3 m l g k } using only (Q) weights. Here k is the size of the smallest partition consistent with the whole matrix. The best previous bound for a polynomial algorithm was km + n/(k -l)m (Goldman, Rivest & Schapire, 1993 ). An interesting aspect of our problem, besides its parallel nature, is that when node r is to predict for entry Mrj , not all other n -I entries in the j-th column may have been uncovered. Such unknown ("sleeping") entries are naturally set to 1/2, leading to split votes.
There are many relatives of the basic weighted majority algorithm that we could use within our two algorithms such as a probabilistic variant due to Vovk (1990) (see also Cesa-Bianchi, Freund, Helmbold, Haussler, Schapire and Warmuth (1993) ). Also the Vee algorithm of Kivinen and Warmuth (1994) handles inputs and predictions in [0,1] and the algorithm of Littlestone, Long and Warmuth (1991) has small square loss against the best convex combination of the inputs. (Incidentally all these on-line prediction algorithms have multiplicative weight updates in common.) We chose the simplest setting for showing the usefulness of our method: the entries of the matrix are binary and the predictions must be deterministic.
A Generalization: Non-Pure Relations
A key contribution of this paper is showing how the robust nature of WMG enables us to solve an important generalization of the problem of learning binary relations with noisy data. To motivate this problem we briefly review the allergist example given by Goldman, Rivest, and Schapire (1993) . Consider an allergist with a set of patients to be tested for a given set of allergens. Each patient is either highly allergic, mildly allergic, or not allergic to any given allergen. The allergist may use either an epicutaneous (scratch) test
Learn-Relation(0 < 7 < 1)
For all r,r' such that (r ^ r') initialize w(err') = 1 In each trial do the following four parts: 1. Receive a matrix entry Mrj for prediction 2. Produce a prediction as follows For each row r' ^ r If Mr'j is not known then row r' predicts that Mrj = 1/2 If Mr'j = I then row r' predicts that Mrj = 1 If Mr'j = 0 then row r predicts that Mrj = 0 Let R0 be the set of all rows that predict Mrj = 0 Let R1 be the set of all rows that predict Mrj = 1 Let W0 = E r ' < # 0 w ( e r r ' ) Let Wl = Er'€Rlw(err') If Wl > W0 predict 1 Else predict 0 3. Receive correct value for MTj 4. If the prediction of the algorithm was wrong then update the weights as follows For each r' ^ r If row r' made a correct prediction then let w(err') -(2 -y)w(err') Else if row r' predicted incorrectly then let w(err') -7w(err')
Figure 3. Our polynomial prediction algorithm for learning binary relations. Note that in the for loops of Steps 2 and 4, one could just look at rows for which w(err') > 0. Also we obtain the same mistake bound if the update in
Step 4 is performed at each step regardless of whether a mistake occurred.
in which the patient is given a fairly low dose of the allergen, or an intradermal (under the skin) test in which the patient is given a larger dose of the allergen. What options does the allergist have in testing a patient for a given allergen? He/she could just perform the intradermal test (option 0). Another option (option 1) is to perform an epicutaneous test, and if it is not conclusive, then perform an intradermal test. Which option is best? If the patient has no allergy or a mild allergy to the given allergen, then option 0 is best, since the patient need not return for the second test. However, if the patient is highly allergic to the given allergen, then option 1 is best, since the patient does not experience a bad reaction. The allergist's goal here is to minimize the number of prediction mistakes in choosing the option to test each patient for each allergen. Although Goldman et al. explore several possible methods for the selection of the presentation order, here we only consider the standard worst-case model in which an adversary determines the order in which the patient/allergen pairs are presented. This example makes an assumption that is a clear oversimplification. Namely, they assume that there are a common set of "allergy types" that occur often and that most people fit into one of these allergy types. Thus the allergy types become the clusters of the matrix. However, while it is true that often people have very similar allergies, there are not really pure allergy types. In other words, it is unreasonable to assume that all rows in the same cluster are identical but rather they are just close to each other. Without this flexibility one may be required to have most patient's allergies correspond to a distinct allergy type. Henceforth, we refer to the original formulation of the problem of learning binary relations in which all clusters are "pure" as learning pure relations.
We propose the following generalization of the problem of learning binary relations that we refer to as learning non-pure relations. For any column c of bits, let N0(c) be the number of zeros in c. Likewise, let N1 (c) be the number of ones in c. Suppose that the rows of the matrix are partitioned into a set of k clusters p = { S 1 , . . . ,Sk}. Let 5] denote the jth column of the cluster (or submatrix) Si. For each cluster we define a distance measure
In other words, think of defining a center point for partition Si by letting the value of column j in this center be the majority vote of the entries in Sj. Then d ( S i ) is just the sum over all rows s in Si of the Hamming distance between s and this center point.
We define the noise of partition p, aP, as and the size of partition p, kp, as the number of clusters in partition p. For each cluster i and column j, we define Si,j = min{N0(5'),Ni(5')}, and 5j = Ej=l Oi,j . Thus aP = Efei 6i = E*=i EJli 6i,i. Due to the robust nature of WMG, we can use both algorithms to learn non-pure relations by simply using a non-zero update factor (3.
We now discuss both of our algorithms when applied to the problem of learning nonpure relations and give bounds for each. The key to our approach is to view minor discrepancies between rows in the same cluster as noise. This greatly reduces the mistake bounds that one can obtain when using the original formulation of Goldman, Rivest, and Schapire (1993) by reducing the number of clusters. The robust nature of the weighted majority algorithm enables us to handle noise.
To demonstrate our basic approach, we now show that our first algorithm (i.e. the one using k n / k ! weights) can learn a non-pure relation by making at most 6 mistakes in the worst case, where 0 < 3 < 1 is the update factor, and the minimum is taken over all partitions p of size at most k and kp denotes the size and ap the noise of partition p.
In the noisy case the first algorithm still uses a single copy of the weighted majority algorithm with one weight for each of the kn/k! partitions. (See Figure 4 for the complete algorithm.) Assume Mrj is the next value to predict. Then a particular partition predicts with the majority of all already set entries from column j of rows in the same group as row r in the partition. In case of a tie the partition predicts with 1/2. (Note that in the noise-free setting all entries known in a given partition for a given column must be the same.) Finally, a partition with weight w and prediction x votes with xw for 1 and (1 -x)w for 0. The Algorithm WMG totals the votes for 0 and for 1 and predicts with the bit of the larger total (with 1 in case of a tie).
When a partition predicts incorrectly, its weight is multiplied by 0. A partition that splits its vote has its weight multiplied by (1 + 3)/2. (Half of its weight remains unchanged and the other half is multiplied by ?.) Finally, since WMG votes in agreement with at least half of the weight in the system, when a mistake occurs, at least half of the weight is multiplied by 0 (and the rest is unchanged). Thus for each trial in which a mistake occurs the total weight after the trial is at most (1 + 3)/2 times the total weight before the trial. We now argue that a partition p predicts incorrectly at most ap times and splits its vote at most kpm + ap times. To see this consider what happens in column j of cluster i. The number of wrong predictions is at most 6i,j (i.e. the number of minority bits) and the number of ties at most 1 + Oi,j. Thus the number of times partition kp m p predicts incorrectly is at most Y Y 5j,j = ap, and the number of times partition p i=l j=1 splits its vote is at most
Thus it follows that the final weight in the system is at least 0ap f -^ j . Since the initial weight in the system is kn/k! and for each trial in which a mistake occurs the total weight after the trial is at most (1 + 3)/2 times the total weight before the trial, we get the following inequality for the total number of mistakes u:
Slow-Learn-Relation(0 < 3 < 1)
For 1 < i < kn/k!, initialize wi = 1 In each trial do the following four parts: 1. Receive a matrix entry Mrj for prediction 2. Produce a prediction as follows
Let R be the set of rows in the same group as row r under partition i Let NO be the number of rows from R where column j is known to be a 0 Let NI be the number of rows from R where column j is known to be a 1 If N1 = N0 then partition i predicts that Mrj = 1/2 If N1 > N0 then partition i predicts that Mrj = 1 Else partition i predicts that Mrj = 0 Let R0 be the set of all partitions that predict Mrj = 0 Let R1 be the set of all partitions that predict Mrj = 1 Let W0 = £lE,Ro Wi + £ief-(HouK1) Wi/2 Let Wl = £J£RI Wi + £l6f-(joUf1} vi/2 If W1 > W0 predict 1 Else predict 0 3. Receive correct value for Mrj 4. If the prediction of the algorithm was wrong then update the weights as follows Our algorithm that uses k n / k ! weights to obtain an nearly optimal algorithm for learning binary relations. We would obtain the same mistake bound if Step 4 is performed at each step regardless of whether a mistake occurred.
Solving for u gives the bound given in Equation (1).
An interesting modification of our first algorithm would be to consider all rows in the same group as row r and then predict with the number of 1's already known in column j divided by the total number of known entries in column j (i.e. a prediction of N 1 / ( N 0 + N1) using the notation of Figure 4 ). We did not use this rule because it is harder obtain a lower bound on the final weight in the system. 
THEOREM 1 For any positive integers k and a, the first algorithm with b = 9 ("-^"fe+A ) makes at most mistakes, where the minimum is taken over all partitions p whose size kp is at most k and whose noise ap is at most a.
So by applying Lemma 1 with and 3 = g(z) to the bound (1) we obtain a worst-case mistake bound of for our first algorithm, where the minimum is taken over all partitions p of size at most k with noise at most a, and kp denotes the size and ap the noise of partition p.
• For the above tuning we needed an upper bound for both the size and the noise of the partition. If an upper bound for only one of the two is known, then the standard doubling trick can be used to guess the other. This causes only a slight increase in the mistake bound (see Cesa-Bianchi, Freund, Helmbold, Haussler, Schapire, and Warmuth (1993) ). Note that in the above mistake bound there is a subtle tradeoff between the noise ap and size kp of a partition p.
Recall that when this first algorithm is applied in the noise-free case that it essentially matches the information-theoretic lower bound. An interesting question is whether or not it can be shown to be essentially optimal in the case of learning non-pure relations.
As we show in the next section (Theorem 3), when using the second algorithm for learning non-pure relations, our algorithm makes at most mistakes in the worst case, where the minimum is taken over all partitions p, and kp denotes the size and ap the noise of partition p where kp < k and ap < a.
Algorithm Two: A Polynomial-time Algorithm
In this section we analyze our second algorithm, Learn-Relation, when applied to learning non-pure relations. (Recall that Learn-Relation is shown in Figure 3 .) The mistake bound of Theorem 2 obtained for this algorithm is larger than the mistake bound of the first algorithm. However this algorithm uses only (2) weights as opposed to exponentially many.
We begin by giving an update that is equivalent to the one used in WMG (Littlestone & Warmuth, 1989) . Recall that in WMG if x is the prediction of an input with weight w, then if the feedback is the bit p then w is multiplied by 1 -(1 -3)\x -p\ for 0 e [0,1). If 3 -7/(2 -7), then for our application the update of WMG can be summarized as follows
• If a node predicts correctly (so, \x -p\ = 0) its weight is not changed.
• If a node makes a prediction of 1/2 then its weight is multiplied by l/(2 -7).
• If a node predicts incorrectly (so, x -p\ = 1) then its weight is multiplied by 7/(2-7).
In the new update all factors in the above algorithm are simply multiplied by (2-7). This update is used in our Algorithm Learn-Relation(^) since it leads to simpler proofs. Because voting is performed by a weighted majority vote, the predictions made by the two schemes are identical. In order to use the analysis technique of Littlestone and Warmuth we must obtain a lower bound for the final weight in the system. However, using WMG the weight in the system is decreased by nodes that do not predict, and thus we would have to compute an upper bound on the total number of times that this occurs. Thus to simplify the analysis, we have modified the update scheme (i.e. at each step we multiplied all weights by (2 -7)) so that the weights of nodes that do not predict remain unchanged.
The Analysis
In this section we compute an upper bound on the number of mistakes made by LearnRelation.
We begin with some preliminaries. Likewise, let / be a function from R to R that is convex over some interval D of K. Let q e M, and let x1, x 2 , . . . , xq e D. Then
We also use Jensen's inequality when applied to a function over two variables. A function f : t x R -f is concave over an interval Dx x Dy of t x S if for all x e Dx and y € Dy , fxx < 0, fyy < 0, and fxxfyy -(fxy)2 > 0. Let / be a function from R x 3 to R that is concave over some interval Dx x Dy of 3 x R. Let q e M, and let X 1 , x 2 , . . . ,xq e Dx and y 1 , y 2 , . . . , y p € Dy. Then
We now give an overview of the proof of our main result along with several key lemmas that are used in the proof. Let p be any partition of size kp and noise ap. We note that the partition p is fixed throughout the analysis. Furthermore quantities such as £, Ft, Si (defined below) depend implicitly on p. Let u denote the total number of mistakes made by the learner, and let ui denote the number of mistakes that occur when the learner is predicting an entry in a row of cluster i. (Thus, X^iii ui = u.) Let ni be the number of rows in cluster i. (So n = ^1=1 n*.) Let A be all (Q) edges and the set £ contain all edges connecting two rows of the same cluster. We further decompose £ into £ 1 , . . . , £kp where £i contains all edges connecting two rows in the same cluster i of p. Observe that |£i| = M"^"1). When making an erroneous prediction for Mrj, we define the force of the mistake to be the number of rows in the same cluster as row r for which column j was known when the mistake occurred. Let Fi be the sum of the forces of all mistakes made when predicting an entry in a row of cluster i.
Recall that the noise of a partition p is defined as
We now define Ji to be the number of times that a weight in ei is multiplied by 7 when making a prediction for an entry in cluster i. That is, Ji is the total number of times, over all trials in the learning session in which a mistake occurs, where an entry in cluster i incorrectly predicts the value of an entry in cluster i (voting with all its weight).
We now give the key lemma used in our main proof. For ease of exposition, let and LEMMA 2 For each 1 < i < kp,
Proof:
We begin by noting that, if ap = 0, then Ji = 0 and the number of times some weight in Si is multiplied by (2 -7) equals Fi. Thus, in the noise-free case, it follows that (2-7)Fi = Fleef w (e). When ap > 0, then Fi is the number of times some weight in Si is multiplied by either (2 -7) or 7. Since the number of times some weight in Si is multiplied by 7 is Ji we have that
Taking logarithms of both sides we obtain the stated result.
• Note that if ni = 1 then Ji = |£i| = Fi = 0. The proof of our main theorem uses Lemma 2 as its starting point. We first obtain (Lemma 4) a lower bound for Fi that depends on the total number of mistakes, ui, made by our algorithm when making a prediction for an entry in cluster i. Next we must determine the maximum amount by which the "noisy" entries of the submatrix Si cause the weights in £ i to be "weakened" (i.e. multiplied by 7) instead of being "strengthened" (i.e. multiplied by (2 -7)) as desired. In Lemma 5 we show how Ji can be upper bounded in terms of 6i, the noise within cluster i. Finally in Lemma 7 we obtain an upper bound for the sum of the logarithms of the weights. We do this by observing that the total weight in the system never increases and then use the convexity of the logarithm function. The proof of our main theorem essentially combines all the lemmas and uses an additional convexity argument for combining the contributions from all clusters.
We now obtain a lower bound for Fi. In order to obtain this lower bound, it is crucial to first obtain an upper bound on the number of mistakes for a given cluster and given force. This quantity characterizes the rate at which the weighted-majority nodes are gaining information.
LEMMA 3 For each cluster r and force f there are at most m mistakes of force f.
Proof: We use a proof by contradiction. Suppose that for cluster i the learner makes m + 1 force / mistakes. Then there must be two mistakes that occur for the same column. Suppose the first of these mistakes occurs when predicting Mrj and the second occurs when predicting Mr'j where both rows r and r' are in cluster i. However, after making a force / mistake when predicting Mrj that entry is known and thus the force of the Mr'j mistake must be at least / + 1 giving the desired contradiction.
• We now compute a lower bound for the force of the mistakes made when predicting entries in cluster i.
LEMMA 4 For any 1 < i < kp,

Proof:
We proceed by showing that both expressions above are lower bounds for Fi. Let (x)m denote a sequence containing the symbol x repeated m times. Let GI denote the sum of the first ui elements of the sequence (0)m{l}m(2)m • • •. From Lemma 3 it follows that Fi > 0j. Thus, clearly our first lower bound follows since all but m mistakes have force at least one.
We now compute a more sophisticated lower bound on <T. Let s(x) = Yk=i k = X(X2+1 Using the structure illustrated in Figure 5 it is easily seen that where d = \^\ -^ and the last inequality follows from the observation that 0 < d < 1. This completes the proof of the lemma.
•
Observe that the simple linear bound is a better lower bound only for m < ui < 2m. Next, we capture the relationship between Ji and the noise within cluster i of the partition to obtain an upper bound for Ji.
LEMMA 5 For 1 < i < kp,
Proof: For ease of exposition, we assume that for each cluster i and column j, the majority of the entries in Sj, are 1. Thus 6i,j is exactly the number of 0's in Sj. Observe that for every known 0 entry in 5], the quantity Ji is increased by one whenever the learner makes a prediction error when predicting the value of an entry in 5] that is a 1. Thus, in the worst case, each of the 6i,j entries in S] that are 0 could cause Ji to be incremented for each of the ni -6i,j entries in 5] that are 1. Thus, Since x2 is convex, it follows that X^=i &i,j ^ T£. This completes the proof of the lemma.
Next we obtain an upper bound on the sum of the logarithms of the weights of a set of edges from A. A key observation used to prove this upper bound is that the overall weight in the system never increases. Therefore, since the initial weight in the system is n(n -l)/2 we obtain the following lemma.
LEMMA 6 Throughout the learning session for any A' C A,
Proof:
In trials where no mistake occurs the total weight of all edges ^e^^w(e) clearly does not increase. Assume that a mistake occurs in the current trial. Ignore all weights that are not updated. Of the remaining total weight W that participates in the update let c be the fraction that was placed on the correct bit and 1 -c be the fraction placed on the incorrect bit. The weight placed on the correct bit is multiplied by 2 -7 and the weight placed on the incorrect bit by 7. Thus the total weight of all edges that participated in the update is (c(2 -7) + (1 -c)j)W at the end of the trial. Since the latter is increasing in c and c < 1/2 whenever a mistake occurs, we have that the total of all weights updated in the current trial is at most (^rp + -$)W = W at the end of the trial. We conclude that the total weight of all edges also does not increase in trials where a mistakes occurs. Finally since A' C A, the result follows.
• LEMMA 7 Throughout the learning session for any A' C A, Proof: This result immediately follows from Lemma 6 and the concavity of the log function.
We are now ready to prove our main result. Proof: Let p be any partition of size kp and noise ap. We begin by noting that for any cluster i and column j in partition p, Si,j < ni/2 and thus Si = £^li Si,j < ntm/2. Let Si = {i | ni = 1}, and S2 = {i ni > 2}. Clearly the total number of mistakes, p., can be expressed as
Recall that in Lemma 4 we showed that Fi > ^ -m. Observe that if ni = 1 then Fi = 0, and thus it follows that SigSi /*t < |Si|m. As shown below, £^es2 A*i is bounded from above by a function of the form |52|m + x where x is some positive quantity. Thus
Since it is easily seen that the value of x is maximized when |S2| = n, we will assume throughout the remainder of this section that ni > 2 for all i.
As we have discussed, the base of our proof is provided by Lemma 2. We then apply Lemmas 4, 5 and 7 to obtain an upper bound on the number of mistakes made by Learn-Relation.
We now proceed independently with the two lower bounds for Fi given in Lemma 4. Applying Lemma 2 with the first lower bound for Fi given in Lemma 4, summing over the clusters in p, and solving for p. yields,
5?
6?
From Lemma 5 we know that Jj < i^n, -^ < 6in --£. It is easily verified that c2 the function n&i -^ is concave. Thus, combining Jensen's inequality with the fact that St=i ^i = ap> we obtain:
In addition, by applying Lemma 7 with A' -£ we obtain ..,dt:
Next observe that the function x Ig "f^ x) is concave and obtains its maximum value at x = "t""1), Thus we obtain that Finally by combining Inequalities (2), (3), and (4) we obtain that:
proving our first bound on \i. We now proceed by combining Lemma 2 with the more sophisticated second lower bound for Fi given in Lemma 4 to obtain:
Next we apply Lemma 7 with A' = £i to obtain: Applying this above inequality, the inequality ^/a + b < ^/a + Vb, and Inequality (5) yields Next we apply Lemma 5 and the fact that |£j| = n,(n, -l)/2 < n^/2, and then sum over the kp clusters in p to obtain:
As shown in the appendix, the function /(<5,,nj) = JSiUi -•£ + ^lg n"/^ i\ is concave for n, > 2 and <5j < mm/2. Since £)t=i n* = n and Xa=i ^* = Qp> we can thus apply Jensen's inequality to obtain:
Observe that n > kp> and furthermore if n = kp then at most nm mistakes can occur and the upper bound of the theorem trivially holds. Thus without limiting the applicability of our result we can assume that n > kp + 1 which in turn implies that •~^-< kp. Thus we can further simplify Inequality (6) to obtain: thus giving us our second bound on ^.
The above analysis was performed for any partition p 6 P. Thus taking the minimum over all partitions in P we get the desired result.
• As when applying the weighted majority algorithm to a noise-free setting, notice that we obtain the best performance by selecting 7 = 0 (respectively (3 = 0). Thus we obtain the following corollary for the case of learning pure relations. mistakes, where the minimum is taken over all partitions p whose size kp is at most k and whose noise ap is at most a.
Before proving the theorem, we give a graphical example to help provide a feel for how this function grows, and we look at its application to a special case. In Figure 6 we plot the mistake bound given in Theorem 3 for the special case in which m = n = 1000 and kp = k = 50. We look at how the given mistake bound grows as ap = a ranges from 0 to 10,000 (so up to 10% of the entries are noisy). It is important to remember that the given plot shows the provable upper bound on the number of mistakes made by Figure 6 . This figure provides a graphical example for the mistake bound of Theorem 3. We have plotted a = ap on the x-axis, and the value of our upper bound on the mistakes is on the y-axis. In this plot m = n = 1000 and k = kp = 50. Observe that there are 1,000,000 predictions made, and when there is no noise (i.e. a = 0) our upper bound on the mistakes is 180,121.
Learn-Relation (over the 1,000,000 predictions) -the actual number of mistakes could be lower.
Before proving the theorem, we look at one special case. If partition p is such that ap = n, then the number of mistakes is at most where z = y 2o?mn-aV So by applying Lemma 1 with and B = g(z) we obtain the worst-case mistake bound8 given in the theorem.
In addition to presenting their algorithm to make at most km + n^/(k -l)m mistakes, Goldman, Rivest, and Schapire (1989) present an information-theoretic lower bound for a class of algorithms that they call row-filter algorithms. They say that an algorithm A is a row-filter algorithm if A makes its prediction for Mrj strictly as a function of j and all entries in the set of rows consistent with row r and defined in column j. For this class of algorithms they show a lower bound to fi(nv/w) for m > n on the number of mistakes that any algorithm must make. Recently, William Chen (1991) has extended their proof to obtain a lower bound of 0(ny'm Ig k) for m > n Ig k. Observe that LearnRelation is not a row-filter algorithm since the weights stored on the edges between the rows allows it to use the outcome of previous predictions to aid in its prediction for the current trial. Nevertheless, a simple modification of the projective geometry lower bound of Goldman, Rivest, and Schapire (1989) can be used to show an £l(n^fm) lower bound for m >n on the number of prediction mistakes by our algorithm. Chen's extension of the projective geometry argument to incorporate k does not extend in such a straightforward manner; however, we conjecture that his lower bound can be generalized to prove that the mistake-bound we obtained for Learn-Relation is asymptotically tight. Thus to obtain a better algorithm, more than pairwise information between rows may be needed in making predictions.
Concluding Remarks
We have demonstrated that a weighted majority voting algorithm can be used to learn a binary relation even when there is noise present. Our first algorithm uses exponentially many weights. In the noise-free case this algorithm is essentially optimal. We believe that by proving lower bounds for the noisy case (possibly using the techniques developed by Cesa-Bianchi, Freund, Helmbold, Haussler, Schapire, and Warmuth (1993) ) one can show that the tuned version of the first algorithm (Theorem 1) is close to optimal in the more general case as well.
The focus of our paper is the analysis of our second algorithm that uses a polynomial number of weights and thus can make predictions in polynomial time. In this algorithm a number of copies of our algorithm divide the problem among themselves and learn the relation cooperatively.
It is surprising that the parallel application of on-line algorithms using multiplicative weight updates can be used to do some non-trivial clustering with provable perfor-mance (Theorem 3). Are there other applications where the clustering capability can be exploited? For the problem of learning binary relations the mistake bound of the polynomial algorithm (second algorithm) which uses (™) weights is still far away from the mistake bound of the exponential algorithm (first algorithm) which uses kn/kl weights. There seems to be a tradeoff between efficiency (number of weights) and the quality of the mistake bound. One of the most fascinating open problem regarding this research is the following: Is it possible to significantly improve our mistake bound (for either learning pure or non-pure relations) by using say O(n3) weights? Or can one prove, based on some reasonable complexity theoretic or cryptographic assumptions, that no polynomial-time algorithm can perform significantly better than our second algorithm? Furthermore, for y > 2 and thus it suffices to have x < ym/2 which is the case.
Finally, it can be verified that fxxfyy -(fxy)2 is for y > 2. This completes the proof that f ( x , y) is concave over the desired interval.
