The multinomial language model has been one of the most effective models of retrieval for more than a decade. However, the multinomial distribution does not model one important linguistic phenomenon relating to term dependency-that is, the tendency of a term to repeat itself within a document (i.e., word burstiness). In this article, we model document generation as a random process with reinforcement (a multivariate Pólya process) and develop a Dirichlet compound multinomial language model that captures word burstiness directly.
INTRODUCTION
Language modelling approaches to information retrieval have become increasingly popular since the original works [Ponte and Croft 1998; Hiemstra 1998 Hiemstra , 2001 Lavrenko and Croft 2001; Zhai and Lafferty 2001b] . They afford a particularly appealing view of the retrieval problem due in part to the principled nature in which a retrieval function can be mathematically derived. The query likelihood method [Ponte and Croft 1998 ] is one of the most widely adopted approaches to retrieval and ranks documents based on the likelihood of their document language model generating the query string. Lv, Internet Services Research Center, Microsoft Research, 1288 Pear Ave, Mountain View, CA 94043, USA; email: lvyuanhua@gmail.com. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. c 2015 ACM 1046-8188/2015/04-ART21 $15.00 DOI: http://dx.doi.org/10. 1145/2746231 The most widely accepted multinomial language model treats the document model as a multinomial distribution over the terms, where the parameters of each document model are estimated using the observations from the actual document smoothed with the entire collection using the Dirichlet prior smoothing method [Zhai and Lafferty 2001b] .
One main deficiency with using a multinomial distribution as a language model is that all term occurrences are treated independently. The term-independence assumption in information retrieval is often adopted in theory and practice, as it renders the retrieval problem tractable, simplifies the implementation of many models, and has been shown to be suitably effective. Although retrieval approaches that incorporate term dependencies [Metzler and Croft 2005; Zhao and Yun 2009; Lv and Zhai 2009b; Cummins and O'Riordan 2009; Bendersky and Croft 2012] have been shown in general to be more effective, they are computationally more complex. Therefore, a language modelling approach that has the same complexity as a unigram language model but also incorporates dependencies would be a useful contribution, as it would likely exhibit increased effectiveness at no extra computational cost. In fact, the use of the multinomial distribution in the standard language modelling approach ignores two types of dependencies, namely the dependency between distinct terms 1 (word types) and the dependency between recurrences of the same term (word tokens). It is this second type of dependency that we address in this article.
It is well known that once a term occurs in a document, it is more likely to reappear in the same document. This phenomenon is known as word burstiness [Church and Gale 1995; Madsen et al. 2005] and is a type of dependency that is not modelled in the multinomial language model [Zhai and Lafferty 2004] . Essentially, word burstiness can be defined as the tendency of an otherwise rare term to occur multiple times in a document and can be seen as a form of preferential attachment [Simon 1955; Mitzenmacher 2003 ]. One theory for this phenomenon is that an author tends to sample terms written previously in the same document to form association [Simon 1955 ]. The process of association of similar concepts throughout a document using the same lexical form may aid coherence, readability, and understanding. For example, if an author starts to use the term pavement in an article, he or she intuitively tends to continue its usage throughout the document rather than changing to one of its synonyms (e.g., sidewalk or footpath).
On the other hand, queries are requests for information and are generated with a different motive in mind. When requesting or searching for information, a user is more likely to expand the vocabulary used in the query (and possibly make use of synonyms) in the hope of matching those query terms contained in relevant documents. Furthermore, queries are usually much shorter than documents, and as a result we assume that queries are less likely to exhibit word burstiness. That is not to say that a certain term could not appear multiple times in a query, but simply suggests that the reason for it reappearing is different from that in a document. For these reasons, we model documents and queries using different generative assumptions.
This article presents the Smoothed Pólya Urn Document (SPUD) language model, which incorporates word burstiness only into the document model. We use the Dirichlet compound multinomial (DCM), also known as the multivariate Pólya distribution, to model documents in place of the standard multinomial distribution, whereas we use the standard multinomial to model query generation. We show that this new retrieval model obtains significantly increased effectiveness compared to the current state-ofthe-art model on a range of datasets for a number of effectiveness metrics. This article is organised as follows. Section 2 introduces notation used in the remainder of the article and also presents a comprehensive review of relevant research. Section 3 reviews the standard language modelling approach. Section 4 presents the SPUD language model. Section 5 outlines efficient forms of the new retrieval functions and provides deep insights into the proposed functions. The experimental design and results are presented in Section 6. Section 7 presents a discussion of the results, and Section 8 concludes with a summary.
RELATED RESEARCH
In this section, we review related work in language models and word burstiness before outlining the main contributions of this work. Table I introduces notation used in the remainder of this article.
Query Likelihood
The predominant method of ranking documents using the language modelling approach remains the query likelihood method of Ponte and Croft [1998] . In the query likelihood method, documents are ranked based on the likelihood of their document model, M d , generating the query string. The following equation shows how the query likelihood, p(q|M d ), is calculated for a unigram multinomial language model:
where q is the query string and θ dm is the multinomial document language model. The effectiveness of this retrieval method crucially depends on the estimation of the document model θ dm . It is typically estimated using the actual document d and is smoothed with the background language model, which is estimated from the entire collection c. When using a multinomial, the query likelihood method (Equation (1)) can be rewritten in a rank equivalent form as follows:
which shows that, as with most other retrieval functions (e.g., BM25 ), the scoring function comprises a summation of query term weights. If p(t|θ dm ) is estimated using only the maximum likelihood estimates of a term occurring in a document (i.e., c(t, d)/|d|), overfitting would occur. For instance, this would result in any document that did not contain all query terms not being retrieved, as its document model deemed to have generated the query with a probability of zero (see Equation (1)). It should also be noted that when substituting the maximum likelihood probabilities (c(t, d)/|d|) into Equation (2), the weight of each term becomes log(c(t, d)/|d|), which has the effect of reducing the weight contribution of successive occurrences of the same term to a document score. This nonlinear term frequency effect has often been reported as a useful heuristic in information retrieval [Fang et al. 2004; Fang and Zhai 2005; Cummins and O'Riordan 2007; Gaussier 2010, 2011; Lv and Zhai 2012] . However, in the multinomial query likelihood retrieval method, this nonlinearity is only the consequence of a mathematical transformation, and the actual dependency between successive occurrences of the same term is not modelled. 2
Advances in Language Models
Since the initial work applying language models [Ponte and Croft 1998; Hiemstra 1998 ] to information retrieval, there have been a number of advances in terms of both theory and practice. Graph-based models [Gao et al. 2004; Metzler and Croft 2005; Blanco and Lioma 2012; Bendersky and Croft 2012] that capture aspects of term dependency have been shown to improve retrieval performance over unigram models. Furthermore, positional-based language models [Zhao and Yun 2009; Lv and Zhai 2010] have been proposed and incorporate term dependencies that often span several terms. In general, the incorporation of term dependency information in larger Web collections has been shown to be beneficial to retrieval quality. Although many language modelling approaches to information retrieval use the query likelihood approach to ranking, it is not the only means of inducing a ranking using language models. In particular, relevance-based language models [Lavrenko and Croft 2001 ] estimate a relevance model from which all relevant documents for a particular information need are assumed to have been drawn. The approach to ranking in that work is similar to the classic probabilistic document retrieval approaches [Spärck-Jones et al. 2000] , where documents are ranked based on the odds of being drawn from the relevant class compared to nonrelevant class. The relevance-based language modelling approach provides a principled mechanism in which the retrieval model can be updated as relevant and nonrelevant documents become known. This approach led to the development of pseudorelevance query expansion language models [Abdul-Jaleel et al. 2004; Diaz and Metzler 2006; Lv and Zhai 2010] .
The language modelling approach has now become a starting point from which more complex models can be built. Aside from pseudorelevance query expansion, other approaches such as latent Dirichlet allocation (LDA) have been incorporated into ad hoc retrieval [Wei and Croft 2006] . In essence, improving the retrieval effectiveness of the standard language modelling approach to information retrieval can ultimately benefit any of the myriad approaches that depend upon it (e.g., pseudorelevance feedback).
Word Burstiness
The modelling of word burstiness in documents has been addressed previously in textrelated tasks, but it has not been incorporated with the query likelihood method in information retrieval. Madsen et al. [2005] use the DCM distribution to model word burstiness and demonstrate its effectiveness on document classification. They estimate a DCM model for each class from training data. They then classify an unseen document to a specific class according to the mostly likely generative DCM class model. They show that this DCM model outperforms the more standard multinomial model. The information retrieval task is somewhat different, as it deals with both documents and queries. In our work, we have different generative assumptions for both documents and queries. A further difference is that in the classification task, there are a number of documents from which we can infer a particular class model, whereas in the query likelihood approach to information retrieval, we have access to only one instance of a document from the document model.
Due to the complexity of estimating parameters for the DCM, Elkan [2006] developed an approximate distribution (the EDCM) and demonstrated its effectiveness for clustering. We make use of this approximation later in this article. The DCM has also been used in a hypergeometric language model [Tsagkias et al. 2011] for modelling the characteristics of very long queries. In other work, a two-stage language modelling approach has been developed [Goldwater et al. 2011 ] that generates words according to the power-law characteristics of natural language. They decompose the language generation process into a generator, which creates instances of word types, and an adaptor, which has the tendency to repeat those specific word types. Further arguments that link preferential attachment to the power-law characteristics of natural language are reviewed by Mitzenmacher [2003] . Cowans [2004] uses a hierarchical Dirichlet process to arrive at a ranking function that is reported as being superior to BM25. Related work [Sunehag 2007] provides some interesting connections between the traditional tf-idf weighting scheme and the two-stage generator-adaptor models. Our work is more extensive and actually develops a document language model from which retrieval functions are derived.
In recent work, an extension of earlier information-based approaches [Amati and Van Rijsbergen 2002] is developed that incorporates burstiness in a log-logistic retrieval function Gaussier 2009, 2011] . The authors develop a means for identifying if a term frequency distribution is bursty. They conclude that the frequency distribution must be a type of power-law (or Pareto-type) distribution. Our work is much more in the spirit of generative language modelling where the term frequency aspect occurs naturally from the model (in our case, a hierarchical Bayesian approach) to introduce dependencies between subsequent occurrences of the same term. Our model also exhibits power-law characteristics consistent with the work by Clinchant and Gaussier [2011] .
The work most similar to ours uses the DCM distribution to develop a probabilistic relevance-based language model Akella 2008, 2010] . For each query, they estimate a relevant and nonrelevant DCM model, and it is assumed that all documents are generated from either of those two models. However, our work does not assume a relevance model and instead assumes that each document is generated from a different document model. This means that we model burstiness on a per-document basis rather than modelling burstiness for a set of relevant (and nonrelevant) documents. It is more likely that different documents are bursty to different degrees as they were written by different authors, and this is not modelled in the relevance-based approach of Xu and Akella. Our model is a query likelihood approach using different generative assumptions for both the document and query, and leads to retrieval functions that are distinct from those in the aforementioned relevance-based approach.
Although Xu and Akella [2008] report some improvement in retrieval effectiveness over the multinomial query likelihood retrieval method on some test collections, their experiments were restricted to relatively small collections (fewer than a million documents) and used only short keyword queries. It is unclear if their results extend to a more general retrieval scenario. We perform a more robust analysis by using their best approach (DCM-L-T) as one of our main baselines on a variety of different query lengths and collection sizes. We also discuss the difference between our approach and the relevance-based DCM approach of Xu and Akella in Section 7.1.
Contributions
To our knowledge, no existing work has developed a document language model for information retrieval using the generative assumptions outlined in this work. Therefore, the main contributions of this article are as follows:
• We propose a new family of document language models that capture word burstiness in a probabilistic manner. • We develop closed-form expressions for the retrieval functions derived from the new language model and show that our retrieval functions are as efficient as traditional bag-of-words retrieval functions. • We show that the proposed language model implements several important retrieval heuristics not captured in the multinomial language model, such as modelling the scope hypothesis and the verbosity hypothesis separately. • We show that the modelling of word burstiness in the new language model leads to significant improvement in retrieval effectiveness for ad hoc retrieval and for downstream methods such as pseudorelevance feedback.
We now briefly review the query likelihood retrieval method and the multinomial language model.
MULTINOMIAL LANGUAGE MODEL
In this section, we review details of the multinomial query likelihood model and some useful approaches to smoothing.
Document and Background Models
As outlined earlier, it is the selection of the generative model and the subsequent estimation of the document language model that is crucial to retrieval effectiveness using the query likelihood retrieval method. It has been shown [Zhai and Lafferty 2001b, 2004 ] that effective estimates of the probability of term occurrences for the multinomial document language model θ dm can be found as follows:
whereθ dm is the estimated smoothed document language model and π is a smoothing parameter that controls the amount of probability mass that should be redistributed from the background multinomial p(t|θ c ) to the document multinomial p(t|θ d ). This prevents overfitting of the document model, because in most retrieval formulations, both p(t|θ d ) and p(t|θ c ) are estimated using maximum likelihood estimates c(t, d)/|d| and c f t /|c|, respectively. The background multinomial is estimated using all documents in the entire collection, and therefore all tokens in the corpus are treated as independent observations. The background model can be viewed as the most likely single model to have generated all of the documents. It has been shown that the choice of smoothing greatly affects the retrieval effectiveness of the multinomial language model [Zhai and Lafferty 2004] .
Smoothing
One of the simplest forms of smoothing uses linear interpolation, also called Jelinek-Mercer smoothing, where π jm is assigned a value in the range of (0 − 1). In this linear smoothing approach, the parameter is usually set by experimentally tuning π jm on training data. Typically, there has been no guidance on the setting of this parameter, as the effectiveness of this smoothing approach is quite sensitive to specific parameter values. However, a more effective smoothing method for the multinomial language model uses Bayesian smoothing in the form of a Dirichlet prior on the background multinomial. For this approach, π dir is defined as follows:
where μ is the concentration parameter and is the sum of the individual |v|-Dirichlet parameters. This concentration parameter is also assigned a value based on experimentation, although it has been found that it achieves a relatively stable performance when μ = 2,000 [Zhai and Lafferty 2004] . The Dirichlet prior parameter μ can be interpreted as the number of pseudocounts of the background multinomial prior to the document data. Intuitively, this type of smoothing gives a greater credence to probability estimates that are derived from longer documents compared to those derived from shorter documents, as the longer documents are likely to be more accurate representations of the document model. The prior parameters (pseudocounts) of the |v|-component Dirichlet distribution are α t = μ · p(t|θ c ) for all t ∈ v and are updated using the document observations to α t = μ · p(t|θ c ) + c(t, d) for all t ∈ v. Therefore, the concentration parameter of the Dirichlet distribution changes from μ to μ + |d| once the distribution has been updated. Throughout this article, we will continue the convention of specifying a |v|-component Dirichlet using the parameters of a multinomial distribution (with |v|-1 degrees of freedom) multiplied by a concentration parameter (i.e., μ). It has been shown that the query likelihood model with Dirichlet prior smoothing and the model with Jelinek-Mercer smoothing can be implemented as efficiently as traditional retrieval functions, which only use weights from terms that are common to both document and query. 3
A SMOOTHED PÓLYA URN DOCUMENT MODEL
In this section, we first introduce the generalised Pólya urn model and outline some of its important characteristics. We then show how this can be used to model document generation before specifying the query likelihood approach for the new model. Finally, we outline how the parameters of the SPUD model are estimated and smoothed.
A Pólya Urn Process
Consider a process that starts with an urn containing m balls in total, where each ball is one of |v| distinct colours. Starting at time i = 0, a ball is sampled with replacement from the urn, and a ball of the same colour is replicated and added to the urn. This process continues until |d| balls have been sampled from the urn. The total number of balls in the urn at the end of the process is m + |d|. This is a typical description of the multivariate Pólya urn model that uses sampling with reinforcement. We use this process as a conceptual model for document generation, where the different colours represent distinct terms, the initial counts of the |v| different coloured balls in the urn represent the document model, and the |d| observations drawn represent the actual document.
This multivariate Pólya urn model has recently been described in an alternative manner as consisting of a multinomial and the Chinese restaurant process [Sunehag 2007; Goldwater et al. 2011] . Again, consider an urn that contains mballs of |v| different colours, but now also consider a bag d that initially is empty. For all times starting at time i = 0, a ball is chosen from the urn with probability m/(m + i) and from the bag with probability i/(m + i), and each time it is replaced from where it was drawn. For each draw, a ball of the same colour that was drawn is generated and placed in the bag. In this alternative description, the number of balls m in the urn remains static, whereas the number of balls in the bag d is i at any particular time. The nonreinforced urn can be modelled as a multinomial, and the bag can be modelled as the Chinese restaurant process. This two-stage generative process has been outlined recently by Goldwater et al. [2011] and Sunehag [2007] , and although the entire process is identical to the multivariate Pólya urn model described previously, it may be more intuitive in terms of a generative story of document creation. This is because the document is modelled as a separate entity that starts empty and ends after |d| terms have been drawn. We reintroduce the alternative description here only to motivate the application of this process to that of document generation. This is very much in the spirit of that proposed by Simon [1955] , where an author generates a document by drawing words from some distribution and also by drawing words from those used previously in the document to create association. For the reminder of the article, when we refer to an urn, we mean a Pólya urn by default, unless stated otherwise.
It is well known that the distribution of colours in the multivariate Pólya process follows the DCM (multivariate Pólya distribution). It is also known that the Pólya urn is an example of a bounded martingale process [Pemantle 2007] , where the proportions of colours in the urn converges to a Dirichlet distribution. During the process, the drawing, subsequent replication, and addition of an observation (which must be identically distributed to the initial distribution) only serves to reinforce the initial distribution. Therefore, all subsequent balls drawn from the Pólya urn are identically distributed but are not independent. Furthermore, the process is exchangeable, meaning that the ordering of the outcomes can be swapped to result in the same probability distribution. Therefore, the document model remains a bag-of-words because the ordering of the terms in the document is not modelled.
Document Generation as a Pólya Process
We use the Pólya urn, and therefore the DCM, as a model for document generation where the author generates an actual document d by drawing |d| terms from the reinforced document model. Intuitively, different documents are written in different styles (some styles exhibiting more word burstiness than others), and therefore the degree of reinforcement will be document specific. Consequently, we assume that each document is drawn from a different document DCM, and thus we need to estimate the parameters of a different document DCM for each document d.
The probability density function for the DCM is as follows:
where α is the initial |v|-dimensional parameter vector of a Dirichlet distribution. Conceptually, one can think of drawing a multinomial θ from a Dirichlet distribution specified by α and subsequently drawing a sample d from the multinomial. The parameters of the DCM can be interpreted as the initial number of instances of each coloured ball in the Pólya urn. Therefore, the sum of the DCM parameter vector t∈v α t can be interpreted as the initial number of balls in the urn (i.e., m d = t∈v α t ) and is the concentration parameter. This is the factor that controls burstiness on a document level, and when m d is large, the model exhibits low burstiness, as adding balls to the urn changes the state of the urn very little. In fact, when m d → ∞, the DCM tends to the multinomial distribution (i.e., no burstiness) [Elkan 2006 ]. Conversely, if there are very few balls in the urn initially (i.e., m d → 0), the model exhibits high burstiness, as the first ball drawn alters the initial state of the urn by reinforcement quite substantially. Therefore, the problem lies in estimating the initial parameters of the document DCM α d given that the document d was generated by this reinforced random process. For consistency, the notation that we use to specify the |v|-dimensional parameter vector of the DCM is similar to that of the Dirichlet distribution (i.e., using a multinomial distribution and a concentration parameter). Furthermore, given that documents only contain a subset of the terms in the collection, we do not wish to assign zero probabilities to terms that do not occur in a document. Therefore, we smooth each document DCM α d with a background DCM model α c . The background model is the single model most likely to have generated all documents given our reinforced process, and therefore we estimate the parameters of a background DCM α c , given all of the n documents. There are different ways in which we can smooth these two DCM models, and we will outline these in Section 4.6. In general, we are not restricted to smoothing only two DCM models to construct our document model, and any number of plausible DCM models could be combined to help explain observations in the document. However, in this article, we confine ourselves to smoothing only two DCM models for each document d.
Nonreinforced Query Likelihood
Once the parameters of the document model (M d = α dm ) have been estimated, we need to rank these document models with respect to a query. In the multinomial language model, both the document and query are assumed, for the purposes of ranking, to have been generated from a multinomial. This simplifies the estimation of the document model and the estimation of the query likelihood given the document model.
As mentioned earlier, we assume that documents and queries are generated differently. More specifically, we assume that queries do not exhibit word burstiness. This, in fact, simplifies the query likelihood given our new document model. We assume that the documents are generated from a DCM document model α dm , and that the query is generated from the document model (urn) using sampling with replacement (no reinforcement). Modelling query generation in this manner means that each term in the query is treated independently. Consequently, documents are ranked according to following query likelihood formula:
where E[θ dm |α dm ] is the expected multinomial of the DCM document model for document d.
Estimation of the Document DCM
We now estimate the parameters of the document DCM α d using the observations from the actual document d. Given only one sample (i.e., the document), it is not possible to fully specify the maximum likelihood estimates of the document DCM. 4 The maximum likelihood estimates of the multinomial inferred from one document will be equal to the expected value of the estimated DCM. Therefore, the maximum likelihood estimates of the multinomial from which the terms in the document were drawn (i.e., c(t, d)/|d|) will be proportional to the maximum likelihood estimates of the document DCM (i.e., θ d ∝α d ). This is only true in the case where there is one sample. Figure 1 (left) shows this graphically for a simplified two-dimensional model that uses white and black balls to represent terms. The x-axis represents multinomials of varying parameter values. Points on the left-hand side of the x-axis represent multinomials where the probability of drawing a white ball is high, whereas points on the right-hand side of the x-axis represent multinomials where the probability of drawing a black ball is high. The Dirichlet distribution represents the likelihood of drawing these multinomials. In Figure 1 (left), the expectation of both of the two-dimensional Dirichlet distributions, shown by the red and blue curves, are equal and represent the multinomial (red arrow) inferred from the document.
Therefore, when we have only one multinomial (inferred from a document), we can only specify the location (expected multinomial) and not the shape (concentration parameter) of the DCM. To completely define the parameters of the document DCM, we also have to define the concentration m d = t∈v α d t , which can be interpreted as the level of belief associated with the maximum likelihood estimates of the expected multinomial. Therefore, the initial parameters of the |v|-component document DCM are estimated as follows:
where p(t|d) = c(t, d)/|d| for all t ∈ v and where m d is the initial mass that controls the burstiness of the document model. Although estimation of the parameters of the DCM using multiple data vectors is computationally expensive [Minka 2000 ], we can see that estimating the parameters of each document DCM is trivial if a suitable value for m d can be found. Given that m d is the level of belief associated with the expected document multinomialα d , it would seem intuitive to aim to minimise this belief in the absence of evidence (an Occam's razor-type argument). A minimum setting can be arrived at by determining the minimum initial number of balls in the urn that could have generated the document. Given a document d, the minimum number of balls initially in the urn is the number of distinct coloured balls drawn. Therefore, we estimate the concentration parameter m d of the document DCM asm d = | d|. This is the maximum amount of burstiness that is supported using this argument. In Figure 1 (left), our estimate of m d for the document model is m d = 2, which leads to the shape of the Dirichlet in blue. Setting m d according to this parsimonious principle ensures that we have not overfitted to our data.
Estimation of the Background DCM
For the DCM document models, there exist dependencies between successive occurrences of the same term in a document, and therefore the estimation of the background DCM is more complex than for the multinomial distribution. In fact, in the entire collection, the only occurrences of the same term that are independent of each other are those in different documents. This leads to the introduction of a document boundary into the background DCM of the new language model, something that is lacking in the multinomial language model. The estimation of a background DCM using all n document vectors is, as mentioned previously, computationally expensive. However, Elkan [2006] has shown that for textual data, very close approximations to the maximum likelihood estimates of the DCM (via the EDCM) are proportional to n j=1 I(c(t, d j ) > 0) for all t ∈ v, where I is the indicator function. These approximations are accurate for textual data because most terms do not occur in all n documents; furthermore, it has been shown that the approximations make little difference to the effectiveness of the model for text-related tasks. It can be seen that this approximation relates to the number of documents in which a term occurs (i.e., the document frequency 5 ). Using an appropriate normalisation factor, we obtain a probability estimate as follows:
where n is the number of documents in the collection and the numerator is the document frequency of a term. The normalisation factor can be rewritten and comprises the summation of all document vectors in the collection so that t∈v p(t|θ c ) = 1. This probability distribution can be viewed as the expected multinomial drawn from the background EDCM. The estimates of the background DCM, which are approximately proportional to these probability estimates, are defined in a similar manner to the document DCM by introducing one concentration parameter m c . This results in the following parameter estimates for the background DCM:
where m c is the belief in the expected value of the Dirichlet (i.e., p(t|θ c )) and can be interpreted as a type of document word burstiness throughout the collection. Figure 1 (right) shows a graphical example of a two-dimensional background Dirichlet. As before, the x-axis determines parameter values of the multinomials, and the black curve shows the likelihood of drawing these multinomials. The four document samples shown in the figure exhibit high levels of burstiness, as they contain a disproportionate number of balls of one specific colour. This is because areas of higher likelihood in Figure 1 lead to multinomials with one component that contains most of the probability mass. The convex shape of this curve is due to a low m c concentration parameter and therefore models high levels of word burstiness. Although the expectation of this overdispersed two-dimensional Dirichlet has a low likelihood, it is nonetheless expected in the statistical sense. Essentially, the use of a DCM explains greater term frequency variation in the n documents in the collection.
Smoothing and Retrieval Models
We now present two smoothing methods that can be used to linearly combine K multiple DCM models. 4.6.1. Linear Smoothing of Expected Multinomials. Conceptually, both the background and document DCM can be thought of as a Pólya urn. The first approach to smoothing treats each of these models as distinct Pólya urns. A document is generated by drawing with reinforcement the balls from the K urns according to a certain probability. Essentially, 21:12 R. Cummins et al. this smoothing approach linearly combines the expected values (multinomials) of the Dirichlets. This general smoothing approach is as follows:
where K i=1 λ i = 1 and α i is the i th DCM model. In this work, we only linearly combine two models-the document DCM and the background DCM-and therefore the SPUD retrieval model using this smoothing approach is defined as follows:
where λ jm is the smoothing parameter and can be interpreted as the probability of selecting a term from the background DCM. We note that this formulation is identical to that of Hiemstra [1998] . Figure 2 (left) shows the graphical model for the DCM language model with this type of linear smoothing (Jelinek-Mercer).
One of the main motivations for smoothing the document model with a background model is that the background model assigns mass to terms unseen in the document. Therefore, λ jm can be interpreted as the probability of drawing a previously unseen term from the background model, and 1 − λ can be interpreted as the probability of drawing a previously seen term (i.e., a repeated term from the document). During the generation of the document d at least | d| previously unseen terms were drawn. This leads to an estimate ofλ jm = | d|/|d| as the probability of drawing an unseen term for that document model. This is the proportion of distinct terms in the document and is the estimate of drawing from the background multinomial θ c . The SPUD retrieval model with this type of smoothing is denoted as SPUD jm and has no free parameters. We note that the estimation of λ jm is not a consequence of the DCM model and can therefore be applied to the multinomial language model that uses Jelinek-Mercer smoothing.
Linear
Smoothing of DCMs. The second approach to smoothing uses a linear mixture of the DCM models. Conceptually, this approach to smoothing combines the contents of the K urns into one single Pólya urn. A document is then generated by drawing with reinforcement from this single urn. This smoothing approach is a more complete Bayesian approach to smoothing, and the parameters of the document model are as follows:
where K i=1 ω i = 1 and α i is the i th DCM language model. The ω parameters are linear mixing parameters that determine the relative weight of the DCM language models. It is worth noting that each of the DCMs has a concentration parameter m i that acts to weight the vector appropriately. Given the document DCM and background DCM estimated previously, the smoothing is as follows:
where ω is the linear mixing parameter. Figure 2 (right) shows the graphical model for this DCM mixture model. The expected multinomial drawn from this DCM mixture model is easily computed using the individual parameters of the DCM mixture model over the normalisation constant. This DCM mixture retrieval model is denoted as SPUD dir due to the mixing of the Dirichlets. Although it seems that the DCM mixture model still has two unknown parameters (i.e., m c and ω), these can either be combined to form one single parameter 6 or m c can be estimated using numerical methods as outlined in the original work introducing the EDCM [Elkan 2006 ]. We outline the details of these approaches in the next section.
RETRIEVAL MODEL IMPLEMENTATION
In this section, we outline the composition of the SPUD retrieval methods using both types of smoothing presented in the preceding section. We then present some retrieval intuitions that aid in understanding the retrieval aspects of the new model.
Retrieval Functions
Similarly to the implementation of the standard multinomial models [Zhai and Lafferty 2004] , our approach can be computed efficiently using a summation that only involves terms common to both document and query. The SPUD jm retrieval function using linear smoothing is as follows:
whereλ jm = | d|/|d|. This is rank equivalent to the following:
The SPUD dir retrieval function can be computed in a somewhat similar form to the multinomial language model using Dirichlet prior smoothing as follows:
which is rank equivalent to the following:
where μ is a combination of ω and m c as follows:
As μ is the only parameter that has not been estimated so far, we now outline two approaches to finding suitable values for it. The first approach is to experimentally tune μ on training data in a similar manner to the Dirichlet prior smoothing parameter μ in the multinomial language model [Zhai and Lafferty 2001b] . Alternatively, m c can be estimated from the n samples of observations using Newton's method [Elkan 2006 ] as follows:
where ψ(x) = d dx log (x) is the digamma function and is the gamma function. When estimating m c from the data using this method, ω is the parameter that requires experimental tuning. However, we expect that the one setting for the hyperparameter ω will perform robustly across many test collections. Experimental results for both of these approaches to determining suitable values for the free parameters are outlined in Section 6.4.
Length Normalisation and Document Boundary Retrieval Intuitions
We now examine some retrieval intuitions and existing hypotheses that help explain the differences between the SPUD retrieval functions and the multinomial retrieval functions. For most of the analysis in this section, we focus on the best-performing multinomial model (MQL dir ) and its counterpart from the SPUD model (SPUD dir ). outlined two hypotheses concerning the length of a document, namely the verbosity hypothesis and the scope hypothesis, which we now examine.
Verbosity Hypothesis.
The verbosity hypothesis captures the intuition that some documents are longer than others simply because they are more verbose. Such documents do not describe more topics, they simply are more wordy. This hypothesis captures an aspect of document length that is independent of relevance. However, the initial description of this hypothesis does not outline any formal means of determining whether a particular retrieval function is consistent with the hypothesis. We now outline a retrieval constraint 7 that helps to determine this. LNC2*. If document d and d are two documents, where d is constructed by concatenating d with itself k times where k > 0, and if s(q, d) is the score returned from a retrieval function s that is used to rank d with respect to q, then s(q, d) = s (q, d ) .
This states that if a document is concatenated with itself any number of times, the retrieval score of that document should not change for a given query, and therefore it should not change rank. We call this constraint LNC2*, as this is stricter than LNC2 outlined by Fang et al. [2004] , which only states that s(q, d) ≤ s (q, d ) . Essentially, if a A Pólya Urn Document Language Model for Improved Information Retrieval 21:15 Fig. 3 . Change in weight as term frequency increases for MQL dir and SPUD dir in a document that initially contained 100 distinct terms (left). Change in weight as recurring nonquery terms are added to a document that initially contained 100 distinct terms (right).
scoring function s adheres to LNC2*, then we deem s to be consistent with the verbosity hypothesis.
Consider a relevant document d that is ranked in a certain position according to s (q, d) . If d is replaced in the collection with d , d should not be ranked lower than the initial document d. Therefore, s(q, d ) should certainly not be less than s(q, d) simply due to the verbosity of d . Now consider a nonrelevant document d of a given length. If d is replaced in the collection with d , d should not be ranked in a higher position than d originally was ranked. Therefore, given that we do not know the relevance of d a priori, we argue that generally s(q, d ) should not increase simply due to the increased verbosity of d .
The maximum likelihood estimate of a term in a document (i.e., c(t, d)/|d|) will not change if that document is concatenated with itself any number of times. However, in the multinomial language model using Dirichlet priors smoothing (MQL dir ), LNC2* is only satisfied when c(t, d)/|d| = c f t /|c|, which is not often the case. For this model, if there are many query term matches in d, the more verbose document d will nearly always be ranked higher than d (i.e., s(q, d ) > s(q, d) ), 8 whereas if there are very few query term matches in d, the verbose document d will nearly always be ranked lower than d (i.e., s(q, d ) < s(q, d) ). However, if we examine the SPUD dir method in Equation (17), we can see that the document vector length | d| is used as one form of document length normalisation. The document vector length | d| will remain unchanged for the concatenated document d , and therefore SPUD dir (q, d) = SPUD dir (q, d ).
In general, the multinomial model not only overpromotes recurrences of query terms but overpenalises recurrences of nonquery terms in a given document. Figure 3 (left) shows the increase in weight as the term frequency increases for both MQL dir and SPUD dir . We can see that MQL dir gives a greater weight to terms with higher frequencies than SPUD dir . This is because the aspect of document length that is affected as term frequency increases is different for both retrieval functions. It is important that term frequency is analysed considering the change in document length that an increase in term frequency brings about. Figure 3 (right) also shows the penalisation due to recurrences of nonquery terms for both MQL dir and SPUD dir . We can see that MQL dir penalises recurrences of nonquery terms more than SPUD dir . In the SPUD dir function, recurrences of the same nonquery term will always decrease the score of a document due to more off-topic verbosity.
Interestingly, it can be seen that the SPUD dir formula in Equation (17) contains the ratio between the term frequency c(t, d) and the average term frequency in the document |d|/| d|. This average term frequency normalisation idea was first proposed by Singhal et al. [1996] but generally was not shown to improve retrieval effectiveness substantially until recent research [Paik 2013]. It is this part of the SPUD dir retrieval model that deals specifically with the verbosity hypothesis, whereas the document length normalisation component, the left-hand side of Equation (17), deals with the scope hypothesis by replacing the original document length with the document vector length. We now discuss this further.
Scope Hypothesis.
The scope hypothesis captures the alternative intuition that documents may be longer because they cover many different topics. It has been noted in the original work regarding the scope hypothesis ] that many Newswire documents in the original TREC corpora seemed as if they consisted of multiple different news articles concatenated together. In the multinomial language model, there is no difference in the normalisation applied when a term occurs for the first time (i.e., an increase in scope) as opposed to when a term repeats itself (i.e., an increase in verbosity). This difference is modelled in the new SPUD language models and can be viewed as being modelled separately for SPUD dir . In Equation (17), we can see that the factor |q| · log(u /(u + | d|)) leads to a penalisation only for the occurrence of distinct terms (i.e., when the scope broadens 9 ). If the term recurs, it is not penalised by the part of the retrieval function that deals with scope.
For the SPUD dir model, adding a nonquery term into a document for the first time will lead to penalisation by the normalisation aspect that deals with scope. However, it should be noted that the verbosity aspect of a document is also affected by the addition of previously unseen nonquery terms, and this actually promotes existing query terms. Therefore, the overall document score does not necessarily decrease when a new nonquery term is added.
In the SPUD dir model, the magnitude of the document score penalisation for the first occurrence of a nonquery term is quite similar to the penalisation applied by MQL dir (see Figure 3 ), but recurrences are not penalised as much. Given these observations, we hypothesise that the SPUD dir retrieval method does not penalise long documents as much as MQL dir . Recent research has studied the overpenalisation of long documents by many retrieval functions including MQL dir [Lv and Zhai 2011] . They built upon work by Singhal et al. [1996] , which showed that most ranking functions retrieve long documents with a likelihood less than their likelihood of relevance. We replicate that analysis by binning, according to length, relevant documents and then estimating the probability that a document occurs in a given bin (length) given that it is relevant. The same procedure is applied to retrieved documents where a document is deemed retrieved if it occurs in the top 1,000 documents of the ranked list. We used the same binning strategy as Lv and Zhai [2011] (i.e., 5,000) and compared the MQL dir and SPUD dir retrieval functions. The aspect of length used in this analysis is that of the number of word tokens in the document (i.e., |d|). Figure 4 shows the probability of relevance (in black) and the probability of retrieval for both MQL dir (in blue) and SPUD dir (in red) on one collection. Firstly, we note that the trends are consistent with the previous approaches [Singhal et al. 1996; Lv and Zhai 2011] . Furthermore, we can see that longer documents have a higher likelihood of being retrieved by the SPUD dir approach compared to the MQL dir approach. This confirms Fig. 4 . Probability of retrieval/relevance for MQL dir and SPUD dir methods for the trec-9/10 collection for short queries (left) and medium-length queries (right). our intuition that the SPUD dir model does not penalise long documents as much as MQL dir , and that we would expect the SPUD method to retrieve long documents with a probability closer to their likelihood of relevance. We investigate this further in Section 6.5.
Background Model.
The new background model in the SPUD brings about some other interesting retrieval characteristics. Given the sample collection in Table II of four documents and two terms (t 1 and t 2 ), we might wish to determine the most likely one-term string, q = {t 1 } or q = {t 2 }, generated from the background model. If we assume a multinomial background model estimated using maximum likelihood, then p(t 1 |θ c ) = 8/15 and p(t 2 |θ c ) = 7/15, suggesting that term q = {t 1 } is more likely. However, intuitively, we see that the high frequency of t 1 in document d 1 is unduly biasing the estimates, especially as term t 1 only appears in one document. Term t 2 occurs in all of the documents and therefore is a word used more widely in the collection (possibly by more authors in general). The SPUD model takes the document boundary into account yielding estimates of p(t 1 |θ c ) = 1/5 and p(t 2 |θ c ) = 4/5, respectively. This probability is similar to that proposed in one of the first language modelling approaches [Hiemstra 1998 ] and recently has been re-examined as being potentially theoretically valid [Roelleke 2012 ].
As seen in this toy example, the proposed model uses the document frequency in its approximation for the parameters of the background DCM. Furthermore, the normalisation component used in the background model can be written as n j | d j | = n · | d| avg , where | d| avg is the average document vector length. Therefore, in the SPUD dir retrieval formula, the weight assigned to a query term that occurs in a document comprises of the following factor as per the right-hand side of Equation (17): where δ = | d| · | d| avg · c(t, d)/(μ · |d|). We can see that this factor can be viewed as a new family of idf. Unlike the traditional idf measure, this factor is document length, document vector length, and term frequency specific. 10 We have found that δ typically ranges from 0.05 to 0.5 for query terms on many of the collections used in this work. Figure 5 shows the weight assigned by idf and by Equation (20) as the document frequency changes. This suggests that the global weighting factor in our new approach is closely related to idf. This crude comparison by no means validates the traditional idf in a theoretical perspective; nevertheless, it does present a theoretical means by which aspects of both term frequency and document frequency combine in one model. In contrast, the multinomial language modelling approach treats terms that are completely independent of each other, written by different authors on different topics, similarly to terms that highly depend on each other (e.g., terms that are repeated, possibly due to association, in a document written by one author on a particular topic). Discovering a theoretical justification for the combination of both term frequency and idf is problematic, as they appear to lie in different event spaces. 11 The preferential attachment captured in the SPUD model is a promising generative theory justifying tf-idf type schemes. A practical consideration is whether there is substantial difference between the probability of a term given either background model (multinomial or DCM) when estimated from data. Therefore, we estimated the background probability of seeing a term for both models for all query terms on one of the test collections used in our experiments. We analysed 1,530 query terms from the trec-9/10 test collection and found a high linear correlation (0.954) between the estimated probabilities for the terms. This is to be expected, as the probabilities are fundamentally capturing similar information about a term. However, there are examples where the estimated probabilities of actual query terms are quite different. Table III shows the top and bottom 10 terms when ranked according to the ratio of their probabilities (i.e., p(t|α c )/ p(t|θ c )). The bottom 10 terms show those that the background multinomial gives a much higher probability as when compared to the background DCM. It is interesting that the term el, which has much higher probability in the multinomial model, is a stopword from a different language. This receives a relatively high probability estimate from a multinomial because it appears many times, but it receives a much lower probability estimate from the background DCM because many of these appearances come from few documents (i.e., the term is quite bursty). The background DCM regards these terms as less general than the multinomial, as the occurrences have actually occurred in fewer documents. 10 We note that Sunehag [2007] has previously derived the traditional idf from a Pólya process using slightly different assumptions. 11 See Robertson [2004] for a thorough review of theoretical attempts to justify idf with term frequency. Conversely, the top 10 terms show those that the multinomial model has estimated as less general but which the background DCM has estimated as being more general. These terms are less bursty but have occurred in many documents in the collection. Therefore, given that there exist query terms where the probability of occurrence under our new model is quite different, we would expect this to impact retrieval effectiveness. We evaluate the effect that the new document normalisation and background model have on retrieval effectiveness separately in Section 6.5.
EXPERIMENTS
In this section, we outline the experiments used to evaluate the new SPUD methods. We first outline the experimental design and methodology before presenting the experiments.
Experimental Design
We carry out four experiments to evaluate different aspects of the new SPUD query likelihood models. The first experiment evaluates the retrieval effectiveness of the new SPUD retrieval methods against a number of baselines. The second experiment evaluates the robustness of the tuning parameters in the SPUD retrieval methods. The third experiment presents an analysis of the retrieval intuitions outlined in the preceding section. Finally, we evaluate the best SPUD retrieval method when incorporating it into a pseudorelevance feedback framework. Table IV shows the characteristics of the TREC 12 test collections used in the experiments. We use a wide variety of TREC collections that are of varying sizes and include collections of Web documents, Newswire articles, and medical abstracts. In our experiments, we evaluate short keyword queries (2 to 3 terms) consisting of the title field of the TREC topic, medium queries (6 to 10 terms) consisting of both the title and description fields of the topics, and long verbose queries (10 to 30 terms) consisting of the title, description, and narrative fields of the topic. We remove standard stopwords and apply stemming using Porter's stemmer. It is worth noting that the ohsumed test collection contains only description length queries (i.e., medium-length queries), whereas there are only title-length queries available for the mq-07 and mq-08 test collections.
Datasets

Retrieval Effectiveness
The first experiment evaluates the retrieval effectiveness of the SPUD model against its counterpart, the standard multinomial query likelihood language model. We compare the SPUD jm retrieval function against the multinomial query likelihood function with Jelinek-Mercer smoothing (MQL jm ). We tune the MQL jm function for each set of queries to optimise mean average precision (MAP) on each test collection where the parameter space π jm ∈ {0.1, 0.2, . . . , 0.9, 1.0}. Therefore, we are confident that the effectiveness of the MQL jm retrieval function is close to its optimal on each collection. On the other hand, we do not tune SPUD jm , as it has no free parameters. We compare the SPUD dir retrieval function against its counterpart, the multinomial query likelihood function with Dirichlet prior smoothing (MQL dir ). Similarly, we tune the MQL dir function to optimise MAP on each test collection where the parameter space μ ∈ {250, 500, . . . , 2250, 2500}. We report the effectiveness of the SPUD dir retrieval function for same parameter setting as MQL dir (i.e., μ = μ ). This evaluation favours MQL dir , as SPUD dir may not be tuned optimally.
We also use the DCM-L-T retrieval function [Xu and Akella 2008] , which has a tuning parameter γ . We tuned γ for each set of queries on each collection over the parameter space γ ∈ {0.1, 0.2, . . . , 0.9, 1.0}. 13 6.3.1. Retrieval Effectiveness Results. Tables V and VI show the retrieval effectiveness (MAP and NDCG@20) of MQL jm compared to SPUD jm and MQL dir compared to SPUD dir for short title queries (2 to 3 terms on average). We can see that on most of the test collections, the SPUD retrieval methods demonstrate a significant increase in effectiveness for both MAP and NDCG@20 over their corresponding MQL methods.
Tables VII and VIII show the retrieval effectiveness (MAP and NDCG@20) of MQL jm compared to SPUD jm and MQL dir compared to SPUD dir for medium-length queries (6 to 10 terms on average). Again, we can see that on most of the test collections, the SPUD models demonstrate an increase in effectiveness for both MAP and NDCG@20. All of these increases are significant in the case of SPUD dir . For long queries (10 to 30 terms on average), we see a similar trend (see Tables IX and X). A point worth " " means two-sided t-test p < 0.01; " " means p < 0.05; "•" means two-sided t-test p < 0.01 compared to DCM-L-T; "•" means p < 0.05 compared to DCM-L-T. " " means two-sided t-test p < 0.01; " " means p < 0.05; "•" means two-sided t-test p < 0.01 compared to DCM-L-T; "•" means p < 0.05 compared to DCM-L-T.
emphasising is that the increases in effectiveness are also present at the top of the ranked lists as demonstrated by NDCG@20. The SPUD dir approach outperforms the previous DCM relevance-based model (DCM-L-T) on most test collections. We have found that the DCM-L-T performs similarly to MQL dir for short queries on some of the smaller collections, but we find that the DCM-L-T approach performs quite poorly on the larger gov2, mq-07, and mq-08 test collections and for all medium and long queries. Statistical significance tests (using a two-sided t-test indicated by "•" and "•") show that the best-performing SPUD model (SPUD dir ) outperforms the DCM-L-T approach on some collections for short queries and consistently outperforms a tuned DCM-L-T approach for longer queries. We discuss some possible reasons for these results in Section 7.1. Figure 6 shows the performance of MQL dir versus SPUD dir for each query on two separate test collections. This query-specific analysis indicates that SPUD dir is robust on all ranges of queries (from easy to difficult). For longer queries on the robust-04 dataset, there are one or two high-performing queries that drop over 0.1 in average precision. However, in general, there are very few queries that severely underperform " " means two-sided t-test p < 0.01; " " means p < 0.05; "•" means two-sided t-test p < 0.01 compared to DCM-L-T; "•" means p < 0.05 compared to DCM-L-T. compared to MQL dir . On the trec-9/10 Web documents, the increase in performance is stable across all types of queries for all query lengths.
Robustness
The second experiment evaluates the robustness of the SPUD models with respect to different parameter settings. In addition, we evaluate the retrieval effectiveness of the Fig. 7 . Robustness comparison of MQL jm and SPUD jm on robust-04 (left) and trec-9/10 (right) for short queries. SPUD dir model when the parameter μ is derived from the estimated parameter m c using Newton's method [Elkan 2006 ].
6.4.1. Robustness Results. Figure 7 shows the performance of MQL jm over different tuning parameter values (i.e., π jm ) and the performance of the SPUD jm model. We can see that SPUD jm , which has no free parameters, outperforms SPUD jm over all parameter values. This trend is consistent on all test collections used here.
For the SPUD dir function, we can estimate m c using Newton's method as outlined in Equation (19) given the n documents as data. We found that an initial value of m c = 200 was suitable, so the process converged within 20 iterations. This computation can be done offline, and we used the resulting setting of m c to estimate μ by tuning the hyperparameter ω to a fixed value. We set ω = 0.8, which is demonstrated in Figure 8 as a reasonable setting. Figure 8 shows the performance (MAP) of the SPUD dir model for different values of ω when m c is estimated using Newton's method. The relationship between ω and μ in Equation (18) essentially suggests that μ = 4 · m c is a suitable parameter value for μ . Although m c is the only parameter that is expensive to estimate in the SPUD dir model, it is practically feasible to do so offline. When the parameter μ is computed in this way (i.e., μ = 4 · m c ), we denote this SPUD est μ in the experimental results and figures that follow. Figure 9 shows the performance of MQL dir , SPUD dir , and SPUD est μ over different parameter settings on a number of test collections. We can see that SPUD dir outperforms MQL dir over all parameter values. We can see that the parameter μ is as robust as the parameter μ, as it tends to follow the same trend.
More importantly, we see that near-optimal effectiveness can usually be achieved by using the automatically estimated value of m c found using Newton's method. This is Fig. 9 . Robustness of SPUD dir and MQL dir over different values of the tuning parameter μ (or μ ) on robust-04 (short) and trec-9/10 (short), respectively. 0.296 0.314 0.254 n/a 0.323 n/a n/a SPUD est μ 0.295 0.307 0.255 n/a 0.322 n/a n/a rather encouraging, as it means that the setting of ω = 0.8 is robust and that we can effectively and safely eliminate the free parameters from SPUD dir . In particular, this automatic optimal estimation can be seen when we examine the trec-9/10 collection (which contains long Web documents) and the robust-04 collection (which has shorter documents) in Figure 9 . For the robust-04 collection, the retrieval effectiveness decreases sharply when μ becomes greater than 1,000. On the other hand, for trec-9/10, the effectiveness is more stable when μ is greater than 1,000. One probable reason for this is that the average length of the documents in those collections is very different. However, the automatically estimated SPUD est μ is close to optimal on both collections. Table XI reinforces this observation, showing the characteristics of the average length of documents in the collections and the value of m c that is estimated on each collection. We can also see that m c is correlated with the lengths of documents in the collections. Furthermore, in the same table, we can see that close to the optimal effectiveness is possible by setting ω = 0.8 for SPUD est μ . This is because m c is essentially performing the tuning on a per-collection basis. The parameter m c has a very intuitive interpretation as the initial mass of the background Pólya urn.
Analysis of Retrieval Model Aspects
In this third experiment, we aim to evaluate the retrieval effectiveness of the new background model (i.e., α c ) and the new smoothing methods in the SPUD model separately in a piece-wise fashion. We gradually adapt parts of the multinomial query likelihood functions until the SPUD retrieval functions are comprised. The experiment pinpoints the parts of the SPUD retrieval functions that lead to changes in retrieval effectiveness. This piece-wise adaptation provides evidence that the individual retrieval intuitions outlined in Section 5.2 are valid. Furthermore, we conduct an analysis of the retrieval characteristics of the best-performing methods.
6.5.1. Results of the Analysis of Retrieval Model Aspects. Table XII , which also contains a column for a hybrid model, outlines the parameter values for the functions used in this experiment. Essentially, this hybrid retrieval function differs from the SPUD retrieval functions only in that it uses different parameter estimates for λ jm and m d that effect the smoothing for SPUD jm and SPUD dir respectively. The changes to these parameter estimates makes the hybrid model closer to the multinomial retrieval functions. The only difference between the MQL and hybrid model is that hybrid uses the expected multinomial of the background DCM (i.e., θ c in Equation (8)) as its background model. Figure 10 shows the effectiveness of the functions that use Jelinek-Mercer smoothing (left-hand side) and those that use a type of Dirichlet smoothing (right-hand side) on two test collections. In general, the use of the new background DCM model aids retrieval, as we can see an increase in effectiveness for the hybrid (in black) retrieval functions over the MQL functions (in blue). We note that the magnitude of the difference is small, and that in some cases the performance decreases slightly. In general, the introduction of a document boundary into the estimation of the background language model is more effective for SPUD dir than for SPUD jm . However, the different smoothing techniques introduced in the SPUD model yield a greater increase in performance, such as when comparing the SPUD function (in red) to the hybrid function (in black). The smoothing in the SPUD model, amongst other factors, affects document length normalisation and improves retrieval effectiveness substantially. The results in Figure 10 demonstrate 14 that the new retrieval characteristics brought about by both the background DCM and the document DCM positively influence retrieval effectiveness. The results of these experiments further validate the use of the DCM as a more plausible document model than the multinomial. This is because the changes to the query likelihood retrieval method that the new background and new document model bring about increase the retrieval effectiveness for SPUD dir method over MQL.
In Section 5.2.2, we analysed the lengths of documents retrieved in the top 1,000 documents by both MQL dir and SPUD dir . We found that SPUD dir was more likely to retrieve longer documents. We now look at the length characteristics of the top 20 documents returned per query by both SPUD dir and MQL dir to determine if the differences in length are correlated with increased performance in terms of NDCG@20. Firstly, Figure11 confirms that on average, SPUD dir retrieves documents with a longer vector length than MQL dir in the top 20. Table XIII shows the correlation between the differences in average length and the differences in NDCG in the top 20 documents across a number of representative test collections. We report a small but insignificant correlation between the increase in average vector length and query effectiveness (as measured by NDCG@20). Although this correlation analysis is somewhat inconclusive, we can confirm that on average, SPUD dir retrieves documents with a longer vector length (i.e., greater number of distinct terms), and that the overall evidence seems to suggest that this is leading to increase effectiveness. Note: " " means two-sided t-test p < 0.01 compared to MQL dir -RM3; " " means p < 0.05 compared to MQL dir -RM3; "•" means two-sided t-test p < 0.01 compared to SPUD dir -RM3; "•" means p < 0.05 compared to SPUD dir -RM3.
Pseudorelevance Feedback
Finally, we evaluate the SPUD model in a pseudorelevance feedback setting. Pseudorelevance feedback is a useful approach for expanding short queries when the user has not entered a query of sufficient length. In essence, the pseudorelevance model is responsible for the selection and weighting of candidate expansion query terms from the top k documents of an initial retrieval run. We adapt the state-of-the-art RM3 [Abdul-Jaleel et al. 2004; Diaz and Metzler 2006] approach to select and weight terms according to the SPUD dir retrieval approach. The pseudorelevance model based on SPUD dir is estimated from an initial ranking as follows:
whereR α is the set of pseudorelevant document models (i.e., it is the top k document models from an initial retrieval run). If we replace p(t|α dm ) with p(t|θ dm ) and p(q|M d = E[θdm|αdm]) with p(q|θ dm ) in Equation (21), we recover RM3. The final query model is then estimated by linearly smoothing this estimated relevance model p(t|q e ) with the original query as follows:
where τ controls the weight of the initial query. The new query model is then used to query the corpus using the initial retrieval method (i.e., SPUD dir ). We set the number of pseudorelevant documents k = 20 and generate a pseudorelevance model of 50 terms.
We smooth the pseudorelevance model with the original query model by setting τ = 0.5. The parameter u (and u in MQL dir ) is set to 2,000 during ranking and is set to 0 only during the expansion step. These expansion parameters settings are set according to the literature Zhai 2009a, 2010] . We note that the pseudorelevance model here does not follow a DCM relevance model (i.e., we do not treat all relevant documents as being drawn from a DCM relevance model) but simply is an adaptation of the RM3 model that we refer to as PURM. 15 We only use short title queries in this experiment, as these are the types of queries to which query expansion is typically applied [Carpineto and Romano 2012] .
6.6.1. Pseudorelevance Feedback Results. Table XIV shows the results of the pseudorelevance feedback experiment. Firstly, we can see that when the SPUD dir approach is used as the retrieval method with the RM3 expansion approach, it leads to a significant improvement over the MQL approach on three collections. This is encouraging but hardly surprising, as the SPUD dir approach has a more effective initial retrieval. However, when the retrieval method is static, and only the expansion approach is allowed to vary, the PURM approach outperforms the RM3 approach. The absolute increase in effectiveness when using the new PURM expansion approach is quite low but nevertheless is significant on trec-8 and gov2. This low increase in effectiveness is to be expected, as the only difference between the RM3 expansion approach and the PURM approach (when u and u are set to 0) is that the PURM approach uses the SPUD retrieval score to weight terms, whereas the RM3 approach uses the MQL retrieval score. Overall, although this validates that the SPUD dir document retrieval score is useful in the expansion step of pseudorelevance expansion approaches, the main increase in effectiveness comes from the better ranking of SPUD dir compared to MQL dir .
A point worth noting is that the performance of the feedback approaches on the mq-07 and mq-08 test collections are worse than for the initial retrieval run (no expansion). It has been reported that pseudorelevance feedback varies depending on the type and quality of the test collection, with results showing little or no improvement when using parts of the million query track data (i.e., mq-07 and mq-08) [Meij 2010 ]. One possible reason for this is that during the creation of the mq-07 and mq-08 test collections, a shallow pool depth was used to judge more queries than is usual for TREC collections. As pseudorelevance feedback tends to increase average precision by increasing recall, the lower number of judged documents for the million query track collections could affect the natural behaviour of query expansion approaches on this collection.
DISCUSSION
In this section, we discuss the main findings, limitations, and broader impact of this work.
Comparison to Previous Work
The results of experiments in Section 6.3.1 have shown that the SPUD dir method significantly outperforms the DCM-L-T of Xu and Akella [2008] . In particular, the effectiveness of DCM-L-T for longer queries, which was not presented in the original work, is particularly poor. The manner in which the initial query is incorporated in that relevance-based model leads to a nonlinear query term frequency aspect. This is likely to affect the retrieval effectiveness for longer queries, as it has been shown that the query term frequency aspect should be close to linear .
There are several other disadvantages to the DCM-L-T method. Whereas the complexity of most retrieval functions is linear with respect to the number of unique terms (word types) in common to both query and document, the complexity of the approach by Xu and Akella [2008] is linear with respect to the sum of the query term frequencies (i.e., all instances of query terms) in the document. This adversely affects retrieval time. Conversely, the SPUD model outlined in this work is as efficient at query time as the multinomial language model.
In the DCM-L-T approach, the estimation of the parameters for both the relevant and the nonrelevant DCM document models do not have closed-form expressions. This is not of major concern for the estimation of a nonrelevant model in a static collection 16 (which can often be estimated offline) but is a major disadvantage for the inference of the relevant model, which must be estimated online at query time. In fact, one of the major difficulties with the previous relevance-based approach is estimating the set of pseudorelevant documents needed to infer the relevance model. Therefore, a number of computationally expensive estimation techniques are compared to find parameters that are the most effective in terms of retrieval. However, it was found that a manual tuning of γ is more effective than any of these estimation techniques.
Estimating Free Parameters
In Section 6.4, we have shown that both SPUD retrieval methods are more robust in terms of parameter settings than their multinomial counterparts. For the SPUD dir model, the background model is weighted approximately four times more than the document model, and this setting (via ω = 0.8) is robust across different collections. More extensive research would need to be conducted to determine if this setting is universal. Some prior research into Microblog retrieval suggests that a smaller μ parameter value in the multinomial query likelihood model is more effective on collections that contain smaller documents [Han et al. 2012; Kim et al. 2012] . This is consistent with our results (emphasised by results on the ohsu collection, which contains short documents), as the estimate of m c is correlated with document length (see Table XI ). This provides further evidence that our free hyperparameter ω is more robust than the free parameter μ in the multinomial model. Furthermore, although it has been suggested [Zhai and Lafferty 2004] that the parameter μ in the original multinomial language model may be affected by query length, we have found that the most effective SPUD retrieval method is robust across queries of different length. More work would need to be conducted to see if the optimal value of ω varies according to query length. Recent research [Tsagkias et al. 2011] has investigated a different generative model for queries, and this would be an interesting future direction to explore.
The background model in SPUD is an efficient approximation to the DCM. Although it has been shown [Elkan 2006 ] that this EDCM approximation is quite accurate and useful for text clustering, more extensive work would need to be conducted to determine if the approximation is close to optimal in terms of retrieval effectiveness.
Theoretical Discussions
7.3.1. Term and Document Event Spaces. Aspects of both term frequency and inverse document frequency have been at the core of many successful ranking functions over the years. The work outlined here helps to explain why both of these features have been so useful. In particular, the generative assumptions made in our document model help explain why term frequency is such a useful and salient measure of topicality. In other words, we argue that it is because authors have preferential attachment for the content words within documents that term frequency is such a useful measure of topicality. Furthermore, these generative assumptions lead to power-law characteristics of term frequency in text [Simon 1955; Goldwater et al. 2011] and therefore appear to be more plausible models.
Interestingly, it is because of within-document preferential attachment that inverse document frequency is such an accurate measure of term specificity. Essentially, when analysing the collection-wide characteristics of terms, for the most part we need only to count the first occurrence of a term within a document, as all other occurrences depend upon this. Although we did not derive idf as it appeared in its original form [Spärck-Jones 1972] , our analysis shows that the best retrieval formula derived from the SPUD language model contains characteristics closely related to that of idf (see Figure 5 ). By capturing burstiness in our framework, we have been able to successfully combine the term event space used within each document with the document event space used at the collection-wide level (which comes about as a close approximation to the background DCM). Others [Robertson 2004; Roelleke and Wang 2008] have argued that Harter's eliteness hypothesis [Harter 1975a [Harter , 1975b , which is essentially a binary latent variable for each term, acts a bridge between the term space and the document space. We have found that there are alternative generative explanations for tf-idf type schemes. We believe that the SPUD language model is an important step towards developing a probabilistic generative theory explaining such schemes. 7.3.2. Relevance. We note that our retrieval model is a query likelihood model that does not explicitly model relevance; however, it is not difficult to place the same document model in a relevance framework. The Kullback-Leibler (KL) divergence, which measures the amount of information lost when one distribution is used to model another theoretical distribution, has been used in information retrieval to compare document models to query models. As this introduces the idea of a query model, it seems reasonable to imagine that this query model is a best initial approximation of the true relevance model (which can be updated as relevance information becomes known). Therefore, one can think about ranking documents according to the negative KL divergence of a document model M d and a true relevance model M r as follows:
It is also well known that the query likelihood function is rank equivalent to the KL divergence between a query model and document model as a special case [Zhai and Lafferty 2001a; Zhai 2008] . The preceding equation is rank equivalent to the SPUD retrieval functions when p(t|M r ) is estimated using c(t, q)/|q| and when p(t|M d ) is estimated using the new document models presented in this article (i.e., α dm ).
7.3.3. Document Length Normalisation. In Section 5.2.1, we defined a constraint to capture the verbosity hypothesis. We have shown that the best-performing SPUD retrieval method adheres to this constraint. We have seen that generally the multinomial model MQL dir overpenalises long documents, and the SPUD dir model is more likely to retrieve longer documents (see Figure 4 ). This is because the multinomial model does not model the distinction between word types and word tokens for length normalisation and ultimately overpenalises documents with recurrences of nonquery terms. This result builds on recent research [Lv and Zhai 2011; Cummins and O'Riordan 2012 ] that developed further constraints regarding document length normalisation. It would be interesting future research to determine if the SPUD dir function also adheres to these constraints.
The SPUD model significantly outperforms a highly tuned multinomial model (MQL) for all query lengths. This is because the SPUD model incorporates two types of document length normalisation. One aspect of normalisation (verbosity) regulates the term frequency with respect to the document length, as longer documents (those with many word tokens) are more likely to contain higher term frequencies. The other aspect (scope) normalises longer documents (those with more word types), as they are more likely to contain more distinct query terms. This second aspect of normalisation crucially depends on query length. The SPUD model is the first model to combine these two aspects of document normalisation in a theoretically principled framework.
Interestingly, recent research has developed a two-stage document length normalisation framework [Na 2015] that incorporates both verbosity and scope normalisation into retrieval methods. It is appealing that the SPUD retrieval methods derived from our probabilistic framework contain these aspects of normalisation naturally.
Broader Impact
We have argued that the new SPUD model addresses a number of theoretically interesting questions in information retrieval. In addition, we have demonstrated that it is practically useful in a retrieval scenario. Given that the SPUD model essentially is a method for determining principled term weights for document vectors, the model is likely to be useful in other areas where term weights are used in vector representations of longer texts. This includes areas such as text classification, text clustering, and more specialised NLP tasks (e.g., keyword extraction, automatic summarisation).
Recommended Retrieval Function
The recommended retrieval function is SPUD dir in Equation (17). This function has one free parameter μ , which we recommend setting to 4 · m c , where m c can be found by applying Newton's method to Equation (19) . Alternatively, μ can be experimentally tuned on training data, which is the current method of setting u in the multinomial language model.
Future Directions
The most effective SPUD method, introduced in Equation (12), linearly combines the background DCM model with the document DCM language model. This could be extended to include more language models. For example, if we had information relating to authorship, we could estimate an author-specific DCM language model that would explain textual characteristics specific to an author, as it may be the case that certain authors are generally more verbose than others. Smoothing this DCM model with both the document and background models may further improve performance. This may be particularly useful in areas such as expert search and/or scholarly search domains.
The document model outlined in this work models word burstiness in a documentspecific manner. Previous work [Kwok 1996 ] has shown that certain terms are more bursty than others (i.e., they are more likely to repeat). This suggests that incorporating a term-specific aspect of burstiness may increase retrieval effectiveness even further. This could be modelled using a more general urn model where the level of reinforcement varies per term.
A further interesting direction is to consider integrating the document model outlined here with a model that incorporates the traditional notion of term dependence. The details regarding such a combination have not been discussed here but would present interesting future research.
CONCLUSION
We have introduced a new family of language model (namely SPUD) based on a Pólya urn process. A query likelihood retrieval method based on this model is shown to be superior to that of the state-of-the-art multinomial language model. Interestingly, we have shown that the new model can be computed as efficiently as the multinomial language model. Essentially, this means that the SPUD retrieval method can be used in place of the multinomial query likelihood method in many different retrieval applications and domains.
We have outlined a number of intuitions that help to motivate the new model. For example, we developed a constraint for the verbosity hypothesis and have shown that the most effective SPUD method-the SPUD dir model-adheres to this constraint. Furthermore, we have shown that the free hyperparameter (i.e., ω = 0.8) in the SPUD dir method is robust across various collections. This essentially reduces the need for experimental tuning. Given the principled nature of the approach developed, it can be used in a variety of information retrieval tasks. We have shown that it is useful for downstream retrieval methods, as we have used it to estimate a pseudorelevance-based model (PURM) that demonstrates improved retrieval effectiveness on test collections when compared to a pseudorelevance model based on the multinomial (RM3).
Future work will look to improve retrieval effectiveness by incorporating multiple DCM language models for modelling a document. Furthermore, we aim to investigate the query likelihood method using different generative assumptions for the query. In this work, we assumed a sampling-with-replacement strategy for query generation. However, different sampling strategies, such as those employed by Friedman urn's [Freedman 1965 ] might better model query generation.
