This paper studies the stability of the solution x ≡ 0 for a class of quasilinear implicit dynamic equations on time scales of the form A t x Δ f t, x . We deal with an index concept to study the solvability and use Lyapunov functions as a tool to approach the stability problem.
Introduction
The stability theory of quasilinear differential-algebraic equations DAEs for short A t x t f t, x t , x t , f t, 0, 0 0 ∀t ∈ Ê,
with A . being a given m × m-matrix function, has been an intensively discussed field in both theory and practice. This problem can be seen in many real problems, such as in electric circuits, chemical reactions, and vehicle systems. März in 1 has dealt with the question whether the zero-solution of 1.1 is asymptotically stable in the Lyapunov sense with f t, x t , x t Bx t g t, x t , x t , with A being constant and small perturbation g.
Together with the theory of DAEs, there has been a great interest in singular difference equation SDE also referred to as descriptor systems, implicit difference equations A n x n 1 f n, x n 1 , x n , n ∈ .
1.2
for all s ∈ V . If f is differentiable for every t ∈ Ì k , then f is said to be differentiable on Ì. If Ì Ê, then delta derivative is f t from continuous calculus; if Ì , the delta derivative is the forward difference, Δf, from discrete calculus. A function f defined on Ì is rd-continuous if it is continuous at every right-dense point and if the left-sided limit exists at every left-dense point. The set of all rd-continuous functions from Ì to a Banach space X is denoted by C rd Ì, X . A matrix function f from Ì to Ê m×m is said to be regressive if det I μ t f t / 0 for all t ∈ Ì k , and denote R the set of regressive functions from Ì to Ê m×m . Moreover, denote R the set of positively regressive functions from Ì to Ê, that is, the set {f : Ì → Ê : 1 μ t f t > 0 ∀t ∈ Ì}. where V x is the derivative in the second variable of the function V V t, x in normal meaning and ·, · is the scalar product.
We refer to 12, 15 for more information on the analysis on time scales.
Linear Equations with Small Nonlinear Perturbation
Let Ì be a time scale. We consider a class of nonlinear equations of the form 
where
Remark 2.6. By the item 2.13 of Lemma 2.3, the condition 2.18 is independent from the choice of T t and Q t .
We assume further that we can choose the projector function Q t onto ker A t such that Q ρ t Q t for all right-dense and left-scattered t; Q ρ t is differentiable at every t ∈ Ì k and
Therefore,
and the implicit equation 2.3 can be rewritten as
Thus, we should look for solutions of 2.3 from the space C 1 N :
Note that C 1 N does not depend on the choice of the projector function since the relations P t P t P t and P t P t P t are true for each two projectors P t and P t along the space ker A t . 
2.22
Therefore, by using the results of Lemma 2.3, we get
2.23
By denoting u P ρ t x, v Q ρ t x, 2.23 becomes a dynamic equation on time scale
and an algebraic relation
For fixed u ∈ Ê m and t ∈ Ì k , we consider a mapping C t : im Q ρ t → im Q ρ t given by
2.26
We see that
for any v, v ∈ im Q ρ t . Since γ t < 1, C t is a contractive mapping. Hence, by the fixed point theorem, there exists a mapping g t : im P ρ t → im Q ρ t satisfying
and it is easy to see that g t u is rd-continuous in t. Moreover,
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This deduces
Thus, g t is Lipschitz continuous with the Lipschitz constant δ t :
2.31
It is easy to see that the right-hand side of 2.31 satisfies the Lipschitz condition with the Lipschitz constant
2.32
Applying the global existence theorem see 12 , we see that 2.31 , with the initial condition u t 0 P ρ t 0 x 0 has a unique solution u t u t; t 0 , x 0 , t t 0 . Thus, we get the following theorem.
Theorem 2.7. Let Hypothesis 2.5 and the assumptions on the projector Q t be satisfied. Then, 2.3 with the initial condition
has a unique solution. This solution is expressed by
where u t u t; t 0 , x 0 is the solution of 2.31 with u t 0 P ρ t 0 x 0 .
We now describe the solution space of the implicit dynamic equation 2.3 . Denote
2.35
Lemma 2.8. There hold the following statements: 
2.37
From
it yields
Conversely, suppose that y ∈ Ω t , that is, there exists z ∈ Ê m such that B t y f t, y A t z. We have to prove
or equivalently,
t B t P ρ t y P ρ t y.
2.41
Indeed,
t B t Q ρ t y P ρ t y Q ρ t y P ρ t y y,

2.42
where we have already used a result of Lemma 2.
ii Let y ∈ Ω t ∩ ker A ρ t . Then y ∈ Ω t and P ρ t y 0. Since Ω t Ł t , we have y ∈ Ł t . This means that Q ρ t y T t Q t G 
Quasilinear Implicit Dynamic Equations
Now we consider a quasilinear implicit dynamic equation of the form 
is invertible for every t ∈ Ì and x ∈ Ê m . Denote
2.45
Further introduce the set
containing all solutions of 2.43 . The subspace S t, x manifests its geometrical meaning
where T x is the tangent space of Ω t at the point x. Suppose that 2.43 is of index-1. Then, by Lemma 2.2, this condition is equivalent to one of the following conditions: 
2.51
Consider the function
where h ∈ Q ρ t Ê m . 
2.55
Then, by substituting v g t u into the first equation of 2.51 we come to
It is obvious that the ordinary dynamic equation 2.56 with the initial condition
is locally uniquely solvable and the solution x t; t 0 , x 0 of 2.43 with the initial condition 2.33 can be expressed by x t; t 0 , x 0 u t; t 0 , x 0 g t u t; t 0 , x 0 . Now suppose further that f t, x satisfies the Lipschitz condition in x and we can find a matrix B t such that
is bounded for all t ∈ Ì and x ∈ Ê m . Then, the right-hand side of 2.56 also satisfies the Lipschitz condition. Thus, from the global existence theorem see 12 , 2.56 with the initial condition 2.57 has a unique solution defined on t 0 , sup Ì . Therefore, we have the following theorem. 
Stability Theorems of Implicit Dynamic Equations
For the reason of our purpose, in this section we suppose that Ì is an upper unbounded time scale, that is, sup Ì ∞. For a fixed τ ∈ Ì, denote Ì τ {t ∈ Ì, t τ}.
Consider an implicit dynamic equation of the form
First, we suppose that for each t 0 ∈ Ì k τ , 3.1 with the initial condition
has a unique solution defined on Ì t 0 . The condition ensuring the existence of a unique solution can be refered to Section 2. We denote the solution with the initial condition 3.2 by x t x t; t 0 , x 0 . Remember that we look for the solution of 3.1 in the space
Let f t, 0 0 for all t ∈ Ì τ , which follows that 3.1 has the trivial solution x ≡ 0. We mention again that Ω t {x ∈ Ê m , f t, x ∈ im A t }. Noting that if x t x t; t 0 , x 0 is the solution of 3.1 and 3.2 then x t ∈ Ω t for all t ∈ Ì t 0 .
Definition 3.1. The trivial solution x ≡ 0 of 3.1 is said to be 1 A-stable resp., P -stable if, for each > 0 and t 0 ∈ Ì k τ , there exists a positive δ δ t 0 , such that A ρ t 0 x 0 < δ resp., P ρ t 0 x 0 < δ implies x t; t 0 , x 0 < for all t t 0 , 2 A-uniformly resp., P -uniformly stable if it is A-stable resp., P -stable and the number δ mentioned in the part 1 . of this definition is independent of t 0 , 3 A-asymptotically resp., P -asymptotically stable if it is stable and for each t 0 ∈ Ì k τ , there exist positive δ δ t 0 such that the inequality A ρ t 0 x 0 < δ resp., P ρ t 0 x 0 < δ implies lim t → ∞ x t; t 0 , x 0 0. If δ is independent of t 0 , then the corresponding stability is A-uniformly asymptotically P -uniformly asymptotically stable,
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Journal of Inequalities and Applications 4 A-uniformly globally asymptotically resp., P -uniformly globally asymptotically stable if for any δ 0 > 0 there exist functions δ · , T · such that A ρ t 0 x 0 < δ resp., P ρ t 0 x 0 < δ implies x t; t 0 , x 0 < for all t t 0 and if A ρ t 0 x 0 < δ 0 resp., P ρ t 0 x 0 < δ 0 then x t; t 0 , x 0 < for all t t 0 T , 5 P-exponentially stable if there is positive constant α with −α ∈ R such that for every t 0 ∈ Ì k τ there exists an N N t 0 1, the solution of 3.1 with the initial condition P ρ t 0 x t 0 − x 0 0 satisfies x t; t 0 , x 0 N P ρ t 0 x 0 e −α t, t 0 , t t 0 , t ∈ Ì τ . If the constant N can be chosen independent of t 0 , then this solution is called P -uniformly exponentially stable.
Remark 3.2. From G −1
t A t P t and A t A t P t , the notions of A-stable and P -stable as well as Aasymptotically stable and P -asymptotically stable are equivalent. Therefore, in the following theorems we will omit the prefixes A and P when talking about stability and asymptotical stability. However, the concept of A-uniform stability implies P -uniform stability if the matrices A t are uniformly bounded and P -uniform stability implies A-uniform stability if the matrices G t are uniformly bounded. holds, provided A ρ t 0 x 0 ∈ ϕ (resp.,
Proof. We only need to prove the proposition for the A-uniformly stable case.
Sufficiency. Suppose there exists a function ϕ ∈ Þ satisfying 3.4 for each > 0; we take δ δ > 0 such that ϕ δ < , that is, ϕ −1 > δ. If x t; t 0 , x 0 is an arbitrary solution of 3.1 and A ρ t 0 x 0 < δ, then x t; t 0 , x 0 ϕ A ρ t 0 x 0 < ϕ δ < , for all t t 0 . Necessity. Suppose that the trivial solution x ≡ 0 of 3.1 is A-uniformly stable, that is, for each > 0 there exists δ δ > 0 such that for each t 0 ∈ Ì k τ the inequality A ρ t 0 x 0 < δ implies x t; t 0 , x 0 < , for all t t 0 . For the sake of simplicity in computation, we choose δ < . Denote γ sup δ : δ has such a property .
3.5
It is clear that γ is an increasing positive function in . Further, γ and by definition, there holds
By putting
it is seen that β ∈ Þ, 0 < β < γ .
3.8
Let ϕ : 0, sup β → Ê be the inverse function of β. It is clear that ϕ also belongs to Þ. 
3.15
The last inequality says that the solution x t can be lengthened on Ì t 0 , that is, 3.1 is globally solvable. Proof. By virtue of Theorem 3.6 and the conditions 2 and 3 , it follows that 3.1 is globally solvable. Suppose on the contrary that the trivial solution x ≡ 0 of 3.1 is not stable. Then, there exists an 0 > 0 such that for all δ > 0 there exists a solution x t of 3.1 satisfying A ρ t 0 x t 0 < δ and x t 1 ; t 0 , x t 0 0 for some t 1 t 0 . Put 1 ψ 0 .
By the assumption that V t 0 , 0 0 and V t, x is rd-continuous, we can find δ 0 > 0 such that if y < δ 0 then V t 0 , y < 1 . With given δ 0 > 0, let x t be a solution of 3.1 such that A ρ t 0 x t 0 < δ 0 and x t 1 ; t 0 , x t 0 0 for some t 1 t 0 . Since x t ∈ Ω t and by the condition 3 ,
Further, x t 1 ∈ Ω t 1 and by the condition 2 we have V t 1 , A ρ t 1 x t 1 ψ x t 1 ψ 0 1 . This is a contradiction. The theorem is proved.
Theorem 3.8. Assume that there exist a function
satisfying the conditions
t, A ρ t x −δ t φ A ρ t x for any x ∈ Ω t and t ∈ Ì Proof. Also from Theorem 3.6 and the conditions 2 and 3 , it implies that 3.1 is globally solvable.
And since V Δ
3.10
t, A ρ t x −δ t φ A ρ t x 0, the trivial solution of 3.1 is stable by Theorem 3.7. Consider a bounded solution x t of 3.1 . First, we show that lim inf t → ∞ V t, A ρ t x t 0. Assume on the contrary that inf t∈Ì t 0 V t, A ρ t x t > 0. From the condition 1 , it follows that inf t∈Ì t 0 A ρ t x t : r > 0. By the condition 3 , we have 
0 uniformly in t ∈ Ì τ and a x V t, A ρ t x for all x ∈ Ω t and
Assume further that 3.1 is locally solvable. Then, the trivial solution of 3.1 is A-uniformly stable.
Proof. The proof is similar to the one of Theorem 3.7 with a remark that since lim x → 0 V t, x 0 uniformly in t ∈ Ì τ , we can find δ 0 > 0 such that if y < δ 0 then sup t∈Ì τ V t, y < 1 .
The proof is complete. 
We present a theorem of uniform global asymptotical stability. 
for any x ∈ Ω t and t ∈ Ì k τ .
Assume further that 3.1 is locally solvable. Then, the trivial solution of 3.1 is A-uniformly globally asymptotically stable.
Proof. Let δ 0 > 0 be given. Define δ min{b −1 a , δ 0 } and
T is not necessary in Ì .
Let x t be a solution of 3.1 with A ρ t 0 x t 0 < δ . From the condition 2 , we see that
Hence, x t < for all t t 0 .
Because the trivial solution of 3.1 is A-uniformly stable, we only need to show that there exists a t * ∈ t 0 , t 0 T such that A ρ t * x t * < δ . Assume that such a t * does not exist, that is A ρ t x t δ for all t ∈ t 0 , t 0 T . From the condition 2 , we get
3.24
Since V 0,
which contradicts the definition of T in 3.21 . The proof is complete. such that ∀δ > 0; there exists a solution x t x t; t 0 , x 0 of 3.1 satisfying P ρ t 0 x 0 < δ and x t 1 ; t 0 , x 0 0 , for some t 1 t 0 . Let 1 ψ 0 . Since V t 0 , 0 0, it is possible to find a δ δ 0 , t 0 > 0 satisfying V t 0 , P ρ t 0 z < 1 when P ρ t 0 z < δ, z ∈ Ê m . Consider the solution x t satisfying P ρ t 0 x 0 < δ and x t 1 ; t 0 , x 0 0 for a t 1 t 0 . From the assumption 3 , it follows that
This implies
We get a contradiction because 1 > V t 0 , P ρ t 0 x 0 when P ρ t 0 x 0 < δ. The proof of the theorem is complete. 
3.50
Let the Lyapunov function be V t, x : 2 x , t ∈ Ì, x ∈ Ê 2 .
Put x x 1 , x 2 ∈ Ł t , we have V t, P ρ t x 2 P ρ t x 2|x 1 | and Hence, x V t, P ρ t x 2 P ρ t x , ∀x ∈ Ł t , t ∈ Ì.
3.52
We have for any solution x t of 3.47 and t ∈ Ì noting that t 0 , Therefore, having the above result is obvious.
Conclusion
We have studied some criteria ensuring the stability for a class of quasilinear dynamic equations on time scales. So far, the inverse theorem of the theorems of the stability in Section 3 of this paper is still an open problem for an arbitrary time scale meanwhile it is true for discrete and continuous time scales.
