Abstract We prove that functions defined on a lattice in the torus T d with bounded finite differences can be smoothly extended to the whole torus, and relate the bounds on the extension's derivatives with bounds on the original function's finite differences.
Introduction
In 1934, Whitney posed the problem of how to recognize whether a function f defined on a closed subset X of R n is the restriction of a function of class C m . Whitney himself solved the one-dimensional case (i.e., for n = 1) in terms of finite differences [W1, W2, W3] , giving the classical Whitney's extension theorem. A geometrical solution for the case C 1 (R n ) was given by G. Glaeser [G] , who introduced a geometric object called the "iterated paratangent space". Glaeser's paper influenced all the later work on Whitney's problem. A variant of Whitney's problem replaces C m (R n ) by C m,ω (R n ), the space of C m functions whose m th derivative have a given modulus of continuity ω. The problem for C m,ω (R n ) is well-understood due to the work of Brudnyi and Shvartsman [B] , [BS1, BS2, BS3, BS4] , [S1, S2, S3] and Fefferman [F1] . The correct notion of an iterated paratangent bundle, relevant for C m (R n ), was introduced by who proved an extension theorem for subanalytic sets. In [BMP1] , Bierstone-Milman-Pawlucki introduced a necessary geometric criterion, for C m (R n ), involving limits of finite differences, and conjectured that this criterion is sufficient at least if X has a "tame topology". In [F2] C. Fefferman solved the C m (R n ) Whitney's problem. After that verified that the conjectures of [BMP1] with the paratangent bundle there replaced by a natural variant are equivalent to Fefferman's solution of Whitney's problem [F2] .
We base our work here in the extension on the classical Whitney's extension theorem proved by C. Fefferman in [F1] . Consider any set Γ ⊂ R d , possibly finite. We shall say that a function f : Γ → R satisfies the C k -Whitney extension condition with constant M ≥ 0 iff there is a family of polynomials {P x } x∈Γ such that for every x, y ∈ Γ, every m = 0, 1, . . . , k − 1, and every multi-index (i 1 , . . . , i m ) ∈ N m ,
2. D 
See Theorem B of [F1] . Although this is a strong result, the Whitney's condition is not easy to check in practice. We prove here, in the very particular setting where Γ is a lattice in the torus T d , that Whitney's condition on f is implied by the assumption that f has bounded finite differences of order k. Given m ∈ Z d + consider the lattice
We denote by |||∆ k f ||| Γm the least upper bound of all differences of order k of function f over Γ m , and by |||D k F ||| T d the least upper bound of all derivatives of order k of a class C k function F : T d → R. With this notation we prove that
We believe this result should be true with A = 1, but we do not prove it. Of course a direct approach (not using Fefferman's theorem) is necessary for such purpose. With the same type of argument we can prove the following theorem, which is likely to be known, but whose proof we are not aware in the literature.
See theorem 1. Theorem A should also hold for some class of domains Σ which are proper subsets of lattices Γ m . We would like to characterize this class of subsets. More precisely, we pose the following problem Problem (Extensibility of discrete L k functions) Characterize the pairs (k, Σ), with Σ ⊂ Γ m and k ∈ N, for which given any function f :
Finite difference operators
Given two normed spaces X and Y , let Y X denote the space of all functions f : X → Y . For each vector u ∈ X, we define a difference operator
where τ u represents the shift operator (τ u f )(x) = f (x + u). Remark that
for all vectors u, v ∈ X, since
Another key property of the difference operator ∆ is the following kind of additivity:
More generally, given a multi-vector u = (u 1 , · · · , u k ) ∈ X k , we define the finite difference operator of order k, along the multi-vector u, as the composition operator :
In order to characterize this operator consider the discrete cube I k = {0, 1} k as a set of multi-indices. Denote by α a generic element of the cube I k , and write α = (α 1 , · · · , α k ), where each α i represents a binary digit, α i = 0 or α i = 1. The set I k is partially ordered by the relation
We shall write |α| = α 1 + . . . + α k and α · u = α 1 u 1 + . . . + α k u k . Using this notation we have
In particular
The operator ∆ k u also acts on partial functions. Assume f ∈ Y Γ is some function with domain Γ ⊆ X. Given the multi-vector u ∈ X k , we define
The difference operator ∆ u is the discrete analogous of the directional derivative operator
Under general conditions, the directional derivative operators satisfy for all u, v ∈ X,
which are the infinitesimal equivalents to (1) and (2). The finite differences ∆ k u f (x) are also discrete analogs of the higher order directional derivatives
The operators D u are well defined on the space
Proof. For k = 1, this is the usual mean value theorem. Assume this proposition holds for k − 1. Given f ∈ C k (Γ, Y ), we have by induction hypothesis,
which proves that the same formula holds for k.
⊔ ⊓
Next we derive an important formula which in some sense is a discrete version of proposition 2. Given a multi-index n = (n 1 , n 2 , . . . , n k ) ∈ N k , we define
and n = n 1 n 2 . . . n k . Notice that [n] has n elements. Given a multi-vector u ∈ X k , we set n · u = n 1 u 1 + . . . + n k u k ∈ X and write |n| = n 1 + n 2 + . . . + n k .
Proof. Relation (2) is equivalent to ∆ u+v = ∆ u + τ u • ∆ v . This formula can be generalized to an arbitrary number of terms. Setting all them equal to u i we get
follows by combining these decompositions. ⊔ ⊓
Polynomials
As in the previous section, let X and Y denote normed vector spaces. Let L k (X, Y ) denote the space of continuous k-multi-linear maps f :
, the subspace of continuous k-multi-linear symmetric maps. We consider on this space the usual norm
We define the diagonal operator diag :
Any map in the image of this operator is called a homogeneous polynomial of degree k. The space of homogeneous polynomials of degree k is, therefore,
Every finite sum of homogeneous polynomials is called a polynomial. The degree of a polynomial is the highest degree of all its homogeneous components. The space of polynomials of degree ≤ k, denoted by P k (X, Y ), is the direct sum
, the following statements are equivalent:
The proof is based on proposition 5 bellow.
Proof. Using the binomial Newton formula,
where the points refer to a sum of homogeneous polynomials of degree ≤ k − 2. The notation u (i) refers to a list of i vectors equal to u.
⊔ ⊓
From this lemma, we get by induction:
Proof of Proposition 4. That (a) ⇒ (b) follows by item (2) of proposition 5. The converse is proved by induction in k. By definition, a degree zero polynomial is just a constant function. For k = 0, the condition (b) says that ∆ u f (x) = 0 for all x, u ∈ X, which is equivalent to f being constant. Assume that condition (b) holds for k, and (b) ⇒ (a) holds for k − 1. Define ξ :
, for all x ∈ X. By property (1) of difference operators, we get the symmetry of function ξ. Using property (2), given u 1 , u 2 ∈ X and v ∈ X k−1 ,
This proves that ξ is k-additive. By continuity of f , ξ is also continuous, and this implies
. This shows that (b) ⇒ (a) holds for k, which ends the induction proof.
⊔ ⊓ By item(1) of proposition 5 we have
is an isomorphism, the inverse mapping being such that diag
Let G ⊆ X be an additive subgroup. We say that Γ ⊆ X is G-convex iff for every x ∈ X and n ∈ N such that x, x + n u ∈ Γ we have x + i u ∈ Γ for every 1 ≤ i ≤ n. From now on every domain Γ will be a G-convex w.r.t. some group additive subgroup Γ ⊆ X. In fact we shall only be interested in two cases: either G = X and Γ is convex in the usual sense, or else G is a lattice in X. We write G * := G − {0}. We define the multi-norm of a multi-vector u ∈ X k to be the product
We say that a function f ∈ Y Γ is Lipschitz of order k on Γ if and only if f is continuous, and there is some constant C > 0 such that for all u ∈ G
Lipschitz of order k. Let us now introduce a norm on this space. Given u ∈ G k , we denote by |||∆ k u f ||| Γ the least upper bound
For k = 0, ∆ 0 is the identity operator and |||∆ 0 f ||| Γ = sup x∈Γ f (x) is the usual C 0 -norm. We shall consider the following norm on the space
It can easily be checked that
Proof. Follows from (3), where the G-convexity of Γ is used to ensure that
Proof. Take the sequence of multi-vectors defined by
Open Domains
Let Ω be an open convex set in X. We denote by
To prove this theorem we need the following
This proposition is proved at the end of this section. The polynomial h above is unique. It is the k th Taylor polynomial of f at x 0 .
Proof of theorem 1 . Let us prove
Apply proposition 9 to every disk D(x 0 , r) contained in Ω. We conclude that f is of class C k and D k f has Lipschitz constant ≤ |||∆ k f||| Ω on every disk D(x, r) ⊆ Ω. It follows that D k f has Lipschitz constant ≤ |||∆ k f||| Ω over the domain Ω. Take x, y ∈ Ω. We can decompose the line segment [x, y] ⊆ Ω in points x = x 0 , x 1 , . . . , x n = y such that y − x = n i=1 x i − x i−1 , and each pair x i−1 , x i is contained in a common disk D(x, r) ⊆ Ω. Then
Let us now prove
The convexity of Ω is needed by the assumption of proposition 2. Notice that the norm in
. These derivatives are obtained recursively but top-bottom, instead of the usual bottom-top infinitesimal approach. We define this derivative as a net limit of finite differences of order k of the function f .
. A simple computation shows that
Proof. Using (4) and (5), we have, for a given
Proof. This follows by lemma 4, replacing u by u p and multiplying both sides by p. ⊔ ⊓ Let (N k , ) be the partial ordered set of natural numbers with the order m n ⇔ m = n * s for some s ∈ N k , where n * s = (n 1 s 1 , . . . , n k s k ) for n = (n 1 , . . . , n k ) and s = (s 1 , . . . , s k ).
We denote by −→ lim n→∞ (x n ), when it exists, the limit of a convergent net (x n ) n∈(N k ,≻) .
is a convergent net.
Proof. From lemma 5 above, this net is Cauchy, and since Y is Banach, it must converge.
. By proposition 10, we can define, for any u ∈ X k and x ∈ Ω,
Notice that since Ω is open, x ∈ Ω u n for all sufficiently large n. We also define
(a) The symmetry is a consequence of the commutativity of the difference operators ∆ u . Therefore, it is enough to show the first argument additivity. Given u, v ∈ X, and w ∈ X k−1 ,
for every u ∈ X k , x ∈ Ω u , and n ∈ N k . The reverse inequality follows from proposition 12 bellow.
(c) This is a direct consequence of the linearity of the difference operators ∆ u .
⊔ ⊓ Proposition 12. For every f ∈ Y
Ω and u ∈ X k , the net
is monotonous increasing, i.e., n m ⇒ n |||∆
Proof. Follows from proposition 7. ⊔ ⊓ Proposition 13. Let Ω = D(x 0 , r) be a disk with center x 0 and radius r. Given
(Ω, Y ) and
is an homogeneous polynomial of degree k, and so, by proposition 5(2), ∆
f||| Ω , we have, for every u ∈ X, w ∈ X k and x ∈ Ω u,w ,
Taking the limit when n → ∞, we obtain
Replacing x by x 0 , and u by x − x 0 , we have
for all w ∈ X k and x ∈ Ω w . Therefore, by proposition 11(b),
Proof of proposition 9. Consider the following claim, which depends on the parameter s ∈ N:
Note that all the derivatives above are defined in the weak sense (6). We shall prove, by regressive induction, the claim S(0). By proposition 13, the claim S(k) holds. It lefts to show that S(s) ⇒ S(s − 1), for any 1 ≤ s ≤ k .
Assume that S(s) holds and let us apply again proposition 13 to the function g s . By S(s), we have |||∆ s g s ||| Ω ≤ r k+1−s |||∆ k+1 f ||| Ω . Therefore, proposition 13 guarantees the existence of a homogeneous polynomial
f||| Ω , where g s−1 = g s − p s−1 , and
We define h s−1 = h s + p s−1 . Then
By proposition 5, ∇ i p s−1 ≡ 0, for all i ≥ s. Therefore, considering the induction hypothesis, S(s), we have for each i ≥ s,
Finally, a), b), i), ii) e iii) show that S(s − 1) holds. ⊔ ⊓
Lattice Domains
In this section we assume X = R d and Γ = m
We write e i = (0, . . . , 0, m
, so that E = {e 1 , . . . , e d } is a basis of both Γ (as free abelian group) and R d . We fix the sum-norm (x 1 , . . . ,
Theorem A is about extending lattice functions f : 
Vectors in B = {e 1 , . . . , e d , −e 1 , . . . , −e d } will be referred as basic vectors. We define
Elements of B k will be referred as basic multi-vectors. Given f ∈ F Z d (Γ, Y ) and any subset Σ ⊂ Γ we set
We can restrict the computation of difference norms to basic multi-vectors.
Proof. The inequality ≥ is obvious. For the reverse inequality we use proposition 15 below and (7).
Proof. It follows from the definition of the difference operators ∆ u that
The inequality follows replacing u i,j i by n i,j i u j i , and using (4).
We consider on the space
By (7) this norm is attained at basic multi-vectors, ξ = max u∈B k ξ(u) / u k .
We now associate to each function
an approximate k th order derivative at each point x ∈ Γ by averaging differences of order k around x. Given x ∈ Γ and α ∈ {0,
Notice that for k = 0 and α ∈ {0,
. We also define for each u ∈ Γ k and each Σ ⊂ Γ,
Proof.
(a) The symmetry is a consequence of the commutativity of the difference operators ∆ u .
(b) This is a direct consequence of the linearity of the difference operators ∆ u .
where
Proof. The proof goes by induction in k.
Proof. The first two steps follow from the definitions. The third step uses proposition 17. The sum obtained can be grouped in 2 k groups with 2 d−k equal summands each, which justifies the fourth and final step.
where the sum is taken over all (r 0 , r 1 , . . . , r k ) ∈ N k+1 such that r i is odd for each 1 ≤ i ≤ k, r i > 1 for some 1 ≤ i ≤ k and k + 2 ≤r ≤ m wherer := r 0 + r 1 + · · · + r k .
Proof. This follows applying the following proposition to each term of the Taylor development of
where the second sum is taken over all (r 0 , r 1 , . . . , r k ) ∈ N k+1 such that r i is odd for each 1 ≤ i ≤ k, r i > 1 for some 1 ≤ i ≤ k and r 0 + r 1 + · · · + r k = m.
Proof. For each u ∈ (R d ) k we setũ = (x, u 1 , . . . , u k ), which means u 0 = x, and for α ∈ {0, 1} k we setα = (1, α 1 , . . . , α k ), which means α 0 = 1.
. . .
where for each r = (r 0 , r 1 , . . . , r k ) such that r 0 + r 1 + . . .
(−1)
if r i is odd for every i ≥ 1 0 if r i is even for some i ≥ 1
Finally, notice that c m,k r 0 ,...,r k = 1 when r 0 = m − k and r i = 1 for every i ≥ 1, and the corresponding term is equal to
Given any subset Σ ⊂ Γ define the neighbourhood of Σ,
Proof. It is enough to consider the case where u is a basic vector and w a basic multivector. In this case the inequality follows from proposition 18 and inequality (4).
We call width of the lattice Γ to the positive number
Proof. Item (a) follows from inequality (4) and propositions 18 and 14. Let us now prove item (b). Define
k . Let us fix ι = (i 1 , . . . , i k ) ∈ {1, . . . , d} k and write e ι = (e i 1 , . . . , e i k ). By the calculation in the proof of proposition 18 we have
Define now for each i = 1, . . . , k,
.
and item (b) follows. ⊔ ⊓ Given Σ ⊂ Γ and x 0 ∈ Σ define the radius of Σ w.r.t. x 0 as
Proposition 23. Given f ∈ Y Γ , Σ ⊂ Γ finite, and x 0 ∈ Σ consider the polynomial
for all w ∈ Γ k and x ∈ Σ. This shows that |||Θ k g||| Σ ≤ r |||∆ k+1 f ||| Σ ′ . Therefore, by proposition 22,
⊔ ⊓
In the next proposition we make use of the quantity
We shall prove, by regressive induction, the claim S(0, x). By proposition 23, the claim
Assume that S(s, x) holds and let us apply again proposition 23 to the function g s,x .
Apply 
Items a), b), i), ii) e iii) show that S(s − 1, x) holds. Finally, the statement S(0, x) proves this proposition with g x = g 0,x and P x = h 0,x = k i=0 p i,x . To establish item 5. we only have to remark that when Σ contains more than one point, if r = r x (Σ) then Γ ≤ ℓ r, and The set F is compact for the topology of uniform convergence (of all derivatives up to order k − 1) over compact sets in R d . Since F n ∈ F for each n ≥ 0, there is a subsequence F n j which converges to a function F ∈ F. Because F n (x) = f (x) for all n ≥ p and x ∈ Σ p , it follows that F (x) = f (x) for all x ∈ Γ. This proves that F f = { F ∈ F : F (x) = f (x), ∀x ∈ Γ } is a non-empty compact convex subset of F. For each vector v ∈ R d consider the translation operator τ v : ⊔ ⊓
