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Abstract—The notion of graph filters can be used to define
generative models for graph data. In fact, the data obtained
from many examples of network dynamics may be viewed as the
output of a graph filter. With this interpretation, classical signal
processing tools such as frequency analysis have been successfully
applied with analogous interpretation to graph data, generating
new insights for data science. What follows is a user guide on a
specific class of graph data, where the generating graph filters are
low-pass, i.e., the filter attenuates contents in the higher graph
frequencies while retaining contents in the lower frequencies.
Our choice is motivated by the prevalence of low-pass models in
application domains such as social networks, financial markets,
and power systems. We illustrate how to leverage properties of
low-pass graph filters to learn the graph topology or identify its
community structure; efficiently represent graph data through
sampling, recover missing measurements, and de-noise graph
data; the low-pass property is also used as the baseline to detect
anomalies.
I. INTRODUCTION
A growing trend in signal processing and machine learning
is to develop theories and models for analyzing data defined
on irregular domains such as graphs. Graphs often express
relational ties, such as social, economics networks, or gene
networks, for which several mathematical and statistical mod-
els relying on graphs have been proposed to explain trends in
the data [1]. Another case is that of physical infrastructures
(utility networks such as power, gas, water delivery systems
and transportation networks) where physical laws, in addition
to the connectivity, define the structure in signals.
For a period of time, the graphical interpretation was primarily
used in statistics with the aim of making inference about
graphical models. Meanwhile, the need for processing graph
data has led to the emerging field of graph signal processing
(GSP), which takes a deterministic and system theoretic ap-
proach to justify the properties of graph data and to inspire
the associated signal processing algorithms. A cornerstone of
GSP is the formal definition of graph filter, which extends the
notions of linear time invariant (LTI) filtering of time series
signals to data defined on a graph, a.k.a. graph signals.
In a similar vein as LTI filters in discrete-time signal process-
ing, a graph filter can be classified as either low-pass, band-
pass, or high-pass, depending on its graph frequency response.
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Among them, this article focuses on the low-pass graph filters
and the low-pass graph signals generated from them. These
graph filters capture a smoothing operation applied to the
input graph signals, which is a common property of processes
observed in many physical/social systems (see Section III).
As a motivating example, in Fig. 1, we illustrate a few
real datasets with such models from social networks, power
systems and financial market, and show the eigenvalue spectra
of their sample covariance matrices. A salient feature observed
is that these sample covariance matrices are low-rank, thus
displaying an important symptom of low-pass filtered graph
signals (to be discussed in Section IV).
Previous articles such as [2], [3] have provided a comprehen-
sive introduction to modeling and processing graph or network
data using GSP, favoring general abstractions over focusing
on particular structures and concrete applications. This user
guide takes a different approach, concentrating on low-pass
graph filters and the corresponding low-pass graph signal
outputs. Low-pass graph signals have specific properties that
affect their structure and dictate how to approach, for example,
sampling, denoising and inference problems. They are worth
focusing on, because they are very common in practice. We
start the article by surveying low-pass GSP properties and
insights, setting the stage for the description of the concrete
situations where such a model applies. A set of particular
examples is then provided, highlighting the fact that low-pass
graph signals often appear in different application domains.
In fact, resorting to existing underlying network dynamical
models that justify different data sets, we show that low-pass
graph processes are nearly ubiquitous in contexts where GSP
is applicable.
II. BASICS OF GRAPH SIGNAL PROCESSING
Many tools introduced in this user guide involve several
fundamental concepts of GSP, including a formal definition
of low-pass graph filters/signals. These ideas will be briefly
reviewed in this section. For more details, the readers are
referred to the excellent prior overview articles such as [2],
[3]. We denote vectors with boldfaced lowercase letters, x
and uppercase letters for matrices, A. The operation Diag(x)
creates a diagonal matrix with elements from vector x.
We focus on a weighted undirected graph G = (N , E) with
n nodes such that N = {1, . . . , n} and E ⊆ N × N is the
edge set. A graph signal is a function x : N → R which can
be represented by a n-dimensional vector x = (x(i))i∈N . A
Graph Shift Operator (GSO) is a matrix S ∈ Rn×n satisfying
ar
X
iv
:2
00
8.
01
30
5v
1 
 [e
es
s.S
P]
  4
 A
ug
 20
20
2AAPL
ABB9
AB7
ACN
AGN
AIG
ALL
AMGN
AM=N
A;P
BAC
BA
BIIB
BK
BLK
BM<
CA7
CELG
CL
CMC6A
COF
COP
CO67
C6CO
C96
C9;
C
DI6
D8K
EM5
E;C
FB
FD;
F
GD
GE
GILD
GM
GOOGL
GOOG
G6
HAL
HD
HON
IBM
IN7C
JNJ
JPM
KMI
KO
LL<
LM7
LO:
MA
MCD
MDL=
MD7
ME7
MMM
MON
MO
M5K
M6F7
M6
NEE
NKE
O5CL
O;<
PCLN
PEP
PFE
PG
PM
4COM57N
6B8;
6LB
6O
6PG
7G7
7:;
7;N
7
8NH
8NP
8P6
86B
87;
9=
9
:BA
:FC

	

Power networkSocial network Financial network
0 10 20 30 40 50
102
103
104
index
 
(C
o)
Opinion dynamics sample covariance matrix Co
0 20 40 60 80 100
101
102
103
104
index
 
(C
s)
Stock data sample covariance matrix Cs
0 500 1,000 1,500 2,000
10 18
10 14
10 10
10 6
10 2
102
index
 
(C
v
)
Voltage: sample covariance matrix Cv
Voltage data: ACTIVSg 2000 test caseOpinion dynamics data: 110th US senate Daily return of S&P100 stocks (May 2018-Aug 2019)
C7
ME
MA
NH
RI 97
DE
NJ
N<
PA
IL
IN
MI
OH
:I
IA
K6
MN
MO
NE
ND
6D
9A
AL
AR
FL
GA
LA
M6 NC6C
7;
K<
MD
OK
7N
:9
A=
CO
ID
M7N9
NM
87
:<
CA
OR
:A
AK
HI
Fig. 1. Illustrating the eigenvalue spectra of sample data covariance matrix of voltage, Senate rollcall, and financial stock data. These data admit physical/social
models that can be regarded as low-pass filtered graph signals. A salient feature of their low-pass nature is observed as the low-rank property of the sample
covariance matrices.
[S]ij 6= 0 if and only if i = j or (i, j) ∈ E . When multiplied
by a graph signal x, each entry of the shifted graph signal is a
linear combination of the one-hop neighbors’ values, therefore
‘shifting’ the graph signal with respect to the graph topology.
In this article, we take the Laplacian matrix as the GSO.
The Laplacian matrix is defined as L := D − A, where
A is the weighted symmetric adjacency matrix of G, and
D = Diag(A1) is a diagonal matrix of the weighted degrees.
It is also common to take the GSO as the normalized Laplacian
matrix, or the adjacency matrix [4].
Having defined the GSO, we discuss how to measure the
smoothness of graph signals and analyze their content in the
graph frequency domain. Recall that if a signal is smooth in
time, the norm of its time derivative is small. For a graph
signal x, its graph derivative is defined as
[∇x]ij =
√
Aij(xi − xj).
The squared Frobenius norm of graph derivative, a.k.a. the
graph quadratic form [2], provides an idea of the smoothness
of the graph signal x:
S2(x) :=
1
2
‖∇x‖2F = x>Lx =
∑
i,j
Aij(xi − xj)2. (1)
Observe that if xi ≈ xj for any neighboring nodes i, j, then
S2(x) ≈ 0. As such, we say that a graph signal is smooth if
S2(x)/‖x‖2 is small.
Let us take a closer look at the graph quadratic form S2(x).
We set the eigendecomposition of the Laplacian matrix as L =
UΛU> and assume that it has eigenvalues of multiplicity one
ordered as Λ = Diag(λ1, . . . , λn) with 0 = λ1 < λ2 <
· · · < λn, and U = (u1 u2 · · · un) with ui ∈ Rn being
the eigenvector for λi. Observe that for any x ∈ Rn, it holds
S2(x)
‖x‖2 ≥
S2(u1)
‖u1‖2 = λ1, and for any x orthogonal to u1, it holds
S2(x)
‖x‖2 ≥
S2(u2)
‖u2‖2 = λ2 and so on for the other eigenvectors. The
observation indicates that the larger the eigenvalue, the more
oscillatory the eigenvector is over the vertex set. In particular,
the smallest eigenvalue λ1 = 0 is associated with the flat, all-
ones eigenvector u1 = (1/
√
n)1, as seen in Fig. 2. The above
motivates the definition of graph frequencies as the eigenvalues
λ1, . . . , λn and of the Graph Fourier Transform (GFT) basis
as the set of eigenvectors U [4]. Therefore, the ith frequency
component of x is defined as the inner product between ui
and x:
x˜i = u
>
i x, i = 1, . . . , n, (2)
and x˜ = U>x is called the GFT of x. The magnitude of the
GFT vector |x˜| is the ‘spectrum’ of the graph signal x, where
|x˜i|2 represents the signal power at the λith frequency.
An important concept to modelling data with GSP is the graph
filtering operation. To this end, a linear graph filter is described
as the linear operator:
H(L) =
P−1∑
p=0
hpL
p = U
( P−1∑
p=0
hpΛ
p
)
U>, (3)
31 = 0 2 = 0.4706 10 = 5.2813 15 = 8.0818
-0.5
0
0.5
Fig. 2. The GFT basis, u1,u2,u10,u15, associated to the graph Laplacian of an undirected, unweighted graph with 15 nodes. As the eigenvalue increases,
the eigenvectors tend to be more oscillatory.
where P is the filter order (can be infinite) and {hp}P−1p=0
are the filter’s coefficients; as a convention, we use L0 =
I and λ00 = 0
0 = 1. From (3), one can see that the graph
filter has similar interpretation as an LTI filter in discrete-time
signal processing where the former replaces the time shifts by
powers of the GSO. Meanwhile, the second expression in (3)
defines the frequency response as the diagonal matrix h(Λ) :=∑P−1
p=0 hpΛ
p. A graph signal y is said to be filtered by H(L)
with the input excitation x when
y = H(L)x. (4)
To better appreciate the effects of the graph filter, note that
the ith frequency component of y is:
y˜i = h(λi) · x˜i, i = 1, . . . , n, (5)
where h(λ) :=
∑P−1
p=0 hpλ
p is the transfer function of the
graph filter, or equivalently, we have y˜ = h(λ)x˜. It is similar
to the convolution theorem in discrete-time signal processing.
a) Low-pass Graph Filter and Signal: Inspired by (5), we
define the ideal low-pass graph filter with a cut-off frequency
λk through setting the transfer function as h(λ) = 1, λ ≤ λk
and 0 otherwise [5]. Alternatively, one can say that a graph
filter is low-pass if its frequency response is concentrated
on the low graph frequencies. In this article, we adopt the
following definition from [6]:
Definition 1. For any 1 ≤ k ≤ n− 1, define the ratio
ηk :=
max{|h(λk+1)|, . . . , |h(λn)|}
min{|h(λ1)|, . . . , |h(λk)|} . (6)
The graph filter H(L) is k-low-pass if and only if the low-
pass ratio ηk satisfies ηk ∈ [0, 1).
The integer parameter k characterizes the bandwidth, or the
cut-off frequency of the low-pass filter is at λk. The ratio
ηk quantifies the ‘strength’ of the low-pass graph filter. Upon
passing a graph signal through H(L), the high frequency
components (above λk) are attenuated by a factor of less than
or equal to ηk. Using this definition, the ideal k-low-pass graph
filter has the ratio ηk = 0, whose filter order has to be at least
P ≥ n−k+1 and transfer function h(λ) has {λk+1, . . . , λn}
as its roots.
Finally, a k-low-pass graph signal refers to a graph signal that
is the output of a k-low-pass filter, subject to a ‘well-behaved’
excitation (i.e. does not possess strong high frequency compo-
nents), which includes, but is not limited to, the white noise.
b) The Impact of Graph Topologies: From Definition 1,
one can observe that the low-pass ratio ηk of a graph filter
depends on the filter’s coefficients {hp}P−1p=0 and the graph
Laplacian matrix’s spectrum λ1, . . . , λn. The condition λk 
λk+1 facilitates the design of a k-low-pass graph filter with
a favorable ratio ηk  1 and a low filter order P . As an
example, the order-1 graph filter H(L) = I−λ−1n L is k-low-
pass with the ratio ηk =
λn−λk+1
λn−λk = 1 −
λk−λk+1
λn−λk , where ηk
is small if λk  λk+1.
An example of graph topologies favoring the condition λk 
λk+1 is the stochastic block model (SBM) [7] for describing
random graphs with k blocks/communities with nodes in
N partitioned as N1, . . . ,Nk. Consider a simplified SBM
with k equal-sized blocks specified by a membership matrix
Z ∈ {0, 1}n×k such that Zi` = 1 if and only if i ∈ N`; and
a latent model B ∈ [0, 1]k×k where Bj,` is the probability
of edges between nodes in block j and `. We consider
the homogeneous planted partition model (PPM) such that
B = b11> + aI with b, a > 0. With the above specification,
the adjacency matrix A is a symmetric binary matrix with
independent entries satisfying E[A] = ZBZ>. When the
graph size grows to infinity (n→∞), the Laplacian matrix of
an SBM-PPM graph converges almost surely to its expected
value [7, Theorem 2.1]:
L
a.s.−→ E[L] = n(a+ kb)
k
I −Z(b11> + aI)Z>. (7)
From the above, it can be shown that λk+1−λk = nak  1 for
E[L], i.e., a favorable graph model for k-low-pass graph filters.
Lastly, the bottom-k eigenvectors of the expected Laplacian
associated with λ1, . . . , λk can be collected into the matrix√
k
nZP , where P diagonalizes the matrix B. In other words,
the eigenvectors corresponding to the bottom-k eigenvalues of
L will reveal the block structure.
In contrast, the Erdo¨s-Re´nyi graphs have Laplacian matrices
that do not generally satisfy λk  λk+1. In fact, asymptoti-
cally (n → ∞) the empirical distribution of the eigenvalues
of Laplacian matrices tends to the free convolution of the
standard Gaussian distribution and the Wigners semi-circular
4law [8]. Such spectrum does not favor the design of a k-low-
pass graph filter with ηk  1, reflecting the fact that block
structure or communities do not emerge in Erdo¨s Re´nyi graphs.
c) Low-pass Graph-Temporal Filter: When the excitation
to a graph filter is of time-varying nature, and the topology is
fixed, we consider a graph-temporal filter [9] with the impulse
response:
H(L, t) := ∑P−1p=0 hp,tLp, (8)
such that the graph filter’s output is given by the time-domain
convolution yt =
∑t
s=0H(L, t−s)xs. The filter is causal and
xs = 0 for s < 0. We can apply z-transform and the GFT to
the graph signal process {xt}t≥0 to obtain the z-GFT signal,
X˜(z), given by:
X(z) =
∑∞
t=0 xtz
−t, X˜(z) = U>X(z), (9)
which represents {xt}t≥0 in the joint z-graph frequency
domain. With that, we obtain the input-output relation Y˜ (z) =
h˜(z)  X˜(z) and graph-temporal joint transfer function
H(λ, z) :=
∑∞
t=0
∑P−1
p=0 hp,tλ
pz−t. A class of graph-temporal
filters for modeling graph signal processes is the GF-ARMA
(q, r) filter, whose input-output relation in time domain and
z-GFT domain are described below, respectively:
yt −A1(L)yt−1 · · · − Aq(L)yt−q
= B0(L)xt + · · ·+ Br(L)xt−r,
a˜(z) Y˜ (z) = b˜(z) X˜(z),
where a˜(z) = 1 − ∑qs=1 a˜sz−s and b˜(z) = ∑rs=0 b˜sz−s
are the z-transform of the graph frequency responses of the
graph filter taps {As(L)}qs=1, {Bs(L)}rs=0 for the GF-ARMA
(q, r) filter. Note that the joint frequency response is given by
H(λi, z) = [b˜(z)]i
/
[a˜(z)]i, whose poles and zeros may vary
depending on the graph frequencies λ1, . . . , λn. A relevant
case is when H(L, t) is a low-pass graph-temporal filter.
Similar to Definition 1, we say that H(L, t) is low-pass with
a cutoff frequency (λk, ω0) and ratio ηk if:
ηk =
maxλ∈{λk+1,...,λn},ω∈(ω0,2pi) |H(λ, ejω)|
minλ∈{λ1,...,λk},ω∈[0,ω0] |H(λ, ejω)|
< 1. (10)
Graph signals filtered by a low-pass graph-temporal filter are
also commonly found in applications, as we will illustrate next.
III. MODELS OF LOW-PASS GRAPH SIGNALS
Before studying the GSP tools for low-pass graph signals, a
natural question is where can one find such graph signals? It
turns out that many physical and social processes are natu-
rally characterized by low-pass graph filters. In this section,
we present various examples and show that their generation
processes can be represented as outputs from low-pass graph
filters.
a) Diffusion Model: The first case pertains to observations
from a diffusion process, whose variants are broadly applicable
in network science. As an example, we consider the heat
diffusion model in [10]. In this example, the relevant graph
is a proximity graph where each node i ∈ N is a location
(e.g., cities), and if locations i, j are close to each other, then
(i, j) ∈ E . The graph is endowed with a symmetric weighted
adjacency matrix encoding the distance between locations. The
graph signal yt ∈ Rn encodes the temperature of n locations
at time t, and let x0 ∈ Rn be the initial heat distribution.
The temperature of a location is diffused to its neighbors. Let
σ > 0 be a constant, we have
yt = e
−tσLx0 =
(
I − tσL+ (tσ)
2
2
L2 − · · · )x0 (11)
where (11) is a discretization of the heat diffusion equation
[10]. As L1 = 0, the matrix exponential e−tσL = I −
tσL + (tσ)
2
2 L
2 − · · · is row stochastic. The temperature at
time t is thus a weighted average of neighboring locations’
temperatures at t = 0, i.e., this is a diffusion dynamical
process.
To understand (11) under the context of low-pass filtering, we
observe that yt is a filtered graph signal with the excitation
x0 and the graph filter H(L) = e−tσL. We verify that H(L)
is k-low-pass with Definition 1 for any k < n. Note that the
low-pass ratio ηk is:
e−tσλk+1
e−tσλk
= e−tσ(λk+1−λk).
As λk+1 > λk and tσ > 0, we see that H(L) is a k-low-pass
graph filter for any k = 1, . . . , n− 1.
We have assumed that x0 is an impulse excitation affecting
the system only at the initial time. In practice, the excitation
signal may not be an impulse and the output graph signal
yt is expressed as the convolution yt =
∑t
s=0 e
−(t−s)σLxs.
This corresponds to a low-pass graph-temporal filter with the
joint transfer function H(λ, z) = (1 − e−λσz−1)−1. Besides,
the diffusion process is common in network science as similar
models arise in contagion process and product adoption to
name a few.
b) Opinion Dynamics: This example pertains to opinion
data mined from social networks with the influence of external
excitation [6], [11]. The relevant graph G is the social network
graph where each node i ∈ N is an individual, and E is
the set of friendships. Similar to the previous case study,
this graph is endowed with a symmetric weighted adjacency
matrix A, where the weights measure the trust among pairs
of individuals. Let α ∈ (0, λ−1n ), β ∈ (0, 1) be parameters of
trust on others and susceptibility to external influence of an
individual respectively. The evolution of opinions follows that
of a combination of DeGroot’s and Friedkin-Johnsen’s model
[12], which is a GF-AR(1) model:
yt+1 = (1− β)
(
I − αL)yt + βxt, (12)
where yt ∈ Rn is a graph signal of the individuals’ opinions
at time t, and xt ∈ Rn is a graph signal of the external
5opinions perceived by the social network. Note that this also
corresponds to a low-pass graph-temporal filter with the joint
transfer function H(λ, z) = β[1− (1− β)(1− αλ)z−1]−1.
To discuss the steady state of (12), let us assume that xt ≡ x.
Considering (12), we observe that yt+1 is a convex combina-
tion of x and weighted average of the neighbors’ opinions
at time t that is formed by taking a weighted average of
neighboring signals in yt using a diffusion operator I − αL.
As β > 0, the recursion is stable, leading to the steady state
(or equilibrium) opinions:
y = lim
t→∞yt = (I + α˜L)
−1
x = H(L)x, (13)
where we have defined α˜ = β(1−α)/α > 0 and y is a filtered
graph signal excited by x.
The graph filter above is given by H(L) = (I + α˜L)−1. To
verify that it is a k-low-pass graph filter with Definition 1, we
note that for any k < n, the low-pass ratio ηk is
1 + α˜λk
1 + α˜λk+1
= 1− α˜λk+1 − λk
1 + α˜λk
.
Again, we observe that as λk+1 > λk, the above graph filter
is k-low-pass for any k = 1, . . . , n− 1. However, we remark
that this low-pass ratio may be undesirable with ηk ≈ 1 when
α˜  1. Interestingly, a similar generative model as (12) is
found in equilibrium problems such as quadratic games [13].
Two remarks are in order. First, social networks are typically
directed, and this suggests using a non-symmetric shift oper-
ator as opposed to the symmetric Laplacian matrix, which we
used for simplicity of exposition. Second, many alternative
models for social networks interactions are non-linear and
linear GSP is insufficient in those contexts.
c) Finance Data: Financial systems such as stock market
and hedge funds produce return reports periodically about
their business performances. A collection of these reports
can be studied as graph signals, where the relevant graph G
consists of nodes N that are financial institutions, and edges
E that are business ties between them. It has been studied
[14] that business performances are correlated according to the
business ties. Moreover, the returns are affected by a number
of common factors [15]. Inspired by [14], [15, Ch. 12.2], let
β ∈ (0, 1) be the strength of external influences, a reasonable
model for the transient dynamics of the graph signal yt of
business performance measures is also a GF-AR(1):
yt+1 = (1− β)H(L)yt + βBx, (14)
where H(L) is an unknown but low-pass graph filter, B ∈
Rn×r represents the factor model affecting financial institu-
tions, and x ∈ Rr is the excitation strength. The equilibrium
of (14) is:
y = lim
t→∞yt =
( 1
β
I − β
β
H(L)
)−1
Bx ≡ H˜(L)Bx,
where β = 1−β. We see that Bx is the excitation signal and
the equilibrium y is the filter output. Suppose that H(L) is a
k-low-pass graph filter with the frequency response satisfying
h(λ) ≥ 0, then for H˜(L), we can evaluate the low-pass ratio
ηk as
1− β
{
min`=1,...,k h(λ`)−max`=k+1,...,n h(λ`)
}
1− βmax`=k+1,...,n h(λ`)
.
As min`=1,...,k h(λ`)−max`=k+1,...,n h(λ`) > 0 since H(L)
is a k-low-pass graph filter itself, we observe that H˜(L) is
again k-low-pass according to Definition 1.
For y to be a k-low-pass graph signal, one has to also assume
that Bx is not high-pass (i.e., not orthogonal to a low-pass
one). This is a mild assumption as the latent factor affecting
financial institutions are either independent of the network, or
are aligned with the communities. Above all, we remark that
(14) is an idealized model where determining the exact model
is an open problem in economics, see [14], [15].
d) Power Systems: In the case of power systems, the
relevant graph G = (N , E) is the electrical transmission
lines network. The node (a.k.a. bus) set includes generator
buses, Ng = {1, . . . , |Ng|}, and non-generator/load buses,
N` = N \ Ng . The edge set E refers to the transmission
lines connecting the buses. The branch admittance matrix,
Y , models the effect of transmission lines and is a complex
symmetric matrix associated with G, where [Y ]ij is the
complex admittance of the branch between nodes i and j
provided that (i, j) ∈ E . The graph signals we consider are the
complex voltage phasors, denoted as vt ∈ Cn when measured
at time t. They can be obtained using phasor measurement
units (PMU) [16] installed on each bus i ∈ N . The graph
shift operator in this case is a diagonally perturbed branch
admittance matrix:
Sgrid := Y + diag
(
[y>g ,y
>
` (0)]
)
, (15)
where yg ∈ C|Ng| is the generator admittance and y`(0) ∈
C|N`| is the load admittance at t = 0.
Note that Sgrid is a GSO on the grid graph as [Sgrid]ij = 0
if (i, j) /∈ E . The complex symmetric matrix Sgrid can be
decomposed as Sgrid = UΛU>, where U is a complex
orthogonal matrix satisfying U>U = I , and Λ is a diag-
onal matrix with diagonal elements {λ1, . . . , λn} sorted as
0 < |λ1| ≤ · · · ≤ |λn|; see [17] for modeling details. Let
igt ∈ Cn be the outgoing current at each node at time t,
given by igt := [y
>
g  exp
(
x>t
)
,0]>, where elements in
exp (xt) ∈ C|Ng| are the internal voltage phasors at the
generator buses. Applying Kirchoff’s current law in quasi-
steady state, the voltage phasors vt ∈ Cn are:
vt = S
−1
grid i
g
t +wt = H(Sgrid) igt +wt, (16)
where wt ∈ Cn captures the slow time-varying nature of the
load and other modeling approximations. In other words, vt
is a graph signal obtained by the graph filter H(Sgrid) = S−1grid
and the excitation signal igt ∈ Cn. Particularly, we observe
that H(Sgrid) = S−1grid is a low-pass graph filter. Consider any
k ≤ n, the low-pass ratio ηk is
|λk|/|λk+1|.
6As the power grids tend to be organized as communities
to serve different areas with high population densities, the
system admittance matrix Y is block diagonal and sparse. In
particular, with k communities in the grid graph, these facts
indicate that the graph filter is k-low-pass satisfying ηk  1.
The excitation graph signal igt itself has a low-rank structure,
as [igt ]i = 0 at i /∈ Ng . The temporal dynamics of xt can
be described as an AR(2) graph filter [9] using a reduced
generator-only shift operator Sred ∈ C|Ng| with the graph-
temporal transfer function, H(λred, z),
xt =
t∑
s=0
H (Sred, t− s)ps,
H(λred, z) = σ2p
(
1−
1∑
p=0
ap,1λ
p
redz
−1 −
1∑
p=0
ap,2λ
p
redz
−2
)−1
.
where ps is the stochastic power input to the system. The
graph-temporal filter is low-pass in the time domain. The
overall system in (16) has approximately the properties of a
low-pass graph temporal filter according to the definition in
(10).
IV. USER GUIDE TO LOW-PASS GRAPH SIGNAL
PROCESSING
If we observe a set of low-pass graph signals such as those
from Section III, what can we learn from these signals? Can
we find efficient representations for them? Can we exploit this
structure to denoise the signal or detect anomalies? To answer
these questions, we begin by studying two salient features of
low-pass graph signals, namely low-rank covariance matrix,
and smoothness as measured by the graph quadratic form.
Then, we illustrate how these features can enable low-pass
GSP to sample graph signals (and therefore compress them),
to infer the graph topology, and to detect anomalous activities.
Furthermore, when the graph topology admits a clustered
structure, we highlight how these clusters emerge in the
low-pass graph signals and provide insights on the optimal
sampling patterns.
We now consider a set of m low-pass graph signals that
can be modeled as outcomes of independent and identically
distributed random experiments, given as:
y` = H(L)x` +w`, ` = 1, . . . ,m, (17)
such that H(L) is a k-low-pass graph filter defined on the
Laplacian matrix, x` is the excitation signal, andw` is an addi-
tive noise. For simplicity, we do not consider the more general
low-pass graph-temporal processes and assume that x`, w` are
zero-mean white noise with E[x`x>` ] = I , E[w`w>` ] = σ2I .
We remark that the following observations still hold for the
general setting when E[x`x>` ] is not white, or even diagonal.
The latter relaxation is important for the applications listed in
Section III. For instance, in opinion dynamics, the excitation
signals may represent external opinions that do not affect the
social network uniformly, e.g., they are news articles written
in a foreign language.
A. Low-rank Covariance Matrix
From (17), it is straightforward to show that {y`}m`=1 is zero-
mean with the covariance matrix
Cy = Uh(Λ)
2U> + σ2I. (18)
Recall that H(L) is a k-low-pass graph filter, if ηk  1 as
defined in (6), the energy of h(Λ) will be concentrated in the
top-k diagonal elements. Therefore, when the noise variance is
small (σ2 ≈ 0), the low-pass graph signals lie approximately
in span(Uk), a k-dimensional subspace of Rn.
a-i). Sampling Graph Signals: As the k-low-pass graph
signals lie approximately in span(Uk), it is possible to map
the graph signals almost losslessly onto k-dimensional vectors.
While the k-dimensional representation can be obtained by
projecting on the space spanned by Uk, it is not necessary to
do so. An alternative to generate this k-dimensional represen-
tation is by decimating the graph signals.
To describe the setup, we let Ns = {s1, . . . , sns} ⊂ N be a
sampling set with cardinality ns = |Ns|. A sampled version
of y` is constructed as (omitting the subscript ` for brevity):
(i) select a subset Ns ⊂ N ; (ii) set ysamp = Φy, (19)
such that
[Φ]q,j =
{
1, if j = sq,
0, otherwise,
and Φ ∈ Rns×n is a fat sampling matrix that compresses the
graph signal to an ns-dimensional vector. To recover y, we
interpolate ysamp using a matching linear transformation [18],
giving ŷ = Ψysamp with Ψ ∈ Rn×ns to be designed later.
Clearly, when ns < n, it is not possible to exactly recover an
arbitrary graph signal. To ensure exact recovery, we see that
it requires certain additional conditions on the sampling set
and the graph signal.
Exactly recovering y from its sampled version ysamp would
require the sampled graph signal to be in the range space of
sampling matrix Φ. We let y = UkU>k y be the projection
of y onto the (low-frequency) subspace spanned by Uk and
w = y−y be the projection error. The projected graph signal
y is a k-bandlimited (in fact, k-low-pass) graph signal. From
[18, Theorem 1], a sufficient condition for exact recovery is
that if
rank
(
ΦUk
)
= k, (20)
then there exists an interpolation matrix Ψ ∈ Rn×ns such that
ΨΦy = y. In fact, it is possible to recover any k-bandlimited
graph signal from its sampled version. We have
ŷ = Ψysamp = y + ΨΦw = y + (ΨΦ− I)w. (21)
As k-low-pass graph signals lie approximately in span(Uk),
we have w ≈ 0 provided that ηk  1. Under condition (20),
the sampling-and-interpolation procedure results in a small
interpolation error.
Clearly, a necessary condition to satisfy (20) is ns ≥ k,
i.e., we require at least the same number of samples as the
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Fig. 3. (a) Magnitude of Graph Fourier Transform (GFT) of voltage graph signal plotted with respect to normalized graph frequencies. (b) Sampling pattern
overlaid on the support of GSO Sgrid for placing synchro-phasors sensors on the synthetic 2000 bus ACTIVSg power grid system by employing a greedy
method to find k = 100 rows of Uk so that the smallest singular value of ΦUk is maximized (The first entries correspond to generator buses). This case
emulates the grid for the state of Texas (called ERCOT systems), where there are 8 areas, matching the number of communities evident from the GSO. (c)
Reconstructed voltage graph signal using optimally placed sensors at a subset of buses (1000-1500).
bandwidth of the low-pass graph filter which produces the
graph signal y. Beyond the necessary condition, obtaining
a sufficient condition for (20) can be difficult as it is not
obvious to derive conditions on the sampling set. The design
of the sampling set has been the focus of work in [18]–[20]
which propose to find Ns via a greedy method, or via the
graph spectral proxies. The above statements are valid for any
graph signal that has a sparse frequency support. In the case
of low-pass graph signals, we can obtain insights on what type
of sampling patterns are compatible with (20). Consider the
special case of SBM-PPM graphs with k blocks discussed in
Section II. Note that as n → ∞, we have Uk =
√
k/nZP
for this model, where Z is the block-membership matrix.
Subsequently, condition (20) can be easily verified if Ns
contains at least one node from each of the k blocks.
In Fig. 3, we consider a power system application. We first
plot the magnitude of GFT of voltage graph signal with respect
to normalized graph frequencies in log scale. From the linear
decay, it is evident that the magnitude of GFT coefficients at
lower frequencies is higher confirming the signal is low-pass
in nature. Then, the sampling pattern (or optimal placement of
sensors) for graph signal reconstruction is shown in the figure.
The block structure in the GSO for the electric grid guides the
sampling strategy. In this example, the smallest singular value
of ΦUk is maximized using a greedy algorithm [20].
a-ii). Blind Community Detection: Another consequence of
(18) relates to learning the block or community structure when
the graph topology is unknown. When the graph topology
is known, spectral clustering (SC) is often the method of
choice. The SC method computes the bottom-k eigenvectors
of Laplacian as Uk and partitions the n nodes via k-means:
F ? = min
N1,...,Nk
F (N1, . . . ,Nk;Uk), (22)
where
F (N1, . . . ,Nk;Uk) :=
( k∑
q=1
∑
i∈Nq
∥∥∥urowi − 1|Nq| ∑
j∈Nq
urowj
∥∥∥2
2
)1/2
,
such that urowi ∈ Rk is the ith row vector of Uk. In fact, this
is an effective method for SBM-PPM graphs where solving
(22) reveals the true block membership [7].
Although only the graph signals {y`}m`=1 are observed, we
know from (18) that the covariance matrix Cy will be dom-
inated by a rank-k component spanned by Uk under the
low-pass assumption. In fact, this is precisely what we need
for community detection as hinted in (22). To this end, [6]
proposed the blind community detection (BlindCD) procedure:
(i) find the top-k eigenvectors Ûk ∈ Rn×k
of sample covariance Ĉy = 1m
∑m
`=1 y`y
>
` ;
(ii) apply k-means on the rows of Ûk.
If we denote the detected communities as N̂1, . . . , N̂k, then
F (N̂1, . . . , N̂k;Uk)− F ? = O(ηk + σ +m−1/2). (23)
In other words, the BlindCD approaches the performance
of SC if the graph filter is k-low-pass with ηk  1, the
observation noise σ is small, and the number of samples m
is large. Notice that (23) is a general result which holds even
if E[x`x>` ] is non-diagonal or low-rank. Moreover, BlindCD
is shown to outperform a two-step approach that learns the
graph first and then apply SC; see [6].
In Fig. 4, we illustrate results of community detection for
opinion dynamics and financial data by using data from US
Senate from the 115th US Congress (2017-2019) and daily
return data of stocks in the S&P100 index from Feb. 2013
to Dec. 2016 [source: https://www.kaggle.com/camnugent/
sandp500] respectively. The observed steady-state graph sig-
nals y` for the opinion dynamics case are the aggregated vote
records of each state, and we observe m = 502 voting rounds.
In Fig. 4 (a), we apply BlindCD to partition the states into
K = 2 groups, where a close alignment between our results
with the actual party memberships of this US Congress is
observed. The financial dataset used contains m = 975 days
of data for n = 92 stocks. In Fig. 4 (b) we apply BlindCD
to partition the stocks into K = 10 groups. Each of the
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Figure 1: Applying BlindCD methods on the 115th US Senate Rollcall records. The states marked
in red/blue are found to be in di↵erent com s; while the states marked in gray are marked as the
‘stubborn’ states as explained in the text. (Left) Results of BlindCD. (Right) Results of boosted
BlindCD.
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Fig. 4. Communities detected from opinion dynamics and stock data. (a) US Senate voting records: (Top) inferred membership via BlindCD, (Bottom) actual
party membership of Senators taken from [https://en.wikipedia.org/wiki/115th United States Congress]. Note that the purple color in the bottom indicates that
the state has a Democrat Senator and a Republican Senator. (b) Daily returns of S&P100 stocks. Colors on the nodes represent different detected communities.
Communities are manually labeled according to business types.
community detected includes companies of the same business
type (for instance, ‘BAC’ (Bank of America) is with ‘JPM’
(JP Morgan)) showing the effectiveness of the method.
B. Smooth Graph Signals
In Section II we introduced the graph quadratic form to
quantify the smoothness of a graph signal. Particularly, if
S2(y) = y
>Ly  ‖y‖2, the graph signal y is said to be
smooth. For k-low-pass graph signals, we observe that
E
[
S2(y`)
] ≈ k∑
i=1
λi |h(λi)|2 + σ2Tr(L), (24)
where we have used that H(L) is k-low-pass with ηk  1
to derive the approximations. In the cases when λi ≈ 0,
i = 1, . . . , k such as large SBM-PPM graphs with parameters
(a, b) satisfying b 1, a ≈ 1, we expect the k-low-pass graph
signal to be smooth, i.e., E[S2(y`)] ≈ 0.
b-i). Graph Topology Learning: The smoothness property
can be used to learn the graph topology by fitting a Lapla-
cian matrix which best smoothens the graph signals. This is
exemplified by the estimator:
min
z`,`=1,...,m,L̂
1
m
m∑
`=1
{ 1
σ2
‖z` − y`‖22 + z>` L̂z`
}
s.t. Tr(L̂) = n, L̂ji = L̂ij ≤ 0, i 6= j, L̂1 = 0,
(25)
where we have used the graph quadratic form, z>` L̂z`, to
regulate the smoothness of z` ≈ y` with respect to the
fitted L̂. Dong et al. [21] motivated (25) as a maximum-a-
posterior (MAP) estimator for the Laplacian matrix, where
y` ∼ N (0,L† + σ2I) and L† is the pseudo-inverse of
the Laplacian matrix. This amounts to interpreting the data
as outcomes of a Gaussian Markov Random Field (GMRF)
with precision matrix chosen as the Laplacian, effectively
connecting statistical graphical models to GSP models. Note
that methods following similar insights as (25) can be found
in [22], [23].
For graph signals that are output from low-pass graph temporal
filters, a similar smoothness property to (24) can also be
exploited to interpolate missing data. Let Y ∈ Rn×m be a
matrix whose columns are yt, t = 1, 2, . . .m, where yt is the
graph signal at time t; and Y samp be the sampled version of Y
where some values are missing at different node/time indices.
The key for interpolating the data is to regularize via graph
quadratic form and `2 norm of the time derivative in addition
to minimizing the `2 misfit between available samples Y samp
and reconstructed samples at known locations, M(Y ), i.e.,
min
Y ∈Rn×m
‖M(Y )− Y samp‖2F
+ γ
{ m∑
`=1
y>` Ly` +
m∑
`=2
‖y` − y`−1‖22
}
.
See [24] and the references therein for a detailed discussion.
C. Anomalies Detection with Low-pass GSP
Consider a model consistent with (17). The fact that the low-
pass graph process is dominated by low graph frequency
components can be considered the null-hypothesis character-
ized by the low-pass properties, such as low-rank covariance
matrix and smoothness. On the other hand, many anomalies
can be modeled as an additive sparse noise signal wi, or
a high frequency graph signal. Such noise signals arise in
several scenarios such as a change in the graph connectivity
or parameters, a contingency in infrastructures, the result of
malicious activities in social networks, or the sudden fall in the
market value of a financial entity. High frequency noise signals
are also produced by a perturbation that is inconsistent with
the generative model. For instance, in infrastructure networks
this could be symptomatic of malfunctioning sensors or even
a false data injection attack (FDIA) [25].
Such anomalies cause a surge in the high frequency spectral
components of a low-pass graph signal, a fact that can be
leveraged in a manner similar to the classical array processing
problem of detecting a source embedded in noise. Formally,
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Fig. 5. (a) Magnitude of graph Fourier transform of the output after ideal high-pass filtering, |UTHHPF(L)y`|, k = 1200, under the hypotheses of anomaly
A1 and no anomaly A0. Particular example of FDIA on voltage graph signal y` from ACTIVSg2000 case is shown. We see a surge in high frequency
components when there is an attack. (b) Spatial difference filtering of the graph signal under a diffusion model with abnormal activities on 11 nodes; the top
figure shows the ground truth locations of anomalies, middle and bottom figures show the graph signal y` and filtered graph signal, HSD(L)y`, respectively.
the observed signal under null and alternative hypothesis is
described as
y` =
{
H(L)x`, under A0,
H(L)x` +w` under A1,
where w` is a high frequency graph signal. Our task amounts
to testing the hypothesis A0, A1, and/or to estimate the
locations of non-zeros in wi when the latter is a sparse signal
and under A1.
Intuitively, we can apply a high-pass graph filter to distinguish
between A0 and A1. Let HHPF(L) be an ideal high-pass graph
filter with the frequency response hHPF(λ) = 1, λ ≥ λk+1 and
0 otherwise. Consider the test statistics as Γ` = ‖HHPF(L)y`‖.
Under A0 and the k-low-pass assumption, we have Γ` ≤
‖HHPF(L)H(L)‖2‖x`‖ = ‖hHPF(λ)  h(λ)‖∞‖x`‖ =
O(ηk), and thus the test statistics Γ` will be small. On the
other hand, under A1, we obtain HHPF(L)y` ≈ w` since the
anomalies consist of high graph frequency components. Thus
the test statistics Γ` will be large. Imposing a threshold of
δ = Θ(ηk), we can consider the detector
Γ` = ‖HHPF(L)y`‖
A0
≶
A1
δ.
Furthermore, if A1 holds, these anomaly events can be located
from the support of HHPF(L)y`.
As a demonstration, Fig. 5 (a) shows the magnitude of GFT of
the voltage graph signal after filtering using an ideal high-pass
graph filter, U>HHPF(L)y`. The voltage graph signal under
the hypothesis of no anomaly is the output of a low-pass graph
filter. When there is a FDIA, we observe an increase in energy
of the high frequency components.
To obtain a simple implementation of high-pass graph filters,
we may consider HSD(L) = L = D − A whose frequency
response is given by h(λ) = λ. When applied on a graph
signal y`, we will observe the difference between Dy` and
Ay`, where the latter is a one-hop averaged version of y`.
We call this operation the spatial difference which is similar
to the method proposed in [26] for anomaly detection on social
networks. See the illustration in Fig. 5 (b).
V. CONCLUDING REMARKS
In this user guide, we highlighted the key elements of low-pass
GSP in several applications like graph parameter inference and
graph signal sampling while emphasizing the intuition from
time series analysis. We also discussed several physical models
where low-pass GSP can be effectively used. However, the
tools available for low-pass GSP are ever-expanding, and aid
the discovery of new physical models where low-pass GSP
can be applied. Additionally, there are several open research
directions as discussed below.
a) Directed Graphs: Throughout this article, we have as-
sumed that the observed data is supported on a graph topology
which is undirected, and the shift operator (Laplacian matrix)
is symmetric. This is clearly not a truthful model for a lot
of real systems such as social and economics networks. The
challenge of extending the existing GSP tools to directed
graphs lies in defining the appropriate GFT basis. For instance,
the properties of a circular shift matrix is what a directed shift
operator should emulate.
Much of the prior research has focused on finding the appropri-
ate GFT basis on directed graphs. The definition of frequency
is again variational, but based on the norm of the difference
between and vector and the shift operator S of the correspond-
ing graph does not have to be symmetric. More formally, the
idea of smoothness is defined as ‖x− λ−1n Sx‖22 where λn is
the maximum eigenvalue of S. This is the definition used in
[4] for GFT on directed graphs, where the GSO is set as the
adjacency matrix A and the GFT is defined as y˜ = U−1y
such that U is obtained from the Jordan decomposition of
the adjacency matrix A = UΛU−1. Although U is a basis,
it is not orthogonal, so the Parseval’s identity does not hold
since ‖y˜‖2 6= ‖y‖2. That is not surprising since the norm
of y˜ does not have the same physical interpretation of power
spectral density that applies to signals whose support is time.
A potential fix is studied in [27] which searches for the GFT
basis that minimizes the directed total variation, also see [28].
Unfortunately the GFT basis does not admit a closed form
solution.
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The tools discussed in this article, such as sampling theory
[18] and anomaly detection may still work for low-pass
graph signals on directed graphs with minor adjustments. The
challenge lies in the graph inference/learning methods since
second-order statistics such as correlations are difficult to
justify in directed graphs, where also the notion of community
is ambiguous. A useful definition of community must first be
studied before tools of GSP can be applied for community
inference in directed graphs.
b) Low-pass Graph Signals in the Edge Space: An al-
ternative form of graph signals are those that are defined on
the edges. They can be defined as the function f : E → R
and the equivalent vector f ∈ R|E|, which are useful for
describing flows on graphs such as traffic in transportation
network. As suggested in [29], the shift operator can be taken
as the edge Laplacian Le = B>B, where B ∈ Rn×|E| is
the node-to-edge incidence matrix. The null space of the edge
Laplacian Le corresponds to the cyclic flow vector, which is
also the eigenvector for the lowest graph frequency λ1 = 0. It
is anticipated that a low-pass edge-graph signal, whose energy
is focused in the low graph frequencies, will consist of mostly
cyclic flows within communities. An interesting direction is
to develop a sampling theory for low-pass edge-graph signals,
as well as the inference of edge Laplacian matrix.
c) Identifying Low-pass Graph Signals: So far we have
relied on domain knowledge about the data models, e.g., the
examples in Section III, to help justify various graph data as
low-pass graph signals.
For graph signals taken from an unknown system, one has
to be cautious before applying this low-pass GSP user guide.
Even though non-low-pass graph processes are rarely found
in a natural setting, there is a crucial need to design tools for
identifying low-pass graph signals. With known GSO, it can
be done by inspecting the GFT spectrum; with unknown GSO,
the problem is related to the joint estimation of graph process
and topology; readers are referred to [30] for recent works in
this direction.
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