In e + e − collisions, electromagnetic effects caused by large charge density bunches modify the effective acceptance of the luminometer system of the experiments. These effects consequently bias the luminosity measurement from the rate of low-angle Bhabha interactions e + e − → e + e − . Surprisingly enough, the magnitude of this bias is found to yield an underestimation of the integrated luminosity measured by the LEP experiments by about 0.1%, significantly larger than the typically reported integrated luminosity uncertainties. When accounted for, this effect modifies the number of light neutrino species determined at LEP from the measurement of the hadronic cross section at the Z peak, which is directly affected by any systematic bias on the integrated luminosity.
Introduction
The Large Electron-Positron (LEP) collider was operated at CERN between 1989 and 2000 and delivered e + e − collisions to four experiments, at centre-of-mass energies that covered the Z resonance, the WW threshold, and extended up to √ s = 209 GeV. In particular, the first phase of the data taking (LEP1), at and around the Z pole, provided a wealth of measurements of unprecedented accuracy [1] . In particular, the measurement of the hadronic cross section at the Z peak, σ 0 had , can be used to derive the number of light neutrino species N ν ,
where R 0 is the ratio of the hadronic-to-leptonic cross sections measured at the Z peak, δ τ is a small O(m 2 τ /m 2 Z ) correction, and (Γ inv /Γ ) SM is the ratio of the neutral-to-charged leptonic Z partial widths predicted by the Standard Model (SM). The combination of the measurements made by the four LEP experiments at and around the Z peak leads to [1] :
consistent within two standard deviations with the three observed families of fundamental fermions. This observable is directly affected by any systematic bias on the integrated luminosity through the measurement of the hadronic peak cross section. Indeed, the integrated luminosity uncertainty contributes about half of the uncertainty on σ 0 had and dominates the systematic uncertainty on N ν .
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The luminosity in e + e − collisions is usually determined by measuring the theoretically well-known rate of Bhabha interactions at small angles, e + e − → e + e − , by detecting the deflected e + and e − in dedicated calorimeters (LumiCal), possibly completed with tracking devices, situated on each side of the interaction region. At the LEP experiments, these luminometers covered a range in polar angle that extended typically between about 25 mrad and about 60 mrad (180 mrad for the DELPHI experiment) from the beam axis.
When the charge density of the beam bunches is large, beam-induced effects reduce the effective acceptance of the LumiCal in a non trivial way. The final state e + (e − ) in a Bhabha interaction, emitted at a small angle along the e + (e − ) beam direction, feels an attractive force from the incoming e − (e + ) bunch, and is consequently focused along the beam axis. This effect, illustrated in Fig. 1 , leads to an effective reduction of the acceptance of the LumiCal, as particles that would otherwise hit the detector close to its inner edge are focused to lower polar angles and therefore miss the detector. This effect has been first realised in the context of the International Linear Collider (ILC) design study [2] . A detailed analysis of beam-induced effects on the luminosity measurement at the Future Circular Collider (FCC) has been recently carried out in Ref. [3] , together with methods to measure and correct for them. In the context of this latter study, it has been realised that these effects were already significant at LEP. As shown below, they lead to a bias on the measured luminosity of the order of 0.1%, which is large compared to the uncertainty reported by the experiments 1 . To our knowledge, this beam-induced bias on the LumiCal acceptance has not been taken into account by the LEP experiments, although beam-beam effects, the origin of which is the same as that of the effect considered here, were already well-known at the time [5] .
In this note, this bias is quantified with the Guinea-Pig code [6] . The set of beam parameters used for the calculations presented here is given in Table 1 . It corresponds to the typical parameters achieved in the year 1994, during which most of the luminosity at the Z peak has been collected [5] . The Bhabha cross section is assumed to be measured in a range in polar angle θ that extends between θ min = 31.3 mrad and θ max = 51.6 mrad, the polar angle of the electron (positron) emerging from the Bhabha interaction being measured with respect to the direction of the e − (e + ) beam. This range is representative of the measurement made by the OPAL experiment [4] . 
Numerical Calculations
The Guinea-Pig code [6] was initially developed in the mid-nineties to simulate the beambeam effects and the beam-background production in the interaction region of (future) electronpositron colliders. The Guinea-Pig algorithm groups particles from the incoming bunches into macro-particles, slices each beam longitudinally, and divides the transverse plane into cells by a "grid". The macro-particles are initially distributed over the slices and the grid, and are tracked through the collision, the fields being computed at the grid points at each step of this tracking. Here, the dimensions of the grid are defined to contain the ±3σ z envelope of the beam in the longitudinal direction (defined by the beam axis), and the ±3σ x and ±6σ y intervals in the transverse dimensions. The number of cells (slices) are such that the cell (slice) size, in both the x and y dimensions (along the z axis), amounts to about 10% of the transverse (longitudinal) beam size at the interaction point. In the context of the studies reported in Ref. [2] , the C++ version of Guinea-Pig has been extended in order to track Bhabha events, provided by external generators, in the field of the colliding bunches. This version of Guinea-Pig is used here. An input Bhabha event is associated to one of the e + e − interactions, i.e., is assigned a spatial vertex and an interaction time according to their probability density. The electron and positron that come out from this Bhabha interaction are subsequently transported as they move forward: the final state e − (e + ) potentially crosses a significant part of the e + (e − ) bunch, or travels for some time in the vicinity of this bunch and, thereby, feels a deflection force.
Since the e ± that emerge from a Bhabha interaction are emitted with a non vanishing, albeit small, polar angle, they may exit the grid mentioned above, designed to contain the beams and in which the fields are computed, before the tracking ends. For this reason, the program can also extend the calculations of the fields to "extra" grids. For the settings used here, six extra grids are defined to sample larger and larger spatial volumes with accordingly decreasing granularity. The largest grid has equal dimensions in x and y, and a size 12 times larger than that of the first grid in x. It safely contains the trajectory of Bhabha electrons during the whole tracking time for the range in polar angle of interest here.
A numerical integration code has also been developed, which uses the Bassetti-Erskine formulae [7] for the field created by a Gaussian bunch to determine the average effects that a particle would feel. The particle is defined by its velocity and spatial coordinates at a given time t 0 . The momentum kick that it gets between t 0 and a later time is obtained by integrating the Lorentz force that it feels during this time interval [8] . More details can be found in Ref. [3] .
Electromagnetic focusing of final state leptons in Bhabha events
In what follows, the polar angle θ of the electron (positron) emerging from a Bhabha interaction is always defined with respect to the direction of the e − (e + ) beam. The notation θ * is used to denote the production angles in the frame where the initial e + e − pair is at rest, while θ 0 labels these angles in the laboratory frame. The fact that the initial e + e − pair is not at rest in the laboratory frame, in the Guinea-Pig simulation, is mostly due to the intrinsic transverse momentum of the initial state particles in the bunches 2 , which creates a smearing by a few tens of µrad around the θ * production angle, the mean of θ 0 − θ * being zero irrespective of the kinematic properties of the event. As depicted in Fig. 1 , the electrons and positrons emerging from a Bhabha interaction experience the field of the opposite charge bunch. The left panel of Fig. 2 shows the distribution of the angular deflection ∆θ FS of 45.6 GeV electrons emitted at a fixed angle θ * = θ min = 31.3 mrad, as predicted by Guinea-Pig. It is defined as the difference between the polar angle of the outgoing electron before and after this deflection, ∆θ FS = θ 0 −θ where θ denotes the final polar angle, such that a positive quantity corresponds to a focusing deflection along the beam direction. For "late" interactions that occur after the cores of the two bunches have crossed each other, the final state e ± do not see much of the e ∓ bunch charge and many of them are minimally deflected. On the contrary, for "early" interactions that take place when the two bunches just start to overlap, the emitted e ± travel through the whole e ∓ bunch and are largely deflected.
These observations explain the two peaks seen in Fig. 2 . The right panel of Fig. 2 shows the deflection of such electrons as a function of the longitudinal position z vtx of the vertex of the interaction. By convention, the incoming electrons have a negative momentum along the z axis, such that, when z vtx is large and positive, the outgoing electrons cross the whole positron bunch. In contrast, they see little charge from this bunch when z vtx is large and negative, resulting in a vanishing deflection. The deflection of the positrons follows a symmetric behaviour.
(rad) φ The left panel of Fig. 3 shows that the strength of the focusing strongly depends on the azimuthal angle φ of the electrons: it is maximal for electrons emitted at φ = ±π/2 and smaller by a factor of about 2 for electrons emerging at φ = 0 or φ = π. This plot also shows that the Guinea-Pig simulation and the numerical integration described in Section 2 are in agreement. The φ dependence reflects the fact that, since the bunches are flat with σ y σ x , the electromagnetic field created by the bunches is much stronger along the y than along the x direction, as illustrated in the right panel of Fig. 3 .
For electrons emerging close to the lower (upper) edge of the fiducial LumiCal acceptance, θ θ min (θ θ max ), the average deflection amounts to 10.9 µrad (9.9 µrad). The net effect is that the number of electrons detected in the LumiCal, in the range θ min < θ < θ max , is smaller than the number of Bhabha electrons emitted within this range, which leads to an underestimation of the luminosity. From the expression of the counting rate in the LumiCal induced by leading-order Bhabha events (i.e., events in which an electron and a positron, of 45.6 GeV each, are emitted back-to-back in the centre-of-mass frame of the collision),
the bias induced by this angular deflection reads
which, numerically, leads to a bias on the measured luminosity of ∆L/L −0.087%. This effect is larger than the uncertainty of the luminosity measurement reported in Ref. [4] .
The Guinea-Pig calculation allows this bias to be corrected for. However, for future e + e − experiments with stringent requirements on the precision of the luminosity determination, experimental crosscheck measurements of these calculations are highly desirable. The measurements proposed in Ref. [3] give a handle on this luminosity bias when the bunches collide with a crossing angle, as at FCC-ee, but can not be applied at ILC or CLIC, where crab-crossing cavities rotate the bunches in the vicinity of the interaction point, leading to effective head-on collisions between the bunches. At such facilities, with a statistics much larger than that of the LEP experiments, a correction method with a reduced dependence on the simulation may be devised by exploiting the properties of the focusing shown in the left panel of Fig. 3 and in the right panel of Fig. 2 .
Should the detector allow the measurement of the z vtx of Bhabha events in the acceptance of the LumiCal, the sample of events selected for the luminosity measurement could be split in two subsamples, according to the sign of z vtx . Four counts N ±,± could be defined, representing the number of e ± (first subscript) measured in the acceptance of one arm of the LumiCal in events with positive or negative (second subscript) z vtx . The geometrical change in acceptance induced by the different z vtx selections could be corrected for on average. As shown in Fig. 2 (right), since the electrons with z vtx > 0 are more deflected than electrons with z vtx < 0, N −,+ < N −,− and the asymmetry between these two numbers is proportional to the luminosity bias. The average between the asymmetries built from the electron counts N −,± and the positron counts N +,± would additionally allow misalignment effects to partially cancel.
Alternatively, the φ dependence of the angular focusing shown in Fig. 3 , which manifests itself as a φ dependence of the counting rates in the LumiCal, may also be exploited. The asymmetry between the number of events where the e ± is emitted along the vertical direction (φ = ±π/2) and those where the e ± is emitted in the horizontal plane (φ = 0, π) is not proportional to the luminosity bias. However, an additional measurement along a third direction provides two asymmetries, from which the deflections along x and along y may be separated, allowing the luminosity bias to be determined.
4 Luminosity bias and impact on the measurement of the number of light neutrino species
As shown in the previous section, for leading-order Bhabha events, the beam-induced focusing of the final state leptons leads to a bias of −0.087% on the luminosity measurement at LEP1, when performed within the angular range used by the OPAL experiment, and with the 1994 LEP operation parameters.
To assess the effect of higher-order electroweak corrections, a sample of about four million Bhabha events, generated with the BHLUMI 4.04 Monte-Carlo program [9] , from which the LEP experiments determined the acceptance of their measurement, has also been used to determine this luminosity bias. Photon radiation leads to softer electrons in the final state, which feel a stronger focusing. For final state radiation, however, the photon is usually emitted at a small angle with respect to the final state electron. The clustering algorithm that was used to reconstruct the electrons in the LumiCal is likely to merge the electron and the (non deflected) radiated photon into a single cluster, thereby compensating for the latter effect. Hence, a proper study of the effect of radiations requires the BHLUMI events to be processed through a full simulation of the LumiCal and a cluster reconstruction algorithm to be run on the simulated energy deposits. Such a full simulation study is beyond the scope of this note. The luminosity bias determined from BHLUMI events, as obtained using the final state charged leptons and ignoring the effects of the LumiCal clustering, is however very close to what is obtained from leading-order events. With a loose lower-energy cut of 5 GeV on the final state leptons, a bias of −0.092% is obtained. If it is required, as in Ref. [4] , that both leptons have an energy above E beam /2 and that the average of their energies exceed 0.75×E beam , with E beam = √ s/2, the bias is −0.090%.
An underestimation of the luminosity leads to an overestimation of σ 0 had and to an underestimation of the number of light neutrino species that is derived from this measurement, given by [1] δN ν −7.5 × ∆L L .
A luminosity bias of −0.090% thus results in an increase of N ν by 0.00675, which corresponds to 82% of the uncertainty on N ν reported in Ref. [1] . The actual value of the number of light neutrino species from LEP requires a complete re-analysis of the integrated luminosity measurements from the four experiments, with data accumulated from 1989 to 1995. Meanwhile, the above estimate indicates that the 2σ deficit in Eq. 2 could be reduced to about one standard deviation by beam-beam focusing effects.
Conclusions
The bias of the luminometer acceptance, induced by the focusing of the final state electrons and positrons from small angle Bhabha scattering by the opposite-charge bunches, has been quantified for machine parameters representative of the 1994 LEP1 operation, and for an angular range of the measurement representative of the OPAL detector. The integrated luminosity was found to be underestimated by about 0.1%, a bias larger than the uncertainty reported by the experiments. When this bias is corrected, the number of families of light neutrino species determined by the combined LEP experiments from the invisible decay width of the Z boson will increase by about 80% of its uncertainty.
