We demonstrate a two-player communication problem that can be solved in the one-way quantum model by a 0-error protocol of cost O (log n) but requires exponentially more communication in the classical interactive (bounded error) model.
INTRODUCTION
The ultimate goal of quantum computing is to identify computational tasks that by using the laws of quantum mechanics can be solved more efficiently than on a classical computer.
In this paper we study quantum computation from the perspective of Communication Complexity, first defined by Yao [12] . Two parties, Alice and Bob, try to solve a computational problem that depends on x and y. Initially Alice knows only x and Bob knows only y; in order to solve the problem they communicate, obeying to restrictions of a specific communication model. In order to compare the power of two communication models, one has to either prove existence of a task that can be solved more efficiently in one model than in the other, or to argue that no such task exists.
We will, in the first place, be concerned about the following models.
interactive communication is at least as powerful as one-way communication, and it is well-known that the former can sometimes be much more efficient than the latter, both in quantum and in classical versions.
Communication tasks can be either functional, meaning that there is exactly one correct answer corresponding to every possible input, or relational, when multiple correct answers are allowed. Functional tasks over domains forming product sets w.r.t. each players' inputs are called total.
A communication protocol describes behavior of Alice and Bob in response to each possible input. The cost of a protocol is the maximum total amount of (qu)bits communicated by the parties, according to the protocol.
We say that a communication task P is solvable with bounded error in a given communication model by a protocol of cost O (k) if for any constant ε > 0, there exists a corresponding protocol solving P with success probability at least 1 − ε. If the protocols, in addition, either refuse to answer or succeed, then we say that the solution is 0-error.
In this paper our primary concern is with separating communication models; more specifically, with finding communication problems that demonstrate super-polynomial advantage of quantum communication over classical one. In fact, both with the previously known examples considered below and with our own contribution it has been the case that the first shown super-polynomial separation had actually been exponential.
It is important to note that the three types of communication tasks mentioned above (relational, functional and total functional) form a hierarchy, if viewed as tools to separate communication model. In particular, there are known pairs of communication models that can be separated through a relational problem but are equally strong over functions, either total or partial; likewise, there are pairs of communication models that can be separated through a partial functional problem but are widely conjectured to be equally strong over total functions.
For 0-error, both one-way and interactive protocols, separations have been demonstrated by Buhrman, Cleve, and Wigderson [2] .
In the bounded-error setting the first separation has been given by Raz [11] , showing a problem solvable in Q exponentially more efficiently than in R . Later, Buhrman, Cleve, Watrous, and de Wolf [3] demonstrated an exponential separation for simultaneous protocols, which is a communication model even more limited than one-way. All these separations have been given for functional problems.
For one-way protocols with bounded error, the first separation has been shown by Bar-Yossef, Jayram, and Kerenidis [5] for a relational problem. Later, Gavinsky, Kempe, Kerenidis, Raz, and de Wolf [7] gave a similar separation for a partial functional problem.
These results show that quantum communication models can be very efficient, when compared to their classical counterparts. But does there exist a problem that can be solved by a quantum one-way protocol more efficiently than by any classical two-way protocol?
1.1 Our result THEOREM 1.1. For infinitely many N ∈ N, there exists an (explicit) relation with input length N that can be solved by a 0-error one-way quantum protocol of cost O (log N) and whose complexity in the interactive classical model is
This statement simultaneously subsumes the separation in [5] and, as our theorem speaks about a relational problem, partially that in [11] . To obtain a similar result for a functional problem is an important open question (see Section 6 for more).
The relation we use is a modification of a communication task independently suggested by R. Cleve ([6] ) and S. Massar ([1]) as a possible candidate for such separation.
Some of the intermediate steps in our proof might be of independent interest.
OUR APPROACH
Denote by0 the additive identity of a field. For n being a power of 2, define the following communication problems. DEFINITION 1. Let x, y ⊂ [n 2 ], such that |x| = n/2 and |y| = n.
Let Σ 0 be the set of reversible mappings from [2 2i ] to GF 2i 2 , preserving the lexicographic ordering of the elements. DEFINITION 2. Let x ⊂ [2n 2 ], |x| = n. Let y = (y 1 , . . . , y n/4 ) be a tuple of disjoint subsets of [n 2 ], each of size n, such that |x ∩ y j | = 2 for all 1 ≤ j ≤ n/4. Let z ∈ GF 2 log n+1
In the rest of the paper we will implicitly assume equivalence between the arguments and the corresponding values of every σ 0 ∈ Σ 0 .
We will show that P is easy to solve in Q 1 and is hard for R . In order to prove the lower bound we will use the following modification of P ∑ 1×1 . We consider correctness probability of communication protocols w.r.t. input distribution, or the randomness of the protocol, or both.
Unless stated otherwise, all available randomness is taken into account, i.e., input distribution is considered whenever it is known and protocol's randomness is considered unless the protocol under consideration is deterministic.
We use the following generalization of the standard bounded error setting. We say that a protocol solves a problem with probability δ with error bounded by ε if with probability at least δ the protocol produces an answer, and whenever produced, the answer is correct with probability at least 1 − ε.
Solving P ∑ 1×1 when |x ∩ y| = 2 requires providing an evidence of knowledge of these elements, and intuitively should be as hard as finding them, as required by P search 1×1 , when |x ∩ y| = 2. This intuition is most likely false for the quantum 1-way model (when |x ∩ y| = 2, P ∑ 1×1 can be efficiently 1 solved in Q 1 with probability 1/n with small error, which is unlikely to be the case for P search 1×1 ). However, it is true for the model of classical 2-way communication; a "quasireduction" from P search 1×1 to P ∑ 1×1 is one of the central ingredients of our lower bound proof.
The high-level structure of the proof is the following.
Solution to P =⇒ Solution to P ∑ 1×1 (Lemma 5.1) We claim that if there exists a protocol that solves P with error bounded by ε then another protocol of similar cost solves P ∑ 1×1 for some Σ with probability Ω (1/n) and error O (ε).
Solution to P ∑
1×1 =⇒ Solution to P search 1×1 (Theorem 5.2) We reduce the task of solving the problem P search 1×1 to that of solving
We will conclude that solving P with bounded error requires an interactive classical protocol of complexity n Ω(1) .
NOTATION AND MORE
We assume basic knowledge of (classical) communication complexity ( [9] ).
We will consider only discrete probability distributions. For a set
A we write U A to denote the uniform distribution over the elements of A. Given a distribution D over A and some a 0 ∈ A we denote
and H X Y denote the corresponding entropy and conditional entropy. As a function of Y, we will denote the conditional entropy by H X Y = y .
We will need the Chernoff bound in the following form.
. . , X m be random variables, distributed independently and satisfying for some µ, α > 0
We use the following notation.
In the context of communication complexity, efficient protocols are those of polylogarithmic cost.
We use the standard notion of a (combinatorial) rectangle. The sides of considered rectangle always correspond to subsets of the input sets of Alice and Bob, as defined by the communication problem under consideration (to emphasize this, we will sometimes use the term input rectangle). We will use the same notation for an input rectangle and for the event that the input belongs to the rectangle.
Define context-sensitive "projection operators" ·| · and · · as fol-
We will use special notation for "one-sided" projections of input 3.1 More details on P ∑ 1×1 and P Define the following events characterizing input to P ∑ 1×1 or P search 1×1 .
DEFINITION 4. For j ∈ N, let X j be the event that the input pair (x, y) satisfies |x ∩ y| = j. For i, j ∈ N, let X 1 (i) and X 2 (i, j) be, respectively, the events that x ∩ y = {i} and x ∩ y = {i, j}.
We will use the same notation to address the subsets of input that give rise to these events, i.e.,
and so forth.
We define U (n) 1×1 to be the uniform distribution of input to P ∑ 1×1 ,
For sufficiently large n it holds that U (n)
1×1 (X 2 ) ≥ 1/13. On the other hand,
PROOF OF CLAIM 3.2. Think about choosing input pair (X, Y) ∼ U (n) 1×1 as selecting a random subset Y ⊂ [n 2 ], subject to |Y| = n, followed by selecting n/2 distinct elements for X. Under such interpretation it is clear that U (n) 1×1 (∪ i≥t X i ) ≤ n/2 t · n n 2 −n/2 t . Therefore, U (n) 1×1 (X 0 ) ≥ 1 − n/2 · n n 2 −n/2 ≥ 1 3 and U (n)
Let E i be the event that i ∈ X ∩ Y. It clearly follows from the symmetry between all E i -s and from the fact that the events are mutually exclusive when conditioned upon X 1 , that U (n) 1×1 (X 1 ) is equal to n/2 times the probability that the first element selected for X belongs to Y and all the following are not from Y. The former occurs with probability at least 1/n and the latter with probability not smaller than U (n) 1×1 (X 0 ), therefore U (n)
Similarly, U (n)
1×1 (X 0 ) > 1 13 , for sufficiently large n.
Size of near-monotone rectangles for DISJ n
Two following lemmas can be viewed as the core of our lower bound proof, from both conceptual and technical points of view.
In his elegant lower bound proof for DISJ, Razborov [10] has established the following lemma. LEMMA 3.3. [10] Let A be an input rectangle for DISJ n , assume that n = 4l − 1. Let D be the following input distribution -with probability 3/4 Alice and Bob receive two uniformly distributed disjoint subsets of [n] of size l and with probability 1/4 they receive two uniformly distributed subsets of [n] of size l that share exactly one element. Then
We need the following consequence of Lemma 3.3. 2 LEMMA 3.4. Let n be sufficiently large and A be an input rectangle for DISJ n . Let D be a product distribution of the two halves of the input, such that Alice receives a uniformly chosen subset of [n] of size k 1 (n) and Bob receives a uniformly chosen subset of [n] of size k 2 (n), where α 1 √ n ≤ k 1 (n) ≤ k 2 (n) ≤ α 2 √ n for some α 1 , α 2 . Then for δ = α 1 2 45·16 α 2 2 it holds that
The proof can be found in the full version of the manuscript, available from the author's web page.
EFFICIENT PROTOCOL FOR P IN Q 1
We give a 1-way quantum protocol S that receives input to P, communicates O (log n) qubits and either produces a correct answer or refuses to answer. For n large enough the former occurs with probability at least 1 3 . Therefore, for any given ε one can run t ∈ O log 1 ε instances of S in parallel, thus obtaining a 0-error protocol for P with answering probability at least 1 − ε. The communication cost of the new protocol remains in O (log n) as long as ε is a constant.
Let us see how S works. [4] . They consider a product distribution similar to our D and give a lower bound on D(A \ X 0 ) in terms of D(A ∩ X 0 ), while we need a lower bound on D(A ∩ X 1 ). We found extending the approach of [4] to be technically more challenging than deriving our statement from a stronger (non-product) case of Lemma 3.3.
2. Bob measures |α with the n 4 + 1 projectors E i def = ∑ j∈y i | j j| and E 0 def = ∑ j ∈∪y i | j j|, let i 0 be the index of the outcome of the measurement and |α i 0 be the projected state. Bob applies the Hadamard transform over GF 2 log n+1 2 to |α i 0 and measures the result in the computational basis. Denote by a i 0 be the outcome of the measurement.
3. If a i 0 =0 or i 0 = 0 then Bob refuses to answer, otherwise he outputs (i 0 , a i 0 ).
Obviously, the protocol transmits O (log n) qubits.
After the first measurement, if i 0 = 0 then Bob refuses to answer, otherwise the register remains in the state |α i 0 = 1 √ 2 ∑ j∈x∩y i 0 | j . Denote by p i the probability that i 0 = i. Then for i > 0,
and consequently, p 0 = 1 − ∑ i>0 p i = 1/2. Assume that i 0 = 0. Bob applies the Hadamard transform to the state
Then
and therefore Bob obtains a uniformly random element of
as the outcome of his second measurement. If a i 0 =0 then Bob refuses to answer, otherwise he returns a pair (i 0 , a i 0 ) that satisfies the requirement. The latter occurs with probability 1 − o (1), conditioned on i 0 = 0. So, the protocol is successful with probability 1 2 − o (1) > 1 3 , for sufficiently large n.
SOLVING P IS EXPENSIVE IN R
We will establish a lower bound of n 1 / 4 √ log n for the 2-way classical communication complexity of P. We will always assume this model of communication, unless stated otherwise.
As outlined in Section 2, we will first prove that solving P implies solving P ∑ 1×1 , then that solving P search 1×1 is as simple as solving P ∑ 1×1 , and finally that solving P search 1×1 is expensive.
Solving P implies solving P ∑

1×1
LEMMA 5.1. Assume that there exists a (possibly, randomized) protocol S of cost k that solves P with error bounded by ε. Then there exists Σ, such that P ∑ 1×1 can be solved w.r.t. U (n;2) 1×1 with probability 2/n with error bounded by 2ε by a deterministic protocol of cost k.
Solving
We will show the following. The proof will be done in several stages. LEMMA 5.3. Let n be sufficiently large and A be an input rectangle for P ∑ 1×1 , such that U (n;1) (1) . Assume that for some constant 0 < ε < 1 and I 0 ⊆ [n 2 ], |I 0 | ≥ n 2 2 , it holds that
Then U (0,1)
The meaning of the lemma is that a rectangle accepting input pairs from X 1 , but mostly those that intersect not over I 0 , must reject, with high probability, pairs from X 0 .The proof can be found in the full version of the manuscript, available from the author's web page.
We will need the following extension of Lemma 5.3 to the case of rectangles, selectively accepting instances of X 2 .
LEMMA 5.4. Let n be sufficiently large and A be an input rectangle for P ∑ 1×1 , such that U (n;2)
be a family of subsets of [n 2 ], such that for every i, j ∈ [n 2 ] it holds that i ∈ I 0 . If A satisfies that
A (X 2 (i, j)) ≤ ε 2 10 20 , then U (0,1,2)
An alternative way to look at I (i) 0 would be to say that I (i) 0 is the set of neighbors of i in an undirected graph without self-loops over n 2 vertices, of degree at least n 2 2 each. Call that graph Γ, then the requirement of the lemma is that a randomly chosen pair
A is unlikely to be connected in Γ. If the condition is met (i.e., such Γ can be found), then A cannot be large. The proof can be found in the full version of the manuscript, available from the author's web page.
In order to state our next lemma we need the following definition.
The following lemma (which is our final step towards Theorem 5.2) claims, informally, that if a big rectangle A accepts instances of X 2 while rejecting those of X 0 and X 1 , then there can be only limited uncertainty regarding the content of X ∩ Y, for a randomly chosen pair (X, Y) ∈ A.
LEMMA 5.5. Let n be sufficiently large and A be an input rectangle for P ∑ 1×1 , such that Pr U A [|X ∩ Y| < 2] ≤ 1 6 and A is not δlabeled for some δ > 0. Then U (n)
Now we have all that is required for the proof of Theorem 5.2. In the proof we, essentially, argue that a protocol solving P ∑ 1×1 w.r.t. U (n;2) 1×1 must give rise to "typical" rectangles satisfying the requirements of Lemma 5.4, which lets us apply the contrapositive of Lemma 5.5 and conclude that typical rectangles are δ-labeled. From the definition of δ-labeled, the pair {a, b} chosen w.r.t. Y has good chances to equal X ∩ Y, if the input belongs to that rectangle. The last observation leads to a protocol for solving P search 1×1 . Proof of the theorem is given in the full version of the manuscript, available from the author's web page.
Solving P search 1×1 is expensive
It is not hard to see that a protocol of communication cost k can solve P search 1×1 w.r.t. U (n;1) 1×1 only with probability O k n . We prove the following generalization of this statement. This is a direct product theorem, because its statement can be rephrased as one about solving t independent instances of P search 1×1 w.r.t. U (n;1)
1×1 . There are known direct product results that apply to problems like DISJ and P search 1×1 (e.g., [8] , and references therein). However, two obstacles prevent us from using them: on the one hand, those results mostly apply to the case of product input distributions; on the other hand, their statements have "Ω (t)" in the exponent of the guaranteed upper bound on success probability, and that is not sufficient to us. In Section 6 we pose some related open questions.
In this paper we will only make use of the case corresponding to t = 2, though we prove the theorem in full generality, as it might be of independent interest. PROOF OF THEOREM 5.6. Let S be a 0-error protocol of cost k solving P search 1×1 w.r.t. U (n;t)
i be the probability that S outputs t elements from x ∩ y when (x, y) = (X, Y) ∼ U (n;i)
1×1 . P r o p o s i t i o n:
There exists an absolute constant c such that for t ≤ i ≤ n 2 it holds that
The proposition implies the theorem, as follows. Let n be such that t + n 3ck < n 2 . If for any i ∈ t, . . . ,t + n 3ck it holds that
, let i 0 be the smallest value like this, then
Otherwise,
Let us prove the proposition. Let i 0 ∈ t, . . . , n 2 be such that p
our goal is to show that
i+1 for some fixed c. Let m def = n 2 − i 0 , define D as the uniform distribution over pairs (x , y ) such that x ⊂ [m], |x | = n/2 − i 0 , y ⊂ [m] and |y | = n − i 0 .
Assume we know that (x , y ) ∈ supp(D) belongs to either X 0 or X 1 , and want to distinguish the two cases. Consider the following public coin protocol S , running on (x , y ). 2. Alice and Bob run the protocol S on the input (ρ(x 0 ), ρ(y 0 )).
If S does not outputs t elements then S refuses to answer. Otherwise if the t produced elements belong to ρ( j m < j ≤ n 2 ) then S outputs 0, else S refuses to answer.
B consist of all A (r) i -s for r ∈ {0, 1} s , on which the corresponding S l (r) outputs 0. We denote
as required. , therefore k ∈ Ω n 1 / 4 √ log n , as required.
CONCLUSIONS AND FURTHER WORK
The protocol described in Section 4 together with Theorem 5.7 imply Theorem 1.1.
It would be interesting to strengthen this result. Is it possible to find a functional problem that requires exponentially more communication in R than in Q 1 ? Raz [11] constructs a partial function which is complete, in a natural and well-defined sense, for quantum one-way communication. However, it is yet unclear what the classical complexity of Raz's function is.
It seems plausible that every total function with an efficient oneway quantum protocol admits an efficient classical protocol (maybe, even one-way). Validity of this conjecture is a very important, wellknown open problem.
What can be claimed about R -complexity of communication problems with efficient quantum simultaneous protocols, either with or without shared entanglement?
As we have mentioned before, our Theorem 5.6 is a direct product statement and can be compared to other known direct product theorems, like that by Jain, Klauck and Nayak [8] and earlier ones. On the one hand, our statement is more rigorous, in the sense that it has plain "t" in the exponent of the guaranteed upper bound on the success probability of solving t instances of the original problem, as opposed to "Ω (t)" in the earlier works. On the other hand, our theorem applies (or trivially generalizes) only to a restricted family of communication problems (those with structure similar to DISJ), as opposed to the result of [8] , which speaks about any communication problem.
Apparently, our technique can be applied to a wider class of communication problems, and, on the other hand, the approach taken in [8] can give a more rigorous statement in terms of t. It would be interesting to analyze these two possibilities in order to give a more unified theory of direct product statements in communication complexity.
